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Wildlife biologists, many times with the help of ordinary citizens, have developed 
and maintained long-term datasets for monitoring the status of wildlife populations. 
These datasets can range from a collection of citizen-reported sightings of a rare species, 
to datasets collected by biologists using standardized methods. The commonality is that 
these datasets span a temporal and spatial scale that is beyond the scope of most scientific 
studies. Ensuring the continued persistence of wildlife populations requires predictions of 
the impact of human actions. Regardless if the predictions are quantitative or qualitative, 
the best we can do is use the past data to predict the future.  
Statistical methods are the main data analysis technique used for developing 
quantitative predictions in the life sciences, but these methods are rarely applied to long-
term datasets because the methods are underdeveloped in most cases. This 
underdevelopment of statistical methods and applications was the motivation for my 
research. In Chapter 1, I develop a time series analysis method for populations that 
accounts for errors in detection. In Chapter 2, I develop and apply a variety of methods to 
predict an extinction threshold using long-term monitoring data from a population of 
bobwhite quail (Colinus virginianus). In Chapter 3, I link the unified framework of 
missing data developed in the statistical literature to species distribution modelling, 
which is a common method used to analyze historical location reports of a species. In 
 
 
Chapter 4 I introduce an example using location records of one of the rarest avian species 
in the world—the whooping crane (Grus americana). The whooping crane location 
records were imprecisely recorded, and in Chapter 4, I extend regression calibration 
methods to correct for the location error. In Chapter 5, I explore when a commonly used 
statistical estimation method will fail for analyses using historical location records; I then 
test several alternative estimation methods. Finally, in Chapter 6, I present an application 
by predicting the spatial and temporal distribution of whooping cranes using historical 
location records. This application was developed to determine what habitat is used by 
whooping cranes during migration and what habitat may require special protection to 
ensure survival of the species. 
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LIST OF FIGURES 
Figure 1-1. Example simulated population time series data. The E(Nt) is the deterministic 
population model trajectory, Nt is the unobserved population state, At is the 
observed abundance when detection is perfect and Yt is the observed abundance 
when detection error are present. The full time series (t=0−200) was used to 
evaluate the large sample properties, whereas, the time series in the inset plot 
(t=100−140) was used to evaluate the small sample properties of our model. (pg. 
29) 
Figure 1-2. Simulation results for population model parameters (K, ro, and σ2) and root 
mean square error (RMSE) of the natural log of population state estimates for 
three scenarios with two different sets of priors and two lengths of time series 
(weakly informative with n=200 and n=40 and highly informative with n=40). 
The scenarios include an N-mixture state-space model (NMSSM(Yt)) when 
detection is imperfect and estimated, a state-space model (SSM) analysis when 
detection is perfect (SSM(At)) and an SSM analysis when detection is imperfect, 
but assumed perfect (SSM(Yt)). Each box and whisker plot corresponds to the 
posterior mean of 1,000 simulated data replicates. Grey lines show the true 
parameter value. (pg. 30)  
Figure 1-3. Coverage probability plotted against ratio of the posterior credible interval 
length to prior credible interval length (percent length reduction) for population 
model parameters (K, ro, and σ2) with two lengths of time series and with two 
different sets of priors (weakly informative with n=200 and n=40 and highly 
informative with n=40). The two scenarios include a state-space model (SSM) 
analysis when detection is perfect and an N-mixture state-space model (NMSSM) 
when detection is imperfect and estimated. Each symbol is the mean of 1,000 
simulations. The vertical line at zero is the limit of the percent length reduction 
and the horizontal line is at the nominal 95% credible interval coverage 
probability with 95% confidence interval coverage based on a normal 
approximation (grey shading). Symbols that overlapped were jittered a small 
amount. (pg. 31)    
Figure 1-A1. Plot of the standardized largest eigenvalue (λs; black dots) against the 
number of data clones showing estimability from a single data set when the 
population process model is log-normal random noise. The grey line shows the 
theoretical expected relationship between λs and the number of data clones. (pg. 
34)  
Figure 1-A2. Plot of the standardized largest eigenvalue (λs; black dots) against the 
number of data clones showing estimability for a single data set generated from 
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the simulation study. The grey line shows the theoretical expected relationship 
between λs and the number of data clones. (pg. 35)  
Figure 2-1. Estimated time dependent population growth rate (rt) with 95% confidence 
intervals (dashed lines) assuming the Gompertz and Ricker population growth 
models using whistle count survey data (WC) and breeding bird survey data 
(BBS) for northern bobwhite quail in southeastern Nebraska. The vertical lines 
grey lines are the estimated date of the transcritical bifurcation (solid lines) and 
associated 95% confidence intervals (dashed lines). (pg. 76)  
Figure 2-2. Estimated time dependent equilibrium population size (Kt) with 95% 
confidence intervals (dashed lines) assuming the Gompertz and Ricker population 
growth models using whistle count survey data (WC) and breeding bird survey 
data (BBS) for bobwhite quail in southeastern Nebraska. (pg. 77)  
Figure 2-3. Statistical indicator SVL (thick black line; eq. 2-6) estimated from the 
bobwhite population using whistle count data (WC) and breeding bird survey data 
(BBS) with mean (thin black line) and 95% confidence intervals (black dashed 
line) from the bootstrap distribution of SVL estimated from the Gompertz and 
Ricker state-space population models. The grey line is the inverse link function 
and 95% confidence intervals (dotted red line) from a generalized nonlinear 
model used to describe the increasing trend in statistical indicator SVL. The inset 
plot contains population time series data (thin black lines) along with the expected 
population count (thick black line), and 50% (gold) and 95% (blue) confidence 
intervals under the assumed population model. The vertical black line is the 
estimated date of the transcritical bifurcation along with the lower 95% 
confidence interval (black dashed) based on the assumed population models. The 
vertical red line is the estimated date of the transcritical bifurcation with the lower 
95% confidence interval (red dashed) that was estimated with the generalized 
nonlinear model using the statistical indicator SVL. (pg. 78)  
Figure 3-1. Decision tree used to determine if correcting for non-detection sampling bias 
is required when analyzing presence-only data. (pg. 109)  
Figure 3-2. Decision tree used to determine if correcting for non-detection sampling bias 
is required when analyzing marks (e.g., group sizes) associated with presence-
only data. (pg. 110)  
Figure 3-3. Regression coefficient estimates from simulated data using an IPPM (𝛼1) and 
zero-truncated GLM (𝛾1) to describe how the relative intensity of group 
abundance and expected group size varied due the respective covariate. 
𝑒𝛼1+𝛾1  was a derived parameter that described the relative intensity of abundance. 
The five scenarios shown include scenarios in which 𝒑det was estimated and used 
to correct for detection bias (Estimated; scenario 1), 𝒑det was estimated but the 
detection model was misspecified due to unknown group size (Estimated 
unknown group size; scenario 2), 𝒑det was known (Known; scenario 3), an 
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unbiased sample of group locations was analyzed (Unbiased; scenario 4), and 
detection bias was ignored (Ignored; scenario 5). Each box and whisker 
corresponds to parameters estimates obtained from 1,000 simulated data replicates 
and the grey lines represent the true value. We evaluated two parameterizations 
that resulted in observed average sample sizes of 108 and 483. (pg. 111)  
Figure 3-4. Coverage probability of 95% confidence intervals (CI) plotted against the 
standardized 95% CI length from simulated data using the IPPM (𝛼1) and zero-
truncated GLM (𝛾1) to describe how the relative intensity of group abundance and 
expected group size varied due to the respective covariate. 𝑒𝛼1+𝛾1 was a derived 
parameter that described the relative intensity of abundance. We evaluated two 
sets of parameters that resulted in observed average sample sizes of 108 and 483. 
The two scenarios shown include when 𝒑det was estimated and used to correct for 
detection bias (upper panel; scenario 1) and when 𝒑det was estimated, but the 
detection model was misspecified due to unknown group size (lower panel; 
scenario 2). Horizontal lines were placed at 95% coverage probabilities with 95% 
CI coverage based on a normal approximation (grey shaded areas). (pg. 112) 
Figure 4-1. Satellite photo illustrating the recorded accuracy of an opportunistic 
whooping crane group reported in Nebraska, USA. The black box approximately 
delineates a section of land (2.59 km2) as classified by the public land survey 
system (PLSS). The gold “x” is the location of a whooping crane group recorded 
with a global position system (GPS) with a 500 m radius buffer (gold circle). The 
red “x” represents the center of the PLSS section with a 500 m radius buffer (red 
circle). Of 68 whooping crane group records from 2000−2012, 32 had locations 
recorded with a GPS and 36 locations were recorded at the center of the PLSS 
section. (pg. 140)  
Figure 4-2. Estimated inhomogeneous Poisson point process regression coefficients for 
aquatic habitat (β1) and development (β2) with 95% confidence intervals (CIs) 
estimated from whooping crane locations recorded with a global position system 
(Exact, n=32) and three varying levels of simulated accuracy. Environmental 
covariates were calculated as the proportion of habitat type within a 100 m (a and 
b), 250 m (c and d), and 500 m (e and f) radius buffer. Section locations were 
degraded in accuracy by recording the location as the center of the Public Land 
Survey System section. The σ = 100 and σ = 1000 were degraded in accuracy by 
adding independent bivariate normal location errors to the exact locations with 
standard errors of 100 m and 1000 m, respectively. The gray line represents 
coefficient estimates from an analysis of the 32 exact locations. Note: lower limit 
of 95% confidence intervals (CIs) for the development covariate at the 100 m 
radius buffer extend beyond the range shown in the figure. (pg. 141)  
Figure 4-3. Inhomogeneous Poisson point process (IPP) regression coefficients for 
aquatic habitat (β1) and development (β2) with 95% confidence intervals (CIs) 
estimated from opportunistic whooping crane locations (n=68). Environmental 
covariates were calculated as the proportion of habitat type within a 100 m, 250 
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m, and 500 m radius buffer. Axis ticks labeled “Ignored” indicate the IPP 
regression coefficients were estimated with no correction for location errors 
whereas plots labeled “Corrected” indicate coefficients were corrected using 
regression calibration. The gray lines represent IPP regression coefficient 
estimates obtained from 32 whooping crane group locations that were recorded 
with a global positioning system (i.e., “Exact” point estimates and gray lines from 
Fig. 2). Note: lower limit of the 95% CI for the corrected development covariate 
at the 100 m radius buffer extends beyond the range shown in the figure. (pg. 142) 
Figure 4-4. Simulation results from presence-only data (?̅? =67.7) when the location is 
recorded exactly (Exact) and at the center of the Public Land Survey System 
section (Section) in which the point occurred (see Fig. 1). Coefficients for aquatic 
habitat (a) and development (b) were estimated using an inhomogeneous Poisson 
point process species distribution model. Each box and whisker plot corresponds 
to the maximum likelihood estimate from 100 simulated data replicates. Gray 
lines show the true coefficient value. Environmental covariates were calculated as 
the proportion of habitat type in a 500 m radius buffer. (pg. 143) 
Figure 5-1. Estimated likelihood function (𝑒𝑙(𝛽0=4.6,𝛽1;𝒚𝑃)) for the inhomogeneous 
Poisson point process model plotted as a function of 𝛽1. The red line is the 
estimated likelihood function for a data set where 𝒚𝑃 is a collation of 10 locations 
at which the single covariate consisted of 10 zeroes. The black line is the 
likelihood for a data set where 𝒚𝑃 is a collation of 10 locations at which the single 
covariate consisted of nine zeroes and a one. The maximum of the likelihood 
function (?̂?1
MLE) is located by the black dot and vertical dotted line. The likelihood 
function represented by the red line has no maximum and increases as 𝛽1 
decreases to −∞. The value of 𝛽0 was held constant at 4.6 which was the 
maximum likelihood estimate of 𝛽0 from the data under the conditions that 
produced the black line. Note the likelihood functions were scaled to have unit 
maximum on the interval −25 to 0. (pg. 170) 
Figure 5-2. Maximum likelihood estimate and posterior modes plotted as a function of 
the prior distribution hyperparameter (σ) for the coefficient (𝛽1) from the 
development covariate in the analysis of presence-only location records of 
whooping cranes using the inhomogeneous Poisson point process model. The 𝛽1 
was estimated using the full data set (n=32) in which the development covariate 
was a collation of 31 zeroes and a single value of 0.086 and a reduced data set 
(n=31) where the covariate was a collation of 31 zeroes. The posterior mode of 𝛽1 
is shown assuming a normal prior (𝑁(0, 𝜎2)) and Laplace prior (𝐿𝑎𝑝𝑙𝑎𝑐𝑒(0, 𝜎)) 
as the hyperparameter (σ) is varied from 0.01 and 20. The inset plot shows a close 
up of ?̂?1 as σ is varied from 0.0 to 1.2. Note the maximum likelihood estimate of 
𝛽1 for the n = 31 data set does not exist. (pg. 171)  
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Figure 5-3. Results from 1000 simulated presence-only data sets (?̅? =31.4). The panel (a) 
shows a histogram of the 1000 maximum likelihood estimates of 𝛽1. The panel 
(b) shows the same 1000 maximum likelihood estimate of 𝛽1 arrange according to 
the number of presence-only locations in each data set that had values of the 
covariate (𝑥1(𝒚𝑃)) greater than zero. The middle two plots show the posterior 
mode from the 1000 simulated data sets assuming a normal prior (𝑁(0, 𝜎2) ) with 
𝜎 = 2 (c) and 𝜎 = 10 (d). The bottom two plots show the posterior mode from 
the 1000 simulated data sets assuming a Laplace prior (𝐿𝑎𝑝𝑙𝑎𝑐𝑒(0, 𝜎) ) with 𝜎 =
2 (e) and 𝜎 = 10 (f). The gold line located at −2 identifies the location of the true 
value of 𝛽1. Note that in panel a and b many of the maximum likelihood estimates 
of 𝛽1 were less than −20 (i.e., −∞). Also, note that in panel b the maximum 
likelihood estimates for simulated data sets when all 𝑥1(𝒚𝑃))  = 0 is not shown 
because ?̂?1
MLdoes not exist. (pg. 172)  
Figure 5-4. Posterior modes (black dots) and 95% credible intervals (black lines) of 𝛽1 
from 100 of the 1000 simulated presence-only data sets (?̅? =31.4) assuming a 
normal prior (𝑁(0, 𝜎2) ) with 𝜎 = 2 (a) and 𝜎 = 10 (b) and Laplace prior 
(𝐿𝑎𝑝𝑙𝑎𝑐𝑒(0, 𝜎2) ) with 𝜎 = 2 (c) and 𝜎 = 10 (d). The gold line located at −2 
identifies the location of the true value of 𝛽1 and the gray line is located at 0. (pg. 
173) 
Figure 5-A1. Normal distribution (a) with an expected value of zero and variance 𝜎2 (i.e., 
𝑁(0, 𝜎2)). Laplace distribution with and expected value of zero and variance 2𝜎2 
(i.e., 𝐿𝑎𝑝𝑙𝑎𝑐𝑒(0, 𝜎)). The value 𝜎2 =1, 5, and 10 represent priors on 𝛽1 used in 
the data analysis and simulation study. (pg. 174) 
Figure 5-A2. Maximum likelihood value (a) and estimate (b) of the development 
coefficient (?̂?1
MLE) using an inhomogeneous Poisson point process model to 
analyze presence-only location records of whooping cranes (n=32). As the 
number of random locations (Monte Carlo points) was increased from 100 to 
10,000, the approximation to the integral in the IPP likelihood (eqn 2) converged 
and as a result ?̂?1
MLE also stabilized. (pg. 175)  
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Figure 5-A3. Results from 1000 simulated presence-only data sets (?̅? =30.1). The panel 
(a) shows a histogram of the 1000 maximum likelihood estimates of 𝛽1.The panel 
(b) shows the same 1000 maximum likelihood estimate of 𝛽1 arrange according to 
the number of presence-only locations in each data set that had values of the 
covariate (𝑥1(𝒚𝑃)) greater than zero. The middle two plots show the posterior 
mode from the 1000 simulated data sets assuming a normal prior (𝑁(0, 𝜎2) ) with 
𝜎 = 2 (c) and 𝜎 = 10 (d). The bottom two plots show the posterior mode from 
the 1000 simulated data sets assuming a Laplace prior (𝐿𝑎𝑝𝑙𝑎𝑐𝑒(0, 𝜎) ) with 𝜎 =
2 (e) and 𝜎 = 10 (f). The gold line located at −10 identifies the location of the 
true value of 𝛽1. Note that in panel a and b many of the maximum likelihood 
estimates of 𝛽1 were less than −20 (i.e., −∞). Also, note that in panel b the 
maximum likelihood estimates for simulated data sets when all 𝑥1(𝒚𝑃))  = 0 is 
not shown because ?̂?1
MLEdoes not exist. (pg. 176)  
Figure 5-A4. Posterior modes (black dot) and 95% credible intervals (black line) of 𝛽1 
from 100 of the 1000 simulated presence-only data sets (?̅? =30.1) assuming a 
normal prior (𝑁(0, 𝜎2) ) with 𝜎 = 2 (a) and 𝜎 = 10 (b) and Laplace prior 
(𝐿𝑎𝑝𝑙𝑎𝑐𝑒(0, 𝜎2) ) with 𝜎 = 2 (c) and 𝜎 = 10 (d). The gold line located at −10 
identifies the location of the true value of 𝛽1 and the gray line is located at 0. (pg. 
177)  
Figure 6-1. Map showing the location of opportunistic records (n=407) of whooping 
crane group locations within the state of Nebraska, USA from 1988–2012. 
Whooping crane group sizes varied from 1–21. The 407 records were the 
presence-only data used in our analysis. The area outlined in gold is the Program 
associated habitat area and the area outlined in green is the Niobrara National 
Scenic River area. See appendix S1 for warnings on the interpretation of these 
data. (pg. 205)  
Figure 6-2. Heat maps of the intensity of abundance (𝜆abun) for whooping cranes in the 
state of Nebraska, USA. Note  𝜆abun was scaled so that the average for Nebraska 
was 1.0. We truncated values of 𝜆abun > 100 in the heat maps so that a few 
(≤0.15% of the pixels) extreme values did not dominate the color scale. The top 
heat map (a) shows results when non-detection sampling bias was ignored and the 
bottom heat map (b) shows results when the bias was corrected. The area outlined 
in gold is the Program associated habitat area and the area outlined in green is the 
Niobrara National Scenic River area. (pg. 206)  
Figure 6-3. Heat maps of the intensity of abundance (𝜆abun) for whooping cranes in the 
Program associated habitat area. Note  𝜆abun was scaled so that the average for 
Nebraska was 1.0. We truncated values of 𝜆abun > 100 in the heat maps so that a 
few (≤8.31% of the pixels) extreme values did not dominate the color scale. The 
top heat map (a) shows results when non-detection sampling bias was ignored and 
the bottom heat map (b) shows results when the bias was corrected. (pg. 207)  
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Figure 6-4. Heat maps of the intensity of abundance (𝜆abun) for whooping cranes in the 
Niobrara National Scenic River area. Note  𝜆abun was scaled so that the average 
for Nebraska was 1.0. We truncated values of 𝜆abun > 100 in the heat maps so 
that a few (≤0.07% of the pixels) extreme values did not dominate the color scale. 
The top heat map (a) shows results when non-detection sampling bias was ignored 
and the bottom heat map (b) shows results when the bias was corrected. (pg. 208)   
Figure 6-C1. Predicted probabilities of detection of whooping crane groups for Nebraska, 
USA. (pg. 229)  
Figure 6-C2. Predicted probabilities of detection of whooping crane groups for the 
Program associated habitat area. (pg. 230)  
Figure 6-C3. Predicted probabilities of detection of whooping crane groups for the 
Niobrara National Scenic River area. (pg. 231)  
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INTRODUCTION 
Wildlife biologists, many times with the help of ordinary citizens, have developed 
and maintained long-term datasets for monitoring the status of wildlife populations. 
These datasets can range from a collection of citizen-reported sightings of a rare species, 
to datasets collected by biologists using standardized methods. Three datasets that will 
form the basis of my dissertation exemplify this: the Whooping Crane Tracking Project 
Database is a collation of opportunistic, mostly citizen contributed, location records of 
whooping cranes (Grus americana) since 1975; the Breeding Bird Survey consists of 
spatially and temporally replicated volunteer contributed point counts collected annually 
since 1966; and the Nebraska Game and Parks Comission’s whistle count survey dataset 
is a systematic collection of spatially and temporally replicated point counts of northern 
bobwhite quail (Colinus virginianus) collected annually since 1965 by trained wildlife 
biologists. The commonality among these datasets is that they were initiated to monitor 
the status of populations, but are spatially and temporally more diverse and complete than 
datasets that could be feasible collected through scientific study.  
Society increasingly demands that prediction be made regarding the impact of 
current or future human action on the status of wildlife populations. For example the 
Endangered Species Act of 1973 requires that any action authorized, funded, or carried 
out by all Federal agencies must not jeopardize the continued existence of any 
endangered or threatened species. More simply, this can be thought of as asking the 
question: if we do action x how will this affect population y? At the most basic level the 
effect can be measured as the change in the number of animals in the population; in most 
situations, historical datasets are the only sources of data that are available to answer this 
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basic question. Statistical methods, however, are underdeveloped for this purpose and 
rarely applied to long-term datasets. For example, analyses of location records from the 
Whooping Crane Tracking Project Database have involved plotting the records on maps. 
An example of this can be found in Figure 6-1. Although this is a legitimate use of the 
data there are at least two problems: 1) the assumptions of the analysis are not explicit 
and 2) it is not clear how one would make predictions from the maps.   
Statistical methods are the main data analysis technique used for developing 
quantitative predictions in the life sciences. The purpose of statistical modeling is to 
make quantitative predictions using data and assumptions that have been made explicit 
with the language of mathematics. For example in chapter 3, I connect the statistical 
literature on missing data to the analysis of historical location records (i.e., presence-only 
data). The main result is that unless we are willing to make some strong assumptions 
about the whooping cranes location records that were not reported (i.e., the missing data), 
then the patterns in location records, for example in Figure 6-1, could be completely 
driven by sampling bias.  
My initial motivation for the work in this dissertation was twofold: 1) to analyze 
datasets that had not been completely explored and 2) to use these data to answer 
questions that are relevant to management, but had not been answered. For example, 
populations of bobwhite quail have been declining in abundance in most areas for over 50 
years. Since a population cannot decline forever, it seemed timely to make predictions 
about the future of the bobwhite (see Chapter 2). As another example, the data from the 
Whooping Crane Tracking Project Database had most recently been analyzed by Austin 
& Richert (2001). Given that the database is the largest available source of data for one of 
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the most endangered and actively managed species in the world it seemed timely to 
provide an updated analysis. While attempting to analyze these datasets, my major 
problem was that statistical methods were lacking. Chapters 1, 3, 4, and 5 offer novel 
statistical analysis methods inspired by the three datasets analyzed in chapters 2 and 6. To 
that end, the work in Chapter 1 has been published in Ecological Modeling, Chapter 2 has 
been published in Theoretical Ecology, Chapter 3 has been published in Ecology and 
Evolution, Chapter 4 has been published in Methods in Ecology and Evolution, and 
Chapters 5 and 6 are currently under revision for Methods in Ecology and Evolution and 
Journal of Applied Ecology, respectively.  
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Chapter 1. Fitting population growth models in the presence of measurement and 
detection error  
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ABSTRACT 
Population time series data from field studies are complex and statistical analysis 
requires models that describe nonlinear population dynamics and observational errors. 
State-space formulations of stochastic population growth models have been used to 
account for measurement error caused by the data collection process. Parameter 
estimation, inference, and prediction are all sensitive to measurement error. The 
observational process may also result in detection errors and if unaccounted for will 
result in biased parameter estimates. We developed an N-mixture state-space modeling 
framework to estimate and correct for errors in detection while estimating population 
model parameters. We tested our methods using simulated data sets and compared the 
results to those obtained with state-space models when detection is perfect and when 
detection is ignored. Our N-mixture state-space model yielded parameter estimates of 
similar quality to a state-space model when detection is perfect. Our results show that 
ignoring detection errors can lead to biased parameter estimates including an 
overestimated growth rate, underestimated equilibrium population size and estimated 
population state that is misleading. We recommend that researchers consider the 
possibility of detection errors when collecting and analyzing population time series data.  
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INTRODUCTION 
Relating population growth models statistically to field data is essential for 
answering important questions in ecology and natural resource management (May 1999). 
One statistical tool to do this is the population viability analysis (PVA), which use 
population abundance data and population growth models to estimate the probability that 
a population will persist for a specified time into the future (Beissinger & McCullough 
2002). A worthwhile PVA requires reliable estimates of population growth model 
parameters to answer population related questions (deValpine & Hastings 2002; Nadeem 
& Lele 2012). At minimum, a typical analysis using population growth models begins 
with data collection, which often involves surveys to count individuals. In many surveys, 
the observation process can result in a substantial amount of observational error. For 
example, an analysis of the North American Breeding Bird Survey (BBS), which consists 
of spatially and temporally replicated point counts over a large portion of North America 
since 1966, found that over 70% of the noise in the estimated growth rate for a population 
growth model was due to observation error (Dennis et al. 2006). Accounting for this 
observation error has been an important area of research for ecological statistics, and we 
hope to build upon previous work by incorporating two types of observation error that 
occur simultaneously, but have not been appropriately combined in a single modeling 
framework. 
There are at least two distinct components of observation error, including 
measurement error and detection error. State-space models (SSMs) were developed over 
the last decade to model population dynamics and measurement error, with the goal of 
obtaining unbiased parameter estimates and improving ecological inference (deValpine & 
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Hastings 2002; deValpine 2003; Williams et al. 2003; Clark & Bjørnstad 2004; Dennis et 
al. 2006; Freckleton et al. 2006; Nadeem & Lele 2012). To date, detection error has been 
ignored or it was assumed that accounting for measurement error was sufficient to result 
in unbiased parameter estimates and improved inference when population growth models 
were fit to time series data (deValpine & Hastings 2002; Williams et al. 2003; Clark & 
Bjørnstad 2004; Dennis et al. 2006; Wang 2007; Pedersen et al. 2011; Nadeem & Lele 
2012).  
Measurement error and detection error, however, are two distinct forms of 
observation error. For example, Ponciano and colleagues (2009) applied SSMs that 
considered several stochastic population growth models combined with a Poisson 
measurement error model. Using Gause’s classic Paramecium data, which involved 
counting the number of cells on 0.5 cm3 samples of culture media daily, the authors 
estimated parameters of SSMs. In this example the Poisson measurement error model 
seems appropriate. We could imagine taking additional samples from each culture media 
in Gause’s experiment. The number of cells counted on additional samples from a single 
culture on any given day may be different due to variability in the sampling process; the 
underlying population growth process, however, is the same for all samples. Non-
detection occurs when fewer organisms are observed than are actually present. For 
Gause’s data this would have occurred if some of the cells on the sample culture media 
were not counted. It is well known that non-detection can lead to biased parameter 
estimates in other types of models of populations, such as estimating trends in occupancy 
or abundance (Tyre et al. 2003; Royle 2004; Royle & Dorazio 2008; Kéry et al. 2009). 
Methods correcting for non-detection in SSMs have only recently been applied and 
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include distance sampling (Moore & Barlow 2011) or incorporating prior knowledge 
derived from other studies (Pagel & Schurr 2012; but see Wilberg et al. (2010) for review 
of catchability in fisheries stock assessment models). However, both distance sampling 
and prior knowledge of the detection process require more complex survey designs and 
additional data that may not be available for long-term time series data such as the BBS.  
Correcting for non-detection when applying SSMs based on statistical methods 
used to correct for detection error would be a useful addition to the literature on 
population time series and is the goal of this paper. Many methods have been developed 
to correct for non-detection in other types of models of population abundance, such as 
regression models describing the temporal trends and spatial variability in abundance due 
to habitat covariates (Kéry et al. 2009). One of the most ingenious and practical methods 
to correct for non-detections is the N-mixture model (Royle 2004). The N-mixture model 
explicitly models population abundance and detection using only observed abundance 
data and can be applied to time series data. Often analyses using N-mixture models 
assume a binomial distribution for the detection model and a Poisson distribution for the 
abundance model (Royle 2004; Royle & Dorazio 2008). The detection process (and thus 
detection error) is modeled with discrete and continuous covariate effects that vary with 
the probability of detection through the logit link. Similarly, the true population 
abundance (number of individuals present) is related to the underlying intensity of 
abundance with the Poisson measurement error model. The true abundance is modeled 
with discrete and continuous covariate effects that vary with the intensity of the Poisson 
distribution through the log link.  
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 State-space models have been applied to time series data where detection errors 
may have occurred but replicated site visits were not available and a closed population 
could not be assumed (Williams et al. 2003; Dennis et al. 2006, 2010). Until recently, N-
mixture models had only been applied when replicated site visits were available and a 
closed population could be assumed (Royle 2004; Kéry et al. 2009; Sólymos et al. 2012). 
Recently, Sólymos and colleagues (2012) developed the N-mixture model for data from 
single site visits that could be used in an open population. The authors showed 
numerically that all components of N-mixture models were estimable from data with no 
replication when detection and abundance depended on at least one unique continuous 
covariate. The authors suggested that the requirements of single site visit N-mixture 
models were satisfied by many situations and provided an illustrative analysis using a 
spatially replicated subset of the BBS data.  
We show that the N-mixture model can be extended to correct for non-detection 
while simultaneously estimating the parameter of the SSM from population time series 
data. The simplest population growth models, however, do not depend on covariates and 
assume that model parameters are constant. The most common SSM applications have 
assumed that the model parameters are constant; therefore, it may appear that correcting 
for detection using an N-mixture model for single replicate time series data is not 
possible (deValpine & Hastings 2002; Dennis et al. 2006; Nadeem & Lele 2012). 
However, population model parameters could depend on covariates (Williams et al. 
2003; Knape & de Valpine 2010; Pagel & Schurr 2012) or vary stochastically due to 
some hierarchical structure (Newman & Lindley 2006). In addition, stochastic variation 
in population abundance may be equivalent to the requirement of a unique covariate 
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effect on abundance for single site visit N-mixture models. That is, if the population state 
is varying over time, detection may be accounted for in SSMs without covariates that 
influence abundance, replicated site visits or other auxiliary estimates of detection.  
In the population dynamics stock assessment models used in fisheries research 
and management variable catchability is a similar issue (Wilberg et al. 2010). Variable 
catchability has been incorporated into some state-space population dynamics models in 
fisheries, but we are unaware of methods for modeling discrete counting processes that 
are common to point count data such as the BBS. With regard to time-varying 
catchability, we quote the text of Wilberg and colleagues (2010), because it is equally 
true when detectability is dynamic: “ Fisheries scientists, and most importantly, stock 
assessment practitioners must understand that (1) ecological theory and a large body of 
evidence suggests that time-varying catchability is a common phenomenon, (2) failing to 
incorporate time-varying catchability into stock assessments may produce biased results, 
(3) multiple methods to incorporate time-varying catchability exist, and (4) additional 
studies are needed to compare the performance of alternate methods and to develop new 
and improved methods to incorporate time-varying catchability.” In this paper we 
combine SSMs and N-mixture models to develop a modeling framework to account for 
non-detection and measurement error simultaneously when fitting population growth 
models. We rigorously test our N-mixture state-space models using simulated data sets 
that emulate data that an ecologist is likely to collect and analyze.  
  
METHODS 
Model description 
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A state-space model describes the dynamics of an unobserved population state 
(Nt) at each time (t) and how the observed population abundance with perfect detection 
(At) relates to the population state. The utility of a SSM is in the ability to model random 
variation in the population state due to process error such as environmental stochasticity 
and random variation in the data due to measurement error. The general system and 
observation probability distribution functions (PDF) for SSMs are Nt~f(t, Nt-1; α) and 
At~g(t, Nt; λ) respectively, where α is the vector of stochastic population model 
parameters and λ is the vector measurement error model parameters. Both f(t, Nt-1; α) and 
g(t, Nt; λ) may be discrete or continuous distributions. The g(t, Nt; λ), however, must be 
discrete to correct for detection with the N-mixture model and because of the this 
requirement alternative detection models would need to be developed for continuously 
distributed population abundances. 
The N-mixture model describes how the observed count data (Yt) and probability 
of detection (pt) relate to abundance if detection was perfect (At). Note that At must be 
estimated in an N-mixture model, whereas if detection was perfect it would be the 
observed count. The general observation PDF of an N-mixture model is Yt~h(t, At; pt| Dt). 
Here h is a discrete PDF, typically binomial. Unless replicated site visits are available, 
the probability of detection must depend on at least one continuous covariate (Dt), 
typically through the logit link (Sólymos et al. 2012). Combining the above PDFs yields 
a three-stage hierarchical N-mixture state-space model (NMSSM), 
 Nt~f(t, Nt-1; α)   (1-1) 
 At~g(t, Nt; λ)   (1-2) 
 Yt~h(t, At; pt| Dt)  (1-3) 
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where eq. 1-1 is the PDF of the stochastic population growth model, eq. 1-2 is the 
discrete measurement error PDF, and eq. 1-3 is the discrete detection error PDF. We 
provide a data generating example based on our general model description in eq. 1-4‒1-6, 
which may provide a more concrete model description for some readers.  
 Although our NMSSM may appear specific to field studies of population 
dynamics, such temporal hierarchical models that account for the observational process 
have a wide application in ecology (Ives et al. 2003; Cressie & Wikle 2011). For 
example, a wide array of dynamical systems models describing the temporal dynamics of 
an ecological process could be used for in place of the population growth model. The idea 
of separating observation error into separate components, as we did with measurement 
error and detection error, may be crucial to successfully modeling the underlying 
ecological process.     
Estimability 
We agree with Lele (2010) that scientifically valid inference must be based on 
estimable parameters in a model, regardless of the statistical paradigm. Exact estimability 
conditions for the NMSSM are unknown. For SSMs, estimability is difficult to show for 
even the simplest case (Nt ~normal, At ~normal, and the population growth model is 
linear; Dennis et al. 2006; Knape 2008; Lele et al. 2010). Similarly, for N-mixture 
models, exact estimability criteria have not been obtained analytically. Sólymos and 
colleagues (2012) showed numerically that the parameters of the N-mixture model are 
estimable when detection and abundance depend on at least one unique continuous 
covariate. For the NMSSM we limit our methods to the situation when detection depends 
on at least one continuous covariate. We argue the requirement that abundance depends 
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on at least one unique covariate is analogous to a requirement that N must be a random 
variable from a non-degenerate distribution (i.e. N must be non-constant). A degenerate 
distribution of N could occur if the population state was deterministic or if N was a 
constant. We expect that a constant N will never occur in any real population. We support 
our claims by using the data cloning algorithm to show numerically that the parameters of 
an NMSSM are estimable when at least one unique covariate of detection is available and 
N is a random variable from a distribution (Appendix 1-A, Figure 1-A1; Sólymos 2010; 
Lele et al. 2010). Following Sólymos et al. (2012), we recommend checking estimability 
numerically with the data cloning algorithm for individual data sets and population 
growth model combinations (Lele et al. 2010; Sólymos et al. 2012). For our simulation 
study, it is not computationally feasible to check each simulated data set for parameter 
estimability using the data cloning algorithm, however, we do provide numerical proof 
for one simulated data set (Figure 1-A2).  
Estimation 
Maximum likelihood estimation (MLE) of parameters for SSMs involves solving 
high-dimensional integrals (deValpine & Hastings 2002). For normal and non-normal 
measurement error SSMs, a data cloning algorithm based on the Markov chain Monte 
Carlo (MCMC) algorithm has been developed (Ponciano et al. 2009; Lele et al. 2010; 
Nadeem & Lele 2012). Similarly, MLE for N-mixture model parameters requires 
computation of high dimensional infinite sums (Royle 2004; Sólymos et al. 2012). The 
NMSSM requires both integration and summation. The MCMC algorithm offers a 
relatively easy and efficient method for parameter estimation when high dimensional 
integration or summation is required and can be used to estimate parameters based on a 
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Bayesian paradigm or maximum likelihood. For our simulation study, MLE with the data 
cloning algorithm is impractical due to reduced computational efficiency, but would be a 
viable estimation method for single data sets. We therefore embrace a fully Bayesian 
paradigm for our study. We used the MCMC algorithm to simulate from the posterior 
distribution of the NMSSM and SSM. We used four independent Markov chains 
initialized from random draws from the prior distribution for each parameter. This 
procedure resulted in overdispersed starting values, judged by viewing a small portion of 
the trace plots from the simulated data sets. We determined the adaptation interval, burn-
in interval, and thinning interval by examining trace plots, auto-correlation plots and 
Gelman-Rubin’s multivariate potential scale reduction factor (Brooks & Gelman 1998). 
Our goal was to produce posterior samples that had multivariate potential scale reduction 
factors of <1.1 and similar autocorrelation. Details of the MCMC simulation are in 
Appendix 1-B. We used program R (ver. 2.15.1) for all statistical computing (R 
Development Core Team 2013). We use JAGS (ver. 3.3.0) for all MCMC sampling 
(Plummer 2012) called from the dclone package (ver. 1.8-1) in R (Sólymos 2010). 
Annotated R code to implement the NMSSM is in Appendix C of (Hefley et al. 2013).  
Simulation 
The theta logistic population growth model, Poisson measurement error model 
and binomial detection error model were used for assessing the estimation performance 
of the NMSSM: 
 𝑁𝑡~𝑙𝑜𝑔 − 𝑛𝑜𝑟𝑚𝑎𝑙(𝑁𝑡−1𝑒
𝑟0(1−(
𝑁𝑡−1
𝐾
)
𝜃
)
, 𝜎2) (1-4) 
 𝐴𝑡~𝑃𝑜𝑖𝑠𝑠𝑜𝑛(𝑁𝑡) (1-5) 
 𝑌𝑡~𝑏𝑖𝑛𝑜𝑚𝑖𝑎𝑙(𝐴𝑡 , 𝑝𝑡|𝐷𝑡) (1-6) 
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where logit(pt)=β0+ β1Dt. Our methods did not attempt to estimate θ and considered it 
fixed. Estimating θ and determining the functional form of density dependence can be 
difficult, even when the data are simulated (Polansky et al. 2009). 
Following Wang (2007) and Pedersen and colleagues (2011), two tests of the 
methods were carried out: 
1. Estimation performance of state (N) and all five population model parameters (r0, K, 
σ2, β0, β1) from the NMSSM with known model functional form and parameter values 
from simulated data Y. 
2. Compare test one to estimation performance of the state and all model parameters to 
the SSM (r0, K, σ2) when detection is perfect with simulated data A and when 
detection is imperfect, but ignored or assumed to be perfect with simulated data Y. 
The goal of test one was to evaluate the estimation and inferential properties of the 
NMSSM; test two gave a baseline to compare with the results of test one and illustrated 
that when detection is ignored the results obtained from a SSM are inadequate. 
For both tests, T=1,000 data replicates were simulated with θ=1, K=1000, 
σ2=0.01, β0=−2, β1=2, and r0=0.1 as in Wang (2007) and Pedersen et al. (2011). A single 
covariate of detection (Dt) was generated from a standard normal distribution. We 
simulated time series of two different lengths: n=200 and n=40. The longer time series 
simulation was designed to make the results of our tests obvious; the shorter time series 
simulations were designed to determine how our results might perform in more realistic 
situations encountered by ecologists. Although n=40 may appear unrealistically long for 
any single time series, we suggest combining multiple time series from a population (e.g. 
four time series of n=10) under a multivariate framework; doing so may produce results 
17 
 
that are nearly equivalent to longer time series. For the n=40 simulation we evaluate two 
sets of priors, which we considered to be weakly informative (K~uniform(0,5000), 
r0~uniform(0,4), log(σ2)~uniform(−10,10), β0~uniform(−4,4) and β1~uniform(−4,4); log 
is the natural logarithm) and highly informative (K~N(1000,1000), r0~N(0.1,0.25), 
log(σ2)~N(log(0.01),0.01), β0~N(−2,0.25) and β1~N(2,0.25) where N(µ,σ2) is the normal 
distribution with mean µ and variance σ2 ). For the n=200 simulation we evaluated only 
weakly informative priors. Following Wang (2007) and Pedersen et al. (2011), the longer 
time series was started from the initial state N1=3 and was assumed known for our SMM 
and NMSSM analysis. The shorter time series was started from K and allowed 100 burn-
in iterations before we collected the time series used in our simulation analysis. For the 
shorter time series we assigned the initial state priors log(N1)~N(log(2Y1),1) for the 
NMSSM, log(N1)~N(log(A1),1) for the SSM when detection is perfect and 
log(N1)~N(log(Y1),1) when detection is ignored. The same priors on the initial state were 
used in both the weakly and highly informative short time series simulation.  
 The performance of state estimations of our methods was evaluated with the 
posterior mean of the root mean square error of the log population state  
 𝑅𝑀𝑆𝐸 =
1
𝑠
∑ (
1
𝑛
∑ (log (?̂?𝑡,𝑖) − log (𝑁𝑡,𝑖)
𝑛
𝑡=1 )
2)𝑠𝑖=1
1
2
  (1-7) 
where ?̂? is single draw from the posterior of the population state, N is the true population 
state, n is the total length of the time series and s is the number of posterior simulations. 
We choose evaluate the RMSE of the natural logarithm of the population state so that our 
results are comparable to previous SSM simulation studies (Wang 2007; Pedersen et al. 
2011). Model parameters were estimated using the posterior mean. The performance of 
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the posterior mean as parameter estimates was evaluated with the mean of the root mean 
square error from 1,000 data replicates (see Appendix 1-C).  
We assessed the frequentist coverage probability of the 95% credible intervals 
(CI) and report the percent length reduction (PLR)  
 𝑃𝐿𝑅 =
𝑈𝜃|𝑦−𝐿𝜃|𝑦
𝑈𝜃−𝐿𝜃
 (1-8) 
where 𝑃(𝜃 > 𝑈𝜃|𝑦|𝑦) = 𝑃(𝜃 < 𝐿𝜃|𝑦|𝑦) =  𝑃(𝜃 > 𝑈𝜃) =  𝑃(𝜃 < 𝐿𝜃) = 0.025, θ is the 
parameter of interest, U is the upper CI limit and L is the lower. The subscripts θ indicate 
that the CI is from the prior, whereas θ|y is from the posterior. The PLR is a metric of the 
information in the data and the efficiency of our estimation procedure. Therefore a PLR 
close to zero would indicate that the data are highly informative compared to the prior 
and that our estimation procedure is extracting the information efficiently. We plotted CI 
coverage probability against PLR to allow for simultaneous evaluation of coverage 
probability and PLR. We also report the raw average CIs coverage probability and length 
(see Appendix 1-B). Ninety-five percent CIs were constructed from the 2.5 and 97.5 
percentiles of the posterior distribution for each model parameter. Assessing the 
frequentist properties of Bayesian methods is used to determine if the method is well 
calibrated (Little 2006). For example, a 95% CI (or confidence interval) that has a 
coverage probability of 0.95 is said to be perfectly calibrated. Estimation methods that 
result in well calibrated statistics are highly desirable under any inferential paradigm.  
 
RESULTS 
Simulation results 
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In a single simulation, the observed data (Yt) hardly resemble abundance (At); 
however, as a result of our Poisson measurement error model, At tracks the population 
state (Nt) well (Figure 1-1). The true probability of detection varied effectively between 
zero and one due to the effect of the covariate of detection and resulted in a low average 
probability of detection (?̅?=0.23) that was highly variable (SE=0.24) between time steps. 
For the NMSSM estimated population model parameters were similar to the SSM when 
detection was perfect (Figure 1-2). Both statistical models resulted in well-estimated 
population model parameters for all sample sizes and priors combinations. The parameter 
K was biased high when n=40 with weakly informative priors (Figure 1-2). When 
detection was imperfect and ignored, all model parameters were poorly estimated and 
highly biased. The mean RMSE between the estimated population state and true 
population state was small for the SMM with perfect detection (0.13, SE=0.01, n=200; 
Figure 1-2). The NMSSM produced a similar mean RMSE of 0.16 (SE=0.02). When the 
data were generated with detection errors ignored, the mean RMSE (2.81, SE=0.13) was 
approximately 18 times greater than when detection was accounted for. The mean RMSE 
did not increase substantially when sample size was decreased (n=40) or improve 
substantially with informative priors (Figure 1-2). Root mean square error for posterior 
means of population model parameters was similar for the NMSSM and SSM with 
perfect detection; however, when detection was perfect the SSM outperformed the 
NMSSM (Table 1-B1). As expected, highly informative priors reduced root mean square 
error of parameter estimates.  
With weakly informative priors, coverage probabilities for the NMSSM and SSM 
with perfect detection were near the nominal coverage (0.95) for all model parameters at 
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both sample sizes. With highly informative priors, coverage probability was one or near 
one (Figure 1-3). The coverage probability of the SSM when detection was ignored was 
zero for most of the model parameters (Table 1-B2). The PLR was less than one for all 
model parameters in all tests indicating that CIs of the posterior were shorter than the CIs 
of the priors for all cases (Figure 1-3). The greatest reduction in PLR occurred with the 
weakly informative priors. As expected, the NMSSM model had larger values of PLR 
compared to SSM with perfect detection. This indicates that simultaneously estimating 
the detection and population model parameters results in reduced efficiency; however, 
loss of efficiency was minimal.  
 
DISCUSSION 
 Ignoring detection errors can result in highly biased population model parameters 
and population state estimates. Given the prevalence of detection errors in population 
survey data we suggest that researchers consider the possibility of imperfect detection 
when fitting population growth models to field data. The NMSSM modeling framework 
we developed appears to perform well under a range of scenarios and priors. In our 
simulation the NMSSM was efficient, in that mean RMSE and the root mean square 
errors of NMSSM were not much larger than those for the SSM when detection was 
perfect and are comparable to results from SSMs in other studies (Wang 2007; Pedersen 
et al. 2011). We were surprised that the coverage probability of the NMSSM and the 
SSM with perfect detection were near nominal with weakly informative priors. Near 
nominal coverage probability is surprising because the NMSSM is a complex hierarchical 
model evaluated with relatively small (i.e. non-asymptotic) sample sizes.  
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We recommend that the NMSSM can be applied under a Bayesian estimation 
paradigm with weakly or strongly informative priors. Although initially our weakly 
informative priors may seem to contain more information than what is available for many 
applications, we argue that this may not be the case. For example, the uniform prior on 
the population growth rate ro covers a wide range of population dynamics including a 
stable equilibrium, limit cycle, and chaos. Surely a biologist can exclude values of r0>3 
that result in chaos based on prior knowledge of the species. Another example where 
prior knowledge may be used is to inform the coefficient in the detection model (β1). For 
example, in point counts of bird species it may be known that detection decreases as wind 
velocity increases. For our scenario with weakly informative priors we assumed 
β1~uniform(−4,4). If reliable prior knowledge of the sign of the relationship between 
detection and the covariate is available this can be incorporated by limiting the support of 
the prior (e.g., β1~uniform(−4,0) for wind velocity). Alternatively, if specification of 
priors is not feasible, we recommend maximum likelihood estimation of the parameters 
using the data cloning algorithm and we have provided code to do so (see Appendix C of 
Hefley et al. 2013). Although it was not computationally feasible to evaluate the 
properties of the maximum likelihood estimates using numerical simulation, it would be 
feasible to estimate NMSSM parameters for most data sets. Ideally both Bayesian and 
maximum likelihood estimates could be obtained and compared; this would be especially 
beneficial when informative priors are used and would allow one to evaluate the 
influence of the priors.      
When SSM were first introduced to ecologists, they were advertised as an 
approach to improve population model parameter estimation, statistical inference, and 
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prediction when the data collection process resulted in measurement error (deValpine & 
Hastings 2002; deValpine 2003; Freckleton et al. 2006). Prior to this advancement, an 
ecologist who fit population models to field data had to assume that measurement error 
was negligible or that all stochastic variability in the time series was measurement error 
(deValpine & Hastings 2002). Similarly, N-mixture models introduced a novel method to 
estimate detection probabilities and corrected abundance when replicated site visits were 
conducted (Royle 2004). The combination of SSM and N-mixture models would correct 
for the inadequacy of ignoring errors in detection when fitting SSM. However, most 
applications of SSM involved data with only one site visit between time intervals when it 
was known that the population abundance changed, rendering the combination SSMs and 
the N-mixture useless for most applications. With the extension of N-mixture models to 
single site visit survey data by Sólymos and colleagues (2012), it is now possible to 
usefully combine these two models.  
Prior to the advancement we propose here, ecologists who fit population models 
to field data under the SSM framework had to assume that the only type of observational 
error was measurement error (Williams et al. 2003; Dennis et al. 2006). This assumption 
is equivalent to assuming that detection is perfect and may result in biased parameter 
estimates. Perfect detection is unlikely under most field conditions, as evidenced by the 
extensive literature on remedial methods for data with errors in detection. The NMSSM 
modeling framework we present here is applicable to situations for discrete data such as 
point counts and our results show that the detection process can be accounted for when 
the probability of detection depends on at least one continuous covariate. We argue that 
continuous covariates can be obtained from the most basic characteristics of the survey 
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such as time of day and environmental conditions (e.g. wind velocity; Sólymos et al. 
2012). Furthermore, it can be determined if detection is imperfect from the data using 
model selection tools that are commonly applied to SSMs (Knape et al. 2011; Nadeem & 
Lele 2012). Given the potential for large bias in population model parameter estimates, 
erroneous inference, and dangerously incorrect predictions when detection errors are 
ignored, ecologists should collect relevant covariates of detection with each survey and 
consider the NMSSM when estimating population model parameters.  
The methods we developed are useful when the measurement error is discrete and 
when detection error results in discrete observed abundance. We envision that our 
methods will be used for point count data. However, population abundance data may be 
continuous, for example biomass. In addition to application of the NMSSM, future 
research should focus on accounting for detectability or catchability and provide a 
framework that allows for both continuous and discrete measurement and detection error 
model (Wilberg et al. 2010).   
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Figure 1-1. Example simulated population time series data. The E(Nt) is the deterministic 
population model trajectory, Nt is the unobserved population state, At is the observed 
abundance when detection is perfect and Yt is the observed abundance when detection 
error are present. The full time series (t=0−200) was used to evaluate the large sample 
properties, whereas, the time series in the inset plot (t=100−140) was used to evaluate the 
small sample properties of our model.   
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Figure 1-2. Simulation results for population model parameters (K, ro, and σ2) and root 
mean square error (RMSE) of the natural log of population state estimates for three 
scenarios with two different sets of priors and two lengths of time series (weakly 
informative with n=200 and n=40 and highly informative with n=40). The scenarios 
include an N-mixture state-space model (NMSSM(Yt)) when detection is imperfect and 
estimated, a state-space model (SSM) analysis when detection is perfect (SSM(At)) and 
an SSM analysis when detection is imperfect, but assumed perfect (SSM(Yt)). Each box 
and whisker plot corresponds to the posterior mean of 1,000 simulated data replicates. 
Grey lines show the true parameter value. 
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Figure 1-3. Coverage probability plotted against ratio of the posterior credible interval 
length to prior credible interval length (percent length reduction) for population model 
parameters (K, ro, and σ2) with two lengths of time series and with two different sets of 
priors (weakly informative with n=200 and n=40 and highly informative with n=40). The 
two scenarios include a state-space model (SSM) analysis when detection is perfect and 
an N-mixture state-space model (NMSSM) when detection is imperfect and estimated. 
Each symbol is the mean of 1,000 simulations. The vertical line at zero is the limit of the 
percent length reduction and the horizontal line is at the nominal 95% credible interval 
coverage probability with 95% confidence interval coverage based on a normal 
approximation (grey shading). Symbols that overlapped were jittered a small amount.    
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APPENDIX 1-A 
Numerical estimability proof using the data cloning algorithm 
 
We used the data cloning algorithm to provide numerical proof of parameter 
estimability for the N-mixture state-space model (NMSSM; Lele et al., 2010). Lele and 
colleagues (2010) proved that if all parameters in a model are estimable, the largest 
eigenvalue of the posterior variance-covariance matrix should converge to zero as the 
number of clones increases. A way to visually assess estimability is to plot the 
standardized largest eigenvalue (λs) against the number of data clones. Lele and 
colleagues (2010) also proved that λs should decrease following the inverse of the number 
of data clones. If λs goes to zero at this rate, estimability has been shown for all model 
parameters. We used the dclone package in R for all calculations (Sólymos, 2010).  
To support our claim that parameters of the NMSSM are estimable when N is a 
random variable we simulated one data set of length 200 according to equations 1-4−1-6 
with the exception that equation 4 was replaced with: 
𝑁𝑡~𝑙𝑜𝑔 − 𝑛𝑜𝑟𝑚𝑎𝑙(µ, 𝜎
2),  (1-A1) 
where µ = 1000 and 𝜎2 = 0.01. If estimability can be shown for this simulation then 
estimability of the NMSSM parameters does not require that the Markov assumption 
implicit in the population growth model of equation 1-5 be met. Based on the numerical 
results from the data cloning algorithm it appears that all model parameters of the 
NMSSM are estimable when the population growth process is a log-normal random 
variable (Figure 1-A1).  
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 To show that the NMSSM is estimable as parameterized in our simulation we 
used a single generated data set of length 200 from our simulation study. We applied the 
data cloning algorithm as described above. Based on the numerical results from the data 
cloning algorithm it appears that all model parameters of the NMSSM are estimable 
(Figure 1-A2). The single data set and code to show estimability with the data cloning 
algorithm appear in Appendix C of Hefley et al. (2013).  
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Figure 1-A1. Plot of the standardized largest eigenvalue (λs; black dots) against the 
number of data clones showing estimability from a single data set when the population 
process model is log-normal random noise. The grey line shows the theoretical expected 
relationship between λs and the number of data clones.  
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Figure 1-A2. Plot of the standardized largest eigenvalue (λs; black dots) against the 
number of data clones showing estimability for a single data set generated from the 
simulation study. The grey line shows the theoretical expected relationship between λs 
and the number of data clones. 
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APPENDIX 1-B 
 Supplementary simulation results 
Table 1-B1. Performance of state estimation as defined by Eq. 1-7 (RMSE) and the root 
mean square error for all model parameters (r0, K, σ2, β0, β1) based on posterior means 
from 1,000 simulate data sets of length n. Time series At refers to data generated with 
perfect detection, whereas Yt is generated with imperfect detection. Model refers to the 
statistical method used to analyze the generated data, where SSM refers to the state-space 
model that does not account for detection error and NMSSM is our N-mixture state-space 
modeling framework which estimates and corrects for detection errors. Priors are either 
weakly informative (Weak) or highly informative (Strong) as defined in the paper.   
 
Time series Model  Priors RMSE K ro σ2 β0 β1 
At(n=200) SSM Weak 0.13 24.9 0.0003 0.0001  
Yt(n=200) SSM Weak 2.81 828.2 0.6283 3.4246  
Yt(n=200) NMSSM Weak 0.16 33.1 0.0002 0.0003 0.0078 0.0018 
At(n=40) SSM Weak 0.11 433.2 0.0724 0.0007   
Yt(n=40) SSM Weak 2.79 564.9 1.0330 3.3920 
Yt(n=40) NMSSM Weak 0.18 415.5 0.1493 0.0026 0.0030 0.0047 
At(n=40) SSM Strong 0.11 1.8 0.0248 0.0000    
Yt(n=40) SSM Strong 2.39 782.7 0.6049 0.0947 
Yt(n=40) NMSSM Strong 0.15 1.6 0.0286 0.0001 0.0128 0.0088 
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Table 1-B2. Coverage probability of 95% credible intervals for all model parameters (r0, 
K,σ2, β0, β1) from 1,000 simulate data sets of length n. Time series At refers to data 
generated with perfect detection, whereas Yt is generated with imperfect detection. Model 
refers to the statistical method used to analyze the generated data, where SSM refers to 
the state-space model that does not account for detection error and NMSSM is our N-
mixture state-space modeling framework which estimates detection and corrects for 
detection errors. Priors are either weakly informative (Weak) or highly informative 
(Strong) as defined in the paper.   
    
Time series    Model        Priors K ro σ2 β0 β1 
At(n=200) SSM           Weak 0.953 0.947 0.952   
Yt(n=200) SSM           Weak 0.000 0.000 0.000 
Yt(n=200) NMS  Weak 0.947 0.946 0.938 0.944 0.952 
At(n=40) SSM Weak 0.908 0.949 0.940     
Yt(n=40) SSM Weak 0.283 0.110 0.000 
Yt(n=40) NMSSM Weak 0.930 0.927 0.935 0.944 0.957  
At(n=40) SSM Strong 1.000 0.998 1.000  
Yt(n=40) SSM Strong 0.021 0.021 0.000 
Yt(n=40) NMSSM Strong 1.000 1.000 1.000 0.953 0.957 
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Table 1-B3. Average length of 95% credible intervals for all model parameters (r0, K, σ2, 
β0, β1) from 1,000 simulate data sets of length n. Time series At refers to data generated 
with perfect detection, whereas Yt is generated with imperfect detection. Model refers to 
the statistical method used to analyze the generated data, where SSM refers to the state-
space model that does not account for detection error and NMSSM is our N-mixture 
state-space modeling framework which estimates and corrects for detection errors. Priors 
are either weakly informative (Weak) or highly informative (Strong) as defined in the 
paper.   
 
Time series Model  Priors K ro σ2 β0 β1 
At(n=200) SSM Weak 400 0.055 0.005   
Yt(n=200) SSM Weak  125 0.614 1.568 
Yt(n=200) NM Weak   435 0.055  0.008 0.203  0.136 
At(n=40) SSM Weak  3018 0.372 0.012     
Yt(n=40) SSM Weak  1103 1.471 3.529 
Yt(n=40) NMS Weak  3010 0.578 0.022 0.476  0.290  
At(n=40) SSM Strong  332 0.265 0.003  
Yt(n=40) SSM Strong  73 0.234 0.026 
Yt(n=40) NMS Strong  345 0.276 0.004 0.382  0.260 
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Table 1-B4. Adaptation interval (Adaptation), burn-in interval (Burn-in), number of 
simulations (Samples), thinning rate (Thin) and average and maximum (max) Gelman-
Rubin multivariate scale reduction factor for Markov chain Monte Carlo simulations. 
Time series At refers to data generated with perfect detection, whereas Yt is generated 
with imperfect detection. Model refers to the statistical method used to analyze the 
generated data, where SSM refers to the state-space models that do not account for 
detection error and NMSSM is our N-mixture state-space modeling framework which 
estimates and corrects for detection errors. Priors are either weakly informative (Weak) 
or highly informative (Strong) as defined in the paper.   
 
Time series Model  Priors Adaptation Burn-in Samples Thin  Gelman-Rubin (max) 
At(n=200) SSM Weak 2000  2000  5000 no 1.003 (1.021)  
Yt(n=200) SSM Weak 2000  2000  5000 no 1.002 (1.010) 
Yt(n=200) NMSSM Weak 5000  5000  20000 20 1.035 (1.208) 
At(n=40) SSM Weak 500   1000  1000 no 1.230 (15.315)  
Yt(n=40) SSM Weak 500   1000  1000 no 1.030 (2.528) 
Yt(n=40) NMSSM Weak 5000  5000  20000 20 1.071 (2.239) 
At(n=40) SSM Strong 500   1000  1000 no 1.050 (7.753) 
Yt(n=40) SSM Strong 500   1000  1000 no 1.047 (9.637) 
Yt(n=40) NMSSM Strong 5000  5000  20000 20 1.059 (7.112) 
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Chapter 2. Statistical indicators and state-space models predict extinction in a population 
of bobwhite quail 
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ABSTRACT 
Early warning systems of extinction thresholds have been developed for and 
tested in microcosm experiments, but have not been applied to populations of wild 
animals. We used state-space population models and a statistical indicator to detect a 
transcritical bifurcation extinction threshold in a population of bobwhite quail (Colinus 
virginianus) located in an agricultural region experiencing habitat deterioration and loss. 
The extinction threshold was detectible using two independent data sets. We compared 
predictions from state-space population models to predictions from a statistical indicator 
and found that predictions were corroborated. Using state-space population models we 
estimated that our study population crossed the extinction threshold in 2010 (2002−2036; 
95% CI) using the whistle count (WC) data set and in 2008 (1999−2064; 95% CI) using 
Breeding Bird Survey (BBS) data. With the statistical indicator we estimated that the 
extinction threshold will be crossed in 2018 (2004−2031; 95% CI) using the WC data and 
was crossed in 2012 (2006−2018; 95% CI) using the BBS data. We expect extinction in 
our study population soon after crossing the extinction threshold, but the time to 
extinction and potential reversibility of the threshold are unknown. Our results suggest 
that neither small nor decreasing population size will warn of the transcritical bifurcation 
extinction threshold. We suggest that managers of wildlife populations in regions 
experiencing land use change should try to predict extinction thresholds and make 
management decision to ensure the persistence of the species.  
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INTRODUCTION 
Understanding and predicting extinction are central concerns of conservation 
biology. Much focus has been given to the effects of demographic and environmental 
stochasticity on population extinction (Melbourne & Hastings 2008), forecasting quasi-
extinction probabilities (Holmes et al. 2007), and population viability analyses (Nadeem 
& Lele 2012) with less focus directed on identifying and forecasting critical threshold 
crossings that result in transitions to alternative population states including extinction 
(Wissel 1984; Abrams 2002; Drake & Griffen 2010; Dai et al. 2012, 2013). This shortage 
of research and application is particularly evident in management of declining 
populations, where it is often assumed that a decreasing or small population size warns of 
future extinction (International Union for Conservation of Nature 2001; Abrams 2002). If 
threshold dynamics occur, a population with a slowly declining, stable, or even an 
increasing trend in abundance could collapse rapidly to extinction even when the trends 
in the environmental variables driving the population over the extinction threshold 
remain constant (Wissel 1984; Abrams 2002; Drake & Griffen 2010; Dai et al. 2012, 
2013). 
Dynamical systems theory shows that climate, physiological, and ecological 
thresholds can be detected due to a generic phenomenon known as critical slowing down 
(CSD) using descriptive statistical indicators (Wissel 1984; Scheffer et al. 2001, 2009; 
Hastings & Wysham 2010; Carpenter et al. 2011; Lenton 2011; Ives & Dakos 2012; 
Chen et al. 2012; Veraart et al. 2012). If a generic a phenomenon such as CSD exists, 
detection of CSD may be able to provide early warning of extinction thresholds in 
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populations of wildlife. Recently there has been interest in testing early warning 
statistical indicators of extinction thresholds in microcosm experiments (Drake & Griffen 
2010; Veraart et al. 2012; Dai et al. 2012). The microcosm experiments indicate that 
CSD precedes extinction thresholds and can be detected using a variety of statistical 
indicators. However, the theory and methods have not been tested on naturally occurring 
populations that would be of most interest to conservation, even though populations have 
shown dynamics consistent with threshold crossing, such as rapid population collapse 
(Donald et al. 2001; Frank et al. 2005; Boettiger & Hastings 2013).   
More recently it has been shown that system-specific information can 
dramatically improve prediction of threshold crossings (Lade & Gross 2012). This result 
may be expected because the allure of detecting a generic phenomenon, such as CSD, is 
that a mathematical model of the dynamical systems does not need to be specified (i.e., 
model-free detection). If an accurate model of the dynamical system is available then in 
most cases it should be straightforward to predict the threshold crossing; it is likely that 
the prediction from the dynamical systems model would have improved predictive skill 
when compared to the model-free statistical indicator approach. Furthermore, if system-
specific statistical indicators can be developed based on properties of the dynamical 
systems model, these too may have improved predictive skill when compared to 
prediction that rely solely on detecting general phenomenon (Boettiger & Hastings 2013). 
Populations present an optimal dynamical system to compare predictions of the fully 
parametric modeling approach to system-specific statistical indicators, because system-
specific dynamical systems models (i.e., population growth models) are well developed 
as are statistical methods to estimate model parameters and associated uncertainty. In 
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addition, using statistical properties of the population growth models, it is possible to 
derive statistical indicators that have theoretical justification. In this paper we use state-
space population growth models to predict a transcritical bifurcation extinction threshold 
in a natural population of northern bobwhite quail (Colinus virginianus) and we develop 
and apply theory specific to detecting a transcritical bifurcation extinction threshold in a 
population using a statistical indicator. Finally, we compare the predictions from the 
state-space population growth model to the predictions from the statistical indicator.   
The paper is organized as follows: in “Methods,” we revisit CSD and develop 
prerequisite theory about the transcritical bifurcation extinction threshold in populations. 
We also present the bobwhite quail data, the statistical methods used in our analysis and 
we derive a statistical indicator. In “Results” we present the results of our analysis and 
comparison. In “Discussion” we explore some technical aspects of our results and 
suggest areas of needed research and relate the results of our study to management of 
populations and the future of bobwhite quail within our study area.  
 
METHODS 
Critical slowing down and the transcritical bifurcation 
For simple population growth models the dynamics responsible for CSD are easy 
to understand. For example, consider the Gompertz population growth model: 
  𝑁𝑡+1 = 𝑁𝑡𝑒
𝑟(1−
log(𝑁𝑡)
𝐾
)
 (2-1) 
where Nt is the current population state, t is the discrete time, r is the density independent 
population growth rate, and K is the natural log of the equilibrium population size 
(Gompertz 1825). For the Gompertz model, CSD occurs when r approaches zero, that is, 
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as the growth rate of a population decreases it takes longer to return to equilibrium from 
an environmental perturbation (Wissel 1984). When r decreases and passes through r=0, 
a transcritical bifurcation occurs and thereafter the population has crossed a threshold and 
is deterministically committed to extinction. A transcritical bifurcation is a type of 
bifurcation in which equilibrium points exchange stability as a parameter is changed 
(Strogatz 1994). A feature common to many population growth models is that a change in 
the density independent growth rate (r) from positive to negative results in a qualitative 
change to the dynamical regime. When r>0, there is a stable equilibrium point for N>0 
and an unstable equilibrium point at N=0 (i.e., extinction), whereas when r<0, N=0 
becomes stable and N>0 becomes unstable. If a transcritical bifurcation adequately 
describes an extinction threshold, the discovery could have profound implications for 
management and conservation of fisheries and wildlife, because the extinction threshold 
could be crossed prior to the population showing traditional warning signs of extinction 
(e.g., population decline). The CSD that precedes the transcritical bifurcation is a 
phenomenon common to many continuous and discrete time stochastic population models 
(e.g., Beverton-Holt , logistic, Ricker, theta-logistic) and detecting CSD can be used to 
warn of the transcirtical bifurcation extinction threshold (Drake & Griffen 2010). 
Bobwhite quail data 
The northern bobwhite quail (Colinus virginianus) is an ideal study organism to 
determine if an impending extinction threshold can be detected in field data because 
populations have declined during recent decades (~3.8% annually; Sauer et al. 2013), 
likely due to habitat deterioration and loss (Roseberry et al. 1979; Veech 2006). This 
slow anthropogenic forcing may be analogous to the deteriorating environmental 
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conditions of microcosm experiments demonstrating the transcritical bifurcation (Drake 
& Griffen 2010). 
 Whistle count data (WC) were collected by the Nebraska Game and Park 
Commission from 1965−2011 and consisted of four roadside survey routes in the tall 
grass prairie eco-region in the extreme southeastern portion of Nebraska. Each route was 
located entirely in one of four Nebraska counties: Johnson, Nemaha, Otoe and 
Richardson. Each survey route consisted of a single biologist starting at a fixed point in 
the eastern most portion of the survey area and recording the number of unique whistling 
males heard in two minutes. The biologist then moved west approximately one mile and 
repeated the process until 20 point counts were obtained. Stops did not occur near farm 
yards. The surveys were conducted between 15 June and 10 July, beginning at sunrise. 
Surveys were conducted only if air temperature at the first stop was <21.1°C, if it was not 
raining, and if winds speeds were <19.3 km h-1. If a survey was initiated, but wind speeds 
were >19.3 km h-1 and/or if it was raining at a stop the count was recorded as not 
available. The WC route averages were available for all years of the study. Historically, 
route averages were the only data archived and counts at each route stop are unavailable 
for the entire study period. Route averages were calculated by summing the total number 
of unique whistling males heard at each stop and dividing by the number of survey stops 
with available counts. Since the number of total stops was variable due to the sampling 
protocol, we multiplied the route average by 20 and rounded to the nearest integer to 
obtain the population index used for our analysis. Judging by more recent data, it appears 
that route averages were most often calculated from the full 20 stops. It appears the 
biologists who collected the WC data took great caution to initiate surveys only when it 
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was anticipated that the full 20 stops could be obtained, therefore we expect that the 
population index used in our analysis is the true route total for most observations.  
For comparison purposes, we used an independent data source with a different 
sampling protocol, the breeding bird survey (BBS) data; we used raw count route totals 
from 1967‒2011 for Nebraska routes 1–3, which were conducted in the extreme 
southeastern Nebraska counties of Gage, Johnson, Nemaha, Pawnee, and Otoe counties 
(USGS Patuxent Wildlife Research Center 2012). The BBS data included several missing 
counts, and in total, 18.5% of the data were missing. If the analysis of the BBS data 
corroborates the results of the WC data analysis, we will have stronger support for our 
conclusions. In addition, the BBS data is widely available, but of lower quality (i.e., less 
strict protocols and more missing data) than the WC data; detection of the transcritical 
bifurcation in the BBS data is a test of our methods with data that is available for other 
species and study areas.    
State-space population models 
Threshold crossing and transitions to alternative states in populations have been 
well documented and described by dynamical systems (Holling 1973; Bascompte 2003; 
Ives et al. 2008; Schooler et al. 2011). Dynamical systems models, however, have not 
been used to detect the transcritical bifurcation extinction thresholds in natural or 
microcosm populations (Drake & Griffen 2010). The lack of application in natural 
populations may be a result of the complex statistical methods that must be used to 
adequately model nonlinear population dynamics and observational error. When 
observational ecological data is available, state-space time series analysis methods have 
allowed researchers to model the data collection process along with realistic dynamical 
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systems models capable of threshold dynamics (Ives et al. 2003, 2008; Schooler et al. 
2011). Methods to fit state-space population growth models to observational time series 
data are well developed and it would be straightforward estimate model parameters and 
determine if the growth rate has decreased and if an extinction threshold has or will be 
crossed (de Valpine & Hastings 2002; Clark & Bjørnstad 2004; Dennis et al. 2006; Wang 
2007; Pedersen et al. 2011; Nadeem & Lele 2012; Williams 2013).  
We used a multivariate state-space Gompertz model that was fit simultaneously to 
all routes for each data set. The form of the model was:  
 𝑁𝑖,𝑡+1 = 𝑁𝑖,𝑡𝑒
𝑟𝑡(1−
log(𝑁𝑖,𝑡)
𝐾𝑡
)+𝜀𝑖,𝑡  𝜺𝑡~𝑀𝑉𝑁(𝟎, 𝜮 = 𝜎𝑝
2𝑰𝑟 + 𝜌𝑝𝜎𝑝
2(𝑰𝑟 − 𝑱𝑟)) (2-2) 
 𝑌𝑖,𝑡~𝑃𝑜𝑖𝑠𝑠𝑜𝑛(𝑁𝑖,𝑡) (2-3) 
where Ni,t is the population state of the i
th route (of n total routes) at time t. The time 
dependent growth rate is rt=rmax+r∆t >0 where rmax is the density-independent maximum 
growth rate (assuming r∆ is negative) and r∆ is the linear trend in rt. The natural logarithm 
(log) of the equilibrium population size at time t is, Kt= Kmax +K∆t >0, where Kmax is the 
maximum equilibrium population size (assuming K∆ is negative) and K∆ is the time 
dependent trend in Kt. The observed population size (Yi,t) is described by a Poisson 
distribution. The process error term 𝜺𝑡, is assumed to be distributed multivariate normal 
with mean zero and compound symmetry variance-covariance matrix, where 𝜎𝑝
2 is the 
environmental process variance and 𝜌𝑝 is the correlation in process error among routes 
within a year. The 𝜌𝑝models the spatial correlation of process error. We also fit a 
multivariate state-space formulation of the Ricker model: 
 𝑁𝑖,𝑡+1 = 𝑁𝑖,𝑡𝑒
𝑟𝑡(1−
𝑁𝑖,𝑡
𝐾𝑡
)+𝜀𝑖,𝑡
  (2-4) 
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(Ricker 1954). All model parameters are the same as the Gompertz model, except Kt is 
the time dependent equilibrium population size, rather than the natural logarithm of 
equilibrium population size. 
 First-order nonlinear difference equations, such as the Gompertz or Ricker model, 
were chosen a priori to describe the population dynamics of bobwhite quail based on life 
history traits of the species and limitations of the data. The WC and BBS data were 
population level data and lacked the detail to develop mechanistic models based on 
individual characteristics such as matrix projection models or integral protection models 
(Caswell 2000; Easterling et al. 2000; Lebreton & Gimenez 2013). Therefore, we limited 
our methods to fitting phenomenological models that describe dynamics at the population 
level. We chose to use discrete time difference equations because bobwhite quail 
generally produce one brood annually and annual survival of adults is low (Roseberry & 
Klimstra 1984; Hastings 1997). In addition, the WC and BBS data were collected 
annually. Therefore a difference equation with annual time steps is appropriate to model 
the population dynamics of the bobwhite quail and the data collection process.  
A challenge when using nonlinear difference equations to model population 
dynamics is determining the functional form of density dependence (Williams 2013). For 
example, the Ricker model assumes that the realized growth rate declines linearly as 
population size increases, whereas the Gompertz model assumes that the realized growth 
rate declines linearly as the natural logarithm of population size increases. A priori we 
would have chosen the theta-logistic population growth model. The theta-logistic 
population growth model is flexible in describing the functional form of density-
dependence. However, it is well known that the theta-logistic model suffers from weakly 
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or unidentifiable parameters and this was the case in our study (see Discussion; Polansky 
et al. 2009; Clark et al. 2010). Therefore, we were required to choose the functional form 
of density dependence and compare functional forms using graphical model checks and 
model selection methods. We chose the density-dependent relationship of the Gompertz 
and Ricker models a priori based on the life history traits of the bobwhite quail and by 
graphical examination of the observed growth rate (𝑟𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑,𝑖,𝑡 = log (
𝑌𝑖,𝑡+1
𝑌𝑖,𝑡
)) plotted 
against the observed population size (𝑌𝑖,𝑡) for the WC and BBS data. The bobwhite quail 
is characterized as an r-selected species and is known to have a high reproductive 
capacity and low annual survival (Roseberry & Klimstra 1984). Life-history strategies 
can impact the functional form of density-dependence and it has been suggested that r-
selected species are theoretically expected to exhibit a pattern of strong reduction in the 
observed growth rate at small population sizes because of larger consumption of 
resources by the increased reproductive output (Williams 2013). This would suggest that 
the Gompertz model may be the a priori best model to fit to the data. In addition the plots 
of 𝑟𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑,𝑖,𝑡 against the observed population size (𝑌𝑖,𝑡), suggested that the observed 
growth rate is affected by strong density-dependence at small population sizes. In 
addition, we chose the Ricker model because it can be difficult to determine the 
functional form of density dependence and we wanted to allow for comparison with other 
forms, so that we can potentially support or refute our a priori model justification using 
statistical model selection techniques.  
 Parameter estimation for state-space population models is well developed using 
maximum likelihood (ML) or posterior sampling under a Bayesian paradigm (deValpine 
& Hastings 2002; Clark & Bjørnstad 2004; Dennis et al. 2006; Wang 2007; Ponciano et 
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al. 2009; Pedersen et al. 2011; Nadeem & Lele 2012). For our situation, we feel that 
maximum likelihood estimation is desirable because our results could be sensitive to 
specification of vague priors. A sensitivity analysis to justify our conclusions would be 
cumbersome. We used the data cloning (DC) algorithm to obtain ML parameter estimates 
(Lele et al. 2007, 2010; Ponciano et al. 2009; Nadeem & Lele 2012). The DC algorithm 
uses Markov chain Monte Carlo (MCMC) posterior sampling to obtain ML parameter 
estimates and the associated asymptotic variance-covariance matrix. Using DC methods 
can be a bit more involved than MCMC sampling under a Bayesian paradigm. Most 
notably, the number of data clones (c) must be increased until the posterior distribution of 
the model parameters is nearly degenerate. This is shown numerically when the 
standardized largest eigenvalue of the parameter variance-covariance matrix (λs) 
approaches zero at the rate 
1
𝑐
 (Lele et al. 2010). A predetermined cut off value of λs is 
specified and when reached the DC algorithm is assumed to have converged. In addition, 
convergence of the MCMC algorithm must also be monitored. Although this may appear 
cumbersome, fairly automated software has been developed to complete the task 
(Sólymos 2010). Furthermore, when the DC algorithm has converged, all model 
parameters have been shown numerically to be identifiable (Lele et al. 2010). With the 
large number of parameters in our nonlinear population growth models, parameter 
identifiability may be questionable; the DC algorithm can numerically demonstrate that 
model parameters are identifiable (Lele et al. 2010). For our analysis we assumed that the 
DC algorithm had converged when λs<0.05 and appeared to visually decrease at the rate 
1
𝑐
. We also assumed that the MCMC simulation had converged when the multivariate 
scale reduction factor was less than 1.1 (Brooks & Gelman 1998). When λs did not 
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decrease at the rate 
1
𝑐
, the unidentifiable parameter was identified using diagnostic plots, 
removed from the model and parameters were estimated for the reduced model (Lele et 
al. 2010).  
All quantities derived from the population models (e.g., population prediction 
intervals and distributions of statistical indicators) and confidence intervals (CI) were 
obtained by bootstrap integration over the asymptotic distribution of the model 
parameters using 50,000 bootstrap samples (Nadeem & Lele 2012). For these bootstrap 
simulations we assumed that rt ≥ 0, Kt ≥ 0.01 and Nt ≥ 1 for all t. These restrictions were 
required to avoid numerical issues associated with the population models post-
bifurcation. Confidence intervals for all other derived quantities were obtained from the 
equal tail percentiles of 1 million parametric bootstrap samples (Efron & Tibshirani 
1994). When the derived quantities were linear combinations of model parameters, we 
obtained standard errors from linear transformations of the asymptotic variance-
covariance matrix and constructed Wald-type CIs (Ponciano et al. 2009). Our methods 
were well documented and described by Nadeem and Lele (2012), with the only 
difference being that we are fitting multivariate populations models and allowing 
population model parameters have time dependent trends.  
We compared the Ricker and Gompertz models using Akaike’s information 
criterion adjusted for small sample size (AICc; Burnham and Anderson 2002). Although 
likelihood values cannot be easily calculated for our state-space population models, 
calculating the likelihood ratio is relatively straightforward and therefore calculating the 
difference in AICc (∆AICc) between the two models is feasible. Our goal in fitting 
multiple population models and comparison using AICc was not necessarily consistent 
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with the goals of model selection and multimodal inference (Burnham & Anderson 
2002). Instead, we intended to find population models that graphically described the 
observed time series and statistical indicator well. Our approach to model comparison 
and criticism is similar to posterior predictive checks under a Bayesian paradigm 
(Gelman et al. 2004), however, instead of comparing the posterior distribution with the 
observed data and statistical indicators, we compare the bootstrap distributions. We used 
program R (ver. 2.15.1) for all statistical computing (R Development Core Team 2013). 
We used JAGS (ver. 3.2.0) for all MCMC sampling (Plummer 2012) called from the 
dclone package (ver. 1.8-1) in program R (Sólymos 2010).  
Statistical Indicator 
Population variability can be driven by the interaction between environmental 
variability (density-independent process error) and density-dependence (Williams et al. 
2003). The population variability driven by environmental variability should be amplified 
by a weakening growth rate prior to the transcritical bifurcation (Drake & Griffen 2010). 
This is analogous to what others have termed CSD, where, due to a reduced growth rate 
the population returns to equilibrium from perturbations slower as the threshold is 
approached (Drake & Griffen 2010; Scheffer et al. 2012). If this amplification in 
population variability is detectable, then the extinction threshold may be anticipated.  
We propose the statistical indicator SVL, which is the annual between survey 
route sample variance of the natural log transformed population counts. The Gompertz 
model provides analytically tractable justification for a statistical indicator. It can be 
shown (see Appendix 2-A) for the Gompertz model in equation 2-2 that:  
 𝑉𝑎𝑟(log (𝑁𝑡)) =
𝜎𝑝
2(1−𝜌𝑝)
2(
𝑟𝑡
𝐾𝑡
)−(
𝑟𝑡
𝐾𝑡
)2
(1 − (1 −
𝑟𝑡
𝐾𝑡
)2𝑡) ≈
𝜎𝑝
2(1−𝜌𝑝)
2(
𝑟𝑡
𝐾𝑡
)−(
𝑟𝑡
𝐾𝑡
)
2.  (2-5) 
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The main result is that the theoretical variance of the log transformed population state 
depends only on the process error and correlation, the time (t) since initiation (i.e., the 
stationarity of the distribution), the growth rate and the equilibrium population size. For 
reasonable t (t>1) and values of 
𝑟𝑡
𝐾𝑡
, the theoretical variance is approximately equal to a 
convex function that depends only on rt, Kt and 𝜎𝑝
2(1 − 𝜌𝑝). As rt approaches zero the 
theoretical variance increases nonlinearly to infinity along a vertical asymptote 
and lim
𝑟𝑡→0
𝜎𝑝
2(1−𝜌𝑝)
2(
𝑟𝑡
𝐾𝑡
)−(
𝑟𝑡
𝐾𝑡
)2
= ∞ suggests that estimating when the transcritical bifurcation occurs 
is equivalent to determining the location of the vertical asymptote along the time axis. 
Estimating the location of the vertical asymptote along the time axis can be used to 
predict when the transcritical bifurcation will occur. Since the asymptotic distribution of 
log (𝑁∞) is approximately normally distributed (Lande et al. 2003), an estimator of 
𝑉𝑎𝑟(log (𝑁𝑡)) is the annual between route sample variance of the log transformed 
population state: 
 𝑆𝑉𝐿𝑡 =
1
𝑛−1
∑ (log(𝑁𝑖,𝑡) − log (𝑁𝑡̅̅ ̅̅ ̅̅ ̅̅ ))
2𝑛
1   (2-6) 
where Ni,t is the population state of the i
th route (of n total routes) at time t. However, 
since the observation process results in measurement errors, we suggest substituting the 
observed annual route count totals for the population state (𝑁𝑖,𝑡) in equation 6. Although 
the theoretical variance for the Poisson log-normal state-space formulation of the 
Gompertz model (i.e., eqs. 2-2‒2-3), which accounts for observational error, becomes 
analytically intractable, it is easy to show by numerical simulation that SVL increases 
nonlinearly to infinity along a vertical asymptote as rt goes to zero as expected from the 
analytical results which do not account for observer error (see results from Figure 2-3). 
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This suggests that the statistical indicator SVL is robust to observational error. 
Furthermore, this phenomenon appears to be generic among many population models, 
including the Ricker model. To show this in the analytically intractable case of 
observational error and for models other than the Gompertz model, we plot the bootstrap 
distribution of SVL simulated from the state-space models with model parameters 
estimated from the WC and BBS data (Figure 2-3).  
To determine if SVL is a useful indicator, we compare the observed time series of 
SVL (eq. 2-6) calculated from the WC and BBS data to the bootstrap distribution from 
the state-space population models. Comparing the observed SVL to the bootstrap 
distribution allows us to determine if the observed SVL follows the theoretically expected 
relationship. To empirically detect the transcritical bifurcation, we fit a generalized 
nonlinear model (GNLM) with a gamma response distribution to the time series of SVL. 
Generalized nonlinear models are similar to generalized linear models, except that instead 
of specifying a link function and a linear predictor (Stroup 2012), which is linear in the 
model parameters, we specify a mean function, which can be nonlinear with respect to 
the model parameters. We fit the gamma GNLM using the mean function  
𝜇𝑡 =
𝛽1
2(𝛽2𝑡)−(𝛽2𝑡)2
 (2-7) 
where 𝛽1and 𝛽2are the model parameters and t is the time in years. Comparing equation 
2-7 to equation 2-5 it is clear that 𝛽1 is an estimate of 𝜎𝑝
2(1 − 𝜌𝑝) and 𝛽2𝑡 is an estimate 
of 
𝑟𝑡
𝐾𝑡
, hence 𝜇𝑡 is an estimate of 𝑉𝑎𝑟(log (𝑁𝑡)). Generalized nonlinear models are an 
easily accessible phenomenological method to detect changes in the observed SVL. The 
gamma distribution is a natural choice to model variances and the mean function (𝜇𝑡) has 
theoretical justification and appears to be a good description of the expected nonlinear 
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increase in SVL. Estimating the date when the transcritical bifurcation is expected to 
occur can be accomplished by determining the year (t) when the denominator of equation 
2-7 is equal to zero (i.e., the year (t) when 𝜇?̂? = ∞) and 95% CI for this date can be 
calculated using parametric bootstrapping. This date corresponds to the estimated date 
when rt=0 and occurs when SVL is predicted to become infinite. Because the gamma 
distribution is undefined for an SVL of zero (i.e., all survey total route counts for the year 
are the same) we added a small (0.01) positive constant to SVL estimates of zero. In the 
case that (𝑌𝑖,𝑡 = 0), SVL is undefined so we added 1 to the count. An observed count of 
zero occurred twice in the BBS survey data and did not occur in the WC data. For the 
BBS data when only one route was available in a given year, we did not calculate SVL 
and assumed that it was missing.  
 
RESULTS 
 The population growth rate (rt) decreased during the survey period. Although the 
exact estimate of rt depended on the assumed population growth model and data set, the 
decreasing trend was ubiquitous for all population models in both WC and BBS data 
(Figure 2-1). Using the WC data, the estimated date when the transcritical bifurcation 
occurred (i.e., when rt=0) was 2010 (2002−2036; 95% CI) assuming the Gompertz model 
and 2007 (1999−2065; 95% CI) assuming the Ricker model. Similarly, using the BBS 
data, the estimated date when the transcritical bifurcation occurred was 2008 
(1999−2064; 95% CI) assuming the Gompertz model and 2004 (1994−∞; 95% CI) 
assuming the Ricker model. The equilibrium population size (𝑒𝐾𝑡) showed a decreasing 
trend over the study period for both WC and BBS data when the Gompertz model was 
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assumed, however, this trend was not statistically significant as evident by the increasing 
upper 95% CI (Figure 2-2). Estimated equilibrium population size, assuming the 
Gompertz model, on the date of bifurcation was 37.4 (13.6−90.0; 95% CI) using the WC 
data and 11.9 (3.2−43.8; 95% CI) using the BBS data (Figure 2-2). We were unable to fit 
the Ricker model that allowed for a decreasing trend in Kt, because K∆ was unidentifiable 
in both the WC and BBS data sets. Therefore, the equilibrium population size (Kt) as 
estimated by the Ricker model was constant through the study period and was estimated 
to be 61.2 (45.0−77.4; 95% CI) using the WC data and 32.9 (22.0−43.7; 95% CI) using 
the BBS data (Figure 2-2). Similarly, the observed count (𝑌𝑖,𝑡) and estimated observed 
count (𝑌𝑖,?̂?) was also relatively large (Figure 2-3 inset plots). Equilibrium population sizes 
and observed counts much greater than zero suggest that neither small nor decreasing 
population size will warn of the transcritical bifurcation extinction threshold.  
 The observed SVL from both WC and BBS data showed a similar nonlinear 
increasing trend. The pattern in the observed SVL was well explained by the bootstrap 
distribution of SVL estimated from the Gompertz model as evident from the estimated 
expected trend and 95% CIs from the bootstrap distribution of SVL (Figure 2-3). The 
Ricker model showed a similar pattern in SVL, but does not describe the observed SVL 
as well as the Gompertz model as judged by the 95% bootstrap CIs. Regardless, both 
population models and data sets confirm that SVL was increasing as rt decreased an the 
transcritical bifurcation was approached.  
Using our GNLM methods, which rely only on the observed SVL, we estimated 
that the transcritical bifurcation will occur in 2018 (2004−2031; 95% CI) using the WC 
data and will occur in 2012 (2006−2018; 95% CI) using the BBS data. The SVL provides 
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similar predictions as our state-space population growth model as the CIs are broadly 
overlapping. In addition the mean function and associated 95% CIs describing the 
observed SVL are similar to the mean function and 95% CIs of SVL based on the 
bootstrap distribution from the Gompertz and Ricker models. It appears our GNLM 
methods provide a reasonable model describing the observed increase in SVL.  
Population prediction intervals based on the Gompertz and Ricker model appear 
to explain the observed time series survey data well (Figure 2-3 inset). Based on these 
plots alone it would be difficult to declare which model best described the data, although 
the deterministic declining trajectory of the Gompertz model appears to fit the observed 
data better. The observed SVL compared to the bootstrap distribution of SVL from the 
population models suggests that both the Gompertz and Ricker model explain the 
increasing trend. The ∆AICc between the Ricker and Gompertz model was 1.2 for the 
WC data and 1.9 for the BBS data. Again, neither model appears to excessively 
outperform the other with respect to both data sets; however, the Gompertz model does 
appear graphically to fit the data better than the Ricker model and this slight advantage is 
also supported by the ∆AICc values.   
 
DISCUSSION 
  Our results are the first to detect a transcritical bifurcation extinction threshold 
using state-space population models and field data collected from a wildlife population. 
Our results indicate that the population of bobwhite quail in the extreme southeastern 
portion of Nebraska has crossed or will cross, in the near future, the transcritical 
bifurcation extinction threshold. This conclusion is well supported by two independent 
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data sets and model based inference based on maximum likelihood. An initial assumption 
might have been that the dynamics of a population driven to extinction would result in 
the equilibrium population size decreasing to zero and the growth rate remaining constant 
(Huang et al. 2012). If this were the case, the population would track the declining 
equilibrium population size and declining population size should warn of extinction. As 
our results show, the growth rate can decrease over time. When the growth rate becomes 
negative, the population will be committed to extinction. Our results show that the 
growth rate becomes negative long before extinction due to a decreasing equilibrium 
population size. These dynamics result in an extinction threshold, marked by a 
transcritical bifurcation, that standard methods such as population trend analysis or 
population viability analysis assuming population growth models with constant 
parameters would not detect (Nadeem & Lele 2012).  
Similarly, our results are the first to detect a transcritical bifurcation with a 
statistical indicator using field data collected from a wildlife population. Others have 
suggested that statistical indicators may fail in situations when observational errors are 
large (Carpenter et al. 2011; Ives & Dakos 2012; Dai et al. 2012). In both the WC data 
and BBS data observational errors are significant, yet predictions based on the statistical 
indicator were similar to our state-space model which explicitly accounted for 
observation error (de Valpine & Hastings 2002; Nadeem & Lele 2012). Based on 
numerical simulations and corroborating predictions from state-space models, it appears 
the statistical indicator SVL is robust to observational error. Furthermore, our theoretical 
results suggest a critical level of SVL that allows us to predict when the transcritical 
bifurcation extinction threshold will be crossed without a reference population and allows 
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for statistical inference using GNLMs. Lack of inference procedures and critical levels of 
statistical indicators has been a major limitation even when a reference system is 
available (Drake & Griffen 2010; Carpenter et al. 2011; Ives & Dakos 2012; Dai et al. 
2012; Boettiger & Hastings 2013). Our methods based on SVL overcome these 
limitations. However, we feel that comparisons of state-space models, SVL, and other 
generalized model-based approaches developed to detect thresholds would be useful 
(Wissel 1984; Ives & Dakos 2012; Lade & Gross 2012; Boettiger & Hastings 2012a,b).  
Alternative explanations for the observed increase in SVL could be decreasing 
equilibrium population size, increased environmental variability (Williams et al. 2003), 
various forms of demographic stochasticity (Melbourne & Hastings 2008) or alternative 
thresholds. The theoretical SVL based on specific population models is likely a complex 
function of equilibrium population size, the population growth rate, and environmental 
stochasticity. For the Gompertz model, the relationship between equilibrium population 
size and SVL is complex and for most other population models the relationship can only 
be explored numerically. Our numerical simulations of SVL (Figure 2-3) seem consistent 
with SVL increasing due to a decreasing growth rate, in that if we set K∆ to zero for the 
Gompertz model, the increasing trend in SVL is still present. If non-stationary 
environmental variability is a plausible explanation of the observed increase in SVL, 
process error (𝜎𝑝
2) would have had to trend similarly to the nonlinear increasing pattern in 
SVL. Nonlinearly increasing process error due to increasing environmental variability 
seems like an improbable explanation given that our theory, supported by a decreasing 
growth rate, matches the empirical data well. If any form of demographic stochasticity 
was substantially influencing SVL we would expect SVL to increase in the population as 
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the population was declining. We did not test this hypothesis in our example, but if the 
population has declined to the point that demographic stochasticity influences SVL, it 
seems likely that conservation measures should be taken. In this case the potential loss 
due to false detection of the transcritical bifurcation seems minimal. In addition to the 
transcritical bifurcation extinction threshold identified in our state-space model, other 
mechanisms in the population dynamics may exist that result in threshold dynamics, such 
as an Allee effect (Hoffman et al. 2010; Lade & Gross 2012; Dai et al. 2012). Although 
we cannot rule out that SVL is detecting alternative extinction thresholds, the generality 
of CSD suggests we might expect the same patterns in SVL, regardless of the mechanism 
generating the threshold (Wissel 1984).  
It could be argued that we should have fit a wider array of population models 
(e.g., theta-logistic) and reduced (e.g., Gompertz with r∆=0) and expanded (e.g., 
rt=rmax+r∆t+ r2∆t
2; where r2∆ is the coefficient of the second-order polynomial time 
dependent change in rt) population growth models and observational error distribution 
(e.g., overdispersed Poisson; Knape et al. 2011). We then could compare several 
plausible explanations of our data using our graphical comparison and AICc. Such a 
comparison would be ideal; however, it was not feasible for our study. For example, we 
fit a state-space formulation of the theta-logistic, but our estimation procedure failed 
unless we specified the shape parameter which determined the functional form of density-
dependence. Potential difficulties when fitting the theta-logistic are well known 
(Polansky et al. 2009; Clark et al. 2010), and failure of our estimation procedure could be 
attributed to unidentifiable parameters. Still, we could have expanded our model set by 
including fewer parameters in the Gompertz and Ricker models. We in fact did do this 
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(e.g., state-space Gompertz with r∆=0 and K∆=0), but this approach was unproductive 
because there were some obvious features common to both data sets that we feel a 
population model must explain, such as the decreasing trend in abundance and increasing 
trend in SVL. The parameterizations of the state-space models in our analysis appear to 
be the simplest parameterizations that adequately describe these dynamics. Furthermore, 
we could have fit models that allowed for polynomial trends in rt and Kt. We explored the 
potential of this, but found that MCMC sampling was difficult due to highly correlated 
parameters; again, this is likely due to unidentifiable parameters. We did not evaluate 
alternative observational error distributions for our state-space models. It is unlikely that 
our data could identify the correct observation error model because we lacked replication 
at the route level (Knape et al. 2011). We attempted to fit some alternative distributions 
to describe observational error (e.g., log-normal), but it appeared that the error 
component parameters were weakly identifiable. A more serious concern regarding state-
space model observation error model is non-detection. Methods to correct for non-
detection in state-space models require replicated counts or additional continuous 
covariates that affect detection (Hefley et al. 2013). Obtaining useful covariates that 
affect detection (e.g., wind speed) would be difficult or impossible for all years of our 
study. We do not expect the predicted dates of the bifurcation to be highly sensitive to 
specification of the observation error model, although exact population model parameter 
estimates may vary.  
Additionally, we could have considered covariates that may potentially explain 
the trends in rt and Kt. Habitat deterioration and loss are difficult to quantify and 
accessible data (e.g., National Land Use Dataset) do not have the temporal resolution 
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required for our study. Showing the dependence of population growth model parameters 
on habitat covariates is an area of needed research (Griffen & Drake 2008), because 
although we can phenomenologically model the effects of covariates by assuming model 
parameters change linearly with time, it would be highly desirable to know which habitat 
variables are potentially influencing the population so that remedial actions can be taken.       
 Even if we had expanded our model set, we question the utility of AICc in our 
situation. Variants of the Akaike information criterion are well established for model 
selection and have been used for comparison of state-space models (Burnham & 
Anderson 2002; deValpine & Hastings 2002; Nadeem & Lele 2012). The utility of model 
selection tools for threshold detection is a needed area of research if state-space models 
are to be used for detecting the transcritical bifurcation. The AICc used in our analysis 
does not take parameter uncertainty into consideration. Calculating the marginal 
likelihood for state-space models requires integrating out the random population state. 
The population state can be highly influenced by the timing of the bifurcation. When 
using AICc, the uncertainty in the model parameters used to estimate the bifurcation date 
is not taken into account and we suspect that doing so may influence model selection. 
Secondly, post-bifurcation, the stochastic Gompertz and Ricker models are no longer 
valid population models as initially defined. Post-bifurcation population dynamics are 
unknown and both stochastic population models may result in implausible dynamics. For 
example, after the transcritical bifurcation the population state could diverge to infinity 
depending on the value of the population state prior to the bifurcation. A biologically 
plausible model would converge to zero. We suspect that post-bifurcation population 
dynamics will likely influence parameter estimation and model selection. For our results 
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it appears that the estimated population model parameters are plausible, but we are unsure 
of AICc based model selection results. Since time series data are relatively easy to 
visualize, at present we prefer our graphical model criticism approach. 
Management implications 
Our results suggest that the population of bobwhite quail in the extreme 
southeastern portion of Nebraska has crossed the transcritical bifurcation extinction 
threshold or will in the near future. We expect extinction soon after, but due to 
bifurcation delay there will be an unknown amount of time between when the threshold is 
crossed and when extinction occurs (Kuehn 2011). Drake and Griffen (2010) 
experimentally induced a transcritical bifurcation in populations of Daphnia magna. In 
this experiment, habitat deterioration caused by a reduction in food started on day 154 
and the transcritical bifurcation occurred on day 271, with the mean date of extinction on 
day 297 (SE=16.4 days). The amount of time between the transcritical bifurcation and 
extinction is undoubtedly dependent on the species and environmental process driving 
extinction.  
The drivers of the extinction threshold in the bobwhite population are unknown. 
We speculate that a slow anthropogenic forcing due to habitat deterioration and loss 
caused the density-independent growth rate to decrease. In our study area, habitat 
deterioration likely occurred due to a decrease in crop diversity (Hiller et al. 2009) and a 
decrease in the abundance of weedy species within agricultural fields as a result of 
genetically modified herbicide-tolerant crops (Watkinson 2000). Habitat loss may have 
also occurred as a result of increased agricultural field size and decrease in brushy 
fencerow habitat, both of which have been documented in our study area (Baltensperger 
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1987; Hiller et al. 2009). Recovery of populations that have crossed the transcritical 
bifurcation extinction threshold has not been shown in microcosm or natural populations. 
We expect that microcosm experiments will provide the first insights into the reversibility 
of the transcritical bifurcation  
The result that the equilibrium population sizes and observed abundance of the 
bobwhite quail population was much greater than zero on the date that the extinction 
threshold was estimated to be crossed suggests that neither small nor decreasing 
population size will warn of the transcritical bifurcation extinction threshold. Managers 
of populations in regions experiencing land use changes need to consider the implications 
of this result. Early detection of extinction thresholds is essential to ensure the persistence 
of species when habitat changes over time (Krebs et al. 1999; Donald et al. 2001; Hole et 
al. 2002; Green et al. 2005; Ringsby et al. 2006; Biggs et al. 2009). This is especially 
true in situations where the land use change is relatively slow, because the extinction 
thresholds may be detectable long before the threshold is crossed, but once crossed the 
land use changes may be slow, difficult and potentially impossible to reverse, even if the 
population could be recovered.   
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Figure 2-1. Estimated time dependent population growth rate (rt) with 95% confidence 
intervals (dashed lines) assuming the Gompertz and Ricker population growth models 
using whistle count survey data (WC) and breeding bird survey data (BBS) for northern 
bobwhite quail in southeastern Nebraska. The vertical lines grey lines are the estimated 
date of the transcritical bifurcation (solid lines) and associated 95% confidence intervals 
(dashed lines).  
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Figure 2-2. Estimated time dependent equilibrium population size (Kt) with 95% 
confidence intervals (dashed lines) assuming the Gompertz and Ricker population growth 
models using whistle count survey data (WC) and breeding bird survey data (BBS) for 
bobwhite quail in southeastern Nebraska. 
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Figure 2-3. Statistical indicator SVL (thick black line; eq. 2-6) estimated from the bobwhite population using whistle count 
data (WC) and breeding bird survey data (BBS) with mean (thin black line) and 95% confidence intervals (black dashed line) 
from the bootstrap distribution of SVL estimated from the Gompertz and Ricker state-space population models. The grey line 
is the inverse link function and 95% confidence intervals (dotted red line) from a generalized nonlinear model used to describe 
the increasing trend in statistical indicator SVL. The inset plot contains population time series data (thin black lines) along with 
the expected population count (thick black line), and 50% (gold) and 95% (blue) confidence intervals under the assumed 
population model. The vertical black line is the estimated date of the transcritical bifurcation along with the lower 95% 
confidence interval (black dashed) based on the assumed population models. The vertical red line is the estimated date of the 
transcritical bifurcation with the lower 95% confidence interval (red dashed) that was estimated with the generalized nonlinear 
model using the statistical indicator SVL.
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APPENDIX 2-A 
Assume the stochastic multivariate Gompertz model as in equation 2, but parameterized 
so that 𝑏𝑡 = −
𝑟𝑡
𝐾𝑡
. 
 𝑵𝑡+1 = 𝑵𝑡𝑒
𝑟𝑡+𝑏𝑡 log(𝑵𝒕)+𝜺𝑡    𝜺𝑡~𝑀𝑉𝑁(𝟎, 𝜮 = 𝜎𝑝
2𝑰𝑟 + 𝜌𝑝𝜎𝑝
2(𝑰𝑟 − 𝑱𝑟))  (2A-1) 
where 𝑵𝑡is the vector of population states for all routes (i.e., separate time series) at time 
t. First derive 𝑉𝑎𝑟(log (𝑵𝑡+1)). 
 𝑉𝑎𝑟(log(𝑵𝑡+1)) (2A-2) 
 = 𝑉𝑎𝑟(log(𝑵𝑡𝑒
𝑟𝑡+𝑏𝑡 log(𝑵𝒕)+𝜺𝑡)) (2A-3) 
 = 𝑉𝑎𝑟(log(𝑵𝑡) + 𝑟𝑡 + 𝑏𝑡 log(𝑵𝑡) + 𝜺𝑡) (2A-4) 
 = 𝑉𝑎𝑟(𝑟𝑡 + (𝑏𝑡 + 1) log(𝑵𝑡) + 𝜺𝑡) (2A-5) 
 = (𝑏𝑡 + 1)
2𝑉𝑎𝑟(log(𝑵𝑡)) + 𝑉𝑎𝑟(𝜺𝑡) (2A-6) 
 = (𝑏𝑡 + 1)
2𝑉𝑎𝑟(log(𝑵𝑡)) + 𝜎𝑝
2(1 − 𝜌𝑝). (2A-7) 
Equation 2A-7 is a first order linear difference equation with solution 
 𝑉𝑎𝑟(log(𝑵𝑡)) (2A-8) 
 =
𝜎𝑝
2(1−𝜌𝑝)(1−(1+𝑏𝑡)
2𝑡)
1−(𝑏𝑡+1)2
+ (𝑏𝑡 + 1)
2𝑡𝑉𝑎𝑟(log(𝑵0)), (2A-9) 
for −2 < 𝑏𝑡 < 0. If we assume the initial state (𝑵𝟎) is known then 𝑉𝑎𝑟(log(𝑵0)) = 0 
and equation 2A-9 reduces to 
 =
𝜎𝑝
2(1−𝜌𝑝)(1−(1+𝑏𝑡)
2𝑡)
1−(𝑏𝑡+1)2
. (2A-10) 
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For reasonable t (t>1), 
 ≈
𝜎𝑝
2(1−𝜌𝑝)
1−(𝑏𝑡+1)2
 (2A-11) 
approximates 𝑉𝑎𝑟(log(𝑵𝑡)). After rearranging the denominator and replacing 𝑏𝑡 with 
−
𝑟𝑡
𝐾𝑡
 we get equation 2-5 
 =
𝜎𝑝
2(1−𝜌𝑝)
2(
𝑟𝑡
𝐾𝑡
)−(
𝑟𝑡
𝐾𝑡
)
2. (2A-12) 
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ABSTRACT 
Species distribution models (SDM) are tools used to determine environmental 
features that influence the geographic distribution of species’ abundance and have been 
used to analyze presence-only records. Analysis of presence-only records may require 
correction for non-detection sampling bias to yield reliable conclusions. In addition, 
individuals of some species of animals may be highly aggregated and standard SDMs 
ignore environmental features that may influence aggregation behavior. We contend that 
non-detection can be treated as missing data. Statistical theory and corrective methods are 
well developed for missing data, but have been ignored in the literature on SDMs. We 
developed a marked inhomogeneous Poisson point process model that accounted for non-
detection and aggregation behavior in animals and tested our methods on simulated data. 
Correcting for non-detection sampling bias requires estimates of the probability of 
detection which must be obtained from auxiliary data, as presence-only data does not 
contain information about the detection mechanism. Weighted likelihood methods can be 
used to correct for non-detection if estimates of the probability of detection are available. 
We used an inhomogeneous Poisson point process model to model group abundance, a 
zero-truncated generalized linear model to model group size, and combined these two 
models to describe the distribution of abundance. Our methods performed well on 
simulated data when non-detection was accounted for and poorly when detection was 
ignored. We recommend researchers consider the effects of non-detection sampling bias 
when modeling species distributions using presence-only data. If information about the 
detection process is available, we recommend researchers explore the effects of non-
detection and, when warranted, correct the bias using our methods. We developed our 
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methods to analyze opportunistic presence-only records of whooping cranes (Grus 
americana), but expect that our methods will be useful to ecologists analyzing 
opportunistic presence-only records of other species of animals. 
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INTRODUCTION 
A prerequisite to successful management and conservation of species is 
determining environmental and geographic features that influence the distribution of 
population abundance. Ecologists, statisticians, and computer scientists have developed 
and applied an impressive array of sampling methods and computational tools to estimate 
the distribution of abundance (Buckland & Elston 1993; Guisan & Zimmermann 2000; 
Manly et al. 2002; Guisan et al. 2002; Phillips et al. 2006; Elith et al. 2006; Pearce & 
Boyce 2006); however, rare or recently extinct species present a challenge because 
feasible sampling protocols produce few, if any, sightings of the species. An alternative 
approach involves documenting and analyzing opportunistic presence-only records. 
Opportunistic presence-only records often lack information on sampling effort and can 
consist of haphazard accounts of where a species occurred (e.g., museum records) or 
citizen reported sightings (Elith & Leathwick 2007; van Strien et al. 2013). Opportunistic 
presence-only records are often analyzed using species distribution models (SDMs), but 
are not suitable to model the true distribution of population abundance if the detection 
and reporting of records is biased (Pearce & Boyce 2006; Araújo & Guisan 2006; Kéry 
2011; Monk 2013; Yackulic et al. 2013). For example, a species may be detected and 
reported at a higher rate near roads or other areas that are easily accessible. Non-detection 
sampling bias that is affected by environmental and geographic features will bias 
estimates, predictions, and potentially conclusions derived from SDMs (Dorazio 2012; 
Monk 2013).  
Recently, multiple authors have unified methods for analyzing presence-only data 
by showing that many previously developed methods (e.g., MAXENT, logistic 
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regression) are approximating an inhomogeneous Poisson point process model (IPPM; 
(Warton & Shepherd 2010; Aarts et al. 2012; Dorazio 2012; Fithian & Hastie 2013; 
Renner & Warton 2013; Warton & Aarts 2013; Hastie & Fithian 2013). Prior to our work 
at least two limitations to using an IPPM to analyze presence-only data remained. First, 
non-detection sampling bias occurs when the probabilities of detection and reporting of 
the potential presence-only records is not constant across the landscape. Ignoring non-
detection bias can result in the estimation of an apparent species’ distribution and 
interpreting IPPM parameters and predictions (e.g., heat maps) as if they represented the 
true species’ distribution will result in potentially incorrect inferences (Kéry 2011; 
Dorazio 2012). Non-detection bias has received some attention recently (Dorazio 2012; 
Fithian & Hastie 2013; Monk 2013; Yackulic et al. 2013; Kramer-Schadt et al. 2013), but 
methods to identify and potentially correct for the bias in SDMs, including the IPPM, 
were lacking. Here we argue that non-detection sampling bias is equivalent to missing 
data for which a well-developed classification system exists to determine if bias 
correction is required. Second, dependence between locations of individuals within a 
group results in correlation among points; one of the assumptions of the IPPM is that 
points are independent. Although there are many methods to model spatial dependencies 
of points, methods to model the extreme spatial dependence, for example of a flock of 
birds, was lacking (Cressie 1993; Diggle 2003; Renner & Warton 2013; Zipkin et al. 
2014). We demonstrate two extensions to the IPPM that 1) corrects for detection bias and 
2) explicitly models group size. We tested our methods using simulated data sets that 
emulate data that an ecologist or statistician is likely to analyze. Our methods were 
explicitly developed to analyze opportunistic presence-only records of whooping cranes 
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(Austin & Richert 2001); however, we envision that our methods will be useful to 
ecologists analyzing opportunistic presence-only records of other species of animals. 
 
METHODS 
Species distribution model 
The IPPM is appropriate to model the location of points that are independent after 
conditioning on the environmental and geographic covariates. If the locations of 
individuals are independent then the IPPM is appropriate to model the distribution of 
individuals. Many species, however, occur in groups. If individuals are treated as unique 
points, at a minimum, the individuals (points) that belonged to a group are not 
independent. Methods to test for independence of groups (i.e., point interactions) are well 
developed and many methods exist to explicitly model point interactions (e.g., area-
interaction model; Cressie 1993; Diggle 2003; Renner & Warton 2013). We proceed 
assuming that individuals occur in independent groups and that group locations can be 
modeled with an IPPM, however the analyst should verify this assumption (Diggle 2003; 
Renner & Warton 2013) 
 The IPPM is similar to a generalized linear model with a Poisson response 
distribution because environmental covariates influence the group intensity through the 
log link function. The linear predictor can be written as: 
 log (𝝀𝑔𝑖) = 𝛼0 + 𝑿𝑔𝑖𝜶𝑔𝑖, (3-1) 
where the vector 𝝀𝑔𝑖 is the group intensities, 𝛼0 is the intercept, 𝑿𝑔𝑖 is the design matrix 
of environmental covariates and 𝜶𝑔𝑖 is the vector of environmental coefficients.  
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 To estimate model parameters the IPPM likelihood is required. The IPPM 
likelihood contains an integral that can be difficult or impossible to solve, therefore 
numerical approximation is required. Many techniques have been developed to 
approximate the likelihood and obtain parameter estimates from the IPPM and several of 
the methods are implemented in easily accessible software packages (Fithian & Hastie 
2013). 
Additional data associated with presence-only locations (e.g., group sizes) are 
known as marks (Cressie 1993; Diggle 2003). Marked IPPMs, for example, have been 
applied in forestry statistics to model the locations of trees and wood volumes (Stoyan & 
Penttinen 2000). We treat group sizes as marks and analyze the marks using a zero-
truncated generalized linear model (GLM) assuming a truncated Poisson distribution. The 
zero-truncated GLM is similar to standard GLMs, however, the assumed response 
distribution is conditioned on the fact that only group sizes greater than zero can be 
reported for presence-only data (Zuur et al. 2009; Zipkin et al. 2014). Similar to the 
IPPM model, we model the expected group size using a linear predictor:   
 log (𝝀𝑔𝑠) = 𝛾0 + 𝑿𝑔𝑠𝜸𝑔𝑠, (3-2) 
where the vector 𝝀𝑔𝑠is the rate parameters of the zero-truncated Poisson distribution (i.e., 
unconditional expected group sizes), 𝛾0 is the intercept, 𝑿𝑔𝑠 is the design matrix of 
environmental covariates and 𝜸𝑔𝑠 is the vector of environmental coefficients. 
Modeling group sizes separately from group locations allows us to use different 
covariates in models of group intensities and group sizes. This flexibility is required to 
adequately model the distribution of abundance if environmental features influence group 
sizes. We note that the zero-truncated Poisson distribution may not be the best model of 
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group sizes for presence-only data, however, many zero-truncated distributions (e.g., 
zero-truncated negative binomial) exist. Models of sea duck group sizes from aerial 
surveys were explored by Zipkin et al. (2014) and their methods could also be applied to 
presence-only data. 
 To model intensities of abundance (𝝀𝑎𝑏𝑢𝑛𝑑𝑎𝑛𝑐𝑒), we multiply the elements of 
group intensities by the unconditional expected group sizes: 
 𝝀𝑎𝑏𝑢𝑛𝑑𝑛𝑎𝑐𝑒 = 𝝀𝑔𝑖 × 𝝀𝑔𝑠. (3-3) 
Due to the exponential inverse link function, environmental coefficients that occurred in 
both the IPPM and zero-truncated GLM models can be summed to estimate the marginal 
effects of environmental covariates on intensity of abundance. 
 Although we have presented linear models for the IPPM and zero-truncated GLM, 
many less restrictive methods exist to estimate 𝝀𝑔𝑖 and 𝝀𝑔𝑠. For example, boosted 
regression trees or generalized additive models could also be used estimate 𝝀𝑔𝑖 and 𝝀𝑔𝑠 
(Guisan et al. 2002; Elith et al. 2008; Fithian & Hastie 2013). 
Correcting for non-detection 
 Sampling bias that results in non-detection of groups has the potential to bias 
parameter estimates and predictions from the IPPM, zero-truncated GLM, or any SDMs 
that uses presence-only data (Dorazio 2012). The effect of non-detection (i.e., Bernoulli 
thinning of the point process) on parameter estimates and predictions from an IPPM 
depends on the covariates that affect the detection and intensity process (i.e., 𝝀𝑔𝑖). 
Although the effects of non-detection on the IPPM have been documented (Dorazio 
2012), we chose to conceptualize the detection process as a missing data mechanism so 
we could provide a unified framework that applies to both group locations and group 
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sizes (Little & Rubin 2002). Using the terminology of Rubin (1976), if detection and 
reporting of groups was perfect (i.e., 𝒑det = 1; where 𝒑det  is the vector of probabilities 
corresponding to each presence-only record) opportunistic records would consist of every 
possible location of the groups. With perfect detection, all parameters estimates from the 
IPPM would be asymptotically unbiased and identifiable. If detection is imperfect, but 
the covariates that influence the detection process are independent of the covariates that 
affect 𝝀𝑔𝑖, then the missing data are classified as missing completely at random (MCAR). 
In general, MCAR data is the best that can be obtained from any presence-only data 
collection process. If the non-detected presence-only data is MCAR, unbiased 
coefficients and relative intensities (𝝀𝑔𝑖 = 𝝀𝑔𝑖 𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒𝑒
𝛼0) are estimated with the IPPM 
assuming the model is correctly specified; however, an unbiased intercept parameter (𝛼0) 
is unidentifiable (Dorazio 2012; Fithian & Hastie 2013). If the covariates that affect the 
detection process are correlated or share covariates with the covariates affecting 𝝀𝑔𝑖, the 
missing data mechanism results in nonignorable missing (NIM) data and the coefficients 
of the correlated or shared covariates estimated from the IPPM will be biased (Dorazio 
2012). It should be emphasized that covariates affecting the probability of detection that 
are the same as or correlated with covariates affecting 𝝀𝑔𝑖, but are not included in the 
IPPM due to model misspecification (i.e., neglecting to include the covariate) will result 
in NIM data. In practice it is difficult or impossible to know if the model is correctly 
specified or if the data are MCAR, therefore assuming that missing data mechanism 
results in NIM data is a conservative assumption. We present a decision tree to aid 
researchers in deciding when correcting for non-detection sampling bias is required for 
the IPPM model (Figure 3-1).  
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The effect of non-detection on the analysis of group size marks is slightly 
different. Similar to the IPPM, if the covariates that affect detection are independent of 
the covariates that affect group size, then the missing data mechanism is MCAR, which is 
equivalent to a completely random sample of group sizes. If the detection process 
resulted in MCAR data for group size, all parameters (𝛾0 and 𝜸𝑔𝑠) are identifiable and 
unbiased if detection is ignored. If, however, the covariates affecting detection are 
correlated with or the same as covariates affecting group size, the missing data is 
classified as missing at random (MAR). Under MAR, all parameters (𝛾0 and 𝜸𝑔𝑠) are 
identifiable and unbiased if detection is ignored assuming the model of group size is 
specified correctly and contains the covariates that were correlated with or affected both 
non-detection and group size. Under the MAR mechanism, the detection process would 
result in less data from values of covariates that resulted in low detection, but unbiased 
parameters estimates (e.g., 𝛾0 and 𝜸𝑔𝑠) and predictions of 𝝀𝑔𝑠. For example, detection 
may be high close to developed areas, but large groups may tend to avoid these areas. In 
this case, more observations of large group sizes could be reported from areas that the 
larger groups tend to avoid, but analysis of the group size data does not result in biased 
estimates of the intercept (𝛾0) or coefficients (𝜸𝑔𝑠). Finally, if detection depends on 
group size after adjusting for the influence of covariates, the missing data mechanism is 
NIM and parameters estimated would be biased. For example, if detection is greater for 
larger groups, then the parameters estimates from the zero-truncated GLM are biased and 
a correction for non-detection may be warranted. We present a decision tree to aid 
researchers in deciding when correcting for non-detection sampling bias is required for 
marks associated with presence-only locations (Figure 3-2). Again, in practice it is 
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difficult or impossible to know if the model is correctly specified or if the data are MAR 
or MCAR, therefore assuming that missing data mechanism for the marks results in NIM 
data is likely a conservative assumption. 
For presence-only data, correcting for non-detection is the same as correcting for 
missing data; therefore, we used methods to correct for NIM data in our study. To correct 
for NIM data, estimates of 𝒑det  must be obtained from auxiliary data (henceforth referred 
to as the detection data set) as there is no information in presence-only data about the 
detection process (Rubin 1976; Little & Rubin 2002). To correct for NIM data, the 
inverse of 𝒑det  is used to weight the log-likelihood of the IPPM and zero-truncated GLM 
(Little & Rubin 2002). Correcting for non-detection by weighting the log-likelihood is 
attractive because the analysis can be carried out in standard software that allows weights 
to be specified (see Appendix S1 of Hefley et al. (2013) for annotated R code). 
Although weighting the log-likelihood corrects bias in the coefficient estimates 
and predictions of 𝝀𝑔𝑖 and 𝝀𝑔𝑠, obtaining meaningful measures of uncertainty such as 
standard errors (SE), confidence intervals (CI), and prediction intervals that incorporate 
the uncertainty in the detection process requires additional effort in the form of 
implementing a two-phase bootstrapping algorithm. We implemented a two-phase, 
nonparametric bootstrap algorithm which uses the detection data set to obtain estimates 
of 𝒑𝑑𝑒𝑡 and then fit the marked IPPM using the estimates of 𝒑𝑑𝑒𝑡to correct for non-
detection sampling bias. We present the algorithm here:  
1) Draw a bootstrap sample from the detection data set. 
2) Fit an appropriate model to the detection data set. 
92 
 
3) Draw a bootstrap sample from the presence-only data that includes group size 
marks. 
4) Estimate 𝒑𝑑𝑒𝑡 for each location for the bootstrap sample in step 3 using the 
fitted model from step 2. 
5) Fit an IPPM that weights the log-likelihood function using 
1
𝒑𝑑𝑒?̂?
 and save 
coefficient estimates or predicted values of 𝝀𝑔𝑖.  
6) Fit a model to group size that weights the log-likelihood function using 
1
𝒑𝑑𝑒?̂?
 and 
save coefficient estimates or predicted values of 𝝀𝑔𝑠.  
7) Repeat steps 1−6 to obtain b bootstrap samples. 
The CI and SE can be calculated from the empirical distribution, however, many other 
summaries of the empirical distribution (e.g., mean) may be of interest (Efron & 
Tibshirani 1994). An annotated example with R code implementing the two-phase 
nonparametric bootstrapping algorithm for the IPPM and zero-truncated GLM is 
available in Appendix S1 of Hefley et al. (2013). 
The use of weighted log-likelihoods to correct for bias has a long history for NIM 
data (Little & Rubin 2002) and has been used successfully to account for NIM data when 
GPS collars fail to record animal use locations in habitat selection studies (Frair et al. 
2004). Although weighting provides an automatic procedure to reduce bias in parameter 
estimates and predictions from the IPPM and zero-truncated GLM when detection bias 
results in NIM data, weighting results in an increase in variance of the estimands. The 
increased variance may be undesirably large and thus correcting for non-detection should 
be viewed as a bias-variance tradeoff. In general, imprecise (i.e., due to small sample 
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size) and highly variable (i.e., due to the effect of covariates) estimates of 
1
𝒑det  
 will result 
in highly variable estimands from the IPPM and zero-truncated GLM. For our simulation 
study we estimated 𝒑det  using logistic regression (see simulation study); however, 
methods such as regularization that result in coefficient shrinkage or trimming that result 
in less variable estimates of 
1
𝒑det  
 may result in a more desirable bias-variance tradeoff 
(Little & Rubin 2002; Hastie et al. 2009).   
Simulation study 
We conducted a simulation study to assess the properties of our SDM. For our 
simulation study, the data generating distributions corresponded to those of the IPPM and 
zero-truncated GLM. This allowed us to test our two-phase bootstrap algorithm and 
determine if our algorithm performed well on simulated data where true values were 
known. We simulated group presence-only data (𝒚𝑝𝑟𝑒𝑠) over a region with 1 million 
pixels using an inhomogeneous Poisson point process distribution with intensity function 
(𝝀𝑔𝑖) that varied according to the linear predictor:  
 log (𝝀𝑔𝑖) = 𝛼0 + 𝛼1𝒛𝑔𝑖 (3-4) 
where 𝛼0 was the intercept and 𝛼1 was the regression coefficient for the vector of 
covariates 𝒛𝑔𝑖. At each presence location, group sizes (𝒚𝑔𝑠) were simulated using a zero-
truncated Poisson distribution with a rate parameter (𝝀𝑔𝑠) that varied according to the 
linear predictor:  
 log (𝝀𝑔𝑠) = 𝛾0 + 𝛾1𝒛𝑔𝑠 (3-5) 
where 𝛾0was the intercept and 𝛾1was the regression coefficient for the vector of 
covariates 𝒛𝑔𝑠. Detection of each group (𝑦𝑑𝑒𝑡) was simulated using a Bernoulli 
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distribution, where a realized value of one represented detection and a value of zero 
represented non-detection. The probability of detection (𝑝det) varied according to the 
linear predictor:  
 logit(𝒑det) = 𝜃0 + 𝜃1𝒛𝑑𝑒𝑡 + 𝜃2𝑠(𝒚𝑔𝑠) (3-6) 
where 𝜃0 was the intercept, 𝜃1was the coefficient for the vector of covariates 𝒛𝑑𝑒𝑡, and 𝜃2 
was the coefficient for the scaled and centered effect of group size (𝑠(𝒚𝑔𝑠)).  
The entire simulated data set could be represented by the vectors: 𝒚𝑝𝑟𝑒𝑠, 𝒚𝑔𝑠, 
𝒚𝑑𝑒𝑡, 𝒛𝑔𝑖, 𝒛𝑔𝑠, and 𝒛𝑑𝑒𝑡. The observed presence-only data set was comprised of groups 
that were detected (i.e., 𝒚𝑑𝑒𝑡 = 1). The auxiliary data used to estimate and correct for 
detection bias was obtained by taking a random sample without replacement from the full 
simulated data set (detected and non-detected). Logistic regression was used to estimate 
𝒑det using the auxiliary data set assuming the linear predictor in equation 6. 
We simulated data from the worst case scenario: low detection in habitat with a 
high intensity of abundance (i.e., more and larger groups) and where the covariate that 
affects the intensity of abundance is the same as covariate the affects detection. We 
simulated the covariates from a single standard normal distribution so the covariates of 
group intensity, group size, and detection were the same (i.e., 𝒛𝑔𝑖 = 𝒛𝑔𝑠 = 𝒛𝑑𝑒𝑡). The 
covariate parameter for the inhomogeneous Poisson point process distribution was fixed 
at 𝛼1 = 1. We evaluated two sample sizes by setting the intercept (𝛼0) to 7.0 for the 
small sample size and 8.5 for the large sample size. We conducted 1,000 simulations for 
each sample size and estimated the parameters of the IPPM using infinitely weighted 
logistic regression with 1,000 Monte Carlo integration points and weights of 10,000 
(Fithian & Hastie 2013). The parameters for the zero-truncated Poisson distribution used 
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to simulate group size were 𝛾0 = 1 and 𝛾1 = 0.5. The parameters for the Bernoulli 
distribution used to simulate the detection process for groups were 𝜃0 = −2, 𝜃1 = −1, 
and 𝜃2 = 0.5, so that detection decreased with the habitat covariate and increased with 
group size. We randomly sampled 20% of the full data set to obtain our auxiliary 
detection data and estimated pdet using logistic regression. Extremely low values in pdet in 
the small sample size case resulted in convergence issues for steps five and six in our 
two-phase bootstrap algorithm, so we trimmed 𝒑𝑑𝑒?̂? by replacing values in 𝒑𝑑𝑒?̂? ≤ 0.01 
with 0.01. Although trimming 𝒑𝑑𝑒?̂? could result in biased coefficient estimates, it 
improved convergence and greatly reduced the variance of parameter estimates from the 
IPPM and zero-truncated GLM with a minimal increase in bias in our simulations. For 
each simulation, we used b=1,000 bootstrap samples to estimate statistics from the 
empirical distributions. 
We evaluated the results from our simulations by plotting the mean of the 
empirical distributions of 𝛼1, 𝛾1and 𝑒
𝛼1+𝛾1 from each simulation and compared it to the 
known value. For management purposes, 𝛼1̂, 𝛾1̂ and 𝑒
𝛼1𝑧𝑔𝑖+𝛾1𝑧𝑔𝑠̂  would likely be the 
coefficients of most interest. The 𝑒𝛼1𝑧𝑔𝑖+𝛾1𝑧𝑔𝑠 describes the relationship between the 
relative intensity of abundance and the environmental covariates, which could be used to 
compare two different points or areas to evaluate the relative conservation value, in terms 
of expected relative abundance, of each area for the species of interest.  
Our two-phase bootstrap algorithm was complicated and involved several 
connected models. In theory, our algorithm should produce estimates with good 
frequentist properties, and to verify this we calculated the coverage probability of the 
95% CIs obtained from the 2.5th and 97.5th percentiles of the empirical distributions of 
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𝛼1, 𝛾1 and 𝑒
𝛼1+𝛾1. To assess the effects of sample size, we calculated the scaled length 
(length/effect size) of the 95% CIs for 𝛼1̂, 𝛾1̂ and 𝑒𝛼1+𝛾1̂  and compared the small and 
large sample sizes. We plotted CI coverage probability against scaled CI length to allow 
for simultaneous evaluation of coverage probability and sample size.  
We evaluated the properties of our statistical methods by comparing the results 
from the five scenarios for each sample size: 1) 𝒑det was estimated and used to correct 
for detection bias; 2) 𝒑det was estimated but the detection model was misspecified due to 
unknown group size; 3) 𝒑det was known; 4) an unbiased sample of group locations and 
sizes (i.e., detection was perfect) was analyzed and 5) detection bias was ignored. For 
studies using our methods, group size may be unknown in some of the auxiliary detection 
data (e.g., non-detected groups in a telemetry study; see discussion). Because of this, we 
evaluated our models ignoring the effect of group size (scenario 4) and estimated the 
parameters in our detection model with the misspecified linear predictor: 
 logit(𝒑𝑑𝑒𝑡) = 𝜃0 + 𝜃1𝒛𝑑𝑒𝑡. (3-7) 
Misspecification of the detection model could result in biased estimates of 𝒑det which, in 
turn, would result in biased estimates of 𝛼1, 𝛾1, and 𝑒
𝛼1+𝛾1. If the estimated 𝒑det does not 
depend on group size or if group size was not available, there is no need to provide 
weights (
1
𝒑𝑑𝑒?̂?
) in step six of our estimation algorithm because the correction is equivalent 
to assuming that missing group size marks were MAR.  
We compared estimates of 𝛼1, 𝛾1and 𝑒
𝛼1+𝛾1 from simulations of all five 
scenarios. We designed the comparison between the parameter estimates when 𝒑det was 
known (scenario 3) to those when 𝒑det was estimated (scenarios 1 and 2) to show the 
increase in variance due to uncertainty in 𝒑𝑑𝑒?̂?. We designed the comparison between 
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parameters estimates from the unbiased sample (scenario 4) and when 𝒑det was known 
(scenario 3) to illustrate the increased variance of estimated parameters due to weighting 
the log-likelihood. Finally, we compared estimates from scenarios 1−4 to estimates from 
data when detection was ignored and the data were assumed to have been derived from 
an unbiased sampling effort (scenario 5).  
 
RESULTS 
The average number of presence-only groups in each simulation was 1809.19 
(SD=41.52) and 8098.87 (SD=88.61) for the small and large sample size, respectively. 
The probability of group detection was 0.06 (SD=0.05) and resulted in average sample 
sizes of 108.12 (SD=10.42) and 483.44 (SD=21.80) presence-only locations. The 
auxiliary detection data had an average sample size of 362.84 (SD=8.30) and 1619.77 
(SD=17.72) with an average of 21.60 (SD=4.51) and 96.70 (SD=9.54) detections. The 
average group size was 5.18 (SD=3.46) for all groups and 4.49 (SD=3.19) for all detected 
groups. The bootstrap algorithm converged in all of our simulations.  
For the simulation that included small sample size, a known group size in the 
auxiliary detection data, and when 𝑝det was estimated (scenario 1), 𝛼1̂, 𝛾1̂ and 𝑒𝛼1+𝛾1̂  had 
minimal bias (−0.014, 0.020, 0.240) and small variance (0.036, 0.003, 0.909; Fig. 1). 
When group size was unknown in the auxiliary detection data (scenario 2), 𝛼1̂ and 
𝑒𝛼1+𝛾1  ̂ were generally more biased (0.046, 0.534) and variable (0.050, 1.426), but 𝛾1̂ had 
the same bias (0.005) and variance (0.002) as when detection was ignored because the 
correction was equivalent to assuming the group size marks were MAR, and was 
therefore not applied. When 𝒑det was known (scenario 3), 𝛼1̂, 𝛾1̂ and 𝑒𝛼1+𝛾1̂  were less 
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biased (0.001, 0.009, 0.097) and less variable (0.024, 0.004, 0.495) than when 𝒑det was 
estimated with known group size (scenario 1). The 𝛼1̂, 𝛾1̂ and 𝑒𝛼1+𝛾1̂  had the lowest 
combination of bias (0.001, 0.000, 0.085) and variance (0.016, 0.002, 0.410) when an 
unbiased sample of presence-only locations was used (scenario 4). Finally, when 
detection was ignored (scenario 5), 𝛼1̂, 𝛾1̂ and 𝑒𝛼1+𝛾1̂  were highly biased (−0.646, 
0.005,−2.105) with low variance (0.011, 0.002, 0.075). Our results were nearly identical 
for the larger sample size, except the variances decreased when sample size was 
increased (Figure 3-3).  
 Coverage probabilities of 95% CIs for 𝛼1̂, 𝛾1̂ and 𝑒𝛼1+𝛾1̂  were close to 0.95 for 
the scenario when group size was known in the auxiliary detection data and detection was 
estimated (scenario 1). When group size was unknown and detection was estimated 
(scenario 2), coverage probabilities for 𝛼1̂, 𝛾1̂ and 𝑒𝛼1+𝛾1̂  were close to 0.95 for the small 
sample size, but slightly less than the nominal level for the larger sample size. As 
expected, standardized 95% CI lengths decreased as sample size increased (Figure 3-4). 
We did not evaluate the coverage probabilities or effects of sample size for scenarios 
3−5, because they did not require implementation of the bootstrapping algorithm. 
 
DISCUSSION 
The equivalence of non-detection sampling bias and NIM data has profound 
implications for SDMs using presence-only data because the missing data mechanism 
(i.e., MCAR, MAR, and NIM) cannot be determined from the data at hand (Rubin 1976; 
Little & Rubin 2002). As a result the effects on non-detection sampling bias cannot be 
determined from presence-only data without auxiliary detection data. When non-
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detection results in NIM data and is ignored in the analysis, the realized, rather than the 
true, distribution of abundance is estimated (Kéry 2011). The true distribution of 
abundance is not identifiable from presence-only data without assuming non-detection 
results in MCAR data. As a result, auxiliary detection data is required to determine if the 
coefficient estimates of environmental features are related to the true distribution of 
abundance, the detection process, or both. This result has strong implications for analyses 
using SDMs with presence-only data because if the detection process results in NIM data 
and is ignored, the SDM cannot separate environmental features affecting the distribution 
of species’ abundance from those affecting detection of the species.  
At a minimum, considering the implications of non-detection and exploring 
corrective measures should be an essential part of analyses using presence-only data. 
However, the crux of the exploration and correction for the effects of non-detection is 
obtaining auxiliary data to assess the detection process. We suspect that for most 
opportunistic presence-only data sets, especially for mobile species, these auxiliary data 
do not exist. For the whooping crane records that motivated the development of methods 
in this paper we are pursuing, and recommend for other mobile species, two sources of 
potential data: telemetry and expert elicitation. If a proportion of the study population 
could be telemetered, the presence-only records could be matched to telemetered animals. 
Presence-only records that occur at the same place and time as a telemetered animal are 
detections (i.e., 1’s); non-detections are telemetry locations of groups not detected (i.e., 
0’s). The data could be analyzed, as in our simulation study, with logistic regression. 
Based on results from our simulation study, the number of detections required may be 
relatively small (e.g., ~20) to result in adequate correction of non-detection sampling 
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bias. Use of telemetry data, however, is based on an implicit assumption that the 
detection model and data are transportable. Transportability of the detection model and 
data requires an assumption that the detection process for the telemetered animals during 
the time period of the telemetry study was similar to that of the presence-only records. 
This assumption, however, may be impossible to verify. Because of this, obtaining 
auxiliary detection data from telemetered animals will not be useful for the majority of 
studies that analyze historical presence-only records. An alternative source of data is 
experts. Expert elicitation may be the only feasible means of obtaining the auxiliary data 
necessary to explore the effects of and correct for non-detection sample bias for historical 
presence-only records. Expert elicitation is well developed for ecological studies (Perera 
et al. 2012; Martin et al. 2012) and has been used for studies with NIM data (White et al. 
2007; Jackson et al. 2010; Mason et al. 2012). 
Studies documenting the relationship between environmental features and a 
species’ distribution of abundance must consider the grouping behavior of individuals. 
For example, the location of birds within a flock could be highly, if not, perfectly 
correlated. Because of this behavior, the standard IPPM is appropriate to model the 
distribution of group abundance. We illustrated how to model the distribution of species’ 
abundance by treating group sizes as marks. Based on our theoretical and numerical 
simulation results, the IPPM and zero-truncated GLM provide a framework to combine 
models of group intensity and size. The strength of our framework is that it accounted for 
the extreme correlation between individuals in a group and allows us to model group 
intensity and group size independently.  
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 We explored the effects of non-detection bias and our results for the marked 
IPPM were comparable to other studies (Dorazio 2012). By framing the non-detection 
bias as a missing data mechanism we were able to provide a unified framework that could 
be applied to both group locations and group size marks in addition to utilizing bias 
correction methods that were developed for missing data. The results from our numerical 
simulations were encouraging. When the data generating mechanisms corresponded to 
the models used in the analysis, coefficients obtained using the two-phase bootstrap 
algorithm had good frequentist properties. The parameter estimates were centered on the 
true value and the CIs had near nominal coverage (Figures 3-3 & 3-4).  
We observed an increase in variance of the IPPM and zero-truncated GLM 
parameter estimates in the results of our simulation analysis. This will likely occur 
whenever one corrects for non-detection or NIM data (Figure 3-3). The general 
conclusions about the benefits of correcting for NIM data include: 1) the amount of bias, 
and hence bias correction needed, will vary depending on the data set, 2) the increase in 
variance could offset any beneficial reduction in bias, and 3) bias correction should not 
be automatically applied and assumed to provide reliable results due to point number two 
(Little & Rubin 2002). We feel these conclusions are equally relevant when correcting 
SDMs for non-detection bias. For example, to obtain asymptotically unbiased estimates 
of the IPPM and zero-truncated GLM coefficient estimates, we needed unbiased 
estimates of pdet from logistic regression. For our numerical simulation (with small 
sample size), this resulted in convergence issues and highly variable estimates of 
coefficients of environmental covariates and associated CIs that were orders of 
magnitude wider than those obtained when the bias was ignored. Because of this, we 
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trimmed the estimates in pdet as described in our methods. Trimming results in asymptotic 
bias, but for our realized sample sizes, the bias was minimal and the reduction in variance 
was large. Development of data driven methods for trimming pdet when correcting for 
non-detection bias in SDM is needed (Elliott 2007). 
 Correcting for non-detection is difficult, but these difficulties are not limited to 
presence-only data. For example, correction of non-detection in species occupancy 
models using presence-absence data where non-detection results in false-negatives can be 
exceedingly difficult (Welsh et al. 2013). Our methods can only be used if adequate 
auxiliary data are available; however, practitioners must consider the well-known bias-
variance trade off. Alternatively, the detection process could be ignored and a sensitivity 
analysis could be conducted (White et al. 2007; Johnson & Gillingham 2008; Jackson et 
al. 2010; Mason et al. 2012).  
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Figure 3-1. Decision tree used to determine if correcting for non-detection sampling bias 
is required when analyzing presence-only data. 
  
Is detection perfect?
Yes
Correction not 
required
No
Is the probability of detection 
influenced by covariates?
Yes
Are the covariates that affect the 
probability of detection correlated 
with or the same as the covariates 
that affect λgi?
No
Is the IPPM correctly specified?
Yes
Correction not 
required to 
estimate relative 
intensity
Unknown
Correction 
required
No
Are there covariates excluded from 
the IPPM that affect the probability 
of detection, or are correlated with 
the probability of detection, and 
also affect 𝜆gi?
No
Correction not 
required to 
estimate relative 
intensity
Yes
Correction 
required
Yes
Correction 
required
No
Correction not 
required to 
estimate relative 
intensity
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Figure 3-2. Decision tree used to determine if correcting for non-detection sampling bias 
is required when analyzing marks (e.g., group sizes) associated with presence-only data. 
  
Is detection perfect?
Yes
Correction not 
required
No
Does the probability of detection 
depend on the numerical value of 
the marks after correcting for 
affects of covariates on the 
marks?
Yes
Correction 
required
No
Is the probability of detection 
influenced by covariates?
Yes
Are the covariates that affect 
the probability of detection 
correlated or the same as the 
covariates that affect the 
marks?
Yes
Is the model of the marks 
correctly specified?
Yes
Correction not 
required 
No
Are all covariates that affect the 
probability of detection and are 
correlated with or the same as 
covariates  that affect the value 
of the marks included in the 
model of the marks? 
No
Correction 
required
Yes
Correction not 
required
No
Correction not 
required
No
Correction not 
required
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Figure 3-3. Regression coefficient estimates from simulated data using an IPPM (𝛼1) and 
zero-truncated GLM (𝛾1) to describe how the relative intensity of group abundance and 
expected group size varied due the respective covariate. 𝑒𝛼1+𝛾1  was a derived parameter 
that described the relative intensity of abundance. The five scenarios shown include 
scenarios in which 𝒑det was estimated and used to correct for detection bias (Estimated; 
scenario 1), 𝒑det was estimated but the detection model was misspecified due to 
unknown group size (Estimated unknown group size; scenario 2), 𝒑det was known 
(Known; scenario 3), an unbiased sample of group locations was analyzed (Unbiased; 
scenario 4), and detection bias was ignored (Ignored; scenario 5). Each box and whisker 
corresponds to parameters estimates obtained from 1,000 simulated data replicates and 
the grey lines represent the true value. We evaluated two parameterizations that resulted 
in observed average sample sizes of 108 and 483.  
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Figure 3-4. Coverage probability of 95% confidence intervals (CI) plotted against the 
standardized 95% CI length from simulated data using the IPPM (𝛼1) and zero-truncated 
GLM (𝛾1) to describe how the relative intensity of group abundance and expected group 
size varied due to the respective covariate. 𝑒𝛼1+𝛾1 was a derived parameter that described 
the relative intensity of abundance. We evaluated two sets of parameters that resulted in 
observed average sample sizes of 108 and 483. The two scenarios shown include when 
𝒑det was estimated and used to correct for detection bias (upper panel; scenario 1) and 
when 𝒑det was estimated, but the detection model was misspecified due to unknown 
group size (lower panel; scenario 2). Horizontal lines were placed at 95% coverage 
probabilities with 95% CI coverage based on a normal approximation (grey shaded 
areas).  
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ABSTRACT 
Species distribution models (SDMs) for presence-only data depend on accurate 
and precise measurements of geographic and environmental covariates that influence 
presence and abundance of the species. Some data sets, however, may contain both 
systematic and random errors in the recorded location of the species. Environmental 
covariates at the recorded location may differ from those at the true location and result in 
biased parameter estimates and predictions from SDMs. Regression calibration is a well-
developed statistical method that can be used to correct the bias in estimated coefficients 
and predictions from SDMs when the recorded geographic location differ from the true 
location for some, but not all locations. We expand the application of regression 
calibration methods to SDMs and provide illustrative examples using simulated data and 
opportunistic records of whooping cranes (Grus americana). We found we were able to 
successfully correct the bias in our SDM parameters estimated from simulated data and 
opportunistic records of whooping cranes using regression calibration. When modeling 
species distributions with data that have geographic location errors, we recommend 
researchers consider the effect of location errors. Correcting for location errors requires 
that at least a portion of the data have locations recorded without error. Bias correction 
can result in an increase in variance; this increase in variance should be considered when 
evaluating the utility of bias correction.   
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INTRODUCTION 
A prerequisite to successful management of fish and wildlife populations is 
determining environmental features that influence presence and population abundance. 
To answer this question, ecologists, statisticians, and computer scientists have developed 
an impressive array of sampling methods and statistical tools (Manly et al. 2002; Tyre et 
al. 2003; Phillips et al. 2006; Pearce & Boyce 2006; Elith & Leathwick 2009); however, 
rare or locally extinct species present a challenge because feasible sampling protocols 
would produce few, if any, records of presence. An alternative approach involves the 
analysis of presence-only records that are collected opportunistically. Opportunistic 
presence-only records are accounts of where a species occurred that, in general, are 
collected haphazardly (e.g., museum records) or lack information on sampling effort 
(Elith & Leathwick 2007). For example, the United States Fish and Wildlife Service 
(USFWS) has constructed and maintained a database containing locations of all 
confirmed sightings of whooping cranes (Grus americana), a critically endangered 
species in North America (Austin & Richert 2001). Whooping cranes are one of the rarest 
avian species and a large proportion of sightings are not obtained from research efforts, 
but rather are reported by members of the public.  
Recently, multiple authors have unified methods for analyzing presence-only data 
by showing that many previously developed methods (e.g., MAXENT, logistic 
regression) are approximating an inhomogeneous Poisson point process model (IPP; 
Warton & Shepherd 2010; Dorazio 2012; Fithian & Hastie 2013; Renner & Warton 
2013). This unification, and future extensions using the IPP, will reduce confusion within 
and between statisticians and ecologists. Limitations to the analysis of presence-only 
116 
 
data, such as sampling bias and errors in location records, however, still exist. Sampling 
bias has received much attention (Araújo & Guisan 2006; Phillips et al. 2009; Dorazio 
2012; Hefley et al. 2013a; Monk 2013; Kramer-Schadt et al. 2013); however, little has 
been done to account for and correct the bias introduced by errors in location records 
(Graham et al. 2007). 
Error in location occurs when the recorded geographic location is different from 
the true location. For studies using radio or global position system (GPS) telemetry, the 
effects of errors in location have been acknowledged, but are typically ignored because 
the tracking technology used to collect the data provides precision much greater than the 
environmental and geographical scales of interest (Montgomery et al. 2010, 2011). 
Although there is no single natural scale at which species’ distribution patterns should be 
studied, ideally the appropriate scale would be dictated by the goals of the study and 
knowledge of the species and not by the quality of the data (Bradter et al. 2013). For 
opportunistically collected presence-only data, however, the imprecision of location 
records may be of concern because the errors in location can be large compared to the 
scales of interest (Barry & Elith 2006). Most often, presence-only records are used with a 
geographical information system to derive environmental covariates that are assumed to 
influence species’ presence and abundance. Imprecise location records, however, can 
result in covariates at the recorded location that are different from those at the true 
location. In general, errors in location can result in biased predictions and estimates of 
SDM coefficients when the location error is large compared to the scale of environmental 
and geographic covariates. We explore the effects of location errors on regression 
coefficient estimates obtained from SDMs using simulated and real data and offer a 
117 
 
remedial method for analyzing records such as opportunistic sightings of the whooping 
crane. 
 
METHODS 
Whooping crane data 
 Whooping cranes are an endangered migratory avian species that occur in a 
single self-sustaining wild population that currently totals 200–300 individuals. This 
population overwinters in and around Aransas National Wildlife Refuge in southern 
Texas, USA and nests during the summer in and around Wood Buffalo National Park of 
Canada. Each fall and spring, whooping cranes migrate approximately 4,000 km as 
individuals or in small groups. These migrations include several stopovers that may last 
from a few hours to several weeks. Such stopovers during migration provide much 
needed rest and food and are critical to the survival of whooping cranes. Restoration and 
preservation of migratory habitat has been a focus of a multistate-federal cooperative 
agreement focused on the Central Platte River Valley in Nebraska, USA (Freeman 2010). 
A prerequisite for successful habitat restoration and preservation along the Central Platte 
River Valley is determining environmental conditions that influence the distribution of 
whooping cranes during migration. 
Opportunistic sightings have been recorded by the USFWS since 1943 for the 
state of Nebraska, USA (Austin & Richert 2001). The accuracy of the recorded locations 
of the opportunistic sightings, however, is highly variable. Some of the locations have 
near perfect geographical location obtained with a GPS. Other locations were identified 
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according to the Public Land Survey System (PLSS) at the section level, which identifies 
the location of the crane group as the center of a 2.59 km2 area (Figure 4-1).  
We performed two analyses. For the first analysis, we used all crane groups 
reported opportunistically from 2000−2012 when the birds were not flying and had a 
recorded location that was obtained with a GPS. This resulted in a total of 32 crane group 
locations. For this sample, we assumed the locations were measured perfectly, or that the 
error in locations was minimal and ignorable. We derived environmental covariates from 
the 2006 National Landover Cover Dataset (NLCD; Fry et al. 2011). We constructed 100 
m, 250 m, and 500 m radius buffers around each crane group and calculated the 
proportion of aquatic habitat (amalgamation of land class 90 and 95) and development 
(amalgamation of land class 21, 22, 23, and 24) within each buffer. We choose three 
buffer sizes to allow for a range of measurement error, because we expected the 
magnitude of the bias in coefficient estimates to be positively related to the amount of 
measurement error and, hence, inversely related to the size of the buffer. We chose two 
environmental covariates based on a priori knowledge that a majority of whooping crane 
observations occurred in or near aquatic habitats and whooping cranes may be sensitive 
to developed area. For the second analysis, we modeled all observations from 2000−2012 
that were obtained when the birds were not flying and had location recorded with a GPS 
or location accuracies listed as a PLSS section. This resulted in a total of 68 crane group 
location records. The data used in this analysis is achieved on the Dryad Digital 
Repository (Hefley et al. 2013b). 
We do not contend that any part of the analysis presented here is a complete or 
comprehensive representation of factors that influence the distribution of whooping crane 
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groups. In particular, the data used in our analysis are appropriate to model apparent 
species’ distribution, not the true species’ distribution as we did not attempt to correct for 
sampling bias (Kéry 2011; Fithian & Hastie 2013; Hefley et al. 2013a). Sampling bias 
occurs when the probability that a whooping crane group is reported depends on the 
environmental covariates (Dorazio 2012; Hefley et al. 2013a). Sampling bias is not 
unique to our whooping crane data set, but likely exists in many presence-only data sets. 
Instead, our goal was to determine the effects of location errors on SDM results and 
explore remedial methods; considering a simplified analysis allowed us to accomplish 
this goal. Ignoring sampling bias does not limit the usefulness of our study, because the 
effects of location error would be present if sampling bias were corrected for and the 
remedial methods we develop could be used with or without a correction for sampling 
bias. Furthermore, we supported our empirical results with a simulation study where the 
true relationships between the environmental covariates and the presence-only locations 
were known.  
The effects of errors in covariates and regression calibration 
 The effects of errors in covariates can be difficult to determine except when 
simple linear regression models with a single covariate are used. With multiple covariates 
and nonlinear effects, the effects of errors in covariates are complex and difficult to 
describe (Carroll et al. 1995). We proceed by describing the effects of errors in covariates 
for simple linear regression, however, we present this only as a heuristic and it should be 
emphasized that our results do not necessarily apply to SDMs.  
In simple linear regression, when estimating the effect covariate x has on the 
response variable y, the covariate is assumed to be measured perfectly. Introducing 
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random error into the covariate results in coefficient attenuation (i.e., coefficient 
estimates are closer to zero). The effects of systematic errors on regression coefficients 
can be more serious. Consider the example where the response y depends on the covariate 
x. Instead of measuring x, w=bx+c is measured, where b is the systematic bias in the 
variability of the covariate and c is the systematic bias in the numerical value of the 
covariate. In the case b=1 and c≠0, the regression coefficient estimates would be 
unbiased; however, the estimated intercept would be biased. In the case b≠1, estimates of 
the regression coefficient will be biased and the magnitude and direction of the bias will 
depend on the numerical value of b.  
Combining both random and systematic error, the observed covariate w can be 
written as w=bx+c+e, where e is the random measurement error. From this example, it is 
clear that linear regression can be used to model the expected value of the true covariate 
x, given the measured covariate w (E[x|w]). The model predicting E[𝑥|𝑤] is known as a 
calibration model. For presence-only observations without exact locations, werror is the 
observed covariate (i.e., the value of the covariate at the recorded locations). The 
calibration model is used to predict or estimate the expected value of the covariate given 
the measured covariate (E[𝑥𝑝𝑟𝑒𝑑𝑖𝑐𝑡 |𝑤𝑒𝑟𝑟𝑜𝑟]̂ ). The prediction or estimate of E[xpredict 
|werror] is then used as the covariate in the SDM and will result in corrected (with respect 
to location error) SDM coefficient estimates. This method, known as regression 
calibration, has a long history of use in measurement error models and is potentially 
applicable to any regression model (Carroll et al. 1995). To implement regression 
calibration, a prediction of E[x|w] is needed, but the relationship between x and w does 
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not need to be linear or univariate and a wide array of modeling techniques could be used 
(Carroll et al. 1995).  
Regression calibration, however, requires a sample of covariates from exact 
locations (xexact) measured without error and accuracy-degraded locations (wexact). For 
many presence-only data sets with errors in locations, a sample of exact and degraded 
locations could be easily obtained. For example, if some location estimates in an 
opportunistic sightings database were obtained using a GPS, degrading those locations 
based on a known mechanism such as the center of a PLSS section may be a feasible 
means of obtaining data to build a calibration model. 
We must emphasize, however, that systematic error in geographical space may 
not necessarily result in systematic error in an environmental space; similarly, the reverse 
holds true. For example, the geographical error introduced by recording the location as 
the center of a PLSS section may produce random errors in the geographical covariates 
(i.e., the latitude and longitude of the location). Within the study area, development (e.g., 
houses and roads) are most often on the edges of the PLSS section because roads 
typically surround each section (Figure 4-1). The center of the PLSS section is generally 
as far as possible from development, therefore, we would expect the development 
covariate to contain systematic error.  
Species distribution model 
We analyzed data comprised of opportunistic whooping crane group locations 
reported in Nebraska using an IPP model. Our IPP model is similar to a generalized linear 
model with a Poisson response distribution in that the environmental covariates affect the 
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relative intensity of crane group abundance through the log link function. We can write 
the linear predictor in our IPP as: 
 log(𝜆) = 𝛽0 + 𝛽1 × 𝑎𝑞𝑢𝑎𝑡𝑖𝑐 + 𝛽2 × 𝑑𝑒𝑣𝑒𝑙𝑜𝑝𝑚𝑒𝑛𝑡, (4-1) 
where 𝜆 is the intensity, 𝛽0 is the intercept, and the remaining 𝛽𝑖’s are regression 
coefficients for each environmental covariate at a fixed scale (i.e., 100 m, 250 m, or 500 
m radius buffer in our analysis). In general, 𝛽0 is not identifiable from presence-only data 
and is not necessarily needed to direct habitat management decisions (i.e., to estimate 
coefficients; Fithian & Hastie 2013). Instead of the true intensity, 𝜆 would represent the 
relative intensity and would describe how relative intensity of crane group abundance 
changes in response to the covariates. The IPP likelihood function contains an integral 
that can be difficult or impossible to solve. Solving this integral is similar to determining 
the number and location of pseudo-absences when using logistic regression or maximum 
entropy methods. The IPP differs from these methods, however, in that the integral is 
defined over the entire region from which the presence-only data could have been 
reported; in our example this area is the state of Nebraska (Warton & Shepherd 2010). 
We approximated the integral and estimated regression coefficients using maximum 
likelihood by infinitely weighted logistic regression with 10,000 Monte Carlo integration 
points and weights of 10,000 (see Appendix S1 of Hefley et al. 2013c for annotated R 
code; Fithian & Hastie 2013). We varied the number of Monte Carlo integration points 
and found that coefficient estimates stabilized at or before 10,000 points. We therefore 
chose to use 10,000 Monte Carol integration points. The location of the Monte Carlo 
integration points were the same for all of our analyses. We used program R (version 
2.15.2) for all statistical computations (R Development Core Team 2013).  
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Effects of locations error 
To test the effect location errors had on the covariates in our IPP-SDM, we used 
the 32 crane group records that had locations estimated with a GPS (henceforth, exact 
locations). We degraded the exact locations by using the center of the PLSS section as the 
location instead of the exact location (henceforth, degraded locations; Figure 4-1; 
Nebraska Department of Natural Resources 1995). We used the degraded locations to 
simulate the geographical location error present in the full data set. The average distance 
between exact locations and degraded locations was 557 m (SD=454 m). As a metric of 
comparison, we also degraded the exact locations by adding independent bivariate normal 
random error (henceforth, randomly degraded locations). We considered two levels of 
random error: small (σ = 100 m) and large (σ = 1000 m). We chose values of σ for the 
small and large levels of random location accuracy degradation so that the distance 
between the exact and section level degraded locations were approximately in-between 
the expected distances of the small and large randomly degraded locations which were 
125 m and 1254 m respectively. For this analysis, the two environmental covariates were 
not highly correlated (R2<0.10) for the exact locations and all levels of accuracy 
degradation. 
Regression calibration 
For the 32 exact locations, we used linear regression to model the true 
environmental covariates (xexact) obtained from the exact locations using covariates 
obtained from the accuracy degraded locations (wexact). Regression calibration required a 
prediction or estimate of the expected value of the true covariates conditional on the 
observed covariate. For our example, E[𝑥𝑝𝑟𝑒𝑑𝑖𝑐𝑡 |𝑤𝑒𝑟𝑟𝑜𝑟]̂  was the predicted value of the 
124 
 
covariates given the observed covariate werror based on the estimated linear regression 
equation obtained from the exact locations. We then used E[𝑥𝑝𝑟𝑒𝑑𝑖𝑐𝑡 |𝑤𝑒𝑟𝑟𝑜𝑟]̂  as the 
environmental covariates in the IPP model. This procedure results in corrected coefficient 
estimates for the IPP model assuming that the calibration model predicts 
E[𝑥𝑝𝑟𝑒𝑑𝑖𝑐𝑡 |𝑤𝑒𝑟𝑟𝑜𝑟]̂  well. We note that any measurable covariates could be used to predict 
the true covariate and that several methods exist for complex, multidimensional, and 
nonlinear relationships (Carroll et al. 1995).   
Although regression calibration resulted in corrected regression coefficient 
estimates for the IPP model, obtaining corrected measures of coefficient uncertainty, such 
as standard errors (SE) and confidence intervals (CIs), required additional effort. We used 
a two-phase, nonparametric bootstrap algorithm to correct measures of coefficient 
uncertainty (Efron & Tibshirani 1994; Haukka 1995). The two-phase nonparametric 
bootstrap algorithm integrated over the uncertainty in the covariate measurement error 
model and provided SEs and CIs that were corrected for small sample size (Haukka 
1995). Such small sample size corrections would be required when the presence-only 
sample results in non-asymptotic sampling distributions of the IPP model parameters. 
Although bootstrapping required extra effort, researchers should test the asymptotic 
assumptions associated with conventional asymptotic SEs and CIs estimates especially 
when the sample size is small (Efron & Tibshirani 1994). Below we present the two-
phase nonparametric bootstrap algorithm for the IPP model (or any SDM) corrected for 
covariate measurement error. 
1) Calculate environmental covariates (xexact) for the sample of exact locations. 
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2) Degrade location accuracy of exact locations simulating the accuracy 
degradation in the presence-only data with location error and calculate 
environmental covariates (wexact). 
3) Draw a single bootstrap sample from xexact and wexact. 
4) Model the bootstrap sample of xexact using wexact as the covariate.  
5) Predict the true environmental covariate (xpredict) from the model in step four 
using the observed covariate (werror) from the location records with errors.      
6) Combine xexact and xpredict and draw a single bootstrap sample from the 
combination. 
7) Fit the IPP model with the bootstrap sample from step six and save the 
coefficient estimates. 
Repeat steps three through seven to obtain b bootstrap estimates of IPP model parameters 
or predictions. For all of our analyses, we used b =1,000 and obtained 95% CIs from the 
equal-tailed percentiles of the bootstrap samples. In our algorithm, bootstrap sample 
refers to a sample of the original data that has the same number of data entries as the 
original data, but is sampled with replacement (Efron & Tibshirani 1994). It should be 
noted that for the IPP model, the bootstrap resampling is applied only to the presence-
only data and not the integration points. An annotated example with R code 
implementing the two-phase, nonparametric bootstrapping algorithm for the IPP is 
provided in Appendix S1 & S2 of Hefley et al. 2013c.  
Comparison 
We compared coefficient estimates and 95% CIs from the analysis of the exact 
locations (n=32) under various levels of location accuracy degradation (section, small, 
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and large) and our full data set (n=68) with and without correction for 100 m, 250 m, and 
500 m radius buffers. Correcting for location errors can result in estimates of regression 
coefficients with larger variances and wider CIs. Attempts to correct for bias should 
always be accompanied by an examination of the resultant increase in variance and 
choosing the level of bias correction should be viewed as a bias-variance tradeoff (Carroll 
et al. 1995). Comparing the coefficient estimates and associated CIs allowed us to 
accomplish this goal in an interpretable manner, although the comparison would also be 
valid, albeit less interpretable using our example, for predictions (e.g., heat map of λ).  
Simulation study 
To better understand the effects of location error on the relationship between the 
distribution of species abundance and habitat covariates derived from locations with 
error, we conducted a simulation study. We simulated presence-only records using an 
inhomogeneous Poisson point process distribution over the spatial domain of the state of 
Nebraska. The inhomogeneous Poisson point process distribution corresponded to the 
IPP model likelihood of our SDM. Similar to the IPP-SDM used in our analysis of the 
whooping crane data (eqn 1), the natural log of the intensity (log(λ)) of the 
inhomogeneous Poisson point process distribution can be written as a linear function of 
the environmental covariates: 
 log (𝜆) = 3.875 + 5 × 𝑎𝑞𝑢𝑎𝑡𝑖𝑐 + 0 × 𝑑𝑒𝑣𝑒𝑙𝑜𝑝𝑚𝑒𝑛𝑡. (4-2) 
For our simulation we calculated the environmental covariates as the proportion of each 
land class within a 500 m buffer. We choose the numerical values of the coefficients to 
be similar to the results of the analysis of the whooping crane data. We set the coefficient 
for the development covariate equal to zero because we wanted to explore the effects of 
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location error when no true effect existed. We choose a 500 m radius buffer because we 
felt the analysis of the whooping crane data was most interesting statistically and 
ecologically at this scale (see Results and Discussion). The size of the calibration sample 
(i.e., xexact) was 32, the same as the full analysis, and we used 100 simulated data sets. 
The IPP-SDM and methods used to estimate the coefficients from the simulated data 
were exactly the same as were used on the whooping crane data. 
 
RESULTS 
Exact locations 
When the exact location was known, coefficient estimates for the aquatic 
covariate (β1 in eqn 1) were 4.36, 5.44, and 6.66 for the 100 m, 250 m, and 500 m radius 
buffer, respectively (Figure 4-2). Coefficient estimates for the development covariate (β2 
in eqn 1) were −11.98, −6.88, and 0.82 for the 100 m, 250 m, and 500 m radius buffer 
respectively (Figure 4-2). Coefficient estimates for the aquatic covariate from data with 
location errors were similar to that obtained from the exact locations, except the 
coefficient estimate for locations with larger errors (σ=1000 m) were attenuated. In 
general, coefficient estimates for the development covariate were attenuated when errors 
in location were present and ignored (Figure 4-2). Note, however, this was not the case 
for the development coefficient for the 500 m radius buffer size, which was 0.82 when 
the location was known exactly, but −3.19 when the errors in location were at the PLLS 
section level. The smallest attenuation of estimated regression coefficients occurred when 
the accuracy degradation was small (σ=100 m; Figure 4-2). When the location accuracy 
was degraded to the PLSS section level, the regression coefficients were similar or, in 
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some cases, larger in magnitude when compared to the coefficients when accuracy 
deterioration was large (σ=1000 m; Figure 4-2). The bias caused by errors in locations 
generally decreased as the size of the buffer increased. When regression calibration was 
used to correct for location errors, all coefficient estimates were similar, if not identical to 
the second decimal place, to the coefficient estimates obtained when the location was 
known exactly (Figure 4-2).  
The CIs for all aquatic habitat coefficient estimates were similar in width, 
although slightly wider when the location error was corrected for. In contrast, the CIs for 
the development coefficients for the 100 m radius buffer were wide except when location 
error was large or at the section level (Figure 4-2). The CIs for the development 
coefficients at the 100 m radius buffer size were wide because the empirical distribution 
was skewed with heavy tails. In general, the width of the CIs decreased as buffer size 
increased and the CIs were wider when location error was corrected for; however, the 
increase in CI width, when compared to the exact locations, was not large.  
Full data set 
When location error was ignored, coefficient estimates for the aquatic habitat 
covariate obtained in the analysis of the full data set (n=68) were slightly attenuated when 
compared to estimates obtained when location error was corrected for (Figure 4-3). Both 
corrected and uncorrected coefficient estimates for aquatic habitat were smaller than the 
coefficient estimate obtained when only exact locations (n=32) were analyzed (Figure 4-
3). The differences between the estimated coefficients for the aquatic covariate, however, 
were generally small (Figure 4-3). Coefficient estimates for the development covariate 
when location errors were ignored were strikingly different from the corrected estimates 
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and estimates obtained from the exact locations (Figure 4-3). The difference between the 
development coefficient estimates when location error was ignored and corrected for was 
of the same sign and generally of the same magnitude when compared to the analysis of 
the exact locations with simulated location error at the section level (c.f., Exact and 
Section vs. Ignored and Corrected; Figure 4-2 & 4-3).  
Simulation results 
Our simulations resulted in an average of 67.7 (SD=9.0) presence-only locations. 
When the exact location of the simulated presence-only data was used to derive the 
aquatic and development covariates, the distributions of the coefficient estimates from the 
IPP-SDM (?̅?1 = 4.90 and ?̅?2 = −1.06) were centered, relative to the variability in the 
estimates, near the true values of 5.0 and 0.0, respectively (Figure 4-4). When the 
location of the presence-only location was recorded as the center of the PLSS section, the 
aquatic coefficient estimates were attenuated (?̅?1 = 4.13); the development coefficient, 
however, was very biased with an average value of ?̅?2 = −11.40. Calibrated regression 
was successfully able to correct for the bias with only a small increase in the variability 
of the coefficients (Figure 4-4).  
 
DISCUSSION 
 We found random errors in location can result in biased regression coefficient 
estimates for the IPP model. This might be expected as a general result for the IPP-SDM, 
because as the random error in the covariates tends to infinity the IPP is reduced to a 
homogeneous poison process (i.e., coefficients are reduced to zero; Dobrushin 1963; 
Cressie & Wikle 2011). In general, results from our analyses that incorporated small (σ = 
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100 m) and large (σ = 1000 m) levels of random accuracy deterioration tended to support 
this conclusion (Figure 4-2). 
For the whooping crane data analysis, we might have expected the effect of 
development would depend on the scale examined. For example, in our study area most 
PLSS sections (a 2.59 km2 geometrically square area) were surrounded by roads and rural 
development usually occurs next to roads (Figure 4-1). It would have been relatively easy 
for whooping cranes to avoid areas of development within a 100 m and 250 m radius, but 
more difficult to avoid development within the 500 m radius. Unless the exact location of 
the whooping crane group was near the center of the PLSS section, it would be difficult 
to avoid a small amount of development; by recording the location as the center of the 
PLSS section, the 500 m radius buffer will, in most situations, contain little or no 
developed areas (Figure 4-1).  
The coefficient estimates and CIs for the exact locations (Figure 4-2) and 
corrected estimates from the full data set (Figure 4-3) support the conclusion that 
whooping cranes avoid development within a 100 m and 250 m radius, but are indifferent 
to development at 500 m. When the location of the crane group is recorded as the center 
of the PLSS section, we observed coefficient attenuation at the 100 m and 250 m radius 
buffer sizes, likely due to random error, and a negative bias for the development 
coefficient at the 500 m radius buffer size due to systematic error. This result is strongly 
supported by comparisons of the analysis of exact locations and the full data set (Figures 
4-2 & 4-3) and further supported by the simulation study that shows coefficient estimates 
for development at the 500 m radius buffer are negative when the location is recorded in 
the middle of the PLSS section even when the true value was known to be zero. From the 
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simulation, the average value of the coefficients for development at the 500 m radius 
buffer was −1.11 when location was known exactly compared to −11.40 when the 
location was recorded as the center of the PLSS section (Figure 4-4). Given the true 
effect was zero and that the coefficient represents a change in relative log intensities, 
−11.40 is a large number representing a change in intensity of 29,437 times greater 
between an area that is 100% development when compared to an area that is 0% 
development (i.e., 
𝑒−1.11
𝑒−11.40
 ). 
 We were encouraged to find that regression calibration successfully reduced the 
bias in coefficient estimates caused by the errors in locations for all levels of accuracy 
degradation. We did not expect regression calibration to perform well at the 100 m radius 
buffer due to the relatively large size of the location errors in comparison to the scale 
examined. The reduction in bias, however, was not free as the regression calibration 
correction resulted in an increase in variance of parameter estimates and thus wider CIs 
(Figure 4-2). For some covariates, such as the aquatic covariate in our analysis, the bias 
caused by errors in location may be minimal and correction may not be warranted. We 
suggest researchers and managers consider the study goals in light of the bias-variance 
trade-off when using regression calibration. For example, if the goal is to make 
predictions using the IPP regression coefficient estimates, calibrated regression could 
reduce or eliminate the bias in estimates of relative intensity. In the case of prediction, 
bias correction may be worthwhile for small buffer sizes; however, it would be important 
to communicate the increased uncertainty associated with the predictions due to the bias 
reduction. 
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The coefficient estimates from the exact locations and the full data set may have 
been influenced by sampling bias (Hefley et al. 2013a). For example, the result that both 
corrected and uncorrected coefficient estimates for aquatic habitat were smaller than the 
coefficient estimate obtained when only exact locations were analyzed (Figure 4-3) may 
be a result of differing sampling bias between the two data sets. However, verifying this 
conclusion would be difficult, if not impossible because it would require an estimate of 
sampling bias (Hefley et al. 2013a).  
 Lastly, our methods implicitly assume that the covariates can be measured 
without error. For example if the exact location of a whooping crane group is known we 
can measure the two habitat covariates exactly or, at least, with minimal error. This may 
not be true for analyses deriving covariates from sparse or interpolated environmental 
data (i.e., where the covariate at the true location is a prediction, not a measurement). Our 
methods do not address this additional error and is an area of needed research (Foster et 
al. 2012).  
Conclusion 
When possible, we recommend field biologists expend additional effort to obtain 
accurate location estimates. For our example, it seems reasonable that the accuracy of the 
location records for whooping cranes could be increased with minimal effort. When 
analyzing presence-only records, corrective methods such as regression calibration may 
be the only option to explore the effects of and possibly correct for errors in the location 
data. Alternatively, we could have only used the 32 exact locations in our analysis or 
ignored the location error. Using the 32 exact locations would have resulted in a loss of 
53.7% of the data. Our practical experience with wildlife biologists and managers 
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suggests analysis of the full data set would be more desirable for informing conservation 
decisions. Ignoring location error and analyzing the full data set would have resulted in a 
different conclusion. For example, based on a 95% CI covering zero, by ignoring location 
errors we would have concluded that whooping crane group abundance is not related to 
the proportion of development within a 100 m radius buffer, when in fact the effect is 
negative (c.f. Exact and Section; Figure 4-2).    
Whether one choses to correct for location errors or not depends on the specifics 
of the data collection process, the available data, and the geographical and environmental 
space the species occupies. The effects of location errors on coefficient estimates can be 
difficult or impossible to anticipate without additional contextual information (e.g., 
Figure 4-1). Even if there is additional information available, the effect location errors 
have on coefficient estimates will become very complex as more covariates are added to 
the SDM and as more complex relationships between the covariates and intensity of 
abundance are explored. Regardless, calibrated regression can reduce the inherent biases 
in the data, but the method requires some exact location records and knowledge of the 
mechanism of accuracy degradation.  
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Figure 4-1. Satellite photo illustrating the recorded accuracy of an opportunistic 
whooping crane group reported in Nebraska, USA. The black box approximately 
delineates a section of land (2.59 km2) as classified by the public land survey system 
(PLSS). The gold “x” is the location of a whooping crane group recorded with a global 
position system (GPS) with a 500 m radius buffer (gold circle). The red “x” represents 
the center of the PLSS section with a 500 m radius buffer (red circle). Of 68 whooping 
crane group records from 2000−2012, 32 had locations recorded with a GPS and 36 
locations were recorded at the center of the PLSS section.  
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Figure 4-2. Estimated inhomogeneous Poisson point process regression coefficients for 
aquatic habitat (β1) and development (β2) with 95% confidence intervals (CIs) estimated 
from whooping crane locations recorded with a global position system (Exact, n=32) and 
three varying levels of simulated accuracy. Environmental covariates were calculated as 
the proportion of habitat type within a 100 m (a and b), 250 m (c and d), and 500 m (e 
and f) radius buffer. Section locations were degraded in accuracy by recording the 
location as the center of the Public Land Survey System section. The σ = 100 and σ = 
1000 were degraded in accuracy by adding independent bivariate normal location errors 
to the exact locations with standard errors of 100 m and 1000 m, respectively. The gray 
line represents coefficient estimates from an analysis of the 32 exact locations. Note: 
lower limit of 95% confidence intervals (CIs) for the development covariate at the 100 m 
radius buffer extend beyond the range shown in the figure.  
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Figure 4-3. Inhomogeneous Poisson point process (IPP) regression coefficients for 
aquatic habitat (β1) and development (β2) with 95% confidence intervals (CIs) estimated 
from opportunistic whooping crane locations (n=68). Environmental covariates were 
calculated as the proportion of habitat type within a 100 m, 250 m, and 500 m radius 
buffer. Axis ticks labeled “Ignored” indicate the IPP regression coefficients were 
estimated with no correction for location errors whereas plots labeled “Corrected” 
indicate coefficients were corrected using regression calibration. The gray lines represent 
IPP regression coefficient estimates obtained from 32 whooping crane group locations 
that were recorded with a global positioning system (i.e., “Exact” point estimates and 
gray lines from Figure 4-2). Note: lower limit of the 95% CI for the corrected 
development covariate at the 100 m radius buffer extends beyond the range shown in the 
figure. 
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Figure 4-4. Simulation results from presence-only data (?̅? =67.7) when the location is 
recorded exactly (Exact) and at the center of the Public Land Survey System section 
(Section) in which the point occurred (see Fig. 1). Coefficients for aquatic habitat (a) and 
development (b) were estimated using an inhomogeneous Poisson point process species 
distribution model. Each box and whisker plot corresponds to the maximum likelihood 
estimate from 100 simulated data replicates. Gray lines show the true coefficient value. 
Environmental covariates were calculated as the proportion of habitat type in a 500 m 
radius buffer. 
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Chapter 5. On the existence of maximum likelihood estimates in analyses of presence-
only data  
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ABSTRACT 
Information useful for informing management actions for rare or endangered 
species is often scarce. Presence-only data is a source of information that, when analyzed 
using species distribution models (SDM), can be used to determine habitat requirements 
of rare species. SDMs, however, can provide unreliable results for some data 
configurations. Maximum likelihood is a common parameter estimation method used for 
SDMs. However, maximum likelihood estimates do not always exist for a commonly 
used SDM—the Poisson point process model. A well-studied and analogous problem 
occurs when applying logistic regression and can result in either unstable or infinite 
coefficient estimates. I used a mathematical proof, a simulation experiment, and a data 
example to demonstrate the issue as it relates to SDMs and offer possible solutions using 
Bayesian inference. I found that the maximum likelihood coefficient estimates for the 
Poisson point process model can be unstable and in some cases do not exist; these 
conditions are most likely to occur when habitat preferences are strong and the number of 
species’ locations is small. When using Bayesian methods, coefficient estimates always 
existed and were reliable for both simulated and real data. When modeling species’ 
distributions, it is important to identify conditions for which parameter estimates are 
unlikely to be reliable or identifiable from the data. Coefficient estimates for presence-
only data analyses using the Poisson point process model do not exist for certain data 
configurations, even when the effect of the variable in determining the species 
distribution is large. I suggest researchers use Bayesian methods which provide reliable 
estimates and inference. 
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INTRODUCTION 
 Management of rare and endangered species requires knowledge of habitat 
characteristics that influence habitat selection and thus the distribution of abundance of 
the species. Locations where a species occurred are a common source of data for rare and 
endangered species. However, to analyze these data, a sample of locations where the 
species could have been is required. These types of data have been synonymously termed 
use-availability or presence-only data (hereafter referred to as presence-only data; 
McDonald 2013). Researchers have unified methods for analyzing presence-only data 
showing that many previously employed methods (e.g., logistic regression, MAXENT, 
resource selection functions) approximate an inhomogeneous Poisson point process (IPP) 
model (Warton & Shepherd 2010; Aarts et al. 2012; Dorazio 2012; Fithian & Hastie 
2013; Renner & Warton 2013; Warton & Aarts 2013; McDonald 2013; McDonald et al. 
2013). Therefore, studying the properties of the IPP model is most beneficial. 
 Maximum likelihood and its variants are commonly used parameter estimation 
methods for the IPP model (Baddeley & Turner 2000; Aarts et al. 2012; Fithian & Hastie 
2013). Maximum likelihood has enjoyed great popularity because, given a statistical 
model, the estimation method is automatic to apply and produces nearly optimal 
inference (Efron 1986; Pawitan 2001). However, for some models maximum likelihood 
estimates (MLEs) do not exist. For example, logistic and Poisson regression MLEs do not 
exist for certain data configurations (Albert & Anderson 1984; Lesaffre & Albert 1989; 
Santos Silva & Tenreyro 2010). For logistic regression, Reineking & Schröder (pg. 680, 
2006) noted: “[t]his happens, for example, when all presence records occur at values 
larger than a certain threshold for one of the explanatory variables, and all absences occur 
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below that threshold. Standard maximum likelihood estimation fails to converge in these 
situations, and at least one parameter estimate diverges to infinity.”  
When using logistic regression, if a covariate is perfectly predictive of an 
outcome the MLE of the coefficient is estimated as −∞ or ∞ depending on the data. 
Although having a covariate predict the data perfectly is a desirable property, coefficients 
estimates of ∓∞ are difficult to explain and deal with. For logistic regression, the issue is 
known as complete separation and is common in many applications. Because of the 
prevalence of complete separation, the literature developing remedial methods is vast; 
introductions are given in many text books (e.g., Gelman et al. 2013). As noted by Zorn 
(2005) and stressed by Gelman et al. (2008) a common “solution” is to remove the 
covariates for which the coefficient estimates are infinite. It should be clear, however, 
that removing the offending covariates forces a researcher to remove important variables 
from the model.    
 A problem similar to complete separation occurs with the IPP model and I suspect 
a possible solution would be to remove the covariate. Although I show the problem can 
occur in presence-only data samples of any size, I suspect it most likely occurs in 
situations where the number of presence-only locations is small. Here I demonstrate some 
conditions where the MLE of regression coefficients for the IPP model do not exist. I 
then demonstrate Bayesian inference as a remedy to the problem using methods that are 
available in the literature on complete separation. Finally, I present an illustrative analysis 
of location records from a critically endangered species—the whooping crane—which 
motivated the development of this manuscript.  
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METHODS 
Whooping crane data 
Whooping cranes are an endangered migratory avian species occurring in 
captivity and a single self-sustaining wild population that currently totals 250–300 
individuals (Butler et al. 2013). This population overwinters in and around Aransas 
National Wildlife Refuge in southern Texas, USA and nests during the summer in and 
around Wood Buffalo National Park of Canada. Each fall and spring, whooping cranes 
migrate approximately 4,000 km as individuals or in small groups. These migrations 
include several stopovers that may last from a few hours to several weeks. Such 
stopovers during migration provide much needed rest and food and are critical to the 
survival of whooping cranes. Management of migratory habitat is a focus of a multistate-
federal cooperative agreement focused on the Central Platte River Valley in Nebraska, 
USA (Freeman 2010). A basic question that must be answered to facilitate management 
is if whooping cranes avoid areas where human disturbances occur, and if so, at what 
scale.   
The subset of data used in this analysis was described by Hefley et al. (2013a) and 
is available on Dryad Digital Repository (Hefley et al. 2013b). This subset consists of 32 
whooping crane group locations recorded in the state of Nebraska, USA from 2000–2012. 
The 32 location records were obtained using a global positioning system and represent 
the largest number of locations that is thought can be analyzed without considering the 
effect of location errors. At each location the proportion of development within a 100 m 
radius buffer was calculated (hereafter referred to as the development covariate). For the 
32 crane group locations the development covariate consists of 31 zeroes and a single 
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value of 0.086 which results in an average proportion of development of 0.003 
(SD=0.015). For comparison the average proportion of development at 10,000 random 
locations within the state of Nebraska is 0.035 (SD=0.110; range=0.000–1.000).  
As in Hefley et al. (2013a) I do not contend any part of the analysis presented 
here is a complete or comprehensive representation of factors that influence the 
distribution of whooping crane groups. In particular, the data used in my analysis are 
appropriate to model the species’ apparent distribution, not the true species’ distribution 
as I did not attempt to correct for sampling bias (Hefley et al. 2013c). Ignoring sampling 
bias does not limit the theory or methods I present in this study because the issues would 
still arise in the IPP model if I did not correct for sampling bias.   
Existence and stability of maximum likelihood estimators 
The goal of the IPP model is to formulate a statistical link between a species 
distribution and some number (q) of covariates. Let 𝒚𝑃be the vector of n locations where 
the species occurred within the region 𝒜 and 𝒙(𝑦𝑖)
′ = {1, 𝑥1(𝑦𝑖), … , 𝑥𝑞(𝑦𝑖)}′ be a vector 
of q covariates corresponding to the ith location (𝑦𝑖) in the study region 𝒜. An IPP model 
links the presence-only locations to the covariates by modeling the limiting expected 
count (𝜆(𝑦)) per unit area; the 𝜆(𝑦) is also referred to as the “intensity” function. The 
intensity is modeled as a log-linear function of the q covariates:  
 log(𝜆(𝑦)) = 𝒙(𝑦)′𝜷, (5-1) 
where 𝜷 is a vector of the q+1 model parameters. The log-likelihood of a Poisson point 
process model (Cressie 1993) is: 
𝑙(𝜷; 𝒚𝑃) = ∑ ln 𝜆(𝑦𝑖)
𝑛
𝑖=1 − ∫ 𝜆(𝑦)𝑑𝑦 − ln(𝑛!)𝑦∈𝐴 . (5-2) 
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The existence of the MLE for the elements of 𝜷 is dependent on the data configuration 
(i.e., covariates within the study region). Here I choose a specific example, motivated by 
the whooping crane data, to show that the MLE does not exist. Let the intensity be a 
function of a single measured covariate (i.e., log (𝜆(𝑦)) = 𝛽0 + 𝛽1𝑥1(𝑦)). Furthermore 
assume that the distribution of 𝑥1 within the region 𝒜 is distributed uniformly with 
support 0 ≤ 𝑥1 ≤ 1. This assumption is equivalent to assuming that a species occurs in 
an environment where the single variable that influences the intensity is distributed 
randomly between 0 and 1. For this example 𝑙(𝜷; 𝒚𝑃) can be written as: 
 𝑙(𝛽0, 𝛽1; 𝒚𝑃) = ∑ (𝛽0 + 𝛽1𝑥1(𝑦𝑖))
𝑛
𝑖=1 − ∫ 𝑒
𝛽0+𝛽1𝑥1𝑑𝑥1 − ln(𝑛!)
1
0
. (5-3) 
The integral in equation 5-3 can be solved analytically:  
 𝑙(𝛽0, 𝛽1; 𝒚𝑃) = ∑ (𝛽0 + 𝛽1𝑥1(𝑦𝑖))
𝑛
𝑖=1 −
1
𝛽1
(𝑒𝛽0+𝛽1 − 𝑒𝛽0) − ln(𝑛!).  (5-4) 
Furthermore, to make the issue more apparent equation 5-4 should be written as: 
 𝑙(𝛽0, 𝛽1; 𝒚𝑃) = 𝑛𝛽0 + 𝛽1 ∑ 𝑥1(𝑦𝑖)
𝑛
𝑖=1 −
1
𝛽1
(𝑒𝛽0+𝛽1 − 𝑒𝛽0) − ln(𝑛!).  (5-5) 
To find the MLE of 𝛽1 we need the score function which is:  
 𝑠(𝛽1; 𝒚𝑃) =
𝜕
𝜕𝛽1
𝑙(𝛽0, 𝛽1; 𝒚𝑃) = ∑ 𝑥1(𝑦𝑖)
𝑛
𝑖=1 −
(𝛽1𝑒
𝛽1−𝑒𝛽1+1)𝑒𝛽0
𝛽1
2 . (5-6) 
Setting 𝑠(𝛽1̂; 𝒚𝑃) = 0 and solving for 𝛽1̂ yields the MLE of 𝛽1, however, if 𝑥1(𝑦𝑖) =
0 ∀ 𝑦𝑖 then 𝑠(𝛽1; 𝒚𝑃) ≠ 0 ∀ 𝛽1 > −∞. Therefore, when the covariate at the presence-
only location is zero, the MLE of 𝛽1 does not exist, in the sense that nonexistence of the 
MLE means absence of a finite maximum. The nonexistence of the MLE of 𝛽1 is easy to 
visualize when the likelihood is plotted as a function of 𝛽1 for 𝒚𝑃 = 0 ∀ 𝑦𝑖 and at a fixed 
value of 𝛽0 (Figure 5-1; red line). Figure 5-1 shows that the likelihood function continues 
to increases as 𝛽1 decreases (i.e., the MLE of 𝛽1 = −∞). Furthermore it is obvious from 
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𝑠(𝛽1; 𝒚𝑃) that the existence of the MLE is determined by the presence of a covariate 
value greater than zero. For example, if at a single location 𝑥1(𝑦𝑖) is not equal to zero, 
then the MLE becomes identifiable as 𝑙(𝛽0, 𝛽1; 𝒚𝑃) and has a clear maximum (Figure 5-1; 
black line). Although the MLE of 𝛽1 is identifiable when at least one 𝑥1(𝑦𝑖) is not equal 
to zero, the numerical value of the coefficient is unstable and greatly influenced by small 
changes in the value of the covariates when only one or a few covariates have nonzero 
values.  
 I have shown the MLE does not exist for a specific case where the distribution of 
𝒚𝑃within the region 𝒜 is distributed uniformlly with support 0 ≤ 𝑥1(𝑦) ≤ 1 because the 
integral in the likelihood function is analytically intractable for most other cases. While I 
have not attempted to generalize my proof to all data configurations, it seems the MLE 
may not exist for other situations where the covariates for all locations occur at the 
minimum or maximum of possible values. That is, it appears the MLE is not likely to 
exist when a covariate perfectly predicts where a species will not occur. Intuitively this 
makes sense because if at all species locations the covariate recorded was the minimum 
or maximum of possible values then it would be impossible to estimate how the 
distribution of abundance changes due to the covariate. 
A Bayesian solution 
 Even when the MLE of 𝛽1 does not exist, the data, and hence the likelihood 
function is informative. For example, when the covariate at all presence-only locations is 
zero the likelihood function continues to increase as 𝛽1 decreases (Figure 5-1; red line). 
This suggests that negative values of 𝛽1 are more likely than positive values. This makes 
sense intuitively; if the value of the covariate where the species occurs is zero for all 
152 
 
locations and the value of the covariate where the species could have been is distributed 
between zero and one, then it seems likely that the species will be less abundant in areas 
as the covariate increases. 
 Bayesian inference combines the information in the likelihood function and prior 
information to estimate IPP model parameters and can be used to estimate parameters 
when the MLE does not exist or is unstable. Bayesian inference has been applied to 
logistic regression to obtain reliable coefficient estimates when complete separation 
occurs (Gelman et al. 2008, 2013). In this application, the goal of Bayesian inference is 
to estimate coefficients that are more reliable than MLEs. For logistic regression, reliable 
coefficient estimates are obtained by assigning a proper prior distribution with an 
expected value of zero and large variance to all regression coefficients in the model. 
Some commonly used prior distributions are the normal, Laplace, Cauchy, and t-
distribution (Gelman et al. 2008; Figure 5-A1).  
Here I apply Bayesian inference with normal and Laplace priors to the IPP model. 
I choose the normal and Laplace priors because they have been used with logistic 
regression, but also because the posterior mode corresponds to the maximum penalized 
likelihood estimated using a ridge and LASSO penalty, respectively (Tibshirani 1996; 
Hastie et al. 2009; Renner 2013a; Renner & Warton 2013). Penalized maximum 
likelihood methods for the ridge or LASSO penalty are implemented in accessible 
software (Renner 2013a; Renner & Warton 2013). It is important to note, however, that 
my methods rely on Bayesian inference and therefore differ from the non-Bayesian 
presentation of the ridge and LASSO penalty (e.g., Renner & Warton 2013).    
Whooping crane data analysis 
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 I used the IPP model to analyze the 32 whooping crane presence-only locations 
using the single development covariate and the intensity function: 
 log (𝜆(𝑦)) = 𝛽0 + 𝛽1 × 𝑑𝑒𝑣𝑒𝑙𝑜𝑝𝑚𝑒𝑛𝑡. (5-7) 
I also separately analyzed the 31 whooping crane locations where the development 
covariate was zero. I estimated 𝛽0 and 𝛽1 by maximizing the likelihood (here after 
denoted as ?̂?𝑖
MLE) and estimated asymptotic standard errors by inverting the Hessian 
matrix. I used the general-purpose optimization function “optim” in program R version 
3.0.2 on default settings to maximize the likelihood and obtain the Hessian matrix (R 
Development Core Team 2013). For the whooping crane data, the integral in the IPP 
likelihood (eq. 5-2) must be approximated numerically. As in Hefley et al. (2013a), I 
approximated the integral with the Monte Carlo method (Davis & Rabinowitz 2007) 
using values of the development covariate from 10,000 random locations within the state 
of Nebraska. The number of random locations used to approximate the integral was 
determined to be adequate by estimating the likelihood value and MLE for the 
development coefficient (?̂?1
MLE) from the n=32 data set using 100 random locations and 
increasing the number of random locations in step sizes of 10. The likelihood and ?̂?1
MLE 
stabilized when at least 6,000 random locations were used (Figure 5-A2); for safe 
measures I used 10,000 random locations in all analyses. 
For the Bayesian estimation of the IPP model parameters I used the posterior 
modes as point estimates of 𝛽0 and 𝛽1 which were obtained by maximizing the joint 
posterior distribution using the same methods used to find the MLE. I assumed an 
improper flat prior for 𝛽0. For 𝛽1 I assumed both a normal prior with an expected value 
of zero and variance 𝜎2 (i.e., 𝛽1~𝑁(0, 𝜎
2); see Figure 5-A1) and Laplace prior with 
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expected value of zero and variance 2𝜎2 (i.e., 𝛽1~𝐿𝑎𝑝𝑙𝑎𝑐𝑒(0, 𝜎); see Figure 5-A1). I 
reported the posterior mode for 𝛽1 under the normal and Laplace priors (hereafter 
denoted as ?̂?1
Normaland ?̂?1
Laplace
) incrementally for 𝜎 ranging from 0.01–20 so that when 
the estimates were plotted against 𝜎 the relationship appeared continuous. I estimated the 
95% equal-tailed credible intervals (CIs) by using the 2.5th and 97.5th quantiles from 
20,000 samples drawn from the posterior distributions of 𝛽0 and 𝛽1. I simulated from the 
posterior distribution of 𝛽0 and 𝛽1 using a random-walk Metropolis-Hastings algorithm 
within a Gibbs sampler (Gelman et al. 2013). I allowed the sampler to run for 5,000 burn-
in iterations prior to obtaining the 20,000 samples used to determine the CIs. I visually 
examined trace plots to determine if the Markov chain Monte Carlo (MCMC) algorithm 
had run long enough so that it was approximately sampling from the posterior 
distributions. I also examined the trace plots to determine if the random-walk was 
traversing the posterior well; if not I adjusted the algorithms tuning parameters 
accordingly. For comparison purposes, I present ?̂?1
MLE, ?̂?1
Normal, and ?̂?1
Laplace
 along with 
95% CIs for 𝜎 = 2 and 𝜎 = 10. The CIs, or confidence intervals under a frequentist 
paradigm, for ?̂?1
MLE were obtained by normal approximation (i.e., ?̂?1
MLE ∓
1.96√𝑉𝑎𝑟(?̂?1
MLE) where 𝑉𝑎𝑟(?̂?1
MLE) is the asymptotic estimate of the variance of 
?̂?1
MLEobtained from the inverse of the Hessian; Gelman et al. 2013).  
Simulation experiment 
I conducted a simulation experiment to better understand the properties of the 
maximum likelihood and Bayesian methods for the IPP model. My goal was to generate 
data sets that were similar to the whooping crane presence-only data set. Therefore, I 
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simulated presence-only locations (𝒚𝑃) from an IPP distribution using the methods of 
Lewis & Shedler (1979). The intensity function, as in the analysis of the whooping crane 
data example (eq. 5-1), depended on a single continuous covariate 𝑥1(𝑦). The 
environment in which the species could have occurred (𝑥1) was generated from a finite 
mixture of a standard uniform distribution and a degenerate distribution with a point mass 
at zero with weights of 0.1 and 0.9, respectively. Similar to the study area for the 
whooping crane data the covariate 𝑥1 consisted mostly of zeroes, but also included values 
between zero and one. I generated 1,000 data sets for each scenario presented below. 
I chose the true value of 𝛽0 to be 3.5 and for comparison chose two values of 𝛽1 
which corresponded to a small effect (𝛽1 = −2) and a large effect (𝛽1 = −10). The value 
of 𝛽0 was chosen so that the number of presence-only locations was similar to the 
whooping crane data (n=32) and the values of 𝛽1 were chosen to be similar to those 
obtained by the various estimation methods from whooping crane data (Table 5-1). As 
with the analysis of the whooping crane data, I present ?̂?1
MLE, ?̂?1
Normal, ?̂?1
Laplace
, and the 
95% CIs for ?̂?1
Normal and ?̂?1
Laplace
 for 𝜎 = 2 and 𝜎 = 10. I did not calculate the 95% CI 
for ?̂?1
MLE because for many of the simulated data sets the MLE did not exist, therefore, 
the evaluation of the CIs as described below would be meaningless.  
I expect researchers would be concerned about the uncertainty surrounding 
?̂?1
Normal and ?̂?1
Laplace
and would hope the CIs do contain the true value of 𝛽1. Therefore, 
in the spirit of a calibrate Bayesian, I calculated the coverage probabilities for the 95% 
CIs of ?̂?1
Normal and ?̂?1
Laplace
 (Little 2006). The frequentist properties of Bayesian credible 
intervals were used to determine if the estimates were well-calibrated. 
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I used the same computational methods to analyze the simulated data as employed 
in the analysis of the whooping crane data. Because the MCMC algorithm was slow to 
run, I drew only 2,000 samples from the posterior distributions after allowing for 500 
burn-in iterations. I did not examine the trace plots from all 1,000 simulated data sets to 
assess convergence and sampling properties, but instead examined only a small portion 
(approximately 50). Because no issues were apparent (after proper tuning) in this small 
sample, I assumed that the MCMC algorithm performed similarly on all simulated data 
sets.  
RESULTS 
Whooping crane data analysis 
When the full data set (n=32) was analyzed, the MLE of the coefficient of 
development (?̂?1
MLE) was −14.32 (−32.67 – −4.02; 95% CI) and did not exist (?̂?1
MLE =
−∞) for the case when the development covariate was zero for all locations (n=31; Table 
5-1). For the Bayesian analysis ?̂?1
Normal and ?̂?1
Laplace
 depended on the value of 𝜎 (Figure 
5-2). As expected when 𝜎 was small (≤1.0), ?̂?1
Normal was near zero and ?̂?1
Laplace
= 0 
(Figure 5-2 inset plot). As 𝜎 increased ?̂?1
Normal and ?̂?1
Laplace
approached ?̂?1
MLE for the 
n=32 data set and −∞ for the n=31 data set. For the n=32 analysis the 95% CIs for 
?̂?1
Normal and ?̂?1
Laplace
were contained within the 95% CI for ?̂?1
MLEexcept for the Laplace 
prior with 𝜎 = 10 (Table 1). This same comparison could not be conducted for the n=31 
data set because ?̂?1
MLE, and hence the CI, did not exist. The CIs for ?̂?1
Normal and ?̂?1
Laplace
 
estimated from the n=31 data set, however, were similar to those estimated from the n=32 
data set (Table 5-1).  
Simulation study 
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Under both scenarios (𝛽1 = −2 and 𝛽1 = −10) most simulated sets (≥56.8%) 
were a collation of presence-only locations where the covariate at all locations were zero 
or consisted of a only a single location with a nonzero value of the covariate. Because of 
the data configuration ?̂?1
MLE performed poorly even when it existed (Figures 5-3 & 5-
A3). When Bayesian estimation was used ?̂?1
Normal and ?̂?1
Laplace
were always closer to zero 
(i.e., had a positive bias), but also much closer to the true value of 𝛽1 even when ?̂?1
MLEdid 
not exist (Figure 5-3 & 5-A3). When the effect was small (𝛽1 = −2), both the normal and 
Laplace prior with 𝜎 = 2 performed best; the ?̂?1
Normal and ?̂?1
Laplace
 were closest to the 
true value and 95% CIs were shortest with coverage probability near 0.95 (Figures 5-3 & 
5-4). When the effect was large (𝛽1 = −10) priors with 𝜎 = 10 performed best (Figures 
5-A3 & 5-A4). Detailed results from the simulation study are presented below.   
When 𝛽1 = −2, the 1,000 simulated data sets averaged ?̅? =31.4 (range=15 – 50) 
presence-only locations. Of these 1,000 data sets, 246 were a collation of locations where 
the covariates were all zero and 322 had only a single location with a nonzero covariate 
value. The distribution of ?̂?1
MLE from the simulated data was skewed heavily to the left 
(Figure 5-3). As expected, ?̂?1
MLE = −∞ for the 246 data sets that contained all zero 
covariates. The 322 data sets which a single location that had a nonzero covariate had an 
average value of ?̂?1
MLE of −4.38 (range = −35.84 – −0.07; Figure 5-3). Within the 1,000 
simulated data sets, the single data set with the largest number of nonzero covariates was 
seven. As the number of nonzero covariates within a single data set increased from one to 
seven the values of ?̂?1
MLE increased and approached zero (Figure 5-4). 
When 𝛽1 = −2 the ?̂?1
Normal and ?̂?1
Laplace
from all 1,000 simulated data sets when 
𝜎 = 2 averaged −1.24 (range = −2.35 – 1.15) and −1.00 (range = −2.67 – 1.07) 
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respectively (Figure 5-3). The coverage probabilities when 𝜎 = 2 of the 95% CIs for 
?̂?1
Normal and ?̂?1
Laplace
 were 0.981 and 0.975 respectively (Figure 5-4). The ?̂?1
Normal and 
?̂?1
Laplace
from all 1000 simulated data sets when 𝜎 = 10 averaged −3.25 (range = −7.91 – 
1.25) and −2.69 (range = −7.00 – 1.22; range) respectively (Figures 5-3). The coverage 
probabilities when 𝜎 = 10 of the 95% CIs for ?̂?1
Normal and ?̂?1
Laplace
 were 0.975 and 0.979 
respectively (Figure 5-4).  
When 𝛽1 = −10, the 1,000 simulated data sets averaged ?̅? =30.1 (range = 14 – 
53) presence-only locations. Of these 1,000 data sets, 696 were a collation of locations 
where the covariates were all zero and 249 had only a single location with a nonzero 
covariate value. The distribution of ?̂?1
MLE from the simulated data was skewed heavily to 
the left (Figure 5-A3). As expected, ?̂?1
MLE = −∞ for the 696 data sets that contained 
locations where the covariate values were all zero. The 249 data sets for which a single 
location had a nonzero covariate had an average value of ?̂?1
MLE of −9.91 (range = 
−250.54 – −0.91; Figure 5-A3). Within the 1,000 simulated data sets, the single data set 
with the largest number of nonzero covariates was three. As the number of nonzero 
covariates within a single data set increased from one to three the average of ?̂?1
MLE 
increased (Figure 5-A3).  
When 𝛽1 = −10, the ?̂?1
Normal and ?̂?1
Laplace
from all 1000 simulated data sets when 
𝜎 = 2 averaged −1.87 (range = −2.48 – −0.38) and −1.72 (range = −2.92 – 0.00), 
respectively (Figure 5-A3). The coverage probabilities when 𝜎 = 2 of the 95% CIs for 
?̂?1
Normal and ?̂?1
Laplace
 were 0.000 and 0.411 respectively (Figure 5-A4). The ?̂?1
Normal and 
?̂?1
Laplace
from all 1000 simulated data sets when 𝜎 = 10 averaged −6.20 (range = −8.24 – 
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−0.56) and −5.10 (range = −7.44 – 0.37) respectively (Figure 5-A3). The coverage 
probabilities when 𝜎 = 10 of the 95% CIs for ?̂?1
Normal and ?̂?1
Laplace
 were 0.992 and 0.990 
respectively (Figure 5-A4). 
DISCUSSION 
Maximum likelihood estimation 
I have shown using a mathematical proof, a simulation experiment, and by 
analyzing data that under certain conditions the MLE of regression coefficients for the 
IPP model do not exist. My results suggest the MLE may not exist for situations where 
the covariates for all locations occur at minimum or maximum value. That is, it appears 
the MLE is not likely to exist when a covariate perfectly predicts where a species will not 
occur. 
In practice I expect a species will not absolutely avoid a particular value of a 
covariate. If this is true, the data configurations that result in infinite or unstable values of 
the MLE are most likely to occur when sample size is small since most of the possible 
species locations will occur at the minimum or maximum value of the covariate. By 
chance a data set with only a small number of locations has a higher probability of 
containing only locations that occurred at the extreme value of the covariate. Another 
situation where this problem is likely to occur is when the effect of the covariate is large. 
For example, in my simulation experiment when 𝛽1 = −10, of the 1,000 simulated data 
sets, 696 data sets were a collation of locations with covariates that were all zero, 
whereas when 𝛽1 = −2, only 246 data sets had covariates that were all zero. The result is 
that the data configurations resulting in infinite or unstable estimates of the MLE are 
more likely to occur when the effect is large. In summary, for the IPP model it appears 
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that maximum likelihood estimation is most likely to provide unreliable coefficient 
estimates when sample sizes are small and the effect size is large—a situation where the 
information is needed most! 
Bayesian estimation and inference 
 Bayes theorem provides an automatic procedure that is guaranteed to yield a 
posterior distribution for IPP model parameters. The posterior distribution can be 
summarized in a variety of ways to obtain point estimates for the IPP model parameters. 
In this paper I used the mode of the posterior distribution to obtain point estimates for IPP 
model parameters. The posterior mode provided a more reliable estimate of the effect of 
coefficient than did maximum likelihood; however, in my simulation experiment the 
closeness of the coefficient estimate to the true value depended on the assumed prior 
distribution and value of the hyperparameter (𝜎).  
I chose the posterior mode to summarize the posterior distribution because 
assuming normal or Laplace priors is equivalent to assuming a ridge or LASSO penalty, 
respectively when using maximum penalized likelihood estimation methods. Because of 
this equivalence, standard software developed for the IPP model that implement ridge or 
LASSO penalty such as that developed by Renner (2013b) can be used to obtain posterior 
mode estimates for regression coefficient. The relationship is that the regularization 
parameter 𝜆 for the ridge penalty is 𝜆 =
1
𝜎2
 and for the LASSO penalty is 𝜆 =
1
𝜎
.  
Bayesian inference, as I presented in this paper, differs from penalized likelihood 
methods in two important ways: 1) the hyperparameter 𝜎, or equivalently 𝜆, is assumed 
known and 2) inference is based on Bayes theorem. It is typical in analyses using 
penalized likelihood methods that 𝜆 is estimated from data, for example using generalized 
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cross validation (Renner & Warton 2013). Although in many situations estimating 𝜆 from 
the data is desirable, under the data configurations presented in this paper it seems 
counterproductive due to the small sample size and difficulty in estimating regression 
coefficients as 𝜆 approaches zero. Secondly, inference and confidence intervals from 
penalized likelihood methods can be difficult to obtain and is an active area of research. 
For example standard software implementing penalized likelihood methods for the IPP 
model do not output measures of uncertainty such as standard errors or confidence 
intervals for parameter estimates (Renner 2013b). If the goals of the study are limited to 
developing a predictive model, then estimates of coefficient uncertainty may not be 
needed; however, in the whooping crane data example there is great interest in 
comparison of the numerical value of coefficient estimates and therefore reliable 
measures of coefficient uncertainty are required. Obtaining measures of uncertainty for 
coefficient estimates using Bayesian inference is straightforward and involves describing 
the posterior distribution (e.g., computing 95% CIs). Furthermore, as evidenced by results 
from my simulation experiment, Bayesian methods can produce well calibrated CIs that 
have near nominal coverage even for the difficult scenarios I presented.  
One of the goals in Gelman et al. (2008) was to develop priors, including values 
of hyperparameters, that could be routinely applied to logistic regression problems and 
expected to provide reliable results. Although this is the ultimate goal, I am unable to 
make such recommendations for the IPP model from the results of my study. I do, 
however, have three general suggestions for selecting priors and values of the 
hyperpriors. In my study the value of the hyperparameters (𝜎) had a large influence on 
the value of coefficient estimates. When using the IPP model, I suspect that the priors 
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will have a large influence on the results when sample size is small and the data 
configuration corresponds to that for which the MLE is unstable or infinite. I recommend 
that researchers use symmetric prior distributions for regression coefficients with an 
expected value of zero. Symmetric prior distributions with expected value of zero will 
assure that the researcher does not introduce systematic bias that will influence the sign 
of the coefficient estimate.  
Secondly, I recommend researchers put significant thought into the expected 
effect size of the covariates used in their analysis. If thought, prior to analyzing the data, 
that a coefficient is likely to have a large influence then a prior distribution reflecting this 
information should be used. For example, when the true effect of 𝛽1 was −10 a 𝜎 = 10, 
which results in a variance of 100 for the normal distribution and 200 for the Laplace 
distribution, produced ?̂?1
Normal and ?̂?1
Laplace
that were closer to the true value and had CIs 
with better coverage probability than when 𝜎 = 2 was used. One of the advantages of the 
IPP model is its interpretability; the intensity function (𝜆(𝑦)) at a particular location (𝑦) 
is proportional to the expected abundance. For example, a value of 𝛽1 = −10 suggests 
abundance of whooping cranes is 2.73 times greater in an area that has no development 
when compared to an area where the proportion of development is 0.10. If this relative 
change in abundance seems reasonable, which for whooping cranes it does, I recommend 
choosing a symmetric prior where values as large as −10 are likely. For example, the 
probability that the magnitude of 𝛽1 is  5< |𝛽1| < 15 is 0.48 assuming a normal prior 
with 𝜎 = 10. Of course, if more prior information is available (e.g., the sign of the 
coefficient is known to be negative) this information should be incorporated into the prior 
as well.  
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Finally, I strongly recommend researchers determine the priors and values of the 
hyperpriors before analyzing their data. It would be incoherent if the prior or value of the 
hyperpriors were adjusted by the researcher until “reasonable” coefficient estimates were 
obtained. In this case, what is “reasonable” should enter the estimation procedure through 
the prior; not in an ad hoc manner used to selectively choose values of the coefficients. 
Conclusion 
Data that can be used to determine the habitat requirements of rare and 
endangered species can present a challenge to commonly used statistical methods. For 
presence-only data the IPP model is the preferred statistical model and maximum 
likelihood is the standard parameter estimation procedure. Although maximum likelihood 
estimation is adequate for a great number of applications, I have shown under certain data 
configurations that are most likely to occur when the number of presence-only locations 
is small and the effect size is large, that maximum likelihood estimation provides 
unreliable results. Bayesian inference, on the other hand, has the potential to provide 
better results, but “requires a great deal of thought about a given situation to apply 
sensibly” (pg 1; Efron 1986).   
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Table 5-1. Coefficient estimates and 95% credible intervals (CIs) for the development 
covariate of an inhomogeneous Poisson point process model used to analyze presence-
only whooping crane location records. Point estimates were obtained using maximum 
likelihood (?̂?1
MLE) and the posterior mode assuming a normal prior distribution 
(?̂?1
Normal; 𝑁(0, 𝜎)) and Laplace prior distribution ?̂?1
Laplace
; 𝐿𝑎𝑝𝑙𝑎𝑐𝑒(0, 𝜎)). The 
coefficients were estimated using the full data set (n=32) in which the development 
covariate was a collation of 31 zeroes and a single value of 0.086 and a reduced data set 
(n=31) where the development covariate was a collation of 31 zeroes. 
Parameter    n  𝜎    Point estimate      Lower CI      Upper CI 
?̂?1
MLE       32    NA −14.32 −32.67  4.02 
?̂?1
Normal     32    2 −2.10 −5.57  0.66 
?̂?1
Normal     32   10 −9.18 −23.81  1.77 
?̂?1
Laplace
     32   2−2.29 −12.00  0.34 
?̂?1
Laplace
     32    10 −8.88 −38.28  −1.79 
?̂?1
MLE       31    NA −∞   NA NA  
?̂?1
Normal     31    2 −2.28 −5.71  0.58 
?̂?1
Normal     31   10 −11.78 −28.98  −2.73 
?̂?1
Laplace
     31    2 −2.89 −12.91  0.24 
?̂?1
Laplace
     31    10 −12.95 −56.62  −3.35 
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Figure 5-1. Estimated likelihood function (𝑒𝑙(𝛽0=4.6,𝛽1;𝒚𝑃)) for the inhomogeneous 
Poisson point process model plotted as a function of 𝛽1. The red line is the estimated 
likelihood function for a data set where 𝒚𝑃 is a collation of 10 locations at which the 
single covariate consisted of 10 zeroes. The black line is the likelihood for a data set 
where 𝒚𝑃 is a collation of 10 locations at which the single covariate consisted of nine 
zeroes and a one. The maximum of the likelihood function (?̂?1
MLE) is located by the black 
dot and vertical dotted line. The likelihood function represented by the red line has no 
maximum and increases as 𝛽1 decreases to −∞. The value of 𝛽0 was held constant at 4.6 
which was the maximum likelihood estimate of 𝛽0 from the data under the conditions that 
produced the black line. Note the likelihood functions were scaled to have unit maximum 
on the interval −25 to 0. 
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Figure 5-2. Maximum likelihood estimate and posterior modes plotted as a function of 
the prior distribution hyperparameter (σ) for the coefficient (𝛽1) from the development 
covariate in the analysis of presence-only location records of whooping cranes using the 
inhomogeneous Poisson point process model. The 𝛽1 was estimated using the full data set 
(n=32) in which the development covariate was a collation of 31 zeroes and a single 
value of 0.086 and a reduced data set (n=31) where the covariate was a collation of 31 
zeroes. The posterior mode of 𝛽1 is shown assuming a normal prior (𝑁(0, 𝜎
2)) and 
Laplace prior (𝐿𝑎𝑝𝑙𝑎𝑐𝑒(0, 𝜎)) as the hyperparameter (σ) is varied from 0.01 and 20. The 
inset plot shows a close up of ?̂?1 as σ is varied from 0.0 to 1.2. Note the maximum 
likelihood estimate of 𝛽1 for the n = 31 data set does not exist.  
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Figure 5-3. Results from 1000 simulated presence-only data sets (?̅? =31.4). The panel (a) 
shows a histogram of the 1000 maximum likelihood estimates of 𝛽1. The panel (b) shows 
the same 1000 maximum likelihood estimate of 𝛽1 arrange according to the number of 
presence-only locations in each data set that had values of the covariate (𝑥1(𝒚𝑃)) greater 
than zero. The middle two plots show the posterior mode from the 1000 simulated data 
sets assuming a normal prior (𝑁(0, 𝜎2) ) with 𝜎 = 2 (c) and 𝜎 = 10 (d). The bottom two 
plots show the posterior mode from the 1000 simulated data sets assuming a Laplace 
prior (𝐿𝑎𝑝𝑙𝑎𝑐𝑒(0, 𝜎) ) with 𝜎 = 2 (e) and 𝜎 = 10 (f). The gold line located at −2 
identifies the location of the true value of 𝛽1. Note that in panel a and b many of the 
maximum likelihood estimates of 𝛽1 were less than −20 (i.e., −∞) . Also, note that in 
panel b the maximum likelihood estimates for simulated data sets when all 𝑥1(𝒚𝑃))  = 0 
is not shown because ?̂?1
MLdoes not exist. 
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Figure 5-4. Posterior modes (black dots) and 95% credible intervals (black lines) of 𝛽1 from 100 of the 1000 simulated 
presence-only data sets (?̅? =31.4) assuming a normal prior (𝑁(0, 𝜎2) ) with 𝜎 = 2 (a) and 𝜎 = 10 (b) and Laplace prior 
(𝐿𝑎𝑝𝑙𝑎𝑐𝑒(0, 𝜎2) ) with 𝜎 = 2 (c) and 𝜎 = 10 (d). The gold line located at −2 identifies the location of the true value of 𝛽1 and 
the gray line is located at 0.
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APPENDIX 5-A 
Supplementary plots (Figures 5A-1 to 5A-4). 
 
Figure 5-A1. Normal distribution (a) with an expected value of zero and variance 𝜎2 (i.e., 
𝑁(0, 𝜎2)). Laplace distribution with and expected value of zero and variance 2𝜎2 (i.e., 
𝐿𝑎𝑝𝑙𝑎𝑐𝑒(0, 𝜎)). The value 𝜎2 =1, 5, and 10 represent priors on 𝛽1 used in the data 
analysis and simulation study. 
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Figure 5-A2. Maximum likelihood value (a) and estimate (b) of the development 
coefficient (?̂?1
MLE) using an inhomogeneous Poisson point process model to analyze 
presence-only location records of whooping cranes (n=32). As the number of random 
locations (Monte Carlo points) was increased from 100 to 10,000, the approximation to 
the integral in the IPP likelihood (eq. 5-2) converged and as a result ?̂?1
MLE also stabilized.  
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Figure 5-A3. Results from 1000 simulated presence-only data sets (?̅? =30.1). The panel 
(a) shows a histogram of the 1000 maximum likelihood estimates of 𝛽1.The panel (b) 
shows the same 1000 maximum likelihood estimate of 𝛽1 arrange according to the 
number of presence-only locations in each data set that had values of the covariate 
(𝑥1(𝒚𝑃)) greater than zero. The middle two plots show the posterior mode from the 1000 
simulated data sets assuming a normal prior (𝑁(0, 𝜎2) ) with 𝜎 = 2 (c) and 𝜎 = 10 (d). 
The bottom two plots show the posterior mode from the 1000 simulated data sets 
assuming a Laplace prior (𝐿𝑎𝑝𝑙𝑎𝑐𝑒(0, 𝜎) ) with 𝜎 = 2 (e) and 𝜎 = 10 (f). The gold line 
located at −10 identifies the location of the true value of 𝛽1. Note that in panel a and b 
many of the maximum likelihood estimates of 𝛽1 were less than −20 (i.e., −∞) . Also, 
note that in panel b the maximum likelihood estimates for simulated data sets when all 
𝑥1(𝒚𝑃))  = 0 is not shown because ?̂?1
MLEdoes not exist. 
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Figure 5-A4. Posterior modes (black dot) and 95% credible intervals (black line) of 𝛽1 from 100 of the 1000 simulated 
presence-only data sets (?̅? =30.1) assuming a normal prior (𝑁(0, 𝜎2) ) with 𝜎 = 2 (a) and 𝜎 = 10 (b) and Laplace prior 
(𝐿𝑎𝑝𝑙𝑎𝑐𝑒(0, 𝜎2) ) with 𝜎 = 2 (c) and 𝜎 = 10 (d). The gold line located at −10 identifies the location of the true value of 𝛽1 
and the gray line is located at 0. 
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Chapter 6. Confronting sampling bias to inform management: a species distribution 
model combining opportunistic sightings of whooping cranes and expert 
knowledge 
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ABSTRACT 
Describing and predicting a species’ distribution is a precondition for evaluating 
past and present management actions. The whooping crane, Grus americana, is one of 
the rarest avian species in the world; conservation and management of habitat is required 
to ensure species’ survival. We developed a species distribution model (SDM) that could 
be used to inform habitat management actions for the state of Nebraska, USA. Most 
records of whooping cranes were opportunistic observations contributed by the public. 
Developing an SDM that accounted for sampling bias, therefore, was essential. We 
collated 407 opportunistic whooping crane group records reported from 1988−2012. We 
used a marked Poisson point process SDM to model the distribution of whooping crane 
relative abundance. An auxiliary data set was required to estimate and correct for 
sampling bias. We used expert elicitation to derive the auxiliary dataset. Using our SDM, 
we compared an intensively managed area in the Central Platte River Valley to the entire 
study area as well as to a similar habitat complex in northern Nebraska—the Niobrara 
National Scenic River. Environmental and geographic features influenced the distribution 
of whooping crane abundance. Sampling bias varied widely across the study area and 
influenced predictions. Our results suggest whooping crane abundance was 56.50 
(33.41−90.00; 95% confidence interval) times higher per unit area in Central Platte River 
Valley as compared to the entire state of Nebraska and 44.94 (9.14−592.25; 95% 
confidence interval) times higher when compared to the Niobrara National Scenic River. 
Predictions and inference from SDMs can be sensitive to sampling bias inherent in 
presence-only data. We found expert elicitation was a viable method to obtain auxiliary 
data required to explore and correct for sampling bias. Our results show the distribution 
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of whooping crane abundance varied greatly across Nebraska. When compared to the 
entire study area and a similar habitat complex, our results indicate the Central Platte 
River Valley supports the greatest abundance of whooping crane use.  
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INTRODUCTION 
Whooping cranes are an endangered migratory avian species with only a single 
self-sustaining population of <300 individuals remaining. This remnant population 
overwinters in and around Aransas National Wildlife Refuge in southern Texas, USA and 
nests during the summer in and around Wood Buffalo National Park of Canada. The 
approximately 4,000 km migrations are undertaken individually or in small groups and 
include multiple stopovers that last from several hours to several weeks. Stopovers 
provide much needed rest and food during the migration and are critical to the survival of 
individual whooping cranes and the species.  
In 1978, a portion of the Central Platte River Valley in Nebraska, USA was 
designated as critical habitat under the Endangered Species Act (Federal Register 43 FR 
36588−36590). Migratory habitat restoration and preservation has been a goal of a 
multistate-federal cooperative agreement known as the Platte River Recovery 
Implementation Program (Program; Freeman 2010; Smith 2011). The Program 
intensively manages a 1,815 km2 area that overlaps, but extends east beyond the area 
designated as critical habitat within the Central Platte River Valley (known as the 
Program associated habitat area). A prerequisite for successful management within the 
Program associated habitat area is determining the environmental and geographic features 
that influence the distribution of whooping cranes during migration. To accomplish this 
goal locally, systematic aerial surveys were established within the Program associated 
habitat area in 2001 and were conducted daily during spring and fall migration seasons. 
The aerial surveys located 72 whooping crane groups between 2001−2006, which 
included an unknown number resightings (i.e., same whooping crane group observed on 
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different days; Howlin et al. 2008). These records have been the primary source of data 
used to guide Program habitat restoration and management efforts for whooping cranes to 
date. 
Opportunistic sightings of whooping cranes have been recorded by the United 
States Fish and Wildlife Service (USFWS) within the state of Nebraska since 1975 
(Figure 6-1; Austin & Richert 2001). As of 2013, this database totaled 589 records with 
most records (77%) occurring in the last 25 years. These data represent the largest and 
longest running dataset that could be used to inform habitat management activities for 
whooping cranes. Identifying areas that support a high abundance of whooping cranes is 
important for directing management actions. 
Our goals here are threefold: 1) develop new analytical methods to facilitate the 
analysis of the USFWS whooping crane database and application of our SDM, 2) provide 
an updated analysis of the USFWS whooping crane database, and 3) develop a predictive 
species’ distribution model that could be used to identify areas that support a high 
abundance of whooping crane use. In particular, it is clear that sampling bias cannot be 
ignored. Put more concretely, the apparent importance of the Program associated habitat 
area, based on the number of crane groups observed within the Program area (Figure 6-
1), could be solely attributed to sampling bias. Here we develop methods to correct for 
sampling bias, which has only recently been discussed in literature on opportunistic 
presence-only data (Pearce & Boyce 2006; Araújo & Guisan 2006; Phillips et al. 2009; 
Kéry 2011; Dorazio 2012; Hefley et al. 2013a; Monk 2013; Warton et al. 2013; Yackulic 
et al. 2013; Kramer-Schadt et al. 2013; Lahoz-Monfort et al. 2013).  
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METHODS 
Whooping crane data 
Opportunistic sightings of whooping crane groups were recorded starting in 1943 
and systematically since 1975 for the state of Nebraska (Austin & Richert 2001). These 
data were a collation of citizen reports, opportunistic reports from biologists, and 
systematic observations from biologists (e.g., aerial surveys). All confirmed reports were 
verified by a qualified biologist or with hard evidence such as a photograph. These data 
consist of a variety of information including the date and location of the observed 
whooping crane group, the number of whooping cranes in the group, and the accuracy of 
the recorded geographic location. The accuracy of the recorded locations was highly 
variable. A majority of locations were identified by local landmarks or to the Public Land 
Survey System at a section level or smaller, which identified the location of the crane 
group as the center of a square area ≤2.56 km2 (Hefley et al. 2013b).  
For our analysis, we used all opportunistic crane group records from 1988–2012 
that were obtained when the birds were not flying and had a location accuracy attribute of 
landmark or an accuracy of a PLSS section or less; this resulted in a total of 407 crane 
group locations out of a possible 589 records (i.e., 69%; Figure 6-1). We choose the time 
period 1988–2012 so that the time period the records were observed roughly 
corresponded to the time period that land cover data was available and because including 
records prior to 1988 would have resulted in only a small increase of 33 location records. 
We derived environmental predictors from the 1992, 2001, and 2006 National Landover 
Cover Dataset (NLCD) using observations from 1988–1996, 1997–2004, and 2005–2012, 
respectively (Vogelmann et al. 2001; Homer et al. 2007; Fry et al. 2011). We 
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amalgamated landcover classes to result in the following nine land class predictors: 
water, development, barren land, forest, grassland, pasture/hay, crops, woody wetlands, 
and emergent herbaceous wetlands (Table 6-1). We constructed a 0.5 km, 1.0 km, 2.5 
km, 5.0 km, and 10.0 km radius buffer around each crane group location and calculated 
the percentage of each landcover class within each buffer. We included predictor 
variables latitude and longitude for each crane group location and the day, month, and 
year the crane group was first reported. We also included the annual census of the 
Aransas-Wood Buffalo population as a predictor (Butler et al. 2013). We included the 
annual census as a predictor, because we would expect there to be a positive relationship 
between the abundance of whooping cranes in Nebraska and the number of whooping 
cranes in the total population. In total, our analysis of presence-only group location data 
included 51 predictors.  
There was no single natural scale to choose as the buffer size a priori; we chose 
buffers ≥0.5 km radius because this radius buffer was the smallest area that resulted in 
minimal bias caused by measurement error in most of the environmental predictors due to 
the accuracy of the locations (Hefley et al. 2013b). We chose the largest buffer to have a 
radius of 10.0 km because it seemed like a reasonable distance beyond which 
environmental characteristics would have minimal influence on the distribution of 
whooping cranes. Choosing several buffer sizes from 0.5 km to 10.0 km in radius 
allowed us to use statistical methods to evaluate, rather than assume, the influence of 
spatial scale on the distribution of abundance (Bradter et al. 2013).  
Detection and reporting data 
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Many whooping crane records were reported opportunistically and the USFWS 
suggested that detection bias should not be ignored in our analysis. Sampling bias can 
result when non-standardized sampling methods are employed and likely affected the 
data we analyzed when whooping crane groups that occurred in the study area were not 
detected or reported to the USFWS or the USFWS was unable to confirm the sighting 
(Hefley et al. 2013a). We collectively refer to this sampling bias as non-detection 
sampling bias, and henceforth we will refer to the probability that a whooping crane 
group was detected, reported, and confirmed, conditional on being present, as the 
probability of detection (𝑝det). Other forms of sampling biases, such as false-positives 
and non-detection of individuals within a group, were unlikely. False-positives were 
unlikely because reported whooping crane sightings were confirmed by qualified 
biologists or hard evidence (e.g., photograph). Non-detection of individuals within a 
group was unlikely because confirmed whooping crane groups were usually monitored 
by biologists and individual whooping cranes within a group tend to be highly aggregated 
and visible. 
Correcting for non-detection of groups required us to estimate the probability of 
detection from auxiliary data as presence-only data contains no information about the 
detection process (Hefley et al. 2013a). Unfortunately, auxiliary data that could be used 
to estimate the probability of detection were not collected during our study period, 
1988−2012. Furthermore, it is not clear how such data would be collected for most 
studies that utilize opportunistic presence-only records of animals (see Hefley et al. 
(2013a) for examples).  
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 An alternative source of information about the detection process from 1988−2012 
was expert knowledge (Hefley et al. 2013a). A wide variety of expert knowledge has 
been used in ecological studies including elicitation of prior distributions for Bayesian 
statistical analyses and elicitation of data from experts (Lele & Allen 2006; Perera et al. 
2012; Martin et al. 2012). With regard to the USFWS database, the issue of accounting 
for differences in probabilities of detection across the landscape had been discussed in 
depth by the USFWS, Program, and a group of whooping crane experts (experts). We 
elicited data to estimate probabilities of detection from the experts. Our goal for selecting 
experts was to identify all individuals with ≥10 years’ of relevant field experience with 
whooping cranes and that had knowledge of the detection process as it relates to the 
USFWS opportunistic sightings database. All of our experts were past or current 
members of an organization that participated in whooping crane research and recovery 
efforts or had participated in relevant discussion and research with such an organization.  
We present our elicitation process in Appendix 6-A, but in summary, our process 
was similar to that of Lele & Allen (2006) and involved eliciting data (i.e., estimates of 
𝑝det). The experts were allowed to choose as many point locations within Nebraska as 
they felt they had reasonable knowledge of and could provide an estimate of the 
probability a whooping crane group consisting of i birds would be detected (i.e., 𝑝det for 
i=1, 3, 5, 10, 20). The experts were also asked to provide the day, month, and year within 
the time span of 1988−2012 for which the estimate of 𝑝det was valid. We analyzed the 
elicited 𝑝det data using the same nine land class predictors and five buffer sizes as the 
presence-only group location data. We included the day, month, and year provided by the 
expert as well as the latitude and longitude of point locations as predictors. In addition, 
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we included crane group size and a categorical predictor that allowed for an effect of our 
experts. In total, analysis of the expert data included 52 predictors.  
The analysis of expert data was used to predict the probability of detection (𝑝det̂  ). 
Predictions of 𝑝detwere averaged across all individual experts who successfully 
responded. Because our analysis included a large number of predictors (i.e., >50) and our 
goal was prediction, we used boosted regression trees (BRT) for our statistical analysis 
(Elith et al. 2008; see Appendix 6-B for details of our analysis). The 𝑝det̂  was used to 
correct the species distribution model results for the 407 opportunistic records (Hefley et 
al. 2013a). If 𝑝det̂  was unbiased, correcting the SDM using 𝑝det̂  resulted in a distribution 
of whooping crane abundance that was unbiased with respect to non-detection sampling 
bias (Hefley et al. 2013a). 
Species distribution model 
We developed an SDM of the distribution of abundance of whooping cranes using 
a marked inhomogeneous Poisson point process model (mIPPM; Hefley et al., 2013a). 
Recently, multiple authors have unified methods for presence-only data by demonstrating 
many previously developed methods (e.g., MAXENT, logistic regression) are, in some 
form, approximating an inhomogeneous Poisson process model (IPPM; Warton & 
Shepherd 2010; Dorazio 2012; Fithian & Hastie 2013; Renner & Warton 2013). It would 
not be appropriated to use the standard IPPM to model the distribution of abundance of 
whooping cranes because individual whooping cranes were present in groups. 
Dependence between locations of individuals within a group results in correlation among 
points and an assumption of an IPPM is that the points are independent. We developed a 
mIPPM to remediate the dependencies and to explicitly incorporate group size in our 
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model (Hefley et al. 2013a). Our mIPPM used an inhomogeneous Poisson point process 
distribution to model the distribution of crane groups and a zero-truncated Poisson 
distribution to model group size.  
The mIPPM can be used to estimate and predict intensities of group abundance 
(𝜆(𝒙1)gi) which may vary due to the predictors (𝒙1). Similarly, the zero-truncated 
Poisson model can be used to estimate and predict expected group size (𝜆(𝒙2)gs; i.e., the 
rate parameter of a Poisson distribution describing the group size), which may depend on 
the same or different predictors (𝒙2). As in Hefley et al. (2013a), we multiplied group 
intensity (𝜆(𝒙1)gi) by the expected group size (𝜆(𝒙2)gs) to model intensity of abundance 
(𝜆(𝒙1, 𝒙2)abun): 
 𝜆(𝒙1, 𝒙2)abun = 𝜆(𝒙1)gi × 𝜆(𝒙2)gs.  (6-1) 
The strength of the mIPPM is that it allows us to explicitly model 𝜆(𝒙1)gi and 𝜆(𝒙2)gs 
separately using predictors. We are unaware of methods, other than ours, that would 
allow group size to be explicitly modeled using predictors; dependence of group sizes on 
predictors should be considered when group sizes may vary due to environmental and 
geographic features. To correct for non-detection and incorporate the uncertainty of 𝑝det̂  
from the detection model, we developed a two-phase non-parametric bootstrapping 
algorithm (Hefley et al., 2013a; Appendix 6-B). Samples from the empirical distribution 
of 𝜆(𝒙1, 𝒙2)abun were obtained from the bootstrapping algorithm and were summarized 
to make predictions and calculate associated confidence intervals (CIs; Efron & 
Tibshirani 1994; Hefley et al. 2013a).  
Our mIPPM included 51 predictors (i.e., 𝒙1and 𝒙2 include the same predictors). 
This is a large number of predictors, many of which were highly correlated (e.g., the 
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percentage of water within 5.0 km and 10 km), have second or higher order interactions, 
and the effects may be nonlinear. Because of collinearity, high level interactions and 
nonlinear effects used in traditional regression analyses would be difficult to model. Our 
goal was to produce a model that could be used to make predictions to inform habitat 
management activities. Because of this goal and the difficulties of interpreting results of a 
traditional regression analysis with >50 predictors, we choose to use BRTs to estimate 
𝜆(𝒙1)gi and 𝜆(𝒙2)gs (Hefley et al. 2013a; Hastie & Fithian 2013). Our analysis was quite 
involved because of the two-phase non-parametric bootstrap of the BRTs. The details of 
our analysis can be found in Appendix 6-2. We used program R (version 3.0.1) for all 
statistical computing (R Development Core Team 2013).  
Application 
The 𝜆(𝒙1, 𝒙2)abun is a quantity that can be used to calculate the expected relative 
abundance (𝐸(𝜆abun)) of whooping cranes per unit area for a geographic extent (note 
hereafter we suppress the dependence on 𝒙1 and 𝒙2 for clarity). The 𝐸(𝜆abun) is 
proportional to the expected relative abundance for an extent in that the expected relative 
abundance for an extent is 𝐸(𝐴𝜆abun)) where 𝐴 =
area of extent
200,520 km2
 and the denominator is the 
area of the state of Nebraska. The 𝐸(𝜆abun) can be estimated by evaluating the multi-
dimensional integral:  
 𝐸(𝜆abun) = ∫ … ∫ 𝜆(𝒙1, 𝒙2)abun𝑑𝒙𝟏𝑑𝒙𝟐. (6-2) 
Although calculating 𝐸(𝜆abun) may appear difficult, it is easily approximated by 
 𝐸(𝜆abun) ≈
1
𝑞
∑ 𝜆(𝒙1,𝑖, 𝒙2,𝑖)abun
𝑞
𝑖=1  (6-3) 
which is the average intensity of abundance calculated at q points within an extent. The 
location of the q points can be random or systematic, but the total number should be large 
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enough so that 𝐸(𝜆abun) is well approximated. When making comparisons between two 
extents, we report the ratio of expected relative abundance 
 
𝐸𝑎(𝜆abun)
𝐸𝑏(𝜆abun)
 (6-4) 
where 𝐸𝑎(𝜆abun) and 𝐸𝑏(𝜆abun) are the expected relative abundance per unit area for 
extents a and b, respectively. The same metric could be used inform habitat management 
decision (see Management implications). We drew 1,000 samples from the empirical 
distribution of equation 4 using our two-phase nonparametric bootstrapping algorithm 
(Appendix 6-2). We calculated the median of this empirical distribution as a point 
estimate of equation 4 and calculated 95% confidence intervals (95% CI) using equal-
tailed percentiles (Efron & Tibshirani 1994). We compared estimates of equation 4 and 
95% CIs for all combinations of the state of Nebraska (q≈100,000; area=200,520 km2), 
the Program associated habitat area (q=10,000; area=1,815 km2) and the Niobrara 
National Scenic River (q=10,000; area=656 km2). Comparing the estimates and CIs of 
equation 4 for the Program associated habitat area to the state of Nebraska and Niobrara 
National Scenic River area allowed us to assess if the Program associated habitat area 
supported a high relative abundance of whooping cranes and therefore was potentially the 
most appropriate area in Nebraska to manage as stopover habitat. The same approach 
could be used to determine the value, in terms of expected relative abundance of 
whooping cranes, for past and future management actions in addition to restoration and 
acquisition of conservation property within the state of Nebraska (see Management 
implications).  
The Niobrara National Scenic River area extent was developed by placing a 4.802 
km (3 mile) radius buffer around a 52 km stretch of the Niobrara National Scenic River 
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area. The radius of the buffer was chosen to be similar to that used to define the Program 
associated habitat area. The stretch of the Niobrara National Scenic River area was 
chosen because the extent appeared to have a high intensity of abundance, but low 
probability of detection (Figures 6-1, 6-2, & 6-C2). Though we selected the Niobrara 
National Scenic River area for illustrative purposes, any area within the state of Nebraska 
could be compared to the Program associated habitat area or any other area of interest 
within the state.  
For our analysis, we produced heat maps of the 𝜆abun over a systematic grid of 
points for the entire state of Nebraska (q≈100,000), the Program associated habitat area, 
(q≈100,000), and the Niobrara National Scenic River area (q≈ 100,000). To make our 
results easier to interpret, we scaled 𝜆abun so that 𝐸(𝜆abun) = 1 for the state of Nebraska. 
Therefore an estimate of 𝜆abun = 𝑦 for a point means that the relative intensity of 
abundance for the point is y times greater or less than the average of the state of 
Nebraska. We truncated values of 𝜆abun > 100 presented in the heat maps so that the few 
extreme values did not dominate the color scale. This resulted in truncating less than 
0.15%, 8.31%, and 0.07% of q points for Nebraska, the Program associated habitat area, 
and the Niobrara National Scenic River area, respectively in Figures 6-2–6-4.  
We reported results for when non-detection sampling bias was corrected (i.e., 𝑝det̂  
from the expert data) and when the bias was ignored (i.e., 𝑝det̂ =1 for all locations). We 
choose to present results of both analyses so they could be compared and the influence of 
non-detection sampling bias on interpretation and inference could be assessed. 
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RESULTS 
 Of the 12 experts identified and contacted, nine agreed to participate in the 
elicitation process, but only seven provided what we deemed to be adequate data (see 
discussion in Appendix 6-1). The seven experts who provided data used in our study had 
an average of 21.2 (SD=7.4; range 10−30) years of experience with whooping cranes 
with an average of 21.0 (SD=7.9; range 10−30) years of experience within the state of 
Nebraska. In total, the seven experts provided 206 points across the state of Nebraska 
which resulted in a total of 1,030 elicited probabilities of detection (i.e., 206 points × 5 
group sizes = 1,030). The experts provided a wide range of probabilities of detection 
(0.00‒0.99) over a large geographic area. The average predicted probability of detection 
(𝑝𝑑𝑒𝑡̂ ) for the 407 opportunistic whooping crane observations was 0.44 (range 
0.12−0.91). The 𝑝det̂  for Nebraska varied from 0.06 to 0.95 with an average of 0.43 
(Figure 6-C1). Similarly, the 𝑝det̂ varied widely across the Program associated habitat 
area ranging from a minimum of 0.11 to a maximum of 0.93 with an average of 0.58 
(Figure 6-C2). For the Niobrara National Scenic River area, the average 𝑝det̂  was lower 
(0.18) and varied from 0.07 to 0.47 (Figure 6-C3). 
The scaled intensity of abundance (𝜆abun) varied widely across the state. High 
intensities of abundance were generally along river systems between 98°W and 100°W 
(Figure 6-2). Similarly, the scaled 𝜆abun varied widely across the Program associated 
habitat and Niobrara National Scenic River areas with the highest intensities of 
abundance occurring in the river channels (Figures 6-3 & 6-4). The heat map of 𝜆abun for 
the Program associated habitat area was similar whether we ignored or corrected for non-
detection sampling bias (Figure 6-3). In contrast, the heat maps for the Niobrara National 
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Scenic River area showed a noticeable increase in 𝜆abun within the river channel when 
we corrected for non-detection sampling bias (Figure 6-4). When non-detection sampling 
bias was corrected, the increase in 𝜆abun within the river channel of the Niobrara 
National Scenic River area was visible in the heat map of Nebraska (Figure 6-2). 
When non-detection sampling bias was ignored, the ratio of expected relative 
abundance (eq. 6-4) was 55.11 (21.67−200.98; 95% CI) for the Program associated 
habitat area compared to the state of Nebraska, 0.07 (0.01−0.55; 95% CI) for the 
Niobrara National Scenic River area compared to the state of Nebraska, and 776.75 
(108.10−8868.31; 95% CI) for the Program associated habitat area compared to the 
Niobrara National Scenic River area (Table 6-2). When non-detection sampling bias was 
corrected, the ratio of expected relative abundance was 56.50 (33.41−90.00; 95% CI) for 
the Program associated habitat area compared to the state of Nebraska, 1.29 (0.08−6.11; 
95% CI) for the Niobrara National Scenic River area compared to the state of Nebraska, 
and 44.94 (9.14−592.25; 95% CI) for the Program associated habitat area compared to 
the Niobrara National Scenic River area (Table 6-2).  
 
DISCUSSION 
Effects of non-detection sampling bias 
Correcting for non-detection sampling bias influenced our results and revealed 
areas of Nebraska that may be valuable habitat for whooping cranes that otherwise would 
not have been identified if non-detection sampling bias was ignored. Most notably, values 
of 𝜆abunwithin and close to the river channel of the Niobrara National Scenic River area 
were much larger when we corrected for non-detection sampling bias. Similarly, the ratio 
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of expected relative abundance (eq. 6-4) for the comparison of the Niobrara National 
Scenic River area to the state of Nebraska was >18 times larger when non-detection 
sampling bias was corrected (1.29 vs. 0.07). Although we could not conclude the estimate 
of 1.29 was significantly different from the estimate of 0.07, our results suggest the 
Niobrara National Scenic River would be undervalued if non-detection sampling bias was 
ignored.  
Non-detection sampling bias has the potential to drive all patterns in 𝜆abun. (e.g., 
Figures 6-2−6-4; Hefley et al., 2013a). The effects of non-detection sampling bias cannot 
be determined without an auxiliary data set unless strong assumptions about the detection 
process are made (Hefley et al. 2013a). These strong assumption include at least one of 
the following: 1) detection is perfect (i.e., 𝑝det=1) for all records; 2) detection is constant 
throughout the study area; or 3) the predictors that influence 𝑝det are distinct and 
uncorrelated with those that influence 𝜆abun (Hefley et al. 2013a). Since non-detection 
sampling bias can influence the results of SDM and because these assumptions about 𝑝det 
are impossible to verify without auxiliary data, we recommend future researchers: 1) 
obtain auxiliary data to estimate 𝑝det and 2) attempt to correct for sampling bias that is 
inherent in most presence-only data. We demonstrated how to use expert knowledge to 
derive a data set to correct for non-detection sampling bias. For the whooping crane 
records used in our analysis, expert elicitation was the only viable method to obtain data 
to estimate sampling or detection bias, however, other methods and types of data may 
exist for other studies (Hefley et al. 2013a). 
Management implications 
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High intensities of whooping crane abundance are associated with river channels 
and associated habitats in the central part of Nebraska. The Program associated habitat 
area appears to be the most used habitat complexes within the state of Nebraska (Figure 
6-2). It would be difficult to find another contiguous area of similar size (1,815 km2) that 
supports equally high values of 𝜆abunwithin the state of Nebraska. Using the methods 
developed for this study, this conclusion appears to be robust to non-detection sampling 
bias. The ratio of expected relative abundances are much greater than 1.0 and the 95% CI 
do not include 1.0 when the Program associated habitat area is compared to the state of 
Nebraska and the Niobrara National Scenic River area.  
 Our results do not suggest that the Niobrara National Scenic River area is not 
important habitat for whooping cranes, only that the Program associated habitat area has 
a greater expected relative abundance of whooping cranes per unit area when compared 
to the Niobrara National Scenic River area and Nebraska. A goal of the Program is to 
manage land and water within the Program associated habitat area to contribute to the 
survival of whooping cranes during migration. However, measuring and developing 
causative or even correlative relationships between whooping crane survival and 
predictors would be very difficult and most likely could only be accomplished with a 
long-term telemetry study. Our study does not make the link between the distribution of 
whooping crane abundance and survival (Van Horne 1983); that is, one cannot assume 
that larger values of 𝜆abun indicate an increase in the survival of whooping cranes during 
migration. Larger values of 𝜆abun only suggest that more whooping cranes would be 
expected to be present. This is a limitation of our study and other studies that use SDM to 
inform management of threatened and endangered species (Tyre et al. 2001). However, 
196 
 
 
 
given the limitation of available data and the need for timely management actions (e.g., 
habitat acquisition, results of our SDM may be the best available alternative to a long-
term telemetry study.  
 We demonstrated our methods by comparing the ratio of expected relative 
abundance (eq. 6-4) for the Program associated habitat area, the Niobrara National Scenic 
River area, and the state of Nebraska. The interpretation of the ratio of expected relative 
abundance is simple. For example, the Program associated habitat area compared to the 
entire state of Nebraska had a ratio of expected relative abundance of 56.50 
(33.41−90.00; 95% CI) when corrected for non-detection sampling bias. This suggests 
that per unit area, we would expect 56.50 times more whooping cranes within the 
Program associated habitat area compared to the entire state of Nebraska. The same 
metric could be used to inform habitat management decision. For example, consider the 
situation in which two parcels of land are available for purchase. For illustration, parcel A 
has an extent of 1 km2 and parcel B has an extent of 2 km2 and both parcel A and B could 
be purchased for $1 million each. Using our SDM we can estimate the ratio of expected 
relative abundance for each parcel (eq. 6-4). For this example comparing parcel A to B, 
our estimate is 4.0, that is, we would expect there to be four times as many whooping 
cranes (per km2) within parcel A compared to B. Because parcel B is twice the size of 
parcel A, we would need to rescale the estimate by the area of each parcel with 
 
1 km2
2 km2
× 4.0 = 2.0.  (6-5) 
The estimate of 2.0 indicates we would expect twice as many whooping cranes to use 
parcel A compared to parcel B. If maximizing the expected number of whooping cranes 
was the only goal of acquiring parcel A or B, then parcel A would be worth twice as 
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much as parcel B. Similar estimates and calculations could be used to compare alternative 
management actions such as habitat restoration.  
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Table 6-1. Amalgamation of the 1992, 2001, and 2006 National Land Cover Database 
land classes, by land class number, used to create the predictors in our analyses. 
 
 1992 NLCD  2001 NLCD 2006 NLCD 
Predictor name      land class   land class land class 
 
Water  11      11       11 
Development      21, 22, 23, 85 21, 22, 23, 24 21, 22, 23, 24 
Barren land  31  31   31 
Forest      41, 42, 43, 51 41, 42, 43, 52 41, 42, 43, 52 
Grassland  71  71   71 
Pasture/hay  81  81   81 
Crops      82, 83  82   82  
Woody wetlands  91  90   90  
Emergent herbaceous wetlands 92  95   95 
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Table 6-2. Estimated ratio of expected relative abundance (
𝐸𝑎(𝜆abun)
𝐸𝑏(𝜆abun)
; eq. 6-4) comparing 
the Program associated habitat area to the state of Nebraska, the Niobrara National Scenic 
River area to the state of Nebraska, and the Program associated habitat area to the 
Niobrara National Scenic River area. Ninety-five percent confidence intervals are 
reported for the estimate. Estimates were obtained from the analysis when non-detection 
sampling bias was ignored and corrected for.  
 
 Non-detection Ratio of expected  95% confidence 
Comparison corrected for relative abundance interval 
 
Program vs. Nebraska No 55.11  21.67 − 200.98 
Niobrara vs. Nebraska No 0.07  0.01 − 0.55 
Program vs. Niobrara  No 776.75  108.10 − 8868.31 
Program vs. Nebraska Yes 56.50  33.41 − 90.00 
Niobrara vs. Nebraska Yes 1.29  0.08 − 6.11 
Program vs. Niobrara Yes 44.94  9.14 − 592.25 
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Figure 6-1. Map showing the location of opportunistic records (n=407) of whooping 
crane group locations within the state of Nebraska, USA from 1988–2012. Whooping 
crane group sizes varied from 1–21. The 407 records were the presence-only data used in 
our analysis. The area outlined in gold is the Program associated habitat area and the area 
outlined in green is the Niobrara National Scenic River area. 
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Figure 6-2. Heat maps of the intensity of abundance (𝜆abun) for whooping cranes in the 
state of Nebraska, USA. Note  𝜆abun was scaled so that the average for Nebraska was 1.0. 
We truncated values of 𝜆abun > 100 in the heat maps so that a few (≤0.15% of the 
pixels) extreme values did not dominate the color scale. The top heat map (a) shows 
results when non-detection sampling bias was ignored and the bottom heat map (b) shows 
results when the bias was corrected. The area outlined in gold is the Program associated 
habitat area and the area outlined in green is the Niobrara National Scenic River area. 
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Figure 6-3. Heat maps of the intensity of abundance (𝜆abun) for whooping cranes in the 
Program associated habitat area. Note  𝜆abun was scaled so that the average for Nebraska 
was 1.0. We truncated values of 𝜆abun > 100 in the heat maps so that a few (≤8.31% of 
the pixels) extreme values did not dominate the color scale. The top heat map (a) shows 
results when non-detection sampling bias was ignored and the bottom heat map (b) shows 
results when the bias was corrected. 
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Figure 6-4. Heat maps of the intensity of abundance (𝜆abun) for whooping cranes in the 
Niobrara National Scenic River area. Note  𝜆abun was scaled so that the average for 
Nebraska was 1.0. We truncated values of 𝜆abun > 100 in the heat maps so that a few 
(≤0.07% of the pixels) extreme values did not dominate the color scale. The top heat map 
(a) shows results when non-detection sampling bias was ignored and the bottom heat map 
(b) shows results when the bias was corrected.  
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APPENDIX 6-A 
Expert elicitation process 
Selection of whooping crane experts 
 The authors initially compiled a list of possible whooping crane experts (experts) 
that would be asked to participate in our study. Our goal was to identify individuals that 
had ≥10 years’ of relevant field experience during the study time period of 1988–2012 
with whooping cranes and had thought about the detection process as it relates to the 
USFWS opportunistic sightings data. Our initial list of experts was then presented to the 
technical advisory committee (TAC) of the Platte River Recovery Implantation Program 
(Program). Many of the experts initially proposed by the authors were either members of 
the TAC or had participated in relevant discussion and research with the TAC. The TAC 
was asked to add or exclude any additional experts. The TAC added one expert and did 
not exclude any of the experts we initially proposed. This resulted in a total of 12 
potential experts.  
Recruiting whooping crane experts  
 We contacted the 12 experts a minimum of three times via e-mail over a period of 
two months (June–July, 2013). In each email we invited the expert to participate and 
provided a copy of the elicitation instruction (see elicitation instructions on page 2). 
Although we allowed for the expert to conduct the elicitation process independently, we 
highly recommended that the elicitation session be preceded by a meeting with the 
elicitor (Trevor Hefley). Nine of the 12 experts agreed and participated in the study.  
Elicitation process 
In the ideal circumstance, the expert would meet in person with the elicitor. The 
elicitor would give a 15−20 minute informational presentation to the expert. The 
presentation would be followed with a question and answer session. After the question 
and answer session a computer would be available for the expert to provide data. At the 
agreement of the expert, the elicitor would be present during the elicitation process to 
answer question, provide technical assistance, and assist the expert in thinking about the 
detection process. Of the nine experts that agreed to participate in the study, seven 
elicitation sessions were conducted in person with the elicitor present. The remaining two 
experts that responded could not meet in person with the elicitor. Instructions were 
provided for these two experts via Skype or telephone. Unexpectedly, both experts 
provided very few points (n=3 and n=6) as compared to the seven other experts (range 
n=18–42). In addition, the data were incomplete (e.g., probabilities of detection were not 
provided for group sizes of 10 and 20) and based on the comments provided it appeared 
that at least one of the experts may have confused probability of whooping crane 
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detection with probability of whooping crane use. When contacted and asked to provide 
corrections, the experts were unresponsive so we excluded the data from these two 
experts from our analysis. We expect that excluding the data provided by these two 
experts from our analysis had minimal effects on our results.      
Elicitation instructions  
Background information 
1. The United States Fish and Wildlife Service (USFWS) has recorded and maintained a 
database that contains all confirmed opportunistic whooping crane group sightings in 
the state of Nebraska since 1975. The opportunistic records could have been reported 
by a non-scientist, a USFWS staff person or other scientist. These reports were then 
confirmed by a qualified individual or hard evidence (e.g., photograph) and were 
recorded in the USFWS database. 
 
2. Many whooping crane experts and the USFWS believe the probability that a 
whooping crane group is detected, reported, and confirmed (i.e., results in a record in 
the USFWS database) is variable across the state of Nebraska and has changed over 
time. 
 
3. Our goal is to use your expert knowledge to gain a better understanding of the bias 
that may exist in these opportunistic records. 
Instructions 
1. Open Google Earth. The investigator (Trevor Hefley) will provide a computer during 
the survey, but if you would like to prepare before the survey you can download 
Google Earth (http://www.google.com/earth/download/ge/agree.html) and install the 
program on your computer. After Google Earth has been installed, zoom to the state 
of Nebraska. 
 
2. During the survey, you will be asked to choose several points (at least three) in 
Nebraska that you are familiar with respect to the probability that a whooping crane 
group would be detected, reported, and confirmed (i.e., results in a recorded in the 
USFWS data base; hereafter, probability a whooping crane group is recorded). Based 
on your expert knowledge, these points may be places you think would have high or 
low probability of being recorded and may be as close or as far away from each other 
as you desire. You will be asked to provide as many points as you feel are needed to 
represent your knowledge. 
3. You will be asked to insert a placemark at each point you select. The placemark icon 
 is located in the upper left portion of the tool bar. You will place a pin at each 
point you feel comfortable providing information about (see screenshot below). 
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4. After you insert a placemark, a dialog box will pop up when you click on the 
placemark icon. You will name the placemarks in sequential order (e.g., point 1, point 
2, etc.). 
 
 
5. In the description tab of the placemark dialog box, you will be asked to provide an 
exact date (month/day/year) for each point for which the data you provide in step 6 is 
valid; however, the date must be between 1988−2012. Note, in Google Earth you can 
change the year of the satellite imagery to best represent the timeframe about which 
you are providing information. To change the imagery, 
click on the  icon in the upper tool bar and a slide 
bar should appear (see right). You will adjust the slider to the imagery closest to the 
date you provided.  
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6. Based on your knowledge, provide data about the probability a whooping crane group 
is recorded on the ground (i.e., not an aerial only record). This will require you to 
enter five probabilities in the description box. 
a. The probability that a whooping crane group consisting of a single individual (i.e., 
group size of one) is recorded. 
b. The probability that a whooping crane group consisting of 3 individuals (i.e., group 
size of 3) is recorded. 
c. The probability that a whooping crane group consisting of 5 individuals is recorded. 
d. The probability that a whooping crane group consisting of 10 individuals is recorded. 
e. The probability that a whooping crane group consisting of 20 individuals is recorded. 
 
When finished, you will click  in the placemark dialog box.  
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7. If you would like to provide multiple dates for a single point, treat the additional dates 
as unique placemarks. For example you might be able to provide data for an 
additional date at the same location as point 1. To do this, you will change the year of 
the satellite imagery (see step 5), insert a new placemark and repeat step 6. 
 
 
  
8. You will be asked to provide information at as many 
points you feel are needed to represent your knowledge, 
but at a minimum, at least three points. To save your 
work highlight  in 
the upper left hand corner of the screen and press 
Ctrl+S. You can name the file as you wish. You will 
also be asked to answer the questions on page 6, but you 
can answer the questions prior to our survey if you wish. 
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Additional Questions 
1. How many years have you worked with whooping cranes? 
 
 
2. How many of the years have you worked with whooping cranes in Nebraska? 
 
 
 
3. Do you know of other whooping crane experts that could provide the information we 
are looking for? 
Names Contact Information 
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 
4. Would you have provided information at additional locations or timeframes if you 
had more time, or do you feel the number of points you provided is representative of 
your knowledge of whooping cranes? 
 
 
 
5. Additional comments 
 
  
  
216 
 
 
 
APPENDIX 6-B 
Details of statistical analyses 
 Our analyses involved two data sets: 1) a detection data set collected from the 
whooping crane experts and associated predictors and 2) opportunistic presence-only data 
that contained location, group size, observation date, and associated predictors. In a 
previous manuscript, we developed a two-phase nonparametric bootstrap algorithm for 
the analysis of marked presence-only data with non-detection sampling bias using a 
marked inhomogeneous Poisson point process model (mIPPM; Hefley et al., 2013). The 
bootstrapping algorithm was required to integrate over the uncertainty in the detection 
process to obtain valid confidence intervals (CIs). We present the algorithm from Hefley 
et al. (2013) here: 
1) Draw a bootstrap sample from the detection data set. 
2) Fit an appropriate model to the detection data set. 
3) Draw a bootstrap sample from the presence-only data that includes group size 
marks. 
4) Estimate 𝑝det for each location for the bootstrap sample in step 3 using the 
fitted model from step 2. 
5) Fit an IPPM that weights the log-likelihood function using 
1
𝑝det̂
 and save 
coefficient estimates or predicted values of 𝜆gi.  
6) Fit a model to group size that weights the log-likelihood function using 
1
𝑝det̂
 and 
save coefficient estimates or predicted values of 𝜆gs.  
7) Repeat steps 1−6 to obtain b bootstrap samples. 
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Note, bootstrapping is not required to get estimates of 𝑝det, 𝜆(𝒙1)gi, or 𝜆(𝒙1)gs, hence 
steps 2, 4, 5, and 6 can be applied without bootstrapping (i.e., to the full data set) if CIs 
on 𝜆(𝒙1)gi, 𝜆(𝒙1)gs or any derived estimand (e.g., 𝜆(𝒙1, 𝒙2)abun) are not needed (e.g., 
when making predictive heat maps). 
The detection data set has 52 predictors, the presence-only data set has 51 
predictors, and the group size marks has 51 predictors. This is a large number of 
predictive features of which many are highly correlated (e.g., the percentage of water 
within 5.0 km and 10.0 km), many likely have second or higher order interactions, and 
many effects may be nonlinear. Because of the large number of predictors, collinearity, 
potential for high level interactions, and nonlinear effects, traditional regression analysis 
as conducted in Hefley et al. (2013a) would likely be unproductive. Our goal here was to 
produce a model that could be used to make inference from predictions and that could be 
used inform habitat management actions. Because of this goal and the difficulties of a 
traditional regression analysis, we choose to use boosted regression trees (BRTs; Elith et 
al. 2008) which can be used to estimate 𝑝det, 𝜆(𝒙1)gi of the IPPM (Fithian & Hastie 
2013), and 𝜆(𝒙1)gs of the zero-truncated Poisson (ztP) distribution (i.e., steps 2, 5, and 6 
of the algorithm).  
Fitting a BRT to data requires specification of a loss function. The loss function 
represents the loss in predictive performance due to a suboptimal model. From a 
statistical perspective, the loss function is simply the negative likelihood function for the 
assumed response distribution (Elith et al. 2008). For the analysis of the detection data set 
(step 2), we fit a BRT with a squared error loss function (i.e., normal distribution) to the 
logit (log (
𝑝det
1−𝑝det
)) of the elicited probabilities of detection (Table S2). Elicited 
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probabilities of detection from our experts included zero (i.e., never detected) and 
because the logit is undefined for probabilities of zero, we replaced zero values with the 
next smallest elicited probability of 0.01. For the analysis of the presence-only data we 
used the IPPM likelihood as the loss function (step 5) and for the crane group size marks 
we used the ztP loss function (step 6 of the algorithm). Obtaining the IPPM loss function 
(likelihood function) involved solving an integral. Numerically approximating this 
integral is similar to determining the number and location of pseudo-absences when using 
logistic regression or maximum entropy methods. The IPPM differs from pseudo-absence 
methods, however, in that the integral is defined over the entire region from which the 
presence-only data could have been reported; in our study this area was the state of 
Nebraska. One benefit of the IPPM is that the model provides a theoretical foundation for 
contrasting presence locations with the background environment (Fithian & Hastie 2013). 
We approximated the integral and estimated regression coefficients with maximum 
likelihood using an infinitely weighted logistic loss function with weights of 1,000 and 
30,000 Monte Carlo integration points allocated equally among the three time periods 
(1992, 2001, and 2006) that the National Land Cover Dataset was collected (Fithian & 
Hastie 2013). As a result of the land cover changing over time, we included land cover 
class as a predictor which corresponded to the time period when the NLCD was collected 
so that the presence-only locations would only be contrasted with the background 
environment that occurred closest in time. Although the BRT analysis with the IPPM 
may appear technically challenging, estimation was accomplished in the gbm function in 
program R with the single line of code:  
gbm(y~.,weights=w*1000^(1-y), distribution="bernoulli") 
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where y is a vector of ones for whooping crane locations and zeros for Monte Carlo 
integration points and w is 
1
𝑝det̂
 for the whooping crane locations and a vector of ones for 
the Monte Carlo integration points (Fithian & Hastie 2013). 
In addition to specifying a loss function, fitting a BRT requires the specification 
of three tuning parameters (learning rate, tree depth, and number of trees). The tuning 
parameters determine the model complexity (Elith et al. 2008). There are a variety of 
ways to estimate the tuning parameters. Here we select the tuning parameters by choosing 
a combination that minimize the loss function  
𝐿(?̂?train|𝑦test),     (6B-1) 
where 𝑦test is the test data and ?̂?train is the predicted value of the test data. For our 
analysis of the detection data we used the mean squared error loss. We used the negative 
predictive log likelihood, which corresponds to the IPPM, and ztP log likelihood for the 
models of group presence-only and group size respectively. For our analysis, 25% of the 
total sample size was withheld from each dataset as a test sample (i.e., ?̂?train was 
estimated from 75% of the data and 𝑦testwas the remaining 25% of the data) 
 An exhaustive search for the tuning parameters that minimize equation S1 was not 
feasible. However, we varied the learning rate, tree depth, and number of trees over a 
wide range of values to find the combination that minimized the loss function on the test 
data. For the BRT analysis of the detection data we varied the learning rate (0.1, 0.01, 
0.001, and 0.0001), tree depth (1, 3, 5, and 10), and number of trees (100, 1,000, 5,000, 
and 10,000) over 80 combinations. Similarly, for the analysis of the group size marks we 
varied the learning rate (0.1, 0.01, 0.001, and 0.0001), tree depth (1, 3, 5, and 10), and 
number of trees (100, 1,000, 5,000, and 10,000) which resulted in over 80 combinations. 
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For the analysis of the group presence-only locations, we varied the learning rate (0.01, 
0.1, 0.2, 0.3, 0.4, 0.5, 0.6 and 0.7), but held tree depth (1) and number of trees (100) 
constant. Although this process should select an adequate model, we also calculated the 
value of the loss function on the test data using the intercept only model for all three data 
sets. Calculating the loss for an intercept only model provided a “null model” to compare 
the results of the BRT analysis.  
 In our analysis we used 1,000 bootstrap samples to obtain the empirical 
distribution of equation 4 (Efron & Tibshirani 1994). This required the bootstrap 
algorithm (i.e., the BRT for all analyses) to be run 1,000 times. Therefore, we had to 
select a combination of tuning parameters that would run quickly and result in sensible 
(i.e., finite) estimates for all 1,000 bootstrap samples. When the minimum loss was nearly 
achieved for multiple sets of tuning parameters, we used the set that would run quickest 
(i.e., had the fewest number of trees and smallest tree depth). In the event that the 
bootstrap algorithm failed due to over fitting, we selected the tuning parameters that 
provided the next best fit and re-ran the algorithm. We choose the tree depth and number 
of trees for the IPPM BRT, because this part of our analysis took the longest to run and 
choosing more trees or greater tree depths would have made bootstrapping infeasible. We 
limited the number of trees to 100 and the tree depth to 1 in the selection of tuning 
parameters so that the bootstrapping algorithm could be implemented (Elith et al. 2008). 
In addition, because we wanted to compare analyses with and without correction for non-
detection sampling bias, we used the smallest number of trees, tree depth, and learning 
rate that minimized the loss in either the BRT analysis that corrected for non-detection 
sampling bias or ignored it. This allowed us to compare the results (e.g., heat maps and 
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equation 4) while holding the model fitting procedure constant. We present the 
combination of tuning parameters used in our analysis in table 6B-1 and the results of our 
tuning parameter selection in tables 6B-2−6B-5. 
All of the choices in selecting tuning parameters described in the above 
paragraphs could influence the results of our analysis. If the choice of tuning parameters 
influenced our result, it is likely that the BRT models (particularly the IPPM) were under 
fitted. Under fitting the model should, in theory, attenuate predicted values (e.g., 𝜆abun). 
The effect of attenuation would be that differences between habitats with high and low 
intensities of abundance would be less than if the model was fully fit to the data. The 
consequences of attenuation are when we use equation 4 to compare, for example the 
Program area to the state of Nebraska, we are less likely to detect a difference. The result 
is that our inference and predictions (e.g., heat maps) are conservative.  
Predicted values of 𝜆abun for our heat maps and the ratio of expected relative 
abundance (eq. 6-4) required all 51 predictors to be specified. The environmental 
predictors, latitude, and longitude were obtained at the q points within the extent being 
evaluated. The remaining four covariates (day, month, year, and the annual census of the 
Aransas-Wood Buffalo population) had to be specified. All predictions were made for 
April 15, 2012 with a population census of 250 birds. Although this choice is arbitrary in 
our analysis, ‘month’ was the only predictor of the four with non-zero relative influence 
for the analysis, therefore, we expect our results (e.g., Figures 6-2–6-4 and estimates of 
eq. 6-4 in Table 6-1) would be insensitive to the day, year, and census size chosen. 
Similarly, predicted values of the probability of detection used to create heat maps 
required specification of the day, month, year, and group size. We used the date April 15, 
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2012 and a group size of three birds to make predictions (Figures 6-2–6-4 & 6C-1–6C-3). 
All four predictors had relative influences >0; our heat maps in Figures 6-2–6-4 and 6C-
1–6C-3 could be sensitive to this choice of predictors. 
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Table 6-B1. Summary of data sets, response type (i.e., loss function) assumed in boosted regression tree analysis, 
transformation of inputs, total sample size of data sets, and percent of total sample size used as a test to determine the learning 
rate, tree depth, and number of trees used in our analysis.  
 
 Response    Total Test  Minimum number 
of Learning Tree Number  
Data set type Transformation     sample size  percent R function  observations in node rate  depth  of trees 
 
Detection Gaussian log (
𝑝
1−𝑝
)  1,030 25% gbm() 10 0.1 5 1,000 
Crane group  inhomogeneous none  407  25% gbm() 100 0.2 1 100 
locations Poisson point 
(non-detection process    
corrected)      
 
Crane group  inhomogeneous none  407  25% gbm() 100 0.2 1 100 
locations Poisson point 
(non-detection process    
ignored)   
 
Group size zero-truncated none  407 25% blackboost()  7* 0.0001 1 100 
(non-detection Poisson 
corrected)   
 
Group size zero-truncated none  407 25% blackboost()  7* 0.0001 1 100 
(non-detection Poisson 
ignored)    
  
* For the blackboost function, the minimum number of nodes is the minimum sum of weights in a terminal node. 
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Table 6-B2. Boosted regression tree analysis tuning parameter selection for expert 
detection data. We reported the loss (𝐿(?̂?train|𝑦test); eq. 6-B1) for only the top five 
tuning parameter combinations and the intercept only (Null model). The asterisk indicates 
the combination of tuning parameters used in our analysis.  
 
Learning rate Tree depth  Number of trees  𝐿(?̂?𝑡𝑟𝑎𝑖𝑛|𝑦𝑡𝑒𝑠𝑡) 
 
0.01 10 5,000 0.244 
0.1 5 2,000 0.244 
0.1* 5* 1,000* 0.247* 
0.1 5 5,000 0.250 
0.01 10 10,000 0.250 
Null Null Null 3.143 
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Table 6-B3. Boosted regression tree analysis tuning parameter selection for crane group 
locations (presence-only) data with correction for non-detection sampling bias. We 
reported the loss (𝐿(?̂?train|𝑦test); eq. 6B-1) for only the top five tuning parameter 
combinations and the intercept only (Null model). The asterisk indicates the combination 
of tuning parameters used in our analysis.  
 
Learning rate Tree depth  Number of trees  𝐿(?̂?𝑡𝑟𝑎𝑖𝑛|𝑦𝑡𝑒𝑠𝑡) 
 
0.6 1 100 -1,155.6 
0.5 1 100 -1,116.3 
0.4 1 100 -1,081.0 
0.3 1 100 -1,048.3 
0.2* 1* 100* -1,029.4* 
Null Null Null -602.6 
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Table 6-B4. Boosted regression tree analysis tuning parameter selection for crane group 
size marks with correction for non-detection sampling bias. We reported the loss 
(𝐿(?̂?train|𝑦test); eq. 6B-1) for only the top five tuning parameter combinations and the 
intercept only (Null model). The asterisk indicates the combination of tuning parameters 
used in our analysis. 
 
Learning rate Tree depth  Number of trees 𝐿(?̂?𝑡𝑟𝑎𝑖𝑛|𝑦𝑡𝑒𝑠𝑡) 
 
0.0001 10 100 580.4 
0.0001 5 100 580.4 
0.0001 2 100 580.4 
0.0001* 1* 100* 580.4* 
0.0001 10 1,000 580.8 
Null Null Null 583.6 
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Table 6-B5. Boosted regression tree analysis tuning parameter selection for crane group 
locations (presence-only) data ignoring non-detection sampling bias. We reported the loss 
(𝐿(?̂?train|𝑦test); eq. 6B-1) for only the top five tuning parameter combinations and the 
intercept only (Null model). The asterisk indicates the combination of tuning parameters 
used in our analysis. 
 
Learning rate Tree depth  Number of trees  𝐿(?̂?𝑡𝑟𝑎𝑖𝑛|𝑦𝑡𝑒𝑠𝑡) 
 
0.4 1 100 -376.3 
0.3 1 100 -360.1 
0.2* 1* 100* -351.8* 
0.1 1 100 -348.8 
0.01 1 100 -259.3 
Null Null Null -188.4 
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Table 6-B6. Boosted regression tree analysis tuning parameter selection for crane group 
size marks ignoring non-detection sampling bias. We reported the loss (𝐿(?̂?train|𝑦test); 
eq. 6B-1) for only the top five tuning parameter combinations and the intercept only 
(Null model). The asterisk indicates the combination of tuning parameters used in our 
analysis. 
 
Learning rate  Tree depth  Number of trees 𝐿(?̂?𝑡𝑟𝑎𝑖𝑛|𝑦𝑡𝑒𝑠𝑡) 
 
0.1 1 100 207.1 
0.1 2 100 207.1 
0.1 5 100 207.1 
0.1 10 100 207.1 
0.01 10 100 207.1 
Null Null Null 207.1 
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APPENDIX 6-C 
Supplementary Figures 6-C1, 6-C2, and 6-C3. 
 
Figure 6-C1. Predicted probabilities of detection of whooping crane groups for Nebraska, 
USA. 
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Figure 6-C2. Predicted probabilities of detection of whooping crane groups for the 
Program associated habitat area. 
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Figure 6-C3. Predicted probabilities of detection of whooping crane groups for the 
Niobrara National Scenic River area.  
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CONCLUSION 
The work presented in this dissertation is located at the intersection of both 
applied and theoretical Ecology and Statistics. In Chapter 1 I developed an N-mixture 
state-space modeling framework. The N-mixture state-space model is useful when 
analyzing population time series data in situations where non-detection occurs. Non-
detection is thought to occur in most point count data collected to monitor wildlife 
populations, but to my knowledge had received little attention in the literature on time 
series analysis. Chapter 1 was motivated by the analysis conducted in Chapter 2 where I 
analyzed two historical datasets from populations of northern bobwhite quail in 
southeastern Nebraska; regrettably I was unable to use the N-mixture state-space model 
in Chapter 2 as the bobwhite quail data sets lacked the requisite data to implement the 
method. The main contribution of Chapter 2 is that it verifies that the transcritical 
bifurcation extinction threshold does occur in populations of wild animals. To me, it is 
important to test and verify theory developed in model system such as the populations of 
Daphnia magna by Drake & Griffen (2010). Chapters 3‒6 were motivated by the 
Whooping Crane Tracking Project Database. Chapter 3 connects the statistical literature 
on missing data to the analysis of historical location records. I believe that Chapter 3 
addresses the most difficult issue when attempting to analyze species locations records, 
which is non-detection sampling bias or equivalently non-ignorable missing data. In 
analyses such as was conducted in Chapter 6, non-detection sampling bias will always be 
a lurking problem. Chapter 4 presents and deals with another bias: location errors. Again, 
this is a bias common to location records. Regression calibration methods, however, are 
well-developed and capable of removing the bias. Chapter 5 presents and addresses 
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existence of maximum likelihood estimators in the analysis of location records. 
Maximum likelihood estimation is the most commonly used statistical parameter 
estimation procedure; however, there are situations that occur when analyzing location 
records which cause the estimation procedure to fail. Chapter 5 was inspired by issues 
that occurred in the analysis of the whooping crane location records in Chapter 4. Finally, 
Chapter 6 relies on the previous 3 chapters and I make an attempt to analyzing the largest 
portion of the Whooping Crane Tracking Project Database. The end product is a species 
distribution model that can be used to inform management of whooping crane 
populations in Nebraska. As evidenced by the Chapters 3‒5, the analysis of the 
Whooping Crane Tracking Project Database was a challenge that at many times seemed 
insurmountable. 
Future extensions 
I believe that theory is worthless without application. That said, the N-mixture 
state-space model developed in Chapter 1 needs to be applied to real data. The crux of the 
application is that a long-term time series is needed where both the number of animals 
and a covariate that influences the probability of detection has been recorded (e.g., wind 
speed). I am sure that this dataset exists, but I do not know where. Comparing the results 
obtained from the N-mixture state-space model and standard state-space models would be 
illuminating.  
Chapter 2 presents theory and application, but the spatial and taxonomic extent 
needs to be expanded. I could imagine a repeat analysis using historical databases for a 
geographically larger area and for multiple species. The most pertinent question to 
answer would be: how common is the transcritical bifurcation extinction threshold and 
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can we detect it? Also of great interest is whether or not the transcritical bifurcation 
extinction threshold and the process driving it are reversible, that is, can we recover 
populations that have already crossed the extinction threshold or is the threshold an 
indicator of when triage should be applied (Bottrill et al. 2008)? 
Chapter 3 is a bit disheartening for analyses using presence-only data. If my claim 
that non-detection sampling bias is equivalent to non-ignorable missing data are accepted, 
then the implications are clear; it will be impossible to separate the environmental 
features affecting the distribution of species’ abundance form those affecting detection of 
the species unless auxiliary data informative of the detection process is available. I 
suspect auxiliary data is unlikely to be available for the vast majority of historical 
location records. It is unclear if my conclusions will be lauded, ignored, or attacked. 
Looking forward, Chapter 3 was developed for the Whooping Crane Tracking Project 
Database. The main conclusion that non-detection sampling bias is equivalent to non-
ignorable missing data would benefit from a more focused presentation in addition to 
comparison to contrasting approaches (e.g., Phillips et al. 2009).  
Chapter 4 will hopefully lift the spirits of analysts with location records suffering 
from errors in locations—there is a cure. That said, to me it is not clear how to evaluate 
the bias-variance tradeoff of regression calibration bias correction methods in analyses 
where a large number of covariates are used (e.g., Chapter 6). Unlike Chapter 4 and like 
Chapter 6 most analyses using location records are likely to have many covariates. 
Developing a methods to evaluate when correcting for location errors is worthwhile from 
a bias-variance tradeoff would be useful. I suspect that the statistical literature is full of 
methods that could be applied or adapted to specie distribution models.   
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Chapter 5 is self-contained and mostly complete. At present, I am unsure of all the 
conditions where maximum likelihood estimates will not exist. Identifying additional 
data configurations where maximum likelihood estimates will not exists would be useful. 
In addition, evaluating the influence of priors on the predictive ability of the species 
distribution models using real data sets would be a useful extension.  
Chapter 6 presented many challenges, some of which have been documented in 
previous chapters. I view the analysis of the Whooping Crane Tracking Project Database 
as opening the discussion on how to best to use this database to inform management. 
Upon publication the data used in my analysis will be made publically available to 
facilitate this discussion. Certainly there will be more than one interpretation of the data. 
Unbeknownst to me, a second Ph.D. student analyzed the database and has recently had 
her results accepted for publications (Belaire et al. 2014).. Again, theory is worthless 
without application and this can be judged on many levels. In Chapter 6 I made some 
useful maps, but as discussed in Chapter 6 the next extension is to use the model to make 
management decisions. If multi-million dollar habitat restoration and acquisition 
decisions are to be made using future extensions of my methods then I also feel that the 
model needs to be validated and tested. The analysis I presented in Chapter 6 can be used 
to predict the abundance of whooping cranes. Currently there is an ongoing telemetry 
project. It seems that the predictive ability of my model may be judged by predicting 
where the radio-tracked whooping cranes are most likely to occur.  
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