Keywords Ring artifacts, X-Ray CT, Cone Beam Purpose High resolution micro-CT images are often corrupted by ring artifacts that hinder quantitative analysis. These artifacts are caused by imperfections in detector elements which introduce differences in gain at specific positions in the detector array. Removal or a significant reduction of such artifacts is highly advisable. A common approach is the flat-field correction, which involves the acquisition of a long study without any sample in the scanner. However, this method is often not sufficient to completely eliminate the artifacts, especially if the response of the detector elements depends on the incident X-ray flux characteristics that may change between acquisitions. Several algorithms for ring artifact correction have been proposed. These methods can be divided basically into two groups: the ones that work in the image space, generally involving a conversion to polar coordinates, and those which work on the projection space. Both in the projection space and in the polar coordinate domain of the reconstructed image the ring artifacts appear as straight lines. Most algorithms try to detect these straight lines either in image domain or in the Fourier domain where the frequencies along the horizontal direction and low frequencies along the vertical direction. An interesting approach was implemented by Sijbers et al., who transformed the reconstructed image into polar coordinates and created a correction vector calculated from homogenous areas of the image. This procedure showed good results but at the cost of some degradation of image quality and a high computational cost, derived from the interpolations involved in the transformations between Polar and Cartesian domains. In this work we present a new method for ring artifact compensation, suitable for cone beam data. Starting from the idea of Sijbers et al., we have developed an improved procedure that operates on the projection data before the reconstruction and does not require interpolations, thus avoiding image degradation and reducing the computational burden. Results on phantoms and rodent studies are presented.
High resolution micro-CT images are often corrupted by ring artifacts that hinder quantitative analysis. These artifacts are caused by imperfections in detector elements which introduce differences in gain at specific positions in the detector array. Removal or a significant reduction of such artifacts is highly advisable. A common approach is the flat-field correction, which involves the acquisition of a long study without any sample in the scanner. However, this method is often not sufficient to completely eliminate the artifacts, especially if the response of the detector elements depends on the incident X-ray flux characteristics that may change between acquisitions. Several algorithms for ring artifact correction have been proposed. These methods can be divided basically into two groups: the ones that work in the image space, generally involving a conversion to polar coordinates, and those which work on the projection space. Both in the projection space and in the polar coordinate domain of the reconstructed image the ring artifacts appear as straight lines. Most algorithms try to detect these straight lines either in image domain or in the Fourier domain where the frequencies along the horizontal direction and low frequencies along the vertical direction. An interesting approach was implemented by Sijbers et al., who transformed the reconstructed image into polar coordinates and created a correction vector calculated from homogenous areas of the image. This procedure showed good results but at the cost of some degradation of image quality and a high computational cost, derived from the interpolations involved in the transformations between Polar and Cartesian domains. In this work we present a new method for ring artifact compensation, suitable for cone beam data. Starting from the idea of Sijbers et al., we have developed an improved procedure that operates on the projection data before the reconstruction and does not require interpolations, thus avoiding image degradation and reducing the computational burden. Results on phantoms and rodent studies are presented.
Material and methods
In cone-beam CT scanners the 2D images corresponding to each projection angle can be piled up to create a 3D dataset The inhomogeneous sensitivity of the detector cells produces straight lines along the angular direction in that 3D projection data set. The FDK reconstruction algorithm turns each of these lines into rings which appear in different slices in the reconstructed image. These lines may not be very conspicuous in the projection data, especially when the differences in sensitivity of the detector cells are slight, thus hindering their automatic detection. The algorithm proposed works on a 3D projection set of dimensions (N r x N z x N F ). For each projection slice of dimensions N r x N F the procedure is applied as follows: 1) A window, W, of size N w x N F is moved over the projection slice.
For each position of the window, a homogeneity test is performed for each row by: 1a. A smoothed version of the row is subtracted, generating a vector H v , vector with the high frequency components containing noise, ring artifacts and some residual high frequencies of the object. 1b. Those N rows whose standard deviation is above a threshold T are assumed to contain ring artifacts and not only noise, being selected for the following step. 2) These N rows selected are piled up in a matrix, H m , with dimensions N w x N. A correction vector C v (that will have N w elements) is then calculated from this matrix by taking the median along the vertical direction. Each point of C v represents an additive correction factor for a pixel inside the window in the actual position. Each pixel may have received more that one candidate correction factor at the end of the process, given that the window W overlaps as it moves through the projection slice. The final correction factor selected for each pixel will be the one contained in the C v that was generated from the biggest H m (higher number of rows that passed the homogeneity test). Values for the parameters N w and T are calculated from the projection data as: N w = N r /20 and T = std_dev (H v ) * 0.5). The factors 20 and 0.5 were heuristically determined and seemed to be adequate for all the images tested. We have tested the algorithm on rodent studies and a homogenous cylinder. The studies were acquired with the CT subsystem of an eXplore Vista PET/CT scanner (General Electric Healthcare) and reconstructed with an FDK algorithm. Image enhancement achieved by the correction procedure was qualitatively assessed by visual inspection. Artifact reduction was also quantified on profiles drawn along the radial direction in homogeneous areas of the reconstructed image.
Results
The visual analysis showed a noticeable reduction of the ring artifacts both in rodent and cylinder studies. The reduction achieved in standard deviation of the radial profiles in homogeneous areas was about 33% (Fig. 1) .
Conclusions
The algorithm developed showed satisfactory results when tested with real CT data. The main advantages of our algorithm with respect to others previously reported are:
• It works on the projection data prior to reconstruction, avoiding the interpolations required by previous algorithms.
• Image borders are preserved, as the algorithm is not based on low pass filtering.
• It is completely automatic.
• It provides a correction image for the projection data that can be applied to different reconstructions of the same dataset, without having to repeat the whole process. (CT) usually show artifacts due to beam hardening. The origin of these artifacts is the polychromy of the X-ray source and the energy-dependence of attenuation coefficients of tissues, which introduce nonlinearities in the total measured attenuation. Most reconstruction algorithms, however, assume the X-ray source to be monochromatic, which would imply a constant attenuation coefficient and, thus, a linear relationship between attenuation and the thickness of a homogeneous material. In high density heterogeneous materials this results in strike artifacts, while in soft tissue and homogeneous objects -such as those common in micro-CT studies-, a non-uniform depression of image values -the 'cupping' artifact-is predominant. Different methods to correct these nonlinearities, such as those which linearize attenuation measured on projection data, have been applied in the past in different contexts. Our approach, derived from linearization, is intended for a high resolution, low energy, cone-beam micro-CT, used for in vivo studies on small animals. It focuses on the calculation of a polynomial correction function used to linearize the data and its application to obtain a fast correction that efficiently reduces cupping. No previous reconstructions are required, nor is any knowledge of the X-ray spectrum. Methods Different methods of linearization have been described in the literature. This paper presents a fast implementation of a correction algorithm of the projection data based on a linearizing function. Our approach, implemented in IDL, aims at mapping polychromatic projection data obtained from our micro-CT system to monochromatic (i.e., correct) projection data by means of a correction curve of polynomial form. By tackling the nonlinearity produced by beam hardening, the algorithm corrects the cupping artifact. The correction curve is calculated during a calibration phase, in which projection data of a phantom of known geometry and size is used. In our case, we used a 29 mm radius semi-cylindrical Plexiglas phantom. In the calibration phase, two different attenuation curves are generated before calculating the correction curve:
• A measured attenuation curve, obtained from the polychromatic projection data of a known phantom (described above). This curve characterises the relationship between the thickness of phantom material along a given ray and the total attenuation registered in the projection data for that ray.
• An ideal attenuation curve: a linear relationship between phantom thickness and total ideal attenuation, that is, the attenuation that would have been registered had the X-ray source been monochromatic. This linear function is calculated using the mean attenuation coefficient for small material thicknesses, in which beam hardening has hardly any effect. The measured attenuation curve is then fitted to the ideal attenuation curve by means of a polynomial function, i.e., the correction function. This curve, obtained once for a given micro-CT system and energy settings, can be stored and used to correct any other projection dataset obtained with that system, provided that the material is homogenous and its density similar to that of the initial calibration phantom. 
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Corrected projections can then be reconstructed with the usual algorithm.
To test the method, a correction function was obtained at the calibration stage using the described phantom and tested for precorrection on a 50 mm diameter Plexiglas cylindrical phantom, which allowed for greater material thickness along rays Fig 1.
Results Figure 2 shows a comparison of profiles obtained from both the original image and the corrected image. The calibration phase took less than 0.5 s and applying the correction curve to a set of 360 420x128 projections of a cylindrical phantom took 12 s. To assess the cupping reduction, we measured on each profile, observing a maximum cupping of 1.1% on the corrected image, as opposed to the 22% cupping on the original image.
Conclusion
We have presented a fast implementation of a correction algorithm, which proves capable of a significant reduction of the cupping artifact in the final reconstructed images of homogenous objects.
Reduction of respiratory blurring in small-animal CT scans based on a fast retrospective gating method Chavarrías C. (CT) has been widely applied in the diagnosis and treatment planning of numerous diseases because of the precise non-invasive morphological information that provides. However, when imaging the thorax and abdomen in in-vivo studies, respiratory motion causes blurring and artifacts in the CT projections and the reconstructed tomographic images. Different methods have been proposed in the literature to compensate this motion. In prospective techniques, the acquisition is synchronized with the patient breath, obtaining all the projections at the same respiratory phase, which implies the tracking of a respiratory signal in order to generate a trigger. On the other hand, retrospective algorithms do not require any trigger signal during the acquisition. The acquisition protocol obtains multiple frames from every projection angle, each frame corresponding to a different breathing instant, and classifies them according to their phase to allow for separate respiratory phase reconstruction. To assign the different CT projections to the appropriate bin off-line, some authors made use of an external signal obtained during the acquisition, whereas others preferred to extract the gating reference directly from the projections by means of image processing techniques. Extensive research has been conducted to automatically extract the signal from the projection images. Both prospective and retrospective gating techniques have been applied to image small animals with dedicated CT scanners. Although it is also possible to mechanically ventilate the animals for a freebreathing triggered acquisition or an apnea-inducted one, the acquisition process becomes more cumbersome as special intubation techniques and animal breathing training are required for atelectasis avoidance. The purpose of the present work was to develop a fast retrospective method to extract the respiratory signal from the CT projections in cone beam geometry and to obtain dynamic breathing studies in small animal scans. The whole process had to be software-based and automatic, avoiding the use of any additional respiratory gating instruments.
Materials and methods
In cone-beam micro-CT scanners equipped with flat panel detectors, the rotating gantry, to which the source and detector are attached, keeps still while multiple frames are acquired for each projection. Then it rotates to obtain the remaining sets of frames until completing the desired number of angular positions. From every set of frames acquired at a particular angle we obtain the average image, which is subtracted from each individual frame, obtaining a set of difference images. These difference images contain pixels with almost zero values (gray) in the static areas and positive (white) or negative (black) values in the moving areas according to the respiratory phase. By calculating the total intensity of these difference images we obtain a curve that closely follows the desired respiratory signal (Fig. 1) . To generate a dynamic study we divided the amplitude of the breathing cycle into four different bins, each corresponding to a different respiratory phase. Averaging the frames of each bin resulted in a set of 4 representative projections per angle. Afterwards, we reconstructed each bin independently, obtaining a final dynamic study of the subject composed of 4 image volumes, one at end expiration, another at end inspiration, and two intermediate phases.
The scanner used was the CT subsystem of an eXplore PET/CT system (General Electric Healthcare), with cone-beam geometry. Acquisition was based on a 1°step-and-shoot protocol covering 360°, with multi-frame setup to obtain 32 frames per gantry position at a speed of 8 frames/second. All of the acquisitions were obtained at pixel binning 4 and the resulting image size was 512 x 512 pixels. Finally, 3D reconstruction was performed following a Feldkamp algorithm. The studied specimens were 5 randomly chosen adult Wistar rats of 10 weeks and 300 grams of weight in average. Three of them were anesthetized with an intra-peritoneal injection of ketamine and the other two with inhaled isofluorane to ensure the robustness of our method regarding anesthesia effects. To validate our 4D-CT retrospective gating protocol we measured the sharpness of the diaphragm-lung transition in the reconstructed non-gated volume and in the image volume corresponding to bin 1 (end-expiration). We calculated the slope of 5 adjacent vertical profiles taken at the diaphragm dome in coronal slices from 10% to 90% height. The five slope measurements were averaged and the result was compared to the respective dome slope obtained in the non-gated image. Results After assembling the resulting 4 volumes into a temporal sequence it is possible to distinguish the different positions of the diaphragm in each of the four cycle phases. Coronal and sagittal views are shown in Figure 2 , with a white line drawn as a spatial reference through the different phases. We quantified the blurring reduction achieved in the 5 studies by measuring the improvement in slope on vertical profiles drawn across the diaphragm dome as described in II, obtaining an average slope improvement of 54.8%. Conclusion In summary, we have successfully developed an automatic and fast respiratory gating technique from a retrospective approach to provide both dynamic studies throughout the respiratory cycle and image blurring reduction, demonstrated by the quality of the diaphragm-lung transition. Moreover, direct extraction of the respiratory signal from the cone-beam projections entails an important advantage over the use of external devices, since it not only avoids implementing the extra instrumentation, but it also makes the acquisition process much simpler and averts skin contact artifacts. Intramyocardial fat deposition occurs as an age-related process and in multiple pathologic processes, including arrhythmogenic right ventricular dysplasia/cardiomyopathy (ARVD/C), myocardial infarction, and dilated cardiomyopathy. Previous imaging studies of cardiac fat tissue have focused on pericardial and subepicardial fat, and there has been limited evaluation of adipose tissue within the myocardium itself due to limitations in spatial and temporal resolution. The introduction of Multi-Detector Computed Tomography (MDCT) has made it possible to assess cardiac pathology with a high level of detail, including myocardial infarct and small atherosclerotic plaques. CT has also been shown to be accurate in the assessment and quantification of fat tissue due to attenuation values distinct from those of other anatomical structures Figs. 1, 2, 3 . Purpose The purpose of this paper was to combine the improved spatial and temporal resolution of MDCT with unique attenuation values of fat tissue to assess the spatial distribution and morphological pattern of fat deposition within the myocardium. We evaluated the RV of ''normal'' individuals with no clinical history or CT evidence of cardiac disease. In the left ventricle (LV), we included a group of patients with history of myocardial infarct to demonstrate differences in the distribution of intramyocardial fat deposition.
Demonstration of Intramyocardial Fat

Materials and methods
The institutional review board approved this HIPAA-compliant study.
[AR1] One hundred individuals with no history of coronary artery disease (47 females, 53 males, mean age 53 ± 12.2 years) and 25 patients with CT findings of myocardial infarction (17 males, 8 females, mean age 71.3 ± 9.6 years) were evaluated for intramyocardial fat distribution in defined segments of the ventricles (17 LV and 10 RV segments) at three levels (base, mid-ventricular, and apical). Fat deposition was defined as the presence of linear lesions with density range of -30 to -190 Hounsfield units (HU) on both pre-and post-contrast images. Results In normal individuals, LV intramyocardial fat was primarily located in the basal segments (5% anteroseptal, 5% inferior) and RV intramyocardial fat was primarily located in the anterolateral (24% of base, 23% of mid) and inferolateral (27% base, 27% mid) segments of the base and mid-ventricle. Older age was associated with an increased odds of RV (sex-adjusted odds ratio [OR] per decade increment, 1.61; 95% confidence interval [CI], 1.11-2.33; p-value, 0.012) but not LV 0.97; 95% CI, 0 .85) intramyocardial fat.As compared with women, men had a lower risk of LV (age-adjusted OR, 0.25; 95% CI, 0.1-0.64; p-value, 0.004) but not RV 0.81; 95% CI, 0 .62) intramyocardial fat. Patients with a history of old myocardial infarction ([3 years) had increased percentage of fat deposition in infarcted LV at all three levels (all p-values B0.004). The FMT reconstruction process involves two steps, the so called forward problem, that implies modelling the photon transport through tissues, and the inverse problem, that implies solving a system of linear equations. Solving the forward problem generates the system response matrix, whose elements are the coefficients of the system of equations to be solved in the inverse problem. The unknowns of this equations are precisely the fluorophore concentrations at each voxel of the volume of the digitalized sample. In our lab we have design and developed a novel FMT CCD camera based system that works in non-contact geometry. The nature of this kind of experimental set-ups allows the retrieval of large data sets, as compared to those produced by previous fiber-based contact experimental set ups. The minimum matrix size that describes our system has about 10 million elements. Just to calculate this matrix, i.e solve the forward problem, is very computationally demanding, therefore a computationally efficient algorithm for solving the inverse problem would be desirable. Due to the large size of the datasets that can be generated, OSEM algorithms seem good candidates for this kind of problems, as the data set can be easily divided into different data subsets. Materials and methods Experimental set-up and forward problem: In our setting, the mice can be illuminated at the desired points over its surface by guiding a laser beam in the constant wave regime with two mirrors moved by galvanometers. For each point, the transmitted laser light, and the light emitted by the fluorophore are captured with a CCD camera placing the appropriate filters. All the process is software controlled. The mouse is located prone to the CCD detector, slightly compressed between two antireflective plates, achieving a planar-like geometry, without any matching fluids that would decrease the signal to noise ratio unnecessarily. Since the plates are parallel to the CCD detector, the free space contributions for every pixel are equivalent. Additionally, under this geometry light propagation is modelled by the analytical solution of the photon diffusion equation, given by the source image method for planar boundaries.
-Phantoms: To simulate the high scattering and absorption that governs the photon propagation in biological media we used slab-like optical phantoms made of agar with Ti0 2 to simulate the scattering and a specific type of India Ink to simulate the absorption without inducing autofluoresence.
Preliminary results
Our initial results on slab-like phantoms with different number of capillars filled with a near-infrared fluorophore placed at different positions, yielded to times of 200 seconds for solving the inverse problem in a computer with an Intel processor operating at 2,40 GHz and 2 GB RAM using 100 iterations, ensuring that the Log-likelihood curve was already plane. On the other hand, the same reconstructions were compared to conventional ART methods. Visual inspection show similar results for both algorithms in terms of image quality whereas. Further work will consist on comparing in detail both inversion algorithms in terms of computing time, and image quality.
