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THE QUANTUM UNIQUE ERGODICITY CONJECTURE FOR THIN
SETS
MATTHEW P. YOUNG
Abstract. We consider some analogs of the quantum unique ergodicity conjecture for
geodesics, horocycles, or “shrinking” families of sets. In particular, we prove the analog of
the QUE conjecture for Eisenstein series restricted to the infinite geodesic connecting 0 and
∞ inside the modular surface.
1. Introduction
The quantum unique ergodicity (QUE) conjecture of Rudnick and Sarnak [RS] is an
equidistribution statement for Hecke-Maass forms of large Laplace eigenvalue on the modu-
lar surface Γ\H, Γ = PSL2(Z). It says that if U(z) is a Hecke-Maass form and φ is a fixed,
smooth and compactly-supported function on Γ\H, then
(1.1)
∫
Γ\H
|U(z)|2φ(z) 3
pi
dxdy
y2
→
∫
Γ\H
φ(z)
3
pi
dxdy
y2
.
as the Laplace eigenvalue of U tends to infinity, provided U is normalized with probability
measure
(1.2)
∫
Γ\H
|U(z)|2 3
pi
dxdy
y2
= 1.
Lindenstrauss [L] recently proved the QUE conjecture in the compact setting (and proved
it in the non-compact case except for the possibility of “escape of mass” at the cusp), and
Soundararajan [So2] completed the proof in this non-compact case. The mass equidistri-
bution conjecture [RS] is the analog of the QUE conjecture where U(z) = yk/2f(z) for f
a weight k holomorphic Hecke cusp form, with k → ∞. It was proven by Holowinsky and
Soundararajan [HS].
In this paper, we investigate the possibility of equidistribution of U(z) restriced to some
“thin” sets, such as a geodesic, a horocycle, or a shrinking family of discs. Since the rate of
convergence in (1.1) is either not known (in the Maass case) or rather slow (in the holomor-
phic case, where the error term is a small power of log k), it seems unlikely using current
technology to prove QUE for the restrictions of Hecke cusp forms. Instead, one of our goals
has been to find natural and (presumably) reliable conditions that imply QUE in these ex-
treme cases. For Maass forms, questions of this type were raised and studied numerically by
Hejhal and Rackner [HR]. Very recently, Ghosh, Reznikov, and Sarnak [GRS] have proven
strong upper and lower bounds for the L2 norm of Hecke-Maass cusp forms restricted to
geodesics or horocycles, with the application of proving (on the Lindelo¨f hypothesis) that
the number of nodal domains goes to infinity with the Laplace eigenvalue.
This material is based upon work supported by the National Science Foundation under agreement No.
DMS-1101261. Any opinions, findings and conclusions or recommendations expressed in this material are
those of the authors and do not necessarily reflect the views of the National Science Foundation.
1
2 MATTHEW P. YOUNG
Quantum ergodicity states that (1.1) holds for a density one subsequence of U ’s [Ze1] [Ze2],
and has been extended in many different directions. The analog of quantum ergodicity for
restricted eigenfunctions has also recently been studied, for instance, see [TZ1] [TZ2].
One particularly interesting example, having extra structure, is the vertical geodesic con-
necting 0 and i∞.
Conjecture 1.1. Suppose that ψ : R+ → R is a smooth, compactly-supported function.
Then
(1.3) lim
j→∞
∫ ∞
0
|uj(iy)|2ψ(y)dy
y
=
∫ ∞
0
2ψ(y)
dy
y
,
where uj runs over the even Hecke-Maass forms, normalized by (1.2). Furthermore,
(1.4) lim
k→∞
∫ ∞
0
yk|f(iy)|2ψ(y)dy
y
=
∫ ∞
0
ψ(y)
dy
y
,
where f(z) runs over weight k holomorphic Hecke cusp forms, L2-normalized with probability
measure.
Remarks. Conjecture 1.1 says that QUE should hold for functions restricted to the geodesic
joining 0 and i∞. Notice that even Maass forms are predicted to be twice as big on this
geodesic as on the fundamental domain. One might naturally speculate that the factor
of 2 in (1.3) arises from the fact that the odd Maass forms all vanish along the geodesic
and so the even Maass forms have to be twice as large (on average) to account for this
disparity. One can see this type of behavior from the Selberg pre-trace formula where∑
j |uj(z)|2h(tj) ∼
∑
j h(tj) for z ∈ H a fixed non-elliptic point, and for certain classes of
weight functions h; cf. p.179 of [Iw4]. The point is that this spectral sum includes both
the even and odd Maass forms, but if uj(z) = 0 for all the odd forms, say, then |uj(z)|2 has
to be 2 on average over the even forms. In the course of the derivation, the only difference
between (1.3) and (1.4) is that the Fourier expansion of a Maass form has Fourier coefficients
at both negative and positive integers. We do not have a conjecture for the precise size of
the error terms in these two asymptotics, but we expect a power saving based on the integral
moment conjectures of Conrey, Farmer, Keating, Rubinstein, and Snaith [CFKRS]. It would
be interesting to prove an Omega-type result for the error terms.
Conjecture 1.1 is apparently more difficult than the usual QUE conjecture. Geometrically,
since the domain is 1-dimensional (hence, of measure 0), it is not obviously implied by (1.1).
Actually, in the Maass case, (1.3) is tantalizingly close to the usual QUE. The reason is that
after applying harmonic analysis on the positive reals, (1.3) becomes related to the second
moment of the L-function associated to U ; see (3.2) below for the exact formula. The problem
then becomes related to solving the shifted convolution problem
∑
n≈tj λ(n)λ(n +m) with
m≪ tεj , and with a smooth weight function. Ghosh, Reznikov, and Sarnak explain (see [GRS]
Appendix A) that QUE only implies bounds on shifted convolution sums with a certain class
of weight functions, basically those arising from incomplete Poincare series, and this class is
not rich enough for many purposes. The holomorphic case (1.4) is quite different from the
Maass case. In this case, Luo and Sarnak showed that the mass equidistribution theorem
does imply a bound on the shifted convolution sum with an arbitrary fixed smooth weight
function [LS1], but unfortunately (1.4) reduces to a much more difficult shifted convolution
sum, one roughly of the form S =
∑
m≈√k
∑
n≈k λ(n)λ(n +m), and it is required to show
S = o(k).
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See [GRS] for upper and lower bounds on integrals of the form (1.3); these bounds are close
to the right order of magnitude. For the holomorphic case, see [BKY] for an upper bound
on (1.4) of the size k1/4+ε while a bound of the form kε would prove that L(f, 1/2)≪ k1/4+ε
which would be stronger than any known subconvexity bound for any L-function (here the
conductor is k2).
It is interesting to compare the tools needed to derive the usual QUE conjecture with the
geodesic version. We briefly sketch a standard way to approach the proof of (1.1); see Section
5.1 for a more in-depth discussion. Using the spectral decomposition, write 〈|U |2, φ〉 =
〈|U |2, 3
pi
〉〈1, φ〉+∑j〈|U |2, uj〉〈uj, φ〉+ . . . with the dots indicating the continuous spectrum.
The constant eigenfunction provides a main term. An integration by parts argument shows
that the spectral coefficients satisfy the bound |〈uj, φ〉| ≤ C(A)(1/4 + t2j )−A where tj is the
spectral parameter of uj, and A > 0 arbitrary, so that the spectral sum can be effectively
truncated almost instantly. Watson’s formula [W] relates |〈|U |2, uj〉|2 to the central value
of a triple product L-function. The convexity bound for the L-function then barely fails to
prove (1.1) and a subconvexity bound would succeed. The Lindelo¨f hypothesis is known to
give an optimal error term by work of Luo and Sarnak [LS1] [LS3]. It is a common theme,
nicely illustrated in this example, that subconvexity and equidistribution are often closely
related (almost equivalent).
As in the sketch of the proof of QUE outlined above, one is naturally inclined to apply the
spectral decomposition to approach Conjecture 1.1, but this is not effective. The problem
can already be anticipated in (1.3) where the constant eigenfunction only gives half the main
term so one must expect to extract a main term from the spectral sum1. The other issue
is that the spectral sum is very “long” (the spectral coefficients do not immediately rapidly
decay anymore) and there must be cancellation in the sum over the spectral coefficients.
The squares of the spectral coefficients are given as triple product L-functions, and the
change in sign of these coefficients is difficult to detect. Rather than using the spectral
decomposition, one may use Parseval (for R+) to relate the geodesic integral to a second
moment of L-functions. Lindelo¨f here gives an upper bound of the right order of magnitude
but the asymptotic is a more subtle issue and is not known to follow from GRH. See [H]
following [So1] for the best results on upper bounds on moments assuming GRH. The five
authors’ conjecture [CFKRS] predicts an asymptotic for this second moment of L-functions.
We noticed that the main term in this asymptotic could then be expressed as 〈|U |2, H(z, ψ)〉
for some nice Γ-invariant function H (almost an incomplete Eisenstein series– see (3.10) for
the exact formula). Finally, we use the QUE/mass equidistribution theorems to relate this
inner product to 〈1, H(z, ψ)〉 which then leads immediately to (1.3) and (1.4).
Our main (unconditional) result in this paper is the following
Theorem 1.2. Suppose ψ is a smooth, compactly-supported function on R+. We have
(1.5)
pi
3 log(1/4 + T 2)
∫ ∞
0
|E(iy, 1/2 + iT )|2ψ(y)dy
y
∼
∫ ∞
0
2ψ(y)
dy
y
,
as T →∞.
Theorem 1.2 is inspired by an analogous result of Luo-Sarnak [LS1] who showed that
3
pi
log(1/4+T 2) is the average value of |E(z, 1/2+iT )|2 restricted to any fixed compact Jordan
measurable subset of Γ\H having positive measure (here we have corrected the constant in
1For odd Maass forms, the constant term gives a main term which must be cancelled by the spectral sum.
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place of 48
pi
log T as stated by [LS1]; for a correct statement, see [HR], (7.9) or [Sp], (1.1)).
Then we interpet Theorem 1.2 as saying the Eisenstein series is twice as big (on average) on
any segment of the geodesic as on the rest of the fundamental domain, just as is predicted by
Conjecture 1.1 for even Maass forms. In fact, we appeal to the Luo-Sarnak result just as in
the derivation of Conjecture 1.1 we appeal to the QUE theorem. Moreover, we prove a more
precise version of the asymptotic with a power saving in the error term; see Theorem 6.1 for
this result. Since we have a power saving, this indicates that we could probably estimate
some variations such as by having ψ vary with T in some way–see Proposition 1.6 for an
example of what is meant here. See also [K] for the level aspect of QUE for Eisenstein series.
The Eisenstein series is often an interesting test case for more advanced problems with
Maass forms. For instance, Spinu [Sp] bounded the L4 norm of the Eisenstein series when
restricted to a compact set.
Our proof of Theorem 1.2 requires the full spectral theory of automorphic forms. As
mentioned earlier in the introduction, it is not effective to directly apply the spectral de-
composition to |E(iy, 1/2 + iT )|2 and then integrate over y, because the spectral sum is
very “long.” Instead, we use Parseval to relate it to the fourth moment of the Riemann zeta
function which of course has been extensively studied over many years, e.g. see [In] [R] [H-B]
[Iw1] [Mo2] for some notable results. However, the present case is somewhat unusual in that
it samples the zeta function at widely-separated points. Here it is roughly of the form
(1.6)
∫
|t|≤T
(1 + |t− T |)−1/2(1 + |t+ T |)−1/2|ζ(1/2 + it + iT )ζ(1/2 + it− iT )|2dt.
Furthermore, there are ranges in the integral where the conductor drops, e.g. for T − 2∆ ≤
t ≤ T − ∆ with ∆ = o(T ), in which case the weight becomes larger. Luckily, the measure
of the set where the conductor drops is also relatively small, so these effects partially negate
each other. In fact, we can use short-interval bounds on the fourth moment of zeta (e.g.,
see (6.53) below) to dispense with the conductor-dropping ranges, so the main issue is to
understand the range |t| ≤ .99T . In a related direction, Bettin [Be] considered large shifts in
the second moment of zeta. See [C] for strong bounds on shifted moments assuming GRH.
Our basic approach is to use an approximate functional equation for the product of
zeta functions, leading to the problem of asymptotically evaluating the shifted divisor sum∑
n≈T τiT (n)τiT (n +m), with a smooth weight. For this we use spectral theory in the guise
of the Kuznetsov formula. It is an important point that we only use the spectral tools on
the favorable part of the integral with |t| ≤ .99T . It might be illuminating to relate this
favorable portion of the t-integral directly to an inner product of |E(z, 1/2 + iT )|2 with
Poincare series. See [G1] [G2] [EHS] for some clues in this direction. One curious feature of
the proof is that after applying the spectral theory to the shifted divisor sum, its estimation
comes down to subconvexity for the Riemann zeta function and Hecke-Maass L-functions.
We are nevertheless reluctant to say that the geodesic QUE theorem for Eisenstein series is
equivalent to subconvexity, because in fact we require the full spectral machinery to even
get to this point, and because these tools themselves lead to strong subconvexity bounds.
Furthermore, to treat the ranges with ∆ = o(T ) requires a short interval mean value bound
for the zeta function which itself implies subconvexity (but not vice-versa).
Another interesting quantity along the lines of Conjecture 1.1 is the L2-norm of uj(iy)
along the geodesic, that is, the case ψ(y) = 1 for all y (a problem considered by [GRS]).
Although this problem should be easier than the geodesic integral weighted by ψ (because
it is a longer average), Conjecture 1.1 breaks down in this case. In this direction, we have
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Conjecture 1.3. For α fixed, |Re(α)| < 1/2, and uj an even Hecke-Maass cusp form, we
have
(1.7)
∫ ∞
0
|uj(iy)|2yαdy
y
∼ 2
∫
Γ\H
|uj(z)|2(E(z, 1 + α) + E(z, 1 − α))dxdy
y2
,
as j →∞. Similarly,
(1.8)
∫ ∞
0
yk|f(iy)|2yαdy
y
∼
∫
Γ\H
yk|f(z)|2(E(z, 1 + α) + E(z, 1− α))dxdy
y2
,
as k →∞.
The right hand side of (1.7) has a removable singularity at α = 0. When α = 0, E(z, 1 +
α) + E(z, 1 − α) becomes the constant term of 2E(z, s) in the Laurent expansion around
s = 1 which can then be expressed in terms of log(
√
y|η(z)|2); see (22.69) of [IK]. See also
Remark 6.2 of [GRS] for an alternative formulation of the α = 0 case. However, they did
not provide a derivation of their argument so we briefly include one below with Conjecture
3.1.
It is also natural to consider horocycle integrals. To this end, we have
Conjecture 1.4. Let U(z) be either yk/2f(z) or uj(z), and let ψ : Z\R :→ R be a smooth
function. Then
(1.9)
∫ 1
0
ψ(x)|U(z)|2dx ∼
∫ 1
0
ψ(x)dx
for fixed y > 0, as the weight/eigenvalue of U becomes large.
In [Sa3] (see points 3 and 4) it is conjectured that the 2n-th moment of U(z) on the
horocycle converges to the 2n-th moment of the Gaussian. For ψ = 1 and U(z) = uj(z),
Theorem 1.1 of [GRS] gives unconditional upper and lower bounds for the horocycle integral
that are within T ε of the conjectured asymptotic. A minor variation of Conjecture 1.4 is given
by Hejhal and Rackner [HR] (6.12). Conjecture 1.4 really consists of two parts which have
different flavors. The first step is to say that
∫ 1
0
ψ(x)|U(z)|2dx = (∫ 1
0
ψ(x)dx)(
∫ 1
0
|U(z)|2dx)+
S where S is a kind of shifted convolution sum. Cancellation in such a sum would indicate
that S = O(T−δ). We shall make some conjectures on these shifted convolution sums in
Section 4.1. If we normalize U so that
∫ 1
0
|U(z)|2dx = 1 (rather than with (1.2)) then at this
point one obtains a natural notion of equidistribution along the horocycle. Next we argue
that if U is normalized by (1.2) then
∫ 1
0
|U(z)|2dx ∼ 1; some heuristic reasoning along these
lines is given in Section 4.2.
A different way to study the QUE conjecture for thin sets is to restrict |U |2 to (say) a small
disc with fixed center but with radius that shrinks at some rate with U . These questions
are examined in Section 5. We were partially motivated to study this question based on
an analogous problem for Heegner points of discriminant D and level q (prime) which was
considered in [LMY]. A simple question asked in [LMY] is, given q, how large does D have
to be to guarantee that a Heegner point of discriminant D and level q lies in ωSL2(Z)\H for
any coset ωSL2(Z) ∈ Γ0(q)\SL2(Z)? Obviously the number of Heegner points (≈ |D|1/2)
must exceed the index of Γ0(q) in SL2(Z) (≈ q), so that q ≪ D1/2−δ is a necessary condition.
On the other hand, the Lindelo¨f hypothesis for certain Rankin-Selberg L-functions implies
that q ≪ D1/2−δ is sufficient, which is then best-possible (up to |D|ε).
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To this end, let φ : SL2(Z)\H → R be smooth and compactly supported, and consider
the inner product 〈|U |2, φ〉 where we shall keep track of the dependence on φ, as it may vary
with U in some way. One natural question is to understand how fast the support of φ can
shrink (which increases the size of the derivatives of φ), and still expect QUE to hold. An
obvious limitation to this is that a Maass form U typically oscillates at frequency T , and is
hence roughly constant at distances less than the de Broglie wavelength of size ≈ 1/T . See
[HR], Sections 3 and 5.1 for elaboration here. So if φ has support on a disc of radius T−1−δ
and center z0, then we expect that 〈U2, φ〉 ≈ U(z0)2〈1, φ〉, and clearly QUE would not hold
on this scale.
There are two standard approaches to QUE, one being Watson’s formula and bounds
for triple product L-functions, and the other being Poincare series and bounds for shifted
convolution sums. Unlike in the Heegner point case described above, assuming the Lindelo¨f
hypothesis (for triple product L-functions) does not give a result valid on discs of radius
T−1+δ (the smallest size discs upon which one might expect QUE to hold). See Proposition
5.1 for this result. However, the Poincare series approach seems to be better-suited for this
problem, and via this method, we have
Proposition 1.5. Suppose that a family of functions φ satisfy
(1.10)
∂k+l
∂xk∂yl
φ(x+ iy)≪k,l AkBl,
for some A,B ≥ 1 (with implied constants independent of the family of φ’s) and that each
φ in the family has support contained in a fixed compact set K. Let U be a Hecke-Maass
cusp form. Suppose the Lindelo¨f hypothesis holds for L(sym2U, s), and assume Conjecture
4.3 holds (this is a bound for a double sum of shifted convolution sums). Then we have
(1.11) 〈U2, φ〉 = 〈1, φ〉+O(‖φ‖1T−1/2+ε(A1/2 +B1/2)).
Thus Proposition 1.5, with A = B = T 1−δ, indicates that QUE should hold on any small
scale larger than T−1+δ.
For the Eisenstein series case, Luo and Sarnak [LS1] showed that
(1.12) 〈|E(z, 1/2 + iT )|2, φ〉 ∼ 3
pi
log(1/4 + T 2)〈1, φ〉
for fixed φ. We shall show in Section 5.3 the following (unconditional)
Proposition 1.6. Suppose that a family of functions φ satisfy (1.10) for some A = B ≤
T 1−δ, and that each φ in the family has support contained in a fixed compact set. Then
(1.13)
〈|E(z, 1/2 + iT )|2, φ〉 = log(1/4 + T 2)〈φ, 3
pi
〉+O(A1/2T−1/6+ε‖φ‖2) +O
( log T
log log T
‖φ‖1
)
.
As a corollary, we deduce that the Eisenstein series E(z, 1/2+ iT ) cannot be exceptionally
small (nor large) on a disc of radius ≫ T−1/9+δ (the calculation for this exponent 1/9 is
that for φ approximating such a disc, 〈1, φ〉 ≍ A−2, while ‖φ‖2 ≍ A−1, and so one requires
A−2 ≫ A−1/2T−1/6+ε). We also give a more precise version of the main term here with a
power saving; see (5.35) below.
Since our paper is partially conjectural, we have organized it so that the conjectural results
appear only in Sections 3, 4, 5.1, and 5.2. Within those sections, it should be clear from
context whether a given formula is heuristically valid, conditional on some specific unproved
hypothesis (e.g., GRH), or is valid unconditionally.
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2. Notation and standard results
2.1. Fourier expansions and the standard L-functions. Let U(z) be one of the three
functions uj(z), y
k/2f(z), E(z, 1/2 + iT ). We recall the definition
(2.1) E(z, s) =
∑
γ∈Γ∞\Γ
Im(γz)s,
where Γ = PSL2(Z) and Γ∞ is the stabilizer of∞. Then Ress=1E(z, s) = 3pi . Each U(z) has
the Fourier expansion
(2.2) U(z) = c0(y) + ρ(1)
∑
n 6=0
λ(n)√|n|e(nx)V (2pi|n|y),
with additional notation as follows. Here c0(y) = c0(y, s) is the constant term in the Fourier
expansion which is nonzero only in the Eisenstein case for which c0(y, s) = y
s + ϕ(s)y1−s
with ϕ(s) = θ(1−s)
θ(s)
and θ(s) = pi−sΓ(s)ζ(2s). Note |ϕ(1/2 + iT )| = 1. Here λ(n) are Hecke
eigenvalues which on the Ramanujan conjecture are bounded in absolute value by the divisor
function d(n), and
(2.3) V (y) =
{
VT (y) :=
√
yKiT (y), Maass and Eisenstein cases
Vk(y) := y
k/2 exp(−y), Holomorphic case,
where T is the spectral parameter of uj. In the Maass and Eisenstein cases, λ(−n) = λ(n)
since uj is assumed to be even, while in the holomorphic case λ(n) = 0 for n < 0. In case U
is the Eisenstein series, λ(n) = τiT (n) :=
∑
ab=|n|(a/b)
iT , and with the above normalization
of the constant term, we have
(2.4) θ(1/2 + iT )ρ(1) = (2/pi)1/2, θ(s) = pi−sΓ(s)ζ(2s).
Then by Stirling’s formula and standard bounds for the Riemann zeta function, we deduce
(2.5) |ρ(1)|2 = 2
pi
cosh(piT )
|ζ(1 + 2iT )|2 = T
o(1) exp(piT ).
Suppose initially that Re(s) > 1
2
. Then we define
(2.6) L(1/2 + s) =
∫ ∞
0
(U(iy)− c0(y))ysdy
y
.
This integral converges absolutely since U(iy) − c0(y, 1/2 + iT ) ≪T y−1/2 for y ≪ 1 (it is
O(exp(−y)) for y ≫ 1). If U is cuspidal then the integral converges absolutely for all s ∈ C.
For Re(s) > 1
2
, we can reverse the order of integration and summation to show
(2.7) L(1/2 + s) = (1 + λ(−1))ρ(1)L(1/2 + s, U)γV (1/2 + s),
where we write
(2.8) L(s, U) =
∑
n≥1
λ(n)
ns
, γV (1/2 + s) =
∫ ∞
0
V (2piy)ys
dy
y
.
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It is sometimes useful to express γV in terms of gamma functions. From [GR] (6.561.16),
(2.9) γVT (1/2 + s) = 2
−3/2pi−sΓ
( 1
2
+ s+ iT
2
)
Γ
( 1
2
+ s− iT
2
)
.
For the holomorphic case, we have by a direct calculation
(2.10) γVk(1/2 + s) = (2pi)
−sΓ(k
2
+ s).
When U(z) = E(z, 1/2 + iT ) = ET , a short calculation shows
(2.11) L(s, ET ) = ζ(s+ iT )ζ(s− iT ).
2.2. Rankin-Selberg integrals.
Lemma 2.1. Suppose F and G are smooth functions on R+ with rapid decay at 0 and ∞.
Then for any α, β ∈ C, we have
(2.12)
∫ ∞
0
F (y)yαG(y)yβ
dy
y
=
1
2pii
∫
(c)
F˜ (s+ α)G˜(β − s)ds,
where W˜ (s) denotes the Mellin transform of a function W :
(2.13) W˜ (s) =
∫ ∞
0
W (y)ys
dy
y
, W (y) =
1
2pii
∫
(c)
W˜ (s)y−sds.
Lemma 2.1 is a special case of Mellin convolution (easily proved in the smooth setting by
Mellin inversion) so we omit the proof.
Since we have the Mellin pair
(2.14) γV (1/2 + s) =
∫ ∞
0
V (2piy)ys
dy
y
, V (2piy) =
1
2pii
∫
(c)
γV (1/2 + s)y
−sds,
by Lemma 2.1, we have for Re(s) > −1,
(2.15) γV 2(1 + s) :=
∫ ∞
0
V (2piy)2ys
dy
y
=
1
2pii
∫
(0)
γV (1/2 + s+ v)γV (1/2− v)dv.
Technically, the conditions of Lemma 2.1 are not met, but the formula still holds in this
range. It is also posible to find a closed formula for γV 2 . By (6.576.4) of [GR] we have for
VT (y) =
√
yKiT (y) that
(2.16) γV 2T (1 + s) = 2
−2pi−s
Γ(1+s+2iT
2
)Γ(1+s
2
)2Γ(1+s−2iT
2
)
Γ(1 + s)
.
If Vk(y) = y
k/2 exp(−y), then by direct calculation
(2.17) γV 2k (1 + s) = 2
−k(4pi)−sΓ(k + s).
In many cases throughout this paper we have preferred to use the definition (2.15) over the
evaluations (2.16)–(2.17), in part because it allows us to treat the holomorphic and Maass
cases simultaneously, but also because the exact evaluations are not necessary and it is easier
to work directly with the definition.
The Dirichlet series analog of the above definitions is
(2.18) Z(s, U) =
∞∑
n=1
λ(n)2
ns
,
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which converges absolutely for Re(s) > 1 by Rankin-Selberg theory (see below). For U = uj
or yk/2f(z), we have
(2.19) Z(s, U) =
ζ(s)
ζ(2s)
L(sym2U, s),
while if U = E(z, 1/2 + iT ) = ET , then
(2.20) Z(s, ET ) =
ζ2(s)ζ(s− 2iT )ζ(s+ 2iT )
ζ(2s)
.
Lemma 2.2. Suppose that U(z) is either uj(z) or y
k/2f(z). Then for Re(s) > 0, we have
(2.21)
∫
Γ\H
|U(z)|2E(z, 1 + s)dxdy
y2
= (1 + λ(−1)2)|ρ(1)|2Z(1 + s, U)γV 2(1 + s).
The formula extends to hold for all s ∈ C by meromorphic continuation.
This is the standard unfolding argument but since we use it repeatedly we give the full
proof.
Proof of Lemma 2.2. For Re(s) > 1, we have
(2.22) 〈|U |2, E(·, s)〉 :=
∫
Γ\H
|U(z)|2E(z, s)dxdy
y2
=
∑
γ∈Γ∞\Γ
∫
Γ\H
|U(z)|2(Im(γz))sdxdy
y2
,
which by unfolding gives
(2.23) 〈|U |2, E(·, s)〉 =
∫ 1
0
∫ ∞
0
|U(z)|2ysdxdy
y2
.
Inserting the Fourier expansion of U and performing the x-integral, we obtain
(2.24) 〈|U |2, E(·, s)〉 = |ρ(1)|2
∑
n 6=0
λ(n)2
|n|
∫ ∞
0
|V (2pi|n|y)|2ys−1dy
y
= (1 + λ(−1)2)|ρ(1)|2
(∑
n≥1
λ(n)2
ns
)∫ ∞
0
|V (2piy)|2ys−1dy
y
,
which by (2.15) and (2.18), finishes the proof. 
When U is the Eisenstein series then (2.21) does not converge. Instead, we consider the
inner product against the incomplete Eisenstein series as do Luo-Sarnak in [LS1], but we
briefly re-derive the formula to have a self-contained exposition. Suppose that h : R+ → R
is smooth and compactly-supported. By definition,
(2.25) E(z, h) =
∑
γ∈Γ∞\Γ
h(Im(γz)),
and Mellin inversion gives for c > 1,
(2.26) E(z, h) =
1
2pii
∫
(c)
E(z, s)h˜(−s)ds.
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The formula (valid for U Eisenstein series or a cusp form) states
(2.27) 〈|U |2, E(z, h)〉 =
∫ ∞
0
|c0(y)|2h(y)dy
y2
+
(1 + λ(−1)2) |ρ(1)|
2
2pii
∫
(ε)
h˜(−1 − s)Z(1 + s, U)γV 2(1 + s)ds.
Proof. Unfolding as in the proof of Lemma 2.2, we obtain
(2.28) 〈|U |2, E(z, h)〉 =
∫ ∞
0
∫ 1
0
|U(z)|2h(y)dxdy
y2
.
Inserting the Fourier expansion of U , we obtain
(2.29) 〈|U |2, E(z, h)〉 =
∫ ∞
0
|c0(y)|2h(y)dy
y2
+ (1 + λ(−1)2)|ρ(1)|2
∑
n≥1
λ(n)2
n
∫ ∞
0
|V (2piny)|2h(y)dy
y2
.
Using Mellin inversion on h, we obtain that the non-constant terms in (2.29) equal
(2.30) (1 + λ(−1)2)|ρ(1)|2 1
2pii
∫
(ε)
h˜(−1− s)
(∑
n≥1
λ(n)2
n1+s
)∫ ∞
0
|V (2piy)|2ysdy
y
ds.
Again using (2.15) and (2.18), we obtain (2.27). 
3. Derivation of Conjectures 1.1 and 1.3
In this section, we suppose U is either uj(z) or y
k/2f(z). By Lemma 2.1 and (2.6),
(3.1) I(U, α) :=
∫ ∞
0
|U(iy)|2yαdy
y
=
1
2pii
∫
(0)
L(1/2 + s+ α)L(1/2− s)ds.
By (2.7), we have
(3.2) I(U, α) = (1+λ(−1))2 |ρ(1)|
2
2pii
∫
(c)
L(1
2
+α+ s, U)L(1
2
−s, U)γV (12 +α+ s)γV (12−s)ds.
This is effectively a shifted second moment of the L-function with a weight depending on
U . The weight is very natural, being the Archimedean part of the completed L-function.
Although such moments for U fixed have been well-studied, the case of U varying is more
difficult, as mentioned in the introduction. Therefore we appeal to the recipe for computing
the main term of a moment of L-functions due to [CFKRS]. The following formula should
be understood in a formal sense:
(3.3) I(U, α) ∼ (1 + λ(−1))2|ρ(1)|2( ∑
m,n≥1
λ(m)λ(n)
m1/2+αn1/2
1
2pi
∫ ∞
−∞
( n
m
)it
γV (1/2 + α + it)γV (1/2− it)dt+ . . .
)
,
where the dots indicate an identical term with α replaced by −α, consistent with I(U, α) =
I(U,−α). This is the first step of the [CFKRS] recipe which calls for us to write a formal
approximate functional equation for each L-function, and to discard terms where the “root
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number” is oscillating with the family. We view the t-integral as selecting only the diagonal
term m = n, leading to
I(U, α) ∼ (1 + λ(−1))2|ρ(1)|2
(∑
n≥1
λ(n)2
n1+α
1
2pii
∫
(0)
γV (1/2 + α + s)γV (1/2− s)ds+ . . .
)
= (1 + λ(−1))2|ρ(1)|2(Z(1 + α, U)γV 2(1 + α) + Z(1− α, U)γV 2(1− α)).(3.4)
Conveniently there was no need to invoke the evaluations (2.16)–(2.17). Using (2.21), we
obtain the conjectured asymptotic
(3.5) I(U, α) ∼ (1 + λ(−1))
∫
Γ\H
|U(z)|2(E(z, 1 + α) + E(z, 1− α))dxdy
y2
.
This is a compact way to express the two formulas in Conjecture 1.3, since λ(−1) = 1 for
U = uj an even Maass form, and λ(−1) = 0 for U = yk/2f(z) coming from a holomorphic
form.
Next we derive Conjecture 1.1 from Conjecture 1.3, supposing that the implied error term
in Conjecture 1.3 has some uniformity in α. Let ψ(y) be a smooth function with compact
support on R+, and define
(3.6) I(U, ψ) =
∫ ∞
0
|U(iy)|2ψ(y)dy
y
.
We may suppose that ψ is even, i.e., ψ(y−1) = ψ(y), because in general one can decompose
ψ as the sum of an even and an odd function, and I(U, ψ) vanishes if ψ is odd. Thus ψ˜(s)
is entire and satisfies ψ˜(s) = ψ˜(−s).
By Mellin inversion, and using (3.5), we have
(3.7) I(U, ψ) =
1
2pii
∫
(0)
ψ˜(−s)I(U, s)ds
∼ (1 + λ(−1)) 1
2pii
∫
(0)
ψ˜(−s)
∫
Γ\H
|U(z)|2(E(z, 1 + s) + E(z, 1− s))dxdy
y2
ds.
Here is where we assumed the error term in (3.5) holds with some uniformity.
Reversing the order of integration, and with the definition
(3.8) H(z, ψ) =
1
2pii
∫
(0)
ψ˜(−s)(E(z, 1 + s) + E(z, 1 − s))ds,
we have the conjecture
(3.9) I(U, ψ) ∼ (1 + λ(−1))
∫
Γ\H
|U(z)|2H(z, ψ)dxdy
y2
.
Finally we show unconditionally, using the QUE theorem, that the right hand side of (3.9)
agrees with the statement of Conjecture 1.1.
Observe that H(z, ψ) is SL2(Z)-invariant. In fact H is related to an incomplete Eisenstein
series, namely
(3.10) H(z, ψ) = −3
pi
ψ˜(0) + 2E(z, yψ(y)),
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We prove this now. First, shift the contour in (3.8) to Re(s) = ε and expand the integral as
the sum of two integrals corresponding to the two terms E(z, 1 + s) and E(z, 1 − s). Then
by shifting the latter of these contours to the left, we have
(3.11)
1
2pii
∫
(ε)
ψ˜(−s)E(z, 1 − s)ds = −3
pi
ψ˜(0) +
1
2pii
∫
(−ε)
ψ˜(−s)E(z, 1 − s)ds,
which by the change of variables s→ −s and the evenness of ψ˜ gives
(3.12) H(z, ψ) = −3
pi
ψ˜(0) +
2
2pii
∫
(ε)
ψ˜(−s)E(z, 1 + s)ds.
Finally we observe from (2.26) that
(3.13)
1
2pii
∫
(ε)
ψ˜(−s)E(z, 1 + s)ds = E(z, yψ(y)).
Inserting (3.10) into (3.9), applying (1.1) to I(U, ψ) (with ψ fixed, the eigenvalue/weight
of U large), and recalling that U is normalized by (1.2), we obtain
(3.14) I(U, ψ) ∼ (1 + λ(−1))
∫
Γ\H
(
− 3
pi
ψ˜(0) + 2E(z, yψ(y))
)dxdy
y2
= (1 + λ(−1))
(
− ψ˜(0) + 2
∫ 1
0
∫ ∞
0
yψ(y)
dxdy
y2
)
.
This simplifies as
(3.15) I(U, ψ) ∼ (1 + λ(−1))
∫ ∞
0
ψ(y)
dy
y
,
which again is a compact way to write both asymptotics in Conjecture 1.1.
The case α = 0 is particularly interesting, and Conjecture 1.3 is perhaps not the best form
in this case.
Conjecture 3.1. We have
(3.16)
∫ ∞
0
|uj(iy)|2dy
y
∼ 2 log(1/4 + t2j),
as tj →∞.
One way to guess the form of this answer is to imagine that |uj(iy)|2 ∼ 2 (on average)
until it begins to decay quickly, which is for y+y−1 ≫ tj (for this, see (4.3) and surrounding
discussion below).
We set tj = T and continue with (3.4). With this notation, Lemma 2.2 shows
(3.17) Resα=0(1 + λ(−1))|ρ(1)|2Z(1 + α)γV 2T (1 + α) = 1.
Let Z(1 + α) = r−1
α
(1 + r0α + . . . ). By Theorem 5.17 of [IK] (conditional on GRH and
Ramanujan), we have r0 ≪ log log T . By taking a Taylor expansion, we have the prediction
(3.18)
∫ ∞
0
|uj(iy)|2yαdy
y
∼ (1 + λ(−1))(2
γ′
V 2T
γV 2T
(1) + 2r0 +O(α)).
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Using the explicit evaluation (2.16) and Stirling’s formula, we have
(3.19)
γ′
V 2T
γV 2T
(1) =
1
2
log(1/4 + T 2) +O(1).
This quickly leads to Conjecture 3.1.
4. Shifted convolution sums and horocycle integrals
The shifted convolution problem is a well-known problem in analytic number theory having
direct applications to subconvexity. See Michel’s Park City lecture notes [Mi] for a good
general introduction.
4.1. Conjectures. We have found that for applications to QUE of restricted eigenfunctions,
the following formulation of the shifted convolution problem is natural.
Conjecture 4.1. Let U(z) be a Hecke-Maass cusp form with Laplace eigenvalue 1/4 + T 2.
Then if 0 < a ≤ y ≤ b, and m 6= 0, we have
(4.1) |ρ(1)|2
∑
n∈Z
λ(n)λ(n+m)KiT (2pi|n|y)KiT (2pi|m+ n|y)≪a,b,τ,R T−τ+ε|m|R,
for some fixed τ > 0 and some fixed R ≥ 0.
An equivalent way to formulate (4.1) is
(4.2)
∫ 1
0
|U(x+ iy)|2e(−mx)dx≪ T−τ+ε|m|R,
which we interpret as a bound on the m-th Fourier coefficient of |U |2 along the horocycle at
height y.
It may even be true that τ = 1/2 and R = 0 are valid which amounts to “square-root”
cancellation in n and strong uniformity in m. The estimate is true with τ = 0 and R = 0 by
Theorem 1.1 of [GRS]. Their proof proceeds by foregoing any cancellation in the sum; this
requires a close analysis of the uniform asymptotic behavior of the Bessel function for which
see Lemma 3.1 of [GRS]. The basic point is that cosh(piT )KiT (y) is exponentially small for
y > T + CT 1/3, and
(4.3) cosh(piT )KiT (y)≪
{
T−1/4|T − y|−1/4) for y < T − CT 1/3
T−1/3 for |y − T | ≤ CT 1/3.
In Conjecture 4.1 we did not impose a restriction on the size of m because the Bessel
function (times ρ(1)2) is exponentially small for |n| ≫ T 1+ε or |n + m| ≫ T 1+ε, so if
|m| ≥ T 1+ε then Conjecture 4.1 is trivial. This formulation of the shifted convolution
problem is non-standard in the sense that the weight function is oscillatory and also that
the automorphic form is varying. Since the above shifted convolution hypothesis, if true, is
very far from current technology, it seems natural to explore some of its consequences.
We will use Conjecture 4.1 to aid in studying various QUE integrals.
Conjecture 4.1 implies a nontrivial bound on the sup-norm of the Maass form U(z) re-
stricted to a fixed compact subset of H, which requires some explanation. To this end, we
present a neat variant of van der Corput’s method as follows.
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Proposition 4.2. Suppose that G(x) is a Z-periodic function having a Fourier series sup-
ported on an interval containing J integers. Then for any t ∈ R,
(4.4) |G(t)|2 ≤ J
∫ 1
0
|G(x)|2dx.
Proof. For A,B ∈ Z and B ≥ 1, let DA,B(x) :=
∑A+B
h=A+1 e(hx) = e(Ax)D0,B(x), which is a
shifted Dirichlet kernel. Supposing G(t) =
∑
m∈Z bme(mt), it is an easy calculation to show
(G∗DA,B)(t) =
∑A+B
m=A+1 bme(mt). With B = J and some choice of A, we have G∗DA,J = G.
Thus by Cauchy’s inequality,
(4.5) |G(t)|2 =
∣∣∣ ∫ 1
0
G(y)DA,J(t− y)dy
∣∣∣2 ≤ (∫ 1
0
|G(x)|2dx
)(∫ 1
0
|DA,J(x)|2dx
)
.
It is easy to check (by Parseval) that
∫ 1
0
|DA,J(x)|2dx = J . 
To see the relation between Proposition 4.2 and the usual van der Corput bound, sup-
pose that an is a sequence vanishing outside an interval containing J integers, and let
F (x) =
∑
n∈Z ane(nx). For a positive integer H , let DH(x) =
∑H
h=1 e(hx), and set G(x) =
F (x)DH(t− x). Note that G(x) has a Fourier series supported on an interval containing at
most J +H integers, DH(0) = H , and so that by (4.4), we have
(4.6) H2|F (t)|2 ≤ (J +H)
∫ 1
0
|F (x)|2|DH(t− x)|2dx.
One can see this as a form of amplification. Writing out the definition of DH , opening the
square, and reversing the order of integration, we obtain
(4.7) H2|F (t)|2 ≤ (J +H)
H∑
k=1
H∑
l=1
e(t(−k + l))
∫ 1
0
|F (x)|2e((k − l)x)dx.
Setting k − l = h, and dividing through by H2, we obtain
(4.8) |F (t)|2 ≤ (J +H)
H
∑
|h|<H
(
1− |h|
H
)
e(−ht)
∫ 1
0
|F (x)|2e(hx)dx.
Taking t = 0, and inserting the definition of F , we rewrite this as
(4.9)
∣∣∣∑
n∈Z
an
∣∣∣2 ≤ (J +H)
H
∑
|h|<H
(
1− |h|
H
)∑
n∈Z
anan+h,
which is the usual formulation of the van der Corput inequality.
If Conjecture 4.1 is true, then we claim
(4.10) |U(z)| ≪ T 12− τ2(R+1)+ε.
For reference, the trivial sup-norm bound is |U(z)| ≪ T 1/2+ε. To derive (4.10) from Con-
jecture 4.1, we apply (4.8) to F (x) = U(x + iy) (with y in some fixed compact interval).
Actually we first truncate the Fourier expansion for U(z) at |n| ≤ T 1+ε using the fact that
the tail is very small coming from the exponential decay of the Bessel function in this range.
In this way, we obtain for 1 ≤ H ≤ T 1+ε
(4.11) |U(x+ iy)|2 ≪ T
1+ε
H
(∫ 1
0
|U(x+ iy)|2dx+
∑
0<|h|<H
∣∣∣ ∫ 1
0
|U(x+ iy)|2e(hx)dx
∣∣∣)+T−100,
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to which we appeal to (4.2), leading to
(4.12) |U(z)|2 ≪ T
1+ε
H
+ T 1−τ+εHR.
Thus choosing H ≍ T τR+1 , we obtain (4.10).
Even with the optimal bound τ = 1/2, R = 0, (4.10) leads to |U(z)| ≪ε T 1/4+ε which is
far from the conjectured bound |U(z)| ≪ T ε [IS] [Sa2] (for z in a fixed compact set). To get
to this optimal bound, we would need to assume some additional cancellation in the shift m
appearing in (4.1). To this end, we suppose a more flexible and stronger shifted convolution
hypothesis:
Conjecture 4.3. Let U(z) be a Hecke-Maass cusp form with Laplace eigenvalue 1/4 + T 2.
Then if 0 < a ≤ y ≤ b, α ∈ R, and 1 ≤M ≤ T 1+ε, we have
(4.13)
|ρ(1)|2
∑
1≤|m|≤M
e(mα)
∑
n∈Z
λ(n)λ(n+m)KiT (2pi|n|y)KiT (2pi|m+ n|y)≪a,b,ε T−1/2+εM1/2.
Equivalently, uniformly in α ∈ R,
(4.14)
∑
1≤|m|≤M
∫ 1
0
|U(x+ iy)|2e(m(α− x))dx≪a,b,ε T−1/2+εM1/2.
If the sup-norm bound U(z) ≪ T ε holds (for a family of U ’s restricted to z in a fixed
compact set), then (4.14) holds when M = T 1+o(1), since if DM(x) =
∑M
m=1 e(mx) is the
Dirichlet kernel, then the left hand side of (4.14) is ≪ T ε ∫ 1
0
|DM(x)|dx ≪ T ε. This gives
some evidence towards Conjecture 4.3.
In the opposite direction, Conjecture 4.3 implies U(z) ≪ T ε (uniformly on any fixed
compact set). This follows by applying Conjecture 4.3 to (4.8) after partial summation,
getting |U(x+ iy)|2 ≪ H−1T 1+ε +H−1/2T 1/2+ε, and the optimal choice is H = T .
So far we have concentrated on the Hecke-Maass case, but it is equally interesting to
consider holomorphic cusp forms. In this case, we have by (2.24) and (2.17) that
(4.15) 1 =
|ρ(1)|2
2k
Γ(k)Res
s=1
Z(s, U), hence |ρ(1)|2 = 2
kko(1)
Γ(k)
.
Then a calculation with Stirling’s formula shows
(4.16) ρ(1)Vk(y) = k
1/4+o(1) exp
(
− (y −
k
2
)2
k
)
.
Thus ρ(1)Vk(2piny) is localized in |4piny − k| ≤ C(k log k)1/2. We make the following
Conjecture 4.4. Let U(z) = yk/2f(z) with f a holomorphic Hecke cusp form of weight k.
Then if 0 < a ≤ y ≤ b, and m 6= 0, we have
(4.17) ρ(1)2
∑
n≥1
λ(n)λ(n+m)√
n(n +m)
Vk(2piny)Vk(2pi(m+ n)y)≪a,b,ε k−1/4+ε,
equivalently,
(4.18)
∫ 1
0
|U(x+ iy)|2e(mx)dx≪a,b,ε k−1/4+ε.
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More generally, we conjecture that for M ≤ k1/2+ε,
(4.19)
∑
1≤|m|≤M
e(−mα)
∫ 1
0
|U(x+ iy)|2e(mx)dx≪a,b,ε k−1/4+εM1/2.
There are effectively O(k1/2+o(1)) terms in the sum in (4.17), so this is predicting square-
root cancellation in the sum over n. One easily checks using (4.16) that (4.17) is very small
unless m = O(k1/2+ε/y).
4.2. Horocycle integrals. In this section we discuss Conjecture 1.4, aided by the conjec-
tures in Section 4.1. Define, with U either uj or y
k/2f(z),
(4.20) IH(U, ψ) =
∫ 1
0
ψ(x)|U(z)|2dx.
Inserting the Fourier expansion (2.2), we obtain
(4.21) IH(U, ψ) = |ρ(1)|2
∑
m,n 6=0
λ(m)λ(n)√|mn| V (2pi|m|y)V (2pi|n|y)ψ̂(m− n),
where ψ̂(k) =
∫ 1
0
ψ(x)e(−kx)dx. Thus
(4.22) IH(U, ψ) = IH(U, 1)
∫ 1
0
ψ(x)dx+ S,
where Conjecture 4.1 or Conjecture 4.4 (depending on if U comes from a Maass form or a
holomorphic form) implies S = o(1) .
Next we examine IH(U, 1). By (4.21) specialized to ψ = 1,
(4.23) IH(U, ψ) = (1 + λ(−1)2)|ρ(1)|2
∞∑
n=1
λ(n)2
n
V (2piny)2.
The inverse Mellin version of (2.15) gives V (2piy)2 = 1
2pii
∫
(σ)
γV 2(1 + s)y
−sds, so
(4.24) IH(U, 1) = (1 + λ(−1)2)|ρ(1)|2 1
2pii
∫
(1)
y−sZ(1 + s, U)γV 2(1 + s)ds.
Next the basic idea is to move the contour of integration to Re(s) = −1
2
(this is the optimal
location because a completed L-function is smallest on the critical line, at least if one assumes
the Lindelo¨f hypothesis). By Lemma 2.2, the residue at s = 0 gives to IH(U, 1)
(4.25)
∫
Γ\H
|U(z)|2Ress=0E(z, 1 + s)dxdy
y2
.
This equals 1, since the residue of the Eisenstein series is 3/pi, and we normalize according
to (1.2).
Next we explain that the Lindelo¨f Hypothesis (on average) applied to the right hand side
of (4.24) but at Re(s) = −1
2
would show show that IH(U, 1) = 1 + O(T
ε) (for U a Maass
form–in the holomorphic case we replace T ε by kε). Of course, this error term is larger than
the main term, but since the integrand is oscillatory (the phase of the L-function should not
correlate with any simple function such as a ratio of gamma functions), it seems reasonable
to suppose that there is some cancellation in the integral showing that IH(U, 1) = 1 + o(1).
To this end, we consider the two cases of U = uj and U = y
k/2f(z) separately. Recall the
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evaluation (2.16). Stirling’s approximation applied to (2.16) then shows in the Maass case
that
(4.26) epiTγV 2T (1/2 + it)≪ exp(pi4Q(t, T ))(1 + |t+ 2T |)−
1
4 (1 + |t− 2T |)− 14 (1 + |t|)− 12 ,
where
(4.27) Q(t, T ) = 4T − |t+ 2T | − |t− 2T |.
By a simple calculation, Q(t, T ) = 0 for |t| ≤ 2T , and Q(t, T ) = 2(2T − |t|) for |t| > 2T ,
so the contribution to IH(U, 1) from |t| ≥ 2T + T ε is very small. A short calculation shows
that the Lindelo¨f Hypothesis is sufficient to prove that the new integral contributes O(T ε)
to IH(U, 1).
For the holomorphic case, by (4.15) and (2.17) we have
(4.28) |ρ(1)|2γV 2k (1/2 + it) = ko(1)
γV 2k (1/2 + it)
γV 2k (1)
≪ kεΓ(k −
1
2
+ it)
Γ(k)
.
By Stirling’s formula, this is exponentially small for t≫ k1/2+ε, and for t≪ k1/2+ε we have
(4.29) |ρ(1)|2γV 2k (1/2 + it)≪ k
−1/2+ε exp(−t2/k).
Just like in the Maass case, we see that the Lindelo¨f Hypothesis gives a bound of kε for
the new integral, and since the integral is presumably oscillatory it is reasonable to suppose
there is cancellation. This concludes the derivation of Conjecture 1.4.
5. The QUE conjecture for shrinking sets
This section concerns a discussion around Proposition 1.5. Recall that our notation is
such that QUE is an asymptotic for 〈U2, φ〉 where φ is a family of functions that may vary
with U (but the φ’s are generally not as oscillatory as U is). In this section we take U = uj
or U = ET , but it would be interesting to study the holomorphic case too.
It is well-known that the QUE conjecture can be approached either via bounds for triple
product L-functions via Watson’s formula [W], or alternatively by shifted convolution sums
via Poincare series. These two methods are apparently not equivalent and indeed Holowinsky
and Soundararajan [HS] exploit both approaches in their proof of the mass equidistribution
conjecture. We shall present both of these two standard approaches below.
First we impose some conditions on φ (or more accurately, the sequence of φ’s depending
on U). One natural choice is to pick a sequence of numbers C(k) and a constant A, and
consider φ satisfying
(5.1) ‖∆kφ‖1 ≤ C(k)A2k,
for all k = 0, 1, 2, . . . . As A gets larger, this allows for more functions φ, which can then
be chosen to approximate the characteristic function of a disc of radius A−1, for example.
This formulation is good for the triple product approach. If φ is an approximation to the
characteristic function of a disc with fixed center and of radius A−1 then ‖φ‖1 = 〈1, φ〉 ≍
A−2 ≍ 〈φ, φ〉 so ‖φ‖2 ≍ A−1. Another interesting choice of φ is φ(x + iy) = w(x)ψ(y) or
φ(x + iy) = ψ(x)w(y) where ψ is a fixed smooth compactly-supported function on either
R
+ or Z\R as in Conjecture 1.1 or Conjecture 1.4, respectively, and w satisfies w(k) ≪ Ak.
With such choices of φ we can approximate a segment of a vertical geodesic or a horocycle,
for instance. For such φ, we have 〈1, φ〉 ≍ A−1 ≍ 〈φ, φ〉 so ‖φ‖2 ≍ A−1/2.
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The discussion in this section has some connections to the recent work of [GRS], especially
their Appendix A on “quantitative QUE,” but the overlap is minimal because here we focus
on understanding precise rates of convergence.
5.1. The triple product approach.
Proposition 5.1. Let U be a Hecke-Maass cusp form, and suppose φ (possibly depending on
U) satisfies (5.1) for some A ≤ T 1−δ. Assuming the Lindelo¨f hypothesis for triple product
L-functions, we have
(5.2) 〈U2, φ〉 = 〈1, φ〉+O(‖φ‖2T−1/2+εA1/2).
Alternatively, if in addition we assume the bound |uj(z)| ≪ T ε uniformly for z in the support
of φ, then we have
(5.3) 〈U2, φ〉 = 〈1, φ〉+O(‖φ‖1T−1/2+εA3/2).
The implied constants depend on ε > 0 and the choice of constants C(k) in (5.1).
We conclude from (5.3) that QUE should hold for any such sequence of φ’s provided
A ≤ T 1/3−δ for some fixed δ > 0.
Sometimes the former bound (5.2) is superior to (5.3), even though (5.3) requires additional
assumptions; for instance, if 〈1, φ〉 ≍ A−1 ≍ 〈φ, φ〉 then (5.2) says
(5.4) 〈U2, φ〉 = 〈1, φ〉+O(T−1/2+ε),
so as long as A ≤ T 1/2−δ for some fixed δ > 0 we can conclude that QUE holds.
It is implicit that even when QUE does not hold, the above work gives upper bounds
on the L2 norm of U restricted to a shrinking family of sets, conditionally on the Lindelo¨f
hypothesis.
We also emphasize that we do not expect these results to be optimal, even though they
rely on the Lindelo¨f hypothesis. The reason is that in the derivation, there appears a sum
over the spectrum, and it is possible that there is cancellation when combining the spectral
coefficients. This situation is similar to the prime geodesic theorem where the analog of the
Riemann Hypothesis holds (this means there are no exceptional eigenvalues for PSL2(Z)),
yet from this one does not immediately deduce the presumably optimal “square-root” error
term; see [Iw2]. Instead see for example p.139 of [Iw2] where a natural conjecture on sums
of Kloosterman sums is stated, which would then give the optimal error term. In Section 5.2
we show how the strongest possible error terms could follow from robust shifted convolution
sum bounds.
Proof. The Plancherel formula gives
(5.5)
〈U2, φ〉 = 〈U2, 3
pi
〉〈1, φ〉+
∑
j≥1
〈U2, uj〉〈uj, φ〉+ 1
4pi
∫ ∞
−∞
〈U2, E(·, 1/2+ it)〉〈E(·, 1/2 + it), φ〉dt,
where recall the inner product is with respect to dxdy
y2
(not probability measure). Note that
if U is normalized with (1.2), then 〈U2, 3
pi
〉 = 1 and the constant eigenfunction gives the
expected main term in the QUE conjecture. If uj is even and U is a Maass form then
Watson’s formula reads
(5.6) |〈U2, uj〉|2 = pi
8
|Γ( 12+2iT+itj
2
)|2|Γ( 12+2iT−itj
2
)|2|Γ( 12+itj
2
)|4
|Γ(1+2iT
2
)|4|Γ(1+2itj
2
)|2
L(U × U × uj, 1/2)
L(sym2U, 1)2L(sym2uj, 1)
.
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A similar formula holds for the Eisenstein series by an unfolding argument along the lines
of Lemma 2.2. We shall simply quote the work of Section 2 of [LS1] for the following:
(5.7) 〈|E(z, 1/2 + iT )|2, uj〉
= c(T )ρj(1)
|Γ( 12+itj
2
)|2
|ζ(1 + 2iT )|2
Γ(
1
2
−itj−2iT
2
)Γ(
1
2
+itj−2iT
2
)
|Γ(1
2
+ iT )|2 L(uj, 1/2)L(uj, 1/2− 2iT ),
where c(T ) is such that |c(T )| is an absolute constant independent of T . Note that |〈|E(z, 1/2+
iT )|2, uj〉|2 is a close cousin to (5.6), recalling that |ρj(1)|2 = c|Γ(12+ itj)|−2(L(1, sym2uj))−1.
In particular, the gamma factors are the same as in (5.6), and the triple product L-function
is replaced by |L(uj, 1/2)L(uj, 1/2− 2iT )|2.
By Stirling’s formula, the ratio of gamma factors in (5.6) is
(5.8) ≪ P (tj, T ) exp(pi2Q(tj , T )), Q(tj , T ) = 4T − |2T + tj | − |2T − tj|,
where we encountered Q(t, T ) earlier in (4.27), and where P is given by
(5.9) P (tj, T ) = (1 + |2T + tj |)−1/2(1 + |2T − tj|)−1/2t−1j .
Since Q(tj , T ) = 2(2T − tj) for tj ≥ 2T (and = 0 otherwise) we can bound the terms in (5.5)
with tj ≥ 2T + C log T with
(5.10) ‖φ‖1
∑
tj≥2T+C log T
Polynomial(tj , T ) exp(−pi(tj − 2T )),
using the trivial bound |〈uj, φ〉| ≤ ‖uj‖∞‖φ‖1 ≪ (1/4 + t2j )1/4‖φ‖1. Taking C large enough
compared to the degree of the unspecified polynomial, we can bound this error term by
≪ ‖φ‖1T−100, with an absolute implied constant. In summary, we have shown
(5.11) 〈U2, φ〉 − 〈1, φ〉 =
∑
tj≤2T+C log T
〈U2, uj〉〈uj, φ〉+ (Eisenstein) +O(‖φ‖1T−100).
Without some additional assumptions on φ, it is not reasonable to expect that the terms
with tj ≤ 2T +C log T also constitute an error term. For instance, if φ = U2 then in [BKY]
it is conjectured that 3
pi
〈U2, U2〉 ∼ 3. In an even more extreme direction, we could take a
sequence of φ’s tending to a delta function in which case one would not expect an asymptotic
law for 〈U2, φ〉.
Assuming (5.1) holds, then by the self-adjointness of the Laplacian, we can bound the
spectral coefficients by
(5.12) (1/4 + t2j )
k〈uj, φ〉 = 〈∆kuj, φ〉 = 〈uj,∆kφ〉 ≪ A2k‖uj‖∞,
whence
(5.13) 〈uj, φ〉 ≪ (1/4 + t2j )1/4
( A2
1/4 + t2j
)k
.
Thus if A ≤ T 1−δ for some fixed δ > 0 (meaning in some sense that uj is more oscillatory
than φ) then in (5.11) we can truncate the sum at tj ≤ AT ε. We conclude that
(5.14) |〈U2, φ〉 − 〈1, φ〉| ≪ ‖φ‖1
∑
tj≤AT ε
‖uj‖∞|〈U2, uj〉|+ (Eisenstein) +O(‖φ‖1T−100).
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Assuming the Lindelo¨f Hypothesis, we have by Watson’s formula that
(5.15)
∑
tj≤AT ε
|〈U2, uj〉| ≪
∑
tj≤AT ε
T−1/2+εt−1/2+εj ≪ A3/2T−1/2+ε.
Similar estimates hold for the Eisenstein series so we suppress those arguments. Using the
assumed bound ‖uj‖∞ ≪ T ε (we only need this for uj restricted to the support of φ), we
derive (5.3).
To derive (5.2), we use the arrangement
(5.16)
|〈U2, φ〉− 〈1, φ〉| ≪
( ∑
tj≤AT ε
|〈U2, uj〉|2
)1/2(∑
tj
|〈uj, φ〉|2
)1/2
+ (Eisenstein) +O(‖φ‖1T−100).
In this case, Bessel’s inequality implies
∑
tj
|〈uj, φ〉|2 ≤ 〈φ, φ〉. Thus by Watson’s formula
and the Lindelo¨f hypothesis, we derive (5.2). 
5.2. Poincare series approach. Now we consider the approach to QUE by Poincare series
as in Section 4 of [LS1]. This method gives the following
Proposition 5.2. Suppose that a family of functions φ : Γ\H → R satisfy for all k, l =
0, 1, 2, . . .
(5.17)
∂k+l
∂xk∂yl
φ(x+ iy)≪k,l AkBl,
and that each φ in the family has support contained in a fixed compact set K. Let U be a
Hecke-Maass cusp form. Suppose the Lindelo¨f hypothesis holds for L(sym2U, s), and assume
Conjecture 4.1 holds with τ = 1/2, R = 0. Then
(5.18) 〈U2, φ〉 = 〈1, φ〉+O(‖φ‖1T−1/2+ε(A+B1/2)).
If in addition Conjecture 4.3 holds then
(5.19) 〈U2, φ〉 = 〈1, φ〉+O(‖φ‖1T−1/2+ε(A1/2 +B1/2)).
The assumption that each φ has support in K is to avoid unusual behavior of the functions
high in the cusp. Note that (5.17) implies (5.1) with A replaced by A+B, since y is restricted
to a compact set.
Proof. For notational simplicity, suppose that K ⊂ H is a connected component of the
inverse image of K under the natural projection, and that K is contained in the interior
of the usual fundamental domain for Γ\H. The general case can be treated as in Section
4 of [LS1]; one needs to modify the formula slightly in neighborhoods of the elliptic points
i, ρ. Define φ(z) : H → R via φ(z) = φ(z) for z ∈ K, and 0 otherwise. Define Φ to be the
extension of φ to H by Γ∞-periodicity.
The usual Fourier expansion for Φ takes the form
(5.20) Φ(x+ iy) =
∑
m∈Z
e(mx)Φm(y), Φm(y) =
∫ 1
0
Φ(x+ iy)e(−mx)dx.
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Furthermore, φ(z) =
∑
γ∈Γ∞\Γ Φ(γz). For ψ a compactly-supported function on the positive
reals, define the incomplete Poincare series
(5.21) Pn(z, ψ) =
∑
γ∈Γ∞\Γ
e(nRe(γz))ψ(Im(γz)).
Thus
(5.22) φ(x+ iy) =
∑
γ∈Γ∞\Γ
∑
m∈Z
e(mRe(γz))Φm(Im(γz)) =
∑
m∈Z
Pm(z,Φm).
As in the triple product method of Section 5.1, we consider a sequence of functions φ and
we wish to impose conditions that allow us to specify a practical place to truncate the sum
over m. To this end, we note that by integration by parts,
(5.23) Φm(y) =
( 1
2piim
)k ∫ 1
0
∂kΦ(x+ iy)
∂xk
e(−mx)dx.
So if (5.17) holds, then Φm(y)≪ (A/|m|)k.
By the Poincare series expansion (5.22), we have
(5.24) 〈U2, φ〉 =
∑
m∈Z
〈U2, Pm(·,Φm)〉.
We can already see a potential improvement over (5.5)–there are roughly A terms in (5.24)
while (5.5) has roughly A2 Maass forms with tj ≤ A. Next we calculate each of these inner
products by unfolding (see the proof of Lemma 2.2 for a similar calculation):
(5.25) 〈U2, Pm(z,Φm)〉 =
∫ ∞
0
∫ 1
0
|U(x+ iy)|2e(−mx)Φm(y)dxdy
y2
.
Hence by Conjecture 4.1, with τ = 1/2, R = 0, we have
(5.26) 〈U2, Pm(z,Φm)〉 ≪ T−1/2+ε
∫ ∞
0
|Φm(y)|dy
y2
≤ T−1/2+ε
∫ 1
0
∫ ∞
0
|Φ(x+ iy)|dxdy
y2
.
By truncating the sum at |m| ≤ AT ε with a very small error, we conclude
(5.27)
∑
m6=0
〈U2, Pm(z,Φm)〉 ≪ ‖φ‖1T−1/2+εA,
which is the first of two error terms claimed in (5.18). If one is willing to accept Conjecture
4.3, then we can show
(5.28)
∑
m6=0
〈U2, Pm(z,Φm)≪ ‖φ‖1T−1/2+εA1/2,
as follows. Using (5.25), the definition of Φm, and rearranging the orders of integration and
summation appropriately, we have
(5.29)
∑
1≤|m|≤AT ε
〈U2, Pm(z,Φm)〉
=
∫ 1
0
∫ ∞
0
Φ(t + iy)
( ∑
1≤|m|≤AT ε
e(mt)
∫ 1
0
|U(x+ iy)|2e(−mx)dx
)dy
y2
dt.
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The inner expression inside the parentheses is O(A−1/2T 1/2+ε), assuming Conjecture 4.3,
which immediately leads to (5.28), the first of two error terms stated in (5.19).
Next we examine the term m = 0, and show that
(5.30) 〈U2, P0(z,Φ0)〉 = 〈1, φ〉+O(‖φ‖1T−1/2+εB1/2),
assuming the generalized Lindelo¨f hypothesis. Here we have P0(z,Φ0) = E(z,Φ0) and so
(2.27) gives
(5.31) 〈U2, P0(·,Φ0)〉 = 1
2pii
∫
(ε)
Φ˜0(−1− s)2|ρ(1)|2Z(1 + s, U)γV 2T (1 + s)ds.
Recall Z(s, U) is defined by (2.18) and γV 2T (s) is given by (2.16). We shift the contour of
integration to Re(s) = −1/2, crossing a pole at s = 0 which gives
(5.32) Φ˜0(−1)〈U2, 3pi 〉 =
∫ ∞
0
Φ0(y)
dy
y2
=
∫ ∞
0
∫ 1
0
Φ(x+ iy)
dxdy
y2
= 〈1, φ〉,
the stated main term in (5.18) and (5.19). By Stirling’s formula and Lindelo¨f, the new
contour integral is of size
(5.33) ≪ T ε
∫ ∞
−∞
|Φ˜0(−1/2 + it)|(1 + |t− 2T |)−1/4(1 + |t+ 2T |)−1/4(1 + |t|)−1/2+εdt.
In fact there is extra exponential decay in the integrand for |t| ≥ 2T , but we do not need
this. It is a simple matter of integration by parts to show
(5.34) Φ˜m(s) :=
∫ ∞
0
Φm(y)y
sdy
y
=
(−1)l
s(s+ 1) . . . (s+ l − 1)
∫ ∞
0
∂lΦm(y)
∂yl
ys+j−1dy
≪k,l B
l
|s(s+ 1) . . . (s + l − 1)| .
Thus in (5.33) we can truncate the integral at |t| ≤ BT ε at no cost. Hence (5.33) is
≪ T−1/2+εB1/2, which is the other error term stated in (5.18) and (5.19). 
5.3. QUE with shrinking sets for Eisenstein series. In this section we prove Proposi-
tion 1.6. Our approach most naturally shows a more precise form
(5.35) 〈|E(z, 1/2 + iT )|2, φ〉 = lim
α→0
〈Dα, φ〉+O(A1/2T−1/6+ε‖φ‖2),
where
(5.36) Dα(z) = E(z, 1 + α) + ΦT (α)E(z, 1− α), ΦT (α) = θ(1/2− iT − α)
θ(1/2 + iT + α)
θ(1/2 + iT )
θ(1/2− iT ) .
Write E(z, 1+α) = 3/pi
α
+a(z)+O(α). The constant term in the Taylor expansion for Dα(z)
around α = 0 is
(5.37) 2a(z)− 3
pi
Φ′T (0).
One can find expressions for a(z) via (22.69) of [IK], and by a calculation,
(5.38) Φ′T (0) =
Φ′T
ΦT
(0) = −
∑
±
(Γ′
Γ
(1/2± iT ) + 2ζ
′
ζ
(1± 2iT )− log pi
)
.
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By Stirling’s formula, Γ
′
Γ
(1/2 + iT ) + Γ
′
Γ
(1/2 − iT ) = log(1/4 + T 2) + O(T−2), while ζ′
ζ
(1 +
±2iT ) = O( log T
log log T
), which explains how (1.13) follows from (5.35).
One can also compare Proposition 1.6 with the Maass-Selberg relation (cf. Proposition
6.8 of [Iw4]).
The Luo-Sarnak [LS1] approach proceeds by showing (1.12) for φ a Maass form, or φ
an incomplete Eisenstein series. The incomplete Eisenstein series span the space E(Γ\H)
which is the orthogonal complement of the span of the Maass forms C(Γ\H) (here we use
notation as in Iwaniec’s book [Iw4]), so this suffices to show (1.12), though with an inexplicit
error term. On the other hand, the error term in (1.12) when φ is a fixed Maass form
gives a power saving in T (and similarly for a fixed incomplete Eisenstein series, but in
this case there is a lower-order term that must be included as in (5.35)). However, it seems
difficult to constructively approximate the projection of φ onto E(Γ\H) in terms of incomplete
Eisenstein series. Of course, the spectral expansion does give such a decomposition of the
projection of φ, but in terms of Eisenstein series themselves which have moderate growth
at the cusp, even though the projection of φ has rapid decay at the cusp. This is the
main technical difficulty in analyzing (1.12) using the spectral decomposition and Parseval’s
formula, because |E(z, 1/2 + iT )|2 grows too fast at the cusp. However, there is a way
around this problem of convergence that was discovered by Zagier [Za], namely, to work with
renormalized integrals. Michel and Venkatesh [MV] have recently given an interpretation
of this renormalization in the language of representation theory. In addition they give a
regularized Plancherel formula that we shall use here; see the Proposition on p.243 of [MV].
See also [Ze2] for an application of regularization to quantum ergodicity with Eisenstein
series.
First we define the regularized inner product. Suppose that F is a function of moderate
growth which by definition means that
(5.39) F (z) = ϕ(y) +O(y−N)
as y →∞, for any N > 0, where
(5.40) ϕ(y) =
l∑
i=1
ci
ni!
yαi logni y,
for ci, αi ∈ C, and ni ≥ 0 an integer. Suppose that no αi = 1. Let E(z) denote a linear
combination of Eisenstein series E(z, α) (possibly including derivatives with respect to α)
with Re(α) > 1/2 such that F (z) − E(z) = O(y1/2). The regularized integral of F is then
defined to be
(5.41)
∫ reg
Γ\H
F (z)
dxdy
y2
:=
∫
Γ\H
(F (z)− E(z))dxdy
y2
.
Zagier computed some special cases of these regularized integrals that we require. It is
obvious from the definition that 〈E(z, s), 1〉reg = 0. For 0 < Re(s) < 1, E(z, s) ∈ L1(Γ\H),
and it is easy to see that the integral (without regularization) vanishes using the fact that
the Laplacian is self-adjoint, yet E(z, s) and 1 have different Laplace eigenvalues. For the
case of two Eisenstein series, we have 〈E(z, s1), E(z, s2)〉reg = 0; see p.428 of [Za]. This
formula should be heuristically natural because again E(z, s1) and E(z, s2) have distinct
Laplace eigenvalues (for s1(1− s1) 6= s2(1− s2)). Technically, to even define the regularized
integral we require that s1 6= s2 and s1 6= 1− s2. Finally, for the case of the product of three
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Eisenstein series, Zagier computes (see p.430 of [Za]) that
(5.42) 〈E(z, 1
2
+ s1)E(z,
1
2
+ s2), E(z,
1
2
+ s)〉reg =
c
θ(1
2
+ s)θ(1
2
+ s1)θ(
1
2
+ s2)
∏
δ1,δ2∈{±1}
ζ(1
2
+ s+ δ1s1 + δ2s2)Γ
( 1
2
+ s+ δ1s1 + δ2s2
2
)
.
Lemma 5.3 ([MV]). Suppose that F and G are smooth functions on Γ\H, G with compact
support, F of moderate growth with Re(αi) 6= 1/2 for all i and no αi = 1. Then the following
regularized version of Parseval’s formula holds:
(5.43) 〈F,G〉 =
∑
j
〈F, uj〉〈uj, G〉+ 〈F, 3pi 〉reg〈1, G〉+
1
4pi
∫ ∞
−∞
〈F,Et〉reg〈Et, G〉dt+ 〈E , G〉,
where Et denotes E(z, 1/2 + it).
Proof. We give a minor variation of the proof of Michel and Venkatesh [MV]. Suppose that
F1(z) := F (z)− E(z) = O(y1/2−δ) for some δ > 0, whence F1 ∈ L2(Γ\H). Since G has rapid
decay, we have 〈F,G〉 = 〈F1, G〉 + 〈E , G〉 as absolutely convergent integrals. Then by the
usual Plancherel formula, we have
(5.44) 〈F1, G〉 =
∑
j
〈F1, uj〉〈uj, G〉+ 〈F1, 3pi 〉〈1, G〉+
1
4pi
∫ ∞
−∞
〈F1, Et〉〈Et, G〉dt.
Note that 〈F1, uj〉 = 〈F, uj〉 since 〈E , uj〉 = 0, and 〈F1, 3pi 〉 = 〈F, 3pi 〉reg by definition. As
mentioned above, 〈E , Et〉reg = 0, so 〈F1, Et〉 = 〈F,Et〉reg. Gathering the terms finishes the
proof. 
Proof of Proposition 1.6. We shall apply Lemma 5.3 withG = φ and F (z) = E(z, s1)E(z, s2).
We shall eventually let s1 = 1/2 + iT and s2 = 1/2 − iT by analytic continuation. In fact,
we shall be able to do this for each of the four terms appearing in (5.43).
By following the arguments in Section 5.1, we have that
(5.45)∑
j
〈|E(z, 1/2 + iT )|2, uj〉〈uj, φ〉 ≤ ‖φ‖2
( ∑
tj≤AT ε
|〈|E(z, 1/2 + iT )|2, uj〉|2
)1/2
+O(T−100).
Consulting (5.8) and (5.9), we then have
(5.46)
∑
j
〈|E(z, 1/2 + iT )|2, uj〉〈uj, φ〉
≪ ‖φ‖2T−1/2+ε
( ∑
tj≤AT ε
t−1j L(uj, 1/2)
2|L(uj, 1/2− 2iT )|2
)1/2
+O(T−100).
Next we apply the uniform subconvexity bound L(uj, 1/2−2iT )≪ T 1/3+ε of Jutila-Motohashi
[JM], and the following bound which follows from the spectral large sieve inequality
(5.47)
∑
tj≤AT ε
L(uj, 1/2)
2 ≪ A2T ε.
In this way, we obtain
(5.48)
∑
j
〈|E(z, 1/2 + iT )|2, uj〉〈uj, φ〉 ≪ T−1/6+εA1/2‖φ‖2,
THE QUANTUM UNIQUE ERGODICITY CONJECTURE FOR THIN SETS 25
which is the error term stated in (5.35).
Next we examine the regularized projections of |E|2 onto the constant eigenfunction and
the Eisenstein series. The inner product with the constant eigenfunction vanishes as re-
marked following (5.41) (after taking a limit to treat the case s1 = −s2 = iT ). For the
Eisenstein contribution, we use (5.42). Note that |〈|E(z, 1/2 + iT )|2, Et〉reg|2 takes the form
(5.49)
c
|Γ( 12+2iT+it
2
)|2|Γ( 12+2iT−it
2
)|2|Γ( 12+it
2
)|4
|Γ(1+2iT
2
)|4|Γ(1+2it
2
)|2
|ζ(1
2
+ it + 2iT )|2|ζ(1
2
+ it)|4|ζ(1
2
+ it− 2iT )|2
|ζ(1 + 2it)|2|ζ(1 + 2iT )|4 ,
for some absolute constant c. This, as expected, has the exact shape as (5.6). By a similar
argument as (5.12), we can truncate the integral at |t| ≤ AT ε with a very small error. In
this way, we obtain the bound
(5.50)
1
4pi
∫ ∞
−∞
〈|E(z, 1/2 + iT )|2, Et〉reg〈Et, φ〉dt≪ ‖φ‖2T−100
+ ‖φ‖2T−1/2+ε
(∫
|t|≤AT ε
(1 + |t|)−1|ζ(1
2
+ it)|4|ζ(1
2
+ it+ 2iT )|2|ζ(1
2
+ it− 2iT )|2
)1/2
.
Using Weyl’s bound ζ(1/2+ it± 2iT )≪ T 1/6+ε, and a bound for the fourth moment of zeta
(on the level of the mean value theorem for Dirichlet polynomials), we obtain
(5.51)
1
4pi
∫ ∞
−∞
〈|E(z, 1/2 + iT )|2, Et〉reg〈Et, φ〉dt≪ T−1/6+ε‖φ‖2.
This bound is better than (5.48) due to the smaller spectral measure of the Eisenstein series.
Finally, we evaluate 〈E , φ〉. First we need to identify E(z). The constant term of E(z, 1/2+
s1)E(z, 1/2 + s2) is
(5.52)
y1+s1+s2 + c1y
1−s1+s2 + c2y1+s1−s2 + c1c2y1−s1−s2, c1 =
θ(1/2− s1)
θ(1/2 + s1)
, c2 =
θ(1/2− s2)
θ(1/2 + s2)
,
so
(5.53) E(z) = E(z, 1+s1+s2)+c1E(z, 1−s1+s2)+c2E(z, 1+s1−s2)+c1c2E(z, 1−s1−s2).
Note that by unfolding (and analytic continuation), 〈E(z, 1 − s1 + s2), φ〉 = φ˜0(−s1 + s2),
where φ0(y) =
∫ 1
0
φ(x+ iy)dx. In our application, we have s2 = −iT and s1 = iT + α with
α → 0, and we may use the rapid decay of φ˜0(−2iT ), recalling (5.34), to absorb this term
into the error term (and similarly for E(z, 1 + s1 − s2)). Thus, we have
(5.54) 〈E , φ〉 = 〈Dα, φ〉+O(T−100),
where Dα is defined by (5.36). This completes the proof of Proposition 1.6 in the form of
(5.35). 
5.4. Unconditional upper bounds.
Proposition 5.4. Let U be a Hecke-Maass cusp form, and suppose the family of φ’s have
support in a fixed compact set, and satisfy (5.1) for some A ≤ T 1−δ. Then
(5.55) 〈U2, φ〉 ≪ T εA1/4‖φ‖2.
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If instead of (5.1) we assume ∂
k
∂xk
φ(x+ iy)≪ Ak, uniformly for y in the fixed compacet set,
then
(5.56) 〈U2, φ〉 ≪ T εA‖φ‖1.
Here we can take φ nonnegative such that χA(z) ≤ φ(z) ≤ χ2A(z) where χr(z) is the
characteristic function of the disc Dz0(r) centered at a fixed point z0 having radius r, and
(5.56) gives an upper bound on the L2 norm of U restricted to such a disc, namely
(5.57)
∫
Dz0(A
−1)
|U(z)|2dxdy
y2
≪z0 A−1T ε.
This is curiously just as strong as what follows from Cauchy’s inequality and the Sarnak-
Watson bound [Sa1] ‖U‖4 ≪ T ε (conditional on Ramanujan). Here (5.55) comes from the
triple product approach while (5.56) arises from the Poincare series approach.
One may also wonder about bounds on average. It is easy to produce the following strong
average bound:
(5.58)
∑
T≤tj≤T+1
〈u2j , φ〉 ≪ T‖φ‖1.
The proof follows immediately upon using (13.8) of [Iw4] which says
∑
T≤tj≤T+1 |uj(z)|2 ≪ T ,
uniformly for z in some fixed compact set.
Proof. We begin with the Poincare series method. By the computations in Section 5.2, we
have
〈U2, φ〉 =
∑
|m|≤AT ε
〈U2, Pm(z,Φm)〉+O(T−100‖φ‖1)(5.59)
=
∑
|m|≤AT ε
∫ ∞
0
∫ 1
0
|U(x+ iy)|2e(−mx)Φm(y)dxdy
y2
.(5.60)
By the unconditional horocycle bound
∫ 1
0
|U(x + iy)|2dx ≪ T ε, uniform for y in a fixed
compact set (see [GRS], Theorem 5.1 (2)), we have
(5.61) 〈U2, φ〉 ≪ T ε
∑
|m|≤AT ε
∫ ∞
0
∣∣∣ ∫ 1
0
Φ(x+ iy)e(−mx)dx
∣∣∣dy
y2
≤ 3AT 2ε‖φ‖1,
giving (5.56).
Next we use the triple product approach. As in the proof of Proposition 5.1, we have
(5.62) 〈U2, φ〉 =
∑
j
〈U2, uj〉〈uj, φ〉+ . . . ,
with the dots indicating the constant eigenfunction and the Eisenstein series contributions.
We can truncate the spectral sum at tj ≤ AT ε with an error of size O(T−100‖φ‖1). By
Watson’s formula (5.6), for tj = o(T ),
(5.63) 〈U2, uj〉 = θU,jT−1/2t−1/2j
√
L(1/2, sym2U × uj)
√
L(1/2, uj),
where θU,j is a real number satisfying |θU,j | ≪ T ε. The conductor of L(1/2, U × U × uj) =
L(1/2, sym2U × uj)L(1/2, uj) is, for tj = o(T ), T 4t4j . The conductor of L(1/2, uj) is t2j , so
the conductor of the degree 6 factor is T 4t2j .
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By Ho¨lder’s inequality (with exponents 4, 4, 2), we obtain
(5.64) 〈U2, φ〉 ≪ T−1/2+ε
( ∑
tj≤AT ε
t−2j L(1/2, uj)
2
)1/4( ∑
tj≤AT ε
L(1/2, sym2U × uj)2
)1/4
×
(∑
tj
|〈uj, φ〉|2
)1/2
+ . . . .
By Bessel’s inequality,
∑
tj
|〈uj, φ〉|2 ≤ 〈φ, φ〉. As noted earlier, (5.47) holds, and in addition
we claim that the spectral large sieve inequality proves
(5.65)
∑
tj≤AT ε
L(1/2, sym2U × uj)2 ≪ AT 2+ε,
which taken together leads to (5.55). A case similar to (5.65) (varying the level) appeared
in [LMY], Proposition 6.3, so we omit a detailed explanation and instead give a sketch that
displays the main ideas. The rough idea of the proof is to apply the approximate functional
equation to see
(5.66)
∑
tj≤AT ε
L(1/2, sym2U × uj)2 ≈
∑
tj≤AT ε
∣∣∣ ∑
n≤AT 2+ε
anλj(n)√
n
∣∣∣2,
where an = A(1, n) occur as Fourier coefficients of sym
2U . Then the spectral large sieve
inequality shows
(5.67)
∑
tj≤V
∣∣∣∑
n≤N
anλj(n)
∣∣∣2 ≪ (V N)ε(V 2 +N)∑
n≤N
|an|2.
In our application, we have
∑
n≤N
|A(1,n)|2
n
≪ (NT )ε by the convexity bound for Rankin-
Selberg L-functions [Li]. 
6. The geodesic QUE theorem for Eisenstein series
Here we present the proof of our main result, Theorem 1.2. We shall prove the following
more precise version of Theorem 1.2 which has a power saving in the error term.
Theorem 6.1. Suppose ψ is a fixed smooth, compactly-supported function on R+. Then
(6.1)∫ ∞
0
ψ(y)|E(iy, 1/2+ iT )|2dy
y
= 2〈|E(z, 1/2 + iT )|2, E(z, yψ(y))〉+ a+ b(T ) + c+Oδ(T−δ),
where a is defined by (6.22), b(T ) = O(1) is defined by (6.8), c is defined by (6.23) and
δ < 1/33.
Luo and Sarnak [LS1] evaluated asymptotically the inner product appearing on the right
hand side of (6.1), showing (see their Proposition 2.2)
(6.2) 〈|E(z, 1/2 + iT )|2, E(z, yψ(y))〉 = 3
pi
log(1/4 + T 2)
∫ ∞
0
ψ(y)
dy
y
+O
( log T
log log T
)
.
Indeed, they show (see their Proposition 2.3) that 3
pi
log(1/4 + T 2) is the average size of
|E(z, 1/2 + iT )|2 restricted to any fixed compact Jordan measurable subset of Γ\H having
positive measure. Thus Theorem 1.2 follows from Theorem 6.1. See also Proposition 1.6 or
the more precise version appearing in Section 5.3.
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The proof is long and we have presented some auxiliary results in Sections 7 and 8, so here
we map out the strategy. The first step, appearing in Section 6.1, is to use harmonic analysis
on the positive reals to relate the integral of the Eisenstein series to a shifted fourth moment
of the Riemann zeta function, similarly to the method used in Section 3. The main difference
here is that this requires some regularization. In Section 6.2, working on the assumption
that the asymptotic formula for the shifted fourth moment with large shifts takes the same
form as for small shifts, we relate the main term in the fourth moment to an inner product
of the Eisenstein series with an incomplete Eisenstein series, again similarly to the approach
in Section 3; this appears as Theorem 6.3. This asymptotic for the fourth moment of zeta
requires, as one ingredient, the asymptotic behavior of a shifted divisor sum. We present
this part separately as Theorem 8.1; in fact all of Section 8 is devoted to the proof of this
estimate. In Section 7, which is also self-contained, we show (loosely speaking) that if one has
an asymptotic for a shifted divisor sum with a power saving, then one can evaluate the fourth
moment of zeta including all the lower-order main terms. This amounts to a calculation of
various main terms and is a generalization of work of Hughes-Young [HY] which assumed
that the shifts are all small. Finally, in Section 6.3 we collect these auxiliary results and
show that indeed the shifted fourth moment with large shifts does take the expected form,
thus completing the proof of Theorem 6.1.
6.1. Reduction to a fourth moment. The Fourier expansion for Eisenstein series, i.e.,
(2.2), may be alternatively expressed in the symmetric form θ(s)E(z, s) = θ(s)ys + θ(1 −
s)y1−s+. . . . Analogously to the definition of the Hardy Z-function, set E∗(z, s) = θ(s)|θ(s)|E(z, s).
The Fourier expansion of E∗ takes the form
(6.3) E∗(z, 1/2 + iT ) = c∗0(y) + ρ
∗(1)
∑
n 6=0
τiT (n)√
|n| e(nx)VT (2pi|n|y),
where now c∗0(y) = µy
1/2+iT + µy1/2−iT , with
(6.4) µ =
θ(1/2 + iT )
|θ(1/2 + iT )| .
Furthermore, by comparison with (2.4), we have
(6.5) ρ∗(1) = |ρ(1)| = (2/pi)1/2|θ(1/2 + iT )|−1,
and we see that E∗(z, 1/2 + iT ) is real-valued.
Our main goal in this subsection is to prove the following
Proposition 6.2. Let I(T ;ψ) denote the left hand side of (6.1). Then
(6.6) I(T ;ψ) = 4
ρ∗(1)2
cosh(piT )
1
2pii
∫
(0)
ψ˜(−v)M(v)dv + b(T ) +O(T−1/12+ε),
where
(6.7) M(v) =
cosh(piT )
2pii
∫
(0)
L(1/2+s+v, ET )L(1/2−s, ET )γVT (1/2+s+v)γVT (1/2−s)ds.
and with µ defined above by (6.4), we set
(6.8) b(T ) = 2
∫ ∞
0
ψ(y)(y + y−1 + µ2 + µ2)
dy
y
.
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Remark. We can interpret b(T ) alternatively via
(6.9) b(T ) =
∫ ∞
0
(c∗0(y) + c
∗
0(1/y))
2ψ(y)
dy
y
+O(T−100).
Note also that M(v) = M(−v), which is a symmetry corresponding to the fact that the
integrands in I(T, ψ) and b(T ) are invariant under y → 1/y.
Proof. As a simple method of regularization, write
(6.10) I(T ;ψ) =
∫ ∞
0
E∗T (iy)
2ψ(y)
dy
y
=
∫
(E∗T − c∗0)2 + 2
∫
c∗0(E
∗
T − c∗0) +
∫
(c∗0)
2,
which we denote as I1 + I2 + I3, respectively. We compute the three terms in turn.
A very short calculation shows
(6.11) I3 = 2
∫ ∞
0
ψ(y)y
dy
y
+O(T−100),
which gives one of the four terms making up b(T ).
Using the Fourier expansion of E∗T , we have
(6.12) I2 = 4ρ
∗(1)
∑
n≥1
τiT (n)√
n
∫ ∞
0
VT (2piny)(µy
1/2+iT + µy1/2−iT )ψ(y)
dy
y
.
Applying the Mellin inversion formula to ψ, changing variables y → y/n, and reversing orders
of integration and summation, we obtain (the reader may wish to recall the definitions (2.9)
and (2.11))
(6.13) I2 =
4ρ∗(1)
2pii
∫
(1)
ψ˜(−s)
(
µL(1 + s+ iT, ET )γVT (1 + s+ iT )
+ µL(1 + s− iT, ET )γVT (1 + s− iT )
)
ds.
Next we move the contour of integration to Re(s) = −1/2, crossing poles at s = 0, and
s = ±2iT . The residues at s = ±2iT contribute O(T−100) to I2 since ψ˜(−s)≪ (1+ |s|)−200.
It will be useful to record that
(6.14) Ress=0L(1 + s + iT, ET )γVT (1 + s+ iT ) =
1
2
√
pi
2
θ(1/2 + iT ).
We also have that the size of the new contour integral is
(6.15) ≪ T ε
∫
|t|≪T ε
|ζ(1/2 + it)ζ(1/2 + it+ 2iT )|T−1/4dt+O(T−100),
and using Weyl’s bound shows this term is O(T−1/12+ε). Gathering these estimates, and
using (6.5), we have
(6.16) I2 = 2
∫ ∞
0
ψ(y)(µ2 + µ2)
dy
y
+O(T−1/12+ε),
which contributes two of the four terms making up b(T ).
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Finally we examine I1. By Lemma 2.1 (the Mellin convolution theorem) and (2.7),
(6.17) I1 =
4ρ∗(1)2
(2pii)2
∫
(2)
ψ˜(−v)∫
(1)
L(1/2 + s, ET )L(1/2 + v − s, ET )γVT (1/2 + s)γVT (1/2 + v − s)dsdv.
As a first step, we move the s-integral to the line Re(s) = 0, crossing poles at s = 1/2± iT
(and only those, since Re(v) = 2 at this time). We defer treatment of these residues for a
moment. For the new integral, we reverse the orders of integration and move the v-integral
to the 0-line, crossing poles at v = 1/2+ s± iT . The new double integral equals the integral
main term in Proposition 6.2 after changing variables s → −s. The residues of these poles
at v = 1/2 + s± iT contribute O(T−1/12+ε) to I1, by a calculation very similar to (6.15).
By (6.14), the residues at s = 1/2± iT give
(6.18)
2ρ∗(1)2
2pii
√
pi
2
∑
±
θ(1/2± iT )
∫
(2)
ψ˜(−v)L(v ∓ iT, ET )γVT (v ∓ iT )dv.
We shift this contour to Re(v) = 1/2, crossing poles at v = 1 and v = 1± 2iT . The residues
with v = 1 ± 2iT are very small by the rapid deay of ψ˜, and using (6.14) again as well as
(6.5), the residues at v = 1 give
(6.19) ρ∗(1)2
pi
2
∑
±
θ(1/2± iT )θ(1/2∓ iT )ψ˜(−1) = 2
∫ ∞
0
ψ(y)y−1
dy
y
,
which is the remaining term of b(T ). The new integral along Re(v) = 1/2 is againO(T−1/12+ε)
by Weyl’s bound.
We have accounted for all the terms of (6.6), so the proof is complete. 
6.2. The main term. Recall (2.5), that is, ρ∗(1)2 = cosh(piT )T o(1), and let
(6.20) IJ(T ;ψ) = 4
ρ∗(1)2
cosh(piT )
1
2pii
∫
(0)
ψ˜(−v)M(v)dv.
Since ψ˜(−v) has rapid decay, understanding IJ(T ;ψ) (and hence I(T ;ψ)) is, to first approx-
imation, the same as understanding M(v) for a fixed v.
Theorem 6.3. We have the asymptotic
(6.21) IJ(T, ψ) = 2〈|E(z, 1/2 + iT )|2, E(z, yψ(y))〉+ a+ c +O(T−1/33+ε),
where
(6.22) a = −2
∫ ∞
0
(y + y−1)ψ(y)
dy
y
,
and where with f(z) = y1/2|η(z)|2 (so in particular this f is Γ-invariant), we define
(6.23) c = −4
∫ ∞
0
ψ(y)(y + y−1 + 3
pi
log f(iy))
dy
y
.
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We deduce Theorem 6.1 from Proposition 6.2 and Theorem 6.3, and Theorem 1.2 follows
from Theorem 6.1 via (6.2). See also Section 5.3 for a more precise form of the main term
(compared to (6.2)).
We begin by indicating how this main term emerges by a rigorous analog of the work in
Section 3. First observe that M(v) is a weighted shifted fourth moment of zeta. That is, it
takes the form
(6.24) M(v) =
1
2pi
∫ ∞
−∞
ζ(1/2 + α+ it)ζ(1/2 + β + it)ζ(1/2 + γ − it)ζ(1/2 + δ − it)w(t)dt,
where
α = v + iT, β = v − iT, γ = iT, δ = −iT,(6.25)
Re(v) = 0, and we may assume Im(v)≪ T ε. Furthermore, via (2.9),
(6.26) w(t) =
cosh(piT )
23pi
α+β+γ+δ
2
Γ
( 1
2
+ α + it
2
)
Γ
( 1
2
+ β + it
2
)
Γ
( 1
2
+ γ − it
2
)
Γ
( 1
2
+ δ − it
2
)
.
As stated in Theorem 7.1 below, (which is the large shift analog of Theorem 1.1 of [HY]),
the main term2 of (6.24) is the sum of six terms. In this paper we shall extend this result
to hold for shifts of the form (6.25) and T very large; see Theorem 6.4 below. The full main
term in (7.8) is holomorphic in terms of the shift parameters as long as they are all in the
strip −1/2 < Re(z) < 1/2, even though each of the terms in the sum has poles. One of the
six terms is
(6.27) M0(v) := ζ(1 + α + γ)ζ(1 + α + δ)ζ(1 + β + γ)ζ(1 + β + δ)
ζ(2 + α + β + γ + δ)
1
2pi
∫ ∞
−∞
w(t)dt.
To match more closely with the arguments in Section 3, it is helpful to know that the term
(6.27) arises from the “first part” of the approximate functional equation and taking the
diagonal analogously to (3.4). One can see this by following the proof of Theorem 7.1,
specifically by looking at the residue at s = 0 of (7.10). In this way, we have for Re(v) > 0,
(6.28) M0(v) =
∞∑
n=1
τiT (n)
2
n1+v
cosh(piT )
2pii
∫
(0)
γVT (1/2 + s+ v)γVT (1/2− s)ds,
and the formula extends by meromorphic continuation. Note the similarity to (3.4). To work
with only M0(v) we cannot integrate along the line Re(v) = 0 because it passes through
poles. Therefore in (6.20) we first shift the contour slightly to the right to Re(v) = ε with
ε < 1/2, and then insert (6.28) into (6.20). Using (2.18) and (2.15), we then obtain
(6.29) 4
ρ∗(1)2
cosh(piT )
1
2pii
∫
(ε)
ψ˜(−v)M0(v)dv = 4|ρ(1)|2 1
2pii
∫
(ε)
ψ˜(−v)Z(1 + v)γV 2T (1 + v)dv.
By (2.27), with h(y) = yψ(y) so that h˜(−1−s) = ψ˜(−s), we can recognize this as the pretty
formula
(6.30)
4ρ∗(1)2
cosh(piT )
1
2pii
∫
(1)
ψ˜(−v)M0(v)dv = 2〈|E(z, 1/2 + iT )|2, E(z, yψ(y))〉 − 2
∫ ∞
0
c∗0(y)
2ψ(y)
dy
y
.
2Of course we need to show that the error term is indeed smaller than this “main term”.
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This second integral we can write more symmetrically, using the assumption ψ(y) = ψ(y−1),
as
(6.31) −
∫ ∞
0
(c∗0(y)
2 + c∗0(y
−1)2)ψ(y)
dy
y
= −2
∫ ∞
0
(y + y−1)ψ(y)
dy
y
+O(T−100).
One immediately reads off the inner product appearing in (6.21) as well as the constant a
defined by (6.22).
Next we shall analyze the other five terms making up the main term of (6.24), which are
given in the general form by Theorem 7.1. We need to show that these give the constant c
up to a satisfactory error term. The underlying principle is that the original fourth moment
has symmetries arising from applying the functional equation to one of ζ(1/2 + α + it) or
ζ(1/2 + β + it), and one of ζ(1/2 + γ − it), ζ(1/2 + δ − it) (or both). There are five such
symmetries. If we apply the functional equation to ζ(1/2 + α + it) and to ζ(1/2 + γ − it),
for instance, then this amounts to switching α with −γ and multiplying by Xα,γ,t, in the
notation of Section 7. However, our calculations are simplified here by noting that the weight
function w(t) also depends on the shifts and in fact w(t) times the product of four zetas gives
the completed zeta functions which are then invariant under changes of variable α ↔ −γ,
etc. That is, the other five terms are obtained by changing variables (1) α↔ −γ (meaning
α is replaced by −γ and γ is replaced by −α) or (2) α↔ −δ or (3) β ↔ −γ or (4) β ↔ −δ
or (5) α↔ −γ and β ↔ −δ.
We need to explicitly evaluate the t-integral in terms of α, β, γ, δ. By (6.412) of [GR],
(6.32)
1
2pi
∫ ∞
−∞
w(t)dt =
cosh(piT )
22pi
α+β+γ+δ
2
Γ(1+α+γ
2
)Γ(1+α+δ
2
)Γ(1+β+γ
2
)Γ(1+β+δ
2
)
Γ(2+α+β+γ+δ
2
)
.
Letting Λ(s) = pi−s/2Γ(s/2)ζ(s), and inserting (6.32) into (6.27), we derive
(6.33)
M0(v)
cosh(piT )
=
pi
4
Λ(1 + α+ γ)Λ(1 + α + δ)Λ(1 + β + γ)Λ(1 + β + δ)
Λ(2 + α+ β + γ + δ)
.
Thus we arrive at
(6.34) IJ(T ;ψ) = 4
1
2pii
∫
(ε)
ψ˜(−v) ρ
∗(1)2
cosh(piT )
5∑
k=0
Mk(v)dv + E(T )
where E(T ) is an error term that we shall estimate with Theorem 6.4 (showing E(T ) ≪
T−1/33+ε), and
∑5
k=0
4
pi cosh(piT )
Mk(v) is tediously calculated to be (applying the changes of
variables (1)-(5) in terms of the shift parameters α, β, γ, δ, and then substituting back into
v and T with (6.25))
(6.35)
Λ(1 + v + 2iT )Λ(1 + v)2Λ(1 + v − 2iT )
Λ(2 + 2v)
+
Λ(1− v − 2iT )Λ(1− 2iT )2Λ(1 + v − 2iT )
Λ(2− 4iT )
+
Λ(1 + 2iT )Λ(1 + v)Λ(1− v)Λ(1− 2iT )
Λ(2)
+
Λ(1 + 2iT )Λ(1− 2iT )Λ(1 + v)Λ(1− v)
Λ(2)
+
Λ(1 + v + 2iT )Λ(1 + 2iT )2Λ(1− v + 2iT )
Λ(2 + 4iT )
+
Λ(1− v − 2iT )Λ(1− v)2Λ(1− v + 2iT )
Λ(2− 2v) .
Here the displayed terms are respective to the index k inMk(v) which in turn is with respect
to the labelling of the changes of variable in the paragraph immediately preceding (6.32).
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As a consistency check, we remark that (6.35) is symmetric under v → −v, as it should be,
recalling that M(v) = M(−v). It is holomorphic for −1/2 < Re(v) < 1/2, and Stirling’s
formula shows that Mk(v) is bounded by a polynomial in v and T .
Let R(T ) denote the integral on the right hand side of (6.34). We will presently show
(6.36) R(T ) = 2〈|E(z, 1/2 + iT )|2, E(z, yψ(y))〉+ a + c+O(T−1/6+ε).
Write R(T ) = ∑5k=0Rk(T ) according to the sum in (6.34). We have already seen that
R0(T ) gives the inner product and the constant a on the right hand side of (6.36). We will
presently show that Rk(T ) for k = 1, 4, 5 is bounded by O(T−1/6+ε), while R2(T ) +R3(T )
give the constant c defined by (6.23).
By a trivial estimation, for k = 1, 4 we have Rk(T ) ≪ T−1/2+ε. This bound arises from
the fact that Λ(2± 4iT )≫ T 1/2 exp(−piT ). For R5(T ), we move the contour to Re(v) = 12 ,
and use Λ(1
2
+ it)≪ t−1/12+ε by Weyl’s bound ζ(1/2 + it)≪ t1/6+ε. In this way we have
(6.37)
∫
(ε)
ψ˜(−v) ρ
∗(1)2
cosh(piT )
M5(v)dv =
∫
( 1
2
)
ψ˜(−v) ρ
∗(1)2
cosh(piT )
M5(v)dv ≪ T−1/6+ε.
For R2(T ) = R3(T ), by direct substitution we have
(6.38) R2(T )+R3(T ) = 2pi|ρ∗(1)|2Λ(1 + 2iT )Λ(1− 2iT )
Λ(2)
1
2pii
∫
(ε)
ψ˜(−v)Λ(1+v)Λ(1−v)dv.
We work with this inner integral. By the functional equation,
(6.39)
1
2pii
∫
(ε)
ψ˜(−v)Λ(1 + v)Λ(1− v)dv = 1
2pii
∫
(ε)
ψ˜(−v)Λ(1 + v)Λ(v)dv,
which equals
(6.40)
∫ ∞
0
ψ(y)
1
2pii
∫
(ε)
Λ(1 + v)Λ(v)y−vdv
dy
y
=
∫ ∞
0
ψ(y)
(
− Λ(2)y−1 + 1
2pii
∫
(2)
Λ(1 + v)Λ(v)y−vdv
)dy
y
.
Then we write Λ(1+v)Λ(v) = ΓR(1+v)ΓR(v)ζ(1+v)ζ(v), use the identity ΓR(1+v)ΓR(v) =
ΓC(v) = 2(2pi)
−vΓ(v), and reverse the orders of summation and integration, so we see that
(6.39) equals
(6.41)
∫ ∞
0
ψ(y)
(− Λ(2)y−1 + 2∑
m,n
m−1 exp(−2pimny))dy
y
.
The inner sum equals 2
∑
n≥1 σ−1(n) exp(−2piny) which is D(iy) defined by (22.64) of [IK].
This function D(iy) makes up the tail of the Fourier expansion in the constant term of the
Laurent expansion of the Eisenstein series at s = 1. Inserting this calculation into (6.38),
we have
(6.42) R2(T ) +R3(T ) = 2piρ∗(1)2Λ(1 + 2iT )Λ(1− 2iT )
Λ(2)
∫ ∞
0
ψ(y)(−Λ(2)y−1 +D(iy))dy
y
.
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By (22.68) of [IK], D(iy) = −pi
6
y+ 1
2
log y− 1
2
log f(iy) where f(z) = y1/2|η(z)|2 is Γ-invariant.
Also since log is odd under y → y−1, and we assumed ψ is even, (6.42) then becomes
(6.43) − 2piρ∗(1)2Λ(1 + 2iT )Λ(1− 2iT )
∫ ∞
0
ψ(y)(y−1 + y +
1
2Λ(2)
log f(iy))
dy
y
.
Using (6.5) and θ(1/2 + iT ) = Λ(1 + 2iT ), we have
(6.44) R2(T ) +R3(T ) = −4
∫ ∞
0
ψ(y)(y + y−1 +
3
pi
log f(iy))
dy
y
,
which is the constant c defined by (6.23). This finishes the proof of (6.36).
6.3. The fourth moment of the zeta function with large shifts.
Theorem 6.4. Let M(v) be defined by (6.24), with shifts as in (6.25). Then
(6.45) M(v) =M.T. +O(T−
1
33
+ε),
where M.T. =
∑5
k=0Mk(v) denotes the main term defined by (6.33) and following discus-
sion.
We begin the analysis of M(v) by describing the properties of the weight function w(t)
defined by (6.26). By Stirling’s approximation,
(6.46) w(t)≪v exp(pi4Q′(t, v, T ))(1 + |t− T |)−1/2(1 + |t+ T |)−1/2,
where the implied constant depends polynomially on v, and
(6.47) Q′(t, v, T ) = 4T − |v + t + T | − |v + t− T | − |t− T | − |t+ T |.
We claim that Q′(t, v, T ) ≤ 0 for all t, v, T ∈ R. For a given t and T , the maximum of Q′ in
terms of v must occur at v = −t − T or v = −t + T . At v = −t − T (which it suffices to
check by symmetry), Q′ specializes as
(6.48) 2T − |t− T | − |t+ T |,
which happens to equal Q(t, T/2) where recall we originally encountered Q(t, T ) in (4.27).
We know Q(t, T/2) ≤ 0 for all t, T and Q(t, T/2) ≤ 2(T − |t|) for |t| ≥ T . Thus for any
v ∈ R and |t| ≥ T , we have
(6.49) Q′(t, v, T ) ≤ 2(T − |t|).
By logarithmic differentiation and the asymptotic expansion of Γ
′
Γ
(z) = log(z) + a1
z
+ . . . ,
one can derive the bounds
(6.50) w(j)(t)≪v (1 + |t− T |)−1/2(1 + |t+ T |)−1/2
( 1
1 + |t− T | +
1
1 + |t+ T |
)j
.
Let M(v) = M+(v) +M−(v), according to t ≥ 0 or t ≤ 0. By symmetry, we focus on
M+(v). Next we apply a smooth partition of unity supported on sets of the form T − 2∆ ≤
t ≤ T − ∆ with 1 ≤ ∆ ≤ T/2, as well as the region t ≥ T − 1. Accordingly, write
M+(v) =
∑
∆M∆(v) + (T
−1/6+ε), where we now explain the origin of this error term. It
accounts for 0 ≤ t ≤ 1, say, and t ≥ T − 1. For t = O(1), the contribution to M+(v) is
≪ (T 1/6+ε)4T−1 ≪ T−1/3+ε, by Weyl’s bound and the fact that w(t)≪ T−1 for such t. For
T −1 ≤ t ≤ T +T ε, the error is≪ (T 1/6+ε)2T−1/2 ≪ T−1/6+ε, by the same type of reasoning,
except here w(t)≪ T−1/2, and only two of the zeta functions are evaluated at height T , the
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other two having height T ε. The exponential decay of w overwhelms the polynomial growth
of the zeta functions for t ≥ T + T ε, using (6.49).
We need to treat M∆(v) in two different ways depending on the size of ∆.
Lemma 6.5. We have
(6.51) M∆(v)≪ T−1/6+ε +∆1/2T−1/2+ε.
This bound is satisfactory for ∆≪ T 1−δ. For ∆ large, we need to extract the main term,
and to this end we have
Lemma 6.6. We have
(6.52) M∆(v) =M.T.
(∆) +O(T ε(T 25/12∆−9/4 + T 13/24∆−5/8).
Here the main term is a sum of the form
∑5
k=0M(∆)k (v) where for example M(∆)0 is defined
by (6.27), but with w multiplied by the appropriate constituent of the partition of unity.
Here the main term depends on ∆, but is bounded from above by ∆1/2T−1/2+ε. Thus in
Lemma 6.5 we can freely claim that M∆(v) = M.T.
(∆) + (error). Also,
∑
∆M.T.
(∆) forms
the main term in Theorem 6.4, as summing over ∆ simply eliminates the partition of unity.
Taking the optimal choice of using Lemma 6.5 for ∆ ≤ T 31/33, and Lemma 6.6 for ∆ ≥ T 31/33,
we obtain the error term stated in Theorem 6.4.
Proof of Lemma 6.5. The key tool here is Iwaniec’s [Iw1] upper bound on the fourth moment:
(6.53)
∫ X+Y
X
|ζ(1/2 + it)|4dt≪ (X2/3 + Y )(XY )ε.
By applying Ho¨lder’s inequality to M∆(v) with exponents 4, 4, 4, 4, and using w(t) ≪
(T∆)−1/2 on this range of t, we obtain
(6.54)
M∆(v)≪ (∆T )− 12
(∫ T−∆
T−2∆
|ζ(1
2
+ v + it+ iT )|4dt
) 1
4
(∫ T−∆
T−2∆
|ζ(1
2
+ v + it− iT )|4dt
) 1
4
(. . . ),
with the dots representing two more factors in the product which are identical to the two
displayed terms, but with v = 0. Thus Iwaniec’s bound gives
(6.55) M∆(v)≪ (∆T )−1/2T ε(∆ + T 2/3)1/2∆1/2,
which is (6.51). 
Proof of Lemma 6.6. We may assume ∆ ≥ T 31/33, since otherwise the result is already in-
cluded in Lemma 6.5.
We apply Theorem 7.1 below with h = k = 1, w(t) replaced by w∆(t) and shifts defined
by (6.25). There are two error terms in Theorem 7.1, denoted E1 and E2. Here E1 comes
from taking the diagonal terms and shifting the contour to the left; a residue produces one
of the main terms, and the new contour integral is this error term. Precisely, E1 is of the
form (7.13) which with our current notation is
(6.56) ≪
∫ T−∆
T−2∆
(∆T )−1/2T−1/2∆−1/2dt
max
|u|≪T ε
|ζ(1/2 + v + 2iT + iu)ζ(1/2 + v + iu)2ζ(1/2 + v − 2iT + iu)|.
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By Weyl’s bound, E1 ≪ T−2/3+ε.
The other error term E2 arises as the error term in the shifted divisor problem. The
off-diagonal terms are given by (7.14) below, which we write here as
(6.57) MOD∆ (v) :=
∑
r 6=0
∑
m−n=r
σα,β(m)σγ,δ(n)
(mn)1/2
f(m,n),
with
(6.58) f(x, y) =
∫ ∞
−∞
(x
y
)−it
Vα,β,γ,δ,t(pi
2xy)w∆(t)dt,
and where the notation is given below by (7.4), (7.3). By a short calculation, using (6.25),
we have that
(6.59) σα,β(n) = n
−vτiT (n), σγ,δ(n) = τiT (n).
We wish to apply Theorem 8.1, which is an asymptotic formula for a shifted divisor sum.
For this, we need to know the sizes of the derivatives of f . First we note that Stirling’s
formula implies
(6.60) gα,β,γ,δ(s, t)≪ (∆T )σ,
for Im(s) ≪ T ε, for t in the support of w∆. The weight function V decays quickly for
xy ≥ (∆T )1+ε (as this is the square-root of the conductor), by shifting the contour far to
the right if necessary, using (6.60). In terms of t, we have
(6.61)
∂
∂t
Vα,β,γ,δ,t(xy)≪j,s (xy)εj∆−j,
where the implied constant depends polynomially on s; this is a slight generalization of (6.50).
Hence H(t) defined by H(t) = Vα,β,γ,δ,t(xy)w∆(t) satisfies a bound similar to (6.50), except
bigger by a small factor (xy)εj (which has no practical effect for our work). Furthermore, by
integration by parts, f(x, y) is small unless ∆| log(x/y)| ≤ T ε. We can conclude that f is
very small unless |x− y| ≪ ∆−1/2T 1/2+ε. Furthermore, since |x− y| ≥ 1, we have that f is
very small unless x, y ≫ ∆T−ε.
By these observations, we have
(6.62) MOD∆ (v) =
∑
r 6=0
∑
n≥1
τiT (n)τiT (n+ r)F (n),
where F (n) = Fr,v(n) = n
−vf(n, n+ r) is a smooth function satisfying the following bound
(6.63)
dj
dxj
F (x)≪ (1 + |v|)jx−1−jT−1/2∆1/2.
In order to apply Theorem 8.1 to the shifted convolution sum appearing in (6.62), we need
two minor modifications to meet the conditions of the theorem. Firstly, we need to apply
a dyadic partition of unity to say [N, 2N ], summing over 1 ≪ N ≪ (∆T )1/2+ε, and then
we need to extract the constant factor N−1T−1/2∆1/2 from the weight function (a simple
re-scaling of the weight function). Having done this, we obtain
(6.64) MOD∆ (v) =M.T. + E.T.,
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where, in the notation of Theorem 8.1, we have Y = N , P = T ε, R≪ |r|T
N
T ε. Thus
(6.65) E.T.≪
∑
1≪N≪∆1/2T 1/2+ε
N dyadic
∆1/2T ε
T 1/2N
∑
1≤|r|≪N
∆
T ε
(
T 1/3N1/2
( |r|T
N
)2
+ T 1/6N3/4
( |r|T
N
)1/2)
.
We do not need to work with the main term at this point because that is the purview of
Theorem 7.1. To simplify (6.65), it is useful to notice that the “worst” value of N is at
N = ∆1/2T 1/2+ε (the maximal value we need to consider), since after summing over r, N
does not appear in a denominator. Thus, after simplifications, we obtain
(6.66) E.T.≪ T ε(T 25/12∆−9/4 + T 13/24∆−5/8),
which is the error claimed in Lemma 6.6. This term E.T. is precisely one of the two terms
making up E2 in Theorem 7.1, while the other term in E2 has a bound of the same size by
symmetry. 
7. The main terms in the shifted fourth moment of the zeta function
In [HY], we proved an asymptotic formula for the twisted fourth moment of the Riemann
zeta function, with small shifts. One standard approach to this type of problem is to reduce
it to an asymptotic evaluation of a shifted divisor problem. The main term in the fourth
moment comes about through a complicated process of matching of terms. The method
used in [HY] to simplify the main terms unfortunately does not carry over to large shift
parameters because we used Stirling’s approximation at different stages of the calculations.
Here we modify the calculations of the main terms of [HY] to carry over to arbitrary shifts.
This section is independent from the rest of this paper but heavily relies on the work of [HY].
For the purposes of this paper, we do not require the full “twisted” version, so the reader
may wish to consider the simpler special case h = k = 1 below.
Begin with some smooth weight function w having compact support, and let
(7.1) I(h, k) =
∫ ∞
−∞
(h
k
)−it
ζ(1
2
+ α + it)ζ(1
2
+ β + it)ζ(1
2
+ γ − it)ζ(1
2
+ δ − it)w(t)dt,
where (h, k) = 1. We set some more notation. Let σα,β(n) =
∑
ab=n a
−αb−β . Define
(7.2) Xα,β,γ,δ,t = pi
α+β+γ+δΓ(
1
2
−α−it
2
)
Γ(
1
2
+α+it
2
)
Γ(
1
2
−β−it
2
)
Γ(
1
2
+β+it
2
)
Γ(
1
2
−γ+it
2
)
Γ(
1
2
+γ−it
2
)
Γ(
1
2
−δ+it
2
)
Γ(
1
2
+δ−it
2
)
,
and similarly write Xα,β,γ,δ,t = Xα,γ,tXβ,δ,t (with hopefully obvious meaning). Let
(7.3) gα,β,γ,δ(s, t) =
Γ
(
1
2
+α+s+it
2
)
Γ
(
1
2
+α+it
2
) Γ
(
1
2
+β+s+it
2
)
Γ
(
1
2
+β+it
2
) Γ
(
1
2
+γ+s−it
2
)
Γ
(
1
2
+γ−it
2
) Γ
(
1
2
+δ+s−it
2
)
Γ
(
1
2
+δ−it
2
) ,
and with G(s) = es
2
(or any even holomorphic function with rapid decay in vertical strips),
set
(7.4) Vα,β,γ,δ,t(x) =
1
2pii
∫
(1)
G(s)
s
gα,β,γ,δ(s, t)x
−sds.
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Let
(7.5) Aα,β,γ,δ(s) =
ζ(1 + s+ α + γ)ζ(1 + s+ α + δ)ζ(1 + s+ β + γ)ζ(1 + s+ β + δ)
ζ(2 + 2s+ α + β + γ + δ)
,
and supposing php||h and pkp||k, we define
(7.6) Bα,β,γ,δ,h,k(s) =
∏
p|h
(∑∞
j=0 σα,β(p
j)σγ,δ(p
j+hp)p−j(s+1)∑∞
j=0 σα,β(p
j)σγ,δ(pj)p−j(s+1)
)
×
∏
p|k
(∑∞
j=0 σα,β(p
j+kp)σγ,δ(p
j)p−j(s+1)∑∞
j=0 σα,β(p
j)σγ,δ(pj)p−j(s+1)
)
.
Let
(7.7) Zα,β,γ,δ,h,k(s) = Aα,β,γ,δ(s)Bα,β,γ,δ,h,k(s).
Our result is the following.
Theorem 7.1. Let T > 0, and suppose that w(t) is supported on |t| ≤ T . Assume that the
shifts α, β, γ, δ have real part O(1/ logT ), that |α + it|, |β + it|, |γ − it|, |δ − it| ≫ T ε for
all t in the support of w, and that all the shifts have imaginary parts bounded by some fixed
polynomial in T . Then
(7.8) I(h, k) =
1√
hk
∫ ∞
−∞
w(t) (Zα,β,γ,δ,h,k(0) +Xα,β,γ,δ,tZ−γ,−δ,−α,−β,h,k(0)
+Xα,γ,tZ−γ,β,−α,δ,h,k(0) +Xα,δ,tZ−δ,β,γ,−α,h,k(0)
+Xβ,γ,tZα,−γ,−β,δ,h,k(0) +Xβ,δ,tZα,−δ,γ,−β,h,k(0)) dt+ E1 + E2 +OA(T−A),
where E1 is bounded by (7.13) below, and E2 is defined by (7.18) below.
We do not attempt to bound the error terms with large shifts since our purpose here is
solely the calculation of the main terms.
Proof. As in (37) of [HY] (the approximate functional equation), we have
(7.9) I(h, k) =
∑
m,n
σα,β(m)σγ,δ(n)√
mn
∫ ∞
−∞
(hm
kn
)−it
Vα,β,γ,δ,t(pi
2mn)w(t)dt
+
∑
m,n
σ−γ,−δ(m)σ−α,−β(n)√
mn
∫ ∞
−∞
(hm
kn
)−it
Xα,β,γ,δ,tV−γ,−δ,−α,−β,t(pi2mn)w(t)dt,
and we write I(h, k) = I(1)(h, k) + I(2)(h, k) correspondingly. We will work mainly with I(1)
because we can derive analogous formulas for I(2) by first switching α with −γ and β with
−δ, and then replacing w(t) by Xα,β,γ,δ,tw(t).
Let I
(1)
D (h, k) denote the contribution to I
(1)(h, k) from hm = kn. By (46) of [HY], we
have
(7.10) I
(1)
D (h, k) =
1√
hk
∫ ∞
−∞
w(t)
1
2pii
∫
(ε)
G(s)
s
(pi2hk)−sgα,β,γ,δ(s, t)Zα,β,γ,δ,h,k(2s)dsdt.
We shift the contour to Re(s) = −1
4
+ ε, crossing a pole at s = 0 as well as four poles at
2s = −α− γ, etc. The pole at s = 0 gives the first main term in (7.8). The other four poles
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give “junk terms” which surely cannot persist in the final answer since they depend on G(s)
which is chosen from a wide class of functions. In fact it is possible to choose G to vanish
at these four points. However, we do not need to impose this condition. The new contour,
which we view as an “error term,” is
(7.11) ≪ (hk)−1/4+ε
∫ ∞
−∞
|w(t)|
∫
(−1/4+ε)
|G(s)|
|s| |gα,β,γ,δ(s, t)||Aα,β,γ,δ(2s)|dsdt,
using a divisor-type bound on B(s). By Stirling’s formula applied to g(s, t), we have that
this is
(7.12)
≪ (hk)−1/4+εT ε
∫ ∞
−∞
|w(t)|(1 + |α+ it|)− 14 (1 + |β + it|)− 14 (1 + |γ − it|)− 14 (1 + |δ − it|)− 14∫
(− 1
4
+ε)
|G(s)|
|s| |Aα,β,γ,δ(2s)|dsdt.
By the rapid decay of G(s), we bound the second line above by its maximum value (plus an
error of size O(T−A), which amounts to
(7.13)
≪ (hk)−1/4+εT ε
∫ ∞
−∞
|w(t)|(1 + |α+ it|)− 14 (1 + |β + it|)− 14 (1 + |γ − it|)− 14 (1 + |δ− it|)− 14dt
× max
|u|≪T ε
|ζ(1
2
+ α + γ + iu)ζ(1
2
+ α + δ + iu)ζ(1
2
+ β + γ + iu)ζ(1
2
+ β + δ + iu)|.
Observe that switching the parameters α ↔ −γ, β ↔ −δ, and multiplying by Xα,β,γ,δ,t
(which has absolute value O(1)) does not alter the form of this bound, so it is valid also for
the “second part” of the approximate functional equation.
Next we look at the off-diagonal terms, which take the form
(7.14) I
(1)
O (h, k) =
∑
r 6=0
∑
hm−kn=r
σα,β(m)σγ,δ(n)√
mn
f(hm, kn),
with
(7.15) f(x, y) =
∫ ∞
−∞
(x
y
)−it
Vα,β,γ,δ,t
(pi2xy
hk
)
w(t)dt.
As a working hypothesis, we suppose that we have an asymptotic formula for the shifted
divisor sum
(7.16)
∑
hm−kn=r
σα,β(m)σγ,δ(n)F (hm, kn) = Nα,β,γ,δ(h, k; r;F ) +Nβ,α,γ,δ(h, k; r;F )
+Nα,β,δ,γ(h, k; r;F ) +Nβ,α,δ,γ(h, k; r;F ) + Eα,β,γ,δ(h, k; r, F ),
where
(7.17) Nα,β,γ,δ(h, k; r;F ) =
ζ(1− α + β)ζ(1− γ + δ)
h1−αk1−γ
∫ ∞
max(0,r)
x−α(x− r)−γF (x, x− r)dx
∞∑
l=1
S(r, 0; l)(h, l)1−α+β(k, l)1−γ+δ
l2−α+β−γ+δ
,
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and E is a presumed error term, and it is not our purpose here to prove a bound on this E .
Here F (x, y) = (xy)−1/2f(x, y). Formally speaking, we have then
(7.18) E2 =
∑
r 6=0
Eα,β,γ,δ(h, k; r; (xy)−1/2f(x, y)) + E−γ,−δ,−α,−β(h, k; r; (xy)−1/2f ∗(x, y)),
where f(x, y) = fα,β,γ,δ(x, y) is defined by (7.15) and f
∗ is identical to f but with α ↔ −γ,
β ↔ −δ, and multiplied by Xα,β,γ,δ,t.
Now define I
(1±)
α,β,γ,δ =
∑
±r>0Nα,β,γ,δ(h, k; r, F ). The arguments of (83)-(87) from [HY]
carry over almost without change. There is a small error in (89) which should read
(7.19) K− = r−α−γ
∫ ∞
0
x−
1
2
−α(x+ 1)−
1
2
−γ
1
2pii
∫
(ε)
G(s)
s
(
hk
pi2r2x(x+ 1)
)s ∫ ∞
−∞
x−it(1 + x)itg(s, t)w(t)dtdsdx,
where the difference is that we previously had x−
1
2
−γ(1 + x)−
1
2
−α appearing in K−. In
addition, there is an error in (91); the ± signs need to be switched on the right hand side.
It turns out that these two errors compensate for each other and the resulting calculations
of [HY] remain valid.
We cannot use (94) (which is Stirling’s formula) because it assumes the shifts are small.
However, we can evaluate the x-integrals in terms of gamma functions, and use (98) to
evaluate the arithmetical sum. In this way, we arrive at
(7.20) I
(1+)
α,β,γ,δ =
ζ(1− α + β)ζ(1− γ + δ)
ζ(2− α + β − γ + δ)
1
h1/2−αk1/2−γ
∫ ∞
−∞
w(t)
2pii
∫
(ε)
G(s)
s
gα,β,γ,δ(s, t)(hk
pi2
)sΓ(1
2
− γ − s+ it)Γ(α + γ + 2s)
Γ(1
2
+ α + s+ it)
Cα,β,γ,δ,h,k(s)ζ(α+ γ + 2s)ζ(1 + β + δ + 2s)dsdt.
Here C(s) is a finite Euler product defined by (99)–(103) of [HY]. Similarly, for the case of
r < 0, we find
(7.21) I
(1−)
α,β,γ,δ =
ζ(1− α + β)ζ(1− γ + δ)
ζ(2− α + β − γ + δ)
1
h1/2−αk1/2−γ
∫ ∞
−∞
w(t)
2pii
∫
(ε)
G(s)
s
gα,β,γ,δ(s, t)(hk
pi2
)sΓ(1
2
− α− s− it)Γ(α + γ + 2s)
Γ(1
2
+ γ + s− it) Cα,β,γ,δ,h,k(s)ζ(α+ γ + 2s)ζ(1 + β + δ + 2s)dsdt.
Note the following simple gamma function identity
(7.22)
Γ(1
2
− z)
Γ(1
2
+ w)
+
Γ(1
2
− w)
Γ(1
2
+ z)
= pi−1Γ(1
2
− z)Γ(1
2
− w)2 cos(pi
2
(z + w)) cos(pi
2
(z − w)).
We apply this with z = α+ s + it, w = γ + s− it, whence
(7.23)
∑
±
I
(1±)
α,β,γ,δ =
ζ(1− α+ β)ζ(1− γ + δ)
ζ(2− α + β − γ + δ)
pi−1
h1/2−αk1/2−γ
∫ ∞
−∞
w(t)
2pii
∫
(ε)
G(s)
s
gα,β,γ,δ(s, t)(hk
pi2
)s
Γ(1
2
− α− s− it)Γ(1
2
− γ − s+ it)Cα,β,γ,δ,h,k(s) cos(pi2 (α− γ + 2it))
2 cos(pi
2
(α + γ + 2s))Γ(α+ γ + 2s)ζ(α+ γ + 2s)ζ(1 + β + δ + 2s)dsdt.
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Next we use the functional equation of the zeta function in the form
(7.24) pi−2sΓ(α + γ + 2s)ζ(α+ γ + 2s) =
piα+γ2α+γ+2s
2 cos(pi
2
(α+ γ + 2s)
ζ(1− α− γ − 2s).
Thus we obtain (we suppress the subscripts on C(s) as they match g(s, t))
(7.25)
∑
±
I
(1±)
α,β,γ,δ =
ζ(1− α + β)ζ(1− γ + δ)
ζ(2− α+ β − γ + δ)√hk
∫ ∞
−∞
w(t)
2pii
∫
(ε)
G(s)
s
gα,β,γ,δ(s, t)
C(s)hs+αks+γΓ(1
2
− α− s− it)Γ(1
2
− γ − s+ it)piα+γ−12α+γ+2s
cos(pi
2
(α− γ + 2it))ζ(1− α− γ − 2s)ζ(1 + β + δ + 2s)dsdt.
Anticipating some future simplifications, we apply another gamma function identity. We
claim
(7.26) pi−121−z−wΓ(z)Γ(w) cos(pi
2
(w − z)) = 1
2
Γ( z
2
)
Γ(1−z
2
)
Γ(w
2
)
Γ(1−w
2
)
(1 + tan(pi
2
z) tan(pi
2
w)),
which can quickly be checked using the duplication and reflection formulas for the gamma
function, and the addition formula for cosine. We apply this with z = 1/2− α− s− it and
w = 1/2− γ− s+ it. Our basic assumption |α+ it| ≫ T ε (and similarly for the other shifts)
implies that tan(pi
2
z) = ±i + OA(T−A) (the choice of sign depending on the sign of t) and
similarly tan(pi
2
w) = ∓i+OA(T−A). Thus
(7.27)
∑
±
I
(1±)
α,β,γ,δ =
ζ(1− α + β)ζ(1− γ + δ)
ζ(2− α+ β − γ + δ)√hk
∫ ∞
−∞
w(t)
2pii
∫
(ε)
G(s)
s
gα,β,γ,δ(s, t)C(s)h
s+αks+γ
Γ(
1
2
−α−s−it
2
)
Γ(
1
2
+α+s+it
2
)
Γ(
1
2
−γ−s+it
2
)
Γ(
1
2
+γ+s−it
2
)
piα+γζ(1− α− γ − 2s)ζ(1 + β + δ + 2s)dsdt+O(T−A).
We need to match this term with another one arising from the second part of the approxi-
mate functional equation. Define I
(2±)
α,β,γ,δ to be the term arising from taking I
(1±)
β,α,δ,γ, and then
applying the symmetries α↔ −γ, β ↔ −δ, and multiplying by Xα,β,γ,δt (so in all we applied
α ↔ −δ, β ↔ −γ, and multiplied by X). Inserting these changes into (7.25) and changing
variables s→ −s, we obtain
(7.28)∑
±
I
(2±)
α,β,γ,δ = −
ζ(1− α + β)ζ(1− γ + δ)
ζ(2− α + β − γ + δ)√hk
∫ ∞
−∞
w(t)
2pii
∫
(−ε)
G(s)
s
g−δ,−γ,−β,−α(−s, t) C(−s)
hs+δks+β
Xα,β,γ,δ,t
Γ(
1
2
+δ+s−it
2
)
Γ(
1
2
−δ−s+it
2
)
Γ(
1
2
+β+s+it
2
)
Γ(
1
2
+−β−s−it
2
)
pi−β−δζ(1− α− γ − 2s)ζ(1 + β + δ + 2s)dsdt+O(T−A).
By Corollary 6.5 of [HY], we have
(7.29) hs+αks+γCα,β,γ,δ,h,k(s) = h
−s−δk−s−βC−δ,−γ,−β,−α,h,k(−s).
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We also claim that
(7.30) gα,β,γ,δ(s, t)
Γ(
1
2
−α−s−it
2
)
Γ(
1
2
+α+s+it
2
)
Γ(
1
2
−γ−s+it
2
)
Γ(
1
2
+γ+s−it
2
)
piα+γ
= g−δ,−γ,−β,−α(−s, t)Xα,β,γ,δ,t
Γ(
1
2
+δ+s−it
2
)
Γ(
1
2
−δ−s+it
2
)
Γ(
1
2
+β+s+it
2
)
Γ(
1
2
−β−s−it
2
)
pi−β−δ,
which immediately follows upon writing out the definitions of both sides.
We can recognize now that
∑
± I
(1±)
α,β,γ,δ and
∑
± I
(2±)
α,β,γ,δ have identical integrands (up to the
tiny error O(T−A)), but different contours that when combined give a closed contour around
the finitely many poles with real part near 0. Thus by Cauchy’s theorem this inner s-integral
can be expressed as the sum of residues with small real parts, plus a very small error term
from OA(T
−A). The residue at s = 0 gives
(7.31)
ζ(1− α+ β)ζ(1− γ + δ)ζ(1− α− γ)ζ(1 + β + δ)
ζ(2− α + β − γ + δ)√hk
∫ ∞
−∞
w(t)Xα,γ,tC(0)h
αkγdt+O(T−A).
From Lemma 6.10 of [HY], we have hαkγCα,β,γ,δ,h,k(0) = B−γ,β,−α,δ,h,k(0). Hence this residue
gives the first term on the second line of (7.8). The other three permutations of the off-
diagonal terms give the remaining three terms of (7.8).
Finally, we briefly indicate how the “junk terms” cancel. This is luckily almost identical
to the calculations of [HY]. Looking at (7.27), the residue at 2s = −α− γ has the pleasant
feature that the ratio of two gamma factors on the second line evaluates to 1. This term
exactly matches the analogous residue of the diagonal term at 2s = −α − γ, using Lemma
6.11 of [HY] to match the arithmetical factors. Similarly, Lemma 6.12 of [HY] matches the
other residue at 2s = −β − δ (in this case it is easier to compare via (7.28)). 
8. Unconditional shifted divisor sum
Theorem 8.1. Suppose that w(x) is a smooth function on the positive reals supported on
Y ≤ x ≤ 2Y and satisfying w(j)(x) ≪j (P/Y )j for some parameters 1 ≤ P ≤ Y . Let
θ = 7/64, and set R = P + T |m|
Y
. Then for m 6= 0, R≪ T/(TY )δ, we have
(8.1)
∑
n∈Z
τiT (n)τiT (n+m)w(n) =M.T. + E.T.,
where
(8.2) M.T. =
∑
±
|ζ(1 + 2iT )|2
ζ(2)
σ−1(m)
∫ ∞
max(0,−m)
(x+m)∓iTx±iTw(x)dx
+
∑
±
ζ(1∓ 2iT )2
ζ(2∓ 4iT ) σ−1±4iT (m)
∫ ∞
max(0,−m)
(x+m)∓iTx∓iTw(x)dx.
and
(8.3) E.T.≪ (|m|θT 13Y 12R2 + T 16Y 34R 12 )(TY )ε.
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Furthermore, with R = P + TM
Y
, we have
(8.4)
∑
1≤|m|≤M
|E.T.| ≪ (MT 13Y 12R2 +MT 16Y 34R 12 )(TY )ε
The crucial qualitative feature of the error term is that when X = T , m ≍ P ≍ 1 (so
R ≍ 1), it is a power saving in X .
The main term here is identical to the main term in (7.16), because when h = k = 1 the
sum over l in (7.17) can be explicitly evaluated in the above form.
In his work on the L4 norm of Eisenstein series, Spinu [Sp] was also led to estimating a
shifted divisor sum with large spectral parameter, but of the form
∑
n≈T 2 τiT (n)τ0(n +m);
see his (1.11).
For the proof, we proceed in an analogous way to Motohashi [Mo1] who found a spectral
expansion for shifted convolution sums. We would not save a lot of effort by directly ap-
pealing to the work in [Mo1] because the exact form we need does not appear there, and
anyway, with any approach it is necessary to make estimations which forms the bulk of our
work (by comparison, examine Chapter 5 of [Mo2]). Therefore we chose to give a mostly
self-contained exposition.
The proof requires the full spectral theory of automorphic forms. The older Estermann-
type approach using Weil’s bound for Kloosterman sums is far from satisfactory; see (8.31)
for this estimate.
By a symmetry argument, we may assume that m ≥ 1; this uses the fact that wm(x) :=
w(x−m) has support on x ≍ Y too.
8.1. Separation of variables. As a starting point, we find it convenient to appeal to an
approximate functional equation for the divisor function, as in Lemma 5.4 of [Y]. This is
a particularly simple alternative to the circle method or the delta symbol method for the
divisor function. We have τiT (m) = m
−iTσ2iT (m). The formula is
(8.5) τiT (m) = m
−iT
∞∑
l=1
S(m, 0; l)
l1−2iT
f2iT
( l√
m
)
+miT
∞∑
l=1
S(m, 0; l)
l1+2iT
f−2iT
( l√
m
)
,
where
(8.6) fλ(x) =
1
2pii
∫
(ε)
x−wζ(1− λ+ w)G(w)
w
dw,
and G(w) is any fixed even holomorphic function with rapid decay in vertical strips (e.g.,
exp(w2)). The terms are symmetric under T → −T . By shifting the contour to the right, we
see that f±2iT (x)≪ x−A with A > 0 arbitrary (uniformly in T ). One can verify this identity
by reversing the orders of integration and summation, evaluating the sum over l, and using
symmetry to express the sum of the two contour integrals as the residue.
Letting Bw(T ) denote the left hand side of (8.1), we then have
(8.7) Bw(T ) =
∑
±
∞∑
l=1
1
l1∓2iT
∞∑
n=1
τiT (n)S(n+m, 0; l)
n±iT
(
1 +
m
n
)∓iT
f±2iT
( l√
n+m
)
w(n).
For later use, we wish to have the variables l and n separated, so we rearrange this as follows:
(8.8) Bw(T ) =
∑
±
1
2pii
∫
(1)
G(u)
u
ζ(1∓ 2iT + u)Bw,±,u,m(T )du,
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with
(8.9)
Bw,±,u,m(T ) =
∞∑
l=1
∞∑
n=1
τiT (n)S(n+m, 0; l)
l1∓2iT+un±iT−u/2
gm,u,T (n), gm,u,T (x) =
(
1 +
m
x
)∓iT+u
2
w(x).
The changing of orders of integration and summation is justified by absolute convergence.
This function g has support for x ≍ Y and satisfies
(8.10)
dj
dxj
gm,u,T (x)≪u,j
(Tm
Y 2
+
P
Y
)j
= Y −jRj ,
with an implied constant depending polynomially on u. In practice, we think of u as almost
bounded because the rapid decay of G(u) overcomes any u-dependence of B. Notice that in
estimating Bw(T ), we are free to move the u-contour to any fixed line with Re(u) > 0 since
the integrand is holomorphic in this region.
We record a bound on the Mellin transform of g. Integration by parts shows
(8.11) g˜(s) =
(−1)j
s(s+ 1) . . . (s+ j − 1)
∫ ∞
0
g(j)(x)xs+j
dx
x
,
so that using (8.10) we derive the bound
(8.12) g˜(s)≪σ,j Y σ R
j
|s(s+ 1) . . . (s+ j − 1)| ,
so that g˜(s) is very small for |Im(s)| ≫ (TY )εR. Since g has compact support, g˜ is entire,
and the apparent singularities at s = 0,−1,−2, . . . in (8.11) are necessarily removable.
8.2. Relationships with the Estermann function. Next we open the Kloosterman sum,
and use the Mellin transform of g = gm,u,T to write (8.9) as
(8.13) Bw,±,u,m(T ) =
∞∑
l=1
∑∗
a (mod l)
e
(
am
l
)
l1∓2iT+u
1
2pii
∫
(2)
g˜(s+ u
2
)D(s,∓2iT, a
l
)ds,
where we have used τiT (n)/n
±iT = σ∓2iT (n), and D is the Estermann function defined for
Re(s) > max(1, 1 + Re(ξ))
(8.14) D(s, ξ,
a
l
) =
∞∑
n=1
σξ(n)e
(an
l
)
n−s.
See Lemma 3.7 of [Mo2] for proofs of the following properties. The Estermann function has
a meromorphic continuation and functional equation
(8.15) D(s, ξ, a/l) = 2(2pi)2s−ξ−2lξ−2s+1Γ(1− s)Γ(1 + ξ − s)
(D(1− s,−ξ, a/l) cos(1
2
piξ)−D(1− s,−ξ,−a/l) cos(pi(s− 1
2
ξ))).
Furthermore, the pole at s = 1 has residue lξ−1ζ(1 − ξ) and the one at 1 + ξ has residue
l−ξ−1ζ(1 + ξ).
We analyze B by moving the contour to the line −1−ε, applying the functional equation,
and reversing the order of summation and integration. There are poles at s = 1 and s =
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1∓ 2iT which lead to the main terms that we shall examine shortly in Section 8.3. Thus we
obtain, with shorthand αT = 2(2pi)
±2iT−2,
(8.16) Bw,±,u,m −M.T. = αT
∞∑
l=1
∑∗
a (mod l)
e
(
am
l
)
lu
∞∑
n=1
σ±2iT (n)
n
1
2pii
∫
(−1−ε)
g˜(s+ u
2
)
(2pi)2s
(n
l2
)s
Γ(1− s)Γ(1∓ 2iT − s)
(
e
(an
l
)
cosh(piT )− e
(−an
l
)
cos(pi(s± iT ))
)
ds,
where M.T. stands for the main terms.
8.3. Computing the main terms. The pole at s = 1 gives to Bw(T )
(8.17)
∑
±
1
2pii
∫
(1)
G(u)
u
ζ(1∓ 2iT + u)
∞∑
l=1
∑∗
a (mod l)
e(am
l
)
l1∓2iT+u
g˜(1 + u
2
)ζ(1± 2iT )l−1∓2iTdu.
Using S(m, 0; l) =
∑
d|(m,l) dµ(l/d), this simplifies as
(8.18)
∑
±
1
2pii
∫
(1)
G(u)
u
g˜(1 + u
2
)ζ(1∓ 2iT + u)σ−1−u(m)
ζ(2 + u)
ζ(1± 2iT )du.
By shifting the contour left to Re(u) = −1/2 , we cross a pole at u = 0 which gives
(8.19)
∑
±
g˜(1)
|ζ(1 + 2iT )|2
ζ(2)
σ−1(m).
The pole at u = ±2iT is very small but it also will cancel a forthcoming term (this should
not be surprising because one could choose a different function G and change the value of
G(±2iT )). Using (8.12) and Weyl’s bound, we see that the new integral satisfies the bound
(8.20) (TY )ε
∫ ∞
−∞
∣∣∣G(−12 + it)−1
2
+ it
g˜(3/4 + it/2)ζ(1/2 + it∓ 2iT )
∣∣∣dt≪ T 1/6Y 3/4(Y T )ε,
and this is absorbed by the second error term appearing in (8.3).
The other residue at s = 1∓ 2iT equals
(8.21)
1
2pii
∫
(1)
G(u)
u
g˜(1∓ 2iT + u
2
)ζ(1∓ 2iT + u) σ−1±4iT−u(m)
ζ(2∓ 4iT + u)ζ(1∓ 2iT )du.
Again shifting contours to the left to Re(u) = −1/2, we cross a pole at u = 0 which gives
(8.22) g˜(1∓ 2iT )ζ(1∓ 2iT )
2
ζ(2∓ 4iT ) σ−1±4iT (m).
The pole at u = ±2iT is small, but could also be checked to cancel a previous pole. The
new contour is much smaller than the bound appearing in (8.20).
Note that
(8.23) g˜(1) =
∫ ∞
0
(x+m)∓iTx±iTw(x)dx, g˜(1∓ 2iT ) =
∫ ∞
0
(x+m)∓iTx∓iTw(x)dx.
Thus (8.19) and (8.22) form the main term in (8.2). This combination of main terms precisely
agrees with the main terms of (7.16).
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8.4. Analysis of the weight functions. We return to (8.16). By changing variables s→
s+ 1
2
− u
2
, it becomes
(8.24) Bw,±,u,m −M.T. = α′T
∑
δ=±1
δ
∞∑
n=1
σ±2iT (n)
n
1
2
+u
2
∞∑
l=1
S(n, δm; l)
l
ϕδ
(4pi√mn
l
)
,
where α′T = 2(2pi)
±2iT−1−u and
(8.25) ϕδ(x) =
1
2pii
∫
(σ)
g˜(s+ 1
2
)(x/2)2sm−sΓ(1
2
− s+ u
2
)Γ(1
2
− s+ u
2
∓ 2iT )cδ(s)ds,
with c+(s) = cosh(piT ) and c−(s) = cos(pi(s+ 12 − u2 ± iT )). Here σ < 1/2 (recall Re(u) > 0).
We shall derive some bounds on ϕδ. Let Re(s) = σ and Re(u) = ν > 0. We claim that for
σ < 1/2 fixed, and each choice of δ = ±, that
(8.26) Γ(1
2
− σ − it)Γ(1
2
− σ − it∓ 2iT )cδ(σ + it)≪ (1 + |t|)−σ(1 + |t± 2T |)−σ.
To prove this, initially in the case δ = +, observe that Stirling’s formula gives a bound of this
form, except multiplied by exp(pi
2
Q1(t)), where Q1(t) = 2T−|t±2T |−|t|. Notice Q1(t∓T ) =
Q(t, T/2) defined by (4.27), so Q1(t) ≤ 0 for all t, T ∈ R (this can also be checked directly).
The case δ = − is similar, except with Q1(t) replaced by Q2(t) = 2|t ± T | − |t| − |t ± 2T |,
which we again claim is ≤ 0 for all t. It takes the value 0 for |t| large, and so its maximum
value must occur at t = 0 or t± 2T = 0, and Q2(t) = 0 at both of these points.
By (8.12) and (8.26), we have
(8.27) ϕδ(x)≪
(x2
m
)σ ∫ ∞
−∞
(1 + |t|)−σ+ ν2 (1 + |t± 2T |)−σ+ ν2 |g˜(σ + 1
2
+ it)|dt,
the implied constant depends polynomially on Im(u). Using the assumption R≪ T/(TY )δ,
we deduce for fixed σ < 1/2 that
(8.28) ϕδ(x)≪σ,u x2σY 12+σm−σT−σ+ ν2R1−σ+ ν2 .
By taking σ = 1/2− ε or −σ > 0 very large, we obtain
(8.29) ϕδ(x)≪ xY m−1/2T−1/2R1/2(TY/x)ε
(
1 +
x2
mTR/Y
)−A
(TR)ν/2.
Since it is straightforward at this point, we record the effect of bounding B trivially with
the Weil bound, even though this is not our final objective. The sum over l can be truncated
at Y 1/2+ε. Taking ν = ε and σ = 1/2− ε, we then obtain that the error term in B is
(8.30) ≪ (TY )ε
∑
l≪Y 1/2+ε
∑
n≪(TY )εl2RT/Y
|S(n,±m, l)|Y R
1/2
l2T 1/2
.
A short computation shows that this error term is
(8.31) ≪ Y 3/4T 1/2R3/2(TY )ε,
which is only nontrivial for T ≤ Y 1/2−δ when R ≍ 1.
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8.5. Application of the Kuznetsov formulas. To get a stronger result, we apply the
spectral theory of automorphic forms in the guise of the Kuznetsov formula. Let
(8.32) Kδ(m,n, ϕδ) =
∞∑
l=1
S(n, δm; l)
l
ϕδ
(4pi√mn
l
)
.
The Kuznetsov formula (in one particularly useful way for us) states
(8.33) K+(m,n, ϕ+) =
∑
j
|ρj(1)|2
cosh(pitj)
λj(m)λj(n)
1
2pii
∫
(σ)
ϕ∗+(s)h+(s, tj)ds
+
1
pi
∫ ∞
−∞
τir(m)τir(n)
|ζ(1 + 2ir)|2
1
2pii
∫
(σ)
ϕ∗+(s)h+(s, r)dsdr
+
∑
k
(2k − 1)qm,n(k) 1
2pii
∫
(σ)
ϕ∗+(s)
Γ(k − 1 + s)
Γ(k + 1− s)ds−
1
2pi
δm=n
1
2pii
∫
(σ)
ϕ∗+(s)
Γ(s)
Γ(1− s)ds,
with notation as follows: the s-integrals are over a vertical line with σ = 3/4 + ε,
(8.34) h+(s, r) =
1
2
sin(pis)Γ(s− 1
2
+ ir)Γ(s− 1
2
− ir),
(8.35) ϕ∗δ(s) =
∫ ∞
0
ϕδ(x)(x/2)
−2sdx,
and qm,n(k) is the sum over a Hecke eigenbasis of weight 2k (even) holomorphic forms, with
scaling such that
(8.36) qm,n(k) = k
−1+o(1) ∑
f∈B2k
λf(m)λf(n).
We also recall that ρj(1) is scaled so that
|ρj(1)|2
cosh(pitj )
= t
o(1)
j . One can find this form of
Kuznetsov’s formula as (2.4.13) of [Mo2]. It is easy to check that ϕδ(x) satisfies the re-
quired bounds to apply the Kuznetsov formula, using (8.29) as well as simple variants for
the derivatives of ϕδ.
By the Mellin inversion formula and (8.25), we have
(8.37) ϕ∗δ(s) = 2
2sϕ˜δ(1− 2s) = g˜(s)m 12−sΓ(1− s+ u2 )Γ(1− s+ u2 ∓ 2iT )cδ(s− 12).
It follows from (8.12) and (8.26) that for |t| ≤ R(TY )ε (recall R≪ T (TY )−δ so t = o(T )):
(8.38) ϕ∗δ(s)≪σ,u Y σm
1
2
−σ(1 + |t|) 12−σ+ ν2T 12−σ+ ν2 .
Also, ϕ∗δ(s) is very small for |t| ≥ R(TY )ε, and the implied constant depends polynomially
on Im(u).
We also need the opposite sign case where the Kuznetsov formula has a different shape
than (8.33). For this, we claim
(8.39) K−(m,n, ϕ−) =
∑
j
|ρj(1)|2
cosh(pitj)
λj(−m)λj(n) 1
2pii
∫
(σ)
ϕ∗−(s)h−(s, tj)ds
+
1
pi
∫ ∞
−∞
τir(m)τir(n)
|ζ(1 + 2ir)|2
1
2pii
∫
(σ)
ϕ∗−(s)h−(s, r)ds,
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where 1/2 < σ < 1, and
(8.40) h−(s, r) = 12 cosh(pir)Γ(s− 12 + ir)Γ(s− 12 − ir).
Towards this, we first quote Theorem 2.5 of [Mo2], stating
(8.41) K−(m,n, ϕ) =
∑
j
|ρj(1)|2
cosh(pitj)
λj(−m)λj(n)ϕˇ(tj) + 1
pi
∫ ∞
−∞
τir(m)τir(n)
|ζ(1 + 2ir)|2 ϕˇ(r)dr
where
(8.42) ϕˇ(r) = 2 cosh(pir)
∫ ∞
0
ϕ(x)K2ir(x)
dx
x
.
We prefer the Mellin transform version of this formula, which we quickly derive as follows:
(8.43) ϕˇ(r) =
2 cosh(pir)
2pii
∫
(σ)
ϕ˜(−s)
∫ ∞
0
K2ir(x)x
s−1dxds,
valid for 0 < σ < 1 (the upper bound arises to ensure the holomorphy of ϕ˜(−s)), so by
(6.561.16) of [GR] and a change of variables, we have for 1/2 < σ < 1 that
(8.44) ϕˇ(r) =
1
2
cosh(pir)
2pii
∫
(σ)
ϕ˜(1− 2s)22sΓ(s− 1
2
+ ir)Γ(s− 1
2
− ir)ds.
Using ϕ∗δ(s) = 2
2sϕ˜δ(1− 2s), we have
(8.45) ϕˇ(r) =
1
2
cosh(pir)
1
2pii
∫
(σ)
ϕ∗(s)Γ(s− 1
2
+ ir)Γ(s− 1
2
− ir)ds.
Hence we derive (8.39).
Define
(8.46) EδMaass = δ
∑
±
1
2pii
∫
(2)
G(u)
u
ζ(1∓ 2iT + u)2(2pi)±2iT−1−u
∞∑
n=1
σ±2iT (n)
n
1
2
+u
2∑
j
|ρj(1)|2
cosh(pitj)
λj(m)λj(n)
1
2pii
∫
(σ)
ϕ∗δ(s)hδ(s, tj)dsdu,
(8.47) EEis =
∑
±
1
2pii
∫
(2)
G(u)
u
ζ(1∓ 2iT + u)2(2pi)±2iT−1−u
∞∑
n=1
σ±2iT (n)
n
1
2
+u
2
1
pi
∫ ∞
−∞
τir(m)τir(n)
|ζ(1 + 2ir)|2
1
2pii
∫
(σ)
[ϕ∗+(s)h+(s, r)− ϕ∗−(s)h−(s, r)]dsdrdu.
Then inserting (8.33) and (8.39) into (8.24), and then in turn into (8.8), we get, say
(8.48) Bw(T ) =M.T. +O(T
1/6Y 3/4(TY )ε) + E+Maass + E
−
Maass + Eholo + Ediag + EEis.
Here this error term comes from the calculation of the residues of the Estermann function
as in Section 8.3, and Eholo and Ediag are given by analogous formulas to EMaass and EEis.
See (8.58) below for Eholo. In the forthcoming sections, we show
(8.49)
∑
δ=±
|EδMaass|+ |Eholo|+ |Ediag| ≪ mθT 1/3Y 1/2R2(TY )ε,
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and
(8.50) EEis ≪ T 1/6Y 3/4R1/2(TY )ε + T 1/3Y 1/2R(TY )ε,
which together account for (8.3). Note the second term in (8.50) is smaller than (8.49), as
is the error term in (8.48).
8.6. Cusp form contributions. We pick up with (8.46). By absolute convergence, we can
bring the sum over n to the inside. By an exercise with the Hecke relations, one can check
that for Re(v) > 1,
(8.51)
∞∑
n=1
σ±2iT (n)λj(n)
nv
=
L(v ∓ 2iT, uj)L(v, uj)
ζ(2v ∓ 2iT ) .
We evaluate the sum over n, and then shift the u-contour back to ν = ε (crossing no poles),
and obtain
(8.52) EδMaass =
∑
±
1
2pii
∫
(ε)
G(u)
u
α′T
∑
j
|ρj(1)|2
cosh(pitj)
λj(δm)L(
1
2
+ u
2
∓ 2iT, uj)L(12 + u2 , uj)
1
2pii
∫
(3/4+ε)
ϕ∗δ(s)hδ(s, tj)dsdu.
Next we estimate the s-integral above, initially for δ = +. Compared to (8.25), the integral
representation is the same except we have s shifted by 1/2, and we have multiplied by
h+(s, tj). Stirling’s formula shows that
(8.53) h+(σ + it, r)≪ (1 + |t+ r|)σ−1(1 + |t− r|)σ−1 exp(pi2 (2|t| − |t+ r| − |t− r|).
The exponential part above is 1 for |r| ≤ |t|, and is exp(−pi|t − r|) for |r| > |t| (again we
have encountered (4.27)). Thus the s-integral in (8.52) is very small unless tj ≤ R(TY )ε.
Suppose that 1/2 < σ < 1. Then with ν = ε, using (8.38) and (8.53), we have
(8.54)
∫
(σ)
ϕ∗+(s)h+(s, r)ds
≪ Y σm 12−σT 12−σ(TY )ε
∫
|t|≪R(TY )ε
(1 + |t|) 12−σ(1 + |t+ r|)σ−1(1 + |t− r|)σ−1dt+ . . . ,
with the dots representing a very small error term arising from the truncation. Taking
σ = 1/2 + ε, we obtain the bound
(8.55)
∫
(σ)
ϕ∗+(s)h+(s, r)ds≪ (TY )εY 1/2
(
1 +
|r|
R(TY )ε
)−100
.
Using the uniform subconvexity bound L(1/2 + u/2 ± 2iT, uj) ≪ (tj + T )1/3+ε of Jutila-
Motohashi [JM], the bound |λj(m)| ≪ mθ+ε (with θ = 7/64), and the mean value result
(with polynomial dependence on u)
∑
tj≤R |L(1/2 + u/2, uj)|2 ≪ R2+ε (see [Mo2], Theorem
3.1, for example), we obtain (8.49) for E+Maass.
Furthermore, if we sum this error term over m ≤ M , then we can use ∑m≤M |λj(m)|2 ≪
M(tjM)
ε [Iw3], which explains why (8.4) effectively has θ = 0.
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We claim that the bound of (8.49) holds for E−Maass also. By Stirling’s formula, analogously
to (8.53),
(8.56) h−(σ + ir, r)≪ (1 + |t+ r|)σ−1(1 + |t− r|)σ−1 exp(pi2 (2|r| − |t+ r| − |t− r|)
The polynomial factor here is identical to that in (8.53), while the exponential factor is 1 for
|r| ≥ |t|, and is exp(−pi|r− t|) for |r| < |t|, which simply means that we cannot immediately
truncate |r| at R(TY )ε in this case, in contrast to the E+Maass case. If |r| ≤ R(TY )ε, then in
fact (8.54) holds in the case δ = − too, since the bound (8.38) is independent of δ, and the
right hand side of (8.54) drops the exponential part of h+(s, r) anyway, and so we get the
same bound for h−(s, r). Since the estimates on the weight functions are identical, we have
that the contributions to E−Maass from |tj| ≤ R(TY )ε immediately leads to (8.49).
We claim that
∫
ϕ∗−(s)h−(s, r)ds is very small if |r| ≥ R(TY )ε. We note that on the line
Re(s) = σ, Re(u) = ε (which we assume avoids any pole of a gamma function), we have
(8.57)∫
(σ)
ϕ∗−(s)h−(s, r)ds≪ |r|2σ−2Y σm
1
2
−σR
3
2
−σT
1
2
−σ(TY )ε =
m
1
2T
1
2R
3
2
r2
(TY )ε
( r2Y
mRT
)σ
.
If −σ > 0 is very large, then this bound becomes very small unless r2 ≤ mRT
Y
(TY )ε ≤
R2(TY )ε. Our original integral representation requires 1
2
< σ < 1, and moving the contour
far to the left crosses poles at s − 1
2
± ir = 0,−1,−2, . . . . However, these residues are also
very small because these occur at |t| = |r| ≥ R(TY )ε, but g˜(σ + it) is very small for such
t’s, by (8.12). Thus E−Maass satisfies the same bounds as E
+
Maass, as desired.
8.7. Holomorphic forms. Define Eholo analogously to E
δ
Maass. Following the argument of
EMaass, we arrive at
(8.58) Eholo =
∑
±
1
2pii
∫
(ε)
G(u)
u
2(2pi)±2iT−1−u
∑
k
∑
f∈B2k
ko(1)λf(m)
L(1
2
+ u
2
, f)L(1
2
+ u
2
∓ 2iT, f) 1
2pii
∫
(σ)
ϕ∗+(s)
Γ(k − 1 + s)
Γ(k + 1− s)dsdu.
Now we estimate this s-integral. We first show that it is very small unless k ≪ R(TY )ε.
Suppose otherwise. Then by Stirling and a trivial bound,
(8.59)
∫
(σ)
ϕ∗+(s)
Γ(k − 1 + s)
Γ(k + 1− s)ds≪σ m
1/2R3/2T 1/2k−2(TY )ε
( Y k2
TRm
)σ
,
so by taking σ < 0 very far to the left (but with σ > 1 − k), we see that this bound can be
made to be very small since TRm/Y ≤ R2. Note the similarity with (8.57). Then with the
truncation k ≪ R(TY )ε, setting σ = 1/2, and using L(1
2
+ iT, f) ≪ (T + k)1/3+ε, another
result of Jutila-Motohashi [JM], the bound on the holomorphic forms becomes equivalent
to that of the Maass forms, except we can take θ = 0 in this case since we have Deligne’s
bound. That is, (8.49) holds for Eholo.
8.8. Diagonal term. The diagonal term, say Ediag, is easily checked, with σ = 1/2 + ε, to
give the following bound, which is much smaller than (8.49):
(8.60) Ediag ≪ m−1/2Y 1/2R(TY )ε.
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8.9. Eisenstein contribution. We continue with (8.47). By absolute convergence, we can
sum over n first, getting now
(8.61) EEis =
∑
±
1
2pii
∫
(2)
G(u)
u
2(2pi)±2iT−1−u
1
pi
∫ ∞
−∞
τir(m)
|ζ(1 + 2ir)|2
L(1
2
+ u
2
∓ 2iT, Er)L(12 + u2 , Er)
1
2pii
∫
(σ)
[ϕ∗+(s)h+(s, r)− ϕ∗−(s)h−(s, r)]dsdrdu,
where we recall the definition (2.11). For ease of reference, we recall that
(8.62)
ϕ∗δ(s)hδ(s, r) =
1
2
g˜(s)m
1
2
−sΓ(1− s+ u
2
)Γ(1− s + u
2
∓ 2iT )Γ(s− 1
2
+ ir)Γ(s− 1
2
− ir)
×
{
cosh(piT ) sin(pis), δ = +
cos(pi(s− u
2
± iT )) cosh(pir), δ = −.
Now we move the u-integral to the inside and shift it to the line ν = ε. In contrast to
the cusp form cases, there are poles at u = 1 + 2ir, u = 1 − 2ir, u = 1 + 2ir ± 2iT , and
u = 1−2ir±2iT . The bound on the new line is completely analogous to the bound on EMaass
(i.e., (8.49)), and in fact the estimates here are slightly better since the spectral measure of
the Eisenstein series is smaller (by a factor of R), and we have the estimate |τir(m)| ≤ d(m)
(“Ramanujan”). This explains the second-listed error term in (8.50).
We examine the residues now. The poles at u = 1+2ir±2iT and u = 1−2ir±2iT give a
very small contribution because the inner integral over s is small unless |r| ≤ R(TY )ε = o(T ),
and G(u) is small at height T . We work with the residue at u = 1 + 2ir as the other is
similar. By a calculation, we have that this residue, denoted say ErEis is
(8.63) ErEis =
∑
±
1
pi
∫ ∞
−∞
G(1 + 2ir)
1 + 2ir
2(2pi)±2iT−2−2ir
τir(m)
ζ(1− 2ir)ζ(1 + 2ir ∓ 2iT )ζ(1∓ 2iT )
1
2pii
∫
(σ)
1
2
g˜(s)m
1
2
−sΓ(3
2
− s+ ir)Γ(3
2
− s+ ir ∓ 2iT )Γ(s− 1
2
+ ir)Γ(s− 1
2
− ir)
× [cosh(piT ) sin(pis)− cos(pi(s− 1
2
− ir ± iT )) cosh(pir)]ds.
With a cursory examination, it appears that the integrand apparently passes through a pole
at r = ±T (from the pole of the zeta function), but note that the third line of (8.63) vanishes
there. This is the reason we combined the + and − cases.
Now we can fix σ with 3
4
< σ ≤ 1 and shift the r-contour to Im(r) = 1/4 without crossing
any poles. From the decay of G, we can truncate the r-integral at (TY )ε, and then we obtain
a bound
(8.64)
ErEis ≪ m1−σT 1/6Y σT 3/4−σ(TY )ε
∫
|t|≤R(TY )ε
(1 + |t|)σ− 54dt≪ T 1112−σY σm3/4−σRσ− 14 (TY )ε.
Taking σ = 3/4 + ε, this becomes
(8.65) ErEis ≪ T 1/6Y 3/4R1/2(TY )ε,
which is the first-stated bound appearing in (8.50).
This completes the proof of Theorem 8.1.
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