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1 Introduction
Elliptic deformation of a finite Lie algebra was first proposed by Sklyanin [1]. The incorporation of
a central extension leading to the notion of vertex elliptic affine algebra Aq,p(ŝl(2)c) was achieved in
[2] in the R-matrix formalism using Belavin–Baxter 8-vertex matrix [3]. Its quasi-Hopf structure as
a twist of Uq(ŝl(2)c) was elucidated in [4]; a universal formula for the twist was proposed in [5] and
allowed to define an R-matrix formulation for the general case Aq,p(ŝl(N)c).
Vertex elliptic affine algebras were shown to possess at least two inequivalent limits with one
parameter less. The limit p → 0, together with a suitable renormalisation of the generators, leads
back to the R-matrix structure of the quantum group Uq(ŝl(N)c) as shown in [2] for N = 2.
Another limit was established for N = 2 in [6], defining a so-called scaled limit A~,η(ŝl(2)c). It
was also described in [7, 8]. It is obtained by sending p, q and the spectral parameter z to 1 while
retaining as finite parameters ln p/ ln q and ln z/ ln q. A subsequent limit ln p/ ln q → ∞ leads [6]
to an algebraic structure of same R-matrix formulation as the centrally extended double Yangian
DY (sl(2))c introduced in [9, 10]. Other definitions using differently normalised R-matrices have
been proposed for this object [11, 12]. The scaled algebra A~,η(ŝl(2)c) was recently shown [13] to
be realised by the screening currents for the Sine–Gordon model at the free fermion point (see also
[7, 8]). At this time, only for N = 2 has the scaling limit been defined.
It has been known for a while that quantum affine algebras Uq(Ĝ)c admit infinite dimensional
centres at critical values of the central charge [14]. Associated non-linear Poisson structures real-
ising q-deformed classical WN algebras were derived for G = sl(N) [15, 16] and quantised [16, 17].
A similar, albeit more complex, structure of sub-exchange algebras, extended centres or Abelian
algebras, and classical (Poisson bracket) limits thereof, was uncovered for Aq,p(ŝl(2)c) [18, 19] and
Aq,p(ŝl(N)c) [20, 21]. They realise new quantum versions of the already known q-WN Poisson struc-
ture [15, 16]. No such results are known for the scaled algebras A~,η(ŝl(2)c)1 and their yet to be
defined generalisations to sl(N).
Our purpose therefore is to apply to the scaled limits A~,η(ŝl(N)c), once they are consistently
defined, the same systematic study undertaken in [15] for affine quantum algebras and [18, 19, 20, 21]
for vertex elliptic affine algebras, i.e. deduce from the R-matrix formulation the existence of extended
centres (or at least Abelian subalgebras), and compute the related Poisson structures and the related
quantisations.
The ultimate purpose is to try to define new types of classical and quantum deformed WN -
algebras. However a particular difficulty arises here owing to the current state of understanding of
scaled algebras as univocally defined algebraic structures. Indeed, definition of the full algebraic
structure requires a proper definition of the mode expansion both for generating functionals and
structure functions, and there may exist several inequivalent expansions (and therefore inequivalent
algebras) for one single abstract structure. The structure functions here turn out to be single-period
meromorphic functions with an essential singularity at infinity. It was commented in [6] that (in the
rational limit) two different structures could be defined from one single R-matrix formulation, depend-
ing whether the modes of the generators were defined to be continuous-labelled Fourier transforms
with respect to the spectral parameter β, leading to the algebra A~,0(ŝl(2)c) [6], or discrete-labelled
coefficient of power expansion in β, leading to the double Yangian DY (sl(2))c [9, 10]. Similarly the
deformed version of the exchange algebra, and the subsequent Poisson structures on the critical sur-
faces, will give rise to inequivalent algebraic structures depending upon the type of mode expansion
1This was pointed out to us by V. Korepin and P. Sorba.
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eventually chosen. This discussion goes beyond the scope of the current presentation and will be
left for further studies. Identification of, and discussions on algebraic structures are thus generically
understood here at the level of the generating functionals and R matrix structures.
Within this framework we address the two basic problems of this paper as follows:
In a first part, we define an R-matrix formulation for a scaling limit q → 1 of the vertex algebra
Aq,p(ŝl(N)c). We prove explicitly that the scaling limit structure matrix obeys the Yang–Baxter
equation, unitarity, crossing-symmetry and quasi-periodicity relations. We define a subsequent limit
ln p/ ln q → ∞. Its R-matrix structure is strongly reminiscent of the double Yangian DY (sl(N))c
in the formulation of [11, 12], albeit with a different normalisation factor. As a consequence the
structure at 2r = ln p/ ln q <∞ can be interpreted as a deformation of the double Yangian of which
more will be said in the conclusion, hence it will be denoted DYr(sl(N))c.
In a second part, we show that the scaled algebra DYr(sl(N))c contains non-linear exchange
subalgebras when c = −N − Mr for M ∈ Z. When M = 0 (that is c = −N) these algebras
are Abelian. When M 6= 0, the algebras become Abelian when 2r = Nh = 2rcrit for h ∈ Z\{0}.
Non-linear Poisson structures are then derived on these Abelian subalgebras, and the exchange
algebras at M 6= 0 can be interpreted as consistent quantisations inside DYr(sl(N))c of the Poisson
structures with ~ ∼ 2(r − rcrit). They contain higher-spin operators obtained as before [21] by
the R-matrix “twisted” trace formula of the Lax operators. It appears here that the existence of
exchange subalgebras on critical surfaces and Abelian limits thereof on critical subalgebras, survive
the scaling limit simply by taking directly the same scaling limit in the characteristic relations and
the structure functions. Interpretations of the Poisson algebras and exchange algebras, in connection
with Virasoro and WN algebras, require to establish the exact mode expansion to be used on these
generating functionals, and will be left for further studies.
In conclusion we indicate several directions of interest which we mean to pursue in the next future.
2 Degeneration limit of the elliptic algebra Aq,p(ŝl(N)c)
2.1 Definition of the sl(N) elliptic R-matrix
The sl(N) elliptic R-matrix in End(CN)⊗ End(CN), associated to the ZN -vertex model, is defined
as follows [22, 23]:
R(z, q, p) = z2/N−2
1
κ(z2)
ϑ
[
1
2
1
2
]
(ζ, τ)
ϑ
[
1
2
1
2
]
(ξ + ζ, τ)
∑
(α1,α2)∈ZN×ZN
W(α1,α2)(ξ, ζ, τ) I(α1,α2) ⊗ I
−1
(α1,α2)
, (2.1)
where the variables z, q, p are related to the variables ξ, ζ, τ by
z = eiπξ , q = eiπζ , p = e2iπτ . (2.2)
The Jacobi theta functions with rational characteristics γ = (γ1, γ2) ∈
1
N
Z× 1
N
Z are defined by:
ϑ
[
γ1
γ2
]
(ξ, τ) =
∑
m∈Z
exp
(
iπ(m+ γ1)
2τ + 2iπ(m+ γ1)(ξ + γ2)
)
. (2.3)
The normalisation factor is chosen as follows:
1
κ(z2)
=
(q2Nz−2; p, q2N)∞ (q
2z2; p, q2N)∞ (pz
−2; p, q2N)∞ (pq
2N−2z2; p, q2N)∞
(q2Nz2; p, q2N)∞ (q2z−2; p, q2N)∞ (pz2; p, q2N)∞ (pq2N−2z−2; p, q2N)∞
. (2.4)
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The functions W(α1,α2) are given by
W(α1,α2)(ξ, ζ, τ) =
ϑ
[
1
2
+ α1/N
1
2
+ α2/N
]
(ξ + ζ/N, τ)
Nϑ
[
1
2
+ α1/N
1
2
+ α2/N
]
(ζ/N, τ)
. (2.5)
The matrices I(α1,α2) are defined by
I(α1,α2) = g
α2 hα1 , (2.6)
where the N × N matrices g and h are given by gij = ωiδij and hij = δi+1,j, the addition of indices
being understood modulo N and ω = e2iπ/N .
Let us set
S(ξ, ζ, τ) =
∑
(α1,α2)∈ZN×ZN
W(α1,α2)(ξ, ζ, τ) I(α1,α2) ⊗ I
−1
(α1,α2)
. (2.7)
The matrix S is ZN -symmetric, that is
Sc+s , d+sa+s , b+s = S
c , d
a , b (2.8)
for any indices a, b, c, d, s ∈ ZN (the addition of indices being understood modulo N) and the non-
vanishing elements of the matrix S are of the type Sc , a+b−ca , b . One finds explicitly:
Sc , a+b−ca , b (ξ, ζ, τ) =
ϑ
[
(b− a)/N + 1
2
1
2
]
(ξ + ζ, Nτ)
ϑ
[
(c− a)/N + 1
2
1
2
]
(ζ, Nτ)
N−1∏
k=0,k 6=b−c
ϑ
[
k/N + 1
2
1
2
]
(ξ, Nτ)
N−1∏
k=1
ϑ
[
k/N + 1
2
1
2
]
(0, Nτ)
. (2.9)
Using the relation
N−1∏
k=1
ϑ
[
k/N + 1
2
1
2
]
(ξ, Nτ) = p(N−1)(N−2)/24
[
∞∏
m=1
(1− pNm)
]N
∞∏
m=1
(1− pm)
Θp(z
2)
ΘpN (z2)
, (2.10)
one finds the following expression in terms of the Jacobi Θ functions for the elements Rc , a+b−ca , b of the
matrix R(z, q, p):
Rc , a+b−ca , b =
1
κ(z2)
z
2
N
(1−a) q
2b
N p−
(a−c)(b−c)
N
[
∞∏
m=1
(1− pNm)
]3
[
∞∏
m=1
(1− pm)
]3
×
ΘpN (p
N+b−aq2z2)
ΘpN (pN+b−cz2) ΘpN (pN−a+cq2)
Θp(q
2) Θp(pz
2)
Θp(q2z2)
. (2.11)
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2.2 Scaling limit of the sl(N) elliptic R-matrix
The scaling limit of the R matrix (2.11) is defined by
q → 1 , z = qiβ/π , p = q2r , where β, r are kept fixed . (2.12)
Evaluation of the limit of the elements (2.11) requires regularisation of potentially divergent terms
(for instance by exchanging limits and infinite products symbols). This in turn implies that the
crucial identities (such as Yang–Baxter equation, unitarity, . . . ) of the scaling limit of the R matrix
be checked again (see Theorem 1).
One finds in the limit (2.12) that
Θpn(p
uq2vz2m)
Θpn′ (p
u′q2v′z2m′)
→
sin π
nr
(ur + v + imβ/π)
sin π
n′r
(u′r + v′ + im′β/π)
. (2.13)
It follows that in the scaling limit the matrix elements (2.11) become
Rc , a+b−ca , b (β, r) = −
1
N
S0(β)
sin
iβ + π + (b− a)πr
Nr
sin
iβ + (b− c)πr
Nr
sin
π − (a− c)πr
Nr
sin
iβ
r
sin
π
r
sin
iβ + π
r
. (2.14)
Remark that the factor 1/N arises from a regularisation of the limit of the ratio of the infinite product
over m in (2.11). More precisely, the infinite product arises from the ξ → 0 limit of a ratio of theta
functions. The regularisation requires to exchange the limits ξ → 0 with the limit q → 1 in this ratio
of theta functions.
The normalisation factor S0(β) is defined by
S0(β) =
S2(−
iβ
π
|r,N)S2(1 +
iβ
π
|r,N)
S2(
iβ
π
|r,N)S2(1−
iβ
π
|r,N)
, (2.15)
where S2(x|ω1, ω2) is the Barnes’ double sine function [24] of periods ω1 and ω2 defined by
S2(x|ω1, ω2) =
Γ2(ω1 + ω2 − x|ω1, ω2)
Γ2(x|ω1, ω2)
, (2.16)
where
Γ2(x|ω1, ω2) = exp
(
∂
∂s
∑
n1,n2≥0
(x+ n1ω1 + n2ω2)
−s
∣∣∣∣
s=0
)
. (2.17)
It satisfies
S2(x+ ω1|ω1, ω2)
S2(x|ω1, ω2)
=
1
2 sin πx
ω2
,
S2(x+ ω2|ω1, ω2)
S2(x|ω1, ω2)
=
1
2 sin πx
ω1
. (2.18)
−S0(β) is the limit of the normalisation factor 1/κ(z2) of the matrix (2.1).
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In the particular case N = 2, one recovers explicitly [8]:
R(β, r) = −S0(β)

cosh β
2r
cosh iπ
2r
cosh iπ−β
2r
0 0 −
sinh β
2r
sinh iπ
2r
cosh iπ−β
2r
0 −
sinh β
2r
cosh iπ
2r
sinh iπ−β
2r
cosh β
2r
sinh iπ
2r
sinh iπ−β
2r
0
0
cosh β
2r
sinh iπ
2r
sinh iπ−β
2r
−
sinh β
2r
cosh iπ
2r
sinh iπ−β
2r
0
−
sinh β
2r
sinh iπ
2r
cosh iπ−β
2r
0 0
cosh β
2r
cosh iπ
2r
cosh iπ−β
2r

.
(2.19)
Theorem 1 The matrix R(β, r) satisfies the following properties:
– Yang–Baxter equation:
R12(β1 − β2)R13(β1 − β3)R23(β2 − β3) = R23(β2 − β3)R13(β1 − β3)R12(β1 − β2) , (2.20)
– Unitarity:
R12(β)R21(−β) = 1 , (2.21)
– Crossing-symmetry:
R12(β)
t2 R21(−β +Niπ)
t2 = 1 , (2.22)
– Quasi-periodicity:
R̂12(β − iπr) = (h⊗ I)
−1 R̂21(−β)
−1 (h⊗ I) , (2.23)
where
R̂12(β) =
sin
π − iβ
N
sin
iβ
N
R12(β) . (2.24)
Note that the antisymmetry property of the elliptic R matrix (2.1) under z → −z does not make
sense in the scaling limit (2.12) for obvious reasons.
Proof: The proof of Theorem 1 is based on explicit computations using the form of the matrix (2.14)
and standard arguments about meromorphic functions. Illustration is given on the example of the
unitarity relation. We recall that the explicit form for the R matrix is:
Rc , a+b−ca , b (β, r) = −
1
N
S0(β)
sin iβ
r
sin π
r
sin iβ+π
r
(
cotan
iβ + (b− c)πr
Nr
− cotan
−π + (a− c)πr
Nr
)
. (2.25)
Denoting x = −π/Nr and y = iβ/Nr, eq. (2.21) reads:
R12(x, y)R21(x,−y) = N
N∑
a,b,c=1
N∑
i=1
((
cotan(y +
(b− i)π
N
)− cotan(x+
(a− i)π
N
)
)
(
− cotan(x+
(c− i)π
N
) + cotan(−y +
(i− a− b+ c)π
N
)
))
eca ⊗ e
a+b−c
b ,
(2.26)
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where N−1 = N2(cotan2Nx − cotan2Ny); this overall factor comes from the product of the index-
independent factors − 1
N
S0(β)
sin iβ
r
sin π
r
sin iβ+π
r
. Notice in particular that S0(β)S0(−β) = 1 as obviously
follows from (2.15).
We now prove that the coefficient function in (2.26) is proportional to δac by analyzing its poles as
a function of y.
If a 6= c, this function has simple poles at y = kπ/N for all integer k since a, b, c and i are integers
in (2.26). One immediately sees on its explicit expression that the residue is in fact zero. Hence, the
function does not depend on y. One then evaluates it at y = x+ (a− b)π/N where it becomes zero.
If now a = c, this function can be directly computed. The relation (2.26) becomes:
R12(x, y)R21(x,−y) = N
N∑
a,b=1
N∑
i=1
(
cotan2(x+
(a− i)π
N
)− cotan2(y +
(b− i)π
N
)
)
eaa ⊗ e
b
b . (2.27)
Since the sum over i is manifestly cyclic, the expression does not depend on a and b. It is then
explicitly evaluated from the equality [25]∑
i
cotan2(x+ iπ/N) = N2 −N +N2 cotan2Nx . (2.28)
Combining (2.27), (2.28) and the expression of the normalisation factor N , one gets the desired
result.
The crossing-symmetry (2.22) is proved by similar arguments. The quasi-periodicity relation (2.23)
is essentially trivial to prove. The Yang–Baxter equation by contrast requires a careful analysis of
the behaviour at the poles, involving as it does combinations of double and simple poles.
Remark: Using the crossing symmetry and the unitarity properties of R12, one can exchange
inversion and transposition for the matrix R12 as follows (the same property also holds for the matrix
R̂12): (
R12(β)
t2
)−1
=
(
R12(β −Niπ)
−1
)t2 . (2.29)
2.3 Definition of the algebra
The limit of the elliptic quantum algebra structure Aq,p(ŝl(N)c) defined by the scaling procedure
(2.12) leads to an algebraic structure parametrised by the limit R-matrix for abstract generators
L(β) encapsulated into a N ×N matrix
L(β) =
 L11(β) · · · L1N (β)... ...
LN1(β) · · · LNN (β)
 . (2.30)
One defines DYr(gl(N))c by imposing the following constraints on the Lij(β) (with the matrix R̂12
given by eq. (2.24)):
R̂12(β1 − β2)L1(β1)L2(β2) = L2(β2)L1(β1) R̂
∗
12(β1 − β2) , (2.31)
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where L1(β) ≡ L(β)⊗ I, L2(β) ≡ I⊗ L(β) and R̂∗12 is defined by R̂
∗
12(β, r) ≡ R̂12(β, r − c).
The matrix R̂∗12 obeys also the unitarity, crossing-symmetry and quasi-periodicity conditions of The-
orem 1.
The q-determinant q-detL(β) is given by (ε(σ) being the signature of the permutation σ)
q- detL(β) ≡
∑
σ∈SN
ε(σ)
N∏
k=1
Lk,σ(k)(β − iπ(k −N − 1)) . (2.32)
It lies in the centre of DYr(gl(N))c; it can be “factored out” and set to the value 1 so as to get
DYr(sl(N))c = DYr(gl(N))c/〈q- detL− 1〉 . (2.33)
By analogy with the full elliptic case we now introduce the following two matrices:
L+(β) ≡ L(β − 1
2
iπc) , (2.34a)
L−(β) ≡ hL(β − iπr) h−1 . (2.34b)
They obey coupled exchange relations following from (2.31) and periodicity/unitarity properties of
the matrices R̂12 and R̂
∗
12:
R̂12(β1 − β2)L
±
1 (β1)L
±
2 (β2) = L
±
2 (β2)L
±
1 (β1) R̂
∗
12(β1 − β2) , (2.35a)
R̂12(β1 − β2 −
1
2
iπc)L+1 (β1)L
−
2 (β2) = L
−
2 (β2)L
+
1 (β1) R̂
∗
12(β1 − β2 +
1
2
iπc) . (2.35b)
Important remark: The algebraic structure (2.35) and the properties (2.20)–(2.23) and (2.29) are
identical to the algebraic structure and properties of R-matrices for the full elliptic case, provided
that the parameters p, z be replaced by their scaling limits r, β; the multiplicative shifts are replaced
by additive shifts; and the scalar factor in R̂ be replaced by its renormalised scaling limit (2.24). It
follows that all conclusions touching the existence and structure functions of algebraic substructures
(exchange algebras; Abelian algebras and Poisson algebras) can be transposed from the elliptic case
to the scaling limit by suitable changes of the structure functions, provided that their proofs in
[20, 21] use only the relations equivalent to (2.20–2.23), (2.29) and (2.35).
3 Exchange algebras on the double Yangian DYr(sl(N))c
Lemma 1 Let L(M)(β) = (h−ML+(β − 1
2
iπc))t L˜−(β), where L˜±(β) ≡ (L±(β)t)−1 and M ∈ Z. The
operators L(β) have the following exchange properties with the generators L of DYr(sl(N))c when
the parameters c and r obey the relation c = −N −Mr:
L(M)1 (β1)L2(β2) = F (M,β2−β1)L2(β2)
(
R̂∗21(β2 − β1 + iπc)
−1
)t1
L(M)1 (β1)R̂
∗
21(β2−β1+iπc)
t1 , (3.1)
where
F (M,β) =

M−1∏
k=0
sin2
iβ + kπr
N
sin
iβ + kπr + π
N
sin
iβ + kπr − π
N
for M > 0 ,
|M |∏
k=1
sin
−iβ + kπr + π
N
sin
−iβ + kπr − π
N
sin2
−iβ + kπr
N
for M < 0 ,
(3.2)
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and
F (0, β) = 1 . (3.3)
We give here an extensive proof of Lemma 1 as an illustration of the transposition procedure given
in the previous remark. Other proof will simply call back to this key feature.
Proof: Let us prove the lemma in terms of L+(β). One has
L(M)1 (β1)L
+
2 (β2) = L
+
1 (β1 −
1
2
iπc)t1(h−M1 )
t1L˜−1 (β1)L
+
2 (β2) . (3.4)
Exchanging L(M)1 (β1) with L
+
2 (β2) requires the following relations obtained from (2.35):(
R̂21(β2 − β1 −
1
2
iπc)t1
)−1
L+2 (β2) L˜
−
1 (β1) = L˜
−
1 (β1)L
+
2 (β2)
(
R̂∗21(β2 − β1 +
1
2
iπc)t1
)−1
(3.5a)
L+1 (β1)
t1
(
R̂21(β2 − β1)
−1
)t1
L+2 (β2) = L
+
2 (β2)
(
R̂∗21(β2 − β1)
−1
)t1
L+1 (β1)
t1 . (3.5b)
Using (3.5a), one gets
L(M)1 (β1)L
+
2 (β2) = L
+
1 (β1 −
1
2
iπc)t1(h−M1 )
t1
(
R̂21(β2 − β1 −
1
2
iπc)t1
)−1
L+2 (β2)L˜
−
1 (β1)R̂
∗
21(β2 − β1 +
1
2
iπc)t1
= L+1 (β1 −
1
2
iπc)t1(h−M1 )
t1
(
R̂21(β2 − β1 −
1
2
iπc)t1
)−1
(hM1 )
t1L+2 (β2)(h
−M
1 )
t1L˜−1 (β1)R̂
∗
21(β2 − β1 +
1
2
iπc)t1 . (3.6)
From the crossing unitarity property (2.29) of R̂21, this equation can be written as
L(M)1 (β1)L
+
2 (β2) = L
+
1 (β1 −
1
2
iπc)t1
(
hM1 R̂21(β2 − β1 −
1
2
iπc−Niπ)−1h−M1
)t1
L+2 (β2)(h
−M
1 )
t1L˜−1 (β1)R̂
∗
21(β2 − β1 +
1
2
iπc)t1 . (3.7)
Now sufficient conditions that allow substitution of eq. (3.5b) into (3.7) are
Mr = −c−N where M ∈ Z . (3.8)
At this point, it is necessary to distinguish whether M = 0 or not.
• In the case M = 0, the condition (3.8) fixes the central charge c to the critical value −N . The
argument of R̂21 in eq. (3.7) is then exactly the one needed to use eq. (3.5b). Hence inserting
(3.5b) into (3.7), one obtains (with L(β) ≡ L(0)(β))
L1(β1)L
+
2 (β2) =
= L+2 (β2)
(
R̂∗21(β2 − β1 +
1
2
iπc)−1
)t1
L+1 (β1 −
1
2
iπc)t1L˜−1 (β1)R̂
∗
21(β2 − β1 +
1
2
iπc)t1
= L+2 (β2)
(
R̂∗21(β2 − β1 +
1
2
iπc)−1
)t1
L1(β1)R̂
∗
21(β2 − β1 +
1
2
iπc)t1 , (3.9)
which is formula (3.1).
This proof reproduces exactly the proof given in [20, 21] for the identification of exchange
properties in the elliptic case. The relation c = −N −Mr is the scaling limit of the relation
pM/2 = q−c−N in [21]. Identification of the relations (2.20)-(2.23) with scaling limits of [21] is
crucial in this procedure.
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• In the case M 6= 0, the argument of R̂21 in eq. (3.7) is β2 − β1 +
1
2
iπc+ iπMr. The use of the
condition (3.8) thus relies on the quasiperiodicity property of R̂21. More precisely, one has
hM1 R̂21(β + iπMr)h
−M
1 = F (−M,β)R̂21(β) . (3.10)
Then on the line defined by (3.8), the equation (3.7) becomes
L(M)1 (β1)L
+
2 (β2) = F (−M,β2 − β1 +
1
2
iπc)−1L+1 (β1 −
1
2
iπc)t1
(
R̂21(β2 − β1 +
1
2
iπc)−1
)t1
L+2 (β2)(h
−M
1 )
t1L˜−1 (β1)R̂
∗
21(β2 − β1 +
1
2
iπc)t1
= F (−M,β2 − β1 +
1
2
iπc)−1L+2 (β2)
(
R̂∗21(β2 − β1 +
1
2
iπc)−1
)t1
L+1 (β1 −
1
2
iπc)t1(h−M1 )
t1L˜−1 (β1)R̂
∗
21(β2 − β1 +
1
2
iπc)t1 , (3.11)
the last equality following from eq. (3.5b). Hence we get, with β = β2 − β1 +
1
2
iπc,
L(M)1 (β1)L
+
2 (β2) = F (−M,β)
−1L+2 (β2)
(
R̂∗21(β)
−1
)t1
L(M)1 (β1)R̂
∗
21(β)
t1 . (3.12)
Finally, one can check that F (−M,β)−1 = F (M,β − iπc), which achieves the proof.
In the case N = 2, the formula (3.2) reduces to
F (M,β) =

(−1)M
M−1∏
k=0
tan2
iβ + kπr
2
for M > 0 ,
(−1)M
|M |∏
k=1
cotan2
iβ − kπr
2
for M < 0 .
(3.13)
3.1 Centre of DYr(sl(N))c at the critical level c = −N
Using the previous lemma, it is straightforward to prove the following theorem:
Theorem 2 At the critical level c = −N , the operators generated by
t(β) ≡ Tr[L(β)] ≡ Tr
(
L+(β − 1
2
iπc)t L˜−(β)
)
(3.14)
lie in the centre of the algebra DYr(sl(N))c.
Proof: Equation (3.1) leads to
t(β1)L2(β2) = Tr1[L1(β1)] L2(β2)
= L2(β2) Tr1
[(
R̂∗21(β2 − β1 + iπc)
−1
)t1
L1(β1)R̂
∗
21(β2 − β1 + iπc)
t1
]
. (3.15)
Using the fact that under a trace over the space 1 one has Tr1
(
R21L1R
′
21
)
= Tr1
(
L1R
′
21
t2R21
t2
)t2
,
one gets
t(β1)L2(β2) = L2(β2) Tr1
[
L1(β1)R̂
∗
21(β2 − β1 + iπc)
t1t2
(
R̂∗21(β2 − β1 + iπc)
−1
)t1t2]t2
. (3.16)
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The last two terms in the right hand side cancel each other, leaving a trivial dependence in space 2
and Tr1L1(β1) ≡ t(β1) in space 1. This shows the commutation of t(β1) with L(β2), that is with the
full algebra DYr(sl(N))c at c = −N .
Corollary 1 At the critical level c = −N the operators t(β) realise an Abelian algebra
t(β1) t(β2) = t(β2) t(β1) . (3.17)
The proof is obvious from the previous theorem.
3.2 Quantum exchange algebras
Lemma 2 When the parameters r and c satisfy the relation Mr = −c − N , with M ∈ Z, the
operators t(β) = Tr[L(M )(β)] realise an exchange algebra with the generators L of DYr(sl(N))c:
t(β1) L(β2) = F (M,β2 − β1) L(β2) t(β1) , (3.18)
the function F (M,β) being given by (3.2).
Proof: The proof follows the lines of that of Theorem 2, starting from relation (3.1) with M 6= 0.
Theorem 3 Under the condition Mr = −c − N , with M ∈ Z, the operators t(β) = Tr[L(M)(β)]
close a quadratic algebra
t(β1) t(β2) = YN,r,M(β2 − β1) t(β2) t(β1) , (3.19)
where the function Y is given by
YN,r,M(β) =

M∏
k=1
sin2
iβ − kπr
N
sin2
iβ + kπr
N
sin
iβ + kπr + π
N
sin
iβ − kπr + π
N
sin
iβ + kπr − π
N
sin
iβ − kπr − π
N
for M > 0 ,
|M |−1∏
k=1
sin2
iβ − kπr
N
sin2
iβ + kπr
N
sin
iβ + kπr + π
N
sin
iβ − kπr + π
N
sin
iβ + kπr − π
N
sin
iβ − kπr − π
N
for M < 0 .
(3.20)
Proof: Lemma 2 and definitions (2.34) imply that
t(β1) L
+(β2) = F (M,β2 − β1 −
1
2
iπc) L+(β2) t(β1) (3.21a)
t(β1) L
−(β2)
−1 = F (M,β2 − β1 − iπr)
−1 L−(β2)
−1 t(β1) . (3.21b)
Since t(β) = Tr[L(M)(β)] = Tr
[
(h−ML+(β − 1
2
iπc))t (L−(β)−1)t
]
, one gets
t(β1) t(β2) =
F (M,β2 − β1 − iπc)
F (M,β2 − β1 − iπr)
t(β2) t(β1) . (3.22)
The function YN,r,M(β2 − β1) being defined by the above ratio of F functions, its explicit expression
(3.20) is obtained from formula (3.2).
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When N = 2, the expression (3.20) becomes
Y2,r,M(β) =

M∏
k=1
tan2
iβ − kπr
2
tan2
iβ + kπr
2
for M > 0 ,
|M |−1∏
k=1
tan2
iβ − kπr
2
tan2
iβ + kπr
2
for M < 0 .
(3.23)
Corollary 2 When both relations Mr = −c − N and 2r = Nh hold, with M,h ∈ Z, the function
YN,r,M(β) is equal to one. The operators t(β) therefore generate an Abelian algebra.
Proof: Direct calculation.
4 Poisson structures on DYr(sl(N))c
The results of the previous section have shown that the operators t(β) generate an Abelian subalgebra
of DYr(sl(N))c when certain conditions on the parameters c, r are fulfilled. One can then naturally
induce a Poisson structure on this Abelian algebra by considering the exchange relations between
the t(β) in the neighbourhood of the critical line c = −N or the lines Mr = −c−N eq. (3.8).
4.1 Poisson structure on the centre at c = −N
Theorem 4 The Poisson structure of the generators t(β) around c = −N reads:
{
t(β1), t(β2)
}
=
−
2π
N
sin2
π
N
cos
i(β2 − β1)
N
sin
i(β2 − β1)
N
sin
i(β2 − β1) + π
N
sin
i(β2 − β1)− π
N
t(β1) t(β2) . (4.1)
Proof:
The proof follows the same scheme as the computation of the Poisson structures in the elliptic
case at critical value c = −N . We briefly recall the basic steps:
• Step 1: The exchange algebra for the generators t(β) around c = −N reads
t(β1) t(β2) = T (β2 − β1)M(β2 − β1)
i1i2
j1j2
L(β2)
j2
i2
L(β1)
j1
i1
, (4.2)
where
M(β) =
((
R21(β)R21(β − iπc− iπN)
−1R12(−β)
−1)t2 R12(−β − iπc)t2)t2 (4.3)
and
T (β) =
sin
iβ − π
N
sin
iβ + π
N
sin
iβ + π − πc
N
sin
iβ − π + πc
N
sin
iβ + πc
N
sin
iβ − πc
N
. (4.4)
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• Step 2: At c = −N , the derivative ofM(β) with respect to c vanishes due to the crossing-unitarity
relation (it can actually be identified at c = −N with the derivative of the crossing-unitarity relation
(2.29) with respect to the spectral parameter). Hence, the derivative of the exchange relation at
c = −N closes a Poisson structure on t(β1).
• Step 3: The Poisson structure function is now given by the derivative with respect to c of the
factor T in eq. (4.4). This factor is a product of the scalar normalisers used to rescale the structure
R-matrix R̂ with respect to the unitary R-matrix R in (2.24). Equation (4.1) immediately follows.
4.2 Poisson structure on the lines
Theorem 5 Setting Nh = 2r + ǫ, for any non zero integer h, one defines the h-labelled Poisson
structure by {
t(β1), t(β2)
}
h
= lim
ǫ→0
1
ǫ
(
t(β1) t(β2)− t(β2) t(β1)
)
. (4.5)
Its explicit expression is {
t(β1), t(β2)
}
h
= fh(β2 − β1) t(β1) t(β2) (4.6)
where
fh(β) =

M(M + 1)fs(β) for h even
2E(M
2
)(E(M
2
) + 1)fs(β) + 2E(
M+1
2
)2fc(β) for h odd
(4.7)
with
fs(β) =
−
π
N
sin2
π
N
cos
iβ
N
sin
iβ
N
sin
iβ + π
N
sin
iβ − π
N
(4.8)
and
fc(β) =
π
N
sin2
π
N
sin
iβ
N
cos
iβ
N
cos
iβ + π
N
cos
iβ − π
N
(4.9)
Proof: By direct calculation, after noting that the right hand side of (4.5) is equal to
dY
dǫ
∣∣∣∣
ǫ=0
t(β1)t(β2).
In the case N = 2, the functions fs and fc take the simple form
fs(β) = −fc(β) =
π
sin iβ
. (4.10)
Therefore there is only one type of Poisson structure in the sl(2) case since the normalisation factors
in the r.h.s. of (4.7) may always be reabsorbed in the definition of ǫ.
5 Higher spin generators
Theorem 6 We define the operators ws(β) (s = 1, . . . , N − 1) by:
ws(β) ≡ Tr
[
x∏
1≤k≤s
(∏
j>k
Pkj
)
x∏
1≤k≤s
(
L(M)k (βk)
∏
j>k
R̂∗kj(βk − βj + iπN)
tktj
)]
, (5.11)
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where
L(M)k (β) ≡ (h
−M L+k (β−
1
2
iπc))tk L˜−k (β) ≡ I⊗ . . .⊗ I︸ ︷︷ ︸
k−1
⊗(h−M L+(β− 1
2
iπc))t L˜−(β)⊗ I⊗ . . . I︸ ︷︷ ︸
s−k
(5.12)
with M ∈ Z, βk = β − iπ(k −
s+1
2
), and Pkj is the permutation operator between the spaces k and j
including the spectral parameters.
On the lines c = −N−Mr, the operators ws(β) realise an exchange algebra with the generators L(β ′)
of DYr(sl(N))c:
ws(β)L(β
′) = F (s)
(
M,β ′ − β
)
L(β ′)ws(β) , (5.13)
where
F (s)
(
M,β ′ − β
)
=
s∏
k=1
F
(
M,β ′ − βk
)
. (5.14)
Proof: The proof of Theorem 6 is based on the same algebraic arguments as in the case of the full
elliptic algebra (see Theorem 6 of ref. [21]). Namely, the exchange relation (5.13) thus follows from
the basic relation (3.1), the Yang–Baxter equation and the crossing-symmetry property (2.22).
One obtains the following corollary, the proof being obvious:
Corollary 3 On the lines c = −N −Mr, the operators ws(β) realise an exchange algebra
ws(β)ws′(β
′) =
s−1
2∏
u=− s−1
2
s′−1
2∏
v=− s
′
−1
2
YN,r,M (β
′ − β + iπ(u− v))ws′(β
′)ws(β) . (5.15)
When a additional relation 2r = Nh with h ∈ Z\{0} is imposed, the function YN,r,M is equal to 1:
the operators ws(β) realise then an Abelian subalgebra in DYr(sl(N))c.
The previous corollary allows us to define Poisson structures on the corresponding Abelian subal-
gebras. As usual, they are obtained as limits of the exchange algebras when Nh = 2r with h ∈ Z\{0}:
Theorem 7 Setting Nh = 2r + ǫ for any integer h 6= 0, the h-labelled Poisson structure defined by:
{ws(β), ws′(β
′)}(h) = lim
ǫ→0
1
ǫ
(
ws(β)ws′(β
′)− ws′(β
′)ws(β)
)
(5.16)
has the following expression:
{ws(β), ws′(β
′)} =
(s−1)/2∑
u=−(s−1)/2
(s′−1)/2∑
v=−(s′−1)/2
fh
(
β ′ − β + iπ(u− v)
)
ws(β)ws′(β
′) , (5.17)
where fh(β) is given by (4.7).
Proof: The proof is made by direct calculation.
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6 Conclusion
We have proved that the existence of exchange subalgebras, Abelian subalgebras and the Poisson
structures on these objects, all survived in the scaling limit q → 1, ln p
ln q
→ r, ln z
ln q
→ iβ
π
, and the
characteristic relations and structure functions were given by the scaling limits, suitably defined
whenever potential divergences arise, of their analogues in the full elliptic case.
Two directions should now be investigated. We have already commented upon the necessary careful
study of precise mode expansions of the generating functionals and structure function, required to
construct explicit representations of such algebras.
In a more abstract setting, the question arises of interpreting more precisely the “deformation”
involved when going from DY (sl(N))c (at r = ∞) to DYr(sl(N))c. We have established at N =
2 that this deformation is in fact a Drinfel’d twist generated by the q → 1 scaling limit of the
twist Uq(ŝl(2)c) → Aq,p(ŝl(2)c) [5]. We shall report on this and other very interesting connections
established between various algebraic objects of similar type [26].
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