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Several common forecasting methods are compared, with U.S. aluminum 
consumption (1954-1988) used as the basis for comparison. The forecasting 
methods considered are trend extrapolation, simple time series analysis, and 
econometrics. Forecasts are compared on the basis of mean average deviation 
(MAD), mean squared error (MSE), and bias. In addition, the econometric 
model,
Aluminum Consumption =B0 + B1* Aluminum Price + B2* Copper Price +B3* Income 
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This thesis is the culmination of course work in statistical methods, 
forecasting, econometrics and operations analysis. It was motivated by a 
desire to present an organized understanding of forecasting techniques that 
serves as a reference and explains the fundamental purposes, methods, and 
utility of forecasting techniques. The intended audience is fellow students, 
practitioners, and decision makers. This audience includes those interested 
in performing, using, and testing forecasts.
Forecasting theoreticians grade forecasts on the basis of how well the 
forecasting model is able to reproduce the data that is already known. This 
allows forecasts to be evaluated a priori, in order to choose the "best" forecast 
for a given situation. It is left for the decision maker to take a "leap of faith" 
that the past will resemble the future, and this forecasting method will 
accurately predict future series values. The central purpose of this thesis is to 
provide a practical discussion of basic forecasting for decision makers to use in 
their planning process.
Forecasting methodology (including trend extrapolation and time-series 
forecasting methods), is examined and used to determine a "best" forecast of 
U.S. aluminum consumption for the period 1989 through 1999. This "best" 
forecast is determined based on precision. Several measures of precision 
(minimum mean average deviation, minimum mean squared error, and 
minimum bias) are discussed and compared.
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Unlike trend extrapolation and time-series forecasting methods, 
econometric models are determined a priori based on economic theory. 
Symbolically:
endogeneous variable = f (exogeneous variable)
This approach to forecasting is generally regarded as being complex and 
technical. Trend extrapolation, time-series, and econometric modelling 
forecasting methods are discussed and compared in this work.
In general, the degree of precision required by decision makers varies 
with purpose and time span. Long-term forecasts (required by government 
policy makers) may contain large error margins, which are quite acceptable if 
average values over a span of years are sufficient. On the other hand, more 
precise information is usually required (by speculators) for short-term 
forecasts.
Forecasting, in general, involves three stages of model building:
(a) identification (selecting one or several appropriate models for further 
consideration),
(b) estimation (of the parameters of the models from the data) and,
(c) diagnostic checking (the application of different tests to verify model 
adequacy).
Each of these stages of model building is discussed in this work. To 
facilitate this discussion, the thesis is divided into the following five parts. 
Part 1 - Forecasting and the Evaluation of Trend Extrapolation and 
Time Series Techniques.
Part 2 - The Development and Evaluation of Econometric Models.
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Part 3 - Forecasting With the Econometric Model 
Part 4 - A Comparison of Forecasted Results
Part 5 - Concluding Remarks, Summary Observations and Recommendations 
U.S. aluminum consumption was selected as a working example because 
the pertinent data were readily available. Based on economic theory and the 
econometric modelling work of Fisher, Cootner, Baily, and Neil for U.S. 
copper consumption, U.S. aluminum consumption modelling was straight 
forward. This was in part because aluminum and copper are generally 
thought to be close substitutes.
This work is divided into five parts as follows.
Part 1 - Forecasting and the Evaluation of Trend Extrapolation and 
Time Series Techniques.
Part 2 - The Development and Evaluation of Econometric Models.
Part 3 - Forecasting With the Econometric Model 
Part 4 - A Comparison of Forecasted Results
Part 5 - Concluding Remarks, Summary Observations and Recommendations 
Historical data, for each exogenous variable, were used as input to the 
econometric model for the period 1954 through 1988. For the period 1989 
through 1998, the "best" forecast of each exogenous variable was used as 
input to the econometric model.
Forecasters and statisticians use the same vocabulary regarding the 
forecasting process. Unfortunately, they use different definitions for the same 
terms. The definitions common to forecast practioners will be used in this 
work. This is because the stated audience is practitioners, specifically, 
decision makers.
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The MINITAB software package was used to statistically test and 
quantify the quality of the econometric model. The Quantitative Systems for 
Operations Management (QSOM) software package was used to speed and 




The premise underlying time series forecasting methods is that future 
values of a series can be inferred from past data patterns (the future will 
resemble the past). Nahmias states that "the term time series is just a fancy 
term for a collection of observations of some economic or physical phenomenon 
drawn at discrete points in time, usually equally spaced. The idea is that 
information can be inferred from the pattern of past observations and can be 
used to forecast future values of the series." (page 38)
In general, time-series methods are more suitable for short-term 
forecasts than trend-extrapolation and econometric methods. Nahmias states 
that "time series methods are often called naive methods, since they require 
no other information than the past values of the variable being predicted." 
(page 38) Further, because these methods are "naive", they necessitate 
abundant observations in order to produce satisfactory forecasts.
A common characteristic of time-series and trend extrapolation methods 
is that they empirically evaluate trends. In other words, model structures are 
determined based on statistical patterns and relationships of the data. By 
comparison, econometric modelling techniques assume that prior economic 
relationships exist.
Time series analysis attempts to isolate trend, seasonality, cyclically, and 
randomness in an effort to better predict future series values. These terms 
are defined below and are illustrated in figures 1 -4 .
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T rend  - the tendency of time series data to exhibit stable growth 
patterns.
Seasonality  - the tendency of a pattern to repeat at fixed intervals 
(seasons), usually less than 1 year.
Cycles - similar to seasonality except cycles may vary in length and 
magnitude, usually longer than 1 year.
R andom ness - no recognizable pattern.
It is important to recognize the existence of these patterns because they 
direct the forecaster’s efforts to accurately forecast future series values. 
Therefore, an important issue in forecasting becomes measuring the 
suitability of forecast methods for given data sets. Visual inspection of data 
plots should quickly and easily confirm the existence of these patterns. 
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Figure 4 - Randomness
Next, an aluminum consumption data plot is presented to facilitate 




Figure 5 - Aluminum Consum ption Data
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A general linear trend is evident from this plot. There is also some 
visual evidence of cyclicity. Because we are plotting annual data, we would, 
by definition, not expect to see seasonality. Based on this visual analysis of 
the data, it is reasonable to expect that a good forecast would incorporate 
elements or components of trend and cyclicity.
E valuating Forecasts
As mentioned previously an important issue in forecasting is measuring 
the suitability of a forecast method for a given data set. A common belief 
among the general public is that accuracy is the "best" and perhaps only 
criterion valid for measuring forecasts. In other words, "how well does the 
forecast predict the future?" While accuracy is important to the consumer, 
precision is of more importance to a forecaster. In this section several 
measures of precision will be defined. Later in the text, these measures will 
be used to evaluate aluminum forecasts.
Accuracy will be defined for the purposes of this thesis to mean how well 
the forecast predicts the future. Precision will mean how well the forecast 
predicts historical data. Three common measures of precision are mean 
absolute deviation (MAD), mean squared error (MSE), and bias. Accuracy, of 
course cannot be measured until after the fact.
Mean A bsolute D eviation
Mean absolute deviation (MAD) is given by the following formula:
MAD
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where n is the number of observations and = 7, -  7, is the value of the Ith
error term. 7, is defined to be the observed value of Y and 7, is the forecasted 
value of 7.
Mean Squared Error
Mean squared error (MSE) is given by the following formula:
MSE = ze:
\ nJ
where n and ei are defined as before. "The mean squared error gives greater
weight to large errors than small errors because the errors are squared before 
being summed", (page 903, Makridakis, Wheelwright, and McGee) One of 
the differences between MAD and MSE is that "MSE penalizes a forecast 
much more for extreme variations than it does for small ones", (page 58, 
Makridakis and Wheelwright, 1989)
B ias (or Lack Thereof)
A biased forecast is one in which the value of error terms does not 
fluctuate randomly above and below zero, i.e. the forecast strays in a constant 
direction. It is a desirable property that forecasts be unbiased, i.e. the 
expected value of the error terms is zero, E (ex) = 0. Bias can be quantified by 
the following formula:
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r nBIAS = -  • 2(e,)
A graph of the forecast error terms versus time, provides a quick check for the 
existence of bias.
D iscussion
No single forecasting technique is best suited for all data sets. Likewise, 
no single measure of precision is "best” for all forecasts. For example, a 
drawback of mean squared error is that it involves fitting a model to historical 
data. This fitting does not necessarily imply good forecasting. "An MSE of 
zero can always be obtained in the fitting phase by using a polynomial of 
sufficiently high order or an appropriate Fourier transformation, (page 45, 
Makridakis, Wheelwright, and McGee) These authors also state that 
"overfitting a model to a data series, which is equivalent to including 
randomness as part of the generating process, is as bad as failing to identify 
the nonrandom pattern in the data." (page 45)
Just as precision measures have limitations, forecast methods also have 
inherent weaknesses. For example, the precision of smoothing methods 
requires a "good" forecast estimate as input. Decomposition methods assume 
a known trend-cycle. Regression methods weight all observations. (QSOM 
allows the user to choose weights for each observation). Therefore, comparing 




"A stationary time series is one that oscillates around a constant mean.
It is a series that shows no growth or decline over time. Deviations around 
the mean are temporary, and in the longer term, oscillations are in 
equilibrium around the mean", (page 633, Makridakis and Wheelwright, 
1978)
Moving average and exponential smoothing are two techniques for 
forecasting stationary time series. Each observation of a stationary time 
series can be represented by a constant and a random fluctuation, Dt = a+et. 
Alpha (a) is an unknown constant corresponding to the mean of the series and 
e, is a random error with mean zero and variance o2, where sigma (a) is the 
standard deviation about the mean.
The Box-Jenkins method applies the autoregressive and moving average 
approaches to time-series analysis and therefore, is usually known as the 
ARIMA (autoregressive integrated moving average) method. The 
Box-Jenkins method is described and illustrated in Makridakis et al 
beginning on page 581.
A disadvantage of the ARIMA forecasting approach is that it is time 
consuming, cumbersome and requires a high degree of expertise and 
judgement. In general, ARIMA techniques yield good forecasts, but they are 
expensive and not well understood by lay people. It should be noted that 
econometric models, which are discussed in Chapter 3, incorporate 
autoregressive techniques in the hope of enhancing precision and accuracy.
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M oving Averages
A moving average of order n is the arithmetic average of the n most 
recent observations. Consider a forecast for demand (or some other quantity).
In other words, the forecast of demand for the next period is equal to the
moving average is that an outlier will be eliminated n periods after it occurs. 
A disadvantage is that some information is lost.
Example
From Nahmias, page 44, consider quarterly data for the failure of 
aircraft engines. The number of failures for the last two years are 200, 250, 
175, 186, 225, 285, 305, 190. A three-period moving average forecast for 
period 4 is obtained by averaging the first three data points.
Other three-period moving average forecasts are calculated in a similar 
fashion and lead to the following forecasts for periods 4 through 8; 208, 204, 
195, 232, 272.
average of the demand for the n most recent periods. An advantage of a
( AF4= -  (200+ 250+175) = 208
\y )
The three-period moving average forecast for period 5 is
Fs= -  -(250 +175 + 186) = 204
\ 3  y
T-4000 14
E xponential Sm oothing
An exponentially smoothed forecast is the weighted average of the last 
forecast and the current demand.
NEW FORECAST = a  * (current demand) + (1-a) ? (last forecast) 
Symbolically;
F, = a-(i)f) + (l-a).C F M)
where, 0 < a  < 1 is the smoothing constant, which determines the weight 
placed on the current demand.
Example
From Nahmias, page 49, consider the same quarterly data for the failure 
of aircraft engines that was used to illustrate moving average forecasts. The 
number of failures for the last two years was 200, 250, 175, 186, 225, 285, 305, 
190. In order to get the exponential smoothing forecast started, let us assume 
that the forecast for period 1 was 200. Suppose that a  = 0.1. The 
one-step-ahead forecast for period 2 is
F2 =a • Dx + (1 - a) • Fj = (.1)(200) + (.9)(200) = 200
Similarly,
F3 = a  • D2 + (1 - a) • F2 = (.1)(250) + (.9)(200) = 205
Other one-step-ahead forecasts are computed in the same fashion. The 
observed one-step-ahead forecasts for periods 2 through 8 are 200, 205, 202, 
201, 203, 211, 220.
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Exponential smoothing applies a declining set of weights (1 -  a) to past
data. Large a  values place more weight on current demand and less on past 
observations, resulting in forecasts which react quickly to changes in demand. 
This produces forecasts that are less stable and have greater inter-period 
variation.
The effect of applying a declining set of weights to past data can be 
demonstrated by examining the expansion of Ft. Note that ultimately all data 
points are included in the forecast.
F, = a • D, + (1 -  a) • Ft_l
F( + 1 = oc • Dt+l + (1 — <x) • Ft
= a  • Dt+1 + (1 — a) • [a • Dt +  (1 -  a) • Ft_ J
= a • Dt_l + (a- a2) • Dt + (a2-  2 a + 1) • Ft_x
= a • Dt_i + a(l -  a) Dt + (1 -  a)2 • Ft_x
A noticeable effect of smoothing constants between 0.1 and 0.2 is that 
although the original data may fluctuate greatly, the resulting forecasts are 
quite stable. Stable forecasts are desirable for production and planning 
applications because variation generally translates to higher production costs.
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A Com parison o f Exponential Sm oothing and M oving 
Averages
Similarities:
1. Both methods assume a stationary demand process.
2. Both methods depend on the specification of a single parameter, 
moving average - n: the number of periods.
exponential smoothing - a: the smoothing constant.
3. Both methods lag any existing trend.
4. When both methods are used to predict the same stationary demand 
pattern, forecast errors are normally distributed, and if a  = both methods 
will have approximately the same level of precision (not necessarily the same 
forecast).
Differences:
1. The exponential smoothing forecast is a weighted average of all past 
data points. The moving average forecast is a weighted average of only the 
past n data points. The moving average forecast has the advantage that 
outliers are removed from the forecast after n periods. The exponential 
smoothing forecast will always contain the outlier, but will degrade its impact 
through time.
2. One must save all n past data points to use a moving average. 
Exponential smoothing requires only the last forecast.
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The following table presents a comparision of the historical data and 
stationary time-series forecasts. Three different period moving average 
forecasts are presented (n = 3, 5, 10). Three exponential smoothing forecasts 
are also presented. The exponential smoothing forecasts were generated by 









































DATA MA(3) MA(5) MA(10) MAD MSE BIAS
1966 ------ ------
2111 . . . . . . 1966 1966 1966
2127 2082 2097 2111
2136 2068 2118 2124 2127
2092 2125 2132 2135 2136
2488 2118 2806 ------ 2100 2096 2092
2015 2239 2191 2410 2449 2488
2320 2198 2172 ------ 2094 2058 2015
2763 2274 2210 2275 2294 2320
3032 2366 2336 2665 2716 2763
2728 2705 2524 2305 2959 3000 3032
3106 2841 2572 2381 2774 2755 2728
3677 2955 2790 2481 3040 3071 3106
3540 3170 3061 2636 3550 3616 3677
3973 3441 3217 2776 3542 3548 3540
4085 3730 3405 2964 3887 3930 3973
3752 3866 3676 3124 4045 4070 4085
4220 3937 3805 3298 3811 3784 3752
4926 4019 3914 3488 4138 4176 4220
5284 4299 4191 3704 4768 4851 4926
4924 4810 4453 3929 5181 5241 5284
3544 5045 4621 4149 4975 4956 4924
4611 4584 4580 4193 3830 3685 3544
4982 4360 4658 4286 4455 4518 4611
5484 4379 4669 4430 4877 4936 4982
5342 5026 4709 4581 5363 5429 5484
4595 5269 4793 4707 5346 5351 5342
4615 5140 5003 4791 4745 4671 4595
4379 4851 5004 4831 4641 4621 4615
5026 4530 4883 4776 4431 4403 4379
5279 4673 4791 4750 4907 4964 5026
5174 4895 4779 4786 5205 5247 5279
5143 5160 4895 4949 5180 5181 5174
5469 5199 5000 5002 5150 5147 5143





YEAR DATA MA(3) MA(5) MA(10) MAD MSE BIAS
1989 ----- 5337 5293 5042 5401 5404 5400
1990 ----- 5337 5293 5042 5401 5404 5400
1991 ----- 5337 5293 5042 5401 5404 5400
1992 ----- 5337 5293 5042 5401 5404 5400
1993 ---- - 5337 5293 5042 5401 5404 5400
1994 ----- 5337 5293 5042 5401 5404 5400
1995 ----- 5337 5293 5042 5401 5404 5400
1996 ----- 5337 5293 5042 5401 5404 5400
1997 ----- 5337 5293 5042 5401 5404 5400
1998 ----- 5337 5293 5042 5401 5404 5400
MAD 427.8 486.6 703.3 355.4 357.0 357.5
MSE (in thousands) 300.7 321.4 651.0 215.0 214.0 214.8
Bias -205.3 -322.4 -595.7 -126.3 -112.3 -101
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Figure 7 - Exponential Smoothing Forecasts
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Trend Based M ethods
Trend extrapolation methods offer some distinct advantages in terms of 
simplicity and low cost. However, these methods suffer from important 
shortcomings in that they almost entirely lack an underlying structure and 
consequently are unable to take into account known or potential changes in 
the environment (market conditions). Two methods that account for trend are 
linear regression and Holt’s method.
Linear R egression
Linear regression techniques involve fitting a curve, a polynomial of
degree one (a line), to the data to arrive at a best fit.
Symbolically:
Y=A+B  X
A and B are chosen so that the sum of the squared distances between the 
regression fine and the data points is minimized.
H olt’s M ethod
Holt’s method is "a type of double exponential smoothing designed to 
track time series with linear trend." (page 57, Nahmias) Holt’s method uses 
two smoothing equations, one for the value of the series (intercept) and one 
for the trend (slope). Two smoothing constants are then required (a and (3), 
one for each equation.
The form of each equation is the same as for exponential smoothing. 
Symbolically:
/, = a*Z), + (l-  a)*
A U TilU l L A Q S  LIIRABY 
C O L O M B O  9CS800L d  MINES 
G OLD Eff, C O LO R A D O  8040T
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and
S ^ M W r - J  +  a-PMS,-,) 
where It is the intercept at time t and St is the slope at time t.
Nahmias states that for most applications more stability is given to the 
slope estimate (implying p < a), even though smoothing constants may be the 
same. Holt’s method has an advantage over both exponential smoothing and 
moving average in that Holt’s method is explicitly designed to track trend. 
Therefore, if a data plot suggests the existence of trend, it would be wise to try 
an application of Holt’s method. It is easy using Holt’s method to update 
forecasts as new observations become available. This is an advantage Holt’s 
Method has over regression analysis.
A disadvantage of Holt’s method is initialization (getting the method 
started). Nahmias (page 58), recommends establishing a set of initial periods 
as a base line and using regression analysis to determine slope and intercept 
estimates for the base line data. These estimates are then used to initialize 
Holt’s method. Two other initialization procedures include using the first 
observation, and backcasting.
The following table presents a comparision of the historical data and 
trend based forecasts. These forecasts were generated by QSOM. The Holt’s 










































DATA MAD MSE BIAS
1966
2111 1966 1966 1966
2127 2256 2045 2036 2227
2136 2229 2102 2088 2164
2092 2217 2140 2124 2150
2488 2170 2138 2124 2059
2015 2410 2348 2313 2798
2320 2257 2219 2202 1703
2763 2320 2299 2275 2494
3032 2553 2585 2534 3158
2728 2810 2903 2824 3329
3106 2872 2925 2853 2543
3677 3038 3130 3044 3365
3540 3332 3553 3433 4191
3973 3510 3724 3600 3536
4085 3757 4044 3900 4312
3752 3975 4280 4128 4247
4220 4065 4220 4092 3516
4926 4238 4411 4277 4542
5284 4524 4888 4720 5562
4924 4824 5353 5155 5701
3544 5010 5416 5233 4717
4611 4907 4672 4590 2391
4982 5003 4762 4679 5222
5484 5143 5004 4905 5423
5342 5341 5410 5280 5971
4595 5488 5567 5435 5326
4615 5502 5236 5154 3988
4379 5515 5021 4971 4502
5026 5491 4746 4732 4174
5279 5554 4920 4888 5501
5174 5641 5161 5108 5585
5143 5703 5247 5191 5149
5469 5753 5274 5221 5109





YEAR DATA MAD MSE BIAS
1989 ----- 5898 5524 5459 5399
1990 ----- 6009 5643 5512 5395
1991 ----- 6121 5762 5566 5391
1992 ----- 6232 5881 5619 5387
1993 ----- 6343 6000 5673 5383
1994 ----- 6454 6118 5726 5379
1995 ----- 6566 6237 5780 5375
1996 ----- 6677 6356 5833 5371
1997 ----- 6788 6475 5887 5367
1998 ----- 6900 6594 5940 5363
MAD 407.4 324.3 334.1 469.5
MSE (in thousands) 273.2 229.2 214.8 388.1
Bias 91.3 24.1 -55.2 0.15
Alpha (a) 0.25 0.25 0.9








t  5000 
=§ 4500 
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Figure 8 - Trend-Based Forecasts
Q uantitative System s for O perations M anagem ent (QSOM)
QSOM is an interactive computer software system that contains 14 
modules designed to provide computerized decision support for operations 
management problems. One of these modules does time-series forecasting. 
QSOM was used in this work to speed the repetitive and time consuming 
numerical computations necessary for time series forecasting.
QSOM will calculate up to a 36 period forecast based on historical data. 
Ten periods were more than adequate for this work. This was because of the 
inherent weaknesses forecasts exhibit after a few periods into the future.
Specifically, moving average forecast values were invariant three periods
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after the last historical data point. This is because we are assuming a 
stationary process, and are not trying to forecast the random error. While an 
invariant forecast might seem unreasonable, this may be the best forecast 
available.
QSOM provides three performance measures, mean absolute deviation 
(MAD), mean squared error (MSE), and bias (BIAS). These were discussed in 
Chapter 2. Based on these performance measures, the user has the option of 
allowing QSOM to find the best parameters for a specified model. In other 
words, QSOM will find the best forecast based on user-specified performance 
measures. QSOM was used because it saves the analysist, the computationalif"""  ..  .,ni





Three approaches to economic forecasting are discussed in the literature. 
They are input-output tables, econometric models, and leading indicators. 
'Tnput-output tables are most appropriate for long-term time horizons, 
econometric models for medium-term and leading indicators for short-term” 
(page 199, Wheelwright and Makridakis). These three methods are 
explanatory in nature and are well suited for answering "what if' questions. 
Of these three methods only econometric models are discussed in this work. 
This is because the time frame for this aluminum consumption forecast is 
medium-term (three to five years), although ten years of forecasted values are 
presented for explanatory purposes.
Unlike trend extrapolation and time-series methods, econometric models 
are determined a priori based on economic theory. Generally a number of 
equations are developed to represent major variables in the economy and the 
relationships among them. These equations are then solved simultaneously 
to obtain a forecast of the key variables. This approach to forecasting is 
generally regarded as being complex and technical compared to the other 
forecasting methods discussed in this work.
The use of econometric models requires that the user is familiar with the 




endogeneous variable = f (exogeneous variable)
In this work, and in general, exogenous variables are forecast using trend and 
time-series methods. Therefore, the power or precision of the econometrically 
derived forecast is limited to the precision of the forecasted input.
A lagged structure for exogenous variables might improve the quality or 
precision of the final forecast. This issue of improved precision for lagged 
structure econometric models is left to the reader for further examination. It 
should be pointed out that the fundamentals of econometric modelling remain 
the same whether exogenous variables are lagged or not.
Econom ic Theory and the Econom etric Model
Based on economic theory, the consumption level of a good is a function 
of its price, the price of substitutes, and the income level of the consumer. For 
a more detailed discussion of aluminum consumption and the aluminum 
industry, refer to Appendix A.
Copper is the widely recognized substitute for aluminum. Gross national 
product (GNP) is generally used as a proxy for income. For these reasons, 
aluminum price, copper price, and gross national product are the exogenous 
variables included in the econometric model.
Symbolically:
C = f  (P, Pc, GNP)
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The econometric model discussed in this work is a single equation, 
multiple linear regression. That is, there is one dependent or endogenous 
variable (aluminum consumption) and two or more independent exogenous 
variables (aluminum price, copper price, and GNP).
The form of the hypothetical model is:
C(-= Bq+5j • P +1?2 • Pc +-̂ 3 * GNP + 61 
where:
C, = aluminum consumption
P = aluminum price
Pc = copper price
GNP = gross national product
e, = estimated error term for the Ith observation, and
Bu B2, and B3 are estimators of the population regression function’s true
coefficients.
B0 is an estimator of the population regression function’s true intercept term.
E xpected Im pact
A discussion of the expected impact of the explanatory variables on 
aluminum consumption is important because it leads to the appropriate null 
and alternate hypotheses. This is important when testing the significance of 
individual coefficients in the regression equation. The expected impact of 
each explanatory variable on aluminum consumption is shown below.
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Variable Impact on Aluminum Consumption Reason
GNP
P (-) as P increases, C decreases 
(+) as Pc increases, C increases 





In theory the regression model is
where 50,5j,B2, ...,-5* are fixed parameters, andXl9X2,...,Xk are measured 
without error, e is a random variable that is normally distributed around zero 
(the mean of e), and has the variance of Vt. Specific values of e are obtained 
by simple random sampling for the parent distribution N(0,V«).
Note that the exogenous variables in the regression model are linear. 
This means that the estimates of these coefficients can be obtained efficiently 
using the least squares method.
In practice, the task of regression modelling is to estimate the unknown 
parameters of the model (B0iBii..,tBk and Ve). For a known data set, the least 
squares procedure can be applied to determine B0,BU ...,Bk and an estimate of 
Ve. This leads, in practice, to the following regression model:
Y = b0 + bx • Xu + b2 • Xx + •• + bk • Xht + et
whereXl7X2, ..;Xk are assumed measured without error, b0,bl,b2, ---,bk are least
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squares estimates of the parameters B0yBl,B2,...,Bk and are all random 
variables, with a joint normal distribution, e, is an estimated error term for 
the Ith observation, where (i=l,2,... ,N). e{ is assumed to be sampled 
independently from a normal distribution.
MINITAB
"MINITAB is a general purpose data analysis system for organizing, 
analyzing, and reporting statistical data." (page iii, MENITAB Reference 
Manual). MINITAB output capabilities include basic statistics, analysis of 
variance, multivariate analysis, nonparametrics, time series, statistical 
process control, exploratory data analysis, distributions of random data, and 






After determining functional form, (the relationship between the 
endogenous and exogenous variables) one must quantify how well the model 
explains the observed relationship. This is done by testing several key model 
attributes. The list of attributes discussed in course work and in the 
literature includes:
Significance 
of individual coefficients (t-test) 
of the overall regression equation (F test)
Coefficient of determination (R 2)
Identification (or the exclusion) of necessary variables 
Autocorrelation (correlation between successive error terms). 
Multicolinearity
Heteroskedasticity (non contant variance of error terms)
Structural change
MINITAB, like most statistical analysis software packages, provides the 
pertinent statistics to quantify these attributes.
The Data
The data used to test the regression equation was compiled from Mineral
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Facts and Problems and Statistical Abstract of the United States (various 
years). The data, a discussion of the data, and quantification of the key 
attributes follows.
Table 3 - Historical Data
ALUMINUM ALUMINUM COPPER
YEAR CONSUMPTION PRICE PRICE GNP
1954 1966 83.70 112.20 1416.2
1955 2111 88.20 137.10 1494.9
1956 2127 92.50 151.20 1525.6
1957 2136 96.20 103.40 1551.1
1958 2092 90.10 88.60 1539.2
1959 2488 88.50 100.70 1629.1
1960 2015 83.90 103.60 1665.3
1961 2320 83.10 95.90 1708.7
1962 2763 75.20 96.60 1799.4
1963 3032 71.00 95.10 1873.3
1964 2728 72.90 99.10 1973.3
1965 3106 74.00 104.70 2087.6
1966 3677 71.40 104.50 2208.3
1967 3540 69.40 107.20 2271.4
1968 3973 68.80 111.60 2365.6
1969 4085 67.80 120.40 2423.3
1970 3752 69.00 138.60 2416.2
1971 4220 65.30 117.10 2484.8
1972 4926 55.90 110.10 2608.5
1973 5284 50.40 120.00 2744.1
1974 4924 63.00 143.15 2729.3
1975 3544 67.50 108.80 2695.0
1976 4611 71.40 110.30 2826.7
1977 4982 77.30 99.40 2958.6
1978 5484 74.80 92.10 3115.2
1979 5342 77.60 117.30 3192.4
1980 4595 83.50 118.20 3187.1
1981 —-------  4615 80.90 89.60 3248.8
1982 4379 76.00 72.80 3166.0
1983 5026 74.90 73.60 3279.1
1984 5279 75.20 62.00 3501.4
1985 5174 88.20 137.10 1494.9
1986 5143 92.50 151.20 1525.6
1987 5469 96.20 103.40 1551.1
1988 5400 90.10 88.60 1539.2
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Statistical T esting
Using MINITAB, all tests were performed at the 5% significance level 
(a = 0.05). This means that there are about 5 chances in 100 that a hypothesis 
would be rejected when it should have been accepted. Aluminum price, 
copper price, and GNP were regressed on aluminum consumption as described 
previously.
The resulting regression equation and statistical results are summarized 
as follows:
C = 1655-28.3 • P + 6.16 • Pc +1.47 • GNP 
EXOGENOUS VARIABLE COEFFICIENT t-VALUE
Constant 1655.0 1.99
Aluminum Price -28.3 -4.27
Copper Price 6.16 2.04
Gross National Product 1.47 15.16
IMPORTANT STATISTICS VALUE
Standard Deviation 328.1
Coefficient of Determination (R2) 93.5%
Adjusted Coefficient of Determination (R^) 92.9%
Calculated F Statistic (Fcalc) 149.39
Durbin-Watson Statistic 1.43
These statistics were used to test the hypotheses.
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Standard Tests Of The H ypothesized Model 
T-Tests
A t-test on individual coefficients is a test of its statistical significance in 
the presence of all other regressors (independent variables). The goal of a 
t-test is to determine whether the independent variable in question is helping 
(in the presence of the other regressors) to predict the dependent variable.
For each regression coefficient (bj) a standard error (stability measure of 
the coefficient) is calculated. The following formula is used to calculate the 




bj = estimated j th coefficient,
Bj = hypothesized j* parameter,
se (bj) = standard error of bj
These calculated t  values have a Student t-distribution with (N - k - 1 )  degrees 
of freedom. Where N is the number of data points and k is the number of 
independent variables in the model. "The number of degrees of freedom 
associated with a calculated statistic is the number of available observations 
minus the number of constraints placed on the data." (page 64, Pindyck and 
Rubinfeld)
The preceding equation is used to perform a formal statistical test of the 
significance of each regression coefficient. To accomplish this task, the 
estimated coefficient is tested against the value zero. If there is no
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statistically discemable difference between the estimated coefficient and zero, 
it is concluded that the variable does not assist in determining the value of 
the dependent variable.
Hypothesis Testing
For the following hypotheses there are 20 data points, 16 degrees of 
freedom, a level of significance (a) of 0.05, and the critical t  value is 1.746.
The hypothesis tests will be one-tailed because it is really the sign that is 
important here as discussed in the section on expected impact (page 26).
Aluminum Price
Hq' B1 = 0
Ha: Bl <0
tcalculated 4.27 . SmCe I tcalculated I ^ ^critical» TCJCCt H q .
This test indicates that the impact of aluminum price on aluminum 
consumption is a negative relationship as expected (page 26).
Copper Price
H0: B2 = 0
Ha:B2> 0
tcaicuiaxed = 2.04 . Since | tcalcuUued \ >  tcritical> reject H0.
This test indicates that the impact of copper price on aluminum consumption
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is a positive relationship as expected.
GNP
H0: B2 = 0
Ha:B3> 0
tcalculated ~ 15.16 . SlllCe | ĉalculated I ^ ĉritical» reject Hq .
This test indicates that the impact of GNP on aluminum consumption is a 
positive relationship as expected.
F-TEST
The F-test is a test for overall significance, defined in this context to 
mean the ability of the independent variables to explain the data pattern 
evidenced by the dependent variable. In other words, the F-test is used to 
indicate the statistical significance of the regression equation. The F statistic 
is defined as the ratio of two variances or "mean squares" (MS) as follows:
p  _ explained   k
{ N - k - l )
This F-test is sensitive to the relative strengths of the numerator and 
denominator. As the unexplained MS (the variance of the errors) decreases 
relative to the explained MS, F becomes larger. An increase in the F statistic 




For the following hypothesis, there are 20 observations, 4 degrees of 
freedom in the numerator, sixteen degrees of freedom in the denominator, a 
5% level of significance, and the critical F value is 3.01. The calculated F 
value was 149.39.
H0: = B2 — 53 — 0
Ha: Bv B2, andB3 are not all zero
Since Fcalculated > Fcriticali reject H0 .
This means that at the 5% significance level, at least one of Blt B2, B3 is not 
zero.
C oefficient of D eterm ination
The square of the correlation between Y and Y is called the correlation of
determination (R2). The square root of the correlation of determination (R) is 
the correlation between a dependent variable Y and an estimate of Y based on 
multiple independent variables. R is known as the multiple correlation 
coefficient.
R 2 is computed as follows:
^2 _ 'LjYj -  Y)2 ^ (explained sum of squared deviations) 
jVy. — y )2 (total sum of squared deviations)
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"Statisticians have some cause for concern in calculating R2 this way
because (it) does not take into account degrees of freedom." (p. 260, 
Makridakis, Wheelwright, and McGee) To overcome this problem, a corrected 
R2 is defined as follows:
"R-bar-squared" (R2) sometimes referred to as " R2, corrected for degrees 
of freedom" is more commonly used than R2 to interpret regression results.
The coefficient of determination (R2) for this econometric model 
regression is 93.6%. This indicates that the exogenous variables have a high 
degree of explanatory power for the endogenous variable (aluminum 
consumption). A nR2 value of 92.9% compared to an/?2 value of 93.5%, 
indicates that the explanatory power of the exogenous variables is only due in 
part to increasing the number of exogenous variables.
Specification  Test (Ramsey R eset Test)
The initial statistical analysis indicated that the sample regression 
function adequately explained the impact of the exogenous variables on 
aluminum consumption. The Ramsey Reset test is used to determine if 
variables were missing from the sample regression function.
According to Maddala (page 408) "Ramsey suggests the use of 
y2, y], and yf as proxies for zf, where y t is the predicted value of yt from a 
regression of yt on xt.
F  = (l-(1  - R 2))- (total degrees of freedom) (error degrees of freedom) = (1-(1 - R 2))-
'  Q f - 1) '
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"The test procedure is as follows:
Regress yt on x, and get y t.
Regress yt on xt, y2, y], and y4 and test the hypothesis that the coefficients 
of the powers of St are zero."
This test is performed using fitted values of aluminum consumption (y,)
from the original regression as follows. The new regression function was as 
follows:
C =B0 — (B1‘ P) + (B2 • Pc) + (B3 • GNP) + (B4 • ZJ + (Bs • ZJ + (B6 • Z3) + ut
where Zx = y2, = yf, and Z3 = y4t .
Hypothesis Testing
H0: = Bj = Bfi = 0
Ha: R4, Bs, and B6 are not all zero
Statistical Results
MINITAB omitted Zx from the final regression equation because it was
highly correlated with the other right-hand-side variables. The resulting 
regression equation was as follows:
C = -549 + 102 • P -  23.7 • Pc -  5.43 • GNP + 0.00129 • Z2 -  0.00000011 • Z3 + ut
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The regression results of these tests are summarized below.
Sum of Squares Error (SSEU) is 2,607,495.
Sum of Squares Error for the original regression (SSEr) is 3,337,126. 
The number of restrictions (r) is 3.
The number of observations (n) is 35.
The number of parameters in the original regression equation (k) is 3. 
The following general form of the F-test was used:
At the 5% significance level, with 3 degrees of freedom in the numerator and 6 
degrees of freedom in the denominator, the critical F value was 4.76.
Since Fcalculated < Fcritical, we do not reject H0.
This means that we conclude that B4, BSi and B6 arc all zero and no variables are 
missing from the regression equation (econometric model). An alternate test 
for omitted variables is Hausman’s specification error test described in 
Maddala on pages 435 through 441. The omitted variable interpretation of 
the Hausman test is discussed on page 439.
A utocorrelation Test
"The assumption that errors corresponding to different observations are 
uncorrelated is important in both time-series and cross-sectional studies. 
When the error terms from different observations are correlated, we say that
calculated
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the error process is serially correlated or autocorrela ted (page 49, Pindyck 
and Rubinfeld). "Autocorrelation occurs in time-series studies when the 
errors associated with observations in a given time period carry over into 
future time periods", (page 152, Pindyck and Rubinfeld). In other words, 
estimation errors in one year are likely to lead to estimation errors in 
succeeding years. The standard Durbin-Watson test is used to verify the 
existence of autocorrelation. This test evaluates the regression equation for 
possible correlation between successive error terms.
Hypothesis Testing
H0: Autocorrelation exists
Ha\ Autocorrelation does not exist
The residuals from the regression equation were used to test the 
preceding hypothesis. The test statistic is:
_ E(et- e t_l)
E{etf
where E is expected value.
Most forecasting texts print Durbin-Watson tables in the appendix, (for 
example, Pindyck and Rubinfeld, page 611). These tables provide upper and 
lower bounds for D, du and dt respectively.
The decision rules for testing autocorrelation using the two-sided test
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are:
l fD < d l or D > 4 -d h conclude H0 
JfD >du or D < 4 - 4 ,  conclude Ha
If dt <>D <du or 4 — du<>D <>4 — dh the test is inconclusive.
For this regression function, the number of explanatory variables (k) is
three and the number of observations (n) is 35. The values of dl and du from 
tables were 1.28 and 1.65 respectively. The value of D as calculated from 
MINITAB is 1.43.
4 - 4  = 4 - 1.65 = 2.35, 4 - 4  = 4-1.28 = 2.72, du = 1.65, D = 1.43, and d% = 1.28 
Since dt <D < du, the test is inconclusive and we don’t  know if autocorrelation 
exists in the model.
M ulticollinearity
"Multicollinearity exists when two or more independent variables are 
highly related to each other. This high correlation between independent 
variables creates a computational problem in multiple regression, making the 
results of regression of limited usefulness", (page 616, Makridakis and 
Wheelwright, 1978).
The reason for concern about this issue is computational. "If perfect 
multicollinearity exists ... it is not possible to carry out the least squares 
solution." (page 288, Makridakis et al) If near multicollinearity exists, the
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stability of the regression coefficients is affected and as multicollinearity 
becomes more and more nearly perfect, the regression coefficients become 
unstable and unreliable.
A common test for the existence of multicollinearity is the correlation 
matrix. Many computational packages produce correlation matrices. The 
MINITAB correlation matrix is summarized as follows.
V ariable P a ir C orre la tion
aluminum price copper price -0.035
aluminum price GNP -0.393
aluminum price dummy variable -0.051
copper pnce GNP -0.492
copper pnce dummy variable 0.568
GNP dummy variable -0.840
Makridakis et al (page 293) suggest that correlation coefficients of 0.7 or 
less are not enough to support a claim for the existence of multicollinearity. 
They suggest that values below a lower limit of -1 or above an upper limit of 
+1 indicate a correlation problem. The only correlation value that appears 
suspect is -0.840, the correlation between GNP and the dummy variable. This 
is not a concern because the dummy variable represents a change in structure 
of the economy as discussed earlier.
In practice, a rule of thumb test for multicollinearity is the existence of 
high R2 values in conjunction with poor t-values. This situation leads forecast 
practioners to conclude that strong multicollinearity exists.
Quoting from the MINITAB reference manual (release 6.1, page 117) 
regarding multicollinearity, this problem exists when "some predictors are 
highly correlated with other predictors. If this correlation is moderately high,
AKTMUB LAKES L IB iiA ia  
COLOMDO SCHOOL of MINE is 
GOLDBJf, COLORADO 80401
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a message of the form:
NOTE C5 IS HIGHLY CORRELATED WITH OTHER PREDICTOR 
VARIABLES
is printed, and computation continues. If the correlation of a predictor with 
other predictors is very high, it is eliminated from the equation, and a 
message such as the following is printed:C5 IS HIGHLY CORRELATED 
WITH OTHER X VARIABLES.
C5 HAS BEEN OMITTED FROM THE EQUATION."
The fact that neither of these error messages occured in the regression 
printout, combined with a large R2 value and good t-values leads the author to 
believe that multicollinearity is not a problem with this regression.
H eteroskedasticity Test
This portion of the thesis tests the classical assumption that the variance 
of error terms is constant over the range of explanatory variables, i.e. 
homoskedasticity holds. If homoskedasticity does not hold, the data is said to 
be "heteroskedastic" and confidence intervals for the parameter estimators, 
and hypothesis testing of estimator significance will be invalid. Additionally, 
the efficiency of ordinary least squares (OLS) estimates will be affected, even 
though bias and consistency of the estimates are unaffected. This occurs 
primarily in cross-sectional data (such as this data set).
Hypothesis Testing
To test for homoskedasticity, use the Breusch and Pagan Test. This test
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requires the sum of squares regression (SSR) which is 50,534,371,328 and the 
standard error which is 308.8 for this example.
The hypotheses tested were as follows:
H0: e2 is constant (Homoskedasticity exists)
Ha: e2 = e2 (Homoskedasticity does not exist)
A Chi-Square statistic was used to test for the existence of 
homoskedasticity as suggested by Breusch and Pagan, (page 164, Maddala)
1) The residuals from the original 35 point data set are squared and 
regressed on the original explanatory variables.
2) The sum of squares from the regression, divided by twice the square of the 
square of the standard error estimate will produce a calculated Chi-Square 
value.
3) This calculated Chi-Square value is then compared to the critical 
Chi-Square value to determine whether homoskedasticity exists.




Chi-Square calculated = - ^ r  = ^ 534’371’328 = 0.2779^ (2-CSEf) (2 (308.8)4)
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At the 5% significance level, with 3 degrees of freedom, the critical 
Chi-Square value is 7.81.
Since Chi-Squareca/cMW < Chi-Squarecriticfl/, we do not reject H0. The test indicates 
e2 is constant and we conclude that homoskedasticity exists.
Structural Change
It was suspected that the 1973 oil crisis contributed to a structural 
change in the economy which affected the econometric model. If this were the 
case, the forecaster need be aware of it when building and interpreting the 
model. Therefore, incorporating a three year lag in the data to allow for an oil 
crisis to effect the economy, pre-1976 data was analyzed separately from post 
1976-data. The regression was performed twice. Once with the complete data 
set (1954-1988) and then a second time with the data set divided into two 
parts (1954 -1975 and 1976 -1988). The regression results were then 
compared to determine if the hypothesized structural change existed and to 
determine when its effect was felt.
The all inclusive regression equation was tested for structural change 
using a dummy variable as follows:
DUMMY VARIABLE = 1 if YR = 1954 - 1975 
DUMMY VARIABLE = 0 if YR = 1976 - 1988
The new regression equation, including the dummy variable, was as
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follows:
C =B0—Bl • P +B2 • Pc +B3 • GNP +B4 • DUMMY VARIABLE + 
H ypothesis Testing
H0:B4 = 0 
Ha:B4*Q 
S ta tis tica l R esults
C = 4869 -  47.2 p + 7.57 • Pc + 0.925 • GNP -  866 • DUMMY VARIABLE 
EXOGENOUS VARIABLE COEFFICIENT t-VALUE
Constant 4869.0 3.63
Aluminum Price -47.2 -5.33
Copper Price 7.57 2.75
Gross National Product 0.93 -2.88
IM PORTANT STATISTIC S VALUE
Standard Deviation 295.1
Coefficient of Determination (R2) 94.9%
Adjusted Coefficient of Determination (R^) 94.3%
Calculated F Statistic (Fcaic) 140.59
Durbin-Watson Statistic 1.59
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At the 5% significance level, with 30 degrees of freedom, the critical t  value 
was 1.697. The calculated t  value resulting from the regression was -2.88.
Since | tcalculaJed \ > tcrUicali we reject H0.
The test indicates B4 * 0, therefore, evidence exists that structural change 
occurred between 1975 and 1976.
The regression results for the same equation, run independently for 
years 1954 through 1975 and years 1976 through 1988 are tabulated as 
follows:
Structural Change (1954 - 1975)
The resulting regression equation and statistical results are summarized 
as follows:
C = 3027 -  39.0 • P + 6.14 • Pc +1.18 • GNP
EXOGENOUS VARIABLE COEFFICIENT t-VALUE 
Constant 3027.0 1.78
Aluminum Price -39.0 -2.79
Copper Price 6.14 1.50
Gross National Product 1.18 3.12
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IM PORTANT STATISTIC S VALJJE
Standard Deviation 249.4
Coefficient of Determination (R 2) 93.1%
Adjusted Coefficient of Determination (R%#) 92.0%
Calculated F Statistic (Fcalc) 81.51
Durbin-Watson Statistic 1.64
Structural Change (1976 - 1988)
The resulting regression equation and statistical results are summarized 
as follows:
C = 4968 -  39.2 • P + 5.98 • Pc + 0.756 • GNP 
EXOGENOUS VARIABLE COEFFICIENT t-VALUE
Constant 4968.0 1.96
Aluminum Price -39.2 -1.22
Copper Price 5.98 1.00
Gross National Product 0.76 2.22
IM PORTANT STATISTIC S VALUE
Standard Deviation 329.0
Coefficient of Determination (R 2) 42.4%
Adjusted Coefficient of Determination (R^) 23.2%
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Calculated F Statistic (Fcalc) 2.21
Durbin-Watson Statistic 1.64
Summary of Structural Change T esting R esults
The regression equations for the periods 1954-1975 and 1976-1988 are 
contained in the full period (1954-1988) regression equation which includes 
the dummy variable. The dummy variable simply acts as a "switch" enabling 
the full period regression equation to yield the same forecast results as the 
appropriate "partial period" regression equation. In other words, the 
1954-1975 regression equation yields the same result as the full period 
regression equation for any forecast between 1954 and 1975. Likewise, the 
1976-1988 regression equation yields the same result as the full period 
regression equation for any forecast between 1976 and 1988.
This "new", full period econometric model must be tested to determine 
how well it identifies the relationship between the observed data and the 
exogenous variables. The attributes of the "new" econometric model were 
tested using the methods described previously in this chapter.
To summarize, each test passed at the 5% significance level, thus 
yielding confidence in the explanitory power of the model. The statistical 
results for this "new" econometric model were presented on page 44. In 
addition, F critical is 3.01, the Durbin-Watson statistic (D) calculated from 
the regression equation is 1.59, multicollinearity was ruled out, as discussed 
previously, SSR is 382,527,968 and SE is 273.2. This yields a calculated 
Chi-Square value of 0.0343, which seems low. The author has no explanation
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for this low value other than to comment that heteroskedasticity was not 
expected in the time-series data set.
The resulting econometric model is:
C = 4869 -  47.2 • P + 7.57 • Pc + 0.925 • GNP -  866 • DUMMY VARIABLE
Summary of Econom etric M odel Testing
Overall the results of the preceding tests indicate that the resulting 
econometric model is a good model for identifying recent trends in U.S. 
aluminum consumption. The model was found to be a good model for the 
following reasons:
1. T and F-tests support the conclusion that the independent variables 
were valid and appropriate.
2. The results of the specification test indicate that no important 
explanatory variables were omitted.
3. Error terms were found to be homoskedastic.
4. The Durbin-Watson test proved to be inconclusive in determining the 
existence of autocorrelation.
5. Structural change is reasonable and is attributed to a dramatic change 
in the price of oil beginning in 1973.
In conclusion, the model is sound from both economic and a statistical 
perspectives. Perhaps equally important, the model is reasonable and simple. 
Based on these conclusions, it is appropriate to proceed and compare
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econometric model forecasts with time series and trend extrapolation 
forecasts.
Before moving on however, it is important to point out that this 
conclusion of statistical soundness is reached based on the combination of all 
test results. No single test used alone is adequate to yield a conclusion. It is 




FORECASTING WITH THE ECONOMETRIC MODEL
Now that an econometric model has been derived and validated, the next 
step is to use the model to forecast U.S. aluminum consumption patterns.
The derived econometric model is:
C = 4869 - 47.2 • P + 7.57 • Pc + 0.95 • GNP - 866 • DUMMY VARIABLE
Historical data were used for the exogenous variable input 
(P, Pc, and GNP) until 1989. Beginning with 1989 however, forecasted 
exogenous variable values were used. The use of forecasted data as input to a 
forecast process may lead to a decrease in accuracy by introducing a type of 
"weakness" not characteristic of other forecast methods. Even if one assumes 
that the econometric model perfectly explains U.S. aluminum consumption,■'’nmnKiii-i* wiiornwrtfT)! »»muirt rri . it~»w r t n n r i t f *
the econometric forecast may be less accurate (in the future) because input to 
the model is itself a forecast. Excluding a lagged structure, this may be the- ■—     -- n  .................... .—- 1 iiwiiMM»mr#—̂    
b ^ s tw e ja m d o J^ f te ra H Jb re ^  
that the future will resemble the past.
For the purposes of this aluminum consumption econometric model, 
historical data was used as input up until 1989. Beginning in 1989, 
exponentially smoothed, minimum bias forecasts were used as input to the 
econometric model. In practice, one could use any of the previously discussed 
forecasting techniques. The exponentially smoothed, minimum bias forecasts 
were selected because, with the exception of the linear regression forecasts,
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these forecasted exogenous variable values were constant after 1988 for all 
methods. In other words, it didn’t  really make a difference which was chosen.
Both historical data (1954-1988) and forecasts (1989-1998) were used as 
input to the econometric model. This input to the econometric model is 
presented in the following table.
Table 4 - Econometric Model Input
ALUMINUM COPPER
YEAR PRICE PRICE GNP
1954 83.70 112.20 1416.2
1955 88.20 137.10 1494.9
1956 92.50 151.20 1525.6
1957 96.20 103.40 1551.1
1958 90.10 88.60 1539.2
1959 88.50 100.70 1629.1
1960 83.90 *103.60 1665.3
1961 83.10 95.90 1708.7
1962 75.20 96.60 1799.4
1963 71.00 95.10 1873.3
1964 72.90 99.10 1973.3
1965 74.00 104.70 2087.6
1966 71.40 104.50 2208.3
1967 69.40 107.20 2271.4
1968 68.80 111.60 2365.6
1969 67.80 120.40 2423.3
1970 69.00 - 138.60 2416.2
1971 65.30 117.10 2484.8
1972 55.90 110.10 2608.5
1973 50.40 120.00 2744.1
1974 63.00 143.15 2729.3
1975 67.50 108.80 2695.0
1976 71.40 110.30 2826.7
1977 77.30 99.40 2958.6
1978 74.80 92.10 3115.2
1979 77.60 117.30 3192.4
1980 83.50 118.20 3187.1
1981 80.90 89.60 3248.8







1983 74.90 73.60 3279.1
1984 75.20 62.00 3501.4
1985 73.00 60.40 3607.5
1986 71.10 57.90 3713.3
1987 75.50 70.10 3819.6
1988 75.50 98.60 3914.2
FORECAST
1989 75.50 98.60 3914.2
1990 75.50 98.60 3914.2
1991 75.50 98.60 3914.2
1992 75.50 98.60 3914.2
1993 75.50 98.60 3914.2
1994 75.50 98.60 3914.2
1995 75.50 98.60 3914.2
1996 75.50 98.60 3914.2
1997 75.50 98.60 3914.2
1998 75.50 98.60 3914.2
The resulting econometric model based forecast for U.S. aluminum 
consumption is presented in the following table.
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Note that the econometric model-based forecast is invariant (5672.4) and 
while an invariant forecast might seem unreasonable, this may be the best 
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A common problem with evaluating trend extrapolations, time series 
methods and econometric models is that the performance-measuring criteria 
are applied after the fact, to historical data. In other words, the resulting 
"best" forecast is the one that most precisely reproduces past data. In 
practice, it is left for the decision maker to take "a leap of faith" that the 
future will resemble the past. This implies that the "best" method for 
forecasting the past will also the "best" method for forecasting the future.
In general, the use of large data sets (many historical data points) 
increases the precision level of the forecast. For example, each forecast 
method presented yields reasonable results for the short term. In the long 
run (greater than five or ten years) however, each forecast seems to be less 
and less reasonable. Common sense tells us that over time, the constant 
linear trend apparent in each forecast is unreasonable.
While a general linear trend may be present in the historical data, it is 
rare for more than two consecutive data points to have the same value. Yet 
the results of each forecast method presented have either a constant value, or 
continue along a trend at the same incremental pace (after 1988). This leaves 
one with the distinct impression that over time the forecast will be unreliable.
This may lead to the erroneous conclusion that forecasting is not very 
useful. A problem with all forecasting techniques is that it is not possible to 
forecast the random component of the forecast (the error term). Although it
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may seem counterintuitive, these forecasts are reasonable and in fact the best 
we can do.
The amount of error between the forecast and the historical data 
provides measurable criteria by which the forecaster can compare forecast 
quality. The criteria examined in this paper were minimum mean average 
difference (MAD), minimum mean squared error (MSE), and minimum bias. 
These criteria allow the forecaster to determine how "good" the forecast is 
expected to be.
Unfortunately, only after the fact, is the forecaster able to determine 
accuracy. The margin of error (deviation of the forecast from the actual future 
data) however, provides a valuable piece of information which allows the 
forecaster yet another opportunity to fine time the forecast and minimize 
future errors.
The combination of trend extrapolation, time series analysis and 
econometrics increases the probability of minimizing the difference between 
the forecast and the actual future value. The decision maker should keep in 
mind that while a carefully constructed forecast can serve as a basis for 
planning, it is just one piece of information that should be used in the decision 
making process.
The aluminum consumption forecast generated by Holt’s method 
(allowing QSOM to generate the minimum MSE forecast) is the best overall 
aluminum consumption forecast based on the criteria discussed in this text. 
The attributes of this forecast are;
mean average deviation (MAD) = 334.1
mean squared error (MSE) = 214,786
colc&k S  hsbahyC-OLOWSJO SCHOOL of MTOFi
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bias = -55.2 
alpha = 0.25 
beta = 1.0.
This forecast in the author’s opinion, is the best overall forecast, because 
it has the second lowest MAD, the second lowest MSE, and the third lowest 
bias. These were the lowest cumulative attribute values of all forecasts 
examined. A detailed table of forecasts and attributes can be found in 
Appendix B.
It is the author’s opinion that the best forecast for U.S. aluminum 
consumptin (1989 through 1998) results from Holt’s Method (minimum MSE 
as selected by QSOM). The worst forecast for U.S. aluminum consumption 
(1989 through 1998) results from the 10 period moving average technique. 
These "best" and "worst" forecasts are presented as follows.
Table 6 - Best and Worst Forecasts
MOVING HOLT’S
AVERAGE METHOD
YEAR DATA (10) (MIN MSE)
1989   5042 5459
1990   5042 5512
1991   5042 5566
1992   5042 5619
1993   5042 5673
1994   5042 5726
1995   5042 5780
1996   5042 5833
1997   5042 5887
1998   5042 5940
T-4000
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Figure 10 - Best and Worst Forecasts
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Appendix A 
ALUMINUM CONSUMPTION AND THE ALUMINUM 
INDUSTRY 
H istory
Aluminum was named early in the nineteenth century by Sir Humphrey 
Davy (a British chemist). In 1821 large quantities of bauxite were discovered 
at Les Baux, France, and in 1825 the Dane Oersted produced aluminum in his 
laboratory.
The estimated price of aluminum in 1852 was $1200 per kilogram. The 
price dropped to $598 per kilogram in 1854, due to a processing discovery by 
the French scientist Sainte-Claire Deville. Production on a commercial scale, 
beginning in 1858, drove the price down to about $25 per kilogram. In 1886 
when Charles Hall of the United States and Paul Heroult of France, working 
independently discovered a low-cost method of producing aluminum from 
aluminum oxide the price of aluminum was $17 per kilogram.
Their discovery prompted a further price decline. Two years later Karl 
Bayer of Germany developed a comparatively efficient method for extracting 
aluminum oxide from bauxite and the price of aluminum dropped to $11.55 
per kilogram. The important conclusion one draws from this brief history is 
the fact that aluminum price has been strongly tied to technological advances.
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Physical Properties and Aluminum Consumption
Aluminum’s physical characteristics include light weight, high 
strength-to-weight ratio, and high thermal conductivity. Aluminum is 
nontoxic, malleable, nonmagnetic, and possesses 62% of the electrical 
conductivity of copper.
Aluminum is an industrial material whose primary substitutes are 
copper, plastic, and steel. Aluminum begins as an ore, for the most part 
bauxite; but there are many other ores out of which aluminum can be 
manufactured. Some of the most common are launder, kaolinite, illite, 
dawsonite, and anorthosite.
The main reason for aluminum’s importance is not just its usability but 
also the sheer amount of it available in ore form. Unlike the ores of copper, 
the ores of aluminum are fairly dense in the earth’s crust, and are more often 
found in concentrations suitable for exploitation than copper ore. This is 
important to remember when building and evaluating econometric models 
because copper is recognized as the major industrial substitute for aluminum.
The transportation industry comprises the largest market for aluminum 
metal. End products include, automobiles, ships, aircraft, rockets and 
satellites.
Another large market for aluminum is the building and construction 
industry. The main uses of aluminum in these industries are doors, windows 
and frames, gutters, house fittings, and fixtures in general. Aluminum is 
used in these areas because of its homogeneity (as compared, for example, to 
wood), its water repellent, its adaptability to precision fitting of parts, and its 
esthetic qualities.
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Many applications in the electrical equipment sector place aluminum in 
direct competition with copper. The low weight of aluminum relative to 
copper makes it particularly suitable for high-tension transmission lines. The 
relatively high price of copper during the period 1967 -1972 was behind 
aluminum’s success in this field.
These many uses for aluminum indicate that the demand for aluminum 
is a derived demand. That is, the demand for aluminum is derived from the 
demand for the finished products which contain aluminum. This 
characteristic is important to remember when developing an econometric 
model.
Competitive Market Forces
Aluminum faces competition from other materials including copper, 
plastic, and steel. Changes in end product markets (derived demand), and 
shifts in national incomes, industrial production and product mix of final 
goods affect the demand for aluminum and competing materials.
The energy shocks of 1973 and 1979 triggered significant changes 
throughout the world economy by affecting the price of electricity generation. 
These events dramatically altered the international competitiveness of 
industries whose production processes required large amounts of electricity.
Aluminum smeltering is an energy intensive process, and therefore a 
large industrial user of electrical power. Oil is an alternative fuel source for 
aluminum smelting. Because of the relationship between oil prices and the 
costs of supplying electrical power, structural change which could be related 
to the oil shocks of 1973 and 1982 will be examined.
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Characteristics of Aluminum Demand
First, aluminum consumption varies because of manufacturers’ shifts 
from one industrial material to another. These transfers usually require 
product or production process modification requiring capital expenditures.
In the short run, aluminum’s price elasticity of demand is very low. That 
is, there is only a relatively small change in the demand when there is 
anything except a very large increase or decrease in price. The existence of 
substantial transfer costs in the switch from one metal to another indicates 
buyers will respond only to long-run price changes. Consequently, a switch 
between metals is not grealy influenced by short-run price variations and 
short-run demand for aluminum is price inelastic.
Second, the long-run demand for aluminum is relatively price elastic 
because technically and economically feasible substitutes for most 
manufacturing applications exist.
Third, adopting new applications for aluminum involves considerable 
uncertainty about consumer acceptance. To overcome these uncertainties, the 
price required to create new applications usually must be much lower than 














ALUMINUM CONSUMPTION FORECASTS 
Table 7 - Aluminum Consumption Forecasts
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