We consider a system of delay differential equations (DDEs) with linear decay and nonlinear delayed negative feedback that are coupled through their nonlinear term. We allow for a general coupling structure and only require that the coupling matrix satisfy a row sum condition. We show that existence and uniqueness of a slowly oscillating periodic solution (SOPS) of the corresponding one-dimensional DDE implies existence and uniqueness of a synchronous SOPS of the coupled system of DDEs. However, stability of the one-dimensional SOPS does not necessarily imply stability of the synchronous SOPS. In this work we obtain an explicit formula, depending only on the spectrum of the coupling matrix, the strength of the linear decay and the value of the nonlinear negative feedback function at the infinities, that determines the stability of the synchronous SOPS in the asymptotic regime where the nonlinear term is heavily weighted. The approach is to estimate the Floquet multipliers associated with the orbit of the synchronous SOPS in the aforementioned asymptotic regime. The proof involves establishing limits for a family of monodromy-type operators that are associated with the one-dimensional SOPS. We illustrate our results with examples of systems of DDEs with mean-field coupling and systems of DDEs arranged in a ring.
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Overview. In this paper we study a system of delay differential equations (DDEs) with linear decay and nonlinear delayed negative feedback that are coupled through their nonlinear delay term. Specifically, for n ≥ 2 consider the n-dimensional system of coupled DDEs (1.1)ẋ j (t) = −αx j (t) + β n k=1 G jk f (x k (t − 1)), j = 1, . . . , n, t > 0.
Here x 1 , . . . , x n are real-valued continuous functions on [−1, ∞) that are continuously differentiable on (0, ∞),ẋ j (t) denotes the first derivative of x j (·) at t > 0, α ≥ 0, β > 0, G = (G jk ) is an n × n real-valued matrix with possibly negative entries, and f is a continuous real-valued function on (−∞, ∞) satisfying a negative feedback condition. The system (1.1) can be viewed as a coupled version of the following one-dimensional DDE:
Here x is a real-valued continuous function on [−1, ∞) that is continuously differentiable on (0, ∞),ẋ(t) denote the first derivative of x(·) at t > 0, and α, β and f are as in (1.1) . We refer to (1.1) as an n-dimensional coupled DDE associated with (α, β, f, G) and we refer to (1. 2) as a one-dimensional DDE associated with (α, β, f ). The form of the coupled system (1.1) is inspired by models of neuronal networks where the spatial distribution of neurons can result in propagation delays [3, 32] , as well as in artificial neural networks where processing times lead to delays [1, 23, 31] . We are also motivated by the study of gene regulatory networks or physiological control systems where lengthy transcription or production processes lead to signaling delays (see, e.g., [22, 24] as well as Remark 2.14 below). In these applications it is often of interest to understand synchronous oscillatory behavior, either because it is important for the well functioning of the system or because it represents a systemic failure.
It is well known that delayed negative feedback can lead to oscillatory behavior in a onedimensional system, and there is a sizable literature devoted to the study of existence, uniqueness and stability of slowly oscillating periodic solutions (SOPS) of the one-dimensional DDE (1. 2) when f satisfies a negative feedback condition (see [29] and the references therein). Here "slowly oscillating" refers to the fact that the solution oscillates about the equilibrium point (at zero) and the time spent above/below the equilibrium point per oscillation is greater than the delay length, which is normalized to be one in (1.1) and (1.2) . (See Remark 2.13 for a time-change argument that generalizes our equations to a class of systems with delay equal to β.) Throughout most of this work we impose a condition on f (see Assumption 2.7 below) under which Xie [34] proved uniqueness and stability of an SOPS of the one-dimensional DDE (1.2) for β sufficiently large. Assuming the coupling matrix G has row sums equal to one, it is readily verified that existence and uniqueness of an SOPS p of the one-dimensional SOPS implies existence and uniqueness of a synchronous SOPS of the coupled DDE (1.1) -namely, p = (p, . . . , p) T , where the superscript "T " denotes the transpose operation and "synchronous" refers to the fact that the components of the vector-valued function p are all equal.
The main focus of this work is on conditions for stability of a synchronous SOPS. Our approach is to estimate the Floquet multipliers associated with the orbit of the synchronous SOPS. Our first result, Theorem 3.3, states that the Floquet multipliers associated with the orbit of the synchronous SOPS can be expressed in terms of the spectra of a family of monodromy-type operators {M λ }, indexed by λ in the spectrum of the coupling matrix G, associated with following parameterized family of (complex) variational-type equations about the SOPS p of the onedimensional DDE:
(1.3)ẏ(t) = −αy(t) + λβf (p(t − 1))y(t − 1).
We refer to (1. 3) as a generalized variational equation and we refer to M λ as a generalized monodromy operator. (A precise definition of M λ is given in section 3.1 below.) In this way the analysis of stability of the synchronous SOPS is reduced to an analysis of the one-dimensional generalized variational equation (1.3) . The theorem is in the spirit of works on the so-called master stability function (MSF). The MSF was first introduced by Pecora and Carroll [25] for studying synchronization of coupled systems of ordinary differential equations, and later generalized by Flunkert et al. [9, 10] and others for studying systems of differential equations with coupling delays. The general approach was also used in [4, 13, 14] for systems similar to ours, but with a specified coupling structure. The proof of Theorem 3.3 is given in section 5.
Our subsequent main results provide estimates on the spectrum of M λ , for λ ∈ C, in the asymptotic regime where β → ∞. The first of these results, Theorem 3.4, states that the dominant eigenvalue of M λ converges, as β → ∞, to ν (λ) uniformly over λ in compact sets, where ν (λ) is a quadratic function of λ given in terms of a simple formula that depends only on α and the values of f at plus and minus infinity, see (3.7) below, and the " " notation is used to distinguish objects that are associated with the limiting regime β → ∞. Interestingly, the level sets of ν , which play an important role in determining the stability of the synchronous SOPS, are Ovals of Cassini. These are classical curves which include the Leminscate of Bernoulli as a special case (see Remark 3.6) . The proof of Theorem 3.4, which is carried out in sections 6.1-6.4, involves proving convergence, as β → ∞, of solutions to the generalized variational equation (1.3) . One of the principal challenges in proving the convergence of solutions to (1. 3) is that the term βf (p(t − 1)) appearing in (1.3) does not have a functional limit. In order to identify the correct limit for solutions of (1.3), it is advantageous to instead view βf (p(t − 1))dt as a measure on the real line. In section 6.2 we identify the correct limiting measure and in section 6.3 we prove that solutions of (1.3) converge in an appropriate sense, as β → ∞, to the solution of the limiting generalized variational equation, which is introduced in (6.35) below. Difficulties arise because the limiting measure contains atoms and so care needs to be taken to both select the correct topology under which the measures converge, and to prove convergence of the measures (see Remark 6.3 below for more on the convergence of the measures).
Theorem 3.4 is useful for establishing stability or instability of synchronous SOPS associated with families of coupling matrices for which |ν (λ)| is bounded away from one, where λ ranges over the spectra of the family of coupling matrices (excluding one in the case that one is a simple eigenvalue of each coupling matrix). However, for some families of coupling matrices that are of interest, the value of |ν (λ)| can be infinitesimally close to one as λ ranges over the spectra of the matrices. For example, given an n × n coupling matrix G, consider the family of coupling matrices {ηG + (1 − η)I n , η ∈ [0, 1)}, where I n denotes the n × n identity matrix. When η is small we say the system is weakly coupled, and the analysis of weakly coupled oscillators is of interest in applications [2] . As η → 0, the spectrum of ηG + (1 − η)I n converges (in the Hausdorff metric) to one and ν (1) = 1, so Theorem 3.4 cannot be applied to analyze the stability of the system for η infinitesimally close to zero. A similar challenge arises when α = 0 and I n is replaced by J n , where J n is the n × n matrix with 1 n in each entry. In this case, when η is small we say the system is near mean field coupled. As η → 0, the spectrum of ηG + (1 − η)J n converges to zero and ν (0) = 1 (provided α = 0), so again, Theorem 3.4 cannot be applied to analyze the stability of the system for η infinitesimally close to zero. We address these two cases in our main results, Theorems 3.11 and 3.15, which are proved in sections 6.5-6.8. The approach is to show that the dominant eigenvalues of the monodromy operators M λ are holomorphic in λ and their derivatives converge to the derivative of ν (·) as β → ∞. Since the derivative of ν (·) can be explicitly computed, this allows us to estimate the dominant eigenvalue of M λ when λ is infinitesimally close to one and, in the case α = 0, when λ is infinitesimally close to zero.
Related work.
There is considerable literature on stability of synchronous oscillatory periodic solutions of coupled systems of DDEs. The first class of related work is on systems of three coupled oscillators. The works [14, 33] employ the theory of symmetric local Hopf bifurcation (see, e.g., [31] ) to study pattern formations that arise under different coupling strengths. The next class considers systems of DDEs arranged in a ring. In [4] Chen, Huang and Wu show that the synchronous SOPS is unstable when either n is even or n is odd and sufficiently large. As part of a more general analysis, the works [12, 13] prove similar results when allowing for a more general non-linear feedback structure. The main difference between our work and these is that we allow for a much more general coupling structure (possibly asymmetric), but our results only hold in the asymptotic regime β → ∞.
The next body of related work allows for a general coupling structure and uses the MSF to characterize the stability of the coupled system [5, 7, 9, 10, 18, 26] . Of particular interest, Flunkert et al. [10] and Sieber et al. [26] consider a system of multidimensional periodic oscillators and allow for a general class of nonlinear feedback as well as a general coupling structure with delayed coupling. They show that the Floquet multipliers of the synchronous oscillating periodic solution can be expressed in terms of the spectra of monodromy-type maps associated with a single system, which is an approach that we adopt here. The main difference between their work and ours is that they consider a limiting regime where the coupling delay significantly exceeds the period of oscillation, which is relevant in the context optical networks. They show that if the eigenvalues of the coupling matrix lie in a complex disc centered at the origin, then for sufficiently large delays, the synchronous oscillating periodic solution is stable. This is in contrast to our work, where region of the complex plane in which the eigenvalues of the coupling matrix must lie in order for the synchronous SOPS to be stable is not necessarily convex or even connected, let alone symmetric about the origin (see section 3.2 below).
Finally we mention the work of Campbell and Wang [2, 30] on stability of synchronous periodic solutions in the case of circulant coupling and when the nonlinear term in (1.1) is discounted by a small parameter ε > 0. They approximate their system with a phase coupled model, which is in contrast to our amplitude coupled system. They obtain simple criteria for the stability of synchronous oscillatory periodic solutions, which are independent of the size of the system. 1.3. Outline. After introducing some commonly used notation, the remainder of this work is organized as follows. In section 2 we define a solution of the one-dimensional DDE, review prior results on existence, uniqueness and stability of SOPS for the one-dimensional SOPS, and define a solution the coupled DDE. In section 3 we state our main results on stability of synchronous SOPS. In section 4 we illustrate our results with examples of coupled systems of DDEs. As mentioned above, the proofs of our main results are given in sections 5 and 6. The appendix contains the proofs of some auxiliary results that rely on a functional analysis theorem from [35] .
1.4. Notation. In this section we collect some commonly used notation. Let N = {1, 2, . . . } denote the natural numbers, Z = {. . . , −1, 0, 1, . . . } denote the integers, R = (−∞, ∞) denote the real line, R + = [0, ∞) denote the non-negative axis and C = {r + is : r, s ∈ R} denote the complex plane, where i = √ −1. For r, s ∈ R let r ∨ s = max(r, s) and r ∧ s = min(r, s). For z = r + si ∈ C let Re z = r denote the real part of z, Im z = s denote the imaginary part of z and |z| = √ r 2 + s 2 denote the modulus of z. For z ∈ C and r > 0 let B(z, r) = {z ∈ C : |z − z| < r} denote the open ball of radius r in C centered at z. When z = 0 and r = 1 we use the abbreviation B = B(0, 1). For a set Z ⊂ C, let Z • denote its interior, Z denote its closure and ∂Z = Z \ Z • denote its boundary. Let 1 Z (·) denote the indicator function on Z such that 1 Z (z) is equal to one if z ∈ Z and zero otherwise. For sets Y, Z ⊂ C the Hausdorff distance between Y and Z is defined by
For r ∈ R let (1.5) C <r = {z ∈ C : Re z < r} and C >r = {z ∈ C : Re z > r}.
Recall that given a complex Banach space X and an open set A in C, a function g : A → X is called holomorphic on A if the following limit holds:
where the limit is over any sequence {h n } ∞ n=1 in C that converges to zero as n → ∞. For an integer n ≥ 2, let R n denote n-dimensional Euclidean space and C n denote ndimensional complex space. We use bold typeface for vectors in R n and C n . Given a column vector v in R n or C n , let v T denote its transpose and let v j denote its jth component, for j = 1, . . . , n. Let R n + = {v ∈ R n : v j ≥ 0, j = 1, . . . , n} denote the non-negative orthant in R n . Let 1 n = (1, . . . , 1) T denote the column vector in R n + whose entries all equal one. We let R n×n denote the set of n × n real-valued matrices and R n×n + denote the subset of n × n matrices with non-negative entries. Given a matrix H ∈ R n×n , we let H jk denote the (j, k)th entry of H, for j, k = 1, . . . , n. Let I n denote the n × n identity matrix and let J n denote the n × n matrix whose entires are all equal to 1/n, i.e., (1.6) J jk n = 1 n , j, k = 1, . . . , n.
We abbreviate "such that" with "s.t.".
1.4.1. Function spaces. Given an interval E ⊂ R and a metric space F let D(E, F) denote the set of functions from E to F that are right continuous and have finite left limits. Let C(E, F) denote the subset of continuous functions in D(E, F), and let C c (E, F) denote the subset of functions with compact support in C(E, F). When E is an interval in R, we equip D(E, F) and its subsets with the topology of uniform convergence on compact subsets of E. When E = [−1, 0], we use the abbreviated notation
If F is a Banach space, then (D(F), · [−1,0] ) and (C(F), · [−1,0] ) are also Banach spaces. The following definitions are stated for F ∈ {R, C}. We use bold typeface for F n -valued functions.
Given an interval I ⊂ R a function x ∈ C(I, F) (resp. x ∈ C(I, F n )) and t ∈ I such that x (resp. x) is differentiable at t, we letẋ(t) (resp.ẋ(t)) denote the derivative of x (resp. x) at t. We let L 1 (R) denote the Banach space of Lebesgue integrable functions g : R → R with finite L 1 -norm:
where functions that are almost everywhere equal are identified. We let L ∞ (R) denote the Banach space of Lebesgue measurable functions g : R → R that have finite L ∞ -norm:
where functions that are almost everywhere equal are identified.
1.4.2.
Bounded and compact linear operators. Given Banach spaces (X, · X ) and (Y, · Y ), let B(X, Y ) denote the vector space of continuous linear operators from X to Y equipped with the operator norm
Let B 0 (X, Y ) denote the subset of compact linear operators in B(X, Y ). When Y = X, we use the abbreviations B(X) = B(X, X) and B 0 (X) = B 0 (X, X). We let I X denote the identity operator in B(X). For A ∈ B(X) let σ(A) denote the spectrum of A in C.
For A ∈ B 0 (X) let ρ(A) = sup{|z| : z ∈ σ(A)} < ∞ denote the spectral radius of A. Recall that σ(A) is at most countably infinite, every element z ∈ σ(A) \ {0} is an eigenvalue of A and σ(A) \ {0} does not contain any accumulation points. In addition, an eigenvalue
Recall that σ(·) is a continuous function from B 0 (X) to 
For a Banach space X over C let X * = B(X, C) denote the dual of X equipped with the operator norm. For A ∈ B 0 (X), let A * ∈ B 0 (X * ) denote the the conjugate of A. Then σ(A) = σ(A * ) and m A (λ) = m A * (λ) for all λ ∈ C.
Synchronous slowly oscillating periodic solutions
Throughout this section we fix α ≥ 0, β > 0 and a continuous function f : R → R.
2.1. SOPS of the one-dimensional DDE. In this section we define a solution of the onedimensional DDE (1.2) as well as an SOPS of the DDE. We recall conditions on f under which there exists an SOPS of the DDE and further conditions under which the SOPS is unique and linearly stable.
x is continuously differentiable on (0, ∞) and satisfies (1.2).
Remark 2.2. Throughout this work we assume that for each φ ∈ C(R) there exists a unique solution of the DDE (1.2) associated with (α, β, f ) starting at φ, which we denote by x(φ). We do not prescribe further conditions on f other than continuity; however, we note that under Assumption 2.7 below, which holds throughout section 3 where we state our main results, f is uniformly Lipschitz continuous and it follows from [17, Chapter 2, Theorem 2.3] that for each φ ∈ C(R) there exists a unique solution of the DDE (1.2) associated with (α, β, f ).
We say ω is the minimal period if p is not periodic with periodω for anỹ ω ∈ (0, ω). Given a periodic solution p, we define its orbit
There have been many contributions providing conditions under which there exist SOPS (see the discussion in [8, Chapter XV.9]). The following is a sufficient condition for existence of an SOPS that was used, for example, in [15] . Let θ 0 ∈ ( π 2 , π) denote the solution to θ 0 + α tan θ 0 = 0 if α > 0 and set θ 0 = π 2 if α = 0. Define
If β > β 0 , then (2.2) has a solution λ ∈ C with positive real part, and non-zero solutions of (2.1) exhibit sustained oscillations about zero (see, e.g., [15, Theorem 1] (2.4)ẏ(t) = −αy(t) + βf (p(t − 1))y(t − 1).
Define the monodromy operator M : C(C) → C(C) associated with p by
where y(ψ) denotes the unique solution of (2.4) with initial condition y 0 (ψ) = ψ. Then M is a compact linear operator, i.e., M ∈ B 0 (C(C)) (see, e.g., [ Definition 2.6. We say an SOPS is linearly stable if one is a simple Floquet multiplier of its orbit and all other Floquet multipliers of its orbit all have modulus less than one. We say an SOPS is linearly unstable if its orbit has an associated Floquet multiplier with modulus greater than one.
Linear stability of an SOPS implies that it is asymptotically stable with an asymptotic phase and linear instability of an SOPS implies that it is unstable (see [16, Chapter 10] or Remark 3.2 below where we state the precise implication in the multidimensional setting). In [34] Xie showed that under the following condition, for sufficiently large β, any SOPS is unique and linearly stable. We close this section with the following theorem on uniqueness and stability of an SOPS. . , x n ) T ∈ C([−1, ∞), R n ) is a solution of the ndimensional coupled DDE associated with (α, β, f, G) if x is continuously differentiable on (0, ∞) and satisfies (1.1) for each j = 1, . . . , n and t > 0.
Remark 2.11. Let f : R n → R n denote the function defined by f (ξ) = (f (ξ 1 ), . . . , f (ξ n )) T , we can write (1.1) in vector-matrix notation as follows: Throughout this work we consider the DDE (1.1) where the delay is normalized to one, the coupling matrix G is outside of the nonlinearity, and functions f satisfy a negative feedback condition about zero. However, solutions of (1.1) correspond to solutions of a broader class of DDEs via space and time transformations, which we describe in the following three remarks.
Remark 2.13 (General delay lengths). Our results are relevant to a large class of DDEs with delays β > 0. Given a coupled DDE with delay β > 0 and linear feedback term that is proportional to β −1 , i.e., (2.6)ż(t) = −αβ −1 z(t) + Gf (z(t − β)), it follows from a standard time change argument that solutions of (2.6) are in one-to-one correspondence with solutions of (1.1). In particular, x is a solution of (1.1) if and only if z ∈ C([−β, ∞), R n ), defined by z(t) = x(β −1 t) for all t ≥ −β, satisfies (2.6) for all t > 0.
Remark 2.14 (Non-negative step-function type nonlinearity). In biological models of gene regulation or physiological control systems, delays are often present due to lengthy transcription and production processes [22, 24] . As an example of a gene regulatory system, consider the following one-dimensional DDE with delayed negative feedback:
Here z denotes the concentration of a protein X, the linear term denotes first order decay of X and the nonlinear term denotes production of X subject to delayed feedback. In (2.7) we assume that h β : R + → R + is continuous and close to a step function in the sense that h β converges pointwise to a step function h s as β → ∞, where h s (ξ) is equal to a positive constant when ξ is below a threshold ξ 0 and h s (ξ) is zero when ξ is greater than ξ 0 . This represents that the gene regulating the concentration of the protein X is either "on" (when the protein concentration is below ξ 0 ) or "off" (when the protein concentration is above ξ 0 ). Observe that h β is a non-negative function and therefore the form of (2.7) ensures that solutions with non-negative initial conditions will remain non-negative for all time, and thus respect the natural non-negativity constraint for concentrations of proteins. (For further discussion on DDEs with non-negative solutions, see [27, section 3.2] and [21] .) Since h β is non-negative, it does not satisfy the assumptions we impose in this work. However, in the following we explain how solutions to coupled version of (2.7) with certain nonlinearities h β can be transformed to solutions of the coupled DDE (1.1).
Let α > 0. Suppose g : R + → R + is continuous, non-increasing, continuously differentiable on (0, ∞) and satisfies g(0) = c > 0, g (0) = 0, lim ξ→∞ g(ξ) = 0, ∞ 0 |g (ξ)|dξ < ∞ and ξ |g (ξ)| → 0 as ξ → ∞. Since α > 0 there is a unique point ξ 0 > 0 such that αξ 0 = g(ξ 0 ), and we assume that αξ 0 < c. Now for β > 0, define the function h β : R + → R + by h β (ξ) = g(max{ξ 0 + β(ξ − ξ 0 ), 0}) for all ξ ≥ 0. Then h 1 = g and h β converges pointwise to the step function h s : R + → R + as β → ∞, where h s is defined by h s (ξ) = c for 0 ≤ ξ < ξ 0 , h s (ξ 0 ) = αξ 0 and h s (ξ) = 0 for ξ > ξ 0 . Given G ∈ R n×n satisfying G1 n = 1 n (i.e., its row sums equal one) consider the coupled DDE
where h β (ξ) = (h β (ξ 1 ), . . . , h β (ξ n )) T for ξ = (ξ 1 , . . . , ξ n ) T ∈ R n + . Define the continuous function f : R → R by f (ξ) = g(max{ξ 0 + ξ, 0}) − αξ 0 . Then f satisfies Assumption 2.7 with a = αξ 0 > 0 and b = c − αξ 0 > 0. It follows that z ∈ C([−1, ∞), R n + ) satisfies (2.8) for all t > 0 if and only if x, defined by x j (t) = β(z j (t) − ξ 0 ) for j = 1, . . . , n and t ≥ −1, is a solution to the coupled DDE (1.1) associated with (α, β, f, G). 
Then x = Gz is a solution of the coupled (1.1) associated with (α, β, f, G). On the other hand, if G is invertible and x is a solution of the coupled (1.1) associated with (α, β, f, G), then z = G −1 x satisfies (2.9).
2.3.
Existence and uniqueness of synchronous SOPS. In this section we define a synchronous SOPS and show that if the coupling matrix satisfies a row sum condition, then existence and uniqueness of a synchronous SOPS follows from existence and uniqueness of the one-dimensional SOPS. We first define a synchronous solution of the n-dimensional coupled DDE.
Definition 2.16. A solution x = (x 1 , . . . , x n ) T of the n-dimensional coupled DDE associated with (α, β, f, G) is called synchronous if x 1 (t) = · · · = x n (t) for all t ≥ −1.
Let G n denote the subset of real-valued n × n matrices whose row sums are all equal to one; that is, (2.10) G n = H ∈ R n×n : H1 n = 1 n . The next lemma follows from a straightforward verification, so we state the result without proof. We can now define a synchronous SOPS of the coupled DDE, which is the focus of this work. Definition 2.18. A solution p of the coupled DDE (1.1) associated with (α, β, f, G) is called a synchronous SOPS if p = p1 n and p is an SOPS of the one-dimensional DDE (1.2) associated with (α, β, f ). Given a synchronous SOPS we define its orbit
We say a synchronous SOPS p is (orbitally) unique if O p = Op for any other synchronous SOPS p.
We close this section with the following theorem which provides conditions for existence and uniqueness of synchronous SOPS.
Moreover, suppose f also satisfies Assumption 2.7 and β 1 ≥ β 0 is as in Theorem 2.9. If β > β 1 then the synchronous SOPS is unique.
Proof. The theorem is an immediate consequence of Lemma 2.17 and Theorems 2.5 and 2.9.
Stability of synchronous SOPS
Here we state our main results on the stability of a synchronous SOPS. First, in section 3.1, we show that the stability of the synchronous SOPS is determined by certain "generalized Floquet multipliers" of the orbit of the one-dimensional SOPS. In this way the problem of determining stability of a synchronous SOPS is reduced to analyzing one-dimensional generalized variational equations about the SOPS, which we do in the subsequent sections for the asymptotic regime where β approaches to infinity. In Theorem 3.4 of section 3.2 we describe the limits of the generalized Floquet multipliers as β → ∞. In particular, their limit can be expressed in terms of a simple formula (see (3.7) below) that depends only on α and the values of f at plus/minus infinity. While Theorem 3.4 addresses stability when the spectrum of the coupling matrix σ(G) is bounded away from one and, in the case α = 0, zero; it does not address stability when σ(G) is infinitesimally close to one or, in the case α = 0, zero. These cases are addressed in sections 3.3 and 3.4.
3.1.
Generalized Floquet multipliers of the one-dimensional SOPS and stability of the synchronous SOPS. Let p = p1 n be a synchronous SOPS with period ω > 2 (see Definition 2.18). Linearizing the n-dimensional coupled DDE (1.1) about p yields the n-dimensional variational equation
Define the monodromy operator M : C(C n ) → C(C n ) associated with p by
where y = y(ψ) = (y 1 (ψ), . . . , y n (ψ)) T denotes the unique function in C([−1, ∞), C n ) that satisfies y 0 = ψ, is continuously differentiable on (0, ∞) and satisfies (3.1) for all t > 0. Then, analogous to the one-dimensional setting, M ∈ B 0 (C(R n )), 1 is an eigenvalue of M with associated eigenvectorṗ 0 , the elements of σ(M) are invariant under time-translations of p, and we refer to the non-zero elements of σ(M) as Floquet multipliers of the orbit O p . We say µ is a simple Floquet multiplier of the orbit O p if µ is a simple eigenvalue of M.
Definition 3.1. We say a synchronous SOPS is linearly stable if one is a simple Floquet multiplier and all other Floquet multipliers are have modulus less than one. We say a synchronous SOPS is linearly unstable if it has a Floquet multiplier with modulus greater than one. 
On the other hand, if a synchronous SOPS is linearly unstable then its orbit is unstable, i.e., there exists ε > 0 such that for each η
Recall the family of one-dimensional generalized variational equations about p, parameterized by λ ∈ C, defined in (1.3). For λ ∈ C and ψ ∈ C(C) let y = y(λ, ψ) denote the unique function in 
Consequently, the following hold:
The proof of Theorem 3.3 is given in section 5, where a more general class of DDEs is considered. It follows from Theorem 3.3 that the subsets S and U of C, defined by
are important for determining if the synchronous SOPS is linearly stable or unstable. Specifically, for a given coupling matrix G ∈ G n , if σ −1 (G) ⊂ S then the synchronous SOPS is linearly stable, and if σ(G) ∩ U = ∅ then the synchronous SOPS is linearly unstable. In the next sections we state our main estimates for the sets S and U that hold when β is large.
3.2.
Limits of the generalized Floquet multipliers. In this section we obtain limits for the generalized Floquet multipliers as β → ∞, which imply estimates for the sets S and U defined in (3.5) when β is large. To this end, given α ≥ 0 and f satisfying Assumption 2.7, define
and define the holomorphic function ν : C → C by
The constant ν (λ) is the unique non-zero limit, as β → ∞, of the spectrum M λ . Throughout this work we use the diamond symbol " " to indicate an object is associated with the limiting regime β → ∞. The following theorem states that, as β approaches infinity, the spectrum of M λ converges to {0, ν (λ)} in the Hausdorff metric, defined in (1.4), uniformly over λ in compact sets. 
The proof of Theorem 3.4 is given in section 6.4. For δ ∈ [0, 1) define
When δ = 0 we use the abbreviations S = S (0) and U = U (0). The following corollary is an immediate consequence of Theorems 3.3 and 3.4. Corollary 3.5. Suppose α ≥ 0 and f satisfies Assumption 2.7. Let δ > 0, K be a compact subset of C and β 2 ≥ β 1 be as in Theorem 3.4. If β > β 2 then the following hold:
(i) Given n ≥ 2 and G ∈ G n such that σ −1 (G) ⊂ S (δ) ∩ K, the unique synchronous SOPS of the n-dimensional coupled DDE associated with (α, β, f, G) is linearly stable. (ii) Given n ≥ 2 and G ∈ G n such that σ(G) ∩ U (δ) ∩ K = ∅, the unique synchronous SOPS of the n-dimensional coupled DDE associated with (α, β, f, G) is linearly unstable.
In Remark 3.6 we describe the shape of the sets S (δ) and U (δ) in the complex plane and in Figure 2 (a) below we depict the sets in the case α = 0, 1 = 0.16, 2 = 0.84 and δ = 0.05. 
and has shape determined by the magnitude of ζ(ξ 1 , ξ 2 , r), where ζ : Ξ → R + is defined by
, (ξ 1 , ξ 2 , r) ∈ Ξ. Table 1 . Descriptions of ∂Γ(ξ 1 , ξ 2 , r) for different values of ζ(ξ 1 , ξ 2 , r), where Γ(ξ 1 , ξ 2 , r) is the set defined in (3.11) and ζ is the function defined in (3.12) .
Oval with foci at ξ 1 and ξ 2 (1/2,1)
. Here α = 1/8 is fixed and 1 , 2 are defined as in (3.6) for varying a, b > 0.
In Table 1 we describe the shape of ∂Γ(ξ 1 , ξ 2 , r) for ζ(ξ 1 , ξ 2 , r) in different intervals of R + . In Figure 1 we plot examples of Ovals of Cassini ∂Γ( 1 , 2 , 1) for different values of ζ( 1 , 2 , 1) ∈ R + .
In the remainder of this section we state three lemmas that provide further insight about the sets S (δ) and U (δ). The first lemma describes the stable set S (δ) as α approaches infinity. 
The next lemma states that the parameters α, 1 and 2 can be chosen so that U (δ) contains the complex plane minus small balls around zero and one.
Without loss of generality we can assume that 1 ≤ 2 so
The final lemma describes balls centered at 1 or 2 that are contained in S , and a ball centered at κ 0 whose complement is contained in U .
Lemma 3.9. Suppose α ≥ 0 and f satisfies Assumption 2.7. Then the following hold: Proof. Proof of Lemma 3.9: Without loss of generality we assume 1 ≥ 2 so thatr = 1 − 1 .
We first prove (i). Suppose λ ∈ B( 1 , 1 − 1 ). Then by (3.7),
, then a similar calculation shows that |ν (λ)| < 1, so (i) holds. Now we prove (ii). Suppose λ ∈ B(κ 0 , 1 − κ 0 ). Then by (3.7) and the fact that
This proves (ii).
3.3.
Estimates for the generalized Floquet multipliers when λ is near 1. Note that because ν (1) = 1 and ν (·) is continuous, for δ > 0, both S (δ) and U (δ) are bounded away from 1, and so Theorem 3.4 does not address whether points infinitesimally close to 1 in the complex plane are contained in S or U, in the case that β is large but fixed. The following result shows that 1 lies in the boundary of both sets S and U. Recall the open half planes C <1 and C >1 defined in (1.5) with r = 1. 
Remark 3.12. The sets A <1 and A >1 are explicitly constructed in (6.73)-(6.74) of the proof. In Figure 2 (c) we depict the sets A <1 and A >1 in the case that α = 0, 1 = 0.16 and 2 = 0.84.
The proof of Theorem 3.11 is given in section 6.7. In the following corollary we use parts (i) and (ii) of Theorem 3.11 to characterize whether, for H ∈ G n , the eigenvalues of the coupling matrix (1 − η)I n + ηH lie in A <1 or A >1 for η sufficiently small. . Then the following hold:
This proves part (ii) 3.4. Estimates for the generalized Floquet multipliers when λ is near 0. In this section we consider the spectrum of M λ for λ near zero. Note that
We consider the cases α > 0 and α = 0 separately. When α > 0, ν (0) ∈ (0, 1) and we have the following corollary of Theorem 3.4.
When α = 0, we have ν (0) = 1 and the above corollary cannot be applied to obtain a neighborhood of zero contained in S. In fact, every neighborhood of zero intersects both S and U, as shown in our third main stability result. For the following theorem recall the open half planes C <0 and C >0 defined in (1.5) with r = 0. 
Remark 3.16. The sets A >0 and A <0 are explicitly constructed in (6.80)-(6.81). In Figure 2 (b) we depict the sets A >0 and A <0 in the case that α = 0, 1 = 0.16 and 2 = 0.84.
The proof of Theorem 3.15 is given in section 6.8. Recall the matrix J n defined in (1.6). In the following corollary we use parts (i) and (ii) of Theorem 3.11 to characterize whether, for H ∈ G n , the eigenvalues of the coupling matrix (1 − η)J n + ηH lie in A <0 or A >0 for η sufficiently small. 
Then the following hold:
The proof of Corollary 3.17 relies on the following lemma whose proof is deferred to Appendix A. 
Examples of coupled systems
In this section we illustrate our main results with examples of coupled systems of DDEs (1.1). In section 4.1 we characterize the stability of the synchronous SOPS when the spectrum of the coupling matrix is contained in the interval [0, 1]. This result is used in applied to systems of DDEs with mean-field coupling in section 4.2. In section 4.3 we apply our main results to systems of DDEs arranged in a ring.
Recall the definition of κ 0 ∈ (0, 1] from (3.13) and define ∆ ∈ R by
4.1.
Coupling matrices with spectra in [0, 1]. The following corollary of Theorems 3.4, 3.11 and 3.15 is useful for characterizing the stability of a synchronous SOPS whose coupling matrix G has spectrum contained in the interval [0, 1]; for example, if G is non-negative definite with spectral radius one. We use this result in the next section to characterize the stability of synchronous SOPS of coupled DDEs with "mean field coupling". 
On the other hand, suppose ∆ > 0. Then the following hold:
The sets S (δ) and U (δ).
(b) The sets A<0 and A>0.
(c) The sets A<1 and A>1. Figure 2 . The sets S (δ) (blue), U (δ) (dark green), A <0 (gray), A >0 (orange), A <1 (light green) and A >1 (yellow) defined in (3.9), (3.10), (6.81), (6.80), (6.73) and (6.74), respectively, with α = 0, 1 = 0.84, 2 = 0.16 and δ = 0.05. The black curve between the dark green and blue regions denotes the set {λ ∈ C : |ν (λ)| = 1}. Figure (B) shows an enlargement of the region containing the sets A <0 and A >0 . Figure (C) shows an enlargement of the region containing the sets A <1 and A >1 .
In Figure 2 we depict the regions S (δ), U (δ), A <0 , A >0 , A <1 and A >1 in the case that α = 0, ∆ < 0 and δ > 0 is sufficiently small so that (0, 1) ⊂ A >0 ∪ S (δ) ∪ A <1 , which corresponds to the setting in Corollary 4.1(ii).
Proof. First note that by (3.7), for r ∈ [0, 1],
. First, we complete the proofs of parts (i) and (iii). Suppose α > 0. Let β 3 (α, f ) ≥ β 1 and A <1 ⊂ C <1 be as in Theorem 3.11. By Theorem 3.11(i) with λ = 0, there exists η > 0 such that
Then it follows from (4.2) and the assumption α > 0 that Next, we complete the proofs of parts (ii) and (iv). Suppose α = 0. Let β 3 (0, f ) ≥ β 1 and A <1 ⊂ C <1 be as in Theorem 3.11, and let β 4 (f ) ≥ β 1 and A >0 ⊂ C >0 be as in Theorem 3.15. By Theorem 3.11(i) with λ = 0 and Theorem 3.15(i) with λ = 1, there exists η > 0 such that
, β 4 (f )). By Theorems 3.4 and 3.11(iii) and 3.15 
This proves part (ii). Now suppose ∆ > 0 and ε ∈ (0, ∆ 1 2 ). By (4.2), 
We refer to M n,κ as a mean field coupling matrix. For n ≥ 2 and κ ∈ R the spectrum of M n,κ is given by σ(M n,κ ) = {1 − κ, 1} and 1 is a simple eigenvalue of M n,κ . Here we analyze the case that κ ∈ (0, 1]. The following statements are immediate consequences of Corollary 4.1 and the fact that the spectrum of a mean field coupling matrix is contained in [0, 1] (provided the coupling constant satisfies 0 < κ ≤ 1).
(i) If α > 0 and ∆ < 0 then there is a constant β (i) ≥ β 1 such that if β > β (i) then for n ≥ 2 and κ ∈ (0, 1] the synchronous SOPS of the n-dimensional coupled DDE associated with (α, β, f, M n,κ ) is linearly stable. (ii) If α = 0 and ∆ < 0 then there is a constant β (ii) ≥ β 1 such that if β > β (i) then for n ≥ 2 and κ ∈ (0, 1) the synchronous SOPS of the n-dimensional coupled DDE associated with (α, β, f, M n,κ ) is linearly stable.
the synchronous SOPS of the n-dimensional coupled DDE associated with (α, β, f, M n,κ ) is linearly unstable. As shown above, in the case that ∆ < 0 and β is sufficiently large, as the coupling strength κ increases, the synchronous SOPS transitions from linearly stable to linearly unstable to linearly stable, and eventually linearly unstable again. (The final transition was not proven, but can be deduced from the definition of ν in (3.7) and Theorem 3.4.) 4.3. Systems of DDEs arranged in a ring. Consider a ring of identical DDEs with nearest neighbor coupling. In the case that the forward and reverse coupling strengths are equal, stability of such systems of DDEs have been analyzed in [4, 13, 14] , where the analysis exploits the symmetry of the coupling. Here we consider the case where the forward and reverse coupling strengths may differ. For n ≥ 3 and κ ∈ R 2 \ (0, 0) define the coupling matrix R n,κ ∈ G n by
The spectrum of the coupling matrix is given by σ(R n,κ ) = {λ j } n−1 j=0 , where Observe that σ(R n,κ ) ⊂ [1 − 4κ 1 , 1] for all n ≥ 3 and κ 1 ≥ 0. We have the following consequences of Corollary 4.1.
(i) If α > 0 and ∆ < 0 then there is a constant β (i) ≥ β 1 such that if β > β (i) then for n ≥ 3 and κ 1 ∈ (0, 1 4 ] the synchronous SOPS of the n-dimensional coupled DDE associated with (α, β, f, R n,κ ) is linearly stable. (ii) If α = 0 and ∆ < 0 then there is a constant β (ii) ≥ β 1 such that if β > β (i) then for n ≥ 3 and κ ∈ (0, 1 4 ) the synchronous SOPS of the n-dimensional coupled DDE associated with (α, β, f, R n,κ ) is linearly stable. ) the synchronous SOPS of the n-dimensional coupled DDE associated with (α, β, f, R n,κ ) is linearly unstable. Next consider the case of possibly asymmetric coupling, which is of interest in applications [28] .
(vi) Suppose κ 1 , κ 2 ≥ 0 and 0 < κ 1 + κ 2 < 1 − max( 1 , 2 ). Without loss of generality, assume that 1 ≥ 2 > 0. By (4.3), 
Let 0 < δ < ν (1 − 2(κ 1 + κ 2 )) − 1 and K = B(1 − 2(κ 1 + κ 2 ), δ). Note that lim n→∞ λ n/2 = 1 − 2(κ 1 + κ 2 ), and λ n/2 = 1 − 2(κ 1 + κ 2 ) for all even n. Let n 0 ≥ 3 be such that λ n/2 ∈ K and |ν (λ n/2 )| > 1 − δ for all n ≥ n 0 . Let β 2 = β 2 (α, f, K, δ) ≥ β 1 be as in Theorem 3.4. By Corollary 3.5, if β > β 2 then for all n ≥ 4 even and all n ≥ n 0 odd, the unique synchronous SOPS of the n-dimensional coupled DDE associated with (α, β, f, R n,κ ) is linearly unstable. We compare this with the main result in [4] , which states that if κ 1 = κ 2 = 1/2, then for any n even, or n odd and sufficiently large, the synchronous SOPS is linearly unstable. The approach in [4] also analyzes the generalized variational equation, but the analysis there exploits the symmetry of the ring and they are able to show the above result holds for any β > β 1 . (A similar analysis is carried out in [13] for a more general system of DDEs arranged in a ring with symmetric coupling.) In contrast, our result holds for a much broader parameter set, but only in the asymptotic regime where β approaches infinity. (viii) Suppose κ 1 + κ 2 < 0. Then, for all n ≥ 3, λ n/2 = 1 + |κ 1 + κ 2 | 1 − cos 2π n/2 n + i(κ 1 − κ 2 ) sin 2π n/2 n , and, using the fact that cos 2π n/2 n ≤ − 1 2 ,
Let δ ∈ (0, δ 0 ) and define the compact set K = {λ n/2 , n = 3, 4, . . . }. Let β 2 = β 2 (α, f, K, δ) be as in Theorem 3.4. By Corollary 3.5, if β > β 2 then for all n ≥ 3 the unique synchronous SOPS of the n-dimensional coupled DDE associated with (α, β, f, R n,κ ) is linearly unstable.
Generalized Floquet multipliers and stability of the synchronous SOPS
In this section we prove Theorem 3.3, which links the stability of a synchronous SOPS p = p1 n of the coupled DDE (1.1) to the generalized Floquet multipliers associated with the periodic orbit O p of the one-dimensional SOPS. Before proving Theorem 3.3 we first state and prove the following useful lemma on general multidimensional linear DDEs.
is continuously differentiable on (0, ∞), and satisfies u 0 = ψ and
For λ ∈ C, define V λ ∈ C(R + , B(C(C))) by V λ (t)ψ = u t for t ≥ 0 and ψ ∈ C(C), where u ∈ C([−1, ∞), C) is continuously differentiable on (0, ∞), and satisfies u 0 = ψ and
Then for each t 0 ≥ 1, V(t 0 ) ∈ B 0 (C(C n )) and V λ (t 0 ) ∈ B 0 (C(C)) for all λ ∈ C, and
Proof. First note that the continuity of V(·) and V λ (·), λ ∈ C, follows from the continuity of the solutions u and u to (5.1) and (5.2), respectively. The compactness of V(t) and V λ (t), λ ∈ C, for t ≥ 1 follows, for example, from [8, Chapter III,
denote the solution of (5.2) with u 0 = ψ µ so that u t0 = µψ µ . Choose an eigenvector v λ ∈ C n associated with λ so that Hv λ = λv λ and define u = uv λ ∈ C([−1, ∞), C n ). Then for all t > 0, by (5.2), we haveu
where L j (t)u t = (L j (t)u 1 t , . . . , L j (t)u n t ) T , for j = 1, 2. Thus, u is a solution of (5.1) with u 0 = v λ ψ µ and u t0 = µv λ ψ µ . It follows that µ is an eigenvalue of V(t 0 ) with associated eigenvector ψ µ = v λ ψ µ . This proves that σ(V λ (t 0 )) ⊂ σ(V(t 0 )) for all λ ∈ σ(H). Now suppose µ ∈ σ(V(t 0 )) and ψ µ ∈ C(C n ) is such that ψ µ ≡ 0 and V(t 0 )ψ µ = µψ µ . Let u denote the solution of (5.1) with u 0 = ψ µ so that u t0 = µψ µ . Writing H in its Jordan form we have there is a real invertible n × n matrix P and a complex upper triangular n × n matrix D such that H = P DP −1 and the diagonal elements of D, which we denote by λ 1 , . . . , λ n , are eigenvalues of H. Define w = P −1 u. Then, using (5.1) and the definition of L j (t), j = 1, 2, given above, we havė
Since w is non-zero, there is a unique k ∈ {1, . . . , n} such that w k is non-zero and w j is zero for k < j ≤ n. Then, using the last display and the fact that D is upper triangular, we see that for all t > 0,ẇ 
This proves that p is linearly stable. Now suppose ρ(M λ ) > 1 for some λ ∈ σ(G). Then by (3.4), we have max {|µ| : µ ∈ σ −1 (M)} ≥ ρ(M λ ) > 1. This proves that p is linearly unstable.
Asymptotics of the generalized Floquet multipliers
In this section we study the limiting behavior of the generalized Floquet multipliers associated with the orbit of a one-dimensional SOPS as β → ∞. In section 6.1 we recall results on the convergence of normalized SOPS that were shown in [34] . In section 6.2 we prove (weak * ) convergence of measures appearing in the generalized variational equation, and in section 6.3 we use the convergence of the measures to prove convergence of the generalized monodromy operators. With these results in hand we prove Theorem 3.4 in section 6.4. In sections 6.5 and 6.6 we show that the generalized monodromy operators satisfy regularity properties and identify the limits of their derivatives with respect to λ. These results are used in sections 6.7 and 6.8 to prove Theorems 3.11 and 3.15, respectively.
We make the following assumptions, which will hold throughout this section unless otherwise noted. We fix α ≥ 0 and f satisfying Assumption 2.7. Without loss of generality, we assume a ≥ b, where a, b > 0 are the constants in condition 2 of Assumption 2.7. Let β 0 > 0 be as in (2.3), so that by Theorem 2.5, for each β > β 0 there exists an SOPS of the DDE (1.2) associated with (α, β, f ), which we denote by p β . Let ω β > 2 denote the (minimal) period of p β . We extend the definition of p β to all of R so that p β is periodic on R with period ω β . Furthermore, by possibly performing a time translation, we assume that p β satisfies p β (−1) = 0 andṗ β (−1) > 0.
We let z β 1 > 0 and z β 2 > z β 1 + 1 be the unique times such that ω β = z β 2 + 1, p β (t) > 0 for all −1 < t < z β 1 and p β (t) < 0 for all z β 1 < t < z β 2 . Finally, let β 1 ≥ β 0 be as in Theorem 2.9 so that for each β > β 1 , the SOPS p β is unique and linearly stable. 
where, if α = 0, we interpret the above as q 1 = a −1 b and q 2 = ab −1 . Note that our assumption a ≥ b implies that q 1 ≤ q 2 . Define the functionp ∈ C(R, R) as follows: if α > 0, set
and, if α = 0, set
Sincep (−q 2 − 1) =p (q 1 + 1) (in both cases), we can (uniquely) extend the definition ofp to all of R so thatp is continuous and periodic with period ω = q 1 + q 2 + 2. See Figure 3 Thenp is continuously differentiable on R \ J andṗ satisfies (for α ≥ 0)
Thenp satisfies, for each t ∈ R \ J, the following DDE with step function f :
We extend the definition ofṗ to all of R by settingṗ to be right continuous at all t ∈ J, so thaṫ p ∈ D(R, R). In the next section we will prove that solutions to the generalized variational equation (1.3) along an SOPS converges (in an appropriate sense), as β → ∞, to a solution of a limiting generalized variational equation (see (6.36) below). The term βf (p β (t − 1)) appearing on the right hand side of (1.3) converges, as β → ∞, to zero at all t ∈ R \ J and to negative infinity at all t ∈ J. Therefore, in order to identify the correcting limiting object, it is advantageous to instead consider βf (p β (t − 1))dt as a (signed) measure on R; that is, the measure on R that is absolutely continuous with respect to Lebesgue measure with Radon-Nikodym derivative βf (p β (t − 1)). In this section we identify the correct limiting measure and prove convergence (in the appropriate sense) of βf (p β (t − 1))dt to the limiting measure as β → ∞.
To this end, we first make some useful observations. For each β > β 0 define h β : R → R by
Define h ∈ D(R, R) to be periodic with period ω and satisfy
Then h satisfies h (t) = f (p (t)) for all t ∈ R \ I and by Proposition 6.1 and part 2 of Assumption 2.7, (6.19) h β converges to h uniformly on compact intervals contained in R \ I as β → ∞.
By (6.17), the chain rule and (6.1), we have
In the next proposition we show that (ṗ (t)) −1 dh (t) is the limit of βf (p β (t))dt in a certain sense, as β → ∞ (see also, Remark 6.3 below). Recall the definition of I ε , for ε > 0, from (6.10). For C < ∞ and ε > 0 let
and for all C < ∞ and ε ∈ (0, q 1 /2),
After a remark on the convergence result, the remainder of this section is devoted to the proof of Proposition 6.2. 
For β > β 0 let µ β ∈ M(R) denote the measure defined by
and let µ ∈ M(R) denote the measure defined by
Then according to Proposition 6.2, for all Lipschitz continuous g ∈ C c (R, R),
The last display in fact holds for all g ∈ C c (R, R); however, the result is not needed in this work so we do not include the proof here. In particular, µ β converges, as β → ∞, to µ in the weak * topology on M(R). In addition, by (6.8) and (6.18), given a Borel set A of R,
where, for t ∈ R, δ t (·) is the Dirac delta measure at t defined by δ t (A) = 1 if t ∈ A and δ t (A) = 0 otherwise.
To prepare for the proof of Proposition 6.2 we first analyze the limiting behavior of the measure βf (x(t))dt on intervals contained in R \ I and intervals contained in I ε separately (for ε > 0 sufficiently small), where I ε is defined as in (6.11) . In the next lemma we consider compact intervals that are contained in R \ I.
Proof. Since [t 0 , t 1 ] ∩ I = ∅, it follows from (6.4)-(6.6) that c = inf t∈[t0,t1] |p (t)| > 0. Along with Proposition 6.1, this implies that for all β sufficiently large,
Let C < ∞ and η > 0. In view of (6.1), the last display and part 3 of Assumption 2.7, by possibly choosing β larger, we can ensure that |βf (βp β (t))| ≤ η.
Since η > 0 was arbitrary, this completes the proof of the lemma.
In the next two lemmas we consider intervals that are contained in I ε . We will use the fact that by (6.8) and the periodicity ofp , given k ∈ Z,
|ṗ (t)| = be −αq 1 /2 , and so, by (6.16), there exists β (k) ≥ β 0 such that for all β > β (k) ,
Proof. Fix k ∈ Z. Here we prove (6.26) . The proof of (6.27) follows an analogous argument with the different limits of integration, so we omit the details. By (6.20), (6.25) and the definitions of h β andh in (6.17) and (6.18), respectively, for β > β (k) ,
Therefore, by (6.19) , taking limits as β → ∞ in the last display yields
Next, by Remark 6.3 and (6.24),
Thus, by (6.24)-(6.25) and (6.16) of Proposition 6.1, taking limits as β → ∞ in the last display, we obtain
Together (6.28)-(6.29) imply the limit (6.26).
Lemma 6.6. Let C < ∞ and ε ∈ (0, q 1 /2). Then, for all k ∈ Z,
Proof. Fix k ∈ Z. Here we prove (6.30). The proof of (6.31) follows an analogous argument with the different limits of integration, so we omit the details. Note that for g ∈ L ∞ C,ε (R),
so in view of Lemma 6.5, Remark 6.3 and the definitions of h β andh it suffices to show that
Let δ > 0. By the definition of L ∞ C,ε (R), we can choose η ∈ (0, ε) such that (6.33) sup
Therefore, by (6.33) and (6.25) , for all β > β (k) ,
By Lemma 6.4,
Letting β → ∞, it follows from the last two displays and Proposition 6.1 that
Since δ > 0 was arbitrary, this completes the proof of (6.32).
We now use Lemmas 6.4 and 6.6 to prove Proposition 6.2.
Proof of Proposition 6.2. Fix −∞ < t 0 < t 1 < ∞. We first prove (6.21). Let k 0 = max{k ∈ Z : −1+kω −q 1 /2 ≤ t 0 } and k 1 = min{k ∈ Z : q 1 +kω +q 1 /2 ≥ t 1 }. By (6.25) and Lemma 6.4, for given β > max{β k : k = k 0 , . . . , k 1 }, p β is monotone on intervals [−1 + kω − q 1 /2, −1 + kω + q 1 /2] and [q 1 + kω − q 1 /2, q 1 + kω + q 1 /2] for k = k 0 , . . . , k 1 and so, along with part 3 of Assumption 2.7, we see that
This proves (6.21). Next we show that (6.22) holds. Let C < ∞ and ε ∈ (0, q 1 /2). Then
where in the last two terms on the right hand side we have used the facts that g ∈ L ∞ C,ε (R) and h is piecewise constant and its discontinuities are contained in the set I. Thus, by Lemmas 6.4 and 6.6, and the continuity of g on I ε , we see that the right hand side of the last display converges to zero as β → ∞.
6.3.
Convergence of the generalized monodromy operators. In this section we prove convergence of generalized monodromy operators. Since the eigenvalues of the generalized monodromy operator are invariant under time translations of the SOPS, it will be advantageous for us to consider a family of time-dependent generalized monodromy operators described as follows. Given β > β 0 let p β ∈ C(R, R) be the SOPS, with period ω β described at the beginning of section 6. For λ ∈ C, s ∈ R and ψ ∈ C(C), let y β = y β (λ, s, ψ) ∈ C([s − 1, ∞), C) denote the unique function that is continuously differentiable on (s, ∞), satisfies the generalized variational equation Then, as remarked on in section 3.1, U β λ (s) ∈ B 0 (C(C)) and the spectrum of U β λ (s) is independent of s ∈ R. In addition, when s = 0, the operator U β λ (0) coincides with the monodromy operator M λ introduced in (3.3) for fixed β. Therefore, for fixed β, σ(M λ ) = σ(U β λ (s)) for all s ∈ R. Next, we define a family of limiting generalized monodromy operators, which we denote by {U λ } = {U λ (s), λ ∈ C, s ∈ R}, associated with the limiting SOPSp . In order to define the limiting generalized monodromy operator, we first define a limiting generalized variational equation. In the last section we showed that βf (p(t))dt converges to (ṗ (t)) −1 dh (t) in an appropriate sense as β → ∞. We define the limiting generalized variational equation as the formal limit of (1.3) as β → ∞ with (ṗ (t)) −1 dh (t) serving as the formal limit of βf (p(t))dt. In particular, for λ ∈ C, the limiting generalized variational equation is given by (6.35) dy (t) = −αy (t)dt + λy (t − 1)(ṗ (t − 1)) −1 dh (t − 1). Remark 6.7. Given λ ∈ C and s ∈ R, we see from (6.36) that y ∈ D([s − 1, ∞), C) is a solution of (6.36) if and only if (6.37)
Recall the definitions of
In particular we see from (6.37) that for a given ψ ∈ D(C) there is a unique solution of (2.4) on [s − 1, ∞) starting at ψ and it can be recursively defined on intervals of length one. We denote this unique solution by y (λ, s, ψ). For t ≥ s − 1 we write y (t; λ, s, ψ) to denote evaluation of y (λ, s, ψ) at time t.
Remark 6.8. It follows from (6.37) and the definitions of h andṗ in (6.18) and (6.8), respectively, that given any λ ∈ C, s ∈ R and ψ ∈ C(C), the function y (λ, s, ψ) is continuous on [s − 1, ∞) \ J, where J is the set defined in (6.7).
For λ ∈ C and s ∈ R define U λ (s) ∈ B(D(C)) by
Using (6.37) we explicitly construct solutions of the limiting generalized variational equation, from which we obtain an explicit form of the limiting generalized monodromy operator U λ (s).
In the following we consider the case that s ∈ (−q 1 , 0) because it is sufficient for proving our main results; however, (6.37) could readily be used to obtain explicit expressions for U λ (s) for any s ∈ R. To this end, define F :
Also, define the continuous function G : C → [2, ∞) by (6.40) G(λ) = 1 + |λ| (1 + ab −1 ) 1 + |λ| (1 + a −1 b) .
Observe that F and G also depend on α ≥ 0 and a, b > 0, which are fixed throughout this section. In addition, the associated limiting generalized monodromy operator is explicitly given by
Consequently, the restriction of U λ (s) to C(C) is a compact linear operator from C(C) to C(C), i.e., U λ (s)| C(C) ∈ B 0 (C(C)), and the spectrum of
, is a simple eigenvalue of U λ (s)| C(C) , and has corresponding unit eigenfunction ψ ∈ C(C) 0 given by
Proof. First observe that by the definitions of 1 , 2 in (3.6) and the definitions of q 1 , q 2 in (6.3) in the case α > 0 and the line below (6.3) in the case α = 0,
Let λ ∈ C, s ∈ (−q 1 , 0), ψ ∈ C(C) and y = y (λ, s, ψ). By (6.37) and Remark 6.3 we see that y (t) = ψ(0)e −α(t−s) for t ∈ [s, 0) y (0) = ψ(0)e αs + λy ((−1 − s)µ ({−1}) = ψ(0)e αs − λψ(−1 − s)(1 + ab −1 ), (6.46) where we have used the fact that q 1 ≤ 1 and so −1 − s ∈ [−1, 0]. Continuing, we have y (t) = y (0)e −αt for t ∈ [0, q 1 + 1) and
where we have used (6.45). Next,
Along with (6.46) this proves that (6.42) holds, which immediately implies that U λ (s)| C(C) ∈ B 0 (C(C)). In addition, it follows that y is continuously differentiable on (0, q 1 + 1) ∪ (q 1 + 1, ω ) with derivative bounded by ψ [−1,0] G(λ) max{α, 1}, and (6.41) holds. Now suppose µ is a nonzero eigenvalue of U λ (s)| C(C) . Let ψ ∈ C(C) be a corresponding eigenfunction. Using (6.42) we obtain
Therefore, ψ(θ) = ze −αθ , θ ∈ [−1, 0], for some constant z ∈ C. Plugging this form of ψ into the last display, using (6.39), canceling common terms on both sides, and recalling the identity (6.44) and the definition of ν (λ) in (3.7) yields µ = ν (λ). This proves that ν (λ) is the only non-zero eigenvalue (provided λ ∈ { 1 , 2 }) and its associated generalized eigenspace is equal to the span of ψ 0 . Thus, ν (λ) is a simple eigenvalue of U λ (s).
The following is the main convergence result of this section. The remainder of this section is devoted to the proof of Proposition 6.10. Our first step is to explicitly construct solutions of the limiting variational equation, which yields an explicit form of the limiting generalized monodromy operator. Remark 6.11. Given λ ∈ C, s ∈ R and ψ ∈ C(C), we let y β = y β (λ, s, ψ) ∈ C([s − 1, ∞), C) denote the unique solution of (1.3) that satisfies y β s = ψ. Then y β satisfies Then by (6.21) of Proposition 6.2, the lemma holds with
For the following lemma, recall the definitions of J ε from (6.11). If r k+1 = t + ω + 2ε for some k ∈ N, set m = k + 1 and end the sequence. Since ε < q 1 /4 ≤ 1/4 and I s,ε is a closed set, it follows that [r k +1/2, r k +1]∩I s,ε is nonempty for each k = 1, . . . , m−1, and (6.50) r k ∈ I s,ε , k = 1, . . . , m.
Let R 0 = R 0 (t, t + ω + 2ε, K) be as in Lemma 6.12 and set
where G(λ) is defined in (6.40) and clearly satisfies G(λ) ≥ |λ| for all λ ∈ K. Define (6.51)
where the last term on the right hand side is finite by (6.21) of Proposition 6.2. Let η > 0 and define (6.52) η k = ηC −(m−k) 1 , k = 1, . . . , m.
By Proposition 6.1, there is a constant β > β 0 such that for each β > β ,
From Lemma 6.9 and the fact that s + ω + 2ε < ω we see that for any λ ∈ K and ψ ∈ C(C) satisfying ψ 
Suppose β > β . Let λ ∈ K and ψ ∈ C(C) be such that ψ [−1,0] ≤ 1. We use finite induction to prove that for each k = 1, . . . , m,
Since r m = s + ω + 2ε and η > 0 was arbitrary, this will complete the proof. For notational convenience, throughout the remainder of the proof we write y β and y for y β (λ, s, ψ) and y (λ, s, ψ), respectively. The base case (k = 1) holds because r 1 = s and y β s = y s = ψ by definition. Next, we prove the induction step. Suppose (6.56) holds for some k ∈ {1, . . . , m − 1}. Let t ∈ [r k , r k+1 ] ∩ I s,ε . We have the following inequalities, which are explained below:
The first inequality follows from (6.49) and (6.37). The second inequality is due to (6.50), (6.56) and (6.54). The third inequality follows from (6.55) and the induction hypothesis (6.56). The final inequality is due to the uniform bound on y β in Lemma 6.12, the uniform bound on y in (6.41), the definition of C 1 in (6.51) and the definition of η k in (6.52). Since the last display holds for all t ∈ [r k , r k+1 ], it follows that (6.56) holds with k + 1 in place of k. Then by the principle of mathematical induction, (6.56) holds for k = 1, . . . , m, thus completing the proof.
We can now prove the main result of this section, Proposition 6.10.
Proof of Proposition 6.10. Fix η > 0. Choose ε ∈ (0, q 1 /2) sufficiently small so that s ∈ (−q 1 + ε, −ε). By Proposition 6.1 and Lemma 6.13 there exists β † > 0 such that for all β > β † , the following hold:
where G(λ) is the continuous function defined in (6.40), and, for all λ ∈ K and ψ ∈ C(C) satisfying ψ Since this holds for all λ ∈ K and ψ ∈ C(C) satisfying ψ [−1,0] ≤ 1, and η > 0 was arbitrary, this proves the proposition.
6.4. Convergence of the generalized Floquet multipliers. In this section we use the results from section 6.3 to prove Theorem 3.4.
Proof of Theorem 3.4. Suppose ε = q 1 /2 and s ∈ (−q 1 + ε, −ε). Throughout this proof we write U λ (s) to mean its restriction to C(C). Let {β k } ∞ k=1 be a sequence in (β 0 , ∞) with lim k→∞ β k = ∞ and {λ k } ∞ k=1 be a sequence in K. By possibly taking a subsequence, we can assume there exists λ ∈ K such that lim k→∞ λ k = λ. Then by Proposition 6.10, the explicit expression for U λ (s) given in (6.42) and the continuity of λ → F (s, λ, ψ(0), ψ(−1 − s)) that follows form (6.39),
Therefore, by the continuity of σ(·) (see section 1.4.2), Lemma 6.9 and the continuity of ν (·),
Since this holds for every such pair of sequences {β k } ∞ k=1 and {λ k } ∞ k=1 , we have lim The theorem then follows because σ(M λ ) = σ(U β λ (s)) for fixed β. 6.5. Regularity of the generalized monodromy operators. In this section we prove regularity properties of the generalized monodromy operators. In particular, we show that for certain fixed s ∈ R the operator U β λ (s) is continuous in (β, λ) and holomorphic in λ. These results will be used in the next section to prove convergence of the derivatives of the generalized monodromy operators.
To this end, we first need some definitions. Define the solution maps S :
Then S is continuous on its domain and continuously differentiable on (0, ∞) × C(R) × (1, ∞) (see, e.g., [ For each β > β 0 there exists a neighborhood W β of (β, p β 0 ) in (β 0 , ∞) × H and a unique function q β : W β → (1, ∞) such that q β (β, p β 0 ) = ω β − 1 and T (β, φ, q β (β, φ)) = 0 for all (β, φ) ∈ W β . Furthermore, q β is continuously differentiable on W β .
Proof. Let β > β 0 . By the periodicity of p β and the fact that p β 0 ∈ H, we see that T (β, p β 0 , ω β − 1) = p β (−1) = 0 and D t T (β, p β 0 , ω β − 1) =ṗ β (−1) > 0. The lemma then follows immediately from the implicit function theorem and the fact that ω β > 2.
Recall that for φ ∈ C(R) we let x(φ) denote the solution of the DDE starting at φ. For t ≥ −1, we let x(t; φ) denote evaluation of x(φ) at time t. Given β > β 0 define the shift map Φ β : W β → H by
Observe that Φ β (β, p β 0 ) = p β 0 and due to the regularity properties of S and q β , it follows that Φ β is continuously differentiable on W β . The following lemma is a version of [35, Theorem 9] stated for our setting.
. The proof of Lemma 6.15 is a special case of the main functional analytic result in [35] . We state the main result from [35] and prove Lemma 6.15 in Appendix A. We can now show that the family of SOPS are continuously differentiable in β.
Proof. Let β > β 1 . Let W β and q β be as in Lemma 6.14, and define Φ β : W β → H as in (6.60) .
Since (β, p β 0 ) is a fixed point of Φ β , we have Ψ β (β, p β 0 ) = 0. By Lemma 6.15, Ψ β is continuously differentiable and its Frechét derivative with respect to φ satisfies
) by Lemma 6.15, it follows that Null D φ Ψ β (β, p β 0 ) = {0}. Thus, by the implicit function theorem, there is a neighborhood A β of β in (β 1 , ∞) and a continuously differentiable function P β : A β → H such that P β (β) = p β 0 and Ψ β (β, P β (β)) = 0 for all β ∈ A β . Thus Φ β (β, P β (β)) = P β (β) for allβ ∈ A β . It follows that, for each t > 1, the functionβ → S(β, P β (β), t) = xβ t (P β (β)) is continuously differentiable on A β and, for each β ∈ A β , xβ(P β (β)) is a periodic solution of (1.2). We now argue that there is a possibly smaller neighborhood A β of β such that, for eachβ ∈ A β , xβ(P β (β)) is an SOPS. To see this, recall that z β
. By a standard argument, this implies that xβ(P β (β)) is slowly oscillating (see, e.g., [8, Chapter XV, Lemma 3.2]), and therefore an SOPS. In particular, xβ(P β (β)) is an SOPS that satisfies xβ 0 (P β (β)) ∈ H and xβ ε (s; P β (β)) > 0 for all s ∈ [ε − 1, ε]. By the definition of an SOPS in Definition 2.3, the uniqueness of SOPS stated in Theorem 2.9 and the time translations performed at the beginning of this section, it must hold that P β (β) = pβ 0 and xβ(P β (β)) = pβ for allβ ∈ A β . Since β > β 1 was arbitrary, this proves that the function β → p β 0 from (β 1 , ∞) to C(R) is continuously differentiable. Therefore, β → S(β, p β 0 , t) is continuously differentiable on (β 1 , ∞), for each t > 1. The periodicity of p β then implies this holds for all t ∈ R. Proposition 6.17. Given s ∈ R the function (β, λ) → U β λ (s) from (β 1 , ∞) × C to B 0 (C(C)) is continuous in β and holomorphic in λ.
Proof. Fix s ∈ R and t ≥ s. Let m = min{j ∈ N : j ≥ t − s}. Set s j = s + j for j = 0, . . . , m − 1 and set s m = t. Let ψ ∈ C(C) and write y β (λ) in place of y β (λ, s, ψ). For t ≥ s − 1 we let y β (t; λ) denote evaluation of y(λ) at time t. We show that for each j = 0, . . . , m, the following hold: 
Since t = s m , this will prove that (β, λ) → y β t (λ) is continuous and holomorphic in λ. The fact that (β, λ) → U β λ (s) is continuously differentiable then follows by taking t = s + ω β and using the linearity of the operator U β λ (s). Fix (β, λ) ∈ (β 1 , ∞) × C. The proof proceeds by induction. The base case j = 0 follows from the fact that y β s0 (λ) = ψ for all (β, λ) ∈ (β 1 , ∞) × C. Now suppose that (i) and (ii) hold for some j ∈ {0, . . . , m − 1}. We first prove (i) holds with j + 1 in place of j. By (6.49) and the induction hypothesis, for (β, λ), (β,λ) ∈ (β 1 , ∞) × C, It follows from the bounded convergence theorem, the induction hypothesis and Lemma 6.16 that the right hand side of the last display converges to zero as (β,λ) → (β, λ). Thus, (λ, β) → y β sj (λ) is continuous. This completes the proof of (i).
Next we prove (ii) holds with j + 1 in place of j. By (6.49), the induction hypothesis and the dominated convergence theorem, we have, for r ∈ [s j , s j+1 ], 
By the induction hypothesis, taking limits as z → 0 in (6.62) yields (6.61) with s j+1 in place of s j . This completes the proof of (ii). The proves the induction step. Thus, by the principle of mathematical induction, (i) and (ii) hold with j = m.
We have the following corollary.
is the unique non-zero eigenvalue of V s (0, λ) and ν (λ) is a simple eigenvalue of V s (0, λ).
Proof. The continuity of V s follows from Propositions 6.17 and 6.10, and the definition of U λ (s) in (6.42). The fact that, for each ζ ∈ (−ζ 1 , ζ 1 ), the function V s (ζ, ·) is holomorphic on C follows from Proposition 6.17 and the definition of U λ (s). The final line follows from Lemma 6.9.
6.6. Convergence of the maximal eigenvalue of the generalized monodromy operators and its derivative. The following proposition is the main result of this section. Proposition 6.19. Let s ∈ (−q 1 , 0). Suppose δ > 0 and K is a compact set in C \ { 1 , 2 }. There is a constant β 9 = β 9 (α, f, K, δ) ≥ β 1 such for each β > β 9 the following hold. There exists a unique function ν β : K → C such that ν β (·) is holomorphic on K • and for each λ ∈ K,
and (6.65) ρ(U β λ (s)) = |ν β (λ)|. Moreover, ν β (r) ∈ R and ∂ν β (r)/∂λ ∈ R for all r ∈ K ∩R. In addition, if 1 ∈ K, then ν β (1) = 1; and if α = 0 and 0 ∈ K, then ν β (0) = 1.
The proof of Proposition 6.19 is given at the end of this section after we state some useful results. The first result follows from [6, Chapter 14, Corollary 3.2]. Given a Banach space X, χ 0 ∈ X and r > 0, let In addition, if V is holomorphic, then µ and ψ are also holomorphic.
We will need the following corollary that holds when V take values in the space of compact linear operators. For a Banach space Y and an operator A ∈ B 0 (Y ), recall from section 1.4.2 that Y * = B 0 (Y, C) denotes the dual space of Y , A * ∈ B 0 (Y * ) denotes the conjugate of A and σ(A) = σ(A * ). The proof of Corollary 6.21 is given in Appendix A. For s ∈ (−q 1 , 0) and λ ∈ C let (U λ (s)| C(C) ) * : B(C(C), C) → B(C(C), C) denote the adjoint of U λ (s)| C(C) . Recall the definition of F given in (6.39). Lemma 6.22. Let s ∈ (−q 1 , 0). The spectrum of (U λ (s)| C(C) ) * is equal to {0, ν (λ)} and if λ ∈ { 1 , 2 }, then ν (λ) is the unique simple eigenvalue of (U λ (s)| C(C) ) * and has corresponding eigenfunction ψ * λ ∈ B(C(C), C) given by
where ψ 0 is defined as in (6.43). Proof. By (6.39) and (6.43), for λ ∈ { 1 , 2 },
Suppose ψ ∈ C(C). Then by (6.42), the last display and the definition of ψ * λ ,
It follows that ν (λ) is an eigenvalue of (U λ (s)) * with associated eigenfunction ψ * λ . The next result follows from [ With these preliminary results in place we can now prove Proposition 6.19.
Proof of Proposition 6.19. Let δ > 0 and K ⊂ C \ { 1 , 2 } be compact. Since ν is continuous and non-zero on K, we have
Set ζ 1 = β −1 1 and define V s as in (6.63). By Corollary 6.18, V s (·, ·) is continuous on (−ζ 1 , ζ 1 ) × C and ν (λ) is a simple eigenvalue of V s (0, λ) for each λ ∈ C. Let λ 1 ∈ K and define ψ * λ1 ∈ B 0 (C(C), C) as in Lemma 6.22 so that ψ * λ1 is an eigenfunction of (U λ1 (s)) * associated with ν (λ 1 ) that satisfies ψ * λ1 (ψ 0 ) = 0. By renormalizing, we can assume that ψ * λ1 is a unit eigenfunction associated with ν (λ 1 ) that satisfies ψ * λ1 (ψ 0 ) = 0. We now apply Theorem 6.20 and Corollary 6.21 with X = R × C and norm (ξ, z) X = max{|ξ| , |z|} for (ξ, z) ∈ X, O = (−ζ 1 , ζ 1 ) × C, Y = C(C), Y * = B 0 (C(C), C), V = V s , and χ 0 = (0, λ 1 ). Together they imply there is an 0 < ε 1 < min(ζ 1 , ε 0 ) such that for each ζ ∈ (−ε 1 , ε 1 ) and λ ∈ B(λ 1 , ε 1 ), there is a unique eigenvalue µ 1 (ζ, λ) of V s (ζ, λ) in B(ν (λ 1 ), ε 1 ). Furthermore, µ 1 (·, ·) is continuous on (−ε 1 , ε 1 ) × B(λ 1 , ε 1 ). Since K is compact, there are finitely many λ 1 , . . . , λ m ∈ K and 0 < ε 1 , . . . , ε m < min{ζ 1 , ε 0 } such that K ⊂ B(λ 1 , ε 1 )∪· · ·∪B(λ m , ε m ) and for each k = 1, . . . , m, there exists µ k : (−ε k , ε k )×B(λ k , ε k ) → C satisfying the aforementioned properties (with k in place of 1). Let ε = min(δ, ε 1 , . . . , ε m ) and define the continuous function µ :
To see that µ(·, ·) is well defined on (−ε, ε) × K, suppose η ∈ (−ε, ε) and λ ∈ B(λ j , ε j ) ∩ B(λ k , ε k ) for some j = k. Then µ j (η, λ) and µ k (η, λ) are both equal to the unique eigenvalue of V s (η, λ) in B(ν (λ), ε j ) ∩ B(ν (λ), ε k ). Thus, µ is well defined and continuous on (−ε, ε) × K, and for each (ζ, λ) ∈ (−ε, ε) × K, µ(ζ, λ) is the unique eigenvalue of V s (ζ, λ) in B(ν (λ), ε). Next we show that µ is holomorphic in λ. Let ζ ∈ (−ε, ε). By Corollary 6.18, V s (ζ, ·) is holomorphic on C. Let λ ∈ K • . By a second application of Theorem 6.20, this time with O = X = C, Y = B 0 (C(C)), V (·) = V s (ζ, ·) and χ 0 = λ, there exists ε > 0 such that µ(ζ, ·) is holomorphic on B(λ, ε). Since this holds for all λ ∈ K • , it follows that µ(ζ, ·) is holomorphic on all of K • . We can now define the functions ν β : K → C. For each β > ε −1 and λ ∈ K, define ν β (λ) = µ(β −1 , λ). Then ν β (·) is holomorphic on K • and, for each Then along with Theorem 3.4 this implies that we can choose β 9 = β 9 (α, f, K, δ) ≥ ε −1 > β 1 such that for each β > β 9 and λ ∈ K, (6.64) holds and d H (σ(U β λ (s)), {0, ν (λ)}) < ε. Since ν β (λ) is the unique eigenvalue of U β λ (s) in B(ν (λ), ε) and ε ≤ 1 2 |ν (λ)|, it follows that (6.65) holds. Suppose β > β 9 . Let r ∈ K ∩R. From (1.3) we see that solutions of the generalized variational equation with real initial conditions are real-valued. Thus, U β r (s)| C(R) ∈ B 0 (C(R)) and so the elements of σ(U β r (s)| C(R) ) are real or in conjugate pairs. Since ν (r) ∈ R, ν β (r) is the unique simple eigenvalue of U β r (s) in B(ν (r), ε) and the non-real-valued eigenvalues of U β r (s) are in conjugate pairs, it follows that ν β (r) must be real-valued. Using the facts that ν β (·) maps K ∩ R to R and is holomorphic, we conclude that ∂ν β (r)/∂λ is real-valued for all r ∈ K ∩ R. To prove the final statement, suppose 1 ∈ K. It follows from Theorem 2.9 and Definition 3.1 that 1 is a simple eigenvalue of U β 1 (0). Since ν (1) = 1 and ν β (1) is the unique eigenvalue of U β 1 (0) in B(ν (1), ε), we see that ν β (1) = 1. Now suppose 0 ∈ K. Note that when α = λ = 0, (1.3) reduces toẏ(t) = 0. It follows that σ(U β 0 (0)) = {0, 1} and 1 is a simple eigenvalue of U β 0 (0) with corresponding equal to the span of ψ, where ψ(·) ≡ 1 is the constant function identically equal to one. Hence, ν β (0) = 1. 6.7. Convergence of the generalized Floquet multipliers for λ near 1. In this section we prove Theorem 3.11. The following lemma, which follows from Taylor's theorem for holomorphic functions, will be useful in the proof of Theorem 3.11, as well as in the proof of Theorem 3.15 in the next section. where C = sup{|f (z)| :z ∈ ∂B(z, r)}.
Proof. By Taylor's theorem for holomorphic functions (see, e.g., [19, Chapter III, Theorem 7.3]),
|z − z| k r k = C|z − z| 2 r(r − |z − z|) .
The lemma then follows after rearranging (6.67).
Proof of Theorem 3.11. By (3.7), ν (1) = 1 and (6.68) ν (1) = 1 1 − 1 + 1 1 − 2 ≥ 2.
By (3.6) and our assumption that a ≥ b > 0, we have 0 < By Proposition 6.19, there is a constant β 9 = β 9 (α, f, K, δ) ≥ β 1 such that for each β > β 9 , there exists a function ν β : K → C, holomorphic on K • , such that ν β (1) = 1 and the following hold: Since g 1 and g 2 are continuous, g 1 (1) = g 2 (1) = 1, g 1 (r) ∈ (0, 1) for all r ∈ (1 − cd, 1) and g 2 (r) ∈ (1, ∞) for all r ∈ (1, 1 + cd), it follows that A <1 and A >1 are non-empty open sets with 1 ∈ ∂A <1 ∩ ∂A >1 .
Proof of parts (i) and (ii):
Let λ ∈ C <1 and let r > 0 and θ ∈ (−π/2, π/2) be such that λ = 1 − re iθ . Then for δ > 0, g 1 (1 + δ(λ − 1)) = 1 − 2dδr cos θ + (dδr cos θ) 2 + (3dδr sin θ) 2 + δ 2 r 2 c , and lim δ↓0 g 1 (1 + δ(λ − 1)) − g 1 (1) δ = −dr cos θ < 0.
Therefore, since g 1 (1) = 1, there exists δ λ > 0 such that 1 + δ(λ − 1) ∈ B(1, ε/2) and g 1 (1 + δ(λ − 1)) < 1 for all δ ∈ (0, δ λ ), so 1 − δ + δλ ∈ A <1 . Thus, part (i) holds. Now let λ ∈ C >1 and let r > 0 and θ ∈ (−π/2, π/2) be such that λ = 1 + re iθ . An analogous argument (using g 2 instead of g 1 ) shows that there exists δ λ > 0 such that 1 + δ(λ − 1) ∈ A >1 for all δ ∈ (0, δ λ ), so (ii) holds.
To avoid repetition, we omit the details. Proofs of parts (iii) and (iv): Fix β > β 9 . Recall that ν β (1) = 1. Suppose λ ∈ B(1, ε/2) so that ε − |λ − 1| > ε/2. By Lemma 6.24 with z = 1 and r = ε, (6.71) and (6.69), we have
Let λ ∈ A <1 ⊂ B(1, ε/2). The triangle inequality, (6.72), (6.75) and the definition of A <1 imply
Along with (6.70), this proves that ρ(U β λ (s)) < 1 for all λ ∈ A <1 , so part (iii) holds. Alternatively, let λ ∈ A >1 . An analogous argument, which we omit to avoid repetition, shows that |ν β (λ)| > 1 for all λ ∈ A >1 . Along with (6.70) this proves that ρ(U β λ (s)) > 1, so part (iv) holds.
6.8. Convergence of the generalized Floquet multipliers for λ near 0. In this section we prove Theorem 3.15. The proof of Theorem 3.15 follows an exactly analogous structure to the proof of Theorem 3.11. For completeness, we include the details of the proof.
Proof of Theorem 3.15. By the definition of ν in (3.7), the definitions of 1 , 2 in (3.6) and the fact that α = 0, we have ν (0) = 1, 1 + 2 = 1 and
By (3.6) and our assumption that a ≥ b > 0, we have 0 < 2 ≤ 1 < 1. Let ε = 2 /2 and define the compact set K = B(0, ε) ⊂ C \ { 1 , 2 } so that, by (3.7), m = inf{|ν (λ)| : λ ∈ K} > 0.
Define the positive constants (6.76) d = − ν (0) 2 , δ = min(m, d), C = sup{|ν (λ)| : λ ∈ K} + δ, c = ε 2 4C .
By Proposition 6.19, there is a positive constant β 9 = β 9 (α, f, K, δ) ≥ β 1 such that for each β > β 9 there exists a function ν β : K → C, holomorphic on K • , such that ν β (0) = 1 and the following hold: Since g 1 and g 2 are continuous, g 1 (0) = g 2 (0) = 1, g 1 (r) ∈ (0, 1) for all r ∈ (0, cd) and g 2 (r) ∈ (1, ∞) for all r ∈ (−cd, 0), it follows that A >0 and A <0 are non-empty open sets with 0 ∈ ∂A >0 ∩ ∂A <0 .
Proofs of parts (i) and (ii): Let λ ∈ C >0 and let r > 0 and θ ∈ (−π/2, π/2) be such that λ = re iθ . Then for δ > 0, g 1 (δλ) = 1 − 2dδr cos θ + (dδr cos θ) 2 + (3dδr sin θ) 2 + δ 2 r 2 c , and lim δ↓0 g 1 (δλ) − g 1 (0) δ = −dr cos θ < 0.
Therefore, since g 1 (0) = 1, there exists δ λ > 0 such that δλ ∈ B(0, ε/2) and g 1 (δλ) < 1 for all δ ∈ (0, δ λ ), so δλ ∈ A >0 . Thus part (i) holds. Now, let λ ∈ C <0 and r > 0 and θ ∈ (−π/2, π/2) be such that λ = −re iθ . An analogous argument (using g 2 instead of g 1 ) shows that there exists δ λ > 0 such that δλ ∈ A <0 for all δ ∈ (0, δ λ ), so (ii) holds. To avoid repetition, we omit the details.
Proofs of parts (iii) and (iv): Fix β > β 9 . Recall that ν β (0) = 1. Suppose λ ∈ B(0, ε/2) so that ε − |λ| > ε/2. By Lemma 6.24 with z = 0 and r = ε, (6.78) and (6.76), we have (6.82)
Let λ ∈ A >0 ⊂ B(0, ε/2). The triangle inequality, (6.79), (6.82) and the definition of A >0 imply
Along with (6.77) this proves that ρ(U β λ (s)) < 1 for all λ ∈ A >0 , so part (iii) holds. Alternatively, let λ ∈ A <0 . An analogous argument, which we omit to avoid repetition, shows that |ν β (λ)| > 1 for all λ ∈ A <0 . Along with (6.77) this proves that ρ(U β λ (s)) > 1 for all λ ∈ A <0 , so part (iv) holds.
Then W (χ) is continuous in χ, and by Theorem A.1 and the fact that µ(χ) is a simple eigenvalue of V (χ) for each χ ∈ B X (χ 0 , δ 0 ), it follows that W (χ) ∈ B 0 (Y ) and µ(χ) ∈ σ(W (χ)) for each χ ∈ B X (χ 0 , δ 0 ). Since W (χ 0 ) is compact, it has an isolated spectrum, which along with the continuity of the function χ → σ(W (χ)), implies that by choosing δ 0 > 0 possibly smaller, we can ensure that for each χ ∈ B X (χ 0 , δ 0 ), the spectrum of W (χ) does not contain any elements in B(µ 0 , δ 0 ).
We are left to prove the claim. For each χ ∈ O let V * (χ) ∈ B 0 (Y * ) denote the conjugate of V (χ). Then V * : O → B 0 (Y * ) is continuous and for each χ ∈ B(χ 0 , δ), µ(χ) is the unique simple eigenvalue of V (χ). Moreover, ψ * 0 ∈ Y * is a unit eigenfunction associated with µ 0 . Applying Theorem 6.20 again, this time with Y * , V * and ψ * 0 in place of Y , V and ψ 0 , respectively, there is a δ 0 > 0 and a continuous function ψ * : B(χ 0 , δ 0 ) → Y * such that for each χ ∈ B(χ 0 , δ 0 ), ψ * (χ) is a unit eigenfunction of V * (χ) associated with µ(χ). Since ψ * 0 (ψ 0 ) = 0, by choosing δ 0 > 0 possibly smaller, we can ensure that ψ * (χ)(ψ(χ)) = 0 for all ψ ∈ B X (χ 0 , δ 0 ). For each χ ∈ B X (χ 0 , δ 0 ), define L(χ) ∈ Y * by
Then L(χ)ψ(χ) = 1 for all χ ∈ B X (χ 0 , δ 0 ), and L(χ) is a continuous function of χ. This completes the proof of the claim.
