Abstract. We develop a new approach for pricing both continuous-time and discretetime American options which is based on the fact that any American option is equivalent to a European one with a consumption process involved. This approach admits the construction of an upper bound (a lower bound) on the true price using some lower bound (an upper bound) by Monte Carlo simulation. A number of effective estimators of upper and lower bounds with the reduced variance are proposed. The method is supported by numerical experiments which look promising.
Introduction
It is well known that the price of any European-style derivative in the Black-Scholes framework is the solution of classical Cauchy problem for an equation of parabolic type. If an option depends on many stocks, the solution of this problem via any deterministic method is, as a rule, impossible in practice due to a huge volume of computations. However, for the construction of the hedging strategy one needs only individual values of solutions at any time instant. In such a situation a probabilistic approach becomes viable. It is based on the probabilistic representation of the solution with the subsequent use of weak numerical integration for stochastic differential equations (SDEs) and the Monte Carlo technique. Much more complicated numerical problems appear in connection with a multi-dimensional American options. On the one hand there is no alternative to the Monte Carlo approach but on the other hand the arising free boundary problem is nonlinear and does not have any sufficiently constructive probabilistic representations from the numerical point of view. As a result, the valuation of multidimensional American and Bermudan options turns out to be one of the most difficult and at the same time interesting problems in financial engineering. Several Monte-Carlo based approaches have been proposed in recent years for their pricing (see, e.g. [2, 3, 6, 9, 10, 11, 13, 14, 15, 16, 19, 20, 27, 30] and references therein). The papers [13, 14, 15, 16, 19, 27] are devoted to the so called dual minimax method. So, the authors in [13] and [27] establish a dual representation for the Snell envelope which allows them to compute upper bounds on several types of American style options using Monte Carlo simulation technique. Another dual representation is established and used in [14] . These approaches involve expensive calculations connected with the maximization of expressions depending on the trajectories of the price process. In [15] first attempts are made to assess the quality of the dual approximation and a way of its improvement is suggested. A new iterative method for computing the optimal Bermudan stopping time using a kind of policy iteration is developed in [16] (see also [29] ). This method gives a lower approximation for the Snell envelope. Here we are going to present a new approach towards pricing American style options, which is based on the fact that any American option is equivalent to a European one with a consumption process added. In the case of a continuous-time models (Sections 2 and 3) the consumption process is equal to zero in the corresponding continuation region and is equal to a known function in the exercise (stopping) region (these regions themselves are, of course, unknown). If an approximation for the exercise region is available and this approximation is wider than the true exercise region, then the European option with a consumption process, which is nonnegative in the wider region, is an upper bound on the true price. In turn, such an approximation for the exercise region can be found using any lower bound for the true price. Let u(t, x) be the price of the American-style derivative at (t, x) with the payoff determined by the function f (t, x). Let a lower bound v(t, x) be defined as ( 
1.1) v(t, x) = max{f (t, x), u eu (t, x)},
where u eu (t, x) is the price of the corresponding European option which, in principle, can be computed by the Monte Carlo method. The value of the upper bound V (t, x) at a position (t, x) can be constructed in the following way. Let E be the exercise region for the American option considered and
Since v ≤ u, we have E ⊂ E v . Now the upper bound V (t, x) is constructed as the European option with the consumption process determined by E v . The inequality V (t, x) ≥ u(t, x) is ensured because the consumption processes for u and V are equal on E and the consumption process for V is taken to be nonnegative on E v \E. We will show that if two lower bounds v 1 and v 2 are such that v 1 ≤ v 2 ≤ u, then the corresponding upper bounds V 1 , V 2 satisfy the inequality V 1 ≥ V 2 ≥ u. The upper bound V can be approximated by using weak methods of numerical integration for SDEs and Monte Carlo simulation's technique. The obtained estimateV of V involves the error of numerical integration (bias ofV ) and a statistical error due to the Monte Carlo method. The first error can be reduced considerably by a proper choice of numerical integration scheme. As far as the second error is concerned, a number of known variance reduction methods can be used for its minimization. In this connection we use the results of [21, 22, 24, 25, 26, 31 ] (see also [11] and references therein). In Section 5 we consider the discrete-time case. We also employ here the equivalence of a discrete-time American option to a European one with a consumption process. The latter is again easily expressed through the characteristics of the price process and the continuation and exercise regions. Let (B n , X n ) = (B n , X 1 n , ..., X d n ), n = 0, 1, ..., N, be the vector of prices at time n of a discrete-time financial model under consideration. Here again B n is the price of a scalar riskless asset and X n is the price vector of risky assets. Let f n (x) be a profit made by exercising the American option at time n if X n = x. It turns out that the discrete-time American option is equivalent to the European one with the payoff function f N (x) and the consumption process γ n (X n ) defined by
where u n (x) is the price of the American option. It is clear that if we plug a lower bound (an upper bound) instead of u n+1 in the above formula, we obtain a consumption process which leads to an upper bound (to a lower bound). Arguing in this way and starting with a lower bound v
1
, we obtain an upper bound V
, then again a lower bound v 2 and so on. Finally, this procedure delivers two sequences of bounds v
. Actually, the algorithm converges to the true price u n (x) in a finite number of steps. However, each further step of the procedure requires labor-consuming calculations and in practice it is possible to realize only a few such steps. All the bounds v i and V i can be evaluated using the Monte Carlo method. In this connection, much attention is paid to the variance reduction techniques and some effective methods for reducing the statistical error are proposed (see Section 6) . All the results obtained for discrete-time American options are carried over to the Bermudan options in Sections 5 and 6.
In this paper, our attention focuses on constructing new numerical procedures and on their practical implementation. The results of numerical experiments (see Section 7) confirm efficiency of the algorithms proposed.
Preliminaries
We consider a multi-dimensional American style option in a generalized Black-Scholes framework
) is the price vector process of risky assets in R d + , B is the price of a scalar locally riskless asset,
standard Wiener process on a probability space (Ω, F, P ). As usual, the filtration generated by W is denoted by {F s }. It is assumed that a i , σ ij , r are sufficiently regular functions
Under these assumptions the model (B, X) constitutes a complete market, see e.g. [17, 28] . Due to the American style option contract, the holder has the right to exercise the option at any 0 ≤ t ≤ T , yielding a payoff f (t, X t ), where f is a nonnegative continuous function.
If we set a i = r, i = 1, ..., d, in (2.1), we obtain the price process X in the risk neutral measure. We recall that with respect to the risk neutral measure the discounted process X(t) := e 
where
(s)), s ≥ T, the solution of (2.1) starting at the moment t from
It is known (see e.g. [5, 17, 32] and references therein) that if u(t, x) is a regular solution of the following system of partial differential inequalities:
i.e., the solution of (2.4) is the price of the American option. Consider the continuation region C, the exercise (stopping) region E, and the exercise boundary (critical price surface) γ :
It is clear from (2.4) that ∂u ∂t 
This means that the considered American option is equivalent to the European option with the consumption process C which is defined by the consumption rate c(t, X(t)), 0 ≤ t ≤ T. Thus, the price u(t, x) can be represented as
where X satisfies (2.1) and the scalars Y and Z satisfy the equations
Construction of upper bounds using consumption processes
We start with a lower bound v(t, x) for the true option price u(t, x). Due to (2.5), for any τ ∈ T t,T the function 
Clearly, the following formula gives us a lower bound
. For any lower bound v(t, x) we introduce the sets
Due to (2.4), we have D ⊃ E and therefore E ⊂ D ∩ E v . Introduce the function c v (t, x) : 
where X satisfies (see (2.1))
and the scalars Y and Z satisfy the equations
estimates the exactness of both the lower and upper bounds. We note that the more a lower bound v(t, x) is close to the true option price u(t, x) the more To evaluate V (t, x), we simulate some approximate random variablesX
(T ) which can be obtained by using weak methods for numerical integration of SDEs [25] . The error of such an approximation is of order O(h p ), where p is the order of weak convergence, depending on the specific method, and h is a time discretization step. For example, let us use an equidistant time discretization of the time interval [t, T ] : t = t 0 < t 1 < ... < t L = T with step size h = (T − t)/L then the Euler method (its order p is equal to 1) with simplified simulation of Wiener processes applied to system (3.5), (3.6) gives
In (3.7) r l , σ l , and (c v ) l are values of the functions r, σ, c v at (t l ,X(t l )) and
Then, using the Monte Carlo approach, we get
.., M, are independent weak approximate trajectories of system (3.5), (3.6) . So, the approximationV (t, x) of V (t, x) involves two errors: the first one is due to the method of numerical integration (this error is the bias ofV (t, x)) and the second one is a statistical error due to the Monte Carlo method (it is determined by the variance ofV (t, x)). The first error can be reduced by a proper choice of numerical integration scheme and step size h. It is well known that decreasing the second error, i.e. variance reduction, is of crucial importance for effectiveness of any Monte Carlo procedure.
Variance reduction methods in constructing upper bounds
Variance reduction methods can be derived from the generalized probabilistic representation for V (t, x) (see, e.g., the method of important sampling in [25, 26, 31] , the method of control variates in [25, 26] , and the combining method in [21, 22, 25] ). Let us use the method of control variates. Along with the previous probabilistic representation for V (t, x) the generalized representation given by the formula (3.4) with X, Y, Z, satisfying the system
is evidently true as well. In (4.1), F (s, x) is a column-vector of dimension d with good analytical properties but arbitrary otherwise. We see that the expectation Eξ F in (3.4) does not depend on a choice of F (we note that ξ F is equal to the previous expression for ξ but now it is calculated due to (4.1)). At the same time, V arξ F does depend on F . A suitable choice of F allows us to reduce the variance. It is known (see [21, 22, 25] 
Of course, such a vector F cannot be constructed without knowing the function V. However, the function v is known. Suppose that the lower bound v is not too far from the true price u, then v is close to V. Choosing
we obtain that V arξ F although is not zero but small. As ξ is close toξ, the variance V arξ F is small as well. Therefore, if the estimateV (t, x) is computed according to (3.8) withX andȲ from (3.7) andZ due to the formula
with F from (4.4), then the variance V arξ F is small. The complexity of computingV (t, x) depends on the complexity of computing the lower bound v(s, X) and (for variance reduction) its derivatives ∂v ∂x i (s, X). If v(s, x) is known analytically, then the use of (4.5) is straightforward. Let us describe a way of reducing variance in the most typical situation when v(s, x) is unknown analytically however it can be evaluated by a Monte Carlo procedure. Letv(t, x) be an estimator for v(t, x). For instance, if v is the price of the underlying European option, then
where kX (T ), kȲ (T ) are simulated due to (3.7). We stress that for any position (t, x) the estimatorv(t, x) is computed by a procedure which is independent of the procedure for computingV (t, x).
There are many methods of evaluating the derivatives ∂v ∂x i (s, X) (see, e.g. [11, 21, 24] and references therein). In [24] a very simple method is justified. It makes use of evaluating only the values of v to evaluate deltas. This method rests on the finite difference formula (4.7)
Of course, in (4.7) we are forced to use the approximate valuesv(t, 
Therefore, the error R of the approximation
Due to the presence of small ∆x i in the denominators, the difference approach seems to be not admissible. Fortunately, the more accurate arguments and the employment of the dependent realizations in simulation ofv(t,
) rehabilitate the difference approach. In [24] it is proved that the error of numerical integration by the weak Euler method (p = 1) contributes to the total error of evaluation of the derivatives not O(h/∆x
Further, it is proved that the method of dependent realizations, which is close to using common random numbers for Monte Carlo estimators (see [6, 11, 24] 
If we put ∆x
Hence we get the same convergence rate in evaluating derivatives of a function as in evaluating the function itself. Briefly, the method of dependent realizations consists in the following. For getting the estimator∂ ) at the moment t. The pairs are independent but the two trajectories of the same pair are dependent: they correspond to the same realization (as a rule, in the weak sense) of the Wiener process. For the above example of the European option (see (4.6)), the estimator∂
As the final result, the estimatorV (t, x) with reduced variance is computed by the formula
where mX (T ), mȲ (T ) are simulated due to (3.7) and mZ (T ) due to
5. Discrete-time case 5.1. American options. In this section we consider a discrete-time financial model. Let
.., N, be the vector of prices at time n, where B n is the price of a scalar riskless asset (we assume that B n is deterministic and B 0 = 1) and X n = (X 1 n , ..., X d n ) is the price vector process of risky assets. Let f n (x) be a profit made by exercising an American option at time n if X n = x. We assume that the modelling is based on the filtered space (Ω, F, (F n ) 0≤n≤N , P ), where the probability measure P is the risk-neutral pricing measure under which the discounted processX n := X n /B n is a martingale. We assume also that X n is a Markov chain with respect to the filtration (F n ) 0≤n≤N . The price u n (X n ) of American option issued at time n is given by
where T n,N is the set of stopping times ν taking values in {n, n + 1, ..., N }. It is well known, that the Snell envelope process u n (X n ) satisfies dynamic programming equations:
We see that in theory the problem of evaluating u 0 (x), the price of the discrete-time American option issued at time 0, is easily solved using iteration procedure (5.2). However, if X is high dimensional, the iteration procedure is not practical. For 0 ≤ n ≤ N − 1 the equation (5.2) can be rewritten in the form
Introduce the functions
Due to (5.3), we have
Continuing in the same way, we get
Putting X 0 = x and recalling that B 0 = 1, we obtain
The formula (5.6) gives the value of the European option with the payoff function f N (x) and with the consumption process γ n defined by (5.4). For the considered American option, the exercise (stopping) set E can be determined as (see (5.2)):
i.e., similar to the continuous case, the consumption process does not vanish in stopping set only (see (5.3) ).
The obtained result about the equivalence of the discrete-time American option to the European option with the consumption process cannot be used directly because u n (x) and, consequently, γ n (x) are unknown. We take advantage of the above connection in the following way.
Let v n (x) be a lower bound for the true option price u n (x). We introduce the functions
Clearly, γ n,v (x) ≥ γ n (x). Hence the price V n (x) of the European option with the payoff function f N (x) and with the consumption process γ n,v (x) is an upper bound:
Conversely, if V n (x) is an upper bound for the true option price u n (x) and 
Suppose that for some natural m and n it holds that v
for all l such that n ≤ l < N . Arguing further in a similar way, we get that
for all l such that n − 1 ≤ l < N and so on. We see that each further step of the algorithm produces an approximation for the Snell envelope coinciding with the true process for the one more time point and the algorithm converges in N steps 1 similarly to the algorithm proposed in [16] . However, each further step of the procedure requires labor-consuming calculations and in practice it is possible to realize only a few steps of this procedure. In the capacity of v 1 n (x) one can propose the European option with payoff function f N (x) (this option is equipped with zero consumption process). In this caseṽ
This v 1 n (x) is one of the simplest lower bounds. In addition we note that the quantity
can be often evaluated exactly. If a lower bound v n (x) is known, the upper bound V n (x) can be, in general, evaluated by the Monte Carlo method:
In ( X(n, x, h ) the values of X n+1 from (5.13) for X n = x, ζ n = l ζ. For any function g(x), the conditional expectation
|X n = x can be found exactly: n, x, h) ).
Therefore for this example, the functions γ n,v (x) from (5.8), γ n,V (x) from (5.9), and v 1 n (x) from (5.11) can be expressed exactly through v n (x), V n (x), and f n (x).
Let us compare the consumption rate c(t, x) given by (2.6) in the continuous-time case and the consumption process γ 0 (x) defined by (5.4) in the corresponding discrete-time case in a heuristic manner. For simplicity we consider d = 1. We set
), we get
i.e., we obtain the expected correspondence (see (2.6)).
Bermudan options.
As before we consider the discrete-time model
.., N. However, now the holder can exercise his right only at time belonging to the set of stopping times S = {i 1 , ..., i l } within {0, 1, ..., N } where i l = N . The price u n (X n ) of the Bermudan option is defined as
where T S∩[n,N ] is the set of stopping times ν taking values in {i 1 , ..., i l } ∩ {n, n + 1, ..., N }. The value process u n can determined as:
Thus, we obtain that the Bermudan option is equivalent to the European option with the payoff function f N (x) and with the consumption process γ n defined by
From here all the results obtained in this section for discrete-time American options can be carried over to the Bermudan options. For example, if v n (x) is a lower bound of the true option price u n (x), the price V n (x) of the European option with the payoff function f N (x) and with the consumption process
is an upper bound: V n (x) ≥ u n (x).
Variance reduction in the discrete-time case
The statistical error of the approximationV n (x) for V n (x) is determined by variance of V n (x). To reduce the statistical error, one can use both the method of important sampling and the method of control variates. Let us consider the method of control variates. To this aim we need in a generalized probabilistic representation for V n (x).
Let P n (x, dy), n ≥ 1, be one-step transition functions of the Markov chain X n , i.e.,
In the case of a homogeneous Markov chain all the one-step transition functions coincide and equal to P (x, dy) = P 1 (x, dy) = ... = P n (x, dy) . Clearly, V n (x) is the solution to the Cauchy problem for the following difference integral equation
A probabilistic representation for V n (x) is given by the formula (details are available in [23] )
where the scalar Z n,x n+k , k = 0, 1, ..., is governed by the equation
14 LetṼ n (x) be the solution to the Cauchy problem
where the scalarZ n,x n+k , k = 0, 1, ..., satisfies the equation
Let us denote
where α is a constant. The formula (6.9) gives a generalized probabilistic representation for V n (x). If using (6.9) (and considering V n (x) to be known) the Monte Carlo error is determined by V ar(ξ − αξ) instead of V arξ if using (6.3). We have
In practice, the value α opt can be evaluated during a numerical experiment.
and method (6.9) is effective if the covariance between ξ andξ is large. Let a lower bound v n (x), which is the price of a European option with the consumption processγ n (x), be taken in the capacity ofṼ n , i.e., v n (x) satisfies the Cauchy problem
n+k, k = 0, 1, ..., satisfying the equation (6.8), and
N . Now the Monte Carlo estimatorV n (x) for V n (x) has the form
The bias of this estimator is equal to zero and the variance is equal to
Clearly, if v n (x) is close to u n (x), the estimator (6.12) is much better than the direct estimator
Analogously, we can reduce the variance when we construct a lower bound using an upper bound. We emphasize that the proposed variance reduction method requires both lower and upper bounds equipped with the corresponding consumption processes. If v 
We note thatγ n (x) from (6.15) can be negative. Nevertheless, the estimator of the form (6.12) can again be better than the direct estimator (6.14). For evaluating γ due to formula (5.8) ((5.9)), we need at any step n to compute the conditional expectation of the form E(
can be done either exactly (see, for example, formula (5.14)) or by simulation:
,
.., K, are independent realizations of the state of the Markov chain X at the moment n + 1 starting from x at the step n. Thus, unlike the continuous case, where the consumption defined by c v , is computed explicitly, we have to compute γ by simulation in the discrete-time case. Fortunately, the computation (6.16) is rather inexpensive because of simulating the Markov chain at a single step only, i.e., computing γ is 'almost explicit'.
Numerical examples

7.
1. An American put on a single asset. Let us consider an American put on a single log-Brownian asset, which price is given by
with r denoting as usual the riskless rate of interest, assumed constant, and σ denoting the constant volatility, and which payoff function f (t,
No closed-form solution for the price is known, but there are various numerical methods which give accurate approximations to the price.
The aim of this subsection is to investigate the performance of continuous consumption process method (abbreviated by CCP) in this setup. The results of simulation for the case of the initial lower bound approximation (1.1) are reported in Table 7 
withX,Ȳ ,Z being defined in (3.7) and h being equal to 0.01. All the values are given together with their 5% confidence intervals:
The sixth column in turn shows results for the same set of parameters and the same initial lower bound when in addition the variance reduction (VR) technique is employed. Since the European option and its derivative can be computed analytically, the same holds for the function F in (4.4). More precisely, F is given in this case by
Hence, variance reduction can be done in this case efficiently by using the weak integration scheme (4.5) forZ(T ) in (7.2). [17] ) is equal to
where γ = 2r/σ 2 , x * = Kγ/(1 + γ). Let us return to the American put with a finite time horizon. Clearly, u * (x) is an upper bound and
is less than c(t, x) : c u * (t, x) ≤ c(t, x) and the price u * (t, x) of the European option with the consumption c u * (t, x) is a lower bound. The lower bound
is larger than that given by (1.1) and, consequently, it is more preferable for the considered example.
In Table 7 .2 we compute values of v * (t, x) at the point (0, X 0 ) for the standard onedimensional American put with parameters K = 100, r = 0.06, T = 5, and σ = 0.2 using CCP&VR approach. For the purpose of variance reduction, one possible way would be to define in (4.4)
But numerical experiments suggest using rather the lower bound (1.1) as an approximation for v * . So we simulate M trajectories using the system (4.1) with F given by (7.4) and the size of the integration step h being equal to 0.1. Note that for X 0 = 80 we have f (X 0 ) > u * (X 0 ) and hence v * (0, X 0 ) = f (X 0 ) = 20. Now we are able to obtain the upper bound using the lower bound v * (t, x) constructed in the way described above. In Table 7 .3 we present values of this bound (third column) for the standard one-dimensional American put (the parameters are the same as before). M 1 = 1000 paths were used to estimate the lower bound v * and M 2 = 1000 paths for estimating the upper bound itself. Improvements are clearly observable.
7.3. Bermudan put on a single asset. In this section we turn to Bermudan put on a single asset in the Black-Scholes framework and, consequently, we will use discrete consumption process approach (DCP) described in Section 5. We assume throughout this section that the points θ 0 < ... < θ l corresponding to exercise periods of the option considered are equidistant, δ = θ i − θ i−1 and θ 0 = 0, θ l = T . Further, in this one can approximate case the underlying asset process by a Markov chain (B n , X n ) generated by the system (5.13), where h = δ/L for some natural number L and N = Ll. Now the consumption process corresponding to the Bermudan option is given by (see Section 5.1) (7.5)
where u n+1 (X n+1 ) is the option price of the option at the time θ k + h if n = kL. Let us consider the Black-Scholes model with parameters K = 100, r = 0.06, T = 5, σ = 0.4 and the Bermudan option with L = 5 and l = 10, i.e. δ = 0.5, h = 0.1. In the third column of Table 7 . 4 we present values of the corresponding upper bound at the point (0, X 0 ) estimated as (see (6.12))
with Z andZ defined in (6.4) and (6.8) correspondingly, and γ n,v ,γ n given by
Here (1.1) is used as a lower bound, v 1 n (X n ) is equal to the value of this lower bound at the point (nh, X n ) and M 1 = 10
4
. All values are given together with their 5% confidence , M 3 = 100. The confidence intervals are given correspondingly in (7.7) and (7.9). As was mentioned in introduction the method of Kolodko and Schoenmakers ([16] ) allows for constructing the sequence of low bounds based on the corresponding sequence of stopping times. It turns out that the second lower bound obtained by their procedure in the example considered is quite near to our one that may indicate the closeness of this bound to the true value of the American option.
Conclusions
In this paper we have presented a new approach for the evaluation of American-style derivatives based, essentially, on the decomposition of these derivatives into a European one and expected total consumption. This decomposition together with its probabilistic representation allows us to construct an efficient sequential method for improving the initial approximation by interchanging between lower and upper bounds at each step of the algorithm. The approach is constructive and easily implementable. Different types of variance reduction techniques can be incorporated into the algorithms within the framework of this approach. Since the method is Monte Carlo based, high-dimensional problems can be handled. 
