A hot topic in cone-beam CT research is exact cone-beam reconstruction from a general scanning trajectory. Particularly, a nonstandard saddle curve attracts attention, as this construct allows the continuous periodic scanning of a volume-of-interest ͑VOI͒. Here we evaluate two algorithms for reconstruction from data collected along a nonstandard saddle curve, which are in the filtered backprojection ͑FBP͒ and backprojection filtration ͑BPF͒ formats, respectively. Both the algorithms are implemented in a chord-based coordinate system. Then, a rebinning procedure is utilized to transform the reconstructed results into the natural coordinate system. The simulation results demonstrate that the FBP algorithm produces better image quality than the BPF algorithm, while both the algorithms exhibit similar noise characteristics.
I. INTRODUCTION
With the improvement of 2D detector technology, 1 many algorithms have been developed to reconstruct the so-called long object from longitudinally truncated cone-beam projections along a helical locus. [2] [3] [4] [5] [6] [7] The most recent milestone is Katsevich's cone-beam reconstruction formula in a filtered backprojection ͑FBP͒ format. 6 Based on Katsevich's work, various methods were designed, including those that take cone-beam data collected from a general scanning locus. [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] By interchanging the order of the Hilbert filtering and backprojection, Zou and Pan reformulated the Katsevich formula into a backprojection filtration ͑BPF͒ format in the standard helical scanning case, 9, 11 which reconstructs an object only from the data in the Tam-Danielsson window. They later proved that their method can be used for variable pitch helical cone-beam CT geometry. 12 Our group proved the general validity of the BPF formula in the case of nonstandard spirals as well as other more general curves. 16, 17, 21, 22 Zhang et al. 23 and Pack et al. 24 independently proved similar results in different ways. Katsevich et al. also proposed a FBP algorithm for variable pitch helical cone-beam CT. 8 On the other hand, in parallel with the BPF-based work our group formulated a general FBP algorithm 18 based on the two representative helical cone-beam methods that are the FBP formula by Katsevich 6 and the FBP formula by Zou and Pan. 10, 11 According to Pack et al., 26 a saddle curve is defined as the intersection of the two surfaces in the natural ͑Cartesian͒ coordinate system, S 1 ª ͕͑x,y,z͒:z = g 1 ͑x͖͒ ͑1͒
and S 2 ª ͕͑x,y,z͒:z = g 2 ͑y͖͒, ͑2͒
where the functions g 1 ͑x͒ and g 2 ͑x͒ satisfy ͭ g 1 Љ͑x͒ Ͼ 0 everywhere g 1 Ј͑0͒ = 0, g 1 ͑0͒ Ͻ 0; g 2 Љ͑y͒ Ͻ 0 everywhere g 2 Ј͑0͒ = 0, g 2 ͑0͒ = − g 1 ͑0͒.
ͮ ͑3͒
If we define g 1 ͑x͒ = h͑͑2x 2 / R 2 ͒ −1͒ and g 2 ͑y͒ =−g 1 ͑y͒ with constants h and R, we obtain the standard saddle curve in the cylindrical coordinate system 26 ͑s͒ ª ͑R cos͑s͒,R sin͑s͒,h cos͑2s͒͒, s ͓0,2͒. ͑4͒
Note that the saddle curve is a periodic function of s. Its closeness makes it possible to collect data continuously over multiple 2 periods, facilitating cardiac imaging. Recently, our group proposed a top-level design of the first electron-beam micro-CT scanner for cardiac imaging of small animals. 27 In that framework, we considered to arrange the curvilinear tungsten material along a nonstandard saddle curve to be traced by an electromagnetically driven electronbeam for formation of an x-ray source and collection of cone-beam data. Such a closed scanning geometry is advantageous for imaging a longitudinally limited volume of interest, in this case, the beating heart of a mouse.
If h and R in ͑4͒ depend on s, R = R͑s͒ and h = h͑s͒, we have a nonstandard saddle. With
we have an elliptic saddle curve, which can be parameterized in the cylindrical coordinate system
where R a and R b represent the semiaxial lengths along the xand y-axis, respectively, and h 0 is a constant representing the maximum longitudinal coordinate of the saddle curve. Because the generalized BPF and FBP formulas [16] [17] [18] 21, 22 can be applied to any smooth scanning curve, we immediately have the two corresponding reconstruction algorithms in the case of nonstandard saddle curves. In this paper, we first define notation and then describe these two exact conebeam reconstruction algorithms. Finally, we perform numerical simulations to verify the correctness of these formulas, evaluate their performance, and discuss relevant issues.
II. NOTATION
Assume that an object function f͑r͒ is constrained in a spherical region B with a radius r centered at the origin o of the natural coordinate system. For any unit vector ␤, let us define a cone-beam projection of f͑r͒ from a source point ͑s͒ on a saddle curve by
Then, we let the unit vector ␤ be the one pointing to r from ͑s͒, ␤͑r,s͒ ª r − ͑s͒ ͉r − ͑s͉͒ . ͑8͒
As shown in Fig. 1 
III. IMPLEMENTATION
We can directly use the BPF and FBP algorithms for exact image reconstruction in the case of nonstandard saddle curves based on the proofs. [16] [17] [18] 21, 22 Similar to the numerical implementation of the generalized BPF algorithm in the N-PI window geometry, 25 we present the following BPF pseudocode to reconstruct an image along a saddle curve in a local chord-based coordinate system ͑Fig. According to the above descriptions, both the BPF and FBP algorithms perform reconstruction in the chord-based coordinate system. In practical applications, an additional step is required to represent the reconstructed image in the natural coordinate system. Hence, we need to determine the chord for any grid point in the hull of a nonstandard saddle curve.
Pack et al. proved that every point inside the hull H belongs to at least two chords ͑also referred to as PI-lines͒. 26 We can design a procedure to determine a chord based on the proof in A2. 26 To find a chord containing the fixed point ͑x 0 , y 0 , z 0 ͒ in H, we first consider a special plane x = x 0 . In this case, there are two intersection points between the plane and the saddle curve. Solving the equation R͑s͒cos͑s͒ = x 0 , we obtain the view angles 1 and 3 that correspond to the two intersection points W 1 and W 3 . On the other hand, we consider another special plane y = y 0 . Solving the equation R͑s͒sin͑s͒ = y 0 , we have the view angles 2 and 4 corresponding to the two intersection points W 2 and W 4 . For the elliptic saddle curve defined in Sec. II, we have
As shown in Fig. 2 , the above four angles satisfy 1 Ͻ 2 Ͻ 3 Ͻ 4 . Now, we consider a chord L intersecting with the line L z parallel to the z-axis and containing the point ͑x 0 , y 0 , z 0 ͒. As shown in Fig. 2 , in the X-Y plane, the projection of the line L z is the point ͑x 0 , y 0 ͒ and the projection of L passes through the point ͑x 0 , y 0 ͒. According to the definition of a saddle curve, the line After the chord interval ͑s b1 , s t1 ͒ is obtained using the above procedure, we can immediately obtain the other chord interval ͑s t1 , s b1 +2͒ since the saddle curve is closed. The union of the two intervals yields a 2 scan range. Similarly, we can find s b2 ͑ 2 , 3 ͒ and s t2 ͑ 4 , 1 +2͒ as well as the chord intervals ͑s b2 , s t2 ͒ and ͑s t2 , s b2 +2͒. Hence, we can perform reconstruction four times for a given point in the hull of a saddle curve.
As shown in Fig. 3 , once a chord and its interval ͑s b , s t ͒ are determined for a point r in the natural coordinate system, we can estimate the reconstruction value at r by the following interpolation routine: 
IV. SIMULATION
To test the proposed algorithms, we implemented them in MatLab on a PC ͑1.0 Gagabyte memory, 2.8 GHz CPU͒, with all the computationally intensive parts coded in C. In our numerical simulation, an elliptic saddle curve was assumed with R a = 100 cm, R b = 75 cm, and h 0 = 10 cm. Both the 3D Shepp-Logan head phantom 28 and the Defrise Disk phantom 29 were used. Each of the phantoms was contained in a spherical region B with a radius r = 10 cm. The planar detector array included 518ϫ 592 detector elements with each covering 0.781ϫ 0.781 mm 2 . The distance from the detector array to the z-axis ͑D c ͒ was set to 75 cm. When the x-ray source was moved along a saddle turn, 1200 conebeam projections were equiangularly acquired. Both the FBP and BPF algorithms were applied for image reconstruction from these data. First, from the interval ͓−0.4217 , −0.0467͔ 226 starting points s b were uniformly selected. From each ͑s b ͒ 417 chords were made with the end point parameter s t in the interval ͓s b + 0.9133 , s b + 1.0867͔ uniformly. Furthermore, each chord contained 424 sampling points over a length 28.3 cm. Finally, the images were rebinned into a 256 ϫ 256ϫ 256 matrix in the natural coordinate system. Both linear and bilinear interpolation were allowed in our implementation. Figure 4 shows representative images reconstructed on a set of chords specified by s b = −0.25 and s t ͓0.6633 , 0.8367͔. Evidently, the phantom structures were distorted in the chord-based coordinate system. After the rebinning transform, the reconstructed images were converted into the natural coordinate system, as shown in Figs. 5 and 6. Here we only used one chord in our reconstruction.
Figures 4 and 6 demonstrate that the FBP algorithm produced better image quality than the BPF algorithm. These results suggest that the BPF algorithm seems more sensitive than the FBP in terms of the sampling and interpolating errors. In our experiments, the FBP algorithm took about 18.8 h, while the BPF algorithm took about 2.4 h for image reconstruction in the chord-based coordinate system. Note that the FBP algorithm performed the Hilbert filtering for every view based on the chord, while the BPF method performed the inverse Hilbert filtering only once. We believe that the general FBP algorithm can be made much more efficient in the future. Then, the FBP and BPF algorithms were evaluated with noisy data. Assume that N 0 photons are emitted by the x-ray source, and only N photons arrive at the detector element after being attenuated in the object, and that the number of photons obeys a Poisson distribution. The reconstructed noisy images were compared to their noise-free counterparts. Using either of the algorithms, the noise standard deviations in the reconstructed images were about 2.07ϫ 10 −3 and 6.54ϫ 10 −3 for N 0 =10 6 and 10 5 , respectively. Figure 7 illustrates typical images reconstructed from noisy data. We remark that although the FBP algorithm took more raw data than the BPF algorithm, the additional data contributed little to image noise reduction. In other words, the BPF and FBP algorithms exhibited very similar noise characteristics.
V. DISCUSSION AND CONCLUSION
It is acknowledged that the Inverse Hilbert Transform can alternatively be implemented by the matrix method. 20 However, it is not as computationally efficient as the method used in this work. The Inverse Hilbert Transform algorithm we used includes four steps: preweighting, Hilbert Transform, level-shifting and postweighting ͑Appendix͒. The "streak" artifacts in Fig. 4 are due to the following two reasons. First, due to the singularities at the two ends of each finite interval, the Inverse Hilbert Transform ͑A2͒ is very sensitive to the constant C. The interpolation error for C resulted in lowfrequency artifacts. Second, there were singularities at the discontinuous edges of the ellipsoids when the derivatives were computed for the 3D Shepp-Logan phantom and the Defrise Disk phantom in the projection domain. Hence, the sampling and interpolation errors were very large across the edges, contributing to low-frequency artifacts in the reconstructed images. In our experiments, these "streak" artifacts can be reduced in several ways, such as improving the detector resolution, increasing the projection number and/or decreasing the sampling step along the chord, as illustrated in Fig. 8 .
In conclusion, we have implemented two cone-beam image reconstruction algorithms in the FBP and BPF formats in the case of nonstandard saddle curves. The FBP algorithm produces better image quality than the BPF algorithm while the latter requires less computer time than the former. We are working to find a computationally efficient general FBP algorithm.
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APPENDIX: INVERSE HILBERT TRANSFORM
Assume that f͑t͒ is compactly supported on ͓a , b͔, its Hilbert transform is given by
where the star ‫"ء"‬ signifies a convolution operator and the singular integral is treated in the Cauchy principle value sense. Although f͑t͒ is finitely supported, g͑t͒ exists in an infinite interval. Here we want to recover f͑t͒ from g͑t͒ on a finite interval ͓aЈ , bЈ͔ with ͓a , b͔ ʚ ͓aЈ , bЈ͔. The solution to the integration Eq. ͑A1͒ is shown as 23, 30, 31 
where C is a constant. Zhuang et al. 23 and Noo et al. 30 determined the constant using the priori knowledge that f͑t͒ =0 in ͓aЈ , a͔ and ͓b , bЈ͔. Zou and Pan 31 evaluated it using the ray sum along the PI-line,
In our application, this ray sum can be approximated by an interpolation ͑e.g., bilinear interpolation͒ from the projection data. To perform the Inverse Hilbert transform, g͑t͒ is first discretized as
where Note that f͑k͒ is the sampling value of f͑t͒ at t = a Ј + k␦ + 0.5␦. Alternatively, the Matlab built-in function "hilbert" can be used in S2 which produced more aliasing artifacts in our experiments. For more details about the implementation of the Hilbert Transform, please refer to Refs. 19 and 32. Fig. 4͑a͒ as the benchmark, ͑b͒ the counterpart after doubling the sampling frequency along the chord, ͑c͒ increasing the sampling frequency four-times along the chord, ͑d͒ doubling the projection number and the sampling frequency along the chord, and ͑e͒ doubling the detector resolution, the projection number and the sampling frequency along the chord, ͑f͒ doubling the detector resolution and the projection number as well as increasing the sampling frequency four-times along the chord. The display window is ͓1.015,1.025͔.
