In this paper, we precisely characterize the random- who give a scheme which uses 0(S log S) random bits independent of Z. We also prove a matching lower bound for the randomness complezitp of this problem.
i.e., the amount of randomness required to solve them in parallel. For perfect matching we present an RNC2 algorithm which uses O(log Z + log n) random bits family Y~2s, the Isolating Lemma of [MVV87] shows that if the xi's are independently assigned weights uniformly at random from the range [1, 2N] , then with probability at least 1/2, the minimum weight set in~is unique. This scheme clearly requires O(N log N) random bits and it was left open whether the independence assumption is necessary.
We generalize this as follows:
given an upper bound Z on 171, we assign weights polynomially bounded in N to the Zi's using only O(log Z + log N) random bits and achieve the same result. In the worst case (Z = 2N), our scheme needs O(N) random bits as compared to @(N log N); for smaller Z, we get better randomness complexity. This also settles the open question of [MVV87] by showing that independence is not necessary. Our scheme provides an explicit construction of a collection of (NZ) '(lJ weight assignments such that, for every family F of size at most Z, at least one (in fact, at least half) of these assignments makes the minimum weight subset in F unique. Such Let (S, 3) be any set system and let Z be a given upper bound on the size of the unknown family F. There is a simple scheme which uses O(log Z+log n) random bits to assign integer weights to the xi's in the range [0, n7] such that with probability at least 1/4, there is a unique minimum weight set in F.
Proofi
We outline a four-step process for assigning weights to the~i's and prove that this scheme has the desired properties. At step k, we assign an intermedi-
Since F is unknown we deterministically assign very large weights in Step 1 so that every set in F gets a distinct weight.
(1) = Zi.
Step 1: For each i, set Wi
I
Under ii(l), the sets in F have distinct weights in {l,..., 2m+l }. Clearly, if Z << 2n+1, the same property should hold with much lower weights. Since 3 is unknown, a deterministic strategy for reducing weights may fail; instead, we use randomization.
Step 2:
Choose m uniformly at random from {l,..., (2nZ2)2}. For each i, define w\2) = W\I) mod m.
Step 2 requires O(log Z + log n) random bits. Under #2J, the Z or fewer sets in F have weights in the interval [0, min(n(2nZ2)2, n2n+1 )], which is a big improvement for small values of Z. We now claim that with good probability, these weights are also distinct.
Claim 1 We say that
Step 2 succeeds if sets in 3 get distinct weights under W*2). Note that if Z s n', then W(2) C n4C+s and with probability 1/2, all sets in -3% have distinct weights.
Later, we use this strong condition to design an NC2 algorithm to find all matchings in graphs with at most n' matchings. For larger Z, the weights are still too big and in Steps 3 and 4 we reduce them further.
Step 2 assigns qbit weights to the z~'s where q = min(n, log m) s min(n, 4 log Z + 2 log(2n)). Let t = [q/ lognl.
Step 3: For each i, write w\2) as q-bit number. Split these bits into t blocks of size log n bits each as shown. Let b~,j be the number in [0, n -1] formed by the bits in block j.
"2)'lag log n t-1 Let w~3) be the linear form~bi,j , yj over the varijzl) ables yo, . . . ,yt_l.
Claim 2 If
Step 2 succeeds then the linear forms ti(3) (Sj) , where Sj E F, are all distinct.
Proo) Assume that Step 2 succeeds, i.e., that all the weights ID(2) (Sj) are distinct, where Sj c f. Note that each J3) evaluated at g~= 2k~"g', O < k < '2) This implies that each ti(3) (Sj) t -1, is exa;tlg Wi .
evaluates to the distinct value ti(2) (Sj) at~k = 2k 10g', O < k < t -1,which implies that the forms tif3J (Sj)'s must be distinct. H Note that each IJ(3) (Sj) is a linear form with coefficients in the range [0, n(n -l)]. We will use this property in a crucial way in the analysis of the next and final step.
$
We claim that tiJ(4) achieves the requirements of the Generalized Isolating Lemma. Clearly, Step 4 requires 5 log n x t = O(log Z + log n) random bits and since
Step 2 has the same randomness complexity the overall procedure requires O(log Z + log n) random bits.
It is easy to check that each w: is in [0, n7]. Since
Step 2 succeeds with probability at least 1/2, by using C = {@(3J(Sj) I Sj E f} and k = 2 in the following proposition, we obtain that the weight assignment 10(4J achieves isolation with probability at least 1/4. of size at most Z, the minimum weight set in F is unique with nonzero probability.
The following theorem
shows that at least t + 1 different weight assignments are needed in order to achieve isolation in all possible families of size at most Z, where t = min( 1$~, 1~~). Hence any randomized scheme requires Q(log t) = $l(log Z) random bits. In fact, we can prove the same lower bound even when the assignments map subsets of S to an arbitrary linearly ordered set of size B. We note here that using a substantially different technique we can prove that given t~~weight assignments, we can find a family F, with IFI < Z, such that under every assignment there are an even number of subsets in $ of each weight.
Thus the same lower bound of C!(log Z + log n) holds for the problem of isolating an odd number of subsets with non.zero probability. Theorem 10 Given jinite sets A and B, an unknown subset C G A and an upper bound M on [Cl, we can construct, using O(log log IAI + log Al) random bits, a family of hash functions H from C to B which is k-universal with probability at least 1/2 and which is samplable with O(k(log log IAI + log IB I + log M)) random bits.
As an application, consider the situation where any n jobs from a large universe (2n0(1) sized) may compete for a resource at a given time and one of them must be selected at random. The jobs are isolated from each other but can access a common random source. Since the ID's of the n currently competing jobs are unknown, the random source cannot be used to sample a global process ID because it is unlikely that any competing job will have that ID. The usage of existing schemes (e.g., Rabin's lemma [Rab82]) requires n independent random sources and tl(n) random bits. Using our hash functions with k = 2, we get an optimal solution which uses @(log n) random bits and succeeds with probability 1/4 -e, for any fixed c > 0, via a simple pairwise independent sampling scheme.
