Caption Localisation in Video Sequences by Fusion of Multiple Detectors by Sébastien Lefèvre & Nicole Vincent
Caption Localisation in Video Sequences by Fusion of Multiple Detectors
Sébastien Lefèvre
LSIIT, University of Strasbourg I
Parc d’Innovation, Bd. Brant, BP 10413
67412 Illkirch Cedex, France
lefevre@lsiit.u-strasbg.fr
Nicole Vincent
CRIP5, University of Paris V
45 rue des Saints Pères
75270 Paris Cedex 06, France
nicole.vincent@math-info.univ-paris5.fr
Abstract
In this article, we focus on the problem of caption de-
tection in video sequences. Contrary to most of existing ap-
proaches based on a single detector followed by an ad hoc
and costly post-processing, we have decided to consider
several detectors and to merge their results in order to com-
bine advantages of each one. First we made a study of cap-
tions in video sequences to determine how they are repre-
sented in images and to identify their main features (color
constancy and background contrast, edge density and reg-
ularity, temporal persistence). Based on these features, we
then select or deﬁne the appropriate detectors and we com-
pare several fusion strategies which can be involved. The
logical process we have followed and the satisfying results
we have obtained let us validate our contribution.
1. Introduction
Nowadays, the amount of multimedia data is so high that
some indexing tools are required to let users browse among
the available informations and look for pertinent samples.
Among these indexing tools, shot and scene change detec-
tors help to break down the video sequences [7], tracking
techniques give successive positions of the objects, while
keyframe extractors can be used to publish a visual index of
the video content. Another information of main interest is
the caption text present in video frames.
Once the text has been extracted from video sequences,
it may then be used to build some data textual annotations
which are easy to index. So detection and analysis of cap-
tion text in video sequences is a main problem of multime-
dia data indexing. In this paper, we focus on the caption
extraction for which we propose an efﬁcient approach. We
have to precise that scene text detection is considered as an-
other problem and is out-of-scope of our study. Before de-
scribingthemainaspectsofourcontribution,wewillbrieﬂy
recall related works. For more information, a recent review
has been done by Jung et al. [5], whereas Hua et al. [3] fo-
cus on evaluation of caption detection methods.
The approaches described in literature may be classiﬁed
depending on the image properties used: color [4], texture
[12], motion [1], or contours [10]. Some methods use the
temporal constancy of caption areas [9]. Most of the meth-
ods share the same processing synopsis: a main detector is
ﬁrst used (usually based on one of the features) and a post-
processing is then required to increase the quality of the re-
sults. This post-processing ad hoc is often characterized by
a high computational complexity. However, it seems that
no method can be used stand-alone to give satisfying re-
sults [5]. So, as in [8, 2], we have rather decided to build
our method as a combination of several detectors in order to
take into account the advantages of all features and to avoid
a post-processing step. Moreover we have determined the
optimal detectors from the caption area features.
We will ﬁrst describe the goal of caption areas in video
sequences and study how these areas are represented in
video frames. This study will then help us to determine the
main features from which we can build the most appropri-
ate detectors, which will be explained in the next section.
Wewillalsopresentthefusionstrategiestocombinethedif-
ferent detectors. Finally we will describe and comment the
results obtained, which let us evaluate our contribution.
2. Study of caption features
In order to determine which are the features the most
adapted to detect caption areas in video sequences, we have
ﬁrst to study these areas. Differents reasons can be put for-
ward by the audiovisual production team to artiﬁcially in-
sert text in video frames. This text can have several goals
and be related to: commerce to mention companies or in-
dividuals taking part to a movie, sport to resume the game
evolution (elapsed time, score) and associated data (player
names, statistics), news to describe the current report (jour-
nalist name, place, abstract), law to indicate the rights at-
tached to a document, etc. However, the caption text alwaysplays a speciﬁc role in the video sequence, and so has to be
easily visible by any watcher.
More precisely, from the study of a representative video
corpus, we can notice that text areas are clearly separated
from the other parts of image content, as the text would
be easily read. The contrast between text area and text or
scene background is relatively high. Moreover, these areas
are displayed in front and are never hidden: so they are al-
ways completely visible. We can also observe that most of
the time characters are monochrome, and the letters belong-
ing to an only one word are usually displayed with unique
color and texture. The last idea related to color constancy of
these caption areas is the planar properties of the text: while
the image content usually represents 3-D data, the caption
areas are located on a 2-D plan.
Another important feature of text areas concerns the
character shapes. These characters have most of the time
constant size, shape, and orientation. The character size is
usually determined by following some legibility and read-
ibility rules: all characters have the same size, interspaces
are ﬁxed, the number of words per line is not greater than
5, etc. Depending on the geographic area, the text can be
read from left to right, from right to left, or from top to bot-
tom. Another interesting point is that areas usually contain
many contours, which are also regular. It is the concatena-
tion of characters from a similar font, and these characters
would be easily distinguished from the background.
Finally, we can also notice the temporal constancy of
caption areas in video sequences: these areas move only
rarely in the spatial plane from one frame to the next one,
and the associated motion is low. Moreover, the characters
contained in the text appear in the following frames.
The preliminary conclusions of our study let us con-
sider that caption area features can be determined a pri-
ori in order to deﬁne related optimal detectors. These fea-
tures are linked to area color and texture constancy, contrast
with other parts of the image, regular shapes of text charac-
ters and high contour density, and temporal persistence of
caption areas. From these conclusions, we are now able to
deﬁne some appropriate caption detectors. In order to en-
sure the highest possible efﬁciency to our method, we will
mainly select detectors with a low computational cost.
3. Description of selected detectors
Fromthepreviousobservations,wecanconcludethatthe
expected areas are parts of the image which are character-
ized by uniform color and texture, high contrast with back-
ground, dense and regular contours to delimit the differ-
ent letters of the text, and a temporal persistence on several
frames. As we take into account the computation time, we
will focus on fast and complementary detectors. We have
decided to retain three kinds of detectors, based respectively
on color, texture, and contour information, and to consider
temporal persistence as a possible ﬁltering step.
3.1. Color-related detector
The ﬁrst detector we will use is based on color constancy
of caption areas. As the contrast between these areas and the
background is high, we can assume that in a caption area at
least two colors are displayed, which are related to text and
background pixels. So we can discard all uniform areas.
We start our analyse by dividing the image I into blocks.
For each block and each color component c, we compute
the local histogram Hc. In order to increase the robustness
of this analysis, we have decided to reduce the number of
color values to be used. We then assume that a block Bk
contains text if there is no high value in the histograms:
Bk =

1 if ∀c ∀v Hc(v) < Sc
0 otherwise (1)
where Hc(v) is the vth bin of the histogram for color com-
ponent c, and Sc is a predeﬁned threshold.
3.2. Texture-related detector
In order to locate the caption areas based on their texture
constancy, we used Haar wavelets [9]. However, we have
decided to limit our analysis to the ﬁrst level to keep the ar-
eas with regular texture.
A decomposition of the image I following the horizon-
tal, vertical and diagonal directions let us obtain three im-
ages ILH, IHL and IHH, which are then summed up in a
single image I0 of reduced size, so for a pixel I0
p we have:
I0
p =

1 if 1
3(IHL
p + ILH
p + IHH
p ) > St1
0 otherwise
(2)
The result is summed up at block level, allowing then to lo-
cate the areas with regular texture:
Bk =
(
1 if
P
p∈Bk I0
p

> St2 × ω(Bk)
0 otherwise
(3)
where ω(Bk) is the number of pixels from block Bk and
St2 the rate used in the comparison.
3.3. Contour-related detectors
Two main caption features related to contours have been
identiﬁed: density and regularity of edge pixels. So here we
propose to use two appropriate different detectors.
The edge density is inspired from [11]. The goal is here
to label an image region as a caption area if it contains many
edge pixels. First we identify the edge pixels with a binari-
sation of the gradient image obtained with Sobel operator.A block-based processing helps then to estimate locally the
edge density (i.e. the number of edge pixels):
δ(Bk) =
X
p∈Bk
Ep (4)
where:
Ep =

1 if ISobel
p > Sc1
0 otherwise
(5)
and ISobel the Sobel gradient image obtained from origi-
nal image I. We consider that a block Bk of high density
δ(Bk) > Sc2 belongs to a caption area.
To detect caption areas based on contour regularity, we
assume that, as the caption areas are composed of printed
text, they usually contain some line segments of predeﬁned
(mainly vertical and horizontal) directions. So we use a fast
block-based line segment detector [6] which is of partic-
ular interest for horizontal and vertical directions. The re-
sults consist for each block in the presence and the posi-
tion of one or several line segments of predeﬁned direction.
An area characterized by an important number of line seg-
ments of similar direction with close but non connected po-
sitions is assumed to be a caption area.
Here we have introduced four detectors based on identi-
ﬁed caption features and an efﬁciency criterion. In order to
ensure more efﬁciency and quality, these detectors can in-
volve the temporal invariance feature.
3.4. Involving the temporal invariance
The temporal invariance feature is involved in each of
the different detectors, following two alternative principles.
The ﬁrst way is to consider that, for a given detector, the
input image contains only the areas extracted by this detec-
tor on the previous video frame. A reset to the complete im-
age is performed periodically. This principle helps to limit
the computation time, and can be formulated as:
I0(t) =

D(It) if t mod ∆ = 0
DI0
t−1(It) otherwise (6)
where D(It) represents the application of detector D to the
image It, DI0
t−1 deﬁnes the restriction of the detector D to
detected areas on the previous frame at time t−1 (and noted
I0
t−1), and ∆ measures the reset step.
The second way consists in assuming that a caption area
will be kept only if it has been extracted by the same detec-
tor for a given number of successive frames, i.e.:
I00(t) =
^
k∈[t−λ,t]
I0(k) (7)
where the ﬁnal image I00 at time t is obtained from a com-
bination of the results I0 on a range of λ successive frames.
We can then obtain some local segmentation results us-
ing the different detectors with a temporal invariance prin-
ciple. We will now show how to fusion the different results
in order to obtain a global segmentation decision.
4. Fusion strategies
Each of our detectors works on pixel blocks. In every
case, the blocks have same size and represent an image par-
tition. A fusion is then required, and in our case it will be
applied at block level. In order to formalize our fusion strat-
egy, we represent each detector by a function deﬁned on an
image of various size and with values in a binary set:
D : I −→ {0,1}
I 7−→ D(I) =

1 if C(I)
0 otherwise
(8)
with the condition :
C(I) : the block I is labelled as text (9)
To qualify a block I we have deﬁned two strategies for com-
bination of detectors.
The ﬁrst strategy considers a parallel processing of every
detector. The results are then merged using weighting coef-
ﬁcients with detectors. These coefﬁcients can be deﬁned a
priori from a learning step or set on line. A region is kept
only if its global score (the sum of the weighted individ-
ual scores) is higher than a predeﬁned threshold. Using the
notations introduced previously, we have:
Dﬁnal : I −→ {0,1}
I 7−→ Dﬁnal(I) =



1 if
k P
i=1
piDi(I) > Sf
0 otherwise
(10)
for k detectors where pi represents the different weights as-
sociated with detectors Di, and Sf the global threshold.
The second strategy considers a sequential processing
of the different detectors. Moreover, this processing can be
seen as hierarchical. The detectors are sorted and indexed
depending on their efﬁciency and their tolerance when ap-
plied on the complete frame. The ﬁrst is the most tolerant,
whereas the last is of best quality but of worse efﬁciency.
The strategy can then be expressed for a block I as follows:
• D0
i is deﬁned for i > 1 by:
D0
i : I −→ {0,1}
I 7−→ D0
i(I) =

Di(I) if Di−1(I) = 1
0 otherwise
(11)
• Dﬁnal is deﬁned from this sequence of operators
D1,...,Dk by Dﬁnal = D0
kThe two strategies introduced here have pros and cons.
Whereas the ﬁrst one can be based on a learning step to de-
termine the optimal weights, it requires the processing of
all detectors on complete frames. On the opposite, the sec-
ond strategy is faster, particularly for a monoprocessor sys-
tem, but some caption areas can stay undetected.
5. Results and discussion
The method introduced in this paper has been tested on
a varied corpus of color video sequences. The detectors de-
scribed in section 3 have been evaluated independently in
terms of efﬁciency and quality, respectively by measuring
the average computation time and by estimating the recall
rate Tr and precision rate Tp. We have also evaluate the ef-
fects of the additional temporal persistence criterion and of
the two fusion strategies. Finally, we have compared our re-
sults with those from Wolf and Jolion [11].
One of the contributions of this paper was to propose
a fast caption detection method. Table 1 gives the average
computationtimeTµ ofourdetectors,basedonaJava-based
implementation on a PC workstation (3 GHz CPU and 512
MBytes RAM) with RGB images of 320 × 240 pixels. The
cost of edge-related detectors is high due to the edge de-
tection step. The ﬁrst temporal persistence criterion helps
to greatly decrease the computation time (about 80-95 %),
whereas the second criterion implies a low additional cost
(about 0.02 ms per frame for λ = 2). We have then esti-
mated the quality rates. In order to ensure the robustness
and genericity of our method, we have used a single pa-
rameter set for all our tests. These optimal parameters have
been obtained following an analysis of the recall/precision
curves on various images, and are given in the table 2. Us-
ing these parameters, we have computed the average recall
rate Tr and precision rate Tp, also shown in table 1.
As we can notice, the parallel strategy returns better av-
erage quality, contrary to the sequential strategy which is
faster. However, the latter can give better results with a pa-
rameter set ensuring a maximal recall rate.
In order to evaluate our contribution, we have also com-
pared our results (with parallel strategy) with Wolf and Jo-
lion method [11]. As illustrated in ﬁgure 1, we can notice
that for a same number of false negatives, our method gen-
erally returns less false positives.
Figure 2 shows the application of the sequential strategy.
The limit is that a caption area will be missed if at least one
single detector does not retrieve it.
6. Conclusion
In this article we have introduced a new method for cap-
tion areas detection in video sequences. Contrary to most of
theotherapproaches,we donotrelyona singledetectorfol-
lowed by an ad hoc and costly post-processing but we rather
consider several detectors simultaneously. In order to deter-
mine the detectors to be used, we have ﬁrst made a study
of caption areas in video sequences and we have identiﬁed
their main features, related to color, texture, contours, and
temporal invariance. From these features we have deﬁned or
selected the appropriate detectors. We have then introduced
two different strategies to fusion the results obtained with
each of the detectors in a global decision, either in a paral-
lel or a hierarchical way. We have ﬁnally compared the de-
tectors and the strategies on a various video corpus, which
let us validate our contribution.
Among the perspectives we consider, we can mention
the use of robust detectors as the ﬂat morphological oper-
ators to detect areas with uniform colors. We think also to
adapt our method to compressed video data in order to pro-
cess the video frames directly in the compressed domain.
Figure 1. Results obtained with Wolf and Jo-
lion method [11] (left) and with our method
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Detector Tµ Tr Tp
(in ms) (in %) (in %)
Color 4.17 65 32
Texture 7 86 85
Edge density 30 93 74
Edge regularity 41.17 85 85
Parallel strategy 82.33 92 76
Sequential strategy 36.5 60 90
Table 1. Efﬁciency and quality measures.
Parameter Value
Block height h = 16
Block width v = 48
Number of quantiﬁed colors V = 6
Color threshold Sc = 0.45 × h × v
Texture ﬁrst threshold St1 = 15
Texture second threshold St2 = 0.2 × h × v
Contour ﬁrst threshold Sc1 = 75
Contour second threshold Sc2 = 0.15 × h × v
Weights in fusion process ∀i pi = 1
Threshold in fusion process Sf = 2
Table 2. Parameters and selected values.
Figure 2. Results obtained with the sequen-
tial strategy (from left to right and top to
bottom): original image, result from detector
based on color, texture, edge density, edge
regularity and ﬁnal result.