By using finite-dimensional approximations and a recent result on gradient estimates for singular diffusions on R d , gradient estimates are derived for the semigroups of solutions to a class of stochastic evolution equations on Hilbert spaces with Non-Lipschitz coefficients.
Introduction
Consider the following stochastic differential equation on a separable Hilbert space H:
where A is a linear operator on H generating a C 0 -semigroup where · HS is the Hilbert-Schmidt norm for linear operators on H. According to [6] , if F and B are Lipschitz mappings and B ≥ λ 0 I for some λ 0 > 0, the associated Markov semigroup P t f (x) := Ef (X t ) satisfies the gradient estimate
for some positive function h : (0, ∞) → (0, ∞), where · ∞ is the uniform norm. In [7] the existence and uniqueness of the mild solution is proved for a class of non-Lipschiz mappings F and B with B taking values in L HS (H), the space of Hilbert-Schmidt operators on H. The aim of this paper is to prove this gradient estimate for solutions of equation (1.1) under two different classes of non-Lipschitz conditions on the coefficients. To this end, we shall adopt an approximation argument and make use of the gradient estimate obtained recently in [5] for diffusion semigroups on R d with singular coefficients. As the coefficients are not Lipschitz, the results of finite dimensional approximations are of interest on their own right.
Let us introduce the following assumptions.
Apart from that it generates a C 0 semigroup T t , we assume that (H1) A ≤ θI for some θ ≥ 0 and 
holds for some δ 0 > 0 and some r ∈ C 1 ((0, δ (1) The control function sr(s) in (H2 ) is not assumed to be concave so that (H2) and (H2 ) are not comparable.
(2) We impose conditions on σ rather than directly on B(x) in order to use conveniently the finite dimensional results in [5] .
For any positive function g on (0, ∞) with 
If moreover 
If moreover
The first assertion of Theorem 1.1 is not covered by [7] since B / ∈ L HS (H) when λ 0 > 0, but condition (iii) in [7] assumes that B takes values in L HS (H).
A simple example for γ to satisfy assumptions in Theorem 1.1 is γ(s) := cs log(e+s 
Let {e n } be the corresponding unit eigenvectors. For any n ≥ 1, let
be the orthogonal projection. 
is a separable Hilbert space under the inner product
W t is a cylindrical Brownian motion on E q and Y t solves the equation
which is finite due to (2.1). So, by [1, Theorem 5 .9] Y t is continuous in E q and e n , n ≥ 1. Thus, · HS equals to the Hilbert-Schmidt norm from
U to H used in [7] . Next, let Y t in Lemma 2.1.
For any x ∈ H, since σ(x) is Hilbert-Schmidt, it has discrete spectrum. Let {ẽ n , n ≥ 1} be the complete orthomormal system of eigenvectors of σ(x) with eigenvalues δ n ≥ 0. We have
So, with y = 0 assumption (H2) and the Jensen inequality imply
for some constant C > 0 and any H-random variable X. Hence, by Lemma 2.1, (a1) and (a2) in [7] hold forF andB with p = 2 and
). Moreover, (a3) and (a4) with p = 2 forF andB trivially follow from (H2) and the Jensen inequality. So, by [7, Theorem 2.1] (2.2) has a unique mild solution with
Therefore, the proof is completed by Lemma 2.1. Now, let X n t solve the following finite-dimensional stochastic differential equation on H n :
where A n := π n A, F n := π n F, B n := λ 0 I n + σ 2 n (x), σ n := π n σ. To approximate X t by X n t using (H2) , we need the following lemma. Define
, and
The same conclusion holds for G n and σ n .
Proof. The first assertion follows from (2.3). By the last display in the proof of Lemma 3.3 in [5] , one has
we have
Since σ(y) is Hilbert-Schmidt, it has discrete spectrum. To estimate the first term on the right, we let {ẽ n , n ≥ 1} be the complete orthomormal system of eigenvectors of σ(y) with eigenvalues δ n ≥ 0 and {E λ , λ ≥ 0} the spectral family of σ(x). Putting f n = (σ(x) − σ(y))ẽ n we have
Interchanging the order of integration and integrating with respect to t and s, it follows that
HS .
A similar argument also leads to the same conclusion for the second term on the right hand side of (2.5). Hence, the proof is completed.
Proposition 2.4. Under (H1) and (H2). We have 
holds for t ∈ [0, T ]. Then Lemma 2.3, (H2) and the Jensen inequality yield
for some constant C 1 (T ) > 0 and
This implies
Hence, (2.6)
Obviously, ε n → 0 due to Lemma 2.1. Moreover, (H2) and (2.3) imply = ∞ for δ > 0, and ε n ,ε n , h n (0) → 0 as n → ∞, (2.6) and Lemma 2.1 yield the desired assertion.
3 Finite-dimensional approximations under (H1)/(H2 ) Lemma 
Under (H1) and (H2 ), there exists a unique solution to equation (1.1).
Proof. If B took values in L HS (H), the Lemma would follow from the existence of the weak solutions (martingale solution) proved in [1] , [3] and the pathwise uniqueness obtained in [8] 
under (H1) and (H2 ). The problem is that the diffusion coefficient B does not take values in L HS (H). However, since G(x) = B(x)−
√ λ 0 I takes values in L HS (H), a slight modification of the proofs of the results in [1] , [3] , and [8] yields the desired result. Let us briefly indicate the modifications. LetG n be a sequence of Lipschitz mappings from H to L HS (H) that approaches to G (see [1] for the construction). Denote byX n t the solution of the equation:
ThenZ n t is the solution of the equation:
Since the semigroup {T t , t ≥ 0} is compact, following the same proof of Theorem 8. 
is tight on C([0, T ], H) × C([0, T ], H) × C([0, T ], E)
, where E is any fixed separable Hilbert space with the imbedding H ⊂ E being Hilbert-Schmidt. By the Skorohold Theorem, changing the probability space if necessary, we can assume that there exists a subsequence
Thus,X t :=Z t +M t , t ≥ 0 satisfies 
Proof. Since B(x)
is not a Hilbert-Schmidt operator, the Itô's formula can not be applied to X t . To overcome this difficulty, we write
By Lemma 2.1,
Let R λ denote the resolvent associated with the semigroup {T t , t ≥ 0}. Introduce
Moreover, it is easy to verify (see Lemma 3.1 in [8] ) that
In view of (3.2), to prove the Proposition, it is enough to show that
By the Itô's formula, we have
The stochastic contraction dξ
We observe that without loss of generality, we may and will assume So, due to condition (i) there exists N > 1 such that
Since assumption (H2 ) remains true forr := N r and ε 0 in place of r and δ 0 respectively, one has (3.6) forr and ε 0 in place of r and δ 0 respectively. Now, for ρ > 0 define
It is clear that for any 0 < ξ < 1,
.
Then we have
and due to (3.6),
For δ ∈ (0, δ 0 ] and small ρ > 0, define
By Itô's formula, we have
By virtue of (3.3) and letting λ → ∞, we arrive at 
≤ cξ n (s)r(ξ n (s)) + cρ, s ≤ τ n ∧ τ n for some c > 0. So, (3.10) and (3.8) imply for some C, C 1 > 0. Furthermore, by (3.9) one has Φ ρ (ξ n (s)) ≤ 0 for s ≤ τ n ∧ τ n . Combining this with (3.11), we obtain
By the Gronwall inequality, this implies that
Noting that
it follows from (3.12) that
(3.13)
Note that
(3.14)
By the continuity of Z t and M t in t, the set 
