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Stability of rotation relations in C∗-algebras
Jiajie Hua and Qingyun Wang
Abstract
We show that if Θ = (θj,k)3×3 is a non-degenerate real skew-symmetric 3 × 3 matrix,
where θj,k ∈ [0, 1), then for any ε > 0, there exists δ > 0 satisfying the following: For
any unital simple separable C∗-algebra A with tracial rank at most one, any three unitaries
v1, v2, v3 ∈ A such that
‖vkvj − e
2piiθj,kvjvk‖ < δ and
1
2pii
τ(logθ(vkvjv
∗
kv
∗
j )) = θj,k
for all τ ∈ T (A) and j, k = 1, 2, 3, where θ is some real number in [0, 1) and logθ the
continuous branch of logarithm defined on Fθ = {eit : t ∈ (2piθ − pi, 2piθ + pi)} with values
in {ri : r ∈ (2piθ − pi, 2piθ + pi)} such that logθ(e
2pii θ) = 2pii θ, then there exists a triple of
unitaries v˜1, v˜2, v˜3 ∈ A such that
v˜kv˜j = e
2piiθj,k v˜j v˜k and ‖v˜j − vj‖ < ε, j, k = 1, 2, 3.
The same conclusion holds if Θ is rational or non-degenerate and A is a nuclear purely
infinite simple C∗-algebra (where the trace condition is vacuous).
If Θ is degenerate and A has tracial rank at most one or is nuclear purely infinite simple,
we provide some additional injectivity condition to get the above conclusion.
1 Introduction
An old and famous question in matrix and operator theory asks whether any pair of almost
commuting self-adjoint matrices are norm close to a pair of exactly commuting self-adjoint
matrices. This question was solved affirmatively by Lin in the 1990’s (See [13],[16]). The
corresponding question for a pair of unitary matrices is false, as pointed out by Voiculescu in
[29] and [30]. However the story does not end here. An obstruction has been found by Exel and
Loring in [2]. The answer becomes yes if this obstruction vanishes. See also ([2],[3],[4],[8],[9]).
A natural generalization of the second question above is to see what happens for pairs of
unitaries that almost commute up to a scalar with norm 1. It turns out that similar conclusion
holds, and in fact one can deal with more general ambient C∗-algebra rather than just matrix
algebra. More precisely, in [11], the first author and H. Lin proved the following:
Theorem 1.1. Let θ be a real number in (−12 ,
1
2). For any ε > 0, there is a δ > 0, depending
only on ε, such that if u and v are two unitaries in any unital simple separable C∗-algebra A
which satisfies the UCT and has tracial rank zero satisfying
‖uv − e2πiθvu‖ < δ and (e 1.1)
1
2pii
τ(log(uvu∗v∗)) = θ (e 1.2)
for all tracial state τ of A, then there exists a pair of unitaries u˜ and v˜ in A such that
u˜v˜ = e2πiθv˜u˜, ‖u− u˜‖ < ε and ‖v − v˜‖ < ε.
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Note that the trace condition (e 1.2) is also necessary, see Corollary 4.1.
Let θ ∈ R. We call a pair of unitaries u, v with uv = e2πiθvu to satisfy the rotation relation
with respect to θ, since the universal C∗-algebra generated by such unitaries is the rotation
algebra. So another way to phrase Thoerem 1.1 is to say that the rotation relation is stable
in unital simple separable C∗-algebra A which satisfies the UCT and has tracial rank zero,
providing that the trace condition (e 1.2) is satisfied.
One can then further ask the stability of the rotation relations for a n-tupe of unitaries.
Let Θ = (θj,k)n×n be a real skew-symmetric n by n matrix. We say unitaries u1, u2, . . . un in
a C∗-algebra A satisfies the rotation relations with respect to Θ if ukuj = e
2πiθj,kujuk, for all
1 ≤ j, k ≤ n.
We mainly focus on the case n = 3 in this paper. In view of what happens for n = 2, it is
natural to make the following conjecture:
Conjecture 1.2. Let Θ = (θj,k)3×3 be a real skew-symmetric 3×3 matrix, where θj,k ∈ (
1
2 ,−
1
2).
For any ε > 0, there is a δ > 0 satisfying the following: For any unital simple separable C∗-
algebra A with tracial rank zero which satisfies the UCT, any three unitaries v1, v2, v3 ∈ A such
that
‖vkvj − e
2πiθj,kvjvk‖ < δ and
1
2pii
τ(log(vkvjv
∗
kv
∗
j )) = θj,k
for all τ ∈ T (A) and j, k = 1, 2, 3, there exists a triple of unitaries v˜1, v˜2, v˜3 ∈ A such that
v˜kv˜j = e
2πiθj,k v˜j v˜k and ‖v˜j − vj‖ < ε, j, k = 1, 2, 3.
In this paper, we will confirm Conjecture 1.2 when Θ is a non-degenerate real skew-symmetric
3 × 3 matrix and extend the result to the class of C∗-algebra with tracial rank at most one.
However, when Θ is a degenerate real skew-symmetric 3× 3 matrix, Conjecture 1.2 is not true.
We shall give a counter example in Section 5. We then give a sufficient condition to make
Conjecture 1.2 set up. We also deal with the purely infinite simple case and obtain similar
results.
This paper is organized as following. In Section 2, we list some notation and known results.
In Section 3, we give a very concrete description of the K-theory of the rotation algebra. In
Section 4, we further generalize the Exel trace formula. In Section 5, we prove stability of the
rotation relations in the class of C∗-algebras of tracial rank at most one with an additional
injective condition. We then show that this condition is automatic if Θ is non-degenerate, thus
confirm Conjecture 1.2 in this case. In the last section, we deal with the class of nuclear purely
infinite simple C∗-algebras. We show that stability of the rotation relations always holds if Θ is
either rational or non-degenerate.
2 Preliminaries
Let n ≥ 2 be an integer and denote by Tn the space of n× n real skew-symmetric matrices.
Definition 2.1. (See also section 1 of [25]) Let Θ = (θj,k)n×n ∈ Tn be a n × n real skew-
symmetric matrix. The noncommutative tori AΘ is the universal C
∗-algebra generated by
unitaries u1, u2, . . . , un subject to the relations
ukuj = e
2πiθj,kujuk
for 1 ≤ j, k ≤ n. (Of course, if all θj,k are integers, it is not really noncommutative.)
For any real skew symmetric matrix Θ = (θj,k)n×n, AΘ has a canonical tracial state τΘ given
by the integration over the canonical action of Ẑn (See page 4 of [25] for more details). We
denote this trace by τΘ.
2
Definition 2.2. A skew symmetric real n × n matrix Θ is nondegenerate if whenever x ∈ Zn
satisfies exp(2pii〈x,Θy〉) = 1 for all y ∈ Zn, then x = 0. Otherwise, we say Θ is degenerate.
We say Θ is rational if its entries are all rational numbers; otherwise it is said to be nonra-
tional.
The following result is well known.
Theorem 2.3 (Theorem 1.9 of [23]). The C∗-algebra AΘ is simple if and only if Θ is nonde-
generate. Moreover, if AΘ is simple it has a unique tracial state τΘ.
Lemma 2.4 (Lemma 3.1 of [12]). Let Θ ∈ T3, and
Θ =

 0 θ1,2 θ1,3−θ1,2 0 θ2,3
−θ1,3 −θ2,3 0

 .
Then Θ is nondegenerate if and only if dimQ(spanQ(1, θ1,2, θ1,3, θ2,3)) ≥ 3.
Notation 2.5. Let A be a unital C∗-algebra. Denote by T (A) the tracial state space of A. The
set of all faithful tracial states on A will be denoted by Tf (A). Denote by Aff(T (A)) the space of
all real affine continuous functions on T (A). If τ ∈ T (A), we will use τ⊕k for the trace τ ⊗Tr on
Mk(A) for all integer k ≥ 1, where Tr is the unnormalized trace on matrix algebra Mk. Denote
by As.a. the set of all self-adjoint elements in A. If a ∈ As.a., denote by a˘ a real affine function
in Aff(T (A)) defined by a˘(τ) = τ(a) for all τ ∈ T (A).
Denote by Un(A) the group of unitaries in Mn(A) for n ≥ 1. We often use U(A) to express
U1(A). Denote by U0(A) the subgroup of U(A) consists of unitaries path connected to 1A.
Denote by CU(A) the closure of the subgroup generated by commutators of U(A). Let U∞(A)
be the increasing union of Un(A), n = 1, 2, . . . , viewed as a topological group with the inductive
limit topology. Define U∞,0(A) and CU∞(A) in a similar fashion.
Let A be a unital C∗-algebra and let u ∈ A be a unitary. Define Adu(a) = u∗au for all
a ∈ A. For any a ∈ A, denote by sp(a) the spectrum of a.
Denote by ρA : K0(A)→ Aff(T (A)) the order preserving map induced by ρA([p])(τ) = τ
⊕n(p)
for all projections p ∈ A⊗Mn, n = 1, 2, ....
Definition 2.6. ([1]) Let A,B be two C∗-algebras. We define
K(A) = ⊕∞n=1 (K0(A;Z/nZ)⊕K1(A;Z/nZ))
and KL(A,B) = KK(A,B)/Pext(K∗(A),K∗(B)), where Pext is the subgroup of Ext
1
Z consists
of classes of pure extensions.
It is proved in [1] that, when A satisfies the UCT and B is σ-unital, there is an isomorphism
KL(A,B) ∼= HomΛ(K(A),K(B)). See [1] for more details about these terminologies and the
aforementioned isomorphism.
We recall the definition of tracial rank of C∗-algebras:
Definition 2.7. ([18]) Let A be a unital simple C∗-algebra. We say A has tracial rank at most
one, if for any ε > 0, any finite subset F ⊂ A and any nonzero positive element c ∈ A, there
exists a C∗-subalgebra B ⊂ A with 1B = p such that:
(i) B ∼= ⊕nj=1PjMkjC(Xj)Pj , where Xj is a compact metrizable space with covering dimension
≤ 1, Pj is a projection in MkjC(Xj), for j = 1, 2, . . . , n.
(ii) ‖pa− ap‖ < ε for all a ∈ F ,
(iii) dist(pap,B) < ε for all a ∈ F ,
(iv) 1A − p is Murray-von Neumann equivalent to a projection in cAc.
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If A has tracial rank at most one, we write TR(A) ≤ 1.
Definition 2.8. Let L : A → B be a linear map. Let δ > 0 and G ⊂ A be a finite subset. We
say L is G-δ-multiplicative if
‖L(ab)− L(a)L(b)‖ < δ for all a, b ∈ G.
Let Cn be a C
∗-algebra such that K∗(A;Z/nZ) ∼= K∗(A⊗Cn). For convenience, if L : A→ B
is a linear map, we will use the same symbol L to denote the induced map L⊗ idn : A⊗Mn →
B ⊗Mn. as well as L⊗ idCn : A⊗ Cn → B ⊗ Cn.
It is well known that if a ∈ Mn(A) is an ‘almost’ projection, then it is norm close to a
projection. Two norm close projection are unitarily equivalent. So [a] ∈ K0(A) is well-defined.
Similarly, if b ∈ Mn(A) is an ‘almost’ unitary, we shall use [b] to denote the equivalent class
in K1(A). If L : A → B is an ‘almost’ homomorphism, we shall use [L] to denote the induced
(partially defined) map on the K-theories. It is clear that, for any finite set P ⊂ K(A), there is
a finite subset G ⊂ A and η > 0 such that, for any unital completely positive G-δ-multiplicative
linear map L, [L] is well defined on P.
Notation 2.9. If u is a unitary in U∞(A), we shall use [u] to denote the equivalence class in
K1(A) and use u¯ to denote the equivalent class in U∞(A)/CU∞(A). If L : A→ B is an ‘almost’
homomorphism so that L(u) is invertible, we shall define
〈L(u)〉 = L(u)(L(u)∗L(u))−1/2.
3 K-theory of rotation algebra
Any noncommutative tori can be written as an iterated crossed product by Z. It then follows
quickly from the Pimsner-Voiculsecu six-term exact sequence that K∗(AΘ) ∼= Z
2n−1, for any
Θ ∈ Tn. For our purpose, we need a more specific basis for the K-theory. We start with n = 2.
Theorem 3.1 and Proposition 3.3 below are surely well known.
Theorem 3.1. Let θ ∈ [0, 1). Let z be the identity function of C(T). Let α : Z y C(T) be the
action determined by α(z) = e2πiθz. Then Aθ is naturally isomorphic to the crossed product
C(T) ⋊α Z. Moreover, there is a short exact sequence induced from the Pimsner-Voiculsecu
six-term exact sequence from this crossed product:
0 −→ K0(C(T))
i∗0−→ K0(Aθ)
∂
−→ K1(C(T)) −→ 0.
Definition 3.2. Let θ ∈ [0, 1). Let u, v be the canonical generators of Aθ. If θ 6= 0, we define
bu,v ∈ K0(Aθ) to be the equivalent classes of the Rieffel projection as constructed in the proof
of Theorem 1.1 of [26]. If θ = 0, we let bu,v ∈ K0(Aθ) be the bott element. (See Definition 2.7
of [11].)
Proposition 3.3. Let θ ∈ [0, 1). Let τ be the canonical tracial state on Aθ. Let bu,v ∈ K0(Aθ)
be defined as in Definition 3.2. Then τ(bu,v) = θ. Moreover, if ∂ : K0(Aθ) → K1(C(T)) is the
homomorphism defined as in Theorem 3.1, then ∂(bu,v) = [z], where z is the identity function
of C(T).
For n = 3, we have the following result:
Proposition 3.4. Let Θ ∈ T3. Let u1, u2, u3 be the canonical generators of AΘ. Let buk,uj be the
the K0-element of AΘ as defined in Definition 3.2 (viewing Aθj,k as subalgebras of AΘ). Then
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(1) K0(AΘ) is generated by [1AΘ ], bu2,u1 , bu3,u1 , bu3,u2.
(2) K1(AΘ) is generated by [u1], [u2], [u3] and a fourth element [u].
Proof. Let Aθ1,2 denote the universal C
∗-algebra generated by a pair of unitaries u1 and u2
subject to u2u1 = e
2πiθ1,2u1u2. Define an action α on Aθ1,2 by α(u1) = u3u1u
∗
3 = e
2πiθ1,3u1 and
α(u2) = u3u2u
∗
3 = e
2πiθ2,3u2. Then AΘ = Aθ1,2 ⋊α Z. We have the following Pimsner-Voiculescu
six-term exact sequence:
K0(Aθ1,2)
id∗0−α∗0// K0(Aθ1,2)
ι∗0 // K0(AΘ)
∂

K1(AΘ)
δ
OO
K1(Aθ1,2)
ι∗1oo K1(Aθ1,2).
id∗1−α∗1oo
Since α is homotopic to the identity, we get two short exact sequences
0 −→ K0(Aθ1,2)
ι∗0−→ K0(AΘ)
∂
−→ K1(Aθ1,2) −→ 0 (e 3.3)
and
0 −→ K1(Aθ1,2)
ι∗1−→ K1(AΘ)
δ
−→ K0(Aθ1,2) −→ 0. (e 3.4)
By Lemma 1.2 of [24], K1(AΘ) is generated by the classes of unitaries of the form
(1Aθ1,2 ⊗ 1n − P ) + Px(u
∗
3 ⊗ 1n)P, where P, x ∈ Aθ1,2 ⊗Mn and P is a projection.
From the proof of Lemma 2.3 of [24], the connecting map δ : K1(Aθ)→ K0(Aθ1,2) is determined
by:
δ[(1Aθ1,2 ⊗ 1n − P ) + Px(u
∗
3 ⊗ 1n)P ] = [P ].
In particular, we have δ([u3]) = [1Aθ1,2 ]. Let [u] be an element in K1(Aθ1,2) such that ∂[u] =
bu2,u1 . Note that [1Aθ1,2 ] and bu2,u1 are generators of K0(Aθ1,2) by Proposition 3.3. By Corollary
2.5 of [24], K1(Aθ1,2) is isomorphic to Z
2 which is generated by [u1] and [u2]. From the exact
sequence (e 3.4) we see that K1(Aθ1,2) is generated by [u1], [u2], [u3] and [u].
By the same argument as in the proposition in the appendix of [24], we see that the map
∂ : K0(AΘ) → K1(Aθ1,2) is determined by ∂(bu3,u1) = [u1], ∂(bu3,u2) = [u2], then the exactness
of the sequence (e 3.3) shows that K0(AΘ) is generated by [1AΘ ], bu2,u1 , bu3,u1 , bu3,u2 .
4 Generalized Exel trace formula
The Exel trace formula is one of the main ingredient in the proof of our main results. We need
some preparation before we can state the Exel trace formula (in our generalized form).
Definition 4.1. (see [10]) For 0 ≤ ε ≤ 2 and θ ∈ [0, 1), the soft rotation algebras Sε,θ is
defined to be the universal C∗-algebra generated by a pair of unitaries uε,θ and vε,θ subject to
‖uε,θvε,θ − e
2πiθ
vε,θuε,θ‖ ≤ ε.
In particular, we have S0,θ = Aθ.
Definition 4.2. For 0 ≤ ε ≤ 2 and θ ∈ [0, 1), let Bε,θ be the universal C
∗-algebra generated by
unitaries xn, n ∈ Z, subject to the relations ‖xn+1− e
2πiθxn‖ ≤ ε. Let αε,θ be the automorphism
of Bε,θ specified by αε,θ(xn) = xn+1.
Proposition 4.3 (Proposition 2.2 of [10]). For 0 < ε < 2, Bε,θ ⋊αε,θ Z is isomorphic to Sε,θ.
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Theorem 4.4 (Theorem 2.3 of [10], Theorem 2.4 of [7]). Assume 0 ≤ ε < 2. Let z denote
the canonical generator of C∗-algebra C(T). Identify Aθ as the crossed product of C(T) by the
action α of Z induced by α(z) = e2πiθz. Then
(1) Let ψθε : Bε,θ → C(T) be the unique homomorphism such that ψ
θ
ε(xn) = z for all n ∈ Z.
Then ψθε induces a homotopy equivalent between Bε,θ and C(T).
(2) Let ϕθε be the homomorphism defined by
ϕθε : Sε,θ → S0,θ = Aθ, ϕ
θ
ε(uε,θ) = u0,θ, ϕ
θ
ε(vε,θ) = v0,θ.
Then we have the following commutative diagram:
0 // K0(Bε,θ)
ψθε∗

// K0(Sε,θ)
ϕθε∗

∂ // K1(Bε,θ)
ψθε∗

// 0
0 // K0(C(T)) // K0(Aθ)
∂ // K1(C(T)) // 0,
where all vertical maps are isomorphisms and all rows are derived from the Pimsner-Voiclescu
exact sequences.
Definition 4.5. Let θ ∈ [0, 1). Let b = bu,v ∈ K0(Aθ) be the classes of the Rieffel projection
if θ 6= 0 or the bott element if θ = 0 (See Definition 3.2). We then define bθε the element in
K0(Sε,θ) to be the element b
θ
ε = (ϕ
θ
ε∗)
−1(b), where ϕθε is defined as in Theorem 4.4.
It follows immediately from the definition that ∂(bθε) = [x0] in K1(Bε,θ).
Definition 4.6. Let A be a unital C∗-algebra and let u and v be two unitaries in A such that
‖uv − e2πiθvu‖ ≤ ε < 2. There is a homomorphism φθu,v : Sε,θ → A such that φ
θ
u,v(uε,θ) = u and
φθu,v(vε,θ) = v. We define b
θ
u,v = (φ
θ
u,v)∗0(b
θ
ε). Note that b
θ
u,v does not depend on ε as long as
2 > ε > ‖uv − e2πiθvu‖.
Proposition 4.7. Let A be a unital C∗-algebra and let u and v be two unitaries in A. If
‖uv − e2πiθ1vu‖ < 12 and ‖uv − e
2πiθ2vu‖ < 12 . Then b
θ1
u,v = b
θ2
u,v in K0(A).
Proof. By ‖uv − e2πiθ1vu‖ < 12 and ‖uv − e
2πiθ2vu‖ < 12 , we have
|e2πiθ1 − e2πiθ2 | ≤ ‖uvu∗v∗ − e2πiθ1‖+ ‖uvu∗v∗ − e2πiθ2‖ < 1.
So we can find θ ∈ R such that |e2πiθ1 − e2πiθ| = |e2πiθ2 − e2πiθ| < 1. Let ‖uv − e2πiθ1vu‖ = ε1
and ‖uv − e2πiθ2vu‖ = ε2. Since
‖uε1,θ1vε1,θ1 − e
2πiθ
vε1,θ1uε1,θ1‖ ≤ ‖uε1,θ1vε1,θ1 − e
2πiθ1
vε1,θ1uε1,θ1‖+ |e
2πiθ1 − e2πiθ| ≤ ε1+1 <
3
2
,
similarly,
‖uε2,θ2vε2,θ2 − e
2πiθ
vε2,θ2uε2,θ2‖ <
3
2
.
Thus we have a surjective homomorphism φuε1,θ1 ,vε1,θ1 from S 32 ,θ
to Sε1,θ1 and a surjective ho-
momorphism φuε2,θ2 ,vε2,θ2 from S 32 ,θ
to Sε2,θ2 such that
φθ
uε1,θ1
,vε1,θ1
(u 3
2
,θ) = uε1,θ1 , φ
θ
uε1,θ1
,vε1,θ1
(v 3
2
,θ) = vε1,θ1
and
φθ
uε2,θ2
,vε2,θ2
(u 3
2
,θ) = uε2,θ2 , φ
θ
uε2,θ2
,vε2,θ2
(v 3
2
,θ) = vε2,θ2 .
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So
bθ1u,v = (φ
θ1
u,v)∗(b
θ1
ε1) = (φ
θ1
u,v)∗ ◦ (φ
θ
uε1,θ1
,vε1,θ1
(u 3
2
,θ))∗(b
θ
3
2
)
= (φθu,v)∗(b
θ
3
2
)
= (φθ2u,v)∗ ◦ (φ
θ
uε2,θ2
,vε2,θ2
(u 3
2
,θ))∗(b
θ
3
2
)
= (φθ2u,v)∗(b
θ2
ε2)
= bθ2u,v.
In case θ = 0, there is a more concrete construction of the K0 element b
0
u,v which is called
the bott element of u and v. The interested reader are referred to [22], [8], [9] and [11] for the
definition and more details about the bott element. For θ 6= 0, we shall give a similar construction
for bθu,v. Recall that the Rieffel projection is of the form p = v
∗f(u)∗+ g(u)+ f(u)v, for suitable
real continuous functions f, g on the circle. (See the construction in Theorem 1.1 of [26]).
Definition 4.8. Let θ ∈ (0, 1). Let A be a unital C∗-algebra. Let u, v be a pair of unitaries in
A. We define eθ(u, v) to be the element v∗f(u)∗ + g(u) + f(u)v, where f, g are the functions on
the circle used in the definition of the Rieffel projection in Aθ.
It is clear that eθ(u, v) is always self-adjoint.
Proposition 4.9. Let θ ∈ (0, 1). There is a δ > 0 such that, for any unital C∗-algebra A, any
pair of unitaries u, v in A such that ‖uv − e2πiθvu‖ < δ, then
‖eθ(u, v)2 − eθ(u, v)‖ <
1
4
.
In particular, sp(eθ(u, v)) has a gap at 12 .
Proof. Suppose the statement is false. Let {δm}
∞
m=1 be a sequence of positive numbers decreasing
to 0. Then for any positive integer m, there exists a unital C∗-algebra Am, a pair of unitaries
u˜m, v˜m in Am such that ‖u˜mv˜m − e
2πiθv˜mu˜m‖ < δm, but
‖eθ(u˜m, v˜m)
2 − eθ(u˜m, v˜m)‖ ≥
1
4
.
Let B =
∏∞
m=1Am/ ⊕
∞
m=1 Am. Let pi :
∏∞
m=1Am → B be the canonical quotient map. Let
u˜ = (u˜1, u˜2, . . . ) and v˜ = (v˜1, v˜2, . . . ). Then pi(u˜), pi(v˜) sastifies the exact rotation relation
pi(u˜)pi(v˜) = e2πiθpi(v˜)pi(u˜), hence there is a homomorphism
φ : Aθ → B, φ(u1) = pi(u˜) and φ(u2) = pi(v˜),
where u1, u2 are the canonical generators of Aθ. In particular, the element
pi
(
eθ(u˜1, v˜1), e
θ(u˜2, v˜2), . . .
)
= pi(e(u˜, v˜)) = φ(e(u1, u2))
is a projection. But this implies that
lim
m→∞
‖eθ(u˜m, v˜m)
2 − eθ(u˜m, v˜m)‖ = 0,
which is a contradiction.
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Definition 4.10. Let θ ∈ (0, 1). Let δ > 0 be chosen as in Proposition 4.9. Let A be a unital
C∗-algebra and let u, v be a pair of unitaries in A such that ‖uv − e2πiθvu‖ < δ. Let χ( 1
2
,∞)
be the characteristic function on (12 ,∞). We define R
θ(u, v) = χ( 1
2
,∞)(e
θ(u, v)) and call it the
Rieffel element of u and v with respect to θ.
The following is a straightforward application of functional calculus:
Proposition 4.11. Let θ ∈ (0, 1). Let δ > 0 be chosen as in Proposition 4.9. Let u, v be a pair
of unitaries in a unital C*-algebra A such that ‖uv − e2πiθvu‖ < δ. Then bθu,v = [R
θ(u, v)]. In
particular, if ε < δ, then bθε = [R
θ(uε,θ, uε,θ)] in K0(Sε,θ).
Lemma 4.12. Let u and v be two unitaries in a unital C*-algeba A. Suppose ‖uv−e2πiθ1vu‖ < 2.
Then there is a δ > 0 such that, whenever θ2 is a real number such that ‖θ2 − θ1‖ < δ, we have
‖uv − e2πiθ2vu‖ < 2 and bθ1u,v = b
θ2
u,v in K0(A).
Proof. Let ‖uv − e2πiθ1vu‖ = ε1 < 2. Choose δ > 0 so that |e
2πiθ1 − e2πi(θ1+δ)| < 2−ε16 . Let θ2
be a real number such that ‖θ2 − θ1‖ < δ. Then
‖uv − e2πiθ2vu‖ ≤ ‖uv − e2πiθ1vu‖+ |e2πiθ1 − e2πiθ2 | ≤ ε1 +
2− ε1
6
< 2.
Let ε2 = ε1 +
2−ε1
6 . Let θ =
θ1+θ2
2 . We can compute that
‖uε1,θ1vε1,θ1 − e
2πiθ
vε1,θ1uε1,θ1‖ ≤ ‖uε1,θ1vε1,θ1 − e
2πiθ1
vε1,θ1uε1,θ1‖+ |e
2πiθ1 − e2πiθ|
≤ ε1 +
2− ε1
6
=
2 + 2ε1
6
.
and
‖uε2,θ2vε2,θ2 − e
2πiθ
vε2,θ2uε2,θ2‖ ≤ ‖uε2,θ2vε2,θ2 − e
2πiθ2
vε2,θ2uε2,θ2‖+ |e
2πiθ2 − e2πiθ|
≤ ε2 +
2− ε1
6
=
2 + 2ε1
3
.
Let ε = 2+2ε13 < 2. We have two surjective homomorphisms
φ1 : Sε,θ → Sε1,θ1 , φ1(uε,θ) = uε1,θ1 , φ1(vε,θ) = vε1,θ1
and
φ2 : Sε,θ → Sε2,θ2 , φ2(uε,θ) = uε2,θ2 , φ2(vε,θ) = vε2,θ2 .
We use the same notation as in Definition 4.6. Then
bθ1u,v = (φ
θ1
u,v)∗(b
θ1
ε1) = (φ
θ1
u,v)∗ ◦ φ1∗(b
θ
ε)
= (φθu,v)∗(b
θ
ε) = (φ
θ2
u,v)∗ ◦ φ2∗(b
θ
ε)
= (φθ2u,v)∗(b
θ2
ε2) = b
θ2
u,v.
Definition 4.13. Let θ ∈ [0, 1). Denote by logθ the continuous branch of logarithm defined
on Fθ = {e
it : t ∈ (2piθ − pi, 2piθ + pi)} with values in {ri : r ∈ (2piθ − pi, 2piθ + pi)} such that
logθ(e
2πi θ) = 2pii θ. Note that if u is any unitary in some C∗-algebra A such that ‖u− e2πiθ‖ <
2, then sp(u) has a gap at e2πiθ+πi, thus logθ(u) is well-defined. In particular, we often use
log(u) = log0(u).
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Now we are ready to state our generalized version of the Exel trace formula. The case where
A is the matrix algebra and θ = 0 is proved in [7] (Lemma 3.1 and Theorem 3.2 of [7]). The
case where A is an arbitrary unital C∗-algebra and θ = 0 is proved in Theorem 3.7 of [11].
Theorem 4.14 (Generalized Exel trace formula). Let A be a unital C∗-algebra with T (A) 6=
∅, let θ ∈ [0, 1). For any u, v ∈ U(A) and ‖uv− e2πiθvu‖ < 2, let bθu,v be defined as in Definition
4.6. Then we have
ρA(b
θ
u,v)(τ) =
1
2pii
τ(logθ(uvu
∗v∗)) for all τ ∈ T (A).
Proof. It is clear that we need only to prove this theorem for A being the soft rotation algebra
Sε,θ. The general case is proved by considering the canonical homomorphism from Sε,θ to A and
use functional calculus. The proof follows by essentially the same argument as in Theorem 3.5
of [11] with a small modification. For the reader’s convience, we sketch a proof here.
First of all, by Proposition 4.12, the left-hand side quantity τ(bθu,v) remains unchanged for
small perturbations of θ. The same is true for the right-hand side. So without loss of generality,
we can assume θ is rational and not equal to 0.
By exactly the same argument as in the proof of Theorem 3.5 of [11], for each tracial state
τ of A, there is an integer kτ such that
τ(bθε) =
1
2pii
τ(logθ(uε,θvε,θu
∗
ε,θv
∗
ε,θ)) + kτ . (e 4.5)
Moreover, there is an integer K such that |kτ | ≤ K, for all tracial state τ on A. The rest
of the effort is then devoted to prove that they are actually 0. If θ is rational, then Aθ is
strong Morita equivalent to C(T2), by Corollary 4.2 of [6]. In particular, there is an irreducible
finite-dimensional representation pi0 : Aθ → Mn. Let ψ : Sε,θ → Aθ be the canonical surjective
homomorphism. Let
ι : Mn →Mn(Sε,θ) ∼=Mn ⊗ Sε,θ, ι(a) = a⊗ 1Sε,θ , ∀a ∈Mn.
Define pi = ι ◦ pi0 ◦ ψ. For any positive integer s, let Φ: Sε,θ → Mns+1(Sε,θ) be the unital
homomorphism defined by
Φ(a) = diag{a, pi(a), pi(a), . . . , pi(a)}, for all a ∈ Sε,θ.
For any positive integer k, let Tr be the unnormalized trace on Mk. Let τ be an arbitrary
tracial state on Sε,θ, we use τ
⊕k to denote the trace on Mk ⊗ Sε,θ induced by τ
⊕k(a ⊗ b) =
Tr(a)τ(b). Let τ0 =
1
ns+1τ
⊕ns+1, which is a tracial state on Mns+1(Sε,θ). Then τ0 ◦Φ is a tracial
state on Sε,θ. Therefore equation (e 4.5) gives
τ0 ◦Φ(b
θ
ε) =
1
2pii
τ0 ◦ Φ(logθ(uε,θvε,θu
∗
ε,θv
∗
ε,θ)) + kτ0◦Φ.
Let bθu,v be the Rieffel projection in Aθ. From the definition of Φ, we can compute that
τ0 ◦ Φ(b
θ
ε) =
1
ns+ 1
(
τ(bθε) + sτ
⊕n(pi(bθε))
)
=
1
ns+ 1
(
τ(bθε) + sTr(pi0 ◦ ψ(b
θ
ε))
)
=
1
ns+ 1
(
τ(bθε) + sTr(pi0(b
θ
u,v))
)
=
1
ns+ 1
(
τ(bθε) + nsθ
)
.
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A similar calculation shows that
τ0 ◦ Φ(logθ(uε,θvε,θu
∗
ε,θv
∗
ε,θ)) =
1
ns+ 1
(
τ(logθ(uε,θvε,θu
∗
ε,θv
∗
ε,θ)) + 2piinsθ
)
.
This implies that
|kτ0◦Φ| = |
kτ
ns+ 1
| ≤
K
ns+ 1
.
Since kτ0◦Φ is always an integer, it must be 0 if s is large enough. This implies that kτ is 0.
As an immediate application of the Exel trace formula, we show that certain trace condition
is necessary to prove stability of rotation relations.
Corollary 4.1. Let θ ∈ [0, 1). There is a δ > 0 such that, for any unital C∗-algebra A with
T (A) 6= ∅, any unitaries u, v, u˜, v˜ in A satifies the following:
(1) ‖uv − e2πiθvu‖ < 2,
(2) u˜v˜ = e2πiθv˜u˜, and
(3) ‖u˜− u‖ < δ, ‖v˜ − v‖ < δ.
Then 12πiτ(logθ(uvu
∗v∗)) = θ, for any tracial state τ on A.
Proof. We first assume θ 6= 0. Choose δ0 according to Proposition 4.11. Since R
θ(u, v) is defined
in terms of continuous functional calculus of u, v, there is a δ1 such that whenever ‖u˜− u‖ < δ1
and ‖v˜−v‖ < δ1, we have ‖R
θ(u, v)−Rθ(u˜, v˜)‖ < 12 . Let δ = min{δ0, δ1}. Then for any u, v, u˜, v˜
satifies conditions (1), (2), (3) in the statement of this corollary, we have
bθu,v = [R
θ(u, v)] = [Rθ(u˜, v˜] = bθu˜,v˜.
Hence
1
2pii
τ(logθ(uvu
∗v∗)) = ρA(b
θ
u,v)(τ) = ρA(b
θ
u˜,v˜)(τ)
=
1
2pii
τ(logθ(u˜v˜u˜
∗v˜∗)) = θ
for all τ ∈ T (A). The proof for the case that θ = 0 is exactly the same, one just have to use the
bott element instead of the Rieffel element.
5 Stability of rotation relations in C∗-algebras of tracial rank at
most one
Let us begin with a brief outline of our strategy of proving stability of rotation relations. Let Θ
be a n× n real skew-symmetric matrix. Suppose {vi}i=1,2,...n are n unitaries in a unital simple
C∗-algebra A with TR(A) ≤ 1 which almost satisfy the rotation relation with respect to Θ.
Then there is an almost homomorphism from AΘ to A. Now stability of the rotation relation is
equivalent to that this almost homomorphism is close to an actual homomorphism.
The later problem is usually divided into two parts: the existence part and the uniqueness
part. An almost homomorphism will induce an ‘almost’ homomorphism between the invari-
ants of the two C∗-algebras, where the invariant consists of the K-theories and the trace spaces
together with certain comparability maps. It is usually easier to show that an ‘almost’ homo-
morphism of the invariants is close to an actual homomorphism. The existence part says that
10
a homomorphism at the invariant level lifts to a homomorphism at the C∗-algebra level. The
uniqueness part says that, two almost homomorphisms which induces ‘almost’ the same maps
on the invariants are almost unitarily equivalent. Therefore, conjugating suitable unitaries, one
shows that an almost homomorphism is close to an actual homomorphism.
It turns out that, to implement the above strategy, if n ≥ 3, the current available tools
require an additional injectivity condition. We give the following counterexample to the stability
problem which shows that, without an injectivity condition, the stability problem can be very
complicated.
Example 5.1. There is a sequence of triple of unitaries {Un,1, Un,2, Un,3}n∈N such that
lim
n→∞
‖Un,jUn,k − Un,kUn,j‖ = 0, 1 ≤ j, k ≤ 3 and
1
2pii
τ(log(Un,jUn,kU
∗
n,jU
∗
n,k)) = 0, 1 ≤ j, k ≤ 3,
where log = log0, but there are no commuting unitaries U1, U2, U3 such that
lim
n→∞
‖Un,j − Uj‖ = 0, j = 1, 2, 3.
Proof. By Voiculescu’s result [29], there exist self-adjoint matrices {Hn,1,Hn,2,Hn,3}n∈N such
that
lim
n→∞
‖Hn,jHn,k −Hn,kHn,j‖ = 0, 1 ≤ j, k ≤ 3;
But there are no exactly commuting self-adjoint matrices H1,H2,H3 such that
lim
n→∞
‖Hn,j −Hj‖ = 0, j = 1, 2, 3.
Let Un,j = e
2πiHn,j . Then
lim
n→∞
‖Un,jUn,k − Un,kUn,j‖ = 0, 1 ≤ j, k ≤ 3.
Now fix a pair j, k. By Lin’s result [16], passing to subsequences if necessary, there is a pair of
commuting self-adjoint matrices Hj,Hk such that
lim
n→∞
‖Hn,j −Hj‖ = 0 and lim
n→∞
‖Hn,k −Hk‖ = 0.
Therefore
lim
n→∞
‖Un,j − e
2πiHj‖ = 0 and lim
n→∞
‖Un,k − e
2πiHk‖ = 0.
By Corollary 4.1, if n is sufficiently large, then
1
2pii
τ(log(Un,jUn,kU
∗
n,jU
∗
n,k)) = 0.
We claim that there are no commuting unitaries U1, U2, U3 such that
lim
n→∞
‖Un,j − Uj‖ = 0, j = 1, 2, 3.
Otherwise, let Hj =
1
2πi log(Uj), for j = 1, 2, 3. (Since the spectrum of matrices has gaps, the
exponential function always has continuous inverse, for the matter of convenience we still denote
it by log). Then H1,H2,H3 are commuting self-adjoint matrices so that
lim
n→∞
‖Hn,j −Hj‖ = 0,
this is a contradiction.
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The existence theorem and the uniqueness theorem are taken from [21]. Before we can state
them, let us introduce some notation. Let C = PMn(C(X))P be a homogenous algebra, where
X is a compact metric space and P is a projection in Mn(C(X)). Then for any tracial state τ
on C, there is a probability measure µ on X such that
τ(f) =
∫
x∈X
Trx(f(x)) dµ,
where Trx is the normalized trace on the fiber corresponds to x (which is isomorphic to a matrix
algebra). We shall use µτ to denote the measure associated to τ .
Let C be a unital C∗-algebra with T (C) 6= ∅. By Theorem 3.2 of [28], the de la Harpe-
Scandalis determinant provides a continuous homeomorphism
∆¯: U0(M∞(C))/CU(M∞(C))→ Aff(T (C))/ρC(K0(C)). (e 5.6)
By Corollary 3.3 of [28], there is an induced split exact sequence
0→ Aff(T (C))/ρC(K0(C))→ U(M∞(C))/CU(M∞(C))
πC−−→ K1(C)→ 0. (e 5.7)
The reader is referred to [28] for more details of the homomorphism (e 5.6) and the exact sequence
(e 5.7).
Since the exact sequence (e 5.7) is split, there is a homomorphism
JC : K1(C)→ U(M∞(C))/CU(M∞(C))
such that piC ◦ JC = IdK1(C). We shall use Uc(K1(C)) to denote a set of representatives of
JC(K1(C)) in U(M∞(C)). For each C, we shall fix a splitting map JC and a set of representatives
Uc(K1(C)) if not mentioned explicitly.
For any two unitaries u, v ∈ U(M∞(C)) such that uv
∗ ∈ U0(M∞(C)), define
dist(u¯, v¯) = ‖∆¯(uv∗)‖,
where the norm is the quotient norm on Aff(T (C))/ρC(K0(C)).
The following lemma allows us to estimate the norm we just defined:
Lemma 5.2. For any ε > 0, there is a δ > 0 such that, whenever A is a unital C∗-algebra, if
u, v are unitaries in U∞(A) such that ‖wuv
∗ − 1‖ < δ for some w ∈ CU∞(A), then
dist(u¯, v¯) < ε.
Proof. Since ∆¯(w) ∈ ρA(K0(A)) for w ∈ CU∞(A), we can ignore w when calculate the distance.
So without loss of generality we assume w = 1 and ε < 1. Let δ = |e2πiε − 1|. Suppose
‖uv∗ − 1‖ < δ. Then the spectrum of uv∗ is contained in {e2πiθ | θ ∈ (−ε, ε)}. Therefore a
continuous (normalized) logarithm log can be defined:
log : sp(uv∗)→ (−ε2pii, ε2pii), log(e2πiθ) = 2piiθ.
Let h = 12πi log(uv
∗). Then ‖h‖ ≤ ε and uv∗ = e2πih. Let η : [0, 1] → U∞,0(A) be defined by
η(t) = e2πith. Then for any tracial state τ on A, we have
|∆¯(η)(τ)| = |
1
2pii
∫ 1
0
τ(η′(t)η(t)∗) dt| = |
1
2pii
∫ 1
0
τ(2piih) dt| ≤ ‖h‖ < ε.
Therefore dist(u¯, v¯) = ‖∆¯(uv∗)‖ < ε.
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Definition 5.3. Let X be a compact metric space, let x ∈ X and let r > 0. Denote by Or(x)
the open ball with center at x and radius r. If x is not specified, Or is an open ball of radius r.
Now we state the uniqueness theorem and existence theorem taken from [21].
Theorem 5.4. (Theorem 5.3 and Corollary 5.5 of [21]) Let C = PMn(C(X))P , where X is
a compact metric space and P is a projection in Mn(C(X)). Let ∆: (0, 1) → (0, 1) be a non-
decreasing function such that limr→0∆(r) = 0. Let ε > 0 and let F ⊂ C be a finite subset.
Then there exists η > 0, δ > 0, a finite subset G ⊂ C, a finite subset P ⊂ K(C), a finite subset
H ⊂ Cs.a. and a finite subset U ∈ Uc(K1(C)) satisfying the following:
Suppose that A is a unital separable simple C∗-algebra with TR(A) ≤ 1. Suppose L1, L2 : C →
A are two unital G-δ-multiplicative completely positive contractive (c.p.c.) maps such that
[L1]|P = [L2]|P , (e 5.8)
|τ ◦ L1(g) − τ ◦ L2(g)| < δ, for all g ∈ H (e 5.9)
dist(〈L1(u)〉, 〈L2(u)〉) < δ, for all u ∈ U and (e 5.10)
µτ◦Li(Or) > ∆(r), i = 1, 2, (e 5.11)
for all τ ∈ T (A) and all open balls Or with radius r ≥ η. Then there exists a unitary W ∈ A
such that
‖AdW ◦ L1(f)− L2(f)‖ < ε for all f ∈ F .
Definition 5.5. Let A,C be two unital C∗-algebras. Denote by KL(C,A)++ the set of those
κ ∈ HomΛ(K(C),K(A)) such that
κ(K0(C)+\{0}) ⊂ K0(A)+\{0}.
Denote by KLe(C,A)
++ the set of those κ ∈ KL(C,A)++ such that κ([1C ]) = [1A].
Notation 5.6. Let h : C → A be a unital homomorphism. Denote by [h] the induced homomor-
phism on the K-groups. Denote by h♯ the induced map on the tracial state spaces. Denote by h
‡
the induced map
h‡ : U(M∞(C))/CU(M∞(C))→ U(M∞(A))/CU(M∞(A)).
Note that if A is a simple unital separable C∗-algebra with tracial rank no more than one,
then it has stable rank one and therefore there is an isomorphism
U(A)/CU(A) ∼= U(M∞(A))/CU(M∞(A)).
Definition 5.7. Let κ ∈ KLe(C,A)
++ and let λ : T (A) → T (C) be a continuous affine map.
We say that λ is compatible with κ if λ is compatible with κ|K0(C). (i.e. λ(τ)(p) = τ(κ([p])), for
any projection p ∈M∞(C)). Let
α : U(M∞(C))/CU(M∞(C))→ U(A)/CU(A)
be a continuous homomorphism. Then by the exact sequence (e 5.7), there is an induced map
α1 : K1(C) → K1(A). We say α and κ are compatible, if α1 = κ|K1(C). We say α, λ and κ are
compatible if λ, κ are compatible and α, κ are compatible.
Theorem 5.8. (Theorem 6.11 of [21]) Let C be a unital AH-algebra and let A be a unital
infinite dimensional separable simple C∗-algebra with TR(A) ≤ 1. For any κ ∈ KLe(C,A)
++,
any affine continuous map γ : T (A)→ Tf (C) and any continuous homomorphism
α : U(M∞(C))/CU(M∞(C))→ U(A)/CU(A)
such that κ, γ and α are compatible. Then there is a unital monomorphism h : C → A such that
[h] = κ, h♯ = γ and h
‡ = α.
13
Proposition 5.9. For any n× n real skew-symmetric matrix Θ, there are locally homogeneous
algebras Cm so that Ki(Cm) are finitely generated free abelian groups such that AΘ = lim−→Cm.
In particular, AΘ is an AH-algebra.
Proof. By Proposition 3.3 of [6] and Theorem 1.1 of [15], there is an integer l with 0 ≤ l ≤ n and
a non-degenerate l× l real skew-symmetric matrix Θ˜ such that AΘ is strongly Morita equivalent
to A
Θ˜
⊗ C(Tn−l). So there is an isomorphism
ψ : AΘ ⊗K → AΘ˜ ⊗ C(T
n−l)⊗K,
where K is the algebra of compact operators. Then
AΘ = (1AΘ ⊗ e11)(AΘ ⊗K)(1AΘ ⊗ e11)
∼= ψ(1AΘ ⊗ e11)(AΘ˜ ⊗ C(T
n−l)⊗K)ψ(1AΘ ⊗ e11).
We can find a projection P ∈MN (AΘ˜ ⊗C(T
n−l)) which is equivalent to ψ(1AΘ ⊗ e11) for some
N ∈ N. So AΘ ∼= PMN (AΘ˜⊗C(T
n−l))P . Since Θ˜ is non-degenerate, AΘ˜ is a simple AT-algebra
with real rank zero by Theorem 3.8 of [23]. Therefore there are C∗-algebras of the form
Cm = ⊕1≤i≤kmPm,iMm,i(C(T)⊗ C(T
n−1))Pm,i, km, sm,i are integers,
such that AΘ = lim−→Cm. The K-theory of a homogeneous algebra is isomorphic to the K-theory
of it’s spectrum, by Theorem 1.2 of [14]. Therefore the K-groups of Cm are finitely generated
free abelian groups.
Proposition 5.10. (Lemma 2.13 of [5]) Let Θ be a n × n real skew-symmetric matrix. Then
all tracial states τ on AΘ induce the same map on K0(AΘ).
Proposition 5.11. Let Θ = (θj,k)n×n ∈ Tn be a n×n skew-symmetric matrix. Let u1, u2, . . . , un
be the canonical generators of AΘ. Then for any finite subset G ⊂ AΘ, any η > 0 and any ε > 0,
there is a δ > 0 such that for any unital C∗-algebra A, any n-tuple of unitaries v1, v2, . . . , vn in
A satisfying
‖vkvj − e
2πiθj,kvjvk‖ < δ, j, k = 1, 2, . . . , n,
there is a unital G-η multiplicative c.p.c (completely positive contractive) map L : AΘ → A such
that ‖L(ui)− vi‖ < ε.
Proof. Assume that the proposition is false. Let {δm}
∞
m=1 be a sequence of positive numbers
decreasing to 0. Then there is a finite subset G ⊂ AΘ, some ε, η > 0 such that for any m, there
is a unital C∗-algebra Am, an n-tuple of of unitaries v
(m)
1 , v
(m)
2 , . . . , v
(m)
n in Am satisfying
‖v
(m)
k v
(m)
j − e
2πiθj,kv
(m)
j v
(m)
k ‖ < δm, j, k = 1, 2, . . . , n,
but for any unital G-η-multiplicative c.p.c map φm : AΘ → Am, we have ‖φm(ui)− v
(m)
i ‖ ≥ ε.
Set B =
∏∞
m=1Am/ ⊕
∞
m=1 Am. Let pi :
∏∞
m=1Am → B be the canonical quotient map.
Let vj = (v
(m)
j ) ∈
∏∞
m=1Am. Then {pi(vj)} are unitaries satisfying the rotation relation with
respect to Θ, i.e. pi(vk)pi(vj) = e
2πiθj,kpi(vj)pi(vk). Therefore there is a unital homomorphism
φ : AΘ → B. By the Choi-Effros lifting theorem, we can lift φ to a unital c.p.c map
φ˜ = (φ1, φ2, . . . , φm, . . . ) : AΘ →
∞∏
m=1
Am.
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In particular, each coordinate map φm is unital completely positive, and we can also assume
that they are contractive by normalization. By choosing m large enough, we can make sure that
φm are G-η-multiplicative. From our construction,
lim
m→∞
‖φm(ui)− v
(m)
i ‖ = 0.
This is a contradiction.
The following follows from functional calculus and the fact that norm close projections
(unitaries) are equivalent:
Lemma 5.12. Let Θ = (θj,k)n×n ∈ Tn be a n× n skew-symmetric matrix. Let u1, u2, . . . , un be
the canonical generators of AΘ. Let buk,uj be the elements of K0(AΘ) as defined in Definition
4.6. Then there exists a finite subset G ⊂ AΘ, some η > 0 and ε > 0, such that for any unital
C*-algebra A, any n-tuple of unitaries v1, v2, . . . , vn in A, if L : AΘ → A is a G-η-multiplicative
c.p.c. map such that ‖L(ui)− vi‖ < ε, then
[L](buk ,uj) = b
θj,k
vk ,vj , j, k = 1, 2, . . . , n, j < k.
and
[L]([uj ]) = [vj ], j = 1, 2, . . . n.
Lemma 5.13 (Lemma 4.1 of [20]). Let A be a separable unital C∗-algebra. For any ε > 0
and any finite subset F ⊂ As.a., there exists η > 0 and a finite subset G ⊂ As.a satisfying the
following: For any G-η-multiplicative contractive completely positive linear map L : A→ B, for
any unital C∗-algebra B with T (B) 6= ∅, and any tracial state t ∈ T (B), there exists a τ ∈ T (A)
such that
||t ◦ L(a)− τ(a)‖ < ε for all a ∈ F .
Lemma 5.14. Let Θ ∈ T3 and piΘ : U∞(AΘ)/CU∞(AΘ) → K1(AΘ) the natural surjective
homomorphism. Let [u1], [u2], [u3] and [u0] be the set of generators of K1(AΘ) as described in
Proposition 3.4 (with u0 instead of u). Let JΘ : K1(AΘ)→ U∞(AΘ)/CU∞(AΘ) be the embedding
induced by
[uj]→ uj , j = 0, 1, 2, 3.
Let [w1], [w2], . . . , [wn] be a finite subset of JΘ(K1(AΘ)). Then for every ε > 0, there is a
finite subset G ∈ AΘ and a η > 0 such that, for any unital C
∗-algebra A and any unital G-η-
multiplicative c.p.c. map L : AΘ → A, the homomorphism
α1 : JΘ(K1(AΘ))→ U∞(A)/CU∞(A), α1(uj) = 〈L(uj)〉, j = 0, 1, 2, 3
satisfies dist(〈L(wj)〉, α1([wj ])) < ε, for j = 1, 2, . . . , n.
Proof. Let ε > 0 be given. Choose δ > 0 according to Lemma 5.2.
Let F = {uj , u
−1
j | j = 0, 1, 2, 3}. For each k ∈ N, define
Fk = {diag{a1, a2, . . . , ak} | aj ∈ F , for j = 1, 2, . . . , k}.
It is easy to see that, there is some N ∈ N large enough such that, for j = 1, 2, . . . , n, we can
find an element bj ∈ FN and unitaries vj, sj such that
‖wj − vjsjv
∗
j s
∗
jbj‖ <
δ
4
and α1(wj) = α1(bj).
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Since 〈L(·)〉 is defined by continuous functional calculus on the set of unitaries, there is
a η1 such that whenever L : AΘ → A is a unital F-η1 multiplicative c.p.c. map, we have
‖〈L(uj)〉
−1 − 〈L(u−1j )〉‖ <
δ
4 , for j = 0, 1, 2, 3.
Let G1 = {vj , sj, v
∗
j , s
∗
j | j = 1, 2, . . . , n}. There is a η2 such that whenever L : AΘ → A is a
unital G1-η2 multiplicative c.p.c. map, we have
‖〈L(vjsjv
∗
j s
∗
j)〉 − 〈L(vj)〉〈L(sj)〉〈L(vj)〉
∗〈L(sj)〉
∗‖ <
δ
4
, for j = 1, 2, . . . , n.
Let G = F ∪ G1 and let η = min{η1, η2,
δ
4}. Let A be a unital C
∗-algebra. Suppose that
L : AΘ → A is a unital G-η multiplicative c.p.c. map. Define α1 to be the homomorphism:
α1 : JΘ(K1(AΘ))→ U∞(A)/CU∞(A), α1(uj) = 〈L(uj)〉, j = 0, 1, 2, 3.
By our construction, for any bj ∈ FN , there is a unitary cj ∈ U∞(A) such that
α1(bj) = c¯j , and ‖cj − 〈L(bj)〉‖ <
δ
4
.
Therefore we have α1(wj) = c¯j . Moreover, we can compute that
‖cj − 〈L(wj)〉〈L(vj)〉〈L(sj)〉〈L(vj)〉
∗〈L(sj)〉
∗‖
< ‖cj − 〈L(bjvjsjv
∗
j s
∗
j)〉〈L(vj)〉〈L(sj)〉〈L(vj)〉
∗〈L(sj)〉
∗‖+
δ
4
< η +
δ
4
+
δ
4
+ ‖cj − 〈L(bj)〉‖ < δ.
By Lemma 5.2, we have dist(α1(wj), 〈L(wj)〉) < ε, for j = 1, . . . , n.
Lemma 5.15. Let (X, d) be an infinite compact metric space. Let C = PMn(C(X))P , where
P is a projection in Mn(C(X)). Let τ0 be a faithful tracial state on C. Define a function
∆: (0, 10) → (0, 1) by
∆(r) = min{µτ0(O r
10
(x)) |x ∈ X}, 0 < r < 10.
Then ∆ is a strictly increasing function such that limr→0∆(r) = 0.
Moreover, for any η > 0, there exists a finite subset H ∈ C+\{0} and a δ > 0 such that,
whenever L : C → A is a c.p.c. map and τ is a tracial state on A, if
|τ ◦ L(h)− τ0(h)| < δ, for all h ∈ H,
then µτ◦L(Or) > ∆(r), for all r ≥ η.
Proof. That ∆ is strictly increasing follows from the fact that τ0 is faithful. For any ε > 0, let
n be a natural number such that 1n < ε. Choose n distinct points x1, x2, . . . , xn in X. Then
there is a r > 0 such that the sets O r
10
(xi) are disjoint. It follows that ∆(r) ≤
1
n < ε. Therefore
limr→0∆(r) = 0.
Now let η > 0 be given. For each integer i such that 0 < i < 4η , let ri = i
η
4 . Choose a finite
ri-net {xi,j|1 ≤ j ≤ ki} in X (i.e., for any x in X, there is some xi,j such that d(x, xi,j) < ri).
For each i, j, find a function gi,j which is 1 on Ori−1(xi,j), 0 outside Ori(xi,j), and 0 ≤ gi,j ≤ 1.
Set H = {gi,j | 0 < i <
4
η , 1 ≤ j ≤ ki}. Let
δ = min{∆(10ri)−∆(9ri) | 0 < i <
4
η
}.
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Now let L : C → A be a c.p.c. map and τ is a tracial state on A. Suppose that
|τ ◦ L(h)− τ0(h)| < δ, for all h ∈ H.
Let r ≥ η. Then there is some i ≥ 4 such that |r− ri| <
η
4 . Let k = [
i−1
2 ]. For any open set Or,
there is some j such that Or ⊃ Ork(xk,j).
We can then compute that
µτ◦L(Or) ≥ µτ◦L(Ork−1(xk,j)) > τ ◦ L(gk,j)
≥ τ0(h)− δ > τ0(Ork−1(xk,j))− δ
≥ ∆(10rk−1)− δ ≥ ∆(9rk−1)
= ∆(r9k−9) > ∆(r2k+4) > ∆(ri+1) > ∆(r).
Lemma 5.16. Let Θ ∈ Tn. Let τ0 be a tracial state on AΘ. Then for any finite subset H ⊂
(AΘ)+ and any ε > 0, there is a finite subset G ⊂ AΘ, a δ > 0 and a positive integer N such that,
whenever A is a unital C∗-algebra, τ is a tracial state on A, L : AΘ → A is a G-δ-multiplicative
c.p.c. map and unitaris v1, v2, . . . , vn ∈ A such that
‖L(uj)− vj‖ < δ and |τ(v
l1
1 v
l2
2 · · · v
ln
n )− τ0(u
l1
1 u
l2
2 · · · u
ln
n )| < δ
for j = 1, 2, . . . , n and |lj | ≤ N . Then we have
|τ ◦ L(a)− τ0(a)| < ε, for all a ∈ H.
Proof. Set H = {a1, a2, . . . , am}, we can find
cj =
Nj,1∑
k1=−Nj,1
Nj,2∑
k2=−Nj,2
Nj,3∑
k3=−Nj,3
· · ·
Nj,n∑
kn=−Nj,n
sj,k1,k2,k3,··· ,knu
k1
1 u
k2
2 u
k3
3 · · · u
kn
n for j = 1, 2, . . . ,m
and some Nj,1, Nj,2, Nj,3 ∈ N, sj,k1,k2,k3 ∈ C such that ‖aj − cj‖ <
ε
8 for j = 1, 2, . . . ,m.
Set N = sup
j=1,2,...,m
{Nj,1, Nj,2, Nj,3, · · · , Nj,n}. Choose small enough δ, such that
|τ ◦ L(aj)− τ0(aj)|
≤ |τ ◦ L(cj)− τ0(cj)|+
ε
4
≤
Nj,1∑
k1=−Nj,1
Nj,2∑
k2=−Nj,2
Nj,3∑
k3=−Nj,3
· · ·
Nj,n∑
kn=−Nj,n
|sj,k1,k2,k3,··· ,kn(τ(L(u
k1
1 u
k2
2 u
k3
3 · · · u
kn
n ))
− τ0(u
k1
1 u
k2
2 u
k3
3 · · · u
kn
n ))|+
ε
4
≤
Nj,1∑
k1=−Nj,1
Nj,2∑
k2=−Nj,2
Nj,3∑
k3=−Nj,3
· · ·
Nj,n∑
kn=−Nj,n
|sj,k1,k2,k3,··· ,kn(τ(L(u1)
k1L(u2)
k2L(u3)
k3 · · ·L(un)
kn)
− τ0(u
k1
1 u
k2
2 u
k3
3 · · · u
kn
n ))|+
2ε
4
≤
Nj,1∑
k1=−Nj,1
Nj,2∑
k2=−Nj,2
Nj,3∑
k3=−Nj,3
· · ·
Nj,n∑
kn=−Nj,n
|sj,k1,k2,k3,··· ,kn(τ(v
k1
1 v
k2
2 v
k3
3 · · · v
kn
n )
− τ0(u
k1
1 u
k2
2 u
k3
3 · · · u
kn
n ))|+
3ε
4
≤ ε.
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Lemma 5.17. Let Θ = (θj,k) ∈ Tn. Then there is some δ > 0 such that for any unital C
∗-algebra
A, any unitaries v1, v2, . . . , vn in A such that
‖vkvj − e
2πiθj,kvjvk‖ < δ, for j, k = 1, 2, . . . , n,
then there is some θ ∈ [0, 1) such that sp(vkvjv
∗
kv
∗
j ) has a gap at e
(2πθ+π)i, for all j, k. In
particular, logθ(vkvjv
∗
kv
∗
j ) is defined and logθ(vkvjv
∗
kv
∗
j ) = logθj,k(vkvjv
∗
kv
∗
j ) for j, k = 1, 2, . . . , n.
Proof. Choose δ > 0 small enough so that the set
∪j,k=1,2,,...,n{e
2πit | θj,k − δ ≤ t ≤ θj,k + δ}
is not the whole circle. Choose θ ∈ [0, 1) so that e(2πθ+π)i is not in the above set. If ‖vkvj −
e2πiθj,kvjvk‖ < δ, then sp(vkvjv
∗
kv
∗
j ) ⊂ {e
2πit | θj,k−δ ≤ t ≤ θj,k+δ}. Thus e
(2πθ+π)i is a common
gap of the spectra.
We are now ready to prove the main theorem of this section.
Theorem 5.18. Let Θ = (θj,k)3×3 ∈ T3. Let u1, u2, u3 be the canonical unitaries in AΘ. Let θ
be constructed as in Lemma 5.17. Suppose that τ0 is a faithful tracial state on AΘ. Then for
any ε > 0, there exists 0 < δ < 12 and a positive integer N > 0 satisfying the following: For any
unital simple separable C∗-algebra A with tracial rank at most one which satisfies the UCT, any
three unitaries v1, v2, v3 ∈ A such that
(1) ‖vkvj − e
2πiθj,kvjvk‖ < δ, (e 5.12)
(2)
1
2pii
τ(logθ(vkvjv
∗
kv
∗
j )) = θj,k j, k = 1, 2, 3 and (e 5.13)
(3) |τ(vl11 v
l2
2 v
l3
3 )− τ0(u
l1
1 u
l2
2 u
l3
3 )| < δ for all τ ∈ T (A) and |l1|, |l2|, |l3| ≤ N, (e 5.14)
then there exists a triple of unitaries v˜1, v˜2, v˜3 ∈ A such that
v˜kv˜j = e
2πiθj,k v˜j v˜k and ‖v˜j − vj‖ < ε, j, k = 1, 2, 3.
Proof. Let ε > 0 be given. Set F = {1AΘ , u1, u2, u3}. By Proposition 5.9, there are homogeneous
C∗-subalgebras Cn ⊂ AΘ with finitely generated free abelianK-groups such thatAΘ =
⋃∞
n=1Cn.
Choose n large enough and a finite subset F˜ ⊂ Cn := C such that for any a in F , there is a
a˜ ∈ F˜ such that ‖a− a˜‖ < ε3 .
By Proposition 3.4, K1(AΘ) is isomorphic to Z
4 which is generated by [u1], [u2], [u3] and [u0]
for some u0 ∈ U∞(AΘ). We define a splitting map:
JΘ : K1(AΘ)→ U∞(AΘ)/CU∞(AΘ), JΘ([ui]) = ui, 0 ≤ i ≤ 3.
Let C = PMn(C(X))P . Let ι : C → AΘ be the inclusion map. Since K1(C) is finitely
generated free abelian group, there is a splitting map JC : K1(C)→ U∞(C)/CU∞(C) such that
the following diagram commutes:
U∞(C)/CU∞(C) K1(C)
U∞(AΘ)/CU∞(AΘ) K1(AΘ).
ι‡
JC
ι∗
JAΘ
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Define a function ∆: (0, 10) → (0, 1) by
∆(r) = min{µτ0(O r
10
(x)) |x ∈ X}, 0 < r < 10.
Choose η > 0, δ0 > 0 (in place of δ), a finite subset G˜ ⊂ C, a finite subset P˜ ⊂ K(C), a
finite subset H˜ ⊂ Cs.a. and a finite subset U˜ ∈ Uc(K1(C)) with respect to ∆, ε/3 (in place of ε)
and F˜ (in place of F) according to Theorem 5.4.
For the matter of convenience, the trace τ0 restricted to C is denoted by the same symbol.
By Lemma 5.15, there exists a finite subset H˜1 ∈ C+\{0} and a δ1 ≤ δ0 such that, for any
C∗-algebra A, whenever L : C → A is a c.p.c. map and τ is a tracial state on A, if
|τ ◦ L(h)− τ0(h)| < δ1, for all h ∈ H˜1,
then µτ◦L(Or) > ∆(r), for all r ≥ η.
Let H = ι(H˜ ∪ H˜1). Choose a finite subset G0 ⊂ AΘ, a δ2 > 0 and a positive integer N with
respect to H and δ1 (in place of ε) according to Lemma 5.16.
Let U = {ι(w) |w ∈ U˜}. Then U is a finite subset of JΘ(K1(AΘ)). By Lemma 5.14, there
is a finite subset G1 and a δ3 such that, for any unital C
∗-algebra A and any unital G1-δ3-
multiplicative c.p.c. map L : AΘ → A, there is a homomorphism
α1 : JΘ(K1(AΘ))→ U∞(A)/CU∞(A)
such that dist(〈L(ι(w))〉, α1(ι(w)) < δ0, for all w ∈ U˜ .
Let P = [ι](P˜). SinceK∗(AΘ) is torsion free, by Proposition 2.4 of [27], we haveK∗(AΘ;Z/nZ) ∼=
K∗(AΘ)⊗ Z/nZ. By the description of K∗(AΘ) (See Proposition 3.4), we may assume without
loss of generality that
P = {[1AΘ ], bu2,u1 , bu3,u1 , bu3,u2 , [u1], [u2], [u3], [u0]}.
By Lemma 5.12, we can choose finite subset G2 ⊂ AΘ, 0 < ε0 <
ε
6 , and δ4 > 0 so that
whenever v1, v2, v3 are unitaries in A and L : AΘ → A is a G2-δ4-multiplicative c.p.c. map such
that ‖L(ui)− vi‖ < ε0, then
[L](buk ,uj) = b
θj,k
vk,vj , j, k = 1, 2, 3, j < k.
[L]([uj ]) = [vj ], j = 1, 2, 3.
Set G = ι(G˜) ∪ G0 ∪ G1 ∪ G2. Let δ5 = min{δ0, δ1, δ2, δ3, δ4}. Find a positive number δ ≤ δ5
according to G, δ5 (in place of η) and ε0 > 0 ( in place of ε) as in Proposition 5.11.
Now suppose that A is a unital simple C∗-algebra with tracial rank at most one. Let
v1, v2, v3 ∈ A be unitaries such that
(1) ‖vkvj − e
2πiθj,kvjvk‖ < δ, (e 5.15)
(2)
1
2pii
τ(logθ(vkvjv
∗
kv
∗
j )) = θj,k j, k = 1, 2, 3 and (e 5.16)
(3) |τ(vl11 v
l2
2 v
l3
3 )− τ0(u
l1
1 u
l2
2 u
l3
3 )| < δ for all τ ∈ T (A) and |l1|, |l2|, |l3| ≤ N. (e 5.17)
Define κ0 : K0(AΘ)→ K0(A) to be the homomorphism induced by
κ0([1]) = [1A] and κ0(buk ,uj) = b
θj,k
vk ,vj = [L](buk,uj ), j, k = 1, 2, 3.
We claim that this is a positive homomorphism. Indeed, let [p] ∈ K0(AΘ) be a positive element.
Then τΘ(p) > 0. There are integers n1, n2, n3 and n4 such that [p] = n1[1AΘ ] + n2bu2,u1 +
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n3bu3,u1 + n4bu3,u2 . So for any tracial state τ on A, by the generalized Exel trace formula (see
Theorem 4.14) and our assumption, we can compute that
κ0([p])[τ ] = n1τ(1) + n2τ(b
θ1,2
v2,v1) + n3τ(b
θ1,3
v3,v1) + n4τ(b
θ2,3
v3,v2)
= n11 + n2θ1,2 + n3θ1,3 + n4θ2,3
= n1τΘ(1) + n2τΘ(bu2,u1) + n3τΘ(bu3,u1) + n4τΘ(bu3,u1) = τΘ(p) > 0.
Since A has strict comparison, this shows that κ0([p]) is positive.
Define a map
γ : T (A)→ Tf (AΘ) γ(τ) = τ0, for all τ ∈ T (A).
It induces an affine map γ♯ : Aff(T (AΘ)) → Aff(T (A)). By Proposition 5.10, for any tracial
state τ ∈ T (A), we can compute that
γ♯(pˆ)(τ) = pˆ(γ(τ)) = pˆ(τ0)
= τ0(p) = τΘ(p)
= κ0([p])(τ).
It follows that γ♯(ρAΘ(K0(AΘ))) ⊂ ρA(K0(A)). Therefore there is an induced homomorphism
(denoted by the same symbol)
γ♯ : Aff(T (AΘ))/ρAΘ(K0(AΘ))→ Aff(T (A))/ρA(K0(A)).
By Proposition 5.11, there is a unital G-δ5-multiplicative c.p.c. map L : AΘ → A such that
‖L(uj)− vj‖ < ε0, for j = 1, 2, 3. By Lemma 5.14, the homomorphism
α1 : JΘ(K1(AΘ))→ U∞(A)/CU∞(A), α1(uj) = 〈L(uj)〉, for j = 0, 1, 2, 3
satisfies dist(〈L(ι(wj))〉, α1(ι(wj)) < δ0, for all wj ∈ U˜ .
Since K1(AΘ) is free abelian, it is clear that there is a homomorphism κ1 : K1(AΘ)→ K1(A)
such that the following diagram commutes:
U∞(AΘ)/CU∞(AΘ) K1(AΘ)
U∞(A)/CU∞(A) K1(A)
α1
JAΘ
κ1
JA
Use the split exact sequence (e 5.7), we can find a homomorphism α : U∞(AΘ)/CU∞(AΘ)→
U∞(A)/CU∞(A) so that the following diagram commutes:
0 Aff(T (AΘ))/ρΘ(K0(AΘ)) U∞(AΘ)/CU∞(AΘ) K1(AΘ) 0.
0 Aff(T (A))/ρA(K0(A)) U∞(A)/CU∞(A) K1(A) 0
γ♯
πAΘ
α
JAΘ
κ1
πA
Let κ = (κ0, κ1). Then κ ∈ KLe(AΘ, A)
++. It follows from the commutative diagram that
κ, γ and α are compatible. Therefore there is a unital monomorphism φ : AΘ → A such that
[φ] = κ, φ♯ = γ, and φ
‡ = α.
We now compare the two maps L˜ = L◦ ι and φ˜ = φ◦ ι. It’s easy to see from our construction
that
[L˜] |
P˜
= [φ˜] |
P˜
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and
dist(〈L˜(w)〉, φ˜(w)) = dist(〈L(ι(w))〉, φ(ι(w))) < δ0, for all w ∈ U˜ .
By Lemma 5.16, we have
‖τ ◦ L(h) − τ0(h)‖ < δ1, for all h ∈ H.
Therefore
‖τ ◦ L˜(g)− τ ◦ φ˜(g)‖ = ‖τ ◦ L(ι(g)) − τ0(ι(g))‖ < δ1 ≤ δ0,
for all τ ∈ T (A) and g ∈ H0.
The same computation shows that
‖τ ◦ L˜(h) − τ0(ι(h))‖ < δ1, for all h ∈ H˜1
and
‖τ ◦ φ˜(h) − τ0(ι(h))‖ = 0 < δ1, for all h ∈ H˜1.
So by Lemma 5.15, we have
µτ◦L(Or) > ∆(r), and µτ◦φ˜(Or) > ∆(r), for all r ≥ η.
By Theorem 5.4, there is a unitary W such that
‖W ∗φ˜(a)W − L˜(a)‖ <
ε
3
, for all a ∈ F˜ .
For j = 1, 2, 3, find u˜j ∈ F˜ such that ‖ι(u˜j)− uj‖ <
ε
6 . We can then compute that
‖ι(W )∗φ(uj)ι(W )− vj‖ ≤ ‖ι(W )
∗φ(ι(u˜j))ι(W ) − L(uj)‖+
ε
3
≤ ‖ι(W ∗φ˜(u˜j)W )− L(u˜j)‖+
ε
3
+
ε
3
≤ ‖W ∗φ˜(u˜j)W − L˜(u˜j)‖ < ε.
Let v˜j = ι(W )
∗φ(uj)ι(W ). Then these are unitaries in A satisfies the rotation relation with
respect to Θ such that ‖v˜j − vj‖ < ε.
If Θ is non-degenerate, we can get a more satisfactory result. The next lemma shows that
the extra trace condition (e 5.14) in Theorem 5.18 is in fact automatic in this case.
Lemma 5.19. Suppose that Θ = (θj,k)3×3 ∈ T3 be a non-degenerate real skew-symmetric matrix.
Let τΘ be the unique tracial state on AΘ. Then for any ε > 0, any positive integer N , there is
a δ > 0 such that whenever A is a unital C∗-algebra, v1, v2, v3 are unitaries in A such that
‖vkvj − e
2πi θj,kvjvk‖ < δ.
Then
|τ(vl11 v
l2
2 v
l3
3 )− τΘ(u
l1
1 u
l2
2 u
l3
3 )| < ε for all τ ∈ T (A) and |l1|, |l2|, |l3| ≤ N.
Proof. Since AΘ has a unique tracial state in this case, by Lemma 4.1 of [20], there is a finite
subset G1 ⊂ AΘ and η1 > 0 such that, whenever A is a unital C
∗-algebra and L : AΘ is a
G1-η1-multiplicative c.p.c. map, then
|τ ◦ L(ul11 u
l2
2 u
l3
3 )− τΘ(u
l1
1 u
l2
2 u
l3
3 )| <
ε
2
for all τ ∈ T (A) and |l1|, |l2|, |l3| ≤ N.
21
It is also easy to find a finite subset G2 ⊂ AΘ, a η2 > 0 and a ε0 > 0 such that, whenever
L : AΘ is a G2-η2-multiplicative c.p.c. map with ‖L(uj)− vj‖ < ε0 for j = 1, 2, 3, we have
‖L(ul11 u
l2
2 u
l3
3 )− v
l1
1 v
l2
2 v
l3
3 ‖ <
ε
2
.
Let G = G1 ∪ G2 and η = min{η1, η2}. Find δ > 0 according to G, η and ε0 (in place of ε) as
in Proposition 5.11.
If A is a unital C∗-algebra, v1, v2, v3 are unitaries such that
‖vkvj − e
2πi θj,kvjvk‖ < δ,
by Proposition 5.11, there is G-η-multiplicative c.p.c. map such that ‖L(uj) − vj‖ < ε0 for
j = 1, 2, 3. Then
|τ(vl11 v
l2
2 v
l3
3 )− τΘ(u
l1
1 u
l2
2 u
l3
3 )| < |τ(L(u
l1
1 u
l2
2 u
l3
3 ))− τΘ(u
l1
1 u
l2
2 u
l3
3 )|+
ε
2
<
ε
2
+
ε
2
= ε,
for all τ ∈ T (A) and |l1|, |l2|, |l3| ≤ N .
Corollary 5.20. Let Θ = (θj,k)3×3 ∈ T3 be a non-degenerate real skew-symmetric matrix. Let θ
be constructed as in Lemma 5.17. Then for any ε > 0, there exists δ > 0 satisfying the following:
For any unital simple separable C∗-algebra A with tracial rank at most one, any three unitaries
v1, v2, v3 ∈ A such that
‖vkvj − e
2πi θj,kvjvk‖ < δ, j, k = 1, 2, 3,
then there exists a triple of unitaries v˜1, v˜2, v˜3 ∈ A such that
v˜kv˜j = e
2πi θj,k v˜j v˜k and ‖v˜j − vj‖ < ε, j, k = 1, 2, 3
if and only if
1
2pii
τ(logθ(vkvjv
∗
kv
∗
j )) = θj,k for j, k = 1, 2, 3 and all τ ∈ T (A).
Proof. The ‘if’ part follows from Theorem 5.18 and Lemma 5.19. The ‘only if’ part follows from
Corollary 4.1.
From Lemma 2.4, we can get the following corollary.
Corollary 5.21. Let Θ = (θj,k)3×3 ∈ T3 be a real skew-symmetric matrix and dimQ(spanQ(1, θ1,2,
θ1,3, θ2,3)) ≥ 3. Let θ be constructed as in Lemma 5.17. Then for any ε > 0, there exists δ > 0
satisfying the following: For any unital simple separable C∗-algebra A with tracial rank at most
one, any three unitaries v1, v2, v3 ∈ A such that
‖vkvj − e
2πi θj,kvjvk‖ < δ, j, k = 1, 2, 3,
then there exists a triple of unitaries v˜1, v˜2, v˜3 ∈ A such that
v˜kv˜j = e
2πi θj,k v˜j v˜k and ‖v˜j − vj‖ < ε, j, k = 1, 2, 3
if and only if ++
1
2pii
τ(logθ(vkvjv
∗
kv
∗
j )) = θj,k for j, k = 1, 2, 3 and all τ ∈ T (A).
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6 Stability of rotation relation in purely infinite simple C∗-algebras
Definition 6.1. (Definition 2.2 of [19]) Let A be a C∗-algebra. Let D be a class of C∗-algebras.
We say A is weakly stable with respect to D if and only if for any ε > 0, any finite subset
F ⊂ A, there exists a δ > 0 and a finite subset G ⊂ A satisfying the following: for any B ∈ D,
any G-δ-multiplicative c.p.c. map L : A→ B, there is a homomorphism φ : A→ B such that
‖φ(a) − L(a)‖ < ε, for all a ∈ F .
Lemma 6.2. Let A be a unital C∗-algebra and D be a class of C∗-algebras. Suppose that A is
weakly stable with respect to D, then Mn(A) is weakly stable with respect to D for n = 1, 2, · · · .
Proof. Let ε > 0 and finite subset F ⊂Mn(A) ∼=Mn ⊗A be given. Let ei,j , 1 ≤ i, j ≤ n be the
matrix units of Mn. Without loss of generality, we may assume that there is a finite subset F0
in the unit ball of A such that
F = {ei,j ⊗ a | a ∈ F0, 1 ≤ i, j ≤ n}.
Let ε0 =
ε
9 . Let G0 = {ei,j ⊗ 1A}1≤i,j≤n. Since Mn is semiprojective, there is a δ0 > 0
such that, for any C∗-algebra B, any G0-δ0-multiplicative c.p.c. map L : Mn(A) → B and
any projection p ∈ B with ‖p − L(e1,1)‖ < δ0, there are matrix units {wi,j} in B such that
‖wi,j − L(ei,j)‖ < ε0 and w1,1 = p.
Since A is weakly stable with respect to D, we can choose δ1 > 0 and a finite subset G1 ∈ A
satisfying the following: for any B ∈ D, any G1-δ1-multiplicative c.p.c. map L : A→ B, there is
a homomorphism φ : A→ B such that
‖φ(a)− L(a)‖ < ε0, for all a ∈ F0.
Now let δ = min{δ0, δ1,
ε
3}, and
G = F ∪ G0 ∪ {ei,j ⊗ a | a ∈ G1, 1 ≤ i, j ≤ n}.
Suppose that B ∈ D and L : Mn(A)→ B is a G-δ-multiplicative c.p.c. map. Let L1 : A→ B be
defined by
L1(a) = L(e1,1 ⊗ a), for all a ∈ A.
It is clear that L1 is a G1-δ1-multiplicative c.p.c. map. Therefore there is a homomorphism
φ1 : A→ B such that
‖φ1(a)− L1(a)‖ < ε0, for all a ∈ F0.
Since δ < δ0, G ⊃ G0, there are matrix units {wi,j} in B such that ‖wi,j − L(ei,j)‖ < ε0 and
w1,1 = φ1(1A). Now define a homomorphism
φ : Mn(A)→ B, φ(ei,j ⊗ a) = wi,1φ1(a)w1,j , for all a ∈ A and 1 ≤ i, j ≤ n.
We can compute that, for any b = ei,j ⊗ a in F ,
‖φ(b)− L(b)‖ < ‖wi,1φ1(a)w1,j − L(ei,1 ⊗ 1A)L(e1,1 ⊗ a)L(e1,j ⊗ 1A)‖+ 2δ
≤ ‖wi,1 − L(ei,1 ⊗ 1A)‖+ ‖φ1(a)− L1(a)‖+ ‖w1,j − L(e1,j ⊗ 1A)‖ + 2δ
< 3ε0 + 2δ ≤ ε.
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Proposition 6.3. Let C = PMn(C(X))P be a homogeneous algebra. Let D be a class of unital
C∗-algebras which is closed under taking matrix algebras and hereditary subalgebras. Suppose
that C(X) is weakly stable with respect to D. Then C is weakly stable with respect to D.
Proof. We first claim that we only need to prove the unital case, i.e., an almost unital almost
multiplicative map is close to a unital homomorphism. Indeed, if the unital case is true, and
suppose L : C → B is a G-δ-multiplicative c.p.c. map for some B ∈ D. Enlarge G if necessary,
we may assume that 1C ∈ G. Therefore L(1C) is almost a projection p ∈ B. Then the map
L˜ : C → pBp defined by L˜(a) = pL(a)p, for a ∈ C is almost unital and almost multiplicative.
Therefore it is close to a homomorphism, so does L.
We now prove the unital case. We note that there is some positive integer m and a projection
e ∈ Mm(C) such that eMm(C)e ∼= C(X). Also there is another positive integer l, a projection
Q ∈ Ml(eMm(C)e) ⊂ Mlm(C) and a unitary W ∈ Mlm(C) such that WQW
∗ = P ⊗ e1,1 ∈
Mlm(C).
Let ε > 0 and finite subset F ⊂ C be given. Without loss of generality, we may assume that
P ∈ F and every element in F has norm less or equal to 1.
Let ε0 =
ε
2 . There is a δ0 < ε0 such that, whenever p, q are two projections in a unital
C∗-algebra A such that ‖p − q‖ < δ0, then there is a unitary u ∈ A such that ‖u− 1‖ < ε0 and
upu∗ = q.
Let F0 = W
∗(F ⊗ e1,1)W . Then F0 ∈ Ml(eMm(C)e). Since Ml(eMm(C)e) ∼= Ml(C(X)),
it is weakly stable with respect to D by Lemma 6.2. Therefore there is a finite subset G1 ⊂
Ml(eMm(C)e) and some δ1 with 0 < δ1 <
δ0
5 such that, whenever B is a C
∗-algebra in D and
L : Ml(eMm(C)e)→ B is a G1-δ1-multiplicative c.p.c. map, there is a homomorphism φ : A→ B
such that
‖φ(a)− L(a)‖ <
δ0
5
, for all a ∈ F0.
Let G2 = {W,W
∗}. There is a δ2 such that, for any unital C
∗-algebra B and any L : Mlm(C)→
B, if L is a G2-δ2-multiplicative map such that ‖L(1Mlm(C))− 1B‖ < δ2, then there is a unitary
V ∈ B such that ‖L(W )− V ‖ < δ1.
Let
G3 = G1 ∪ G2 ∪ {W
∗(a⊗ e1,1)W | a ∈ F} and δ3 = min{δ1, δ2}.
It is not difficult to see that, there exists a finite subset G in C and δ with 0 < δ < δ3 such
that, whenever L : C → B is G-δ-multiplicative, then L ⊗ idlm : Mlm(C) → B ⊗Mlm is G3-δ3-
multiplicative.
Let B be a C∗-algebra in D. Suppose that L : C → B is a G-δ-multiplicative c.p.c. map
such that ‖L(P )− 1B‖ < δ.
Let L1 = L⊗ idMlm : Mlm(C) → B ⊗Mlm. Then there is a unitary V ∈ Mlm(B) such that
‖L1(W )− V ‖ < δ1. Also there is a homomorphism φ : Ml(eMm(C)e)→Mlm(B) such that
‖φ(a)− L1(a)‖ <
δ0
5
, for all a ∈ F0.
We can compute that
‖V φ(Q)V ∗−p⊗e1,1‖ < ‖L1(W )L1(W
∗(P⊗e1,1)W )L1(W )−L1(P⊗e1,1)‖+
δ0
5
+2δ1 <
δ0
5
+4δ1 ≤ δ0.
Therefore there is a unitary U ∈ Mlm(B) such that UV φ(Q)V
∗U∗ = p ⊗ e1,1 and ‖U −
1Mlm(B)‖ < ε0.
Define a homomorphism
φ˜ : C → B ⊗Mlm, φ˜(a) = UV φ(W
∗(a⊗ e1,1)W )V
∗U∗.
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Since φ˜(1C) = p⊗ e1,1 ∈ B ⊗ e1,1, we may regard φ˜ as a homomorphism from C to B. For any
a ∈ F , we have:
‖φ˜(a)− L(a)‖ = ‖UV φ(W ∗(a⊗ e1,1)W )V
∗U∗ − L1(a⊗ e1,1)‖
< ‖V φ(W ∗(a⊗ e1,1)W )V
∗ − L1(W )L1(W
∗(a⊗ e1,1)W )L1(W )
∗‖+ 2ε0 + 2δ1
< ‖φ(W ∗(a⊗ e1,1)W )− L1(W
∗(a⊗ e1,1)W )‖+ 2ε0 + 4δ1
< ε0 + 4δ1 +
δ0
5
< ε0 + δ0 < ε.
As a immediate corollary, we have the following stability result:
Theorem 6.4. Let Θ = (θj,k)n×n be a real skew-symmetric matrix. If all entries θj,k are
rational, then the rotation relation with respect to Θ is stable in the class of unital simple purely
infinite C∗-algebras.
Proof. As we discussed at the beginning of section 5, stability of rotation relation with respect
to Θ is equivalent to that almost homomorphism from AΘ is close to a homomorphism. If all
entries of Θ are rational, then AΘ is Morita equivalent to C(T
n), by Corollary 4.2 of [6]. By a
similar argument as in Proposition 5.9, we have AΘ ∼= PMm(C(T
n))P , for some positive integer
m and some projection P ∈ Mm(C(T
n)). Let D be the class of unital simple purely infinite
C∗-algebras. By Theorem 1.19 of [17], C(Tn) is weakly stable with respect to D. By Proposition
6.3, AΘ is also weakly stable with respect to D.
The following is an immediate consequence of Theorem 7.6 of [19]:
Theorem 6.5. Let Θ = (θj,k)n×n be a real skew-symmetric matrix. If Θ is non-degenerate,
then the rotation relation with respect to Θ is stable in the class of unital simple nuclear purely
infinite C∗-algebras.
In the general case, we can prove stability result with an additional injective condition. We
remark here that, unlike the stably finite case, we don’t know any counterexamples in the purely
infinite case even without any injective condition. So it is possible that this injective condition
can be removed.
Theorem 6.6. Let Θ = (θj,k)n×n be a real skew-symmetric matrix. Let u1, u2, . . . , un be the
canonical unitaries in AΘ. Then for any ε > 0, there exists δ > 0, a finite subset S ⊂ C,
and a positive integer N satisfying the following: For any unital simple nuclear purely infinite
C∗-algebra A and any unitaries v1, v2, . . . , vn ∈ A such that
(1) ‖vkvj − e
2πiθj,kvjvk‖ < δ, 1 ≤ j, k ≤ n;
(2) ‖
∑
−N≤l1,l2,...,ln≤N
λl1,l2,...,lnv
l1
1 v
l2
2 · · · v
ln
n ‖ >
2
3‖
∑
−N≤l1,l2,...,ln≤N
λl1,l2,...,lnu
l1
1 u
l2
2 · · · u
ln
n ‖, where
λl1,l2,...,ln ranges over S,
then there exist unitaries v˜1, v˜2, . . . , v˜n ∈ A such that
v˜kv˜j = e
2πiθj,k v˜j v˜k and ‖v˜j − vj‖ < ε, j, k = 1, 2, . . . , n.
Proof. Let F = {u1, u2, . . . , un}. Let ε > 0 be given. By Theorem 7.5 of [19], there is a finite
subset G0 ⊂ AΘ and a δ0 > 0 such that, whenever A is a unital simple nuclear purely infinite
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C∗-algebra and L : AΘ → A is a G0-δ0-multiplicative c.p.c. map such that ‖L(a)‖ >
1
2‖a‖, for
all a ∈ G0, then there is a homomorphism φ : AΘ → A such that
‖φ(b) − L(b)‖ <
ε
2
, for all b ∈ F .
Without loss of generality, we assume that ‖a‖ ≤ 1, for all a ∈ G0. Let σ = min{‖a‖ | a ∈ G0}.
Set ε0 =
σ
24 .
Since AΘ is generated by u1, u2, . . . , un, there is a positive integer N > 0 and a finite subset
S ⊂ C such that, for any a ∈ G0, there is some b of the form
b =
∑
−N≤l1,l2,...,ln≤N
λl1,l2,...,lnu
l1
1 u
l2
2 · · · u
ln
n , λl1,l2,...,ln ∈ S
with ‖a− b‖ < ε0.
Let M = max{|λ||λ ∈ S}. Let ε1 = min{
ε
2 ,
ε0
MNN
}. Set
η =
σ
48MNN+1
, G = {ul11 u
l2
2 · · · u
ln
n | −N ≤ l1, l2, . . . , ln ≤ N}.
Choose δ according to G, η and ε1 (in place of ε0) as in Proposition 5.11.
Now let A be a unital simple nuclear purely infinite C∗-algebra, let v1, v2, . . . , vn ∈ A be
unitaries such that
(1) ‖vkvj − e
2πiθj,kvjvk‖ < δ, 1 ≤ j, k ≤ n;
(2) ‖
∑
−N≤l1,l2,...,ln≤N
λl1,l2,...,lnv
l1
1 v
l2
2 · · · v
ln
n ‖ >
2
3‖
∑
−N≤l≤N λl1,l2,...,lnu
l1
1 u
l2
2 · · · u
ln
n ‖, where λl1,l2,...,ln
ranges over S.
By Proposition 5.11, there is a G-η-multiplicative c.p.c. map L : AΘ → A such that ‖L(ui)−
vi‖ <
ε0
MNN
. Now for any a ∈ G0, find some b of the form
b =
∑
−N≤l1,l2,...,ln≤N
λl1,l2,...,lnu
l1
1 u
l2
2 · · · u
ln
n , λl1,l2,...,ln ∈ S
with ‖a− b‖ < ε0. We can then compute that
‖L(a)‖ > ‖L(b)‖ − ε0
≥ ‖
∑
−N≤l1,l2,...,ln≤N
λl1,l2,...,lnL(u1)
l1L(u2)
l2 · · ·L(un)
ln‖ −M(2N)NNη − ε0
≥ ‖
∑
−N≤l1,l2,...,ln≤N
λl1,l2,...,lnv
l1
1 v
l2
2 · · · v
ln
n ‖ −MN
Nε1 −M(2N)N
Nη − ε0
>
2
3
‖b‖ − ε0 −M(2N)N
Nη − ε0
>
2
3
‖a‖ −
2
3
ε0 − ε0 −
σ
24
− ε0
≥
2
3
‖a‖ −
σ
6
>
1
2
‖a‖.
By Theorem 7.5 of [19], there is a homomorphism φ : AΘ → A such that
‖φ(uj)− vj‖ < ‖φ(uj)− L(uj)‖+ ‖L(uj)− vj‖ <
ε
2
+
ε
2
= ε.
Let v˜j = φ(uj). These are desired unitaries.
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