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EXPANDED DEGENERATIONS AND PAIRS
DAN ABRAMOVICH, CHARLES CADMAN, BARBARA FANTECHI,
AND JONATHAN WISE
Abstract. Since Jun Li’s original definition, several other defini-
tions of expanded pairs and expanded degenerations have appeared
in the literature. We explain how these definitions are related and
introduce several new variants and perspectives. Among these are
the twisted expansions used by Abramovich and Fantechi as a basis
for orbifold techniques in degeneation formulas.
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1. Introduction
1.1. Expansions in Gromov–Witten theory. Let X → B be a
flat morphism from a smooth variety to a smooth curve, with a unique
critical value b0 ∈ B. Suppose that the critical fiber X0 is the union
of smooth varieties Y1 and Y2 along a closed subscheme D that is a
smooth divisor in each Yi. Working over C and assuming that X is
projective over B, Jun Li associated a family of expanded degenerations
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XexpLi → TLi(X/B, b0) to X/B (the symbol T is the Gothic letter T).
The fibers of XexpLi over TLi(X/B, b0) are different semistable models of
X0. A typical degenerate fiber of X
exp
Li over TLi(X/B, b0) consists of a
chain
(1) Y1 ⊔
D
P ⊔
D
· · · ⊔
D
P ⊔
D
Y2
where P := PD(O⊕ND/Y1) is a P1 bundle over D (see Definition 2.3.1).
The copies of D used in this gluing are called splitting divisors.
Li also defined related families of expanded pairs (see Definition 2.1.1),
denoted here by (Y expi , D
exp)Li → TLi(Yi, D). These parameterize dif-
ferent models for the pair (Yi, D), obtained by splitting the chain above
along a splitting divisor:
(2) Y1 ⊔P ⊔ · · ·⊔P.
We record Li’s definitions of TLi(X/B, b0) and TLi(Yi, D) in Defini-
tion 6.1.2 and Section 6.2. It has been observed that the base stacks
TLi(X/B, b0) and TLi(Yi, D) should be independent of the varieties X
and Yi involved, but to our knowledge a proof has not yet appeared.
This will follow from Theorem 1.3.2 below.
These stacks form the foundation for Li’s approach to the degen-
eration formula. This formula originated in symplectic geometry in
the work of A.-M. Li and Y. Ruan [LR01] (see also [IP03]) relating
Gromov–Witten invariants of the generic fiber of X → V to appropri-
ately defined relative Gromov–Witten invariants of the pairs (Yi, D).
The stacks TLi(X/B, b0) and TLi(Y,D) continue to be important
in Gromov–Witten theory, with new applications and generalizations
emerging in the orbifold theory [AF11, ACW10] and in related theories,
e.g. [Tze10, Sec 3.3].
Li’s definitions are geometrically appealing, but are necessarily subtle
for reasons explained below. We are not aware of an earlier treatment
showing that TLi(X/B, b0) and TLi(Y,D) are algebraic stacks, or de-
tailing the relationships between them necessary for the degeneration
formula. Such statements are proven in this paper.
1.2. The definition of Graber and Vakil. Anticipating that the
stacks of expansions are independent of the target, Graber and Vakil
constructed them as the moduli stacks of expansions of curves. We
record their definition in Definition 3.1.1 and call their moduli space
TGV. One appealing feature of Graber’s and Vakil’s definition is its close
relationship to the already well-understood moduli space of Deligne–
Mumford pre-stable curves: the algebraicity of TGV is immediate, for
example.
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Graber and Vakil’s define TGV so that it clearly parametrizes ex-
pansions of the pair (P1, 0); at least intuitively, one can construct an
expansion of any pair (Y,D) from an expansion of (P1, 0) by “doing the
same thing” to (Y,D) as was done to (P1, 0). However, we do not know
of anywhere that this procedure is spelled out, nor of a demonstration
of its equivalence to Li’s definition. This equivalence follows from our
Theorem 1.3.2.
A central impetus for this paper is the need to generalize expan-
sions to twisted expansions, as applied in [AF11, ACW10]. Taking
the point of view of Graber and Vakil, twisted expansions replace
the semistable curves appearing in TGV with twisted semistable curves
[AV02, AOV11a]. Our approach to the stacks of expansions T and T
affords an immediate generalization to stacks T tw and Ttw of twisted
expansions (see Definition 2.4.2).
1.3. Results: algebraicity and comparison. In Definitions 2.1.5
and 2.3.5 we introduce stacks T and T of expanded degenerations and
expanded pairs, along with their universal families, with no restrictions
on X or Y . For pairs, our definition of T is similar to Graber’s and
Vakil’s, but the pair (P1, 0) is replaced by the universal pair (A,D),
where A = [A1/Gm] and D = [0 /Gm]. The universal virtues of A are
explained in [Cad07, Lemma 2.1.1]: any pair (Y,D) admits a canonical
morphism to (A,D) such that D = Y ×A D. An expansion (A′,D′)
of (A,D) induces an expansion of (Y,D) by base change: (Y ′, D′) =
(Y ×A A′, D ×D D′).
For degenerations, we also use base change to reduce to the universal
example. The universal degeneration is the multiplication map A2 →
A, in the sense that every degeneration (X/B, b0) admits a canonical
map to (A2/A,D) (see Section 2.2.2). Expansions of (X/B, b0) are
defined by pulling back expansions of (A2/A,D).
To prove that T and T are algebraic we provide an isomorphism with
stacks of curves similar to TGV.
We prove the following:
Theorem 1.3.1 (Algebraicity theorem). The stacks Ttw and T tw are
algebraic stacks, locally of finite type over Z, containing the stacks T
and T as open and dense substacks.
Theorem 1.3.2 (Comparison theorem). (1) We have an isomor-
phism T ≃ TGV.
(2) Assume Y is smooth and projective over a field, and D is irre-
ducible. Then we have a canonical isomorphism TLi(Y,D) ≃ T .
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(3) Assume X above is projective over B and D is connected. Then
we have a canonical isomorphism TLi(X/B, b0) ≃ T×A B.
1.4. Split expansions and gluing maps. A key element of the de-
generation formula, which too easily might slip from one’s attention,
is a gluing map relating the stacks T and T as well as their twisted
versions. Let us first describe the untwisted situation.
Define Tspl = T ×T . We can view it as parametrizing pairs consist-
ing of an expansion of (Y1, D) together with an expansion of (Y2, D).
Gluing these along the isomorphism
(3) ND/Y1 ⊗ND/Y2 ≃ OD
we get an expansion of X0 together with a choice of a splitting divisor.
In fact Tspl is canonically the stack parametrizing expansions of X0
together with a choice of a splitting divisor. Forgetting this choice
gives an object of T0 = 0×A T. We obtain the following:
Proposition 1.4.1. There is a canonical morphism Tspl → T0 of pure
degree 1.
This morphism is implicit in Li’s treatment of the degeneration for-
mula; see [Li01, Propositions 4.12 and 4.13].
The situation is slightly more subtle in the twisted case. First, in
order to glue twisted expanded pairs the twisting along the marked
divisor must coincide. Denoting by r : T tw → Z>0 the locally constant
twisting function, we consider the stack T tw×Z>0T tw of pairs of twisted
expansions with the same twisting at the marking. Second, we do
not have a morphism from this stack to T: the isomorphism (3) must
be lifted to the r-th roots. Denoting by Ttwspl the stack parametrizing
such liftings, we obtain a pair of morphisms Ttwspl → T tw ×Z>0 T tw and
Ttwspl → Ttw0 := 0 ×A Ttw. The analogous gluing result is the following
proposition.
Proposition 1.4.2. (1) The morphism Ttwspl → T tw ×Z>0 T tw is a
gerbe banded by µr, and thus has degree 1/r
(2) The morphism Ttwspl → Ttw0 has degree 1/r.
This is used to prove the orbifold degeneration formula of [AF11].
The second morphism is not a gerbe but rather more like the embedding
of a scheme in an (r−1)-st infinitesimal neighborhood.
1.5. Labels and twists. Another result of [AF11] shows that relative
orbifold Gromov–Witten invariants are independent of twisting. This
relies on Costello’s formalism of labeling by a set S [Cos06] applied to
expanded degenerations. For this purpose we define algebraic stacks T S
EXPANDED DEGENERATIONS AND PAIRS 5
and TS of expansions with splitting divisors labeled by S (Section 7.1)
and show that they are algebraic and representable over the respective
T and T (Proposition 7.1.2). Furthermore given a function r : S→ Z>0
we define algebraic stacks T r and Tr of r-twisted S-labelled expansions,
where the twisting of a splitting divisor labelled by δ ∈ S is determined
as r(δ); accordingly the function r is called a twisting choice. We prove
Proposition 1.5.1. If r, r′ are twisting choices and r divides r′, then
the structure map T r′ → T S factors canonically as T r′ → T r → T S.
The same holds for Tr
′ → Tr → TS. If further r′ divides r′′ then the
resulting triangle is canonically commutative.
The map T r′ → T r is named the partial untwisting map.
1.6. Na¨ıve expansions. The definitions employed here may not be
the first one would consider. Why not simply define a family of expan-
sions to be an arbitrary flat family with fibers of the forms (1) or (2)?
We refer to these families as na¨ıve expansions and write Tna¨ıve(Y,D) for
pairs and Tna¨ıve(X/B, b0) for degenerations. The problem with these
definitions is that in any reasonable generality the automorphism group
and deformation space of a na¨ıve expansion are inappropriate; it is false,
for example, that na¨ıve expansions are independent of the target. See
Section 5.4 for more about the trouble with the na¨ıve definition.
1.7. Expansions and combinatorial structures. Jun Li’s treat-
ment also requires a number of properness and connectedness assump-
tions. Under these assumptions one can also use logarithmic structures
on expanded degenerations. We do not follow this approach in this pa-
per, as it is studied in some detail elsewhere [Kim10, AMW11]. How-
ever, in Section 8 we reinterpret our definitions of T and T in more
combinatorial terms, using logarithmic structures and configurations
of line bundles.
1.8. Acknowledgement. We are happy to acknowledge Michael Thad-
deus for several useful conversations about the topics of Section 6 and
Appendix A.
2. Definitions of the stacks
2.1. Expanded pairs: na¨ıve and universal approaches. Let Y be
either a scheme or an Artin stack over a field k, and D ⊂ Y a Cartier
divisor. We call such (Y,D) a pair.
Fix a pair (Y,D) and write OY (D)|D = OD(D). Let P be the pro-
jective completion P(OD(D) ⊕ O) of the normal bundle of D. It is a
P
1-bundle over D with two sections, denoted D+ and D− with normal
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bundles ND−/P ≃ OD(−D) and ND+/P ≃ OD(D). These isomorphisms
are canonical since the complement of D+ (resp. D−) in P is canoni-
cally isomorphic to the total space of the line bundle OD(−D) (resp.
OD(D)) and D− (resp. D+) is the image of the zero-section.
The action of Gm(D) on the line bundle OD(D) induces an action
of Gm(D) on P whose fixed loci are D− and D+.
Definition 2.1.1. The standard expansion of length ℓ of (Y,D) is ob-
tained by gluing ℓ copies of P to Y along the distinguished divisors:
Y [ℓ] := Y ⊔
D=D−
P ⊔
D+=D−
· · · ⊔
D+=D−
P.
The notation is meant to indicate that the first copy of P is joined
to Y along D− and to the second copy of P along D+, etc. Thus the
normal bundles of each copy of D in the two components containing
it are dual to each other. The divisor D+ of the last copy of P is
contained in the smooth locus of Y [ℓ]. Denoting this divisor D[ℓ],
there is a morphism of pairs
(Y [ℓ], D[ℓ])→ (Y,D)
collapsing all of the copies of P onto D. This maps D[ℓ] isomorphically
onto D.
We allow ℓ = 0 by setting (Y [0], D[0]) := (Y,D).
Such expansions have appeared also under the name accordions [GV05].
A closely related notion is Zollsto¨cke [Kau08]. We note that even when
Y is a stack, the morphism Y [ℓ] → Y is representable, and in fact
projective.
Here is the na¨ıve notion of expanded pairs over a base scheme:
Definition 2.1.2. (1) Let (Y,D) be a pair. A na¨ıve expansion of
(Y,D) over a scheme S is a flat family of pairs (Y ′, D′)→ S, locally of
finite presentation over S, with a proper map (Y ′, D′) → (Y,D) such
that each geometric fiber of (Y ′, D′) over S is isomorphic over (Y,D)
to a standard expansion of some length ℓ ≥ 0.
(2) A morphism from a na¨ıve expansion (Y ′, D′)/S ′ to (Y ′′, D′′)/S ′′
is a fiber diagram
Y ′ //

Y ′′

S ′ // S ′′.
We note that when Y is a stack, this construction a priori gives a
2-category, whose objects are na¨ıve expansions (Y ′, D′)/S of (Y,D),
arrows given as above, and 2-arrows are isomorphisms of arrows. But
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Since the morphism Y ′ → Y is representable, this 2-category is isomor-
phic to a category, since 2-isomorphisms are unique when they exist;
see [AGV08, Lemma 3.3.3]. In fact it suffices that Y ′ → Y restricts to a
representable morphism on a schematically dense substack Y ′0 ⊂ Y ′, see
[AV02, Lemma 4.2.3]; this is used when discussing twisted expansions
(Definition 2.4.2).
The functor (Y ′, D′)/S 7→ S makes this a fibered category.
Definition 2.1.3. Denote the resulting category Tna¨ıve(Y,D). Let
(Y exp, Dexp)na¨ıve → Tna¨ıve(Y,D) be the universal na¨ıve expansion.
We note that even when Y is a scheme, an expansion Y ′ is only
guaranteed to be an algebraic space. An example that is not a scheme
is given in Remark 6.1.5.
We have the following:
Lemma 2.1.4. The category Tna¨ıve(Y,D) is a stack.
Proof. Since the pullback of an expansion is an expansion, and since ar-
rows are fiber diagrams, the category Tna¨ıve(Y,D) is fibered in groupoids
over the category of schemes. The descent properties are automatic
since we allow a na¨ıve expansion Y ′ to be an algebraic space or a
stack. 
Definition 2.1.2 above is problematic for a number of reasons we
detail in Section 5.4. But we will use it in the following particular case:
As discussed in the introduction, there is a remarkable stack A :=
[A1/Gm] with a Cartier divisor D := [0/Gm] ≃ BGm, which together
form the universal pair (A,D): given a pair (Y,D), the sheaf homo-
morphism OX(−D) → O induces a morphism Y → A and D is the
pre-image of D. The morphism Y → A is flat since D is a Cartier
divisor.
Definition 2.1.5. Denote by T := Tna¨ıve(A,D) the category of na¨ıve
expansions of the pair (A,D). Its universal family is accordingly de-
noted (Aexp,Dexp)→ T .
We can use this to redefine expansions for any pair:
Definition 2.1.6. Let (Y,D) be a pair with associated flat morphism
Y → A. An expansion of (Y,D) over S is a commutative diagram with
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fiber square
(Y ′, D′) //

(A′,D′)

(Y,D)S //
%%L
LL
LL
LL
LL
LL
(A,D)S

S,
where the right column is a na¨ıve expansion of (A,D), and the arrow
(Y,D)S → (A,D)S in the middle is the canonical arrow.
Remark 2.1.7. We could define a stack T (Y,D) parametrizing expan-
sions of (Y,D) but the universal property of fibered products gives a
morphism T → T (Y,D), sending (A′,D′) → A to the diagram above,
which is evidently an isomorphism. This means that the stack T is the
stack of expansions of any pair (Y,D). Note that this is defined without
properness or connectedness assumptions, and readily applies to any
geometry where A is the moduli stack of line bundles with sections.
Part (1) of Theorem 1.3.2 says in particular that T is an algebraic
stack.
Having the universal case Y = A is one reason to allow Y to be a
stack rather than an algebraic space.
Note that the arrow (Y ′, D′) → (Y,D)S on the left of the diagram
above is a na¨ıve expansion. This follows since na¨ıve expansions satisfy
a basic compatibility for flat morphisms:
Lemma 2.1.8. Let f : Z → Y be a flat morphism and (Y ′, D′) →
(Y,D) a na¨ıve expansion. Let Z ′ = Z ×Y Y ′, E = Z ×Y D and E =
Z ×Y D′. Then (Z ′, E ′)→ (Z,E) is a na¨ıve expansion.
Proof. This follows since f ∗OY (D) = OZ(E). 
2.2. Types of degenerations. Before considering expanded degener-
ations, we consider which types of degenerations we want to study.
2.2.1. Basic degenerations. The most basic case of degeneration con-
sidered here is a flat morphism p : X → B from a smooth variety to
a smooth curve, with unique critical value b0 ∈ B, where the fiber is
the union of two smooth varieties, Y1 and Y2, meeting along a smooth
subvariety D which is itself a divisor in Y1 and Y2. Note that we have
an isomorphism of line bundles OX(Y1)⊗OX(Y2) ≃ p∗OB(b0) such that
the defining sections are compatible: 1Y1 ⊗1Y2 = p∗1b0 .
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2.2.2. Degenerate fiber. Along with the above case one might consier
the degenerate fiber abstractly: we have a scheme X = Y1 ⊔D Y2, with
a specified isomorphism OY1(D)|D ⊗OY2(D)|D ≃ OD.
2.2.3. Letting the degeneration vary. Still more generally, we can re-
move the assmption that B is a curve or b0 is a point: assume B is a
scheme or algebraic stack, L an invertible sheaf and s : L → OV a sheaf
homomorphism, with associated closed subscheme B0 = SpecOB/s(L).
Consider a flat surjective morphism p : X → B, two invertible sheaf
homomorphisms s1 : L1 → OX and s2 : L2 → OX with associated
closed subschemes Y1 and Y2 intersecting along a subscheme D, and
an isomorphsim L1 ⊗ L2 ∼−→ p∗L carrying s1 ⊗ s2 to p∗s. We impose
the following non-degeneracy assumption: D ⊂ Yi should be a Cartier
divisor. It is clear that cases 2.2.1 and 2.2.2 are special cases of 2.2.3.
2.2.4. The universal case. A special case of 2.2.3 is the following situ-
ation, which is the reason why we want to allow X to be a stack: let
X = A2, B = A and p : X → B induced by the multiplication map
A2 → A1 sending (x1, x2) to x1x2. Let Y1 = D1 ×A, Y2 = D2 ×A and
B0 = D.
Clearly this satisfies the non-degeneracy assumption in 2.2.3. On the
other hand, given a situation as in 2.2.3, the data (Li, si) and (Li, si)
provide a canonical commutative diagram
(4) X //

A2

B // A.
Nondegeneracy amounts to flatness of the map X → B ×A A2. So we
can think of A2 → A as the universal case of a degeneration.
In the following discussion we allow X → B to be any of the above.
2.3. Na¨ıve and universal expanded degenerations. Consider the
situation in 2.2.3. We make definitions analogous to Definitions 2.1.1
and 2.1.2.
Definition 2.3.1. Let b be a geometric point of B0 ⊂ B with degen-
erate fiber Xb = Y1 ⊔D Y2. The standard expansion of length ℓ ≥ 0
of Xb is a morphism obtained by gluing ℓ copies of P to Y along the
distinguished divisors:
Xv[ℓ] := Y1 ⊔
D=D−
P ⊔
D+=D−
· · · ⊔
D+=D−
P ⊔
D+=D
Y2
where P = P(OY1(D)|D⊕O). There is a natural morphism Xv[ℓ]→ Xv
contracting all the copies of p to D. We include the case where Xb is
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smooth, declaring the standard expansion of such Xb (necessarily of
length 0) to be the identity Xb → Xb.
Definition 2.3.2. (1) A na¨ıve expansion of X → B over a base
scheme S is a commutative diagram
X ′ //

X

S // B
where X ′ → S is flat and locally of finite presentation and such that
each geometric fiber is isomorphic over X to a standard expansion.
(2) We denote by Tna¨ıve(X/B,B0) the category of na¨ıve expansions
of X → B, with arrows given by pullback diagrams, and by Xexpna¨ıve →
Tna¨ıve(X/B,B0) the universal na¨ıve expansion.
As with Definition 2.1.2 this can be viewed as a category even when
X or B is a stack. As with Lemma 2.1.8, one can pull back naive ex-
panded degenerations along e´tale morphisms Z → X . As with Lemma
2.1.4, the definition of arrows in terms of fibered diagrams immediately
gives:
Lemma 2.3.3. The category Tna¨ıve(X/B,B0) is a stack.
But as with expanded pairs, this is a problematic category in gen-
eral: see Section 5.4. We instead rely on the universal situation. The
following lemma, which follows directly from the definition, allows us
to work with an arbitrary base.
Lemma 2.3.4. Given a morphism φ : B˜ → B, denote B˜0 = φ−1B0
and X˜ = X ×B B˜. Then
Tna¨ıve(X˜/B˜, B˜0) ≃ Tna¨ıve(X/B,B0)×B B˜.
Our definition is:
Definition 2.3.5. Denote T := Tna¨ıve(A
2/A,D), with universal family
(A2)exp → T.
Definition 2.3.6. For a general degeneration X → B as in 2.2.3, let
B → A be the morphism associated to (L, s) and X → A2 associated
to (L1, s1) and (L2, s2). Given a B-scheme S, an expansion of X/B
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over S is a commutative diagram with cartesian square
X ′ //

(A2)′

X //
$$I
II
II
II
II
II
A2 ×A S

S
in which (A2)′ is a na¨ıve expansion of A2 over S.
Remark 2.3.7. Again we could define a stack of expansions T(X/B,B0),
but by the universal property of fibered products we have a canonical
isomorphism T(X/B,B0) := T×A B, with universal expansion
Xexp := X×A2 (A2)exp → T(X/B,B0).
This makes T ×A B into the stack of expansions of any degeneration
over B.
Remark 2.3.8. There is a similarity between expanded pairs and ex-
panded degenerations which can be misleading. Consider a smooth
pair (Y,D) over a field k. We can define a morphism Y → A2 whose
first factor is defined by (OY (D), 1D) and second factor defined by
(OY (−D), 0). This gives a commutative diagram
Y //

A2
m

Spec k // A.
It is tempting therefore to try to view an expanded pair as a special kind
of expanded degeneration over T0 = Spec k×AT. Indeed, the geometric
fibers of Y ′ = Y ×A (A2)exp are expansions of (Y,D). However, since
Y → Spec k ×A A2 is not flat, the resulting map Y ′ → T0 is not flat,
so this is not an expanded pair.
2.4. Twisted expansions of pairs and degenerations. In the pa-
pers [AF11] one uses auxiliary stack structures on expansions in order
to circumvent difficult deformation aspects of the degeneration for-
mula. This formalism is used in [ACW10] to compare orbifold Gromov–
Witten invariants to relative Gromov–Witten invariants. Here we lay
the foundations, which become straightforward using our universal ap-
proach. We build on the notation P and D± of 2.1.1.
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Definition 2.4.1. (1) Let (Y,D) be a pair. Fix a non-negative inte-
ger ℓ and a tuple of positive integers r := (r0, . . . , rℓ). Consider the root
stacks Yr0 = Y (
r0
√
D) and for i = 1, . . . ℓ write Pi = P (
ri−1
√
D−,
ri
√
D+).
We use the notationDi ± for the resulting root divisors; for i = 1, . . . ℓ−
1 consider the unique isomorphism φi : Di + ≃ D(i+1) − which is band-
reversing, in the sense that it identifies the normal bundle of Di + with
the dual of the normal bundle of D(i+1) −.
The standard r-twisted expansion of length ℓ of (Y,D) is the stack
Y [ℓ, r] := Yr0 ⊔
D =
φ0
D−
P1 ⊔
D+ =
φ1
D−
· · · ⊔
D+ =
φℓ
D−
Pℓ.
The notation means to convey that Yr0 is joined to P1, and Pi to
Pi+1, by identifying Di + with D(i+1) − through φi.
(2) Similarly, given a degeneration and b ∈ B0, the standard r-
twisted expansion of length ℓ of Xb is the stack
Xb[ℓ, r] := (Y1)r0 ⊔
D =
φ0
D−
P1 ⊔
D+ =
φ1
D−
· · · ⊔
D+ =
φℓ
D−
(Y2)rℓ
where (Y2)rℓ = Y2(
rℓ
√
D) and the rest of the notation as above.
We use the notation Ttwna¨ıve(X/B,B0) and T twna¨ıve(Y,D) for the stacks
of flat families whose fibers are isomorphic to twisted standard expan-
sions. We will use it only briefly in the next section.
We can now define stacks of expansions:
Definition 2.4.2. (1) Denote by T tw the category whose objects
over a scheme S are flat families of pairs (A′,D′)→ S with a morphism
(A′,D′)→ (A,D), such that the geometric fibers over S are isomorphic
over (A,D) to standard r-twisted expansions of (A,D). We call this
the stack of twisted expanded pairs, the universal expansion denoted
by (Aexp tw,Dexp tw).
For an arbitrary pair, the stack of twisted expansions of (Y,D) is
again T tw(Y,D) := T tw, with the universal expansion (Y×AAexp tw, D×D
Dexp tw).
(2) Denote by Ttw the category whose objects over a scheme S are
flat families of pairs (A2)′ → S with a morphism (A2)′ → A2, such
that the geometric fibers over S are isomorphic over A2 to standard
r-twisted expansions of the degeneration A2 → A of 2.2.4. We call this
the stack of twisted expanded degenerations, with universal expansion
(A2)exp tw.
For an arbitrary degeneration as in 2.2.3 the stack of twisted ex-
pansions of X is again Ttw ×A B, with the universal expansion X ×A2
(A2)exp tw.
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Remark 2.4.3. When (Y,D) = (A,D) it is not hard to see that Pi
are actually isomorphic to P , and the stack underlying the standard
twisted expansion is A′ := A ⊔ P ⊔ · · · ⊔ P , not depending on the
twisting. What varies with the twisting is the morphism A′ → A.
3. The stacks of expansions are algebraic
3.1. Semistable maps and the stack of Graber–Vakil. Recall
that a pre-stable marked curve C is called semistable if any unstable
component is rational and has precisely two special geometric points,
counting nodes and marked points of C.
In [GV05], Graber and Vakil introduce a stack of expanded pairs as
follows:
Definition 3.1.1. Consider the stack M0,3 of 3-pointed genus 0 pre-
stable curves and its substack Mss0,3 of semistable curves. We denote
the markings by 0, 1,∞. Denote by TGV the substack where the points
marked 1,∞ lie on the same irreducible component of the curve.
The stack M0,3 is well known to be algebraic and locally of finite
type over Z; the substacks Mss0,3 and TGV are open, so they are also
algebraic and locally of finite type over Z. Graber and Vakil noted
that Li’s construction of expanded pairs should be independent of the
choice of Y . Moreover the objects of the stack TGV are (as we see
below) expansions of (P1, 0). The idea is that once we know what to
do to the pair (P1, 0) we should just “do the same” to an arbitrary pair.
Since an arbitrary pair does not map to (P1, 0), we preferred to go by
way of the pair (A,D). This will require just one more step to show
that the stack is algebraic.
In order to work in closer parallel with expanded pairs and degener-
ations, we go by way of a variant of TGV:
Definition 3.1.2. Consider the stack Mtw0,1(P
1, 1) of (not necessarily
representable) maps of degree 1 from 1-pointed twisted prestable curves
of genus 0 to P1. The marked point is permitted to have a nontrivial
structure. This stack has a substack Mtw ss0,1 (P
1, 1) where the maps are
semistable. Consider the evaluation map e : Mtw ss0,1 (P
1, 1)→ P1. Define
T twmaps := e−1{0}
and Tmaps ⊂ T twmaps the open substack of untwisted curves.
The reader interested only in the untwisted case can safely ignore all
references to twisted curves.
Note again that the stack Mtw0,1(P
1, 1) is well known to be algebraic
and locally of finite type over Z (see [AOV11a] for the general case
14 D. ABRAMOVICH, C. CADMAN, B. FANTECHI, AND J. WISE
over Z). The stack Mtw ss0,1 (P
1, 1) is algebraic as it is an open sub-
stack of Mtw0,1(P
1, 1), and T twmaps = e−1{0} is algebraic as it is closed in
Mtw ss0,1 (P
1, 1). The substack Tmaps is open in the latter, so is algebraic
as well.
Lemma 3.1.3. We have isomorphisms T tw
na¨ıve
(P1, D) ≃ T twmaps and Tna¨ıve(P1, D) ≃
Tmaps. Hence T twna¨ıve(P1, D) is an algebraic stack, locally of finite type
over Z and Tna¨ıve(P1, D) an open substack.
Proof. We provide a base-preserving equivalence of categories. Con-
sider an object (Y ′, D′)→ (P1, 0) in T twna¨ıve(P1, D)(S). Then every geo-
metric fiber is by definition a semistable map, since any unstable com-
ponent is a root stack of P ≃ P1 along its two special points, D− and
D+. Since D
′ maps to D we have that e is identically 0. This gives an
object of T twmaps. This identification is clearly compatible with pullbacks,
giving a functor T twna¨ıve(P1, D)→ T twmaps, preserving the twisting.
Similarly, an object of T twmaps is a flat family of twisted pointed curves
(Y ′, D′) with a map to (P1, D). We need to verify that the fibers are
expansions. We apply induction on the number of irreducible compo-
nents. There is a unique component of Y ′ mapping with degree 1 onto
P1; if it is the unique component the map is a root stack at 0 and we
are done. If there is another component, consider an end component
on the same fiber of Y ′ → P1. Since the map is semistable, that end
component must contain the marked divisor D′ and a unique node,
which we identify as P1D. Pruning that component off, we get a new
semistable map (Y ′′, D′′) → (P1, D) which is a twisted expansion by
induction. Since Y ′ is obtained by gluing the end component to Y ′′,
and since twisted curves are by definition balanced, we conclude that
(Y ′, D′) is a twisted expansion. Again this identification is compatible
with pullbacks, giving a functor T twmaps → T twna¨ıve(P1, D).
The compositions of these functors in either way are the identity,
giving the required equivalence. 
We relate these to TGV using the following well known result.
Lemma 3.1.4. We have an isomorphism TGV ≃ Tmaps.
Proof. Given an object f : (Y ′, D′) → P1 in Tmaps(S) we obtain an
object (
Y ′, D′, f−1(1), f−1(∞))
of TGV(S), which clearly gives a base-preserving functor Tmaps → TGV.
Given an object (Y ′, p, q, r) ∈ TGV(S) the invertible sheaf OY ′(r) is
base-point-free relative to S. We obtain an associated morphism Y ′ →
P
1
S which maps (p, q, r) to (0, 1,∞), which is an object of Tmaps. It is
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easy to see that these functors are quasi-inverses, giving the required
base-preserving equivalence. 
We now pass to degenerations, where the replacement for the pair
(P1, 0) requires more work.
Definition 3.1.5. Consider X , the blowup of A1×P1 at the origin, and
B = A1, with the projection morphism X → B. The unique singular
fiber lies over the origin 0 ∈ A1 and has two components Yi intersecting
at a unique point D.
Consider the stack Mtw0,0(X/A
1, 1) of maps of prestable curves of
genus 0 to the fibers of X/A1, again of degree 1—that is, with im-
age class equal to the class of the fiber. Let Mtw ss0,0 (X/A
1, 1) be the
substack of Mtw0,0(X/A
1, 1) parameterizing maps that are semistable
and are isomorphisms away from D.
As before, Mtw0,0(X/A
1, 1) is well known to be algebraic and locally
of finite type over k, and Mtw ss0,0 (X/A
1, 1) an open substack.
Repeating the arguments above we have:
Lemma 3.1.6. We have an isomorphism Ttw
na¨ıve
(X/A1, 1) ≃Mtw ss0,0 (X/A1, 1).
In particular Ttw
na¨ıve
(X/A1, 1) is an algebraic stack, locally of finite type
over k.
3.2. Algebraicity of T tw and Ttw. The following proposition implies,
with Lemma 3.1.3, that T tw is algebraic and locally of finite type over
Z. First we define a morphism in one direction in complete generality.
Definition 3.2.1. We define a morphism of stacks Φ(Y,D) : T tw →
T twna¨ıve(Y,D) by sending an expansion (A′,D′)/S of (A,D) to the fiber
product (Y ′, D′) := (Y ×AA′, D×DD′). We similarly define a morphism
of stacks ΦX/B : T ×A B → Ttwna¨ıve(X/B,B0) by sending an expansion
(A2)′ of A2 ×A B to the fibered product X ×A2×AB (A2)′.
Proposition 3.2.2. The morphism Φ(P
1,0) : T tw → T tw
na¨ıve
(P1, 0) is an
isomorphism. In particular T tw is algebraic and locally of finite type
over Z.
Proof. We provide a quasi-inverse Ψ(P
1,0) : T twna¨ıve(P1, 0) → T tw as fol-
lows. Let f : (Y ′, D′) → (P1, 0) be a twisted expansion over a scheme
S. Marking P1 at (0,∞) and Y ′ at (D′, f−1(∞)) we can view f as a
morphism of 2-marked rational curves. By Proposition A.4 the mor-
phism f is Gm-equivariant with respect to the balanced Gm action.
Write
Y′ :=
[
(Y r {∞})/Gm
]
; D′ := [D′/Gm].
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Since [(P1r {∞})/Gm] = A we obtain an expansion (Y′,D′)→ (A,D)
over S. The procedure is clearly compatible with pullbacks, giving a
morphism Ψ(P
1,0) : T twna¨ıve(P1, 0) → T tw. Checking that the morphisms
are quasi-inverses is standard. 
Here is the analogue of Proposition 3.2.2 for twisted degenerations:
Proposition 3.2.3. Consider the degeneration X → A1 of Definition
3.1.5. The morphism ΦX/A
1
: Ttw ×A A1 → Ttwna¨ıve(X/A1, 0) is an iso-
morphism.
The stack T is algebraic and locally of finite type over Z.
Proof. We again provide a quasi-inverse ΨX/A
1
: Ttwna¨ıve(X/A
1, 0) →
Ttw ×A A1, as follows. The proper transform s0 of 0 × A1 and s∞ of
∞×A1 are disjoint markings of X → A1. Thus X → A1 is a family of
2-pointed twisted semistable curves, and an object of Ttwna¨ıve(X/A
1, 0)
gives a morphism of families of semistable curves X ′ → X . By Propo-
sition A.4, this map is equivariant with respect to the canonical actions
of Gm on X
′ and on X . Taking X =
[
(X ′ \ (s0 ∪ s∞))/Gm
]
gives an
expansion of
[
(X \ {0,∞})/Gm
]
= A2 ×A A1.
By Lemma 3.1.6 the stack Ttwna¨ıve(X/A
1, 0) ≃ Ttw ×A A1 is algebraic
and locally of finite type over k. Since A1 → A is smooth and surjective
it follows that Ttw is algebraic as well [AOV11a, Lemma C.5].

With Propositions 3.2.2 and 3.2.3 we have completed the proofs of
Theorem 1.3.1 and Part (1) of Theorem 1.3.2.
3.3. Exotic isomorphisms.
3.3.1. The isomorphism between expanded pairs and expanded degener-
ations. An expanded pair induces an expanded degeneration by delet-
ing the distinguished divisor. The only information forgotten this way
is the order of twisting along the distinguished divisor: a distinguished
divisor with any desired order of twisting can always be glued onto one
end of an expanded degeneration to make an expanded pair. We make
these processes precise in the following proposition.
Proposition 3.3.1. There is an isomorphism T tw ≃ Ttw × Z>0.
To construct the isomorphism, it is convenient first to study ex-
panded pairs of length 1. Let T ′ be the moduli space of such expan-
sions; it is isomorphic to the substack T ′GV ⊂ TGV of twisted curves
with at most one node.
We can describe T ′ and its universal object very explicitly. The
stack T ′ itself is isomorphic to A×Z>0 with the second factor keeping
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track of twisting order along the distinguished divisor. The universal
object Z may be defined as the open substack of A3 × Z>0, with co-
ordinates (x, y, z, n), where y and z do not vanish simultaneously; the
distinguished divisor is the vanishing locus of z. The projection to the
base T ′ ≃ A sends (x, y, z) to xy and the projection to the universal
pair (A,D) sends (x, y, z) to xzn.
There are maps
(5) Ttwna¨ıve(Z/A,D)
##F
FF
FF
FF
FF
yyrr
rr
rr
rr
rr
Ttw × Z>0 T tw.
To describe the map on the left, note that Z can be viewed as a degen-
eration over A, the map Z→ A2 coming from (x, y, z) 7→ (xzn, y). By
deleting the distinguished divisor, an expansion of Z/A becomes an ex-
pansion of A2/A; the map to Z>0 simply records the order of twisting
along the distinguished divisor. As for the map on the right, note that
if X is an expansion of the degeneration Z/A then by composition we
obtain a map X → Z→ A. Comparing the fibers, one sees that these
are all expansions of the pair (A,D).
We show that both maps in Diagram (5) are isomorphisms with the
following two lemmas.
Lemma 3.3.2. (1) Let (Y,D) be a pair and U ⊂ Y open, contain-
ing D. Then T tw
na¨ıve
(Y,D) ≃ T tw
na¨ıve
(U,D).
(2) Let X → V be a degeneration and U ⊂ X open, containing D.
Then Ttw
na¨ıve
(X/B,B0) ≃ T(U/B0).
Proof. Given a na¨ıve expansion f : (Y ′, D′)→ (Y,D) over S, we canon-
ically obtain a na¨ıve expansion (U ′, D′)→ (U,D) by taking U ′ = f−1U .
Given a na¨ıve expansion fU : (U
′, D′)→ (U,D) over S we have a canon-
ical isomorphism U ′ r f−1U D ≃ U r D. We obtain a na¨ıve expansion
(Y ′, D′)→ (Y,D) by gluing
Y ′ = U ′ ⊔
UrD
(Y rD).
These provide functors inverse to each other. The construction for
expanded degenerations is identical. 
Applying Part (2) of the lemma to the inclusion A2 ⊂ Z (as the locus
where z 6= 0) implies that the map Ttwna¨ıve(Z/A,D) → Ttw × Z>0 is an
isomorphism.
Lemma 3.3.3. The map Ttw
na¨ıve
(Z/A,D)→ T tw is an isomorphism.
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Proof. To prove the lemma, we must check that any expanded pair
admits a map to an expansion of length 2. For this, it is easiest to use
the Graber–Vakil perspective on expansions. Viewing an expanded
pair over S as a family of twisted curves C/S with untwisted markings
1 and∞ and a potentially twisted marking 0, we use the linear system
OC(0 + 1 +∞) to produce a contraction onto a curve C ′ that has a
marking on every component. Since 1 and ∞ must lie on the same
irreducible component in each fiber of C ′, the fibers of C ′ can each
have at most one node. 
3.3.2. Moduli of curves and rigidification. We describe a second rela-
tionship between expansions and semistable curves, this time by rigidi-
fication (see [Gir71, Proposition IV.2.3.18] and [AOV08, Appendix A]).
Denote by M′ ⊂ Mtw ss0,2 the open and closed substack of twisted
semistable marked curves where the second marking is not twisted.
Proposition A.4 says that the group scheme Gm is a normal subgroup of
the inertia stack of Mtw ss0,2 . We can consider the rigidification M
′/BGm
(sometimes denoted M′( Gm) of M
′.
Proposition 3.3.4. There is a canonical isomorphism M′
∼−→ T tw ×
BGm.
Proof. Let (C,D,E) be an S-point of M′. That is, C is a family of
genus zero curves over S with a potentially twisted marking D and
an unitwisted marking E. The complement of the zero section in the
normal bundle NE/C is a Gm-torsor on S. This gives a map M
′ → T tw.
Denote this Gm-torsor by Q.
Since C has an action of Gm (Proposition A.3), we can twist C
by the opposite torsor of Q to produce a family of semistable curves
C ′ = C
Gm× Q∨, with sections D′ and E ′, such that NE′/C′ is trivial. But
NE′/C′ is isomorphic to the complement of the node in the component
of C ′ containing E ′. A trivialization of NE′/C′ yields a section of C
′
confined to the component containing E ′ and not meeting either E ′ nor
a node. Calling this section 1 and letting ∞ = E ′ and 0 = D′, we get
an S-point of T tw.
The pair (Q, (C ′, 0, 1,∞)) gives the map claimed by the proposition.
The inverse sends (Q, (C ′, 0, 1,∞)) to (Q Gm× C ′, 0,∞). 
Corollary 3.3.5. There is a canonical isomorphism T tw ≃M′/BGm.
Restricting to untwisted objects gives T ≃Mss0,2/BGm.
We could now repeat the argument for Ttw, but it is faster to make
use of the isomorphism proved in Proposition 3.3.1. Letting M′′ denote
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the locus in Mtw ss0,2 where both markings are untwisted and restricting
to the locus where the distinguished divisor is untwisted in Proposi-
tion 3.3.4, we obtain the following corollary.
Corollary 3.3.6. There is a canonical isomorphism M′′ ≃ Ttw×BGm.
Therefore Ttw ≃M′′/BGm and T ≃Mss0,2/BGm.
4. Stacks of non-rigid expansions
In [GV05] Graber and Vakil showed that localization in relative
Gromov–Witten theory necessitates one more stack of expansions. This
time we fix only the “divisor” D and a line bundle N , standing in for
the normal bundle ND/Y . We allow twisting:
Definition 4.1. A standard non-rigid twisted expansion of (D,N) is
of the form
P0 ⊔
D+ =
φ1
D−
· · · ⊔
D+ =
φℓ
D−
Pℓ
where P = PD(N ⊕ OD) is the projective completion of N , and the
notation Pi, D± and φi is as in Definition 2.4.1.
We define T tw∼ to be the stack whose objects over S are flat families
of twisted non-rigid expansions of (BGm,L), where L is the universal
line bundle.
For an arbitrary (D,N), we define an expansion over S to be a
commutative diagram with cartesian squares
Z //

P′

D //
$$J
JJ
JJ
JJ
JJ
JJ
BGm × S

S
where the right column is a non-rigid twisted expansion of (BGm,L)
and in the middle arrow the factor D → BGm comes from the line
bundle N .
Again T tw∼ is identified as the stack of non-rigid twisted expansions
of (D,N), by the universal property of fibered products.
Graber and Vakil identified the stack of flat families of non-rigid
expansions of (Spec k,O) as Mss0,2. As in the proof of Lemma 3.1.3 we
have
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Proposition 4.2. There is a canonical isomorphism T tw∼ ≃ Mtw ss0,2 .
In particular it is an algebraic stack, locally of finite type over Z, and
T∼ ≃Mss0,2 is an open substack.
5. Diagonals and automorphisms: na¨ıve expansions
In preparation for proving the remainder of Theorem 1.3.2 and dis-
cussing the shortcomings of na¨ıve expansions, we need some informa-
tion on the diagonals of stacks of na¨ıve expansions and automorphisms
of na¨ıve expansions. Since we will not need twisted versions of these
we only discuss the untwisted situation.
5.1. The diagonals of the stacks of na¨ıve expansions.
Proposition 5.1.1. (1) Let (X,D) be a smooth pair with X proper.
The diagonal of T tw
na¨ıve
(X,D) is representable by algebraic spaces and is
locally of finite presentation.
(2) Let X → B be a proper degeneration. The diagonal of Tna¨ıve(X/B,B0)
is representable by algebraic spaces and is locally of finite presentation.
Proof. Let T denote Tna¨ıve(X,D) in the first case of the proposition,
and Tna¨ıve(X/B,B0) in the second case. In the first case, let B be a
point. Write E for the universal expansion over T . Let Y = X ×B T ,
let T 2 = T ×B T , and let Z = X ×B T 2. Note that there is a proper
projection E → Y . Let E(i) be the pullback of E to T 2 via the i-th
projection T 2 → T .
To see that the diagonal of T is representable, we must see that the
functor
IsomZ(E
(1), E(2)) : S 7→ IsomZS(E(1)S , E(2)S )
is representable by an algebraic space. Each E(i) is proper over Z and
Z is proper over T 2, so E(i) is proper, and also flat, over T 2. Therefore
there is a relative algebraic space IsomT 2(E
(1), E(2)) whose S-points are
isomorphisms between E
(1)
S and E
(2)
S . We can identify
IsomZ(E
(1), E(2)) = IsomT 2(E
(1), E(2)) ×
Hom
T2 (E
(1),Z×
T2Z)
HomT 2(E
(1), Z).
In the fiber product the map on the right is induced by the diagonal
of Z and the map on the left by the projection E(1) → Z and the
composition E(1) → E(2) → Z. Everything appearing above is an
algebraic space over T 2 because E(i) are proper and flat over T 2 (cf.
[Art69, Theorem 6.1]).
It follows immediately from the fact that E(1) and E(2) are locally
of finite presentation over Z that IsomZ(E
(1), E(2)) is locally of finite
presentation over T (see [Gro66, Proposition (8.13.1)]). 
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5.2. Automorphisms of na¨ıve expansions.
Lemma 5.2.1. (1) An isomorphism (Y ′1 , D
′
1)→ (Y ′2 , D′2) of expan-
sions of (Y,D) over an algebraically closed field is given by an order
preserving bijection between the sets of irreducible components and an
isomorphism on each component isomorphic to P(ND/Y ⊕OD) preserv-
ing the fixed points of the Gm action and structure map. The same
holds for the case of expanded degenerations.
(2) If each irreducible component of an expansion of (Y,D), except
Y , is identified with P(ND/Y ⊕ OD) then automorphisms of that com-
ponent preserving fixed loci and structure map are in bijection with
Gm(D). The same holds for the case of expanded degenerations.
(3) The automorphism group of an expansion of length ℓ is Gm(D)
ℓ.
Proof. Any isomorphism of pairs induces a bijection between the sets
of irreducible components. In this case, the order must be preserved
because the divisors D1 and D2 must be respected, as must the compo-
nents isomorphic to Y . The automorphism group of P(ND/Y⊕OD) over
D is the same as the automorphism group of the underlying Gm-torsor
ND/Y r 0, which is just Gm(D). 
5.3. Comparison of geometric objects.
Definition 5.3.1. (1) Let (X,D) be a smooth pair. Define Φ =
Φ(X,D) : T → Tna¨ıve(X,D) by sending an expansion (A′,D′)/S of (A,D)
to (X ′, D′) := (X ×A A′, D ×D D′).
(2) Let (X/B,B0) be a degeneration. Define Φ = Φ
X/B : T×AB →
Tna¨ıve(X/B,B0) by sending an expansion (A2)′/S of (A2×AB)/B to
X ′ := X ×A2×AB (A2)′.
Proposition 5.3.2. Assume D is smooth, proper and connected. Then
the functors Φ(Y,D) and ΦX/B induce equivalences on geometric points.
Proof. Indeed, on both sides the geometric objects are expansions,
which are indexed up to isomorphism by non-negative integers in ei-
ther case. Furthermore, the automorphism group of an expansion of
length n over an algebraically closed field k is Gm(k)
n (as we saw in
Lemma 5.2.1) both in the stack of expansions and the stack of na¨ıve
expansions. The map Gm(k)
n → Gm(k)n is an isomorphism, so the
functor is also fully faithful as required. 
5.4. The trouble with na¨ıve expansions. Throughout the discus-
sion so far, we have used na¨ıve expansions as a building block of our
stacks of expansions. The stacks T , T and T∼ themselves are defined
as stacks of na¨ıve expansions of a universal object. Li’s stacks will be
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studied as substacks of the corresponding stacks of na¨ıve expansions.
And the proofs of the main results use them in several steps.
So why not define the stacks of expansions using na¨ıve expansions
and be done with it? There are several issues that arise with Tna¨ıve(Y,D)
and Tna¨ıve(X/B,B0). We describe in the case of the stack of pairs, the
case of degenerations being similar.
5.4.1. Deforming the normal bundle. First, there are problems with
deformation spaces which prevent these stack from being algebraic in
general. Assume Y is smooth and projective, D is smooth an irre-
ducible, but assume H1(D,OD) 6= 0. Then the normal bundle ND/Y
has a non-constant deformation to another line bundle L. It follows
that the na¨ıve expansion Y ′ = Y ⊔D P admits a non-constant defor-
mation to Y ′′ = Y ⊔D PD(O ⊕ L), and the latter is not an expansion.
Assuming H1(D,OD) = 0 would clearly be too restrictive. Jun Li
overcame this issue by defining a stack where local models are fixed,
excluding such deformation by definition. We would be content if this
covered all the situations we care about, but this is not the case.
5.4.2. Disconnected divisor. Consider now the case where Y is smooth
and projective, D is smooth, H1(D,OD) = 0 but D decomposes as
D1 ⊔ D2. Then the expansion Y ′ = Y ⊔D PD admits a non-constant
deformation to Y ′′ = Y ⊔D1 PD1 , so again the stack of na¨ıve expansions
is not algebraic. Li’s approach still gives us a good stack of expan-
sions; the logarithmic approach however diverges - it gives us the stack
Tna¨ıve(Y,D1)×Tna¨ıve(Y,D2). Of course, one can work Li’s solution, but
things can still get a bit more complicated.
5.4.3. Non-proper divisor. Now drop the assumption that Y and D are
proper, so D could be affine of positive dimension. Then the automor-
phism group of a na¨ıve expansion is no longer finite dimensional, and
the diagonal of the stack of expansions is not locally of finite presenta-
tion. This case is not resolved by either Li’s or Kim’s approach. The
most common situation where this occurs in the literature is when Y
is the total space of a vector bundle over a projective variety Y0,and D
is the pullback of a divisor D0 on Y0.
Of course, such cases can be treated directly, for instance by pulling
back expansions of (Y0, D0), which amounts to an ad-hoc application of
the principle used in this paper. Our approach using the universal pair
(A,D) allows one to expand any pair without restriction and without
need for ad-hoc constructions.
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6. Comparison with Li’s approach
6.1. Expanded degenerations. Throughout this section we assume
that B is a smooth complex curve, B0 = {b0} a point, X is smooth,
X/B is projective and D is smooth and irreducible.
Corollary 6.1.1 (of Lemma 5.2.1; cf. [Li01, Corollary 1.4]). If X is
proper and D is connected then the automorphism group of an expan-
sion of (X,D) of length ℓ is (C∗)ℓ.
A family of expanded degenerations over a base scheme S is a family
of schemes over S that is isomorphic, e´tale-locally in S, to one of a
collection of standard models. We recall the definition of the standard
models below.
Suppose that π : X → B is a flat family whose general fiber is
smooth and whose fiber over 0 is the union of two smooth schemes
along a smooth divisor. J. Li constructs a collection of standard models
(6) X [ℓ] //

X

B[ℓ] // B
for expansions of X0.
Definition 6.1.2 ([Li01, Definition 1.9]). Let TLi(X/B, b0) be the
fibered category whose S-points are families Z → S such that, e´tale-
locally in S, there exists a map S → Aℓ+1 and an isomorphism Z ∼=
S×Aℓ+1 X [ℓ]. Morphisms between such families are morphisms of schemes
that commute with the projections to S ×X .
It will follow from the equivalence proved in Theorem 1.3.2 that up
to canonical equivalence, the above definition of TLi(X/B, b0) does not
depend on X . We summarize J. Li’s construction of the standard mod-
els below, taking a slightly different perspective; see [Li01, Section 1.1]
for more details.
For Li’s construction, it is enough to work in a small neighborhood
of b0 ∈ B. We can therefore assume that there is an e´tale map B → A1
whose fiber over 0 ∈ A1 is b0 ∈ B. We will construct the standard
models X [ℓ] → A1[ℓ] of X → A1, and then we can define B[ℓ] =
A1[ℓ]×A1 B, through which the map X [ℓ]→ A1[ℓ] must factor.
Remark 6.1.3. It is possible to avoid having to pass to an e´tale neigh-
borhood of b0 by taking the base of the degeneration to beA = [A
1/Gm]
instead of B. The Cartier divisor b0 gives a map B → A, and expan-
sions of the base B are obtained by base change from expansions of A:
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we have B[ℓ] = B×A A[ℓ] and A[ℓ] = Aℓ → A is the multiplication
map.
We leave it to the reader to verify that the discussion in this section
carries over word for word replacing the symbol A by A (and Aℓ by
Aℓ).
We will have A1[ℓ] = Aℓ+1 and the projection A1[ℓ] = Aℓ+1 → A1
sends (t0, . . . , tℓ) to
∏
ti. The construction of X [ℓ] is inductive. As-
sume that we have a construction of πX1 : X [1] → A1[1] = A2 for
any family X → A1 of the type described in Section 2.2.1. We will
see that composing π1 with the first projection gives a new family
p1 ◦ π1 : X [1]→ A1 as in 2.2.1. Expanding this family using the same
construction, we obtain a new family X [1][1]→ A2 and a commutative
diagram
X [1][1]
π
X[1]
1
//

X [1]

A1[1]
p1

A1[1]
m
//
A1
where m : A1[1] = A2 → A1 is the multiplication map and p1 : A1[1] =
A2 → A1 is the first projection. We can identify (A1[1], m)×A1(A1[1], p1)
with A3 = A1[2] and defining X [2] = X [1][1], we obtain from the dia-
gram above a map X [2]→ A1[2]. Composing
X [2] = X [1][1]→ A1[2] = A3 p1−→ A1
we obtain a new family as in 2.2.1. Inductively, we obtain X [ℓ + 1] =
X [ℓ][1]→ A1[ℓ] = Aℓ+1, exactly as above.
It remains to explain the construction of X [1] and verify that the
composition X [1] → A1[1] p1−→ A1 is a family of the type described in
Section 2.2.1. First, let X ′ be the base change of X → A1 by the
multiplication map m : A2 → A1 sending (t1, t2) 7→ t1t2. The total
space of X ′ is singular along D × (0, 0). We construct X [1] as a small
resolution of X ′.
Let Y1 and Y2 be the two irreducible components of X0. Each is a
divisor in X . Let (OX(Yi), yi) be a line bundle and section such that
the vanishing locus of yi is Yi. These are determined up to unique
isomoprhism by Yi.
Let P be the P1-bundle P(OX′ ⊕m∗OX(Y2)) ∼= P(m∗OX(Y1)⊕OX′)
where m : X ′ → X (abusively) denotes the projection. If (t1, t2) denote
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the coordinates on A2, then (t1, y1) is a section of P over the comple-
ment of D × (0, 0) in X ′. Let X [1] be the closure of the image of this
section in P .
Remark 6.1.4. E´tale locally X ′ admits a smooth morphism to the lo-
cus {y1y2 = t1t2} inside A4 and X [1] resolves the indeterminacy of the
rational map (y1, t1) : X
′ → P1.
Composition of the projections X [1] → X ′ and X ′ → A2 gives us a
map π1 : X [1]→ A2. Away from 0 ∈ A1, the fiber of p1π1 : X [1]→ A1
can be identified with the projection X × (A1 r 0)2 → (A1 r 0) on the
last component. It is therefore smooth away from 0. Over 0 ∈ A1, the
fiber is the union of two smooth schemes along a smooth divisor (one
is Y2 and the other is the blow-up of Y1 × A1 along D × 0, where D
is the divisor along which Y1 is joined to Y2 in X0). We may therefore
iterate the construction to obtain the standard models.
Remark 6.1.5. In [Li01, Definition 1.9], families of expansions are re-
quired to be isomorphic to the standard models over an open cover.
This open cover must be taken in the analytic topology since, as the
following variant of Hironaka’s famous example demonstrates, Zariski
open covers do not suffice to obtain a stack in the e´tale topology. This
is why we have insisted on gluing in the e´tale topology above.
Let S˜ be a pair of rational curves joined at two nodes. Label the
nodes s˜1 and s˜2 and the components S˜1 and S˜2. This carries a free
action of Z/2Z which exchanges the components and the nodes. Let
S be the quotient, which is a rational curve joined to itself at a single
node.
Over S˜ we construct an equivariant family Y˜ of expansions of X =
P1∐point P1. On the complement of s˜1, we take the family induced from
the standard model X [1] by the inclusion of S˜ − s˜1 as the coordinate
axes in A2. Over S˜− s˜2, we take the family induced the same inclusion,
but with the axes reversed.
Gluing these together, we get a family over S˜ whose fiber over s˜1 has
3 components. Passing from s˜1 to S˜1 smoothes the second node in the
fiber over s˜1 so that a generic fiber of Y˜ over S˜1 has two components.
Passing to s˜2 degenerates the first of these components to the union of
two components, so that the fiber over s˜2 has 3 components. Passing
now to S˜2 smoothes the second node, and passing to s˜1 degenerates the
first component.
There is a free action of Z/2Z on Y˜ making the projection to S˜
equivariant. Let Y → S be the quotient. This family is not induced
in any Zariski neighborhood S◦ of the node from any X [n] via a map
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S◦ → Aℓ. Indeed, if it were then Y would be quasi-projective. But if
m1, m2, m3 are the degrees of the restriction of an ample line bundle to
the fiber over the node, we get
m1 +m2 = m1
m2 +m3 = m3,
so any map to a projective space must collapse the middle component.
Thus this family does not appear in the Zariski stack.
This point was brought up and clarified in discussions with Michael
Thaddeus.
6.2. Expanded pairs. J. Li constructs the moduli space of expanded
pairs by reduction to the construction for expanded degenerations: the
first expanded pair is a degeneration of the kind studied in the last
section.
If (X,D) is a smooth pair, the first expansion X [1] is obtained by
blowing up X × A1 at the locus (D, 0). This gives a family over A1
whose fiber over 0 is the union of X and P(ND/X ⊕OD) along D. The
proper transform of D × A1 is a divisor in X [1].
Expanding X [1] → A1 as in the last section, we get the standard
models X [ℓ]→ Aℓ. Note however that there is a shift of index as com-
pared to the standard models for degenerations. We use the notation
TLi(X,D) for the stack defined this way.
6.3. Algebraicity and comparison. We note the canonical embed-
dings which allow us to compare our stacks with Li’s stacks.
Definition 6.3.1. Let TLi(X,D) →֒ Tna¨ıve(X,D) and TLi(X/B, b0) →֒
Tna¨ıve(X/B, b0) be the embeddings given by viewing Li’s objects as
na¨ıve expansions and arrows as morphsims of na¨ıve expansions.
Proposition 6.3.2. The stacks TLi(X,D) and TLi(X/B,B0) are alge-
braic.
Proof. To treat degenerations and pairs together, we use a common
notation as in the proof of Proposition 5.1.1: X is either the total
space of a degeneration or a pair, X ′ is an expansion, and TLi and
Tna¨ıve are the relevant stacks of expansions.
The diagonal of TLi is pulled back from the diagonal of Tna¨ıve via
the embedding TLi →֒ Tna¨ıve. The diagonal of Tna¨ıve is representable by
Proposition 5.1.1.
On the other hand, the map An → TLi induced from the standard
models is formally smooth by definition [Li01, Definition 1.9]: any
object of TLi(S) is required to lift, e´tale locally in S, to an object
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of An. Applying this to an infinitesimal extension of S implies the
formal criterion for smoothness. Furthermore, An → TLi is locally of
finite presentation, because An is locally of finite presentation and the
diagonal of TLi is locally of finite presentation. Since A
n → TLi is
also representable, this implies that it is smooth and since the maps
An → TLi cover TLi, this implies that TLi is an algebraic stack. 
The following proposition completes the proof of Theorem 1.3.2.
Proposition 6.3.3. Assume D is smooth, projective, and connected.
Then the map Φ(Y,D) of Definition 5.3.1 factors through an equivalence
T → TLi(X,D) (for a pair) and the map ΦX/B factors through T ×A
B → TLi(X/B, b0) (for a degeneration).
Proof. First consider the case of pairs.
To see that the factorization exists, note that we have commutative
diagrams
An
%%L
LL
LL
LL
LL
L

T
Φ
// Tna¨ıve(X,D)
coming from Li’s standard models so it will be sufficient to show that
the maps An → T form a smooth cover. Since T ≃ TGV, it is enough
to show that An → TGV is a versal deformation space for the object Q
over 0 ∈ An. Recall that Q is a chain of n+1 rational curves with two
marked points on the first component and one marked point on the
last component. The n directions in An correspond to deforming the n
nodes of the chain, and this is well known to be a versal deformation
space.
Note that the automorphism group of Q is Gnm, acting on A
n by
scaling the coordinates. Therefore we obtain an e´tale morphism An =
[An/Gnm]→ T .
The composition An → T → TLi(X,D) is also smooth, as we saw
in the proof of Proposition 6.3.2. By Lemma 5.2.1, the automorphism
group of the image of 0 ∈ An in TLi(X,D) is Gnm, so there is an induced
e´tale map An = [An/Gnm]→ TLi(X,D). Therefore An is e´tale over both
T and TLi(X,D). This implies that the map T → TLi(X,D) is e´tale.
Finally, we note that T → TLi(X,D) induces an equivalence on
geometric points by Proposition 5.3.2.
Next we consider degenerations. It is possible to deduce that ΦX/B
an isomorphism formally from the isomorphism between the moduli
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spaces of expanded pairs and degenerations (Proposition 3.3.1 and Sec-
tion 6.2), so we will only sketch the geometric argument parallel to the
one given above for pairs.
We show that ΦX/B induces an equivalence T×AB → TLi(X/B, b0)
is an equivalence in the case B = A1, with the general case follow-
ing by gluing and base change. To show that ΦX/B factors through
TLi(X/B, b0), we use the isomorphism T ×A A1 ≃ Mss0,0(X/A1, 1). We
obtain this time that An+1 → T×AA1 is versal as before. The automor-
phism group is Gnm, giving an e´tale map [A
n+1/Gnm] → TLi(X/B, b0),
and T ×A B → TLi(X/B, b0) is therefore e´tale. Again the map is an
equivalence on geometric objects, completing the argument in this case
as well. 
This completes the proof of our Comparison Theorem 1.3.2.
7. Labels and twists
7.1. Labelling by a set. It is sometimes desirable—in [AF11], for
example—to work with variants of the stack T or T which include
labels for the nodes of the fibers.
Let F be the non-smooth locus of the projection from the universal
expanded degeneration to T. Let S be a set, which we will call the
set of labels. Let TS be the sheaf on T whose sections over S are the
locally constant functions from FS to S. This is an e´tale sheaf on T, so
its total space, denoted TS, is a stack equipped with a formally e´tale
morphism to T.
By definition, objects of the stack TS are expansions of the degener-
ation A2 → A together with a continuous labelling of the non-smooth
locus in the set S, and arrows are arrows of expansions preserving the
labelling. The universal expansion XS is the pullback, via the projec-
tion TS → T of the universal expansion X of T.
We will also make use of T S, the stack of expanded pairs with a
labelling in S. In this case, let F be the union of the non-smooth
locus of the universal expansion of (A,D) and its distinguished divisor.
Let T S be the e´tale sheaf on T whose sections over S are the locally
constant maps from FS to S. Since F ∼= F0 ⊔D, where F0 is the non-
smooth locus of the universal expansion of (A,D), and since T ∼= T by
Proposition 3.3.1, we can identify
T S ∼= TS × S.
The second factor records the labelling of the distinguished divisor. We
denote the universal family over T S by X S.
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Lemma 7.1.1. Let T be either T or T and let T S be TS or T S, respec-
tively. The projection T S → T is representable by algebraic spaces.
Proof. The morphism is formally e´tale by the discussion above; it is
locally of finite presentation over T because both F and S × T are
[Gro66, Proposition 8.13.1].
We have to check that formal sections algebraize uniquely. Suppose
that S is the spectrum of a complete noetherian local ring and S0 is its
closed point. Then the connected components of FS0 are the same as
the connected components of FS, so locally constant functions on FS0
algebraize uniquely to locally constant functions on FS. 
Therefore T S and TS are algebraic:
Proposition 7.1.2. There are algebraic stacks TS and T S, which re-
spectively parameterize expanded degenerations with nodes labelled by S
and expanded pairs with nodes and distinguished divisor labelled by S.
7.2. Twisting choice. In this section we work over a field of char-
acteristic 0. We will now relate the stack T tw to Olsson’s log-twisting
construction. It is convenient to use the formalism of Borne and Vistoli
[BV10] for logarithmic structures. We use the notation N = Z>0.
The stack T admits a canonical locally free logarithmic structure
(T ,MT ) coming from the normal crossings divisor over which the uni-
versal expansion fails to be smooth, smilarly for (T,MT). Pulling back,
this gives a locally free logarithmic structure on T S and TS for any
set S.
Following [BV10], we think about a logarithmic structure as a ho-
momorphism from an e´tale sheaf of monoids M into A. Put T = T
or T = T as the case warrants and write T S for its labelled analogue.
Define F as in Section 7.1. We note that, e´tale locally in a T -scheme
S, the connected components of F are in bijection with the generators
of MT . Therefore we can use a map r : F → N to construct a new
sheaf of monoids M(r) that adds an r(z)-th root to the generator cor-
responding to a connected component z of F whenever z corresponds
to a singularity.
Now, consider a map r : S→ N; we will call it a twisting choice be-
cause of the way we will use it below. Composing with the tautological
map F → S on T S, we obtain a map F → N. We may then construct
a sheaf of monoids M(r) on T S, as above.
Definition 7.2.1. Fix a twisting choice S → N. Denote by T r the
stack of objects of T S together with extensions of the map MT → A
to a map MT (r) → A. Similarly, denote by Tr the stack of objects
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of TS together with extensions of the morphism MT → A to a map
MT(r)→ A.
Proposition 7.2.2. The maps T r → T S and Tr → TS are of Deligne–
Mumford type and are isomorphisms on dense open substacks of source
and target.
Proof. Since MT is trivial on the dense open point of T the map
T r → T S is an isomorphism there. To see that the map is of Deligne–
Mumford type, we can work e´tale locally on an S-point of T S and
assume that the logarithmic structure is free, at which point T r×T S S
becomes a root stack, which is Deligne–Mumford because we work in
characteristic 0. The proof for Tr is identical. 
The pre-image of the divisor that was used to define the logarithmic
structure on TS is a normal crossings divisor in the universal expansion
XS. It therefore induces a locally free logarithmic structure on XS.
E´tale locally in T (i.e., e´tale locally in S for each S-point of T) each
generator of MT maps, away from F , to a generator of MX, and to a
sum of two generators near F . DefineMX(r) to be the sheaf of monoids
obtained by adjoining an r(z)-th root to each of these generators.
For the universal family X S over T S we apply the same procedure
with the logarithmic structure associated to the normal crossings divi-
sor associated to both singular locus and marking.
Definition 7.2.3. Denote by Xr over X the moduli stack of extensions
of the map MX → A to MX(r)→ A; and similarly for X r over X . We
call these the stacks of r-twisted expansions.
Lemma 7.2.4. (1) The fibers of Xr over Tr are twisted expansions
of A2 over A. The fibers of X r over T r are twisted expansions of A.
(2) The resulting morphism Tr → Ttw ×T TS or T r → T tw ×T T S
is an isomorphism onto the open substack consisting of pairs (Xtw
′
, φ :
F → S), with Xtw′ a twisted expansion and φ : F → S a labelling as
before, such that the order of the stabilizer of a point z lying over z ∈ F
is r(φ(z)).
(3) When S = N and r : N → N is the identity, we have Tr = Ttw
and T r = T tw.
Proof. We can check the statements after pulling back X r → A via
the map A1 → A, and similarly pulling back Xr → A2 via the map
X → A2. Also the third statement follows from the second.
According to [Ols07], [AOV11b] there is an equivalence of categories
between log twisted curves and twisted curves. Thus the stack obtained
from a nodal curve C/S, with canonical log structure MC → A over
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MS → A by imposing a simple extension of the log structure MC ⊂
M
′
C → A compatible with MS ⊂ M
′
S → A, is a twisted curve, and
every twisted curve is canonically obtained in this manner. The order
of the stabilizer of a point z corresponding to the i-th component of the
locally free log structure is precisely the orther of the i-th component
of the quotient M
′
C/MC . In our situation the simple extension is M ⊂
M(r)→ A. 
7.3. Partial untwisting. Let r, r′ : S→ Z>0 be two twisting choices.
We write that r ≺ r′, and say that r divides r′, if r(s) divides r′(s)
for every s ∈ S. We saw in Definitions 7.2.1 and 7.2.1 that T r can
be constructed as a moduli space of enlargements of the log. structure
on T S to one with characteristic monoid MT (r) and that its universal
object Xr is the moduli space of extensions of MX(r) admits a similar
description. If r ≺ r′ then there are canonical inclusions MT (r) ⊂
MT (r
′) and MX(r) ⊂MX(r′) inducing a commutative diagram
Xr
′ //

Xr

T r′ // T r.
Moreover, these maps are compatible with the projections to XS over
T S, so we obtain
Proposition 7.3.1. If r, r′ : S→ Z>0 are twisting choices such that r ≺
r′ then there is a map T r′ → T r, compatible with the projections to T S,
that is an isomorphism on dense open substacks of source and target.
If r ≺ r′ ≺ r′′, the resulting triangle is commutative in a canonical way.
7.4. Split expansions. It is particularly important in degeneration
formulas to understand the fiber of T→ A over the origin 0 ∈ A1 → A,
and the corresponding families of expanded degenerations. Let T0 =
0×A T be this locus, and let T tw0 = 0×A Ttw where Ttw → A is the
composition of the untwisting map Ttw → T and the projection T→ A.
Define Tspl = T × T . If (Y1,E1) and (Y2,E2) denote two expanded
pairs over S then we can attach Y1 to Y2 along the isomorphisms E1
∼−→
D
∼←− E2 (cf. [AGV08, Appendix A]). This gives a map Tspl → T0.
We refer to [Cos06] for the notion of maps of pure degree.
Proposition 7.4.1. Tspl → T0 has pure degree 1.
Proof. The morphism is an isomorphism above the dense open substack
of T0 where the fibers of the singular locus of the universal expansion
have one irreducible component. 
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The proposition above is sufficient to understand splitting in the
untwisted case. The twisted case is less straightforward. Instead of a
direct map to relate T twspl to T tw0 , we have a correspondence
T twspl
xxrr
rr
rr
rr
rr
r
%%K
KK
KK
KK
KK
K
T tw×Z>0 T tw Tspl×T0 T tw0 π // T tw0 .
(All of the stacks in the diagram will be defined below.) The map π is
obtained from base change from Tspl → T0 so is of pure degree 1. We will
see below that both of the other two maps are of the same pure degree 1
r
,
which permits one, using Costello’s theorem [Cos06, Theorem 5.0.1] or
Manolache’s refinement [Man08, Proposition 2], to translate directly
between one stack and the other in questions of virtual enumerative
geometry [AF11, Section 5].
Let T twspl be the stack whose S-points are pairs of twisted expanded
pairs (A′1,D
′
1) and (D
′
2,D
′
2), together with a band-inverting isomor-
phism of Gm-gerbes D
′
1 → D′2 and a commutative diagram
D′1
//
  A
AA
AA
AA
D′2
~~}}
}}
}}
}
D
where the maps D′i → D are those induced by untwisting. Note that
there is no such isomorphism if the twisting of the distinguished divi-
sors D′1 and D
′
2 are different. Locally in S such an isomorphism always
exists and the 2-automorphism group of such an isomorphism is canon-
ically isomorphic to µr. This proves the first half of the following.
Proposition 7.4.2. Let r be the locally constant function recording the
order of twisting at the splitting divisor.
(1) The forgetful map T twspl → T tw×Z>0 T tw makes T twspl into a gerbe
banded by µr over T tw×Z>0 T tw.
(2) The map T twspl → T tw0 ×T0 Tspl has pure degree 1r .
For the second claim, it is enough to consider a dense open substack
of T tw0 ×T0 Tspl. Let U ⊂ T be the open substack of T over which the
corresponding expansion of A2 → A has at most one node in the fibers;
define U tw to be the pullback of U under the untwisting map, U0 its
intersection with T0, etc. Note that Uspl = U0, so U tw0 ×U0 Uspl = U tw0 .
Now, U ∼= A and U tw is isomorphic to the union of infinitely many
copies of A, indexed by N, and joined along their open points. If the
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open substack labelled by r is identified with A then the untwisting
map U tw → U is identified with the r-th power map. Thus
U tw0 ∼=
∐
r∈N
(A, [r])×
A
0 ∼=
∐
r∈N
[(
SpecC[t]/tr
)/
µr
]
The notation in the second term is meant to indicate the fiber product
of 0→ A and the r-th power map [r] : A→ A. On the other hand,
U twspl ∼=
∐
r∈N
Bµr ∼=
∐
r∈N
[(
SpecC[t]/t
)/
µr
]
That is, on the r-th component, U tw0 is given by the equation tr = 0
and U twspl is given by t = 0. This proves the proposition. 
8. Other incarnations of the stacks of expansions
The stack T , its sister T and their twisted cousins were described
in terms of the stack A. Since the stack A itself has modular inter-
pretations, we can in turn interpret the various stacks of expansions in
corresponding modular terms.
In Section 8.2 we use the fact that A parametrize line bundles with
sections to interpret T et al. as a stacks of configurations of line bun-
dles. The stack A also serves as the stack of rank-1 Deligne–Faltings
logarithmic structures, an open substack of Olsson’s stack LOG of all
logarithmic structures.
In Section 8.1 this is used to interpret T as a stack of aligned loga-
rithmic structures. The connection is made through the work of Borne
and Vistoli relating logarithmic structures and configurations of line
bundles.
Finally, the stacks of configurations of line bundles have a readily
available e´tale covering by stacks of the form An, giving an immediate
concrete construction of T in terms of a categorical colimit of stacks,
see section 8.3.
8.1. Aligned logarithmic structures. It is convenient to start with
the logarithmic picture.
Definition 8.1.1. An aligned logarithmic structure on a scheme S is
a locally free logarithmic structure M → OS, together with a subset
M0 ⊂ M such that on each fiber the generators of M can be labelled
{e1, . . . , en} so that the corresponding fiber of M 0 consists of the ele-
ments
0, e1, e1 + e2, e1 + e2 + e3, . . . , e1 + · · ·+ en.
Let Tlog be the moduli stack of aligned logarithmic structures.
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We similarly define a twisted version: let T twlog be the moduli stack of
aligned logarithmic structures along with a simple extension M →֒ N .
We construct an aligned logarithmic structure on T . Let X → T
be the universal expansion of the pair (P1, 0). Then X is a family of
pre-stable rational curves, hence gives rise to a logarithmic structure
M on T . Let M be the characteristic monoid of M . The generators in
a fiber ofM over T are in bijection with the nodes in the corresponding
fiber of X. In particular, they are totally ordered by their positions on
the chain of rational curves.
Let M 0 be the sheaf on T whose sections are subsets of M satisfying
the following two conditions:
(i) if σ is a section of M 0 and f ∈ σ then f restricts to a generator
in each fiber of M , and
(ii) if f is an element of a section σ of M0 and e is a section of M
that restricts to a generator in the fibers with e < f in every
fiber, then e ∈ σ.
There is an embedding M 0 → M sending a subset σ of M to
∑
f∈σ f .
One can verify easily by looking at the fibers that this map is injective
and M 0 ⊂M is an aligned logarithmic structure.
Proposition 8.1.2. The map T → Tlog described by the construction
above is an isomorphism. Similarly T tw → T twlog×Z>0, where the second
factor records the twisting along D, is an isomorphism.
Sketch of proof. It is evident that the functor induces a bijection on iso-
morphism classes of geometric objects: for T these are determined by
the number of nodes and for Tlog by the cardinality ofM 0. Considering
automorphisms, the functor in fact gives an equivalence on geometric
points. Indeed the automorphism group of an accordion of length n is
Gnm, and the same holds for a free log structure with fixed basis of the
characteristic. It is also easy to see that the infinitesimal deformation
spaces agree so the morphism is e´tale, giving the result. The twisted
case follows from Olsson’s theory of log-twisted curves. 
One can similarly define Tlog and T
tw
log with isomorphisms T → Tlog
and Ttw → Ttwlog.
8.2. Configurations of line bundles. It is possible to remove the
sheaf of monoids in the description sketched above and retain only the
sheafM 0. We say that a sheaf E on the e´tale site of a scheme is a sheaf
of totally ordered finite sets if E is a sheaf of partially ordered sets and
(i) E is constructible, and
(ii) any two sections of E are locally comparable.
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There is a stack associated to E whose objects are the sections of E.
If x and y are two sections of E, there is a unique morphism from x to
y if and only if x ≥ y.
Let L be the category of line bundles; its fibers L(S) are denoted
PicS in [BV10]. An S-point of L is a line bundle on L, and arrows are
arbitrary arrows of line bundles, which may vanish. Note that L differs
from BGm and is not a stack in groupoids: a morphism between line
bundles is induced from a morphism of their underlying Gm-torsors if
and only if it is an isomorphism.
Definition 8.2.1. Let Tto be the stack whose objects are pairs (E,L)
where E is a sheaf of totally ordered finite sets, and L : E → L
is a morphism of stacks such that if x ≥ y are sections of E and
L(x) → L(y) is an isomorphism then x = y. We refer to Tto as the
stack of totally ordered configurations of line bundles.
Somewhat heuristically, we can describe an object of Tto as a diagram
of line bundles Ln → Ln−1 → · · · → L1 → O, with the agreement that,
when Li → Li−1 is an isomorphism, the diagram is equivalent to the
one with Li−1 removed and the arrow Li → Li−1 is the composition of
Li → Li → Li−1.
If M is a logarithmic structure and M0 is an alignment of M then
for each section x of M , the fiber of M over x is a Gm-torsor P (x),
equipped with a Gm-equivariant morphism to O = P (0). For each
x ∈ M , let L(x) be the line bundle associated to the Gm-torsor P (x).
If x ≥ y then there is some z ∈M such that that x = y + z. We get a
map L(z)→ O and this induces a map
L(x) ≃ L(y)⊗L(z)→ L(y)⊗O ≃ L(y).
These maps fit together to give a morphism of stacks L : M0 → L.
This construction defines a morphism Tlog → Tto.
Proposition 8.2.2. The map Tlog → Tto described above is an equiva-
lence.
This is an immediate application of Borne and Vstoli’s interpretation
of logarithmic structures in terms of line bundles, given in [BV10].
8.3. Colimits. On An there is a natural sequence of homomorphisms
of line bundles. Let (L1, s1), . . . , (Ln, sn) be the “coordinates” on A
n,
viewing A as the moduli space of line bundles with sections. Then we
have a sequence of homomorphisms,
L∨1 ⊗ · · ·⊗L∨n sn−→ L∨1 ⊗ · · ·⊗L∨n−1
sn−1−−→ · · · s3−→ L∨1 ⊗L∨2 s2−→ L∨1 s1−→ O.
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Let [n] denote the totally ordered set {0 ≤ 1 ≤ · · · ≤ n} and let [n]An
be the constant sheaf of totally ordered sets on An associated to [n].
The sequence above defines a map L : [n]An → L. Define E to be the
quotient of [n]An by the relation i ∼ j if L(i)→ L(j) is an isomorphism.
This gives a map An → Tto.
If u : [n] → [m] is a morphism of totally ordered sets it induces a
morphism Au : An → Am. If (Li, si) are the coordinates on Am then
Au
∗(Li, si) =
⊗
u(j)=i(Lj , sj). If u is an injection then A
u is an open
embedding and it is not hard to check that the diagram
An //
!!C
CC
CC
CC
C A
m
}}zz
zz
zz
zz
Tto
is commutative.
Proposition 8.3.1. The maps An → Tto are e´tale and induce an equiv-
alence
lim−→
n
An
∼−→ Tto
where the colimit is taken in the 2-category of stacks.
Proof. Since the An are all representable and e´tale over Tto, it is enough
to see that the map induces an equivalence on geometric points, which
is clear. 
Appendix A. Balanced Gm action on twisted rational
curves
Let C be a chain of twisted rational curves corresponding to a geo-
metric point s of Mtw ss0,2 , so each of the end components has a marked
point, which itself may be twisted. If C is not twisted, there is a canon-
ical balanced action of Gm on C by scaling all components of the chain
simultaneously. We show below that there is also a balanced action
on a chain of twisted curves, which uniquely extends to families. In
fact, there are two canonical actions, due to the inversion automor-
phism of Gm, so we choose the convention that the first marked point
corresponds to 0 and the second marked point to ∞.
Action of a group on a stack. Defining an action of a group on a
stack can be more subtle than an action on a scheme. We avoid such
complications by building the quotient stack into the definition:
Definition A.1. Let G be an algebraic group-scheme, BG its classify-
ing stack, and E → BG the universal torsor. An action of G on a stack
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X is the data of a stack X , a morphism X → BG, and an isomorphism
X ≃ X ×BGE.
Balanced action on fibers. We first define the balanced action on
fibers.
Proposition A.2. Let C be a chain of twisted rational curves over a
field with a single, possibly twisted, marking on each end of the chain.
Then there is a canonical action of Gm on C which induces the canon-
ical balanced action on the coarse moduli space.
Proof. We define the action of Gm on X = [A
1/µr] and then glue. Let
X = A where the map X → BGm sends a line bundle and section
(L, s) to L⊗ r. Then X ×BGm E is the moduli space of r-th roots of a
trivialized line bundle and section—the r-th root stack of A1 at the
origin—which is precisely X .
We now obtain the action of Gm on twisted curves by gluing together
the actions on root stacks of A1. Note that gluing along the open orbit
of A1 is trivial, since the quotient is a point. At a node, the quotient
of
X = [A1/µr] ⊔
[0/µr ]
[A1/µr],
glued along the automorphism of Bµr induced from the inversion map
on µr, is X = A⊔BGmA, glued along the inversion isomorphism BGm ≃
BGm. Indeed, X may be identified as the moduli space of (L, x, y)
where x is a section of L, the section y is a section of L⊗(−1) and
xy = 0. The structure map X → BGm sends (L, x, y) to L⊗r. Taking
the fiber product with E → BGm gives the same data, along with a
trivialization of L⊗ r, which is canonically isomorphic to X . 
Extension to families.
Proposition A.3. The balanced action defined above extends uniquely
to every family of curves in Mtw ss0,2 .
Proof. Step 1: Infinitesimal extension. Suppose that S is the
spectrum of an artinian local ring, and S ′ is a square-zero extension
whose ideal is isomorphic to the residue field. Let C ′ be an S ′-point
of Mtw ss0,2 and let C be its fiber over S. Assume that we have already
constructed a Gm action on C over S whose restriction to the residue
field is the balanced action described above, and that this extension is
unique. We show that it can also be extended to an action on C ′ over
S ′.
Denote the projection by π : C → S and let π0 : C0 → S0 be the
fiber of π over the residue field. The isomorphism classes of extensions
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of C to S ′ form a torsor under
Ext1(LC/S, π
∗OS0) = Ext1(LC0/S0 ,OC0) =
∑
x
TxC1⊗TxC2
where the sum is taken over the nodes x of C0, and C1, C2 are the
components of C0 joined at x.
The isomorphism classes of equivariant extensions form a torsor un-
der
Ext1(L[C/Gm]/S×BGm, π
∗OS0) = Ext1(L[C0/Gm]/S×BGm,OC0)
= Ext1(LC0/S0 ,OC0)Gm ,
the group of Gm-invariants in Ext
1(LC0/S0 ,OC0). But Gm acts trivially
on TxC1⊗TxC2 since the action is balanced, so isomorphism classes
of deformations and of equivariant deformations form pseudo-torsors
under the same group. The same argument applied to Ext2 shows that
equivariant obstructions coincide with obstructions, which vanish, so
these pseudo-torsors are torsors. Therefore the map from equivariant
deformations to non-equivariant deformations is a bijection on isomor-
phism classes.
To see that it is actually an equivalence, we must consider the auto-
morphisms of an equivariant deformation, which can be identified with
the Gm-invariants in the group of all automorphisms:
Hom(ΩC0/S0(p1 + p2),OC0)Gm ⊂ Hom(ΩC0/S0(p1 + p2),OC0).
Since a vector field on a chain of rational curves must vanish at the
nodes, an element of Hom(ΩC0/S0(p1 + p2),OC0) corresponds to one
vector field on each of the irreducible components of C0, vanishing at
the two special points of that component. There is a one-dimensional
space of vector fields on P1 that vanish at 0 and∞. These vector fields
lift uniquely to any twisting of P1 and are equivariant with respect to
the Gm-action fixing 0 and∞. Therefore the inclusion displayed above
is an isomorphism, and every automorphism of C ′ is equivariant.
We may deduce by induction that whenever S is an infinitesimal
thickening of a point and C is an S-point of Mtw ss0,2 there is a unique
action of Gm on C over S extending the balanced action on the fiber.
Step 2: algebraization. Suppose that C is an S-point of Mtw ss0,2
where S = SpecR and R is a complete noetherian local ring. By the
above steps, we have a balanced action of Gm on Cn = C ×S Sn where
Sn = SpecR/m
n and m is the maximal ideal of R. We wish to extend
the action to C.
It is equivalent to show that for any pair of maps T → S and t : T →
Gm the formal automorphism of CT over T given by t can be algebraized
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uniquely. Since we are proving that the algbraization is unique, we can
work locally and assume T is affine. Since Mtw ss0,2 is locally of finite
presentation, we can also assume that T is locally of finite presentation
over S. Then T is noetherian and adic, so by [Gro61, The´ore`me 5.4.1]
a formal morphism CT → CT can be algebraized uniquely. This gives
the algebraization.
Step 3: approximation. To construct the action on an arbitrary
family C → S, it is sufficient to construct it e´tale locally, and since
Mtw ss0,2 is locally of finite presentation, it is even enough to assume
that S is the spectrum of a henselian local ring R. Using local finite
presentation once again, we can even assume that R is the henselization
at a prime ideal of a ring that is of finite type over Z.
Let T → S and t : T → Gm be any maps, as before. It is enough to
show that we can construct the action of t on CT , and it is enough to
do this locally. Using the local finite presentation ofMtw ss0,2 , it is enough
to assume that T is the spectrum of the henselization of an algebra of
finite type over R. We can therefore apply Artin’s approximation and
find that the automorphism defined by t over T̂ can be approximated
by an automorphism over T .
We can therefore approximate the action of Gm on CS arbitrarily
well in an e´tale neighborhood of each geometric point of Gm. Since
Gm is quasi-compact, we can approximate the action of Gm on C arbi-
trarily well on an e´tale cover of Gm. Moreover, we saw before that the
infinitesimal deformation theory of this action is trivial so the approxi-
mation to the action over CŜ just constructed agrees to all orders with
the action on CŜ. Therefore the approximation is unique and descends
to Gm from the e´tale cover on which it was constructed above. This
completes the proof. 
Functoriality.
Proposition A.4. Any morphism of 2-marked twisted rational curves
is Gm-equivariant with respect to the canonical Gm-action.
Proof. Suppose f : C1 → C2 is a morphism of 2-marked rational
curves over S and λ is a point of Gm. The locus of x ∈ C1 where
λ.f(x) = f(λ.x) is closed since C2 is separated over S. Its complement
is therefore open in C1 and has an open image in S since C1 is flat over
S. Therefore the locus in S where f ◦ λ = λ ◦ f is closed. But this
locus clearly contains all of the geometric points of S, so it must be all
of S. 
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