Jarnik's identity plays a major role in classical simultaneous approximation to two real numbers. Recently O. German [2] has shown a generalization to the weighted setting in which the identity has to be replaced by two inequalities. His methods belong to classical geometry of numbers. The aim of this paper is to provide an alternative approach based on a careful examination of certain successive minima functions that stem from parametric geometry of numbers, a method that has already been successfully employed to generalize Jarnik's identity to higher dimensions in the classical setup in [3] and [7] .
1
Weighted simultaneous approximation Simultaneous approximation to m real numbers ξ 1 , . . . , ξ m with 1, ξ 1 , . . . , ξ m linearly independent over Q with respect to a system of exponents (1, −ν 1 , . . . , −ν m ) with ν i > 0 for 1 ≤ i ≤ m and ν 1 + . . . + ν m = 1 leads to consider non-trivial solutions x := (x, y 1 , . . . , y m ) ∈ Z m+1 of the system |x| ≤ e q |ξ 1 x − y 1 | ≤ e −ν 1 q . . . . . .
|ξ m x − y m | ≤ e −νmq for any parameter q > 0. If B(q) consists of points (p 0 , p 1 , . . . , p m ) with |p 0 | ≤ e q , |p i | ≤ e −ν i q for 1 ≤ i ≤ m, and Λ = Λ(ξ) the lattice of points p(x) := (x, ξ 1 x − y 1 , . . . , ξ m x − y m ) with (x, y 1 , . . . , y m ) ∈ Z m+1 , Minkowski's Theorem guarantees that there is a nonzero lattice point in B(q), in other words the first minimum λ 1 (q) with respect to B(q) and Λ is at most 1. It has turned out that in the case of classical simultaneous approximation, i.e. with exponents (1, −1/m, . . . , −1/m), the study of the successive minima functions λ 1 (q), . . . , λ m+1 (q) provides a useful tool for establishing relations between the approximation constants attached to ξ 1 , . . . , ξ m . In particular the famous Jarnik identity in the case m = 2 of approximation to two reals (see [6] ) and its version for higher dimensions as worked out by W.M. Schmidt and the author in [7] as well as independently by A. Marnat in [3] , can be proved by a closer examination of the joint behaviour of λ 1 (q), λ 2 (q), λ 3 (q).
The goal of the following investigations is a generalization of this approach in dimension two to the case of a system of exponents (1, −ν 1 , −ν 2 ) where (1.1) ν 1 ≤ ν 2 and ν 1 + ν 2 = 1.
They were motivated by [5] and the generalization of Khintchine's transference principle to the weighted setting in [1] . O. German has obtained a very general transference principle for the weighted setting in terms of weighted diophantine exponents that generalize the classical diophantine exponents ω,ω, ω * ,ω * . Specialising to the case of two reals, he states the weighted version of Jarnik's identity as Theorem 5, page 4 in [2] . In this paper we will introduce approximation constants inspired by the geometric approach and deduce a similar result. The more delicate problem of determining the joint spectrum of the approximation constants in this case, as determined by Roy [4] in the classical case is still open.
As in [6] for given x ∈ Z 3 \ {0} we let λ x (q) be the least λ > 0 with p(x) ∈ λB(q). It follows that λ x (q) = max{|x|e −q , |ξ 1 x − y 1 |e ν 1 q , |ξ 2 x − y 2 |e ν 2 q } and for 1 ≤ i ≤ 3 we have λ i (q) = λ x (q) for some x depending on q and i. Rather than with these functions we will work with their logarithms L i (q) := log λ i (q) and L x := log λ x (q) since this definition implies that L x (q) is piecewise linear with slopes −1, ν 1 , ν 2 with the additional condition that for fixed x the slope of L x can only increase with q. As a consequence, the functions L i (q) are continuous and piecewise linear with slopes from {−1, ν 1 , ν 2 }. Hence for i = 1, 2, 3 the quantities
are finite; they are intended to quantify the joint approximability of (ξ 1 , ξ 2 ) with weight w := (ν 1 , ν 2 ). Moreover by Minkowski's Theorem we get
with some absolute constant c > 0.
In [6] it is explained in detail how the triple of functions (L 1 , L 2 , L 3 ) can be replaced in a canonical way by another triple (P 1 , P 2 , P 3 ) that has the property
for any q > 0 and satisfies |P i (q) − L i (q)| < 2c for i = 1, 2, 3. The slopes of P 1 and P 3 are still among −1, ν 1 , ν 2 but P 2 may in addition have slopes 2, −2ν 1 , −2ν 2 on intervals of length less than 4c. It is easily deduced that in an interval where P 3 (q) − P 2 (q) > 4c the function P 3 has no local minimum and that in an interval where P 2 (q) − P 1 (q) > 4c the function P 1 has no local maximum. If {i, j, k} = {1, 2, 3} and P i has slope −1 in some interval, then
or vice versa for q, q ′ in that interval.
2 The global behaviour of (P 1 , P 2 , P 3 )
We introduce the functions ψ i (q) := P i (q) q for i = 1, 2, 3. Then
so that the definition in (1.2) yields (3.1) ϕ w i = lim sup ψ i (q) and ϕ w i = lim inf ψ i (q). Moreover, quite similar to section 7, p. 86 of [6] , there exist functions g 1 , g 3 tending to infinity such that
If we have
for some constant C to be specified below and all large q, then ψ i (q) tends to zero and hence ϕ w i = ϕ w i = 0 for i = 1, 2, 3. If all large q lie in a sequence of intervals which alternate between q's for which condition (2.1) is satisfied and q's for which it isn't, then still ϕ w 1 = ϕ w 3 = 0. Hence we will be interested in the case where
for all large q.
By the linear independence of 1, ξ 1 , ξ 2 there are arbitrarily large values of p with L 3 (p) = L 2 (p) (see Corollary 2.2 in [6] , the paper [8] is devoted to an alternative criterion in the case of linearly dependent reals ), hence P 3 (p) − P 2 (p) < 4c, and arbitrarily large values of p * with L 2 (p * ) = L 1 (p * ), hence P 2 (p * ) − P 1 (p * ) < 4c. If C is chosen greater than 8c, P 3 (p) − P 2 (p) < 4c implies P 2 (p) − P 1 (p) > 4c and similarly P 2 (p * ) − P 1 (p * ) < 4c implies P 3 (p * ) − P 2 (p * ) > 4c. So by the intermediate value Theorem there are arbitrarily large values of p with P 3 (p) − P 2 (p) = 4c, as well as arbitrarily large numbers p * with
When p, p * are such numbers, then P 3 (p * ) − P 2 (p * ) > C − 4c and
and P 2 (q) − P 1 (q) > γ for a ≤ q ≤ b. Such an interval [a, b] =: T will be called a top interval. It is not required that P 3 (q) − P 2 (q) ≤ 4c in this interval. Also it may happen that a = p = b, so that the interval consists of a single number. For every p * with P 2 (p * ) − P 1 (p * ) = 4c there is a smallest a * and a largest b * with a * ≤ p * ≤ b * such that 
There cannot be two adjacent top intervals in this sequence
were two such intervals, then P 2 (q) − P 1 (q) > 4c for a ≤ q ≤ b ′ , and b would no longer be the largest number as required in the definition of top intervals. Similarly, there cannot be two adjacent bottom intervals. Hence our sequence becomes
For q in (b * j−1 , a * j ) we have P 2 (q) − P 1 (q) > 4c and hence L 2 (q) = L 1 (q) which implies that the function P 1 has no local maximum (see [6] , section 5, p. 81). There will be some p * j in [b * j−1 , a * j ] such that P 1 is decreasing for b * j−1 ≤ q ≤ p * j and increasing for p * j ≤ q ≤ a * j or P 1 is increasing in the whole interval. P 1 cannot be decreasing in the whole interval for if this were so, P 2 − P 1 would be increasing on this interval, a contradiction to P 2 (a * j ) − P 1 (a * j ) = 4c. Also there will be a p j in [b j , a j+1 ] such that P 3 is increasing for b j ≤ q ≤ p j and decreasing for p j ≤ q ≤ a j+1 or P 3 is increasing in the whole interval. P 3 cannot be decreasing in the whole interval as P 3 (b j ) − P 2 (b j ) = 4c and the difference P 3 − P 2 would not increase if P 3 was decreasing to the right of b j .
When
Let j be fixed now and assume j is large,
] starts at the end of B j−1 and ends at the beginning of T j+1 , hence contains T j and B j as well as the interval I j := [b j , a * j ] lying between T j and B j . In I j we have P 2 (q) − P 1 (q) > 4c and P 3 (q) − P 2 (q) > 4c, hence P 1 has no local maximum and P 3 has no local minimum within I j . We claim that both functions must be increasing in this interval. If this were not so, we would have p * j > b j so that
If (2.4) holds and p = min{p j , p * j } it follows that P 3 is increasing in [b j , p] with slope ν 1 resp. ν 2 and P 1 decreasing in [b j , p * j ] with slope −1, so that P 2 is increasing with slope ν 2 resp. ν 1 . Hence
, and there is no q in this interval with P 2 (q) − P 1 (q) ≤ 4c. This contradicts the maximality property of the right endpoint b j of T j = [a j , b j ] if p * j > b j . If (2.5) holds, in an analoguous manner we obtain a contradiction to the minimality property of the left endpoint a * j of B j = [a * j , b * j ]. Consequently P 2 decreases with slope −1 in I j and regarding the slopes of P 1 and P 3 we claim that there exists some r j ∈ I j such that P 1 (q) increases with slope ν 1 in [b j , r j ] and with slope ν 2 in [r j , a * j ]. In turn, P 1 (q) increases with slope ν 2 in [b j , r j ] and with slope ν 1 in [r j , a * j ] (see Figure 1 below for the position of r j ). Note that the cases r j = b j and r j = a * j are not ruled out in which case the slopes of P 1 resp. P 3 are constant in I j .
In fact, if P 1 changes slope between ν 1 and ν 2 at some r j ∈ I j , the fact that P 2 doesn't together with (1.3) implies that P 3 changes its slope in the opposite way. However, for P 1 such a change of slope can only increase the slope of P 1 as P 2 (q) − P 1 (q) > 4c, hence L 2 (q) = L 1 (q) for q ∈ I j so that L 1 (q) = L x (q) for the same x for all q ∈ I j .
The following picture illustrates the possible behaviour of P 1 , P 2 , P 3 for p * j ≤ q ≤ b j+1 in the case of two successive top intervals T j and T j+1 of type 1 with a bottom interval B j of type 1 between them. Within top resp. bottom intervals (P 3 + P 2 )/2 resp. (P 1 + P 2 )/2 are indicated by dotted lines. 
PSfrag replacements
3 The behaviour of ψ 1 (q) and ψ 3 (q) Lemma 3.1 Cosider a fixed, large j and drop the subscript j in I j and all the points lying in this interval. Then
where the implied constants depend only on c, hence are absolute.
for some ν with ν 1 ≤ ν ≤ ν 2 and hence
Multiplying Therefore
which we can rewrite as
With ν 1 ≤ ν ≤ ν 2 and taking into account that ψ 1 (a * ) ≤ 0 and ψ 3 (b) ≥ 0 our claim easily follows.
Lemma 3.2 (i) If P 1 is decreasing in an interval with large end points, then also ψ 1 is decreasing in that interval. If P 1 is increasing in an interval with large end points, then also ψ 1 is increasing in that interval.
Proof: (i) Suppose q > q ′ are in the interval. When P 1 is decreasing, then P 1 has slope −1, hence P 1 (q) − P 1 (q ′ ) = −(q − q ′ ), so that
as ψ 1 (q ′ ) ≤ 0 in view of (1.4).
(ii) If B j is of type 1 we have
hence the assumption ψ 1 (a * j ) > − ν 1 2 yields
If B j is of type 2 then
If this maximum is P 1 (a * j ) − ν 1 2 (q − a * j ), then we conclude that ψ 1 (q) ≤ ψ 1 (a * j ) + O(1/a * j ) as for type 1 intervals. If the minimum is
If ψ 1 (a * j ) > −ν 1 we may thus write
Lemma 3.3 (i) If P 3 is decreasing in an interval with large end points, then also ψ 3 is decreasing in that interval. If P 3 is increasing with slope ν 2 in an interval with large end points then also ψ 3 is increasing in that interval. If P 3 is increasing with slope ν 1 in an interval with large end points then ψ 3 is increasing in that interval provided
Proof: (i) Suppose q > q ′ are in the interval. When P 3 is decreasing, then P 3 has slope −1, hence P 3 (q) − P 3 (q ′ ) = −(q − q ′ ), so that
by (3.2). When P 3 is increasing with slope ν 2 , then P 1 (q) − P 1 (q ′ ) ≥ ν 2 (q − q ′ ), yielding
in view of (3.2). When P 3 is increasing with slope ν 1 , then the same computation as above with ν 1 in place of ν 2 yields the desired result since in this case ν 1 − ψ 3 (q ′ ) ≥ 0 as a consequence of the additional assumption (3.7).
(ii) If T j is of type 1, then we have
If T j is of type 2 then
As ψ 3 (b j−1 ) < ν 1 we may thus write
To prove the claim, it suffices to show that
We will consider the decomposition of [b j , b j+1 ] in the union [b j , a j+1 ] ∪ T j+1 . Then either P 3 has a single maximum p j in [b j , a j+1 ] ( if T j+1 is of type 1 as in Figure 1 ) resp. P 3 is increasing in this whole interval ( if T j+1 is of type 2 as in Figure 3 ) and Lemma 3.2 (i) implies that the minimum of ψ 3 (q) for q ∈ [b j , a j+1 ] is attained at q = b j or at q = a j+1 resp. at q = b j . In the type 1 case, 3.2 (ii) implies that the minimum of ψ 3 (q) for q ∈ T j+1 is attained at q = b j+1 whereas in the type 2 case, (3.7) implies in particular that ψ 3 (b j−1 ) < ν 1 and thus 3.2 (ii) implies that the minimum of ψ 3 (q) for q ∈ T j+1 is attained at q = b j+1 or q = a j+1 . In both cases, as a j+1 lies in both intervals (!), the minimum cannot be attained at a j+1 and (3.9) is established.
Quite analoguously, we prove the dual result:
Proposition 3.5 Assume that ϕ w 3 < ν 1 . Then ϕ w 1 = lim sup j→∞ ψ 1 (a * j ).
Proof: Note that ϕ w 3 < ν 1 implies ψ 3 (q) < ν 1 for q ≥ q 0 , hence ψ 1 (q) + ψ 2 (q) > −ν 1 for such q, and thus in particular P 2 (a * j ) − P 1 (a * j ) = 4c implies (3.10) ψ 1 (a * j ) > −ν 1 /2 for a * j > q 0 .
We will consider the decomposition of [a * j , a * j+1 ] in the union B j ∪ [b * j , a * j+1 ]. Then either P 1 has a single minimum p * j+1 in [b * j , a * j+1 ] ( if B j+1 is of type 1) resp. P 1 is increasing in this whole interval ( if B j+1 is of type 2). Lemma 3.3 (i) implies that the maximum of
] is attained at q = b * j or at q = a * j+1 resp. at q = a * j+1 . In view of (3.10) Lemma 3.3 (ii) is applicable: in the type 1 case, it implies that the maximum of ψ 1 (q) for q ∈ B j is attained at q = a * j whereas in the type 2 case, it implies that the maximum of ψ 1 (q) for q ∈ B j is attained at q = b * j or q = a * j . Here b * j lies in both intervals, so in both cases the maximum cannot be attained at b * j and (3.11) is established.
4 A Jarnik type relation between ϕ w 3 and ϕ w 1 Theorem 4.1 Assume that ϕ w 3 < ν 1 . Then
Proof: From (3.6) in Lemma 3.1 we have
where ν 1 ≤ ν(j) ≤ ν 2 depending on the position of r j in the interval I j . By Proposition 3.5 and the fact that 1/b j → 0 for j → ∞ we obtain Alltogether we have
, which gives exactly the left hand inequality of (4.1).
On the other hand (3.6) may be written as = − lim sup j→∞ g ν(j) (ψ 1 (a * j )).
Like before, g ν (x) is increasing for x > − 1+ν 3 and as in Proposition 3.5 we use the fact that ϕ w 3 < ν 1 implies ψ 1 (a * j ) > −ν 1 /2 ≥ −1/4 > −1/3 for j ≥ j 0 , to conclude that g ν (x) is increasing for all values of ψ 1 (a * j ) where j ≥ j 0 . Still for fixed x in this range ν < µ implies g ν (x) < g µ (x). This yields lim sup j→∞ g ν(j) (ψ 1 (a * j ) ≤ max j g ν(j) (lim sup j→∞ ψ 1 (a * j )) = max j g ν(j) (ϕ w 1 )
≤ g ν 2 (ϕ w 1 ).
Alltogether we have ϕ w 3 ≥ −g ν 2 (ϕ w 1 ) which gives exactly the right hand inequality of (4.1).
Remark: For sake of symmetry, we may write (4.1) as
Note that for ν 1 = ν 2 = 1/2 both bounds for −3ϕ w 1 ϕ w 3 are identical and the quantities ϕ w 1 , ϕ w 3 are those from the classical setting. Hence writing them as ϕ 1 , ϕ 3 and multiplying by 2/3 yields the classical Jarnik identity ϕ 1 + ϕ 3 + 2ϕ 1 ϕ 3 = 0.
The assumption ϕ 3 < 1/2 can be dropped in this case.
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