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Abstract
We consider pairs of finite-length individual sequences that are realizations of unknown,
finite alphabet, stationary sources in a class M of sources with vanishing memory (e.g. sta-
tionary Markov sources).
The task of a universal classifier is to decide whether the two sequences are emerging from
the same source or are emerging from two distinct sources in M , and it has to carry this task
without any prior knowledge of the two underlying probability measures.
Given a fidelity function and a fidelity criterion, the probability of classification error for
a given universal classifier is defined.
Two universal classifiers are defined for pairs of N -sequence: A ”classical” fixed-length
(FL) universal classifier and an alternative variable-length (VL) universal classifier.
Following Wyner and Ziv (1996) it is demonstrated that if the length of the individual
sequences N is such that N < N0
1−ǫ, any universal classifier will fail with high probability .
( N0 is a constant that is being determined by the parameters of M and ǫ is an arbitrarily
small positive number).
It is demonstrated that for N > N0
1+ǫ, the classification error relative to either one of
the two classifiers tends to zero as the length of the sequences tends to infinity However,
the probability of classification error that is associated with the VL-universal classifier is
1
uniformly smaller or equal to the one that is associated with the ”classical” fixed length
universal classifier, for any finite length.
Index terms : universal classification, universal data-compression.
1 Introduction, notations and definitions
A device called a classifier (or discriminator) observes two N -sequences whose probability
laws are Q and P respectively ( Q and P are defined on doubly infinite sequences in a
finite alphabet A). Both Q and P are unknown. The classifier’s task is to decide whether
P = Q, or P and Q are sufficiently different according to some appropriate criterion ∆. If
the classifier has available an infinite amount of training data (i.e. if N is large enough), this
is a simple matter. However, here we study the case where N is finite.
Following [2], consider random sequences from a finite alphabet A, where |A| = A <∞.
Denote ℓ vectors from A by zℓ = z1, ...zℓ ∈ A
ℓ, and use upper case Z’s to denote random
variables. When the superscript is clear from the context, it will be omitted. Similarly, a
substring Zi, . . . , Zj;−∞ ≤ i < j ≤ +∞ is denoted by Z
j
i .
Let a class of ”vanishing memory” processes M be defined as follows: Given a positive
constants 0 < δ < 1 and a positive integer ℓ, let M = Mk0,α,β,δ,ℓ,R be the set of probability
measures on doubly infinite sequences from the set A, with the following properties:
A) Positive transitions property:
P (X1 = z1|X
0
−∞ = z
0
−∞, X
∞
2 = z
∞
2 ) ≥ δ > 0
for all sequences of z∞−∞, for every P ∈ M , where 0 < δ < 1.
B) Strong Mixing condition (following [2], Eq. (9)):
Let {Xi},−∞ < i <∞, be a random sequence with probability law P ∈ M . We further
assume that {Xi} is a stationary ergodic process where every member in M satisfies the
following condition:
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Condition 1 Let σ(Xji ;−∞ ≤ i, j ≤ +∞) be the σ-field generated by the subsequence
Xji . Then, there exist integers β > 1 and ko, such that for all k ≥ k0, all A ∈ σ(X
0
−∞)
and all B ∈ σ(X∞k )
1
β
≤
P (B)
P (B|A)
≤ β (1)
for P (A), P (B) > 0.
C) Let α < 1 be an arbitrarily small positive number. For every P ∈M ,
P [XN1 : P [X
n
1 ≤ 2
−nR] ≤ α for any integer n ≥ ℓ
Also, there exists a large enough integer n0 such that for any positive integer ℓ ≥ n0,
P [XN1 : P [X
ℓ
1 ≤ 2
−nR] ≤ 1
ℓ
.
The constants k0, α, β, R,n0 and ℓ do not depend on P .
The condition in B) is reminiscent of φ-mixing but is not identical to it. We remark that
if P is any irreducible, aperiodic finite-order Markov process, this condition will be satisfied.
Furthermore, the “positive transitions” condition may be guaranteed by dithering prior to
the classification process, without violating the strong mixing condition. The condition in
C) is satisfied by any ergodic process for some ℓ and n0, by the Asymptotic Equipartition
Property (AEP) of information theory.
2 The normalized KL Fidelity Function
Let the normalized N -th order K-L divergence between Q and P ∈M be:
DKL,n(Q‖P ) =
1
n
KL(Qn‖P n) ,
1
n
∑
Z∈An
Q(Z) log
Q(Z)
P (Z)
where Qn, P n are the n-th dimensional marginal measures of Q,P , and KL(∗‖∗) denotes
the conventional Kullback-Leibler divergence. Logarithms are taken on base 2 and obey
0 log 0 ≡ 0.
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Finally, let
DKL(Q‖P ) = lim inf
n→∞
DKL,n(Q‖P )
Formally, given an N -sequence Y which is a realization of Q and another N -sequence X
which is a realization of P , we define a classifier fc (c-for “classifier”) as a mapping of (X,Y)
to {0, 1},
fc : A
2N ×M → {0, 1}
where fc = 1 declares Q to be different from P , fc = 0 means Q = P .
The probability of classification error that is associated with any finite class Mˆ ⊂ M is
defined as follows:
Let X be a realization of Pi ∈ Mˆ and Y be a realization of some Pj ∈ Mˆ . Then,
λN,n(Pi, Mˆ , fc,∆) = Pr[(X,Y) : either fc(X,Y) = 1 and Pj = Pi, or
for some Pj : DKL,n(Pj‖Pi) ≥ ∆, fc(Xi,Yj) ≡ 0 (2)
where ∆ is a fidelity criterion.
Also, let
λN,n(Mˆ, fc,∆) = sup
Pi∈Mˆ
λN,n(Pi, Mˆ , fc,∆) (3)
Finally,
λ(Mˆ, fc,∆) = lim sup
n→∞
lim sup
N→∞
λN,n(Mˆ, fc,∆) (4)
A universal classifier that achieves λ(Mˆ, fc,∆) = 0, for every Mˆ j M and any arbitrarily
small positive DKL(Q‖P ) ≥ ∆ > 0 is said to be asymptoticall optimal over the class M .
It is demonstrated that a ”classical” fixed length (FL) universal classifier that, given X
and Y, generates ℓ− th order empirical approximations of Pi and Pj and based on that, an
empirical approximation of DKL,n(Pj‖Pi), ia indeed asymptotically optimal.
However, some asymptotically optimal classifiers may be better than others for non-
asymptotic length values N in the sense that they yield a smaller classification error than
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others.
It follows from the definition of the class M below that for any probability measure
P ∈M , the probability that any substring of length n ≥ ℓ or more for which
P (Xn1 ) <
1
N0
;N0 = 2
Rℓ appears in a sequence XN1 which is a realization of P , is small
(no larger than α).
Following [2] it is first shown that λN,n(Mˆ, fc,∆) ≈ 1 for any classification function
fc(X,Y) over some classes Mˆ as long as the length of the test sequences
X and Y satisfy:N ≤ 2(R−ǫ)ℓ where ǫ is an arbitrarily small positive number.
Consider now the set SLmax,ℓ(X,Y) of all strings Z
i
1 ∈ A
i that for some positive integer
i : ℓ ≤ i ≤ Lmax appear in both X and Y.
In the case of a FL universal classifier we limit our attention to cases where fc(X,Y) =
fc(SLmax=ℓ,ℓ(X,Y)) , fc,FL(ℓ).
It is demonstrated that if N ≥ 2(R+ǫ)ℓ an FL classifier fc.FL(ℓ) yields a small classification
error λN,ℓ(Mˆ, fc,FL(ℓ),∆) if infPj ,Pi 6=Pj∈Mˆ DKL,ℓ(Pj‖Pi) ≥ ∆, the classification error vanishes
as ℓis increasing and therfore the proposed FL classifier is asymptotically optimal.
It is next demonstrated that a variable-length (VL) asymptotically optimal universal
classifier, fc(SLmax,ℓ(X,Y)) , fc,V L(Lmax), may outperform the classical FL classifier, for
non asymptotic values of N .
The proposed classifier is reminiscence of [1] and utilizes the whole set SLmax,ℓ(X,Y)
rather than the set of its prefixes of length ℓ, SLmax=ℓ,ℓ(X,Y) as above.
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Define,
DV L,ℓ,Lmax(Pj‖Pi) ,
∑
Zℓ1∈A
ℓ
Pj(Z
ℓ
1) max
ℓ≤k≤Lmax:Pj(Zk1 )≥
1
N0
1
ℓ
log
Pj(Z
k
1 )
Pi(Z
k
1 )
Clearly, DV L,ℓ,Lmax(Pj‖Pi) ≥ DKL,ℓ(Pj‖Pi) if Pj 6= Pi,DV L,ℓ,Lmax(Q‖P ) = DKL,ℓ(Pj‖Pi) ≡
0 if Pj = Pi, and by the AEP property , lim infℓ→∞DV L,ℓ,Lmax(Pj‖Pi) = DKL(Pj‖Pi)
It is demonstrated that if N ≥ 2(R+ǫ)ℓ, a VL classifier fc.V L(Lmax) yields a small classifi-
cation error λN,ℓ(Mˆ, fc,V L(Lmax),∆) if supPi,Pi 6=Pj∈Mˆ DV L,ℓ,Lmax(Pj‖Pi) ≥ ∆.
Thus, λN,ℓ(Mˆ, fc,FL(ℓ),∆) dominates λN,ℓ(Mˆ, fc,V L(Lmax),∆) .
We give an example where λN,ℓ(Mˆ, fc,V L(Lmax),∆) is small for N ≥ 2
(ℓR + ǫ) although
DKL,ℓ(Pj‖Pi) ≤ ∆, thus yielding λN,ℓ(Mˆ, fc,FL(ℓ),∆) ≈ 1.
3 Statement of results
In the following converse theorem it is demonstrated that no efficient classification is possible.
Following the proof of Theorem 6 in [2, Theorem 6], we get the following converse theorem:
Theorem 1 : Let Mˆ ⊂ M . Then, for all ǫ,∆ > 0 and all R ∈ [0, logA], there exists a
δ0 = δ0(α, ε,∆, R) (sufficiently small) and an ℓ0 sufficiently large such that for all ℓ ≥ ℓ0
any discriminator fc on Mˆ ⊂ M with parameters N,∆ for which N ≤ 2
(R−ǫ)ℓ0, must satisfy
λN,ℓ0(Mˆ, fc,∆) = 1
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Proof of Theorem 1:
Construction of Mˆ (following [2, AppendixII)
By Lemma A1 in [2], for any positive number 0 < R < logA, there exists a collection of cyclic
subsets Ai of ℓ-vectors from [0, 1]
ℓ, each of size 2Rℓ, and where, for some β0(0 < β0 < 1/2)
the Hamming distance between any x ∈ Ai, y ∈ Aj ; (i 6= j), dH(x, y) ≥ ℓβ0
At time zero, choose an ℓ-vector from Aℓ with a uniform distribution on a cyclic set Ai
. Repeat this ℓ-vector ν times to create a νℓ vector, where ν ≥ ℓ is a positive integer.
Next, add a ν ′-vector consisting of the first ν ′ elements in the first vector chosen. Say
that ν ′ is uniformly distributed on [1, ℓ]. Since the sets Ai are cyclic, any length ℓ substring
of this vector belong to Ai. Thus,we have defined a random (νℓ+ ν
′) vector. The process P
is the concatenation of these sequences with a random-phase uniformly distributed between
0 and (ℓν − 1), and dithered by the additional modulo 2 of an i.i.d. ”noise” vector W with
Pr(Wi = 1) = δ, Pr(Wi = 0) = 1− δ [2, page 346].
It follows that for any Pj 6= Pi;Pi, Pj ∈ Mˆ ,
log
1− δ
δ
> DKL,ℓ(Pj‖Pi) >
ν − 1
ν + 1
log
1− δ
δ
(5)
By Lemma A1 in [2] it follows that by choosing δ to be small enough, and for any Pi, Pj ∈
Mˆ ; i 6= j the divergence DKL,ℓ(Pj‖Pi), can be made arbitrarily large. At the same time,
the number of processes in Mˆℓ is at least 2
2(R−ǫ)ℓ while there are only 2N X sequences to
cope with Mˆ , and by derivation similar to those of [2], leading to to the conclusion that
λN,ℓ(Mˆ, fc = 1 if N < 2
(R−ǫ)ℓ, for any classifier fc, even if the measure Pj that governs Y, is
given.
We state now some mathematical preliminaries that are derived directly from [2,Eq.67,
Lemma 5 and Lemma 6].
Let ℓ be a positive integer, let Z ∈ Aℓ and let X∗ = X∞1
Also, let
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N(Z|X∗) ≡ smallest k such that Xk+ℓk (j) = Z; 1 ≤ k
Lemma 1 For an arbitrarily small ǫ0 < 0 and any distribution P ⊂M
P [X∗ : 1
ℓ
log Nˆ(Z|X∗) ≥ 1
ℓ
log 1
P (Z)
+ ǫ0] ≤ β(ν0γ0)
ℓ + 2−ǫ0ℓ
where γ0 = 1− (A− 1)δ and ν0 > 1 satisfies γ0ν0 < 1.
Also, for Z ∈ Aℓ, let X′∗ consist of K independent drawings of X∗-vectors with distribu-
tion P ∈M , X∗ = X∗(1),X∗(2), ...X∗(K).
let
Nˆ(Z|X′∗) ≡ smallest k such that Xk+ℓ−1k (j) = Z; 1 ≤ k over all 1 ≤ j ≤ K.
Lemma 2 For an arbitrary ǫ0 < 0 and any distribution P ⊂M
P [X′∗ : |1
ℓ
log Nˆ(Z|X′∗)− 1
ℓ
log 1
P (Z)
| > ǫ0, for all Z ∈ A
ℓ]
≤ Kβ(ν0γ0)
ℓ + 2−ǫ0ℓ) + 2−ǫ0(K−logA)ℓ ≤ K(2β + 1)2−c0(ǫ0)ℓ
where γ0 = 1−(A−1)δ and ν0 > 1 satisfies γ0ν0 < 1 and where c0(ǫ0) = min(ǫ0, log
1
(ν0γ0)
).
Consider now the training sequence X = X
K(N+k0)
1 and generate from X the sequence
X′ = XKN1 = X
N+k0
1 , X
2N
N+k0+1
, ...X
(j+1)N ′
j(N+k0)+1
, ..., X
(K)N0
(K−1)(N0+k0)+1
.
Observe that X′ consists of K N -vectors interlaced with guard spaces of k0 letters each.
By the vanishing memory property of the classM , theseK vectors are ”almost” independent.
Then, by Lemma 2 and by Condition C of the class M ,
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Lemma 3 For any arbitrarily small ǫ0 > 0, any P ⊂ M and any ℓ ≥ ℓ0 where ℓ0
is defined by Condition C of the class M
P [X′ : |1
ℓ
log Nˆ(Z|X′)− 1
ℓ
log 1
P (Z)
| > ǫ0, for all Z ∈ A
ℓ
≤ KβK [2β + 1)2−c0(ǫ0)ℓ] + 1
ℓ
Let the empirical measures PˆX(Z
ℓ
1) and QˆY(Z
ℓ
1) be based on the recurrence time of Z
ℓ
1
in X′ and in Y′ respectively where
QˆY′(Z
ℓ
1) =
1
Nˆ(Zℓ1|Y
′)
(6)
and
PˆX′(Z
ℓ
1) =
1
Nˆ(Zℓ1|X
′)
(7)
(Note that these empirical measures are not necessarily normalized probability measures).
Then, by Lemma 3 and for test sequences of length N ′ = K[2(R+ǫ0)ℓ + k0]
Lemma 4 For any arbitrarily small ǫ0 > 0, any P ⊂ M , and Q ⊂ M and any
ℓ ≥ ℓ0 where ℓ0 is defined by Condition C of the class M
Q[Y′ : |1
ℓ
log QˆY(Z
n
1 )−
1
ℓ
logQ(Z)| > ǫ0, for all Z ∈ A
ℓ
≤ KβK [2β + 1)2−c0(ǫ0)ℓ] + 1
ℓ
and,
P [X′ : |1
ℓ
log PˆX(Z
ℓ
1)−
1
ℓ
log 1
P (Z)
| > ǫ0, for all Z ∈ A
ℓ
≤ KβK [2β + 1)2−c0(ǫ0)ℓ] + 1
ℓ
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A Fixed-length (FL)Universal Classifier
It is demonstrated now that if DKL,ℓ(Q‖P ) > ∆, an FL universal classifier yields a small
classification error for N ≥ N ′ = 2R(ℓ+ǫ).
Let the two training sequences be Y = Y
2K(N+k0)+ℓ
1 ;X = X
2K(N+k0)+ℓ
1 where K is the
parameter that appears in the derivation of Lemma 3 above.
Generate Y′ from Y
K(N+k0)
1 and X
′ from X
K(N+k0)
1 as in Lemma 3 above.
Also, let
qˆY′(Z
ℓ
1, N) = QˆY′(Z
ℓ
1) if QˆY′(Z
ℓ
1) ≥ 2
−ℓ(R+ǫ0) else qˆY′(Z
ℓ
1, N) = (δ)
ℓ
and
PˆX′(Z
ℓ
1, N) = PˆX′(Z
ℓ
1) if PˆX′(Z
ℓ
1) ≥ 2
−ℓ(R+ǫ0) else pˆX′(Z
ℓ
1, N) = (δ)
ℓ. (8)
Let
d(X,Y) = 1
K(N+k0)
∑2K(N+k0)
i=K(N+k0)+1
di(X,Y)
where
di(X,Y) = log pˆX′(X
(i+1)ℓ
i(ℓ)+1)− log qˆY′(X
(i+1)ℓ
i(ℓ)+1) (9)
By Lemma 4 and by Eq.(7) and the properties of M , for DKL,ℓ(Q‖P ) ≥ 2∆,
EQ×Pdi(X,Y) > DKL,ℓ(Q‖P )− 2ǫ0 − [Kβ
K [2β + 1)2−c0(ǫ0)ℓ] +
1
ℓ
]log
1
δ
(10)
and for Q ≡ P ,
EPdi(X,Y) ≤ 2ǫ0 − [Kβ
K [2β + 1)2−c0(ǫ0)ℓ] +
1
ℓ
]log
1
δ
(11)
Letfc,ℓ(X,Y) = 0 if d(X,Y) ≤∆
else, fc,ℓ(X,Y) = 1
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Note that by the vanishing memory property ofM for any P ∈M and any integer j ≥ k0,
P [di(X,Y); di+j(X,Y)] ≤ βP [di(X,Y)]P [di+j(X,Y)]
and
P [di(X,Y); di+j(X,Y)] ≥
1
β
P [di(X,Y)]P [di+j(X,Y)]
Thus, by Lemma 4, by the Chernoff bound, and by Eqs. (2),(9) and (10) and N ′ ≥
2K(N + k0) + ℓ where N
′ is the length of both X′ and Y′
λN ′,ℓ(Mˆ, fc,FL(ℓ),∆
′) ≤ 2
− N
k0
[m(ǫ)]
(12)
for ∆′ = ∆+ 2[2ǫ0 + [Kβ
K [2β + 1)2−c0(ǫ0)ℓ] + 1
ℓ
]log 1
δ
+ log β] and ∆ ≤ DKL,ℓ(Q‖P )− ǫ
for some m(ǫ) > 0.
Observe that ∆′ approached ∆ for large enough ℓ and β close enough to 1.
It follows from Eq.(5) above that if ∆ > 2 log 1−δ
δ
, λN ′,ℓ(Mˆ, fc,FL(ℓ),∆
′) can not vanish
as N tends to infinity, over the class M .
On the other hand, it will be now demonstrated that a proposed asymptotically optimal
variable-length (VL) universal classifier yields a small classification error for N > 2ℓ(R+ǫ) and
vanishes as N tends to infinity, over the particular class Mˆ that was described in the proof
of Theorem 1 above, if 2 log 1−δ
δ
< ∆ < 4ν−2
ν
log 1−δ
δ
, thus demonstrating the superiority of
the (VL)-classifier over the ”classical (FL)-classifier.
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A Variable-length (FL)Universal Classifier
For some positive integer Lmax > ℓ, let the two training sequences beY = Y
2K(N+k0)+Lmax
1 ;X =
X
2K(N+k0)+Lmax
1 where K is the parameter that appears in the derivation of Lemma 3 above.
Generate Y′ from Y
K(N+k0)
1 and X
′ from X
K(N+k0)
1 as in Lemma 3 above.
Let
dV L(X,Y) =
1
K(N+k0)
∑2K(N+k0)
i=K(N+k0)+1
di,V L(X,Y)
where
di,V L(X,Y) = log
 Lmax
max
j=ℓ
pˆX′(X
(i+1)j
ij+1 )− log qˆY′(X
(i+1)j
ij+1 ) (13)
By Lemma 3, for any distribution P ∈ M and large enough N ′ (and the associated N
and Lmax)
P [X′ : | logN + logP (Z
Li,N,K(X)
1 )| ≤ ǫ0Lmax, for all Z
i
1 ∈ A
i; allℓ ≤ i ≤ Lmax]
≤
∑Lmax
i=1 P [X
′ : | logN + logP (Z i1)| ≤ ǫ0Lmax, for all Z
i
1 ∈ A
i; all ℓ ≤ i ≤ Lmax]
≤ 2(Lmax
2)KβK [2β + 1)2−c0(ǫ0)Lmax +
1
ℓ
(14)
Similarly, for any distribution Q ∈ M and large enough N (and the associated Lmax)
Q[Y′ : | logN + logQ(Z
Li,N,K(X|Y)
1 | ≥ ǫ0Lmax, for all Z
i
1 ∈ A
i; all ℓ ≤ i ≤ Lmax]
≤ 2(Lmax
2)[KβK [2β + 1)2−c0(ǫ0)Lmax ] +
1
ℓ
(15)
By Eqs(13), (14) and (15) and by the properties of M , for DV L,Lmax(Q‖P ) ≥ 2∆
EP×Qdi,V L(X,Y) > DV L,ℓ(Q‖P )− [2(Lmax
2)[KβK [2β + 1)2−c0(ǫ0)Lmax ] +
1
ℓ
]log
1
δ
(16)
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and for Q ≡ P ,
EPdi,V L(X,Y) < [2(Lmax
2)[KβK [2β + 1)2−c0(ǫ0)Lmax ] +
1
ℓ
]log
1
δ
(17)
Let fc,V L(X,Y) = 0 if d(X,Y) ≤∆
else, fc,V L(X,Y) = 1
Note that by the vanishing memory property ofM for any P ∈M and any integer j ≥ k0,
P [di,V L(X,Y); di+j,V L(X,Y)] ≤ βP [di,V L(X,Y)]P [di+j,V L(X,Y)]
and
P [di.V L(X,Y); di+j,V L(X,Y)] ≥
1
β
P [di,V L(X,Y)]P [di+j,V L(X,Y)]
Thus, by the Chernoff bound, and by Eqs. (2),(13), (16) and (17),
and N ′ ≥ 2K(N + k0) + ℓ
λN ′,ℓ(Mˆ, fc,V L(Lmax,∆
′) ≤ 2
− N
k0
[m(ǫ)]
(18)
for ∆′ = ∆ + 2[2ǫ0 + [2(Lmax
2)[KβK [2β + 1)2−c0(ǫ0)Lmax ] + 1
ℓ
]log 1
δ
] + log 1log β] and ∆ ≤
DV L,ℓ(Q‖P )− ǫ
for some m(ǫ) > 0.
Here again, ∆′ approached ∆ for large enough ℓ and β close enough to 1.
It follows by construction that for the class Mˆ ⊂M that was used for the establishment
of Theorem 1 above (converse theorem) and setting Lmax = 2ℓ,
DV L,ℓ(Q‖P ) ≥ 2
ν−2
ν
log 1−δ
δ
Therefore, for 2 log 1−δ
δ
< ∆ < 4ν−2
ν
log 1−δ
δ
the variable lengh (VL) universal classifier
yield a vanishing classification error for largeℓ and s β close to 1, while the the ”classical”
fixed length (FL) universal algorithm does not, although both are asymptotically optimal.
Thus, as claimed above, some asymptotically optimal classifiers are better then others
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for non-asymptotic values of the length of the test sequences. This is somewhat reminiscence
of the results in [5] where it was demonstrated that a variable length, recurrence-time based
estimator of entropy may be more efficient than the ”classical” fixed-length estimator for
non-asymptotic values of the test sequence length.
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