A subspace of a finite extension field is called a Sidon space if the product of any two of its elements is unique up to a scalar multiplier from the base field. Sidon spaces were recently introduced by Bachoc et al. as a means to characterize multiplicative properties of subspaces, and yet no explicit constructions were given. In this paper, several constructions of Sidon spaces are provided. In particular, in some of the constructions the relation between k, the dimension of the Sidon space, and n, the dimension of the ambient extension field, is optimal. These constructions are shown to provide cyclic subspace codes, which are useful tools in network coding schemes. To the best of our knowledge, this constitutes the first set of constructions of nontrivial cyclic subspace codes in which the relation between k and n is polynomial, and in particular, linear. As a result, a conjecture by Trautmann et al. regarding the existence of non-trivial cyclic subspace codes is resolved for most parameters, and multi-orbit cyclic subspace codes are attained, whose cardinality is within a constant factor (close to 1/2) from the sphere-packing bound for subspace codes.
I. INTRODUCTION
L ET G q (n, k) be the set of all k-dimensional subspaces of F q n , the degree-n extension field of the finite field F q = GF(q). Sidon spaces were recently defined in [1] as a tool for studying certain multiplicative properties of subspaces. In particular, this term was used to characterize subspaces S and T of F q n such that the subspace S · T {s · t : s ∈ S, t ∈ T } is of small dimension, where · denotes linear span over F q . Simply put, a Sidon space is a subspace V ∈ G q (n, k) such that the product of any two nonzero elements of V has a unique factorization over V , up to a constant multiplier from F q . As noted in [1] , the term "Sidon space" draws its inspiration from a Sidon set. A set of integers is called a Sidon set if the sums of any two (possibly identical) elements in it are distinct; thus, Sidon spaces may be seen as a multiplicative and linear variant of Sidon sets. Manuscript A formal definition follows; hereafter, for a ∈ F q n , the notation aF q stands for {λa : λ ∈ F q }. Definition 1 [1, Sec. 1] : A subspace V ∈ G q (n, k) is called a Sidon space if for all nonzero a, b, c, d ∈ V , if ab = cd then {aF q , bF q } = {cF q , dF q }.
In this paper, we present several constructions of Sidon spaces using a variety of tools. The constructions exhibit either a linear or a quadratic relation between n and k. When n is quadratic in k, some of the resulting Sidon spaces satisfy an additional property of linear independence between products of basis elements.
One of our motivations for studying Sidon spaces is the construction of cyclic subspace codes, which are defined as follows. A (constant dimension) subspace code is a subset of G q (n, k) under the subspace metric d S (U, V ) dim U + dim V − 2 dim(U ∩ V ). The interest in subspace codes has increased recently due to their application to error correction in random network coding [8] . In order to find good subspace codes and to study their structure, cyclic subspace codes were introduced [5] . For a subspace U ∈ G q (n, k) and a nonzero element α ∈ F * q n F q n \ {0}, the cyclic shift of U by α is αU {α · u : u ∈ U }, which is clearly a subspace of the same dimension as U . The orbit of U is orb(U ) {βU : β ∈ F * q n }, and its cardinality is (q n −1)/(q t −1) for some integer t which divides n. A subspace code is called cyclic if it is closed under cyclic shifts. For example, if k divides n then since F * q k is a multiplicative subgroup of F * q n whose cosets are {αF * q k : α ∈ F * q n }, it follows that orb(F q k ) is a cyclic subspace code of size (q n −1)/(q k −1) and minimum distance 1 2k (when k | n, this size is, in fact, the largest possible for any subspace code C ⊆ G q (n, k) of that minimum distance [5, Sec. 3] ).
Besides the aforementioned example, no general construction of cyclic subspace codes was known until [2] provided a few constructions from orbits of root spaces of properly chosen linearized polynomials 2 . These constructions have minimum distance of 2k−2 (i.e., intersection dimension at most 1), and orbits of full size (q n −1)/(q−1). However, the relation between n and k in the constructions of [2] is in general not known. The results of [2] were recently improved by [12] , which developed a technique to increase the number of distinct orbits without compromising the minimum distance, and hence to increase the size of the cyclic subspace code. Yet, [12] did not address the problem of minimizing n for a given k.
The following conjecture was posed 3 in [14] regarding the relation between n and k, Conjecture 2 [14, Sec. IV.D]: For any prime power q and positive integers k and n ≥ 2k, there exists a cyclic subspace code C ⊆ G q (n, k) of minimum distance 2k−2 and cardinality (q n −1)/(q−1).
As implied by Lemma 5 below, the requirement 2k ≤ n in Conjecture 2 is necessary. In this paper, we show that constructing a single orbit cyclic subspace code of maximum size (q n −1)/(q−1) and minimum distance 2k−2 in G q (n, k) is equivalent to constructing a Sidon space in G q (n, k), a fact which is also shown in [1] . For q ≥ 3, our constructions of Sidon spaces resolve Conjecture 2 for any k and even n ≥ 2k; for q = 2, they resolve the conjecture for any k up to the largest divisor of n that is smaller than n/2. In some cases, a simple generalization allows to include in the code multiple orbits of distinct Sidon spaces without compromising the minimum distance; in these cases, the cardinality of the resulting code is within a constant factor (close to 1/2) from the sphere-packing bound for subspace codes [5] .
The Sidon space constructions in this paper also resolve an open question regarding the square span (in short, the square) of a Sidon space. For a subspace V ∈ G q (n, k), the square of V is defined as the span of all products of pairs of elements from V , i.e., V 2 {uv : v, u ∈ V }. In [1, Th. 18 ] it is proved that dim(V 2 ) ≥ 2 dim V for any Sidon space of dimension 3 or more in F q n . Since V 2 is spanned by k+1 2 elements of F q n , we get the following lower and upper bounds on dim(V 2 ).
In light of Proposition 3, we study Sidon spaces in both possible endpoints and, hence, we introduce the following terms.
Definition 4: A subspace V ∈ G q (n, k) is called a minimum-span (in short, min-span) Sidon space if it is a Sidon space and, in addition, dim(V 2 ) = 2k; i.e., V attains the lower bound in Proposition 3. Similarly, a subspace V ∈ G q (n, k) is called a maximum-span (in short, max-span) Sidon space if it is a Sidon space and, in addition, dim(V 2 ) = k+1 2 ; i.e., V attains the upper bound in Proposition 3.
Finding the smallest possible value of dim(V 2 ) for a given k (in particular, deciding if min-span Sidon spaces exist), is listed as an open problem in [1, Sec. 8] . In Section III, we show that the answer is affirmative whenever k is a proper divisor of n (smaller than n/2 when q = 2). Then, in Section IV, we present constructions of max-span Sidon spaces. In Section V, we exhibit the connection between Sidon spaces in G q (n, k) and cyclic subspace codes of minimum distance 2k−2, thereby proving Conjecture 2 for any k and even n ≥ 2k when q ≥ 3 (for q = 2, we prove the conjecture for any k up to the largest divisor of n that is smaller than n/2). In addition, we show that Sidon spaces imply Sidon sets, and hence, multiple novel constructions of Sidon sets are obtained. Finally, in Section VI, we introduce and construct r -Sidon spaces, which are natural generalizations of Sidon spaces in which the product of any r elements is unique up to a scalar multiplier from the base field.
II. PRELIMINARIES
We start with a lemma that provides a necessary condition on n and k so that G q (n, k) contains a Sidon space.
Proof: On the one hand, by Proposition 3 we have 2k = 2 dim(V ) ≤ dim(V 2 ). On the other hand, dim(V 2 ) ≤ n.
The case of Sidon spaces of dimension k ∈ {1, 2} is straightforward and is treated in Appendix A. In the remainder of this paper, it is assumed that k ≥ 3.
Remark 6: It is readily verified that any subspace of a Sidon space is a Sidon space. Hence, a construction of a Sidon space in G q (n, k) implies the existence of Sidon spaces in G q (n, t), for any 1 ≤ t ≤ k.
Sidon spaces are closely related to their namesakes Sidon sets: the latter are shown in the sequel to both imply and to be implied by Sidon spaces (Sections IV and V-B). Hereafter, [m] stands for the integer set {1, 2, . . . , m}.
Definition 7: A subset {n 1 , n 2 , . . . , n k } of an Abelian group G is called a Sidon set if all pairwise sums are unique, i.e., if the set
In the sequel, the group G in Definition 7 is either the set Z of integers or the set Z m of integers modulo some natural number m > 1. Clearly, a Sidon set in Z m is a Sidon set in Z, but not necessarily vice versa. The main challenge in constructing Sidon sets is obtaining high density, i.e., having m as small as possible given the size k for Sidon sets in Z m , or alternatively, for Sidon sets in Z that are subsets of [m].
Sidon sets have attracted considerable attention over the years, and many constructions are known [11] . In particular, there exist several constructions in which m = k 2 (1 + o k (1)) (where o k (1) stands for a term that goes to 0 as k goes to infinity); moreover, as noted in [11, Sec. 4.1] , such a relation between m and k is optimal (up to a factor of 1 + o k (1)). A known example of Sidon sets is quoted next.
Example 8 [3] : For a prime power q, a primitive element γ in F q 2 , and an arbitrary element δ ∈ F q 2 \F q , the set {log γ (α+ δ) : α ∈ F q } is a Sidon set of size q in Z q 2 −1 .
One of our motivations for studying Sidon spaces is the construction of cyclic subspace codes, which were defined in [5] as follows.
Nearly optimal non-cyclic subspace codes are known to exist for a wide set of parameters. Specifically, the cardinality of the so-called Koetter-Kschischang codes [8, Sec. V] is within a factor of 1 + o q (1) from the known upper bounds on the size of subspace codes; one of these bounds is quoted next, where we use the notation t s q for the q-binomial coefficient (also known as the Gaussian coefficient)
). Theorem 10 (Sphere-Packing Bound for Subspace Codes [5, Th. 2] 
For the parameters n = 2k and d = 2k−2, Koetter-Kschischang codes are of size q n , whereas the upper bound of Theorem 10 is q n (1 +o n (1)). For these parameters, the largest codes presented in this paper are within a factor of 1/2+o q (1) from this bound.
III. CONSTRUCTION OF MINIMUM-SPAN SIDON SPACES
This section begins with two similar constructions of Sidon spaces in which n grows linearly with k. The first construction applies to any prime power q and n = rk, for an integer r ≥ 3. The second construction applies to q ≥ 3 and n = 2k, and is therefore (fully) optimal by Lemma 5.
Construction 11: For a composite integer n, let k be the largest divisor of n which is smaller than n/2, let γ ∈ F * q n be a root of an irreducible polynomial of degree n/k over F q k , and let V {u + u q γ : u ∈ F q k }.
While Construction 11 requires the dimension k of V to be a divisor of n (and 2k < n), once we establish that V is a Sidon space, we will get, by Remark 6, Sidon spaces for all dimensions that are smaller than k. The fact that V in Construction 11 is indeed a Sidon space is shown in the next theorem.
Theorem 12: The subspace V ∈ G q (n, k) from Construction 11 is a Sidon space.
Proof: Given a product (u + u q γ )(v + v q γ ), for some nonzero u and v in F q k , we notice that
Since n > 2k, it follows that {1, γ, γ 2 } is a linearly independent set over F q k , thus the coefficients of the polynomial 2 can be extracted from the right-hand side of (1). The roots of P(x) are −1/u q−1 and −1/v q−1 , from which the set {uF q , vF q } is determined uniquely 5 , and therefore so is
By choosing the parameter γ in Construction 11 judiciously, we can also cover the case n = 2k, as long as q ≥ 3. To this end, let W q−1 be the set of (q−1)st powers of elements in
Our next construction will require a monic irreducible quadratic polynomial over F q k whose free coefficient is in W q−1 . The existence of such polynomials follows from well known properties of quadratic polynomials over finite fields (e.g., [13, Problem 3 .42] and [9, Problem 3.52]), and there is a simple recipe for constructing such polynomials explicitly. Recall that for odd q, the elements of QR(q k ) {y 2 : y ∈ F * q k } are called quadratic residues of F q k , and the elements of QNR(q k ) = F * q k \ QR(q k ) are called quadratic non-residues of F q k . In addition, for an even q and an element y ∈ F q k let tr(y) y + y 2 + y 4 + . . . + y q k /2 be the absolute trace polynomial over F q k . It is known that y → tr(y) is a linear mapping from F q k to F 2 , and, in particular, half of the elements of F q k have trace 1.
Lemma 13 [13, Problem 3.42 ]: For any c ∈ F * q k and any b ∈ F q k , the polynomial
Corollary 14: For any prime power q ≥ 2, positive integer k, and any c ∈
Proof: By [13, Problem 3.23], for odd q and any given
q k , and the claim follows by the properties of the mapping y → tr(y).
Construction 15: For a prime power q ≥ 3 and a positive integer k, let n = 2k, let γ ∈ F * q n be a root of an irreducible polynomial
Theorem 16: The subspace V ∈ G q (n, k) from Construction 15 is a Sidon space.
Proof: As in the proof of Theorem 12, it suffices to show that given (u + u q γ )(v + v q γ ) for some nonzero u and v in F q k , the set {uF q , vF q } can be determined uniquely. Since
and since {1, γ } is a linearly independent set over F q k , it follows that given the product (u + u q γ )(v + v q γ ), one may easily extract Q 0 and Q 1 (both in F q k ) from the right-hand side of (2). Now, notice that Q 0 is the value of the linearized polynomial T (x) = x −cx q at the point uv. We next show that the mapping
a contradiction. Thus, given Q 0 , it is possible to uniquely determine uv by solving a set of k linear equations over F q (the equations that represent T (x) = Q 0 according to some basis of F q k over F q ). From uv and Q 1 it is possible to compute the coefficients of the polynomial P(x) defined in the proof of Theorem 12, and, as in that proof, the roots of P(x) determine {uF q , vF q } uniquely. Theorems 12 and 16 resolve an open question from [1] regarding the existence of min-span Sidon spaces. Since dim V = k = n/2 in Construction 15, and since dim(V 2 ) ≤ n, it follows that Construction 15 attains the lower bound in Proposition 3, namely, it is a min-span Sidon space. Moreover, Construction 11 yields a min-span Sidon space too, now with dim(V 2 ) strictly smaller than n; we show this in the following lemma.
Lemma 17: The subspace V in Construction 11 is a minspan Sidon space.
Proof:
Remark 18: Constructions 11 and 15 can be generalized
To see this, note that in the proofs of Theorems 12 and 16, the set {uF q } can be uniquely determined from u q s −1 , for every
While Constructions 11 and 15 provide a Sidon space whose dimension scales linearly with n, they do not apply to all possible values of n. The following theorem, whose proof is deferred to Appendix B, shows that such Sidon spaces exist for any n.
Theorem 19: For any prime power q and integer n ≥ 6, there exists a Sidon space in G q (n, (n−2)/4).
IV. CONSTRUCTION OF MAXIMUM-SPAN SIDON SPACES
The constructions we presented in Section III attain the lower bound in Proposition 3. In this section, we consider the other extreme case-namely, constructions of max-span Sidon spaces, which attain the upper bound in that proposition. The next lemma states that if a subspace attains the upper bound in Proposition 3, then the subspace is in effect, a Sidon space.
Lemma 20:
, and p a , p b , p c , and p d are the following multivariate polynomials
Since dim(V 2 ) = k+1 2 , and since V 2 is spanned by the set {v i · v j : i, j ∈ [k], i ≥ j }, it follows that the latter set is linearly independent over F q . Hence, we may compare coefficients in (3) and obtain that
Since the ring of multivariate polynomials over a field is a unique factorization domain, and since p a , p b , p c , and p d are irreducible over F q , it follows that the sets { p a , p b } and { p c , p d } are equal, up to a multiplication by a nonzero element of F q . Hence,
Clearly, max-span Sidon spaces exist in G q (n, k) only if n ≥ k+1 2 . In the remainder of this section, three constructions of Sidon spaces are given. The first two are easily seen as being of the max-span type, whereas the third has been verified numerically to be so only for the few parameters that were tested. Note that Remark 6 holds also when the Sidon spaces referred to therein are all of the max-span type. We start with our first construction.
Construction 21: Let S {n 1 , n 2 , . . . , n k } ⊆ [m] be a Sidon set in Z (see Definition 7) such that m = k 2 (1 + o k (1)) [11] , and for an integer n > 2m and a proper element γ of F q n (that does not belong to any proper subfield of
Proof: According to Lemma 20, it suffices to show that the set {γ n i +n j : i, j ∈ [k], i ≥ j }, which spans V 2 , is linearly independent over F q . Since S is a Sidon set, it follows that the exponents of γ in are distinct. Furthermore, since γ is proper in F q n and n > 2m, it follows that contains k+1 2 distinct elements which are linearly independent over F q . Hence, V is a max-span Sidon space.
Next, we turn to our second construction of max-span Sidon spaces.
Construction 23:
, s ≥ t} be a set of k+1 2 distinct monic irreducible polynomials over F q and let be the largest degree of any polynomial in I.
and, for n > 2 · k 2 and γ proper in
Lemma 24: The subspace V ∈ G q (n, k) from Construction 23 is a max-span Sidon space.
The proof of Lemma 24 is given in Appendix C, where it is also shown that Construction 23 provides a max-span Sidon space in G q (n, k) when n is (as small as) (2 +o k (1)) k 2 log q k; in particular, when q ≥ k+1 2 , one can take n = k(k−1)+1. The third construction we present in this section is based on the following result from [2] .
Lemma 25 [2] : For any prime power q and positive integer k, the root space of the linearized polynomial (x) x q k + x q + x over F q is a Sidon space in the splitting field F q n of (x).
Clearly, Lemma 25 implies the existence of Sidon spaces for any q and k. However, no meaningful (e.g., polynomial) upper bound was given in [2] for the extension degree n of the splitting field of (x). The upcoming sequence of lemmas lead to a proof that the set V defined next is a Sidon space in G q k 2 −1, k .
Construction 26: For any prime power q and for any integer k > 1 which is a power of q, let V be the root space
Lemma 27 [9, p. 116 
The following lemma is proved in [7, p. 92 ] only for q = 2, yet the proof extends almost verbatim to any prime power q.
Lemma 28 [7] : For k = q m , the polynomial x k + x + 1 over F q divides x k 2 −1 − 1.
Lemma 29: For k = q m , the polynomial x q k + x q + x splits in F q k 2 −1 .
Proof:
By Lemmas 27 and 28, that polynomial divides x q k 2 −1 − x and hence it splits in F q k 2 −1 .
Lemmas 25 and 29 imply the following result. Lemma 30: The subspace V from Construction 26 is a Sidon space in G q k 2 −1, k .
By using an exhaustive computer search, we have verified for (q, k, n) ∈ {(2, 4, 15), (2, 8, 63) , (3, 3, 8) , (4, 4, 15 )} that the root space of x q k + x q + x in F q k 2 −1 is a max-span Sidon space. It remains open whether this property holds for every q and every k = q m .
We end this section with an existence result of max-span Sidon spaces, whenever n ≥ k+1 2 . Theorem 31: For any prime power q and positive integers k and n ≥ k+1 2 , all but a fraction of less than 1 q − 1 · q k(k+1)/2−n of the spaces in G q (n, k) are max-span Sidon spaces.
The proof of this theorem is given in Appendix D. It follows from the theorem that for q > 2 and any n ≥ k+1 2 (and also for q = 2 and any n > k+1 2 ), a max-span Sidon space in G q (n, k) can be found in polynomial expected running time by a probabilistic algorithm which picks at random a space in G q (n, k) and checks whether the pairwise products of its basis elements are linearly independent over F q .
Remark 32: While this work focuses on Sidon spaces in extension fields, this notion can be defined more generally in commutative algebras. Specifically, let (F n q , * ) be the algebra given by the n-dimensional vector space over F q when endowed with a commutative bilinear operation * . Then a
Lemma 20 still holds under this generalization (in the proof of the lemma, replace all F n q -products by * ). In [4] , a result akin to Theorem 31 was obtained, with * taken as the coordinatewise product of vectors in F n q . We mention that when q ≥ k+1 2 , the k polynomials in (5) , when constructed with a set I consisting of k+1 2 degree-1 polynomials, generate a max-span Sidon space in the k+1 2 -dimensional algebra formed by the polynomial ring modulo p(x)∈I p(x).
V. APPLICATIONS OF SIDON SPACES

A. Cyclic Subspace Codes
In this subsection, we show that the orbit of a Sidon space is a cyclic subspace code of minimum distance 2k−2 and cardinality (q n −1)/(q−1). This topic is discussed briefly in [1, Sec. 5] , and yet full proofs are provided below for completeness.
This connection between Sidon spaces and cyclic subspace codes, in conjunction with some of the constructions from Section III, proves Conjecture 2 for most parameters. Further, we show that in some cases, orbits of distinct Sidon spaces can be joined into one subspace code without compromising the minimum distance. This fact enables the construction of a cyclic subspace code whose cardinality is within a factor of 1/2 + o q (1) from the upper bound of Theorem 10.
Lemma 33: For V ∈ G q (n, k), the following two conditions are equivalent.
(i) |orb(V )| = (q n −1)/(q−1).
(ii) An element α ∈ F * q n satisfies αV = V , if and only if α ∈ F * q . Proof: Since αV = (λα) · V for any α ∈ F q n and λ ∈ F * q , we can view the elements α in (ii) as if they are elements of the quotient group G F * q n /F * q . Let H be a subgroup of G which contains all elements β such that βV = V . Then |orb(V )| = |G/H | and, so, (i) holds if and only if H is trivial (i.e., if and only if H contains only the unit element). On the other hand, H being trivial is equivalent to (ii).
Lemma 34: For a subspace V ∈ G q (n, k), the set orb(V ) is of size (q n −1)/(q−1) and minimum distance 2k−2, if and only if V is a Sidon space.
Proof: Suppose that orb(V ) is of size (q n −1)/(q−1) and minimum distance 2k−2, and let a, b, c, d ∈ V be such that ab = cd = 0. Write α a/d = c/b, and notice that a, c ∈ V ∩ αV . If α / ∈ F q , it follows from Lemma 33 and from the minimum distance of orb(V ) that dim(V ∩ αV ) ≤ 1, which implies that aF q = cF q . Combining with ab = cd thus yields {aF q , bF q } = {cF q , dF q }. On the other hand, if α ∈ F q then clearly aF q = dF q and, so, {aF q , bF q } = {cF q , dF q }.
Conversely, suppose that either |orb(V )| < (q n −1)/(q−1) or the minimum distance of orb(V ) is less than 2k−2. Then there exists α ∈ F * q n \ F * q such that dim(V ∩ αV ) ≥ 2, which means that there exist linearly independent elements a and c in V ∩ αV and respective b and d in V such that a = αd and c = αb. This, in turn, implies that ab = cd while aF q = cF q . Yet, since α / ∈ F q , we also have aF q = dF q ; hence, V is not a Sidon space.
Lemma 34 and Remark 6 yield the following corollary. Corollary 35: Construction 11 proves Conjecture 2 for any q, n, and any k up to the largest divisor of n that is smaller than n/2. In addition, Construction 15 proves Conjecture 2 for any q ≥ 3 and any even n ≥ 2k.
To attain a cyclic subspace code with multiple orbits, the following lemma is given. This lemma may be seen as a variant of Lemma 34 for distinct orbits.
Lemma 36: The following two conditions are equivalent for any distinct subspaces U and V in G q (n, k).
(i) dim(U ∩ αV ) ≤ 1, for any α ∈ F * q n . (ii) For any nonzero a, c ∈ U and nonzero b, d ∈ V , the equality ab = cd implies that aF q = cF q and bF q = dF q . Proof: Assume that dim(U ∩ αV ) ≤ 1 for all α ∈ F * q n , and let a, c ∈ U and b, d ∈ V such that ab = cd = 0. Define β a/d = c/b, and notice that a, c ∈ U ∩ βV . Since dim(U ∩ βV ) ≤ 1, it follows that aF q = cF q and, so, bF q = dF q .
Conversely, assume that dim(U ∩ αV ) ≥ 2 for some α ∈ F * q n , and let a and c be two linearly independent elements in U ∩ αV . Then, there exist b and d in V such that a = αd and c = αb. On the one hand ab = cd, yet on the other hand aF q = cF q .
Lemma 36 yields a kind of multi-orbit counterpart of the Sidon space property: the product of any two nonzero elements from distinct orbits may be uniquely factorized, up to a scalar multiplier from F q . Using this lemma, Construction 15 can be extended to multiple orbits as follows.
Construction 37: For a prime power q ≥ 3 and a positive integer k, let w be a primitive element in F q k . For c 0 w, let b 0 ∈ F q k be such that M 0 (x) x 2 +b 0 x +c 0 is irreducible over F q k (such b 0 exists by Corollary 14) . For n = 2k, let γ 0 ∈ F q n be a root of M 0 . For i ∈ {0, 1, . . . , τ −1}, where τ (q−1)/2, let γ i w i γ 0 and let
Finally, let C {αV i : i ∈ {0, 1, . . . , τ −1}, α ∈ F * q n }. Lemma 38: The set C from Construction 37 is a cyclic subspace code of cardinality τ · (q n −1)/(q−1) and minimum distance 2k−2.
Proof: The fact that C is cyclic follows immediately from its definition. To prove that the minimum distance is 2k−2, we first show that each V i is a Sidon space. To this end, for i ∈ {0, 1, . . . , τ −1}, let M i (x) x 2 +b i x +c i , where b i w i b 0 and c i w 2i c 0 = w 2i+1 , and notice that M i (γ i ) = 0. Moreover, since 2i +1 is not divisible by q−1, it follows that c i ∈ W q−1 . Hence, V i is an instance of Construction 15 and is therefore a Sidon space. It is left to show that subspaces of distinct orbits intersect on a space of dimension at most 1; namely, we prove that for any distinct i, j ∈ {0, 1, . . . , τ −1} and any α ∈ F * q n we have that dim(V i ∩ αV j ) ≤ 1. According to Lemma 36, this amounts to showing that any product of a nonzero element of V i with a nonzero element of V j can be factored uniquely up to a scalar multiplier from F q . For any nonzero u and v in F q k , we have
and uv may be uniquely extracted from Q 0 . Given uv and Q 1 , in turn, one can extract the values of P 0 (u q−1 w i− j ) · v q−1 and P 1 u q−1 w i− j + v q−1 , and compute the roots of the polynomial x 2 + P 1 x + P 0 , which are u q−1 w i− j and v q−1 . Since 0 < |i − j | < q−1, it follows that v q−1 is a (q−1)st power in F q k , while u q−1 w i− j is not. Hence, by identifying the root which is not a (q−1)st power 6 and dividing it by w i− j , we find u q−1 and v q−1 and, consequently, uF q and vF q .
For odd (respectively, even) q, the set C from Construction 37 is a cyclic subspace code that has cardinality (q n −1)/2 (respectively, ((q−2)/(2q−2)) · (q n −1)), which is within a factor of 1/2 + o n (1) (respectively, (q−2)/(2q−2) + o n (1)) from the sphere-packing bound (Theorem 10). To the best of our knowledge, this constitutes the first example of a nontrivial cyclic subspace code of that size.
B. Sidon Sets
By taking discrete logarithms from properly chosen elements in a Sidon space V ∈ G q (n, k), a Sidon set in Z (q n −1)/(q−1) is obtained.
Theorem 39: If V ∈ G q (n, k) is a Sidon space, γ is a primitive element in F q n , and {γ n i : i ∈ [(q k −1)/(q−1)]} is a set of nonzero representatives of all one-dimensional subspaces of V , then S {n i : i ∈ [(q k −1)/(q−1)]} is a Sidon set in Z (q n −1)/(q−1) . Proof: Assume that a, b, c, d ∈ S satisfy a + b ≡ c + d (mod (q n −1)/(q−1)), i.e., a + b = c + d + t · (q n −1)/(q−1) for some integer t. Then,
Assume without loss of generality that γ a F q = γ c F q . This means that γ a and γ c are representatives of the same one-dimensional subspace of V , so we must have a = c (and therefore b = d), thereby concluding the proof.
The Sidon set which results from applying Theorem 39 to Construction 15 is of particular interest. Since k = n/2 in this construction, the resulting Sidon set, S = S q (n) (⊆ Z (q n −1)/(q−1) ), is of size (q n/2 −1)/(q−1). For any fixed q, this size is within a constant factor from the square root of the size of the domain Z (q n −1)/(q−1) ; specifically,
As such, the construction S q (n) is optimal, up to a constant factor (see [11, Th. 5] ).
VI. r -SIDON SPACES AND B r -SETS
A natural generalization of a Sidon space is an r -Sidon space, in which every product of r elements can be factored uniquely up to a scalar multiplier from the base field.
Definition 40: For positive integers k < n and r ≥ 2, a subspace V ∈ G q (n, k) is called an r -Sidon space if for all nonzero a 1 , a 2 , . . . , a r , b 1 , b 2 
The following lemma provides a sphere-packing upper bound on the largest possible dimension of an r -Sidon space.
Lemma 41: If V ∈ G q (n, k) is an r -Sidon space, then k < n r + 1 + log q r.
Proof: Since the elements in the multi-sets at hand can be seen as one-dimensional subspaces of V , it follows that the number of distinct multi-sets is K +r−1 r , where K (q k −1)/(q−1). By the definition of an r -Sidon space, each such multi-set {a i F q } i∈[r] induces a distinct product i∈[r] a i (modulo F * q ) and, thus,
By using the simple bound s t ≥ s t s it follows that K + r − 1 r r < q n and, so,
Observing that log q K = log q ((q k −1)/(q−1)) > k − 1, the result follows.
By generalizing Constructions 11 and 15, in what follows two r -Sidon spaces are provided. The first attains k = n/(r +1) for any q, whereas the second attains k = n/r for q ≥ 3.
Construction 42: For any field size q and integers k > 0 and r ≥ 2, let n = k(r +1), let γ ∈ F q n be a root of an irreducible polynomial of degree r +1 over F q k , and let V {u + u q γ : u ∈ F q k }.
Lemma 43: The subspace V from Construction 42 is an r -Sidon space.
Proof: We show that given a product i∈[r] a i of r nonzero elements a 1 , a 2 , . . . , a r in V , the multi-set {a i F q } i∈ [r] can be identified uniquely. To this end, let a i = u i + u q i γ for i ∈ [r ], and write i∈ [r] 
is a linearly independent set over F q k , from the product P(γ ) = i∈[r] (u i +u q i γ ) one can obtain the coefficients of P(x). The multi-set of roots of P(x) is given by
, from which one can determine uniquely the multi-set {u i F q } i∈ [r] and, therefore,
The next construction, which may be seen as a generalization of Construction 15, provides an r -Sidon space with k = n/r for any q ≥ 3. This construction requires an element γ which is a root of an irreducible polynomial of degree r over F q k whose free coefficient is in the set W q−1 , i.e., it is not a (q−1)st power of any element in F q k . Such an element γ can be obtained as follows. Let β be a primitive element in F q n , let i be an integer in [q n −1] that is divisible neither by (q n −1)/(q kt −1) for any proper divisor t of r = n/k, nor by q−1, and let γ = −β i .
Lemma 44: The minimal polynomial M(x) of γ over F q k is of degree r and satisfies M(0) ∈ W q−1 .
Proof: By the choice of i , the element β i belongs neither to F q k not to any field extension of it that is a proper subfield of F q n . Hence, deg M(x) = r and
Construction 45: For any prime power q ≥ 3 and integers k > 0 and r ≥ 2, let n = kr , let γ ∈ F q n be a root of an irreducible polynomial M(x) of degree r over F q k with M(0) ∈ W q−1 , and let V {u + u q γ : u ∈ F q k }.
Lemma 46: The subspace V from Construction 45 is an r -Sidon space.
Following the same methodology and the same notation from the proof of Lemma 43, notice that for a 1 , a 2 , . . . , a r 
and u 1 , u 2 , . . . , u k ∈ F * q k ,
where p r = i∈[r] u q i = (P(0)) q is the leading coefficient of P(x).
Since {γ i } r−1 i=0 is a linearly independent set over F q k , from the product i∈ [r] (u i + u q i γ ) one can determine the coefficients of Q(x) = P(x) − p r M(x), which is a polynomial of degree less than r over F q k . Similarly to the proof of Theorem 16, the free coefficient of Q(x), which is given by
is the evaluation of the linearized polynomial T (x) x − M(0)x q at the point x = P(0). Since M(0) ∈ W q−1 , it follows that x → T (x) is invertible, and P(0) can be determined uniquely. Knowing P(0), p r = (P(0)) q , and Q(x), we can compute P(x) = Q(x) + p r M(x), whose multi-set of roots, {−1/u q−1 j } i∈ [r] , determines uniquely the multi-set
Similarly to Theorem 39, the r -Sidon space constructions in this section provide constructions of the following generalization of Sidon sets.
Definition 47 [11] : A subset S of an Abelian group G is called a B r -set if the sums of all multi-sets of size r of elements from S are distinct.
It is known that the size R r (m) of the largest B r -set in [m] satisfies (see [11, Sec. 4 
Theorem 48: For an r -Sidon space V ∈ G q (n, k), and for a set {γ n i : i ∈ [(q k −1)/(q−1)]} of nonzero representatives of all one-dimensional subspaces of V for some primitive γ ∈ F q n , the set S
The proof of Theorem 48 is a straightforward generalization of the proof of Theorem 39 (and is therefore omitted). Applying Theorem 48 to Construction 45 results in a B r -set S q (n, r ) of size (q n/r −1)/(q−1) in Z (q n −1)/(q−1) (and therefore in [(q n −1)/(q−1)]). It is readily verified that (6)).
APPENDIX A SIDON SPACES OF DIMENSIONS 1 AND 2
Definition 1 readily implies that any subspace in G q (n, 1) is a Sidon space. The same holds for G q (n, 2), as stated next.
Lemma 49: Any subspace V ∈ G q (n, 2) is either a maxspan Sidon space or-if n is even-a cyclic shift of F q 2 .
Proof: Since the Sidon space property is invariant under cyclic shifts, it can be assumed without loss of generality that V = 1, v for some v ∈ F q n \ F q . This implies that V 2 = 1, v, v 2 and, hence, dim(V 2 ) ∈ {2, 3}. If dim(V 2 ) = 3 then V is a max-span Sidon space (see Definition 4) . On the other hand, if dim(V 2 ) = 2, then v 2 = λv + μ for some λ and μ in F q , which means that v ∈ F q 2 (and, so, n must be even); hence, V = F q 2 in this case.
APPENDIX B PROOF OF THEOREM 19
Constructions 11 and 15 provide Sidon spaces in which n is linear in k. However, these constructions are restricted to integers n that have a large proper divisor, and do not apply in many other cases (e.g., when n is a prime). We show here that Sidon spaces exist for any n and k ≤ (n−2)/4. This claim is proved in an inductive manner: given a Sidon space V , we first show that as long as F q n \ V is large enough, a new element v can be added to V without compromising the Sidon space property.
Lemma 50: If V ∈ G q (n, k) is a Sidon space and q n −q k > 2 · (q 4k+4 −1)/(q−1), then there exists v ∈ F q n \ V such that V + v is a Sidon space as well.
Proof: For v ∈ F q n \ V , the elements of V + v are of the form αv + a, where α ∈ F q and a ∈ V . Hence, in order for V + v to be a Sidon space, it suffices to prove that for every α 1 , α 2 , α 3 , α 4 ∈ F q and every a, b, c, d ∈ V such that none of
Equation (7) is equivalent to v being a solution to the quadratic equation
which is trivial (i.e., the left-hand side is the zero polynomial) only if (α 1 x + a) (α 2 x + b) and (α 3 x + c) (α 4 x + d) are (irreducible) decompositions of the same quadratic polynomial (i.e., only if (8) holds). Therefore, the total number of solutions for x to all nontrivial equations of the form (9) serves as an upper bound on the number of elements in F q n \ V that cannot be added to the Sidon space V while maintaining the Sidon space property. Since each such equation is determined by four elements in F q and four elements in V , it follows that there exists at most (q 4k+4 −1)/(q−1) such equations that are pairwise linearly independent over F q . As we assume that q n − |V | = q n − q k > 2 · (q 4k+4 −1)/(q−1), there exists v ∈ F q n \ V that satisfies all constraints of the form (7)- (8) and, hence, V + v is a Sidon space.
Proof of Theorem 19:
We prove by induction on k = 1, 2, . . . , (n−2)/4 that G q (n, k) contains a Sidon space, with the induction base (k = 1) being straightforward.
Turning to the induction step, suppose that G q (n, k) contains a Sidon space, for some k ≤ (n−6)/4. By Lemma 50, any Sidon space in G q (n, k) can be expanded to a Sidon space in G q (n, k+1), as long as
It is easy to see that the latter inequality is implied by n − k ≥ 3k + 6, or, equivalently, by our induction assumption k ≤ (n−6)/4. Hence, for such k, any Sidon space in G q (n, k) can be expanded to a Sidon space in G q (n, k+1).
APPENDIX C ANALYSIS OF CONSTRUCTION 23
Proof of Lemma 24: First, note that since the largest degree of a polynomial in I is , it follows that deg f i ≤ · k 2 < n/2, for all i ∈ [k]. Now, by Lemma 20, it suffices to prove that the set
for coefficients α i, j ∈ F q . According to (5) , taking (10) modulo p s,s (x) for any s ∈ [k] results in
Since gcd( f s (x), p s,s (x)) = 1, it follows that α s,s = 0 for all s ∈ [k], and (10) becomes
Taking now (11) modulo p s,t (x) for any s > t in [k] yields
Again, gcd( f s (x), p s,t (x)) = gcd( f t (x), p s,t (x)) = 1 and, so, α s,t = 0 for all s > t in [k] .
To evaluate the contribution of Construction 23, we provide an upper bound on the smallest possible largest degree, , of the elements of I, under the constraint that |I| = k+1 2 . Lemma 51: For any positive integer , the number J () of monic irreducible polynomials of degree at most over F q satisfies J () ≥ q /.
Proof: Let N() denote the number of monic irreducible polynomials of degree (exactly) over F q . It is known that 
Given q and k, we can select in Construction 23 to be the smallest for which J () ≥ |I| = k+1 2 . By Lemma 51 we see that = (2 + o k (1)) log q k will do, in which case we can take n = (2 + o k (1))k 2 log q k. In particular, when q ≥ |I| = k+1 2 we can take = 1, which yields a construction for any n ≥ k(k−1)+1.
APPENDIX D PROOF OF THEOREM 31
In our proof of Theorem 31, we will borrow tools from [4] ; specifically, we will use properties of quadratic forms over finite fields, as found in [9, Ch. 6, Sec. 2] and [4, Sec. IV, Appendix A].
A quadratic form (in k indeterminates) over a field F is a homogeneous polynomial of the form
where a i, j ∈ F and x = (x 1 x 2 . . . x k ) is a vector of indeterminates. The rank of Q(x) equals the smallest number of indeterminates that will actually appear in Q(x P), when P ranges over all nonsingular k × k matrices over F.
Through the canonical representation of Q(x) (as in [9, Ths 6.21 and 6.30]), it readily follows that the rank of Q(x) is the same in any extension field of F. The set of all quadratic forms in k indeterminates with rank r over F q will be denoted by Q q (k, r ), and we will use the shorthand notation Q q (k) for Q q (k, k) .
The next two lemmas are taken from [4, Ths. 4.5 and 4.6] (see also [9, Ch. 6] ).
Lemma 52: Given a prime power q and positive integers n, k, and r ∈ [k], for any Q ∈ Q q (k, r ), the number of vectors v ∈ F k q n that satisfy Q(v) = 0 is given by q n(k−1) if r is odd q n(k−1) · 1 ± (q n −1) · q −rn/2 if r is even.
Lemma 53: Given a prime power q and a positive integer k, |Q q (k)| = q k(k+1)/2 · j ∈[k/2] 1 − q 1−2 j and, for any r ∈ [k−1], Q q (k, r ) = k r q · Q q (r ) .
We will also use the following bound on the q-binomial coefficients.
Lemma 54 [8, Lemma 4] : For any prime power q and integers t ≥ s ≥ 0, t s q < 4 · q s(t −s) .
Proof of Theorem 31: For k = 1, every subspace in G q (n, k) is a max-span Sidon space; hence we assume from now on in the proof that k ≥ 2. Let ξ 1 , ξ 2 , . . . , ξ k be elements that are uniformly and independently selected from F q n . We bound from above the probability that the set {ξ i } i∈ [k] does not span a k-dimensional max-span Sidon space. That probability bounds from above the fraction of the spaces in G q (n, k) that are not max-span Sidon spaces.
Write ξ = (ξ 1 ξ 2 . . . ξ k ) and, for r ∈ [k], let E r denote the event that Q(ξ ) = 0 for some Q ∈ Q q (k, r ). Then ∪ r∈[k] E r stands for the event that ξ is not a max-span Sidon space. By a union bound, we have
Prob {E r }. (12) Next, we bound from above the terms in the right-hand side of (12) .
Starting with E 1 , this event is equivalent to having ξ ·a T = 0, for some nonzero a ∈ F k q ; namely, it is equivalent to {ξ i } i∈[k] being a linearly dependent set over F q . Turning to E 2 , shifting to canonical quadratic forms, as in [9, Ths. 6.21 and 6.30], it follows that this event is equivalent to ξ satisfying
for some linearly independent vectors a, b ∈ F k q over F q and a nonzero ( p 0 p 1 p 2 ) ∈ F 3 q . Since (13) is equivalent to having (ξ ·a T )/(ξ ·b T ) ∈ F q 2 , it follows that E 2 implies that {ξ i } i∈[k] is a linearly dependent set over 7 F q 2 . We conclude that E 1 ∪ E 2 implies that ξ · a T = 0, for some nonzero a ∈ F k q 2 whose leading nonzero coefficient is 1 (say). Thus,
which proves the theorem for k = 2 (see also Lemma 49 in Appendix A). Hence, we assume hereafter that k ≥ 3.
In the sequel, we will need a lower bound on the following difference:
where () follows from (14) and Lemma 53, and ( †) follows from Lemma 53. Continuing now with the right-hand side 7 When n is odd, linear dependence over F q 2 is the same as linear dependence over F q . of (12), we have:
Hence, in order to complete the proof, it suffices to show that ε(n) ≤ q k−n . Indeed, for k = 3 we have ε(n) = 0; otherwise, for k ≥ 4, 
whenever k ≥ 4 and n ≥ k+1 2 . Remark 55: For q = 2 and n = k+1 2 , our analysis does not rule out the possibility that the fraction of max-span Sidon spaces within G q (n, k) is exponentially small in n. However, empirical results suggest that, as k increases, this fraction converges-for the tested values of q-to (approximately) ∞ i=1 (1 − q −i ), similarly to the fraction of invertible matrices among all k ×k matrices over F q ; for q = 2, this limit is approximately 0.288. Our analysis herein was too crude to capture this behavior, and a proof that the said fraction indeed converges to this limit is yet to be found.
