We describe a measurement of the time-integrated luminosity of the data collected by the BABAR experiment at the PEP-II asymmetric-energy e + e − collider at the Υ(4S ), Υ(3S ), and Υ(2S ) resonances and in a continuum region below each resonance. We measure the time-integrated luminosity by counting e + e − → e + e − and (for the Υ(4S ) only) e + e − → µ + µ − candidate events, allowing additional photons in the final state. We use data-corrected simulation to determine the cross sections and reconstruction efficiencies for these processes, as well as the major backgrounds.
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Abstract
We describe a measurement of the time-integrated luminosity of the data collected by the BABAR experiment at the PEP-II asymmetric-energy e + e − collider at the Υ(4S ), Υ(3S ), and Υ(2S ) resonances and in a continuum region below each resonance. We measure the time-integrated luminosity by counting e + e − → e + e − and (for the Υ(4S ) only) e + e − → µ + µ − candidate events, allowing additional photons in the final state. We use data-corrected simulation to determine the cross sections and reconstruction efficiencies for these processes, as well as the major backgrounds.
Due to the large cross sections of e + e − → e + e − and e + e − → µ + µ − , the statistical uncertainties of the measurement are substantially smaller than the systematic uncertainties. The dominant systematic uncertainties are due to observed differences between data and simulation, as well as uncertainties on the cross sections. For data collected on the Υ(3S ) and Υ(2S ) resonances, an additional uncertainty arises due to Υ → e + e − X background. For data collected off the Υ resonances, we estimate an additional uncertainty due to time-dependent efficiency variations, which can affect the
Introduction
The BABAR detector [1] and off-Υ(2S ) samples are 30 MeV below the respective peaks. All on-and off-resonance samples are used for charm, τ, two-photon, and QCD physics analyses.
Measurements of production cross sections and branching fractions often depend on knowledge of the time-integrated luminosity L of the collected data sample. In some cases, the uncertainty on L is one of the major sources of systematic uncertainty [5] . In addition, in Υ-resonance data analyses, background characteristics or the level of continuum background contamination are often determined from the off-resonance sample. This requires knowledge of the ratio of the integrated luminosities of the on-resonance and offresonance samples.
In this article, we describe the final analysis of the in- 
Detector and Dataset
The BABAR detector is described in detail in Ref. [1] , and only a brief description is given here. Charged- also includes a dataset collected at CM energies above the Υ(4S ) resonance, which is not included in this analysis. Table 1 lists the data-taking period and Υ resonance for each run. We also use KKMC to study possible background from
The BABAYAGA generator with next-to-leading-order corrections [9] is used to estimate the Bhabha cross section systematic uncertainty. The
EvtGen [10] generator is used for studying the background from Υ(2S ) and Υ(3S ) decays in Run 7. We use the BKQED [11] generator to generate diphoton events.
Events produced by these MC generators are passed through a full detector simulation based on Geant4 [12] and are reconstructed and analyzed in the same way as the data. 
Analysis Method
For For a particular data sample, the integrated luminosity is measured from
where N cand is the number of selected signal candidate events, of which N bgd events are estimated to be background. The visible cross section σ vis is given by
where dσ/dΩ is the theoretical differential cross section and ǫ(Ω) the efficiency for reconstructing and selecting signal events for a given phase-space point Ω.
The methods for obtaining each of these quantities are discussed below.
Event Selection
The event-selection criteria are designed to yield samples of high-purity Bhabha and dimuon events, with two high-momentum charged-particle tracks in the central part of the detector and relatively little energy taken up by radiated photons. We have chosen the selection criteria so that systematic uncertainties arising from data-MC differences of event distributions are kept to a minimum. Electron vs. muon identification relies on comparison of the track momentum with the corresponding energy deposited in the EMC. Event selection is performed in two steps: preselection, which takes place at the level-3 trigger and during offline reconstruction, and is described in Section 3.1.1; and final event selection, which is described in Section 3.1.2.
As a basic requirement for tracks at both selection steps, the point of closest approach of the track to the incoming PEP-II beams is required to be less than 1.5 cm in the radial direction (r) and less than 10 cm in the beam direction (z).
Preselection
Tracks used for the level- sample of all logged events is kept regardless of whether any offline-filter selection is satisfied. The use of these "bypass" samples is discussed in Section 3.3.
Final Selection
The Bhabha and dimuon event selections for the luminosity analysis impose additional, tighter finalselection criteria, relying on event properties obtained with the offline reconstruction.
For Bhabha candidates, the CM polar angles of the tracks are required to satisfy |cos θ| < 0.70 rad for one track and |cos θ| < 0.65 rad for the other track. We require P 1 > 0.75 and P 2 > 0.50, where the scaled Events with no track-cluster association are rejected.
For dimuon candidates, we require |cos θ| < 0.70 rad for one track and |cos θ| < 0.65 rad for the other track, 
Background Estimation

Background Sources Common to All Runs
The efficiency for
events to pass the dimuon selection is determined using MC. We find the fraction of such events in the selected e + e − → µ + µ − candidate sample to be (0.0816 ± 0.0033)%. The fraction of Bhabha events in the dimuon sample is determined in the same way, and is found to be (0.02 ± 0.01)%. In both cases, the uncertainties are due to MC statistics, and are much larger than those expected due to uncertainties on the efficiency or the cross sections of the various modes.
To estimate the background due to cosmic rays or beam-gas interactions, we select dimuon candidates where the point of closest approach of the tracks to the beamline is between 10 cm and 30 cm of the interaction point in z, and that satisfy all other requirements. From this sample, the level of contamination of cosmic events in the dimuon sample is determined to be (1.8 ± 0.7) × 10 −5 , which we take to be negligible. Distributions of the CM acolinearity angle α, and the higher (lower) laboratory-frame energy-to-momentum ratio E/p H (E/p L ) for e + e − → e + e − candidates in a fraction of the data (Run 4; solid red histograms) and for simulated e + e − → e + e − events (dashed black histograms). The simulation histograms are normalized to the area of the data histograms. The distributions are shown with linear (left) and log (right) vertical scale. In each E/p plot (log-scale α plot), the vertical line shows the minimum (maximum) value for events that are retained. When plotting each variable, the selection criteria on all other variables are applied. Figure 3 : Distributions of the scaled CM momentum P i = 2p i / √ s and cosine of the CM polar angle θ i for the higher-momentum (i = 1) and lowermomentum (i = 2) track in candidate e + e − → µ + µ − events in a fraction of the data (Run 4; solid red histograms) and for simulated e + e − → µ + µ − and e + e − → τ + τ − events (dashed black histograms). In the log-scale plots, the dotted blue histograms show the small contribution of e + e − → τ + τ − events to the simulation histograms. The simulation histograms are normalized to the area of the data histograms. The upper two rows of figures show the P i distributions with linear (left) and log (right) vertical scale. In each scaled-momentum plot, the vertical line shows the minimum value for events that are retained. When plotting each variable, the selection criteria on all other variables are applied. The |cos θ i | (i = 1, 2) plots are made with |cos θ i | < 0.7. : Distributions of the CM acolinearity angle α and of the laboratory-frame energies of the higher-energy (E H ) and lower-energy (E L ) EMC clusters matched to the tracks in candidate e + e − → µ + µ − events in a fraction of the data (Run 4; solid red histograms) and for simulated e + e − → µ + µ − and e + e − → τ + τ − events (dashed black histograms). In each log-scale plot, the dotted blue histogram shows the small contribution of e + e − → τ + τ − events to the simulation histogram, and the vertical line shows the maximum value for events that are retained. The simulation histograms are normalized to the area of the data histograms. The distributions are shown with linear (left) and log (right) vertical scale. When plotting each variable, the selection criteria on all other variables are applied. The small structure at 1 GeV in the E H distribution results from a high-energy calibration correction that is applied to clusters with E > 1 GeV. Therefore, the background in the Bhabha channel is neglected.
Υ Background in Run 7
The on-resonance Run-7 sample contains nonnegligible contributions from the decays Υ(2S ) → e + e − , Υ(3S ) → e + e − and, to a smaller extent, from cas-
type of background, which we label as Υ → e + e − X, is negligible in the Υ(4S ) samples of Runs 1-6. We determine the number of Run-7 Υ → e + e − X events from
where N Υ is the number of e + e − → Υ events produced, and the visible branching fraction In the dimuon channel, Υ → µ + µ − events constitute (21.9 ± 2.2)% of the selected e + e − → µ + µ − candidate events for the Υ(2S ) sample and (14.3 ± 1.4)% for the Υ(3S ) sample. Due to the large uncertainty introduced by this background, dimuon events are not used for Run 7, as mentioned above.
Visible Cross Sections
The visible cross sections σ vis (see Eq. (2)) for Bhabha and dimuon events are initially obtained from the MC simulation for each run period and CM energy 7 .
We then correct the values of σ vis for small data-MC efficiency differences, determined as follows.
We determine the inefficiency of the trigger and offline-filter selection from the fraction of events that fail this selection but satisfy the final selection requirements, using event samples that are allowed to bypass the level-3 trigger and offline filter. From the inefficiency difference between data and MC, we apply runby-run corrections to σ vis of up to 0.3%.
The track-reconstruction inefficiency is measured from the fraction of Bhabha events in which only one track is found. To minimize the non-Bhabha events in this sample, one of the tracks must satisfy tight selection criteria: 0.95 < P < 1.05, 0.9 < (E/p) < 1.1, and |cos θ| < 0.70 rad. A second track is not found in 0.2% 7 The MC generators are not valid in some parts of phase space, in particular for small-angle Bhabha scattering, which is excluded by the analysis selection criteria. Therefore, the simulation can be used to evaluate the visible cross section, but not the full cross section and efficiency separately. of these events. The identification of these one-track events as e + e − → e + e − is justified by the observation that the highest-energy EMC cluster, other than the cluster associated with the track, has CM acolinearity with respect to the track of no more than about 10
• (some acolinearity is expected, since the missed track bends in the magnetic field), and that the ratio between the energy of this cluster to the track momentum peaks at 1. From the data-MC inefficiency difference, we apply run-dependent corrections to σ vis in the range 0.14%-0.27%. Table 3 summarizes the systematic uncertainties, which are described in detail below.
Systematic Uncertainties
For the selection criteria used in this analysis, we find that the cross section reported by BHWIDE is consistent with that of the BABAYAGA [14] generator to within the statistical uncertainty of the comparison, 0.06%. We add this uncertainty in quadrature to the BABAYAGA theoretical uncertainty of 0.20% [14] to obtain the total uncertainty of 0.21%. The uncertainty on the dimuon cross sections is taken to be 0.44%, based on Ref. [8] .
From the data-MC comparisons described in Sec- (2) The ratios between the on-resonance and off-resonance integrated luminosities are also given. Table 5 shows a run-by-run breakdown of the results for the Υ(4S ) periods. 13.60 ± 0.02 ± 0.09 (0.68) 1.419 ± 0.006 ± 0.011 (0.88) 9.58 ± 0.04 ± 0.04 (0.59) Table 5 : The on-resonance (L on ) and off-resonance (L off ) integrated luminosities of the individual Υ(4S ) runs, and the ratio between the on-and off-resonance integrated luminosities. For each entry, the first uncertainty is statistical, the second uncertainty is systematic, and the total relative uncertainty in percent is given in parentheses.
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