We study the property of the solution in Sobolev spaces for the Cauchy problem of the following fourth-order Schrödinger equation with critical time-oscillating nonlinearity + Δ 2 + ( )| | 8/( −4) = 0, where , ∈ , ∈ , and is a periodic function. We obtain the asymptotic property of the solution for the above equation as | | → ∞ under some conditions.
Introduction
In this paper we study the Cauchy problem of the following fourth-order Schrödinger equation with a time oscillating critical nonlinearity + Δ 2 + ( ) | | 8/( −4) = 0, for ∈ , ∈ , ( , 0) = ( ) , ∈ ,
where ∈ 1 ( , ) is a -periodic function and is a real constant. We define the solution of (1) to be ( , ).
In this paper we plan to study the behavior of as | | → ∞. We define ( ) = (1/ ) ∫ 0 ( ) to be the average value of ( ) on [0, ]. Naturally, we think of the following equation:
+ Δ 2 + ( ) | | 8/( −4) = 0, for ∈ , ∈ , ( , 0) = ( ) , ∈ .
We define the solution of (2) to be ( , ). We will study the relation of ( , ) and ( , ) as | | → ∞. Definition 1. For two integers 2 ≤ ≤ ∞ and 2 ≤ < ∞, we say that ( , ) is an admissible pair if the following condition is satisfied:
To begin with, we give the following local well-posed results by similar techniques in [1] .
Proposition 2.
Let ∈ 2 ( ). Then there exists a unique 2 -solution ( , ) on a maximal time interval (− min , max ) for (1) . Moreover, for any admissible pair ( , ) and ⊂ (− min , max ), ( , ) ∈ ( , 2, ( )). If
for any admissible pair ( , ).
The succeeding section is devoted to establishing the dispersive estimates for the linear equation related to (1) and (2), and we will present the nonlinear estimates of nonlinearity. In Section 3 we present the proofs of Theorems 3 and 4.
Notations and Preliminaries
Given > 0 and a function space on , we denote by ‖ ⋅ ‖ ( 
Later we will particularly take = , ( ) ( ∈ , 1 ≤ ≤ ∞). For simplicity of the notations, we, respectively, abbreviate ‖ ⋅ ‖ ( . We also abbreviate ,2 ( ) = ( ). In the following, we will introduce our four working spaces.
For any time interval , we denote
The fundamental solution of the linear equation related to (1) and (2) is given by the following oscillatory integral:
We denote by ( ) ( ∈ ) the fundamental solution operator
So (1) and (2) have the following integral forms, respectively:
Lemma 5 ((Strichartz estimates) (see [10] )). Assume ≥ 0, ( ) ∈ ( ), ( , ) ∈ , and ( , ) is a solution on [0, ] of the following initial value problem:
then for all admissible pairs ( , ) and ( , ), we have
Lemma 6. Let be a compact time interval containing 0 . Then we have
Proof. By the definition of ( ), we obtain
Using Hardy-Littlewood-Sobolev inequality, we have
which completes the proof.
Lemma 7. For any compact time interval , we have
Proof. Using Sobolev embedding (see [11] )
we have
Similarly, using Sobolev embeddinġ2 
which completes the proof of the first inequality. Next we prove the second inequality. Using interpolation inequality (see [12] ), we obtain
Using Sobolev embedding, we obtain
So we have
which completes the proof of the second inequality.
Assume that the nonlinear function ( ) = | | 8/( −4) . Then we have the following two lemmas.
Lemma 8. Let be a compact time interval. Then, we have
Proof. Using Lemma A.11 of [13] and Lemma 7, we have
For the second inequality, we have
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For 5 ≤ < 12, using Lemma A.11 of [13] and Lemma 7, we obtain
For ≥ 12, using Lemma A.12 of [13] ( = 8/( − 4), = 8/( + 4), = /( + 4)) and Sobolev inequality, we have
From (28), using interpolation inequality and Lemma 7, we have
From (26), (27), and (29), we have
Similarly, we can prove
Using Lemma 8, we immediately obtain the following lemma.
Lemma 9. Let ≥ 5. Then we have
Using the proof techniques in [14] , similarly we can obtain the following lemma.
Lemma 10. For any admissible pair ( , ), ( , ), ∈
, we have 
then we have
where ( ≤ .
From (11) and (12), we have
By Lemma 10, we have
Using Hölder inequality and Sobolev embedding inequality, we obtain
where = ‖ ‖ (0, ; 2, ( )) . Using (38) and (39), we have
In the following we will prove that ‖ ( , ) − ( , )‖ (0, ; ( )) .
Since
For the case ( , ) = ( , ), we have
For the case ( , ) = (∞, 2), we have
On
Similarly for the case ( , ) = ( , ), we have
By induction, we have
for = 0, . . . , − 1. So we have
Using the above estimate and (40), we have
(2) In the following we discuss the estimate ‖∇( − )‖ (0, ; ( )) .
By (11) and (12), we have
Using (11)- (12) and Lemma 5, we obtain
Noting that
so ∇(| | 8/( −4) ) ∈ (0, 1 ; ( )).
Using Lemma 5 and Lemma 10, we have
Using Hölder inequality, Sobolev embedding, and Lemma 7, we obtain ∇ (
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‖∇ ‖ 0 (0, 1 ) ≤ 1, using Young's inequality and Lemma 7, we obtain
Evidently, in order to get the estimate ‖∇( − )‖ 0 ( 0 , 1 ) , we have to estimate the norm ‖ − ‖ ( 0 , 1 ) .
By (11)- (12), Lemmas 6 and 9, we obtain
) ∈ (0, 1 ; ( )). Using Lemma 10, we obtain
From (57)- (59), we get 
we obtain
Taking (63) into (56), we can get
then we can obtain
Let 1 = sup{ | 0 < < , ‖∇( − )‖ (0, ; ( )) → 0 as | | → ∞}. By continuous extension method and contradiction method, we can prove that 1 = .
(3) At last, we discuss the estimate ‖ 2 ( − )‖ (0, ; ( )) .
As in Lemmas 8 and 9, we define ( ) = | | 8/( −4) . By (11) and (12), we have
, and 3 ( ) are as follows:
are all × matrixes.
For the case 5 ≤ < 12, using Hölder inequality and Sobolev embedding, we have
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Since ∈ (0, ; 2, ( )), we have 3 ( ) ∈ (0, 1 ; ( )); thus by Lemma 10,
In the following, we analyze the norm ‖ 1 ( , )‖ (0, 1 ; ( )) for 5 ≤ < 12.
Using Hölder inequality and Sobolev embedding, we obtain
Similarly, we can get
Combing (74) and (75), we have
At last, we analyze the norm ‖ 2 ( , )‖ (0, 1 ; ( )) . We divide it into two cases.
Case I (5 ≤ ≤ 8). Using Hölder inequality, Sobolev embedding, and (73), we can get
Similarly, we can get 
Combing (77) and (78), we can obtain
From (70), (73), (76), and (79), we have
Taking
Furthermore, if ‖ 2 ( (0) − (0))‖ 2 ( ) and are small enough such that
Case II (8 < < 12). Noting that 
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From (70), (73), (76), and (86), we have 
Similarly, let 2 = sup{ | 0 < < , ‖ 2 ( − )‖ (0, ; ( )) → 0 as | | → ∞}. By continuous extension method and contradiction method, we can prove that 2 = .
From (53), (67) Proof. Using (11), Strichartz estimates, and Hölder inequality, noting that ≥ 5 (to be sure that − 4 > 0), we can get 
Proofs of Theorems
Proof of Theorem 3. For any given 0 < < max , suppose that ‖ ‖ ∞ ( ) ≤ 1 ; obviously, we have | ( )| ≤ 1 . For any given (which will be decided later), we divide ≤ .
