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Abstract 
Let G be a graph and U, L’ two vertices of G. Then the interval from K to 2’ consists of all those 
vertices that lie on some shortest u - 1; path. Let S be a set of vertices in a connected graph G. 
Then the Steiner distance d,(S) of S in G is the smallest number of edges in a connected 
subgraph of G that contains S. Such a subgraph is necessarily a tree called a Steiner tree for S. 
The Steiner interval I,(S) of S consists of all those vertices that lie on some Steiner tree for S. Let 
S be an n-set of vertices of G and suppose that k < n. Then the k-intersection interval of S. 
denoted by I,(S) is the intersection of all Steiner intervals of all k-subsets of S. It is shown that if 
s = ;a,, u2, . ..) u,j \ is a set of n 3 2 vertices of a graph G and if the 2-intersection interval of S is 
nonempty and x~l,(S), then d(S) = C:‘= 1 d(u,,x). It is observed that the only graphs for 
which the ?-intersection intervals of all n-sets, n > 4, are nonempty are stars. Moreover. for 
every II > 4, those graphs with the property that the 3-intersection interval of every n-set is 
nonempty are completely characterized. In general. if n = 2k, those graphs G for which I,(S) is 
nonempty for every n-set S of G are characterized. 
Ke,vwo&: Steiner tree; Steiner interval; Median graph 
1. Introduction 
Let G be a graph and U, D two vertices of G. Then the interval from u to L’, I,;(u, P) or 
I (u. c), is defined by 
Ic(u, 11) = (W E V(G)lw lies on a shortest u--c path in G). 
Thus if x E I,;(u.u), then d(u,u) = d(u,x) + d(x, v). In the case of a tree T the interval 
between two vertices u and u in T consists of the vertices on the unique u - L’ path in 
T. However, in general the interval between two vertices u and u in a (connected) 
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graph may contain vertices from more than just one shortest u - u path. Mulder (see 
[22]) devoted an entire monograph to several topics related to intervals in graphs. 
Terminology not presented here can be found in [S]. 
Let S be a set of vertices in a connected graph G. Then the Steiner distance d,(S) or 
d(S) of S is the smallest number of edges in a connected subgraph of G that contains S. 
Such a subgraph is necessarily a tree called a Steiner tree for S. The problem of finding 
the Steiner distance of a set of vertices is called the Steiner Problem and is NP- 
complete (see [lo]). Steiner trees are well known for their combinatorial optimization 
aspects and applications to network design and transportation. Motivated by the 
notion of the interval between two vertices and the Steiner distance of a set of vertices 
we define the Steiner interval, IG(S) or I(S), of a set S by 
I,(S) = {w E v(G)1 w lies on a Steiner tree for S in G>. 
Thus if 1 S 1 = 2, then the Steiner interval of S is the interval between the two vertices 
of s. 
Apart from the Steiner interval, which is suggested by the notions of the interval 
between two vertices and the Steiner distance of a set of vertices, there are other facts 
that make the simultaneous investigation of these two parameters appealing. 
Let S be an n-set and k 6 n. Then the k-intersection interval of S, denoted by Ik(S) is 
the intersection of all Steiner intervals of k-subsets of S. Graphs for which the 2- 
intersection intervals of every 3-set consist of a unique vertex are called median graphs. 
Median graphs were introduced independently by Avann [l] and Nebesky [25]. They 
investigated their relationship with certain algebraic structures. Mulder and Schrijver 
[24] studied the relationship between median graphs and certain type of hypergraphs. 
In the papers by Mulder [22,23], the characterization of median graphs is given in 
terms of a “convex expansion”. This result forms a basis of a recent O(l 1/12 log 1 V I) 
algorithm for recognizing median graphs [14]. 
The concept of median graphs is closely related to the general concept of median 
procedure. For a given set of vertices (profile) rr = {xi, x2, . . . , xk) of a finite connected 
graph G, a median of 7t is a vertex x for which If= 1 d(xi, x) is minimum. The median 
procedure on G is a function Med whose domain is the set of all profiles and is given 
by Med(n) = { : x x is a median of E>. The median procedure is widely used in studies of 
consensus and location [2, 3, 5-7, 11, 131. It has been studied for distributive lattices 
by Barbut [4], for arbitrary graphs by Slater [26], for trees by Mitchell [21], Vohra 
[27], and Zelinka [28,29], and for cube-free graphs by McMorris, et al. [19]. The 
median procedure has been also studied for covering graphs of various classes of 
posets [15-17, 201. 
The motivation of this paper is to explore links between median graphs and Steiner 
trees. 
The following result shows how the Steiner distance of an n-set can be found if its 
2-intersection interval is nonempty. 
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Theorem 1. Let S = {u,, u2, . . . , u,} be a set of n > 2 vertices of a graph G. Jf the 
24ntersection interval ofS is nonempty and x E 12(S), then d(S) = Cr= 1 d(ui, x). 
Proof. We proceed by induction on n. If n = 2, then the result follows from the 
definition of the interval between two vertices. Suppose now that n > 2 and that 
the result holds for all k, 2 d k < n. Let Qi be a shortest ui - x path for 1 < i < n. 
Observe that if i f j then Qi and Qj intersect in exactly one vertex, namely x. Let H be 
the subgraph of G whose edges and vertices are precisely those of Qr, Qz, , Q,,. Then 
His a tree that contains the vertices of S. Observe that q(H) = Cr= 1 d(u,, x). If x is one of 
the nils, say u,, then q(H) = Cyz: d(ui, x). Since x = U, E Iz(S - {IA,,)), it follows, from 
the induction hypothesis, that d(S - [u,,)) = Crz: d(tli, x). Since d(S) > d(S - (u,,i ) 
the result follows in this case. So we may assume that x does not equal any one of the 
ui’s. Let T be a Steiner tree for S. We now show that q(H) d q(T). Perform a Depth 
First Search (DFS) on T starting at one of its end vertices. Let u,,, ui2, . . . , u,” be the 
order in which the vertices of T are visited in the DFS. Observe that when the DFS is 
complete all the edges of T have been traversed exactly twice. Observe also that 
MU,,, u,,, ,) 3 dA+ ui,+,), where subscripts are expressed modulo n. Hence. 
n-1 n-1 
Q(T) = 2 dd u,,, u,,,,) + h-h,,, ui,) z c 4&s,, u ,,,,) + d&n> u,,) = 2dH). 
j= 1 j=l 
The last equality follows from the fact that one can perform a DFS of H by beginning 
with u,) and traversing the vertices of H in such a way that the vertices of S are visited 
in the same order as in the DFS of T. The result now follows. El 
Since it can be determined in polynomial time whether an n-set satisfies the 
hypothesis of Theorem 1, the Steiner distance for such an n-set can be found in 
polynomial time. The result of Theorem 1 is best possible in the sense that we will now 
discuss. Let G be the graph of Fig. 1 and let S = {IA,, u2, , u,). Then x lies on 
Fig. 1 
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a shortest ui-uj path for all 1 < i < j < n except on a shortest U, _ 1-~, path, but x does 
not belong to a Steiner tree for S and d(S) # Cl=1 d(ui, x). In fact, d(S) = 2n - 1 but 
a tree with the least number of edges and containing S and x has 2n edges and 
If= 1 d(ui, x) = 2n. Th’ 1s graph also serves to illustrate that there may be n-sets for 
which the 2-intersection intervals are empty. 
Observe also that the k-intersection interval of S for all k, 3 d k < n, contains 
z and is thus nonempty. Indeed, it is our belief that if the k-intersection interval 
of some n-set S is nonempty, then the l-intersection interval of S is nonempty for 
all 1 > k and if x E Ik(S), then x E I,(S). To prove this statement, it would suffice to 
show that if S is an n-set and x E I,_ 1(S), then there exists a Steiner tree for S that 
contains x. 
2. Graphs for which 3-intersection intervals of all n-sets are nonempty 
Graphs for which the 2-intersection interval of every 3-set is nonempty have been 
studied (see [22]). The only graphs which have the property that the 2-intersection 
interval of every n-set is nonempty, where n > 3, are the stars. To see this, note that if 
G is a connected graph but not a star, then there exist two independent edges in G. If 
we place the four end vertices of these two edges in an n-set, then the 2-intersection 
interval of this n-set is empty. We now investigate graphs with the property that all 
n-sets have nonempty 3-intersection intervals for some fixed n 3 4. 
Theorem 2. A graph G has the property that the 3-intersection interval of every 4-set is 
nonempty if and only if G has no cycles of length other than 3 or 5. 
Proof. We show first that if G contains a 4-cycle or an r-cycle, r 3 6, then G contains 
a 4-set S for which the 3-intersection interval is empty. 
Suppose G contains a 4-cycle. Let S consist of the vertices on this 4-cycle. Since 
every 3-subset of S induces a connected subgraph of G it follows that the 3-intersection 
interval of S is empty in this case. 
Suppose now that G does not contain 4-cycles but an r-cycle of length at least 6. Let 
C be a shortest cycle among such cycles in G. Then the cycle C is either such that 
d&u, v) = &(u, v) for all vertices U, v on C or C is a 6-cycle vl, v2, . . . , us, v1 or an 
g-cycle vl, v2, . . . , us, v1 whose vertices induce the subgraphs F, or F2 of Fig. 2, 
respectively, or C is a 6-cycle vl, v2, . . . , v6, v1 without diagonals but for which vj and 
us are connected by a path of length 2 as shown in the graph F3 of Fig. 2. Suppose first 
that C is such that dc(u, v) = &(u, v) for all vertices U, v on C. For C: vl, v2, . . . , v,., v,, 
let S = {k urn, u,+ 1, 0 2m} if r = 2m and S = {vi, v,, v,,,+~, v~,,,+~) if r = 2m + 1. In 
either case the 3-intersection interval of S is nonempty. 
If &(u, v) # &(u, v) for some pair u, v of vertices of C, then G contains one of the 
three (induced) subgraphs of Fig. 2. In this case, let S consist of the darkened vertices 
and observe that the 3-intersection interval of S is empty. 
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F1: 
Fig. 2. 
For the converse, assume that the graph G, of order at least 4, has no cycles of 
length other than 3 or 5. Then each block of G is isomorphic to K2, K3, or Cs. We 
show by induction on the number of blocks that the 3-intersection interval of any 4-set 
S in G is nonempty. 
Suppose G has one block. Since G has order at least 4, this block must be 
isomorphic to Cg. It can be verified in a straightforward manner that the 3-intersec- 
tion interval of every 4-set is nonempty. Suppose now that k 3 1 and that every graph 
(of order at least 4) with k blocks, each of which is isomorphic to KZ, K3, or Cj. has 
the property that the 3-intersection interval of every 4-set is nonempty. Let G be 
a graph (of order at least 4) with k + 1 blocks each of which is isomorphic to K,, K, or 
Cs. Let 2; be a cut-vertex of G. Let the components of G-r be denoted by 
Hi, HZ, . . , H,. Let S be a 4-set. If S has elements in at least three components, then 
the cut vertex has to be in the 3-intersection interval of S and the result follows. If S is 
contained in a subgraph induced by one of the components of G-c together with I’, 
then the result follows from the inductive hypothesis. It remains to consider the case 
where S is contained in the subgraph induced by two components of G-c. say HI and 
Hz, together with U, i.e., S E V((V(H,)uV(H,)u(u))). If c’ belongs to S or if 
S contains two vertices from H, and two from Hz, then v has to be in the 3- 
intersection interval of S. Otherwise. three vertices of S belong say to HI and one 
vertex \V of S belongs to HZ. Then the 3-intersection interval of S is same as the 
3-intersection interval of the set S-{w)u{v}, which is nonempty, by the induction 
hypothesis. 0 
In order to characterize graphs with the property that the 3-intersection intervals of 
every 5-set is nonempty, we establish the following result for trees which is of interest 
in its own right. 
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Theorem 3. For a tree of order at least 2k - 1 the k-intersection interval of every 
(2k - 1)-set consists of exactly one vertex. 
Proof. Let S be a set of 2k - 1 vertices in a tree T. Notice that for every edge e 
in T exactly one out of two components of T - e has at least k elements of S. 
Direct e towards this component. By doing this for every edge e of T, we obtain 
a directed tree D. Since T has no cycles, D must have a vertex u with outdegree, 
ad(u), equal to 0. Furthermore, this vertex is unique. To see this, suppose that there 
are two vertices, say u and v, with ad(u) = ad(v) = 0. Let U, el, ul, e2, . , uIPl, el, v 
be the u-v path in T. Observe that its length 1 is at least 2. Let Hi be the component 
of T - e, containing u and let H, be the component of T - ek containing v. These 
subgraphs HI and H2 of Tare disjoint and both contain at least k elements of S, which 
is not possible. 
The unique vertex u with ad(u) = 0 has the property that each component of T - u 
contains at most k - 1 vertices of S. Therefore, every Steiner tree containing k vertices 
of S also contains U. On the other hand, if v # u is a vertex of T, then some component 
of T - v contains at least k elements of S. Hence, v does not belong to the Steiner tree 
for these k elements. 0 
Theorem 4. A graph G has the property that the 3-intersection interval of every 5set is 
nonempty if and only if every block of G is isomorphic to Kz or K3 and those blocks 
isomorphic to K3 are end-blocks. 
Proof. First notice that if a graph G has nonempty 3-intersection intervals for all 
5-sets then it also has nonempty 3-intersection intervals for all 4-sets. Thus, by 
Theorem 2, every block of G is isomorphic to K,, K,, or Cg. However if C, is a block 
of G, then we can select the vertices of such a cycle to be the vertices of S and for them 
the 3-intersection interval is empty. Assume next that K3, is a block of G and that it is 
not an end-block. Thus the graph H shown in Fig. 3 is a subgraph of G and the 
3-intersection interval of S = V(H) is empty. 
It remains to show that if G is a graph with the properties in the statement of the 
theorem, then every 5-set of G has nonempty 3-intersection interval. Let T be a tree 
obtained from G by deleting an edge from each triangle of G. Notice that T and 
G have the same 3-intersection intervals for all 5-sets. Therefore, by Theorem 3, these 
3-intersection intervals are nonempty. 0 
Fig. 3 
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Fig. 4. 
Theorem 5. For n = 6, a graph G hus the property that the 3-intersection intercal of 
every n-set is nonempty if and only if its order is at least n and,for some rerteu 1’ erer~ 
component of GPtl is K 1 or K, (see Fig. 4). 
The theorem follows from Theorem 6 of the next section. In fact, it is a special case 
of Theorem 6 for k = 3. 
3. A general result on graphs for which Z,(S) is non empty for every n-set S of vertices 
In this section we characterize those graphs G for which I,(S) is nonempty for every 
n-set S, provided n is sufficiently large in comparison to k. In order to present our 
characterization we need the following characterization of 2-connected graphs that 
appears in [9] and is a stronger characterization of 2-connected graphs given indepen- 
dently by Gyori [ 121 and Lovisz [18]. 
Theorem A. A graph G of order p is 2-connected if and only if,for ecery t\co t1i.stinc.t 
vertices a, b in V(G) there exists an ordering of the vertices of G, u = x1. sz. . 
xp = b such thut ,for each 1 with 1 < 1 < p the subgraphs induced by [.x1, x1, , x,) 
and (xl, x, + 1, . . , xp > are connected. 
Theorem 6. Let G be a graph of order p >, n and suppose n 2 2k. Then Zk(S) is nonempty 
for ecery n-set S of aertices of G if and only if G has n cut rertes r such thut every 
component of G-v has at most k - 1 tlertices. 
Proof. Suppose G has a cut vertex L’ such that every component of G-11 has at most 
k - 1 vertices. Then the Steiner tree for every k-set of vertices must contain L’. Hence 
I,(S) is nonempty for every n-set S of vertices. 
We now show that if G is a graph of order p >, n where n 3 2k such that I,(S) is 
nonempty for every n-set S, then G has a cut vertex c such that every component of 
G-c has at most k - 1 vertices. Suppose this is not the case. Then let G be a counter- 
example of smallest possible order. 
We show first that G has a cut vertex. If G is 2-connected, then, by Theorem A, it 
contains two disjoint connected subgraphs each of order at least k. Hence, for their 
vertex sets S, and S2, the intersection of their Steiner intervals is empty. Consequently, 
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if S is an n-set containing Si and Sz, then Zk(S) is empty. This contradicts the 
hypothesis. Hence, G has a cut vertex. 
Let v be a cut vertex of G such that the maximum order of a component of G-v is as 
small as possible. We will show that every component of G-v has at most k - 1 
vertices. If this is not the case, then for every cut vertex w of G, G - w has a component 
of order at least k. Observe that if w is any cut vertex of G, then G - w has exactly one 
component of order at least k, otherwise there exist two disjoint k-sets Si and Sz of 
vertices each of which induces a connected subgraph of G; this implies that G has an 
n-set S of vertices such that Ik(S) is empty. Moreover, if H is the component of G - w 
of order at least k, then, by a similar argument, it follows that G - V(H) has at most 
k - 1 vertices, since this is a connected induced subgraph of G. Hence, H actually has 
at least n - (k - 1) 2 k vertices. 
We show next that H must contain a cut vertex of G. If this is not the case, then the 
vertices in V(H)u{w} induce a 2-connected graph. From the above it follows that 
G - V(H)u{w} h as f ewer than k - 1 vertices, say k’. By Theorem A, V(H)u{w} can 
be partitioned into two (disjoint) sets Si and S2 such that 
(i) (SiI=k-k’and(S,l=p-k3k; 
(ii) Si contains w; and 
(iii) Si and Sz both induce connected subgraphs. 
Observe that the vertices in S,u(V(G) - V(H)) induce a connected subgraph of 
G and that this set has k vertices. Hence, G contains two disjoint sets each of 
cardinality k that induce a connected subgraph. Thus G contains an n-set S such that 
Z,(S) is empty, contrary to the hypothesis. 
Let v be a cut vertex as described above and let H be the component of G-v of 
maximum order, i.e., of order exceeding k. For every cut vertex w of G contained in 
H note that v must be contained in the component of order exceeding k in G-w; 
otherwise we have a contradiction to our choice of v. We observe next that v belongs 
to a cyclic block in the subgraph induced by V(H)u{v}. If this is not the case, then v is 
incident with a bridge, VW say, of G, where w is in H. Since H contains more than 
k vertices, we again have a contradiction to our choice of v (since the maximum order 
of a component of G-w is less than the maximum order of a component of G-v). Let 
C be the cyclic block of the subgraph induced by V(H)u{v} that contains v. Suppose 
t is the order of C. Let u be a neighbor of v in C. By Theorem A, there is an ordering 
v = vi, v2, . . . ) v, = u of the vertices of C such that for each 1 with 1 < 1< t, the 
subgraphs induced by {vi, v2, . . . , vl> and {vr , v1 + i, . . . , vr > are connected. For each i, 
1 < i < t, let l/i consist of vi if vi is not a cut vertex of G and otherwise let Vi consist of 
vi and all those vertices belonging to the components of G-vi disjoint from C. Clearly, 
every vertex of G belongs to some l/i. Also, by an earlier observation, 1 Vi I < k - 1 for 
all i, 1 d i d t. Let t’ be the smallest positive integer such that V’ = 1/r uV,u ... uV~, 
has at least k vertices. By our choice of t’, V” = V,LJ V/t< +,u ... u I/, also contains at 
least k vertices. Note that I/’ and V” both induce connected subgraphs of G. Let G’ be 
a connected subgraph of order k of the subgraph induced by the vertices in I/’ such 
that G’ contains all the vertices of V,u V2u ... UT/,, ~ ,. Let G” be a connected 
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subgraph of the subgraph induced by the vertices in Ii” such that G” contains all the 
vertices of V f,+ ,u ... uV,. Let S, = V(G’) and Sz = V(G”). Observe that the Steiner 
intervals for S1 and S2 intersect in a subset of I/,,. Since SIuSzuV,~ = V(G) and since 
V,, contains at most k - 1 vertices, (SruS,) - V, contains at least k vertices. More- 
over, the subgraph induced by (S,uS,) - I/,. is G - I/,, which is connected. Let S, be 
a set of k vertices in G - V,, such that S3 induces a connected subgraph of G. Observe 
that I(Si) = Si for i = 1, 2, 3 and that ~S1uSzuS~~ d k. Let S be an n-set of vertices 
containing S1 uSzvS3. Since S, nS,nS, is empty it follows that Zk(S) is also 
empty, contrary to hypothesis. Hence, every component of G-c has order at most 
k-l. 0 
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