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Introduction
Decision-makers often consult experts for reliable forecast about some uncertain future outcomes. Expert opinion has been used in a more or less systematic way in many fields: weather forecast, aerospace programs, military intelligence, nuclear energy and in policy analysis. In the economic field, experts' forecasts are often combined on the basis of past performance and observed values of some exogenous variables. The forecast can be expressed in terms of future realization, and in this case, it is referred to as a point forecast or in terms of the probabilities of the future values (full distribution) of the variable, defined as a probabilistic forecast.
Combining different experts' forecasts or predictive cumulative distribution functions is a critical issue in order to construct a single consensus forecast representing the experts' advice. Among the first papers on forecasting with more predictions, we refer to Barnard [1] , who considered air passenger data, and Roberts [2] , who introduced a distribution that is essentially a weighted average of the posterior distributions of two models and is similar to the result of a Bayesian model averaging (BMA) procedure. See [3] for a review on BMA, with a historical perspective. Nowadays, the literature on the combination of point forecasts has reached a relatively mature state dating back to papers, such as [4] . Timmermann [5] provides an extensive summary of the literature and the success of forecast combinations in the economic field. However, the literature on density forecasting and on density
Combination and Calibration

A General Combination Model
The probability distribution is the expression of an expert's subjective beliefs, which is based on a prior experience that the individual has had with the problem at hand. In the framework of probabilistic forecasting treated here, and for a real-valued outcome, a probabilistic forecast can be represented in the form of a predictive cumulative distribution function (predictive cdf), which might be discrete, mixed discrete-continuous or continuous, with a predictive probability density function (predictive pdf).
The opinions of several experts may differ because they do not collect the same information and they do not interpret them in the same way. In this case, a method to combine the different sources of information is needed. Suppose we have a finite sequence of K σ-algebras, A 1t , . . . , A Kt , representing different information sets available at time t, and a sequence of predictive cdfs, F 1t , . . . , F Kt , where F kt represents the conditional distribution of the variable of interest Y t+1 given the σ-algebra A kt . An ideal strategy to combine predictive cdfs may be to combine information sets to issue the conditional distribution of the variable Y t+1 given the σ-algebra A t generated by a sequence of information sets A 1t , . . . , A Kt . However, information sets are not known in practice; thus, a possible solution to the combination problem is to combine the predictive conditional distributions of the variable Y t+1 given the σ-algebra A kt . Following the notation used in [20] , we define a parametric family of combination formulas as a sequence of maps:
indexed by the parameter θ ∈ Θ, where Θ is a parameter space, F kt , k = 1, . . . , K, is a sequence of cdfs and F is a suitable space of distributions.
We adopt the approach of [12] , drop in the notation the dependence of H on the combined cdfs and consider three types of pooling schemes, denoted with H mt (y|ω), m = 1, 2, 3. These three schemes are special cases of the generalized linear form:
where ϕ is a continuous increasing monotone function and ω = (ω 1 , · · · , ω K ) is a vector of combination weights, with
If ϕ is differentiable and the cdf F kt admits pdf f kt , for all k = 1, . . . , K and t = 1, . . . , T, then the generalized combination model can be re-written in terms of pdf h mt as:
where ϕ denotes the first derivative of ϕ. The three cases considered in this paper are:
1.
Linear opinion pool (m = 1), i.e., ϕ(x) = x:
2.
Harmonic opinion pool (m = 2), i.e., ϕ(x) = 1/x:
3.
Logarithmic opinion pool (m = 3), i.e., ϕ(x) = log(x):
The three related densities functions are respectively:
1.
Linear opinion pool (m = 1): 
3. Logarithmic opinion pool (m = 3):
where f kt (y) is the pdf of F kt (y).
To conclude, we provide an example in Figure 1 in order to appreciate the difference among the three types of combination schemes. We assume there are two predictive distributions to combine in the three schemes:
is the normal distribution with location µ and scale σ. At first look, the linear combination model is able to generate multimodal pdfs, whereas harmonic and logarithmic models generate unimodal pdfs with certain degrees of skewness depending on the value of the combination weights. We show in Figure 2 an example of harmonic and logarithmic pooling for two values of the combination weights: ω 1 = 0.9 (solid lines) and ω 1 = 0.1 (dashed lines).
Most of the literature on this issue characterizes different types of combination formulas that satisfy (or not) some particular conditions, such as the strong and weak set-wise properties of [22] , the zero preservation property by [23] or the independence preservation property by [24] . Such combination schemes have found many ad hoc applications, but they raise serious problems related to their accountability, neutrality and empirical control. For these reasons, we prefer to use the perspective of [25] and to focus on calibration and dispersion properties. 
A Calibration Model
The calibration issue implies studying if H t is a "good" predictive distribution function for the empirical data Y s , s = 1, . . . , t.
Dawid [26] introduced the criterion of complete calibration for comparing prequential probabilities H t = P(Y t = 1|Y 1 , . . . , Y t−1 ) with the binary random outcomes Y t . This criterion requires that the averages of the H t and of the Y t converge to the same limit. The validity of this criterion is justified by the fact that the above property holds with probability one, so that its failure discredits H t . In the case of continuous random variable Y t , [26] apply the [27] concept of the probability integral transform (PIT), which is the random variable Z t = H t (Y t ), where H t is a predictive cdf for Y t . In the case of continuous Y t (and continuous H t ), with Y t ∼ H t , the distribution of Z t is [20] generalized the complete calibration criterion used by [28] applying it on non-binary outcomes Y t . As mentioned at the beginning of this section, a useful tool for combining a predictive distribution function is the conditional distribution of the observation Y t given the σ-algebra generated by the predictive cdfs, F 1t , . . . , F Kt , at time t, or by the combination formula:
almost surely, where ψ(x) is the map from F to F . This is a modified version of the auto-calibration property given in Tsyplakov (2011) for ψ(x) = x. Here, we assumed that the calibration is obtained by a distortion, through ψ, of a combination scheme H. Thus, calibration is something related to the combination formula. Following the combination schemes and the notation given in the previous section, the relationship between calibration and combination is given by:
where
, ϕ −1 denotes the inverse of ϕ and ψ m is the distortion function with the subscript m denoting one of the three combination schemes given in the previous section. In general, the combination scheme used in the calibration and combination formula must satisfy some requirements on the PIT's dispersion:
The combination formula is flexibly dispersive if for the class F of fixed, non-random cdfs, for all
The combination formula is exchangeably flexible dispersive if for the class F of fixed, non-random cdfs, for all F 0t ∈ F and F 1t , . . . ,
, and a neutrally-dispersed forecast.
See [20] . In a nutshell, aggregation methods have to be sufficiently flexible to accommodate situations typically encountered in practice. In the next part, a possible solution to the problem of choosing the combination and calibration scheme will be described.
A Beta Mixture Calibration and Combination Model
Introduced by [29] and generalized in [20] , the beta transformation of the pooling operator H takes the form:
where B α,β denotes the cdf of the beta distribution with parameters α > 0 and β > 0, and H mt (y|ω) is one of the combination formulas defined in (3)-(5). Moreover, consider that the case with α > 1 and β > 1 reduces the beta-transformed pool in the beginning pooling operator. If F 1t , . . . , F Kt admits Lebesgue densities, the previous can be written in terms of aggregated pdfs:
where h mt is defined by Equations (6)- (8) and b α,β is the pdf of the beta distribution. Bassetti et al. [19] interprets the beta transformation as a parametric calibration function, which acts on the combination of F 1t , . . . , F Kt with weights ω k , k = 1, . . . , K.
Furthermore, Equations (11) and (12) are generalized proposing the use of a mixture of beta calibration and the combination model:
and:
where θ = (α, β, ω, ρ) comprises α = (α 1 , . . . , α J ) and β = (β 1 , . . . , β J ), the beta calibration parameters,
. . , ω Kj ) the vector of combination weights and ρ = (ρ 1 , . . . , ρ J ) the vector of the beta mixture weights.
In conclusion, a simulation example is reported to illustrate the effect of the beta combination and calibration model on predicting realizations of the variable of interest Y t . Consider:
for t = 1, . . . , 1000 and two predictive cdfs:
The first cdf is wrong in predicting the mean of the distribution; the second one is wrong in predicting the variance. Here, we do not pay attention to the combination formula that generates the two predictive functions. In Figure 3 , which show cdfs of PITs, the difference among the two types of error is evident: errors in the mean are displayed by a cdf that overestimates (or underestimates, depending on the error sign) the "true" cumulative density function; while errors in variance appear as an underestimate in the left side of the distribution and an overestimate in the right side, the discontinuity point corresponds to the mean, at which the two lines intersect. We apply the beta transformation to each predictive function separately in order to appreciate the effect of the procedure. In Figure 4 , we report the initial predictive functions (red lines), their beta transformations (green line) and the PITs of the simulated data (black lines). 
Bayesian Inference
Before proceeding to the presentation of the Bayesian inference setting, a different parametrization of the problem has been proven to be more convenient in various papers involving beta distributions (see, e.g., [30] [31] [32] [33] [34] ). The beta density function of the standard beta distribution with parameters α > 0 and β > 0 is written as:
where µ = α/(α + β), ν = α + β, Γ(·) denotes the gamma function and I A (x) the indicator function, which takes a value of one if x ∈ A and zero otherwise. The aim of this section is to provide an estimation procedure for a combined and calibrated model, in which the cumulative predictive distributions F kt are aggregated in a single cdf, G mt , for the subsequent realization y t+1 . To handle this issue, consider a unit prediction horizon, where the training set is composed of predictive cdfs F 1t , . . . , F Kt based on the information available in t − 1 along with the respective realizations y s , s ≤ t − 1.
Let us consider the following reparametrized cdf and pdf functions of the beta mixture calibration and combination model in Equation (13):
for t = 1, . . . , T; m = 1, . . . , 3 indicates the type of combination employed and j = 1, . . . , J the number of beta mixture components. Moreover, the parameters µ = (µ 1 , . . . , µ J ), with µ j ∈ (0, 1), ν = (ν 1 , . . . , ν J ), with ν j ∈ (0, ∞), ω = (ω 1 , . . . , ω J ), with ω j ∈ ∆ K , with ∆ K denoting the K-dimensional standard simplex, and ρ = (ρ 1 , . . . , ρ J ) ∈ ∆ J are collected in a single parameter vector θ = (µ, ν, ω, ρ). Following the Bayesian approach in [19] , we assume the prior distributions:
is a beta distribution with density proportional to
is a gamma distribution with density proportional to x γ exp{−δx} for x > 0 and Dir( 1 , . . . , J ) is a Dirichlet distribution with density proportional to
where y 1:T = (y 1 , . . . , y T ). The joint posterior distribution of θ given the observations is π(θ|y 1:T ) ∝ g(µ, ν, ω)L(y 1:T |θ), where g(µ, ν, ω) corresponds to the prior density of the parameters. In the applications of this paper, we consider a two-component beta mixture for the calibration, i.e., the case of J = 2, and two predictive densities (or two groups of densities) in the combination, i.e., only two combination weights. Since the number of parameters to estimate is not large, we do not apply a data augmentation framework to the inference and a Gibbs sampler as in [19] , but consider instead an Metropolis-Hastings (MH) sampler, with target distribution:
. . , I, be the output of the algorithm, where I is the number of Gibbs sampler iterations, and let I 0 be the number of burn-in samples. The MCMC algorithm can be applied sequentially in T, and at each T, the MCMC output can be used to approximate, witĥ G mT+1 (y T+1 ), the one-step-ahead marginal posterior predictive cdf at time T, that is G mT+1 (y T+1 ) = Θ G mT+1 (y T+1 |θ)π(θ|y 1:T )dθ. The MCMC approximation is:
Empirical Results
Simulation Study
In this simulation study, we focus on multimodal true distributions. We simulate random samples Y t , t = 1, . . . , T from a mixture of three normal distributions. We denote by F t (y|µ, σ) = F(y|µ, σ) , for all t = 1, . . . , T, the cdf of the distribution N (µ, σ 2 ) . The data-generating process (DGP) is specified as:
where p = (p 1 , p 2 , p 3 ) ∈ ∆ 3 . Moreover, we assume that the set of predictive models includes two normal distributions: N (−1, 1) and N (0.5, 3). The distributions of the combination schemes compared in our simulation experiments are:
1. the equally-weighted model (EW):
where ω is the combination weight equal to 1/2. H 1t , H 2t , H 3t correspond to Equations (3)- (5), for linear, harmonic and logarithmic pool, respectively, when K = 2; 2. the beta calibration model (BC1):
where θ = (α 1 , β 1 , ω 1 ), and H mt (y|ω), with ω = ω 1 , is defined by Equations (3)-(5); 3.
the two-component beta mixture calibration model (BC2):
where θ = (ρ, α 1 , α 2 , β 1 , β 2 , ω 1 , ω 2 ) and H mt (y|ω) is the same as in the BC1 model.
The posterior approximation is based on a set of 50,000 MCMC iterations after a burn-in period of 50,000 iterations. An example of MCMC output is given in the Appendix. In order to reduce the dependence in the samples, we thin out every 50th draw after the burn-in period. Therefore, we obtain 1000 samples, which are used to approximate all of the posterior quantities of interest.
The posterior means of the BC1 and BC2 parameters (represented by the vector θ) are reported in Table 1 for the linear combination models, in Table 2 for the harmonic combination models and in Table 3 for the logarithmic combination models, according to p i . In the tables, α 1 and β 1 stand for the parameters of the beta distribution and ω 1 for the combination weight in the BC1 model and in the first component of the BC2 model, while the parameters of the second component of BC2 are referred to as α 2 , β 2 and ω 2 .
Generally, BC2 models build more flexible predictive cdf: in most of the cases presented, the BC1 models do not take into account the first predictive distribution function (F 1 ), while BC2 weights more the first one than the second predictive cdf, with few exceptions. Comparing pooling schemes, no clear tendency appears from the tables. A graphical inspection of PIT cumulative density functions of the three models is proposed to compare them to the simulated data to be predicted; see the left column in Figures 5-7 . In all of the experiments the PITs of the equally-weighted model (magenta line) lack the ability to predict acceptably the standard uniform cdf of the data simulated by a mixture of normal distributions.
The beta-transformed models (red line) predict the uniformity better than the EQ models, but they overestimate or underestimate the black line mainly in the central part of the support. In all of the pooling schemes used, the beta mixture models provide the closest calibrated cdfs to the uniform one, being able to achieve better flexibility among the others. To highlight the behavior of the two-component beta mixture, the right column of Figures 5-7 shows the contribution in the calibration process of each element. As an example, consider the first panel in Figure 5 , the BC1 and BC2 models with linear pooling. The solid blue line represents the pdf of the first component of the mixture, the dashed blue line the second component. The multimodality of the data is explained by two predictive functions: the first mixture component, denoted by BC2 1 , calibrates mainly the predictive density over the positive part of the support; the second mixture component, denoted by BC2 2 , calibrates the density over the negative part. Table 1 reports the following values for the weight ω: ω 1 = 0.5390 and ω 2 = 0.8700. This means that both components weight the first model in the pool more, i.e., N (0.5, 3).
In conclusion, our simulation exercises find that the result presented in [19] for the calibration and linear pooling combination of predictive densities is valid for and can be extended to other pooling schemes, including the logarithmic pooling and the harmonic pooling. Moreover, no clear preference for one combination scheme appears from our examples.
Financial Application: Standard&Poors500 Index
We consider S&P500 daily percent log returns from 1 January 2007-31 December 2009; an updated version of the database used in [14, 18, 35] . The price series {y t } were constructed assembling data from different sources: the WRDS database; Thompson/Data Stream; the total number of returns in the sample is t = 784. Many investors try to replicate the performance of the S&P500 Index with a set of stocks, not necessarily identical to those included in the index. Casarin et al. [21] individuates 3712 stocks quoted in the NYSE and NASDAQ eligible for this purpose, whose 1883 satisfy the control for liquidity (i.e., each stock has been traded a number of days corresponding to at least 40% of the sample size).
Then, a density forecast for each of the stock prices is produced by the following equations:
where y it is the log return of stock i = 1, · · · , 1883, at day t; ζ i,t−1 ∼ N (0, 1) and ζ i,t−1 ∼ T (ν i ) for the normal and t-Student cases, respectively. Both models produce 784 one day ahead density forecasts from 1 January 2007-31 December 2009 by substituting the maximum likelihood (ML) estimates for the unknown parameters (c i , θ i0 , θ i1 , θ i2 , ν i ) (for further details, please refer to [21] ). The major contribution of this technique is the construction of a sequential cluster analysis for our forecasts. The work in [21] computes two clusters: one for normal GARCH(1,1) models and another one for t-GARCH (1,1) . Then, we obtain a combined forecast of the S&P500 Index combining and calibrating the two classes of predictive distribution functions, i.e., GARCH(1,1) and t-GARCH (1,1) , through the equally-weighted, the beta-calibrated and the two-component beta mixture models with linear, harmonic and logarithmic pooling schemes.
The clustered weights are assumed to be one and defined by:
where 3766 is the total number of predictive distribution functions: 1883 belonging to the class GARCH(1,1) and 1883 to the class t-GARCH(1,1). That is, the combination model gives weight ω i /1883 to the class of GARCH(1,1) (first 1883 models) and 1 − ω i /1883 to the class of t-GARCH(1,1) (second 1883 models). The stage is open to further extensions, suggesting a less restricting weighting system. The period taken into account is particularly interesting because it includes the U.S. financial crisis. Our analysis considers three subsamples, of 200 observations each, representing three periods with different features. The time from 1 January 2007-5 October 2007 is defined as a tranquil period, and the predictability of the index could be hypothesized better than the one from 20 June 2008-26 March 2009 during which the financial crisis developed: here, one can expect that the high volatility makes it more difficult to predict the returns. Finally, the third subsample includes data from 27 March 2009-31 December 2009, the post-crisis period. We aim to inquire if some difficulties in the forecastability and forecast calibration are still present in the post-crisis period. The two classes of predictive density functions, GARCH(1,1) and t-GARCH(1,1), are combined and calibrated through the following models: the equally-weighted (EW) model, the beta-calibrated (BC1) model and the two mixture beta-calibrated (BC2) model. For each model, the three combination schemes are considered: linear, harmonic and logarithmic.
The sequential estimation and combination of the models have been conducted on a cluster multiprocessor system, which consists of four nodes; each comprises four Xeon E5-4610 v2 2.3-GHz CPUs, with eight cores, 256 GB ECC PC3-12800R RAM, Ethernet 10 Gbit and 20-TB hard disk system with Linux. The code has been implemented in MATLAB (see [36] ), and the parallel computing makes use of the MATLAB parallel computing toolbox. The parallel implementation of the sequential estimation exercise allows us to obtain the results in 36 hours with a computational gain of the parallel over the sequential implementation of 120 hours. Figure 8 displays a comparison through PITs of linear, harmonic and logarithmic pools when those are combined with the equally-weighted model and the 45 degree line, which represents the PITs for the unknown ideal model. Linear, harmonic and logarithmic pools have the same behavior in the center part of the support; the differences among them are mainly in the tails, in particular in the left one. With respect to the linear and logarithmic scheme, indeed, the harmonic pool (blue line) underestimates more often the frequency of the observations in the tails. The scheme closer to the 45 degree line is the harmonic one, thanks to its better performance in predicting tail events. In all of the cases presented, the estimated BC1 models give zero weight to the class of t-GARCH(1,1) models, as well as the fist component of the beta mixture (BC2); while the second component of the BC2 in the harmonic and logarithmic cases weights the class of t-GARCH(1,1) models more than the class of GARCH(1,1) models. To better understand the effect of these parameter estimates, a graphical inspection of PITs is reported in Figures 9-11 , for the pre-crisis, in-crisis and post-crisis period respectively.
In all examples, the equally-weighted model (magenta line) lacks the ability to predict acceptably the ideal standard uniform cdf; see Figures 9-11. Just in one case, the linear one, both BC1 and BC2 perform well, providing the closest calibration to the uniform one, being able to achieve better flexibility for all of the time periods analyzed. In the harmonic and logarithmic cases, the BC1 model lacks the ability to calibrate the class of GARCH(1,1) and the class of t-GARCH(1,1) models, fitting even worsen than the equal weight model. However, a satisfactory calibration is obtained by the BC2 model, even if not as good as that achieved by the linear pool. This is confirmed for all if the periods in our sample, even if the PITs' calibration gets worse in the crisis and post-crisis phases, highlighting some difficulties in being flexible. However, the linear pooling achieves good calibrated forecasts in both beta combination models; if the pool employed is chosen among the harmonic and the logarithmic schemes, satisfactory results are provided by the two-component beta mixture model.
In conclusion, we prove that the result in [19] for the beta mixture calibration and linear combination of predictive densities is still valid when harmonic and logarithmic combination schemes are applied. 
Conclusions
This paper applies a Bayesian beta mixture model to derive a combined and calibrated density function using random calibration functionals and random combination weights. It compares linear, harmonic and logarithmic pooling in the combination approach in simulation examples with multimodal densities and an application with a large set of stock market data.
The results show that the three combination pools allow for achieving well-calibrated forecasts, and no clear preference for one of them appears. However, in the application to the daily log returns of the S&P500 Index, the linear pooling together with beta mixture calibration achieves the best results in terms of calibrated forecast.
in Section 3. In order to account for the constraints on the parameters, the target distributions of the MH algorithm for µ, ν, ω and ρ is obtain by applying the change of variable µ = 1/(1 + exp{−θ 1 }), ν = exp{θ 2 } and ω = 1/(1 + exp{−0.1θ 3 }) to the joint posterior for BC1 and the target distributions for µ 1 , µ 2 , ν 1 , ν 2 , ω 1 , ω 2 and ρ the change of variable
The MH acceptance probability accounts for the Jacobian: 
for the BC2 model. Equations (A1) and (A2) report the Jacobian used in the MH acceptance ratios for the BC1 and BC2 models, respectively. The variance/covariance matrix of the MH proposal distribution are Σ = diag{0.05 2 , 0.1 2 , 10 2 } and Σ = diag{0.05 2 , 0.05 2 , 10 2 , 0.05 2 , 0.05 2 , 10 2 , 10 2 } for the BC1 and BC2 models, respectively. We set the initial values of the MH sampler to the maximum likelihood estimate of the parameter θ.
A example of MCMC output and of ergodic means, for one of the experiments, is given in Figure A1 for the parameters of the BC1 model and in Figures A2 and A3 for the parameters of the BC2 model. 
