Introduction
Let D n be the unit polydisc of C n . The class of all holomorphic functions with domain D n will be denoted by H(D n ). Let ϕ be a holomorphic self-map of D n , the composition operator C ϕ induced by ϕ is defined by (C ϕ f )(z) = f (ϕ(z)) for z ∈ D n and f ∈ H(D n ). If, in addition, ψ is a holomorphic function defined on D n , the weighted composition operator ψC ϕ induced by ψ and ϕ is defined by ψC ϕ (z) = ψ(z) f (ϕ(z)) for z in D n and f ∈ H(D n ).
A function f holomorphic in D n is said to belong to the Bloch space Ꮾ(D n ) if
whenever dist(ϕ(z),∂D n ) < δ. However, the proof of necessity contains a gap. More specifically, if (z j ) j∈N is a sequence in D n such that ϕ(z j ) → ∂D n as j → ∞, and if inequality (3.13) in [7, page 289] holds, then one cannot omit consideration of the case when
The method in [5] can be used to correct the proof of the results. For some basics on composition operators, see, for example, [9] . Closely related results devoted to some operators on the polydisc can be found, for example, in [8, [10] [11] [12] .
In this paper, we study the weighted composition operator from H ∞ (D n ) to the Bloch space on the polydisc. The main results in the paper extend in [2, Theorems 2 and 3] (where one-dimensional case was considered) and those ones in [5] . The proofs are modifications of the corresponding ones in [2, 5] .
is bounded if and only if the following conditions are satisfied: 
Throughout the remainder of this paper C will denote a positive constant, the exact value of which may vary from one appearance to the next.
Auxiliary results
In this section we prove some auxiliary results which we use in the proof of the main results. The first two lemmas could be folklore. For a proof of the first lemma see, for example, [5] .
A proof of the following lemma can be also found in [5] . We present here another proof for the benefit of the reader.
, then by a well-known result, we have
where dm(·) is the normalized Lebesgue area measure on the unit disk.
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Hence, 6) which implies that
Therefore, we have
is compact if and only if for any bounded sequence
Proof. Assume that ψC ϕ is compact and assume that ( f k ) k∈N is a sequence in H ∞ (D n ) with sup k∈N f k ∞ < ∞ and f k → 0 uniformly on compact subsets of D n , as k → ∞. By the compactness of ψC ϕ we have that the sequence (ψC ϕ ( f k )) k∈N has a subsequence (ψC ϕ ( f km )) m∈N which converges in Ꮾ(D n ), say, to f . By Lemma 2.1 and
Since f km → 0 on compacts, by the definition of the operator ψC ϕ it is easy to see that for each z ∈ D n , lim m→∞ ψC ϕ ( f km )(z) = 0. Hence the limit function f is equal to 0. Since this is true for arbitrary subsequence of ( f k ) k∈N , we obtain that 
in Ꮾ(D n ). Thus the set ψC ϕ ( M ) is relatively compact, as desired.
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Proof of the main results
Let w = ϕ(z) in this section. Now we prove the main results of this paper.
Proof of Theorem 1.1. Suppose that (i) and (ii) hold. For a function f
Since by Lemma 2.2 f Ꮾ ≤ C f ∞ for every f ∈ H ∞ (D n ) and by conditions (i) and (ii), it follows that the last quantity above is bounded by some constant multiplied by f ∞ . Hence, the operator ψC ϕ :
for every l ∈ {1, ...,n}.
we define the following family of test functions
It is easy to see that f ∈ H ∞ (D n ) and f ∞ ≤ 2. Therefore we have 
Thus, for a fixed δ ∈ (0,1), by (3.6) we have that for each l ∈ {1, ...,n}
Hence, by (3.3) we have
Consequently, by (3.7) and (3.9), for each l ∈ {1, ...,n}
Hence for any z ∈ D n , we have 12) which completes the proof of the theorem.
Proof of Theorem 1.2. Assume that ψC ϕ :
is bounded, and that (1.5) and (1.6) hold. Further, assume that a sequence ( f j ) j∈N is such that sup j∈N f j ∞ ≤ C and f j converges to zero uniformly on compact subsets of D n . We need to prove ψC ϕ f j Ꮾ → 0 as j → ∞.
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Conditions (ii) and (iii) imply that for every ε > 0 there exists an r ∈ (0,1) such that
whenever dist(ϕ(z),∂D n ) < r, where the last inequality comes from (3.15) . On the other hand, let E = {w ∈ D n : dist(w,∂D n ) ≥ r}. Then, E is a compact subset of D n . Hence, f j (w) → 0 uniformly on E as j → ∞, and from this and by the Cauchy estimate we have 
