Abstract. If {φn} is a lacunary sequence of integers, and if for each n, cn (x) 
Introduction
The Cantor-Lebesgue theorem asserts that if {c n } ∞ n=−∞ is a sequence of complex numbers satisfying the condition that lim n→∞ c n e inx + c −n e −inx = 0 for almost all x, (1) then lim n→∞ c n = lim n→−∞ c n = 0. (Actually, Lebesgue obtained the conclusion from a lighter hypothesis. See reference [AKR] for other sufficient hypotheses.)
Here is a reformulation which is easily seen to be equivalent. There does not exist a subsequence of the positive integers {n k } and a sequence of complex numbers {d k } such that
This says that in some sense the rapidly oscillating waves e i2n k x cannot be well approximated by constants. Our goal is to find conditions on {c n (x)} , {c −n (x)} , and {φ n } that will force the conclusion that 
We begin with two examples for which condition (3) holds while condition (4) does not:
({c n (x)} , {c −n (−x)} , {φ n }) = {1} , −e −2i2 n x , {2 n } and ({c n (x)} , {c −n (−x)} , {φ n }) = {n} , −ne
These examples show that some restrictions are necessary. Looking at the formulation given by condition (2) above makes it natural to demand that the "coefficients" {c n (x)} and {c −n (x)} oscillate more slowly than the "frequencies" {φ n }. Such a condition would at least eliminate these two examples. However, the problem is a lot more delicate, as the following example shows.
Example 1.1. A sequence of pure sinusoidal waves can be everywhere approximated by a corresponding sequence of lower (nonnegative) frequency trigonometric polynomials. I. e., there is an increasing sequence of integers {n j } and trigonometric polynomials {P j (x)} with deg P j ≤ n j − j such that for every real
We thank Jean-Pierre Kahane and Charles Fefferman for the following proof.
Proof. Identify the torus with the edge of the unit circle in the complex plane via the mapping x → z = e ix . For each positive integer j, decompose the torus into F j = {e ix : 0 < x < 1/j} and its complement K j . The function z −j is continuous on K j , the set K j is compact and has no interior, and the complement of K j = {z : |z| = 1} ∪ F j is connected, so by a theorem of Mergelyan ( [R, page 390] 
Taking complex conjugates and then multiplying by z nj−j gives
K j is the entire torus, it remains only to set
c jk e
for each j.
Remark 1.1. Perhaps constructing Q j explicitly will show that n j does not have to increase very rapidly. If n j increases slowly enough, some instances of Conjecture 1.2 below will be false.
In the other direction, we have the following positive result.
Theorem 1.1. If {c n (x)} and {c −n (x)} are trigonometric polynomials of degree n and if
where the sequence of integers {φ n } is lacunary (
This motivates the following conjecture. Conjecture 1.2. If {c n (x)} and {c −n (x)} are trigonometric polynomials of degree n and if
where the integers {φ n } satisfy lim inf n→∞
The proof of the theorem is entertaining, but sheds no light on the much more delicate conjecture.
To further motivate the theorem and the conjecture, and in particular, the choice of the minus sign in the argument of c −n we will now summarize some results obtained elsewhere [AWa] .
Sequences like those appearing in the hypothesis of the Cantor-Lebesgue theorem appear naturally when considering differences of successive partial sums of a trigonometric series, while sequences like those appearing in the hypotheses of the theorem and the conjecture above appear naturally when considering similar differences for subsequences of partial sums. We will make this explicit. Let {A n (x)} := {c n e inx + c −n e −inx }. An immediate corollary of the Cantor-Lebesgue theorem is the fact that if the sequence of partial sums {s n (x)} , where
converges almost everywhere, then {|c n | + |c −n |} tends to 0 as n → ∞. Suppose instead that only the subsequence of partial sums {s n 2 −1 (x)} converges almost everywhere. Theorem 10 of [AWa] essentially says that if the subsequence {s n 2 −1 }of a trigonometric series of power series type converges almost everywhere, then the coefficients must satisfy limsup
However, from the a.e. convergence of {s n 2 −1 (x)} it follows that It easily follows from this and the proof of Theorem 10 that statement (6) remains valid when the underlined words are omitted. The central question of this paper arose from the authors' efforts to strengthen Theorem 10 in a similar way.
In sections 3 and 4 we study the very interesting sequence of functions
In section 3 we find this neat formula for the conjugate functions:
This formula makes it very easy to show that the conjugates do not converge to zero at any point of (−π, 0) ∪ (0, π), even though the original sequence of functions converges to zero on (−π, π). The explanation for this strange behavior is that when the nth term of the sequence (7) is written as a trigonometric polynomial of degree n, the constant term, √ n4
n , is almost 1/ √ π, while for each x ∈ (−π, π), the sequence (7) tends rapidly to zero. In other words, the sequence (7) is of more or less constant size when viewed from a trigonometric series point of view, but is "unreasonably small" when viewed from the point of view of pointwise convergence.
In section 4 we continue the study of the sequence (7), by contrasting two seemingly quite similar situations. In both, trigonometric polynomials of degree n with largest Fourier coefficient having modulus equal to 1 are considered. If we look for the smallest such function "at" x = 0, then 4
is extremal, but if we look for the smallest such function "near" x = 0, it is not.
In section 5 we suggest a line of research inspired by the results of sections 3 and 4 which might lead to a counterexample to certain cases of the main conjecture given above.
Proof of Theorem 1.1
Let the sequence of integers {φ n } satisfy φ 1 > 0, 
where A n (x) = c n (x)e iφnx + c −n (−x)e −iφnx with c n (x) and c −n (x) being trigonometric polynomials with complex coefficients of degree n. Our goal is to show that (Notice that c −n (−x) = e iφnx A n (x) − c n (x)e iφnx , so that from (8), (9), and e iφnx = 1, it is immediate that lim n→∞ c −n (x) = 0 a.e. also.)
The conjugate of e inx is e inx = (−i sgn n) e inx so that
This identity forms the link between statements (8) and (9). Thus, for example, we would have an immediate proof if it were true that whenever lim n→∞ A n (x) = 0 License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use A CANTOR-LEBESGUE THEOREM WITH VARIABLE "COEFFICIENTS" 223 a.e. for trigonometric polynomials A n with deg A n = n, then lim n→∞Ãn (x) = 0 a.e. Unfortunately, this is false. (Let {A n } approximate the Dirac measure δ in such a way thatÃ n →δ. For another example, see the next section below.) So the following more circuitous argument is needed.
1. From the hypothesis (8) it follows that S(x) = An(x) n 2 converges a.e.
2. By a theorem of Plessner ( [Z, page 216] ), it follows thatS(x) = Ã n(x) n 2 also converges a.e.
3. HenceÃ n (x)n −2 → 0 a.e. 4. It follows from 3. and Egoroff's theorem that for each λ ∈ (0, 1) there is a constant B = B(λ) such that for all n, Ã n (x)n −2 ≤ B for all x in some subset of (−π, π] of measure at least 2πλ. 5. It also follows from the hypothesis and Egoroff's theorem that there is a constant B = B (λ) such that for all n, |A n (x)| ≤ A n (x)n −2 ≤ B for all x in some subset of (−π, π] of measure at least 2πλ; so by identity (10) we find that there is a constant B = B (λ) such that for all n, |c n (x)| ≤ B n 2 for all x in some subset of (−π, π] of measure at least 2πλ.
6. Pick γ 1 ∈ (1, γ 0 ). By 5. and a theorem of Paul Cohen, there is a constant b such that for every n and every x, |c n (x)| ≤ bn 2 (γ 1 ) n ([AWa, Lemma 9], and [AWe, pages 404-406]). Similarly, for every n and every x, |c −n (−x)| ≤ bn 2 (γ 1 ) n . 7. Denoting differentiation with respect to x by a prime and applying a theorem of Bernstein, we have for every n and every x, |c n (x)| ≤ bn 3 (γ 1 ) n ([Z, page 11]). By picking γ ∈ (γ 1 , γ 0 ) and a constant c appropriately, we may present this conclusion more neatly by saying that we have for every n and every x, |c n (x)| ≤ cγ n .
Similarly, for every n and every x, c −n (x) ≤ cγ n .
Roughly speaking, the "coefficients" c n and c −n are just about constant within a period of the fast oscillators e iφnx and e −iφnx (an interval of length 2π φn ), so that at most points of each period, A n is small by virtue of its two summands each being small rather than by virtue of the cancellation of one with the other. It remains only to make this argument rigorous.
8. Assume that the conclusion is false, so that limsup n→∞ |c n (x)| > 0 on F, |F | > 0. The set of points x where lim n→∞ A n (x) = 0 has full measure; so by Egoroff's theorem, a set E of measure exceeding the measure of the complement of F can be picked so that A n (x) converges to zero uniformly on E. Since almost every point of E is a point of density of E, there is such a point
However, since x is a point of density of E, for each sufficiently large k we may pick y k also in E so that
Now, following a pretty remark of Roger Cooke [C] , we treat the equations defining A k at x and y k as a system of 2 linear equations in the 2 unknowns c k (x) and c −k (−x):
Take absolute values. The denominator exceeds 2 sin π/4 because of relation (14). Use the triangle inequality, the mean value theorem, and relations (11), (12), and (14) to estimate ∆. We conclude that there must be a constant C such that
Since all three terms inside the curly brackets tend to 0 as k increases, this contradicts relation (13).
Small functions with large conjugates
The sequence of functions {f n (x)} converges to zero for each x ∈ (−π, π) while the sequence of functions f n (x) converges to zero for no x in (−π, 0) ∪ (0, π).
Proof of Theorem 3.1. By Stirling's formula, k n 2 √ πn as n → ∞, whence it is clear that {f n (x)} converges to zero for each x ∈ (−π, π).
, so that we may use a well known reduction formula to find that
By the lemma we havẽ
so that lim n→∞fn (x) = 0 when x ∈ (0, π). Since eachf n (x) is odd, we also see that lim n→∞fn (x) = 0 when x ∈ (−π, 0).
Proof of Lemma 3.2. From sin(
Let S(x) = f(x) + if(x) and let z = e ix . Then S may be thought of as a function of z so that the substitution k = n − m yields
where
The whole proof turns on the lucky fact that g satisfies an easily solved first order differential equation. Direct calculation shows that
Solving this equation by first solving the associated homogeneous differential equation and then applying the method of variation of parameters leads to
−2n−1 dt. Since the integrand is analytic when t = −1, when x = 0, we may choose our path of integration to be the line segment from 0 to 1 followed by the arc of the unit circle from 1 to e i (π−x) . This gives
Substitute this into equation (16) and note that (
Finally, substitute this into equation (15) to get
Multiply through by k n and make the substitution t = which are asymptotic to 0 of order 2n at 0 are
In particular, if we normalize by demanding that c 0 be real and nonnegative, then the unique trigonometric polynomial of degree n satisfying (17) and being asymptotic to 0 of order 2n at 0 is
which has constant term 1.
Proof. Replacing the trigonometric functions sin and cos by their Taylor expansions, we see that the degree n trigonometric polynomial P can be written as
Thus for P to be asymptotic to 0 of order 2n at 0, the a k 's and b k 's must satisfy the following equations: The determinant of the top n by n matrix is a Vandermonde determinant and hence is not zero. Similarly, the determinant of the bottom n by n matrix is also nonzero, since this determinant is a nonzero multiple of a Vandermonde determinant, as can a n from the system 2c n (x)e i2nx = a n (x) + iã n (x), 2c −n (−x)e −i2nx = a n (x) − iã n (x). Now a n (x) has the form 3n v=2n d v e ivx . Use the Maclaurin expansion methods of section 3 to make a n real and asymptotically small of order 2n at zero, while having largest coefficient equal to 1. Then a n will be "unreasonably small", just as f n was. Ifã n turns out to be "much larger" than a n , just asf n was "much larger" than f n , then the main conjecture will be false when φ n = 2n. Estimating the size of a n seems to require a lot of technical power. (In particular, the methods used in section 3 don't appear to work here.)
