Background: Stable isotope tracing can follow individual atoms through metabolic transformations through the detection of the incorporation of stable isotope within metabolites.
Introduction
Recent work indicates that many human diseases involve metabolic reprogramming that disturbs normal physiology and causes serious tissue dysfunction 1 . Advances in analytical technologies, especially mass spectroscopy (MS) and nuclear magnetic resonance (NMR), have made metabolic analysis of human diseases a reality 2 . Stable isotope tracing is a powerful technique that enables the tracing of individual atoms through metabolic pathways. Stable isotope-resolved metabolomics (SIRM) uses advanced MS and NMR instrumentation to analyze the fate of stable isotopes traced from enriched precursors to metabolites, providing richer metabolomics datasets for metabolic flux analyses. NMR can measure isotopomer-specific metabolite data, but is typically limited by sensitivity. Often a single piece of NMR data only provides information on the presence of stable isotopes in just a part of a metabolite, which represents a partial isotopomer. In some cases, multiple partial isotopomer information can be interpreted in terms of a full isotopomer. MS can measure isotopologue-specific data; however, an isotopologue represents a set of mass-equivalent isotopomers. Comprehensive metabolic analysis often relies on MS metabolic datasets or a combination of MS and NMR metabolic datasets. Even though large amounts of metabolomics datasets have been generated recently, it is still a big challenge to acquire meaningful biological interpretation from MS raw data, especially for complex metabolites composed of multiple subunits or moieties.
To better interpret the complex isotopologue profile of large composite metabolites, both quantitative analysis as well as complex modeling are required. Several methods have been developed for quantitative flux analysis of specified pathways based on the stable isotope incorporated data, like the elementary metabolite units (EMU) framework 3 . These methods rely heavily on well-curated metabolic networks to accomplish the metabolic flux analysis. However, models of cellular metabolism, even for human, are far from complete.
To deconvolute the relative fluxes of complex metabolites, first a plausible model should be built based on a relevant metabolic network, which is often incomplete. When multiple models are plausible, development of a robust model selection method is essential for successful isotopologue deconvolution, especially for non-model organisms. This basic approach to isotopologue deconvolution was demonstrated in a prototype Perl program called GAIMS for the metabolite UDP-GlcNAc using a MS isotopologue profile derived from a prostate cancer cell line 4, 5 . This demonstration derived relative fluxes for several converging biosynthetic pathways of UDP-GlcNAc under non-steady-state conditions. This demonstration also inspired the development of MAIMS, a software tool for metabolic tracer analysis 6 , which further validates the robustness of the moiety model deconvolution method. However, the MAIMS software handles only 13 C single isotope tracer data and does not address model selection, which is crucial for addressing incomplete knowledge of cellular metabolic networks.
In addition, the simultaneous use of multiple stable isotopes in SIRM experiments can provide much more data than a single tracer. However, incorporation of multiple stable isotopes also complicates the analysis of metabolite isotopologue profiles, which limits most of the current isotope tracer experiments to a single tracer. The lack of data analysis tools greatly impedes the application of the multiple-labeled SIRM experiments. Therefore, we have developed a new moiety modeling framework for deconvoluting MS isotopologue profiles for both single and multiple-labeled SIRM MS datasets. This moiety modeling framework not only solves the non-linear deconvolution problem, but also selects the optimal model describing the relative fluxes of specific metabolite from a set of plausible models.
Implementation

Overview of the moiety modeling framework
The workflow of the moiety modeling framework is composed of three steps, model representation, model optimization, and model selection. For the model representation step, the moiety_modeling package creates an internal representation of a moiety model from a given JSONized moiety model description (see Additional file 1). In this representation illustrated by a unified modeling language (UML) class diagram in Figure 1 , the package first dissembles a complex metabolite into a list of moieties, i.e. metabolic subunits. Each moiety may contain different number of labeling isotopes, representing the flow of isotope from the labeling source to the moiety. A moiety with a specific number of labeled isotopes is represented as an isotope enrichment state of the moiety (i.e. moiety state). Furthermore, mathematical relationships may exist between moiety states, even from different moieties and/or molecules. Molecules, their moieties, the possible moiety states, and relationships between moiety states work together to represent a particular moiety model, and the proportion for each possible moiety state is an optimizable parameter of the model. The next major step, moiety model optimization, involves deriving an optimal set of model parameters, i.e. moiety state fractional abundances that derives relative isotopologue abundances that best match experimental isotopologue profiles. The moiety_modeling package implements several optimization methods, including a combined 9 . For the latter three algorithms 'TNC', 'SLSQP', and 'L-BFGS-B', the moiety_modeling package uses the implementation from the scipy.optimize Python module. In addition, we have the option to optimize the datasets together or separately. The final major step, model selection, tries to find the model that best fits the experimental isotopologue profiles from a set of provided moiety models. Several forms of the Akaike information criterion (AIC) 10 and Bayesian information criterion (BIC) 11 are used as the estimator of the relative quality of moiety models for the set of isotopologue data.
The moiety_modeling Python package implementation
As shown in Figure 
SAGA-optimize Python package implementation
The SAGA-optimize Python package is a novel type of combined simulated annealing and genetic algorithm 4 used to find the optimal solutions to a set of parameters based on a given energy function calculated using the set of parameters. In this context, the energy function objects, the highest and lowest energy for the list of 'Guess' objects, and the best 'Guess' object.
The 'ElementDescription', 'Guess' and 'Population' classes are the building blocks of the 'SAGA' class, which is the main class that provides the interface for optimization. Furthermore, several distinct crossover functions are available for creating new Guess objects from the cross-over of two other Guess objects.
Results and discussion
The package interface
The moiety_modeling package can be used in two main ways: (i) as a library within Python scripts for accessing and manipulating moiety models and isotopologue datasets stored in JSON files, or (ii) as a command-line tool to perform model optimization, model analysis, and model selection.
To use the moiety_modeling package as a library within Python scripts, it should be imported with a Python program or an interactive interpreter interface. Next, 'Moiety', 'Relationship' and 'Molecule' objects can be created to construct a moiety model. 'Dataset'
objects are also built with the moiety_modeling package. 
Advantage of JSONized representation for MS isotopologue data and analysis results
JavaScript object notation (JSON) 16 is an open-standard file format using human-readable text 
Dataset and model
We used the timecourse of 13 C isotopologue data for UDP-GlcNAc generated from [U-13 C]glucose in human prostate cancer LnCaP-LN3 cells to evaluate the robustness of the moiety modeling framework. 40 hypothetical moiety models of the isotopic flow into UDP-GlcNAc were crafted manually. Also, an expert-derived moiety model of UDP-GlcNAc was created based on known biochemical pathways and corroborated by NMR data. We tested whether the expertderived moiety model could be selected from all the other models.
Data validation
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Conclusions
Here, we present a moiety modeling framework for the deconvolution of metabolite isotopologue profiles using moiety models along with the analysis and selection of the best moiety model(s) based on the experimental data. This framework can analyze datasets involving single and multiple isotope tracers. With a 13 C-labeled UDP-GlcNAc isotopologue dataset, we demonstrate the robust performance of the moiety modeling framework for model selection. The selection of correct moiety models is required for generating deconvolution results that can be accurately interpreted in terms of relative metabolic flux. Furthermore, the JSON formats of moiety model, isotopologue data, and optimization results facilitate the inclusion of these tools in data analysis pipelines. 
