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MATRIX-PRODUCT CODES OVER COMMUTATIVE RINGS AND
CONSTRUCTIONS ARISING FROM (σ, δ)-CODES
MHAMMED BOULAGOUAZ AND ABDULAZIZ DEAJIM
Abstract. A well-known lower bound (over finite fields and some special finite commutative
rings) on the Hamming distance of a matrix-product code (MPC) is shown to remain valid
over any commutative ring R. A sufficient condition is given, as well, for such a bound to be
sharp. It is also shown that an MPC is free when its input codes are all free, in which case
a generating matrix is given. If R is finite, a sufficient condition is provided for the dual of
an MPC to be an MPC, a generating matrix for such a dual is given, and characterizations
of LCD, self-dual, and self-orthogonal MPCs are presented. Finally, results of this paper
are used along with previous results of the authors to construct novel MPCs arising from
(σ, δ)-codes. Some properties of such constructions are also studied.
1. Introduction
In this work, if not otherwise specified, R denotes a commutative ring with identity and
U(R) the multiplicative group of all invertible elements of R. A non-empty subset C of the
free R-module Rn is called a code over R of length n and an element of C is called a codeword.
If C is an R-submodule of Rn, then C is called a linear code over R. The R-submodule of Rn
generated by a code in Rn is obviously a linear code over R, so all codes considered in this
paper are linear. If C is a free R-submodule of Rn of rank k (i.e. C has an R-basis whose
cardinality is k), then C is called a free linear code over R of rank k, and we express this by
saying that C is an [n, k]-linear code over R. If C is an [n, k]-linear code over R, we say that
a matrix G ∈ Mk,n(R) is a generating matrix of C if the rows of G form an R-basis of C.
We, thus, write C = {xG |x ∈ Rk}.
On the free R-module Rn, consider the (Euclidean) bilinear form < . , . > : Rn × Rn → R
defined by < (x1, . . . , xn), (y1, . . . , yn) >=
∑n
i=1 xiyi. With respect to this bilinear form,
define the dual C⊥ of any code C over R by C⊥ = {x ∈ Rn |< x, y >= 0 for all y ∈ C}. It
is easy to check that C⊥ is a linear code over R if C is. When C ⊆ C⊥ (resp. C = C⊥), we
say that C is self-orthogonal (resp. self-dual). A code C is called linear complementary dual
(LCD for short) if C ∩ C⊥ = {0} (see [7]).
Let Ci be an [n, ki]-linear code over R, for i = 1, . . . , s. Writing codewords of the codes Ci
in column form, let (c1 . . . cs) be the n × s matrix whose columns are c1 ∈ C1, . . . , cs ∈ Cs.
Consider the following subset of the set Mn×s(R) of n× s matrices with entries in R:
[C1 . . . Cs] = {(c1 . . . cs) | ci ∈ Ci, i = 1, . . . , s}.
For s ≤ l and a matrix A ∈Ms×l(R), define the matrix-product code associated to C1, . . . , Cs
and A to be
[C1 . . . Cs]A := {(c1 . . . cs)A | ci ∈ Ci, i = 1, . . . , s} ⊆Mn×l(R).
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As the three R-modulesMn×l(R), R
nl, and (Rn)l are isomorphic, [C1 . . . Cs]A can be thought
of as a code of length nl over R in an obvious way, and we can look at codewords of
[C1 . . . Cs]A as elements of either of these three modules. More specifically, if A = (aij)
and ci = (x1i, . . . , xni) ∈ Ci for i = 1, . . . , s, then, the codeword (c1 . . . cs)A of [C1 . . . Cs]A
is the matrix: 

∑s
i=1 x1iai1 · · ·
∑s
i=1 x1iail∑s
i=1 x2iai1 · · ·
∑s
i=1 x2iail
... · · ·
...∑s
i=1 xniai1 · · ·
∑s
i=1 xniail

 ∈Mn×l(R).
This matrix can be identified with the its corresponding element of Rnl, so the codeword
(c1 . . . cs)A can be looked at as the following element:
(
s∑
i=1
x1iai1, . . . ,
s∑
i=1
x1iail, . . . ,
s∑
i=1
xniai1, . . . ,
s∑
i=1
xniail) ∈ R
nl.
On the other hand, as the kth column of the above matrix is
∑s
i=1 aik ci ∈ R
n, the codeword
(c1 . . . cs)A can be looked at as the following l-tuple with coordinates from R
n:
(
s∑
i=1
ai1 ci, . . . ,
s∑
i=1
ail ci) ∈ (R
n)l.
It should be noted that [C1 . . . , Cs]A is linear if all Ci are linear.
In general, some of the serious differences between linear codes over fields versus linear
codes over commutative rings are apparent from the following:
1. A linear code C ⊆ Rn may not be free.
2. Even when a code C is free over R, its dual C⊥ may not be free.
3. If C and C⊥ are both free codes over R of length n, the equality rank(C)+rank(C⊥) = n
may not hold.
Due to point 1 above, it is not possible to talk about a generating matrix of a non-free
code according to the definition of such a matrix we have given. With respect to points 2
and 3 above, it follows from [5, Proposition 2.9] that if R is a finite commutative ring and
C is an [n, k]-linear code over R, then C⊥ is an [n, n− k]-linear code over R. So, in most of
our results, we work over finite commutative rings. Nonetheless, some results in this paper
do not require finiteness of R, so we present them with no such restriction.
In Proposition 2.2, we give sufficient conditions for a matrix-product code over a commuta-
tive ring to be free, and we give its generating matrix in Corollary 2.4. We prove in Theorem
2.5 that a well-know lower bound for the minimum Hamming distance of a matrix-product
code over a finite field or a finite chain ring remains valid over a commutative ring and we,
further, give a sufficient condition for such a lower bound to be sharp. When we impose
finiteness on R, more results are proved. Over such a ring, we generalize in Proposition 3.2
a well-know fact that tells when the dual of a matrix-product code is also a matrix-product
code. This is used in Corollary 3.3 to give a generating matrix of the dual for a matrix-product
code, and it is also used in Corollary 3.5 to give characterizations of self-dual, self-orthogonal,
and LCD matrix-product codes. As an interesting application, we study in Section 4 matrix-
product codes arising from (σ, δ)-codes over finite commutative rings. In this section, we
bring together results from the authors’ work [3] and results proved in this paper to con-
struct matrix-product codes out of (σ, δ)-codes, give generating matrices for such codes and
their dual codes (Propositions 4.1 and 4.2), and give a criterion in Proposition 4.3 which tests
when such a code is self-dual. Appropriate highlighting examples are also give.
32. Matrix-Product Codes over Commutative Rings
In this section, unless further assumptions are stated, R stands for a commutative ring
with identity.
Definition. Let A ∈Ms×l(R) with s ≤ l.
(i) If the rows of A are linearly independent over R, we say that A has full rank over R.
(ii) If there is B ∈Ml×s(R) such that AB = Is (the s× s identity matrix), we say that A
is right-invertible and B is the right inverse of A. Left-invertibility is defined similarly.
If s = l, we say that A is invertible if it has both right and left inverses.
(iii) If s = l and the determinant det(A) is a unit of R, then we say that A is non-singular.
Proposition 2.1. If A ∈Ms×s(R), then the following statements are equivalent:
(i) A is invertible.
(ii) A is non-singular.
If, further, R is finite, then the above two statements are equivalent to the following:
(iii) A has full rank.
Proof. The equivalence of the first two statements follows from the standard argument of
computing the inverse of a square matrix ([8]). For the last statement, see [5, Corollary
2.8]. 
Proposition 2.2. Let A = (aij) ∈Ms×l(R) be of full rank and Ci be [n, ki]-linear codes over
R for i = 1, . . . , s. Then the matrix-product code [C1 . . . Cs]A is an [nl,
∑s
i=1 ki]-linear code
over R. If, further, R is finite, then | [C1 . . . Cs]A |=
∏i=s
i=1 | Ci |
Proof. The map
φ :
s∏
i=1
Ci ⊆ (R
n)s → [C1 . . . Cs]A ⊆Mn×l(R) ≃ R
nl,
(c1, . . . , cs) 7→ (c1 . . . cs)A
is a homomorphism of R-modules. If (c1, . . . , cs) ∈
∏s
i=1 Ci is such that φ(c1, . . . , cs) = 0,
then for each 1 ≤ k ≤ n and 1 ≤ t ≤ l we have
∑s
j=1 xkjajt = 0. As A has full rank over R,
it follows that for each 1 ≤ k ≤ n and 1 ≤ t ≤ l we have xkj = 0. Therefore φ is injective. It
is clear, by construction, that φ is surjective and, therefore, the rank of [C1 . . . Cs]A is equal
to the rank of
∏s
i=1Ci, which is k1 + · · · + ks. Finally, the last statement follows from the
bijectivity of φ. 
Lemma 2.3. Let M be a free R-module of rank k, and S a system of k elements of M . If
S generates M over R, then S is a basis of M over R.
Proof. Assume that S = (s1, . . . , sk), and let B = (e1, . . . , ek) be an R-basis of M . Consider
the R-module homomorphism
f : M =
k∑
i=1
Rsi →M =
k⊕
i=1
Rei
a1s1 + · · ·+ aksk 7→ a1e1 + · · ·+ akek.
If
k∑
i=1
aisi = 0 with ai ∈ R, then f(
∑k
i=1 aisi) =
∑k
i=1 aiei = 0. Since e1, . . . , es are linearly
independent over R, a1 = · · · = as = 0. Thus, S is linearly independent and, hence, S is an
R-basis of M . 
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Remark 2.1. In contrast with vector spaces over fields, one should be warned that with M
as in Lemma 2.3, a linearly independent system whose cardinality is k is not necessary an
R-basis of M . For instance, looking at Z as a free Z-module of rank 1, we notice that 2 is
linearly independent over Z but does not generate Z.
Corollary 2.4. Let A = (aij) ∈ Ms×l(R) be of full rank, and C1, · · · , Cs be [n, ki]-linear
codes over R, respectively. If Gi ∈ Mki×n(R) is a generating matrix of Ci for i = 1, . . . , s,
respectively, then [C1 . . . Cs]A is free with the following generating matrix (k =
∑s
i=1 ki):
G =


a11G1 a12G1 · · · a1lG1
a21G2 a22G2 · · · a2lG2
...
... · · ·
...
as1Gs as2Gs · · · aslGs

 ∈Mk,ln(R).
Proof. By Proposition 2.2, [C1 . . . Cs]A is free of rank k =
∑s
i=1 ki over R. The set S
consisting of the rows of the matrix G is clearly a generating system of the code [C1 . . . Cs]A
over R. Since the cardinality of S is equal to the rank of [C1 . . . Cs]A, it follows from
Lemma 2.3 that S is a basis of [C1 . . . Cs]A over R. Hence, G is a generating matrix of
[C1 . . . Cs]A. 
Let A = (aij) ∈ Ms×l(R). For i = 1, . . . , s, let Li = (ai1, . . . , ail) ∈ R
l be the ith row
of A and CLi the left R-submodule of R
l generated by L1, . . . , Li (so, CLi =
∑i
j=1RLj).
Let di be the minimum Hamming distance of Ci and Di the minimum Hamming distance of
CLi . Generalizing its counterparts over a finite field ([2]) and a finite chain ring ([1]), the
theorem below gives a lower bound for the minimum Hamming distance of a matrix-product
code [C1 . . . Cs]A over a commutative ring when A has full rank. It, further, gives a sufficient
condition under which the bound is sharp, generalizing [6, Theorem 1]. Note that, in the
following theorem, we use the multiplication map Rl ×Rn → Rln defined by:
UV = (u1v1, . . . , u1vn, u2v1, . . . , u2vn, . . . , ulv1, . . . , ulvn),
for U = (u1, . . . , ul) ∈ R
l and V = (v1, . . . , vn) ∈ R
n.
Theorem 2.5. Keep the above notation. If A ∈Ms×l(R) is of full rank, then the minimum
distance of the matrix-product code [C1 . . . Cs]A satisfies the following inequality:
d([C1 . . . Cs]A) ≥ min{d1D1, d2D2, ..., dsDs}.
If, furthermore, Cs ⊆ Cs−1 ⊆ · · · ⊆ C1 and, for every i = 1, . . . , s, there exist xi ∈ Ci and
Xi ∈ CLi such that wt(xi) = di, wt(Xi) = Di, and Xixi 6= 0, then
d([C1 . . . Cs]A) = min{d1D1, d2D2, . . . , dsDs}.
Proof. Let 0 6= c = (x1 . . . xs)A ∈ [C1 . . . Cs]A. There exists some r ∈ {1, . . . , s − 1}, xr 6= 0
and xi = 0 for r < i ≤ s (So, c = (x1 . . . xr0 . . . 0)A); otherwise set r = s. Since 0 6= xr ∈ Cr,
wt(xr) ≥ dr and, thus, xr has at least dr nonzero components, xi1,r, ...xidr ,r say. Now, for each
t = 1, ..., dr , we have yt = (xit,1xit,2 . . . , xit,s)A ∈ CLr because xj,k = 0 for each j = 1, ..., l
and r < k ≤ s. Since xit,r 6= 0 and A has a full rank over R, we deduce that yt 6= 0. So,
5wt(yt) ≥ Dr. Hence,
wt(c) = wt((x1x2 . . . xs)A) = wt((x11x12 . . . x1s)A, (x21x22 . . . x2s)A, . . . , (xn1xn2 . . . xns)A)
=
n∑
k=1
wt((xk1xk2 . . . xks)A)
≥
dr∑
t=1
wt((xit,1xit,2 . . . xit,s)A)
=
dr∑
t=1
wt(yt)
≥ drDr
≥ min{d1D1, d2D2, . . . , dsDs}.
Now assume, further, that Cs ⊆ Cs−1 ⊆ · · · ⊆ C1 and, for every i = 1, . . . , s, there exist
xi ∈ Ci and Xi ∈ CLi such that wt(xi) = di, wt(Xi) = Di, and Xixi 6= 0. By the first
part of this proof, we have d(C) ≥ min{d1D1, d2D2, . . . , dsDs}. Let r ∈ {1, . . . , s} be such
that drDr = min{d1D1, d2D2, . . . , dsDs}. Take xr ∈ Cr and Xr ∈ CLr so that wt(xr) = dr,
wt(Xr) = Dr, and xrXr 6= 0. We show that Xrxr ∈ [C1 . . . Cs]A and wt(Xrxr) = drDr,
which settles the proof. Write xr = (x1,r, . . . , xn,r) and Xr =
∑r
i=1 λiLi ∈ CLr for λi ∈ R.
Set yi = λixr for i = 1, . . . , s with λi = 0 for i = r + 1, . . . , s. As yi ∈ Cr, yi ∈ Ci for all
i = 1, . . . , r. Also, yi = 0 ∈ Ci for all i = r + 1, . . . , s. Thus, [y1 . . . ys]A ∈ [C1 . . . Cs]A and
[y1 . . . ys]A = (
s∑
i=1
yiai,1,
s∑
i=1
yiai,2, . . . ,
s∑
i=1
yiai,l)
= (
r∑
i=1
λiai,1,
r∑
i=1
λiai,2, . . . ,
r∑
i=1
λiai,l)xr
= Xrxr.
As 0 6= Xrxr ∈ [C1 . . . Cs]A, wt(Xrxr) ≥ min{d1D1, d2D2, . . . , dsDs} = drDr. On the other
hand, as precisely dr components of xr are nonzero and precisely Dr components of Xr are
nonzero, it follows from the definition of the multiplication Xrxr that wt(Xrxr) ≤ drDr.
Hence, wt(Xrxr) = drDr as claimed. 
Remark 2.2. Note that if R is a field (or even an integral domain), then the requirement
on xi and Xi in Theorem 2.5 holds automatically. On the other hand, we present here an
example which shows that such a requirement is sufficient but not necessary. Let R = Z4 and
consider the matrix A =
(
1 2 0
0 2 1
)
∈M2×3(Z4). It is clear that A is of full rank. Consider
CL1 = Z4(1, 2, 0) and CL2 = Z4(1, 2, 0)+Z4(0, 2, 1). It can be checked that D1 = D2 = 1, the
only codewords in CL1 of weight 1 is (2, 0, 0), and the only codewords in CL2 of weight 1 are
(2, 0, 0) and (0, 0, 2). Set C1 = CL2 and C2 = CL1 , so C2 ⊆ C1 and d
∗ = 1. It is easily seen
that x1X1 = x2X1 = (0, 0, 0, 0, 0, 0). Nonetheless, d([C1C2]A) = 1 = d
∗ since the codeword
c =

 0 20 0
0 0

A =

 0 0 20 0 0
0 0 0

 ∈ [C1C2]A
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3. On the dual of a matrix-product code over a finite commutative ring
Throughout this section, R denotes a finite commutative ring with identity. A non-empty
subset of the free R-module Mn×m(R) ∼= R
nm can be looked at as a code over R of length
nm, where a codeword (which is a matrix A ∈Mn×m(R)) is thought of as a word over R of
length nm in the obvious way. We consider the following bilinear form on Mn×m(R):
< A,B >= tr(ABT ) =
n∑
i=1
m∑
j=1
aijbij ,
for A = (aij) and B = (bij), where B
T is the transpose of B and tr(ABT ) is the trace of the
n× n matrix ABT .
Our next goal is to give sufficient conditions for the dual of a matrix-product code to also
be a matrix-product code, generalizing similar results over finite fields and finite chain rings
(see for instance [1] and [2]).
Lemma 3.1. ([5, Proposition 2.9]) If C is an [n, k]-linear code over R, then C⊥ is an
[n, n− k]-linear code over R.
Proposition 3.2. If A ∈Ms×s(R) is non-singular, and C1, . . . , Cs are free linear codes over
R of length n, then ([C1 . . . Cs]A)
⊥ = [C⊥1 . . . C
⊥
s ] (A
−1)T .
Proof. Let rank(Cj) = kj for j = 1, . . . , s. Since R is finite, it follows from Lemma 3.1 that
C⊥j are free over R of rank n−kj for j = 1, . . . , s. Thus, by Proposition 2.2, both [C1 . . . Cs]A
and [C⊥1 . . . C
⊥
s ] (A
−1)T are free with
rank([C⊥1 . . . C
⊥
s ] (A
−1)T ) =
s∑
j=1
(n− kj) = ns−
s∑
j=1
kj = ns− rank([C1 . . . Cs]A).
From now on, just follow the proof of [2, Lemma 6.1] with the obvious notational adjustments.

Remark 3.1. Freeness of the input codes is necessary for the conclusion of Proposition
3.2 to hold, as the following example shows: Let R = Z20, C1 = 10Z20, C2 = 2Z20, and
A =
(
3 0
0 7
)
. It can be easily seen that C⊥1 = C2, C
⊥
2 = C1, and A is non-singular with
(A−1)T =
(
7 0
0 3
)
. Now, for (8, 2) ∈ [C1C2]A and (2, 0) ∈ [C
⊥
1 C
⊥
2 ] (A
−1)T , it is clear
that < (8, 2), (2, 0) >= 16 6= 0 in Z20. So, ([C1C2]A)
⊥ 6= [C⊥1 C
⊥
2 ] (A
−1)T . Notice that all
assumptions of Proposition 3.2 are satisfied here except that C1 and C2 are not free over Z20.
Corollary 3.3. Keep the assumptions of Proposition 3.2. If G′1, . . . , G
′
s are generating matri-
ces of C⊥1 , . . . , C
⊥
s , respectively, and (A
−1)T = (bij), then a generating matrix of ([C1 . . . Cs]A)
⊥
is:
G′ =


b11G
′
1 b12G
′
1 · · · b1lG
′
1
b21G
′
2 b22G
′
2 · · · b2lG
′
2
...
... · · ·
...
bs1G
′
s bs2G
′
s · · · bslG
′
s

 .
Proof. If Ci is of rank ki over R for i = 1, . . . , s, it follows from Lemma 3.1 that C
⊥
i is free of
rank n− ki for i = 1, . . . , s. Letting G
′
i ∈M(n−ki),n(R) be the respective generating matrices
of C⊥i , the result now follows from Corollary 2.4 and Proposition 3.2. 
7For r1, . . . , rs ∈ R, let Diag(r1, . . . , rs) denote the diagonal matrix of size s × s whose
principal-diagonal entry in position i, i is ri for i = 1, . . . , s.
Lemma 3.4. If C1, . . . , Cs are linear codes over R of the same length, Y ∈ Ms×l(R), and
X = Diag(r1, . . . , rs)Y for some r1, . . . , rs ∈ U(R). Then, [C1 . . . Cs]X = [C1 . . . Cs]Y .
Proof. As X = Diag(r1, . . . , rs)Y , [C1 . . . Cs]X = [(r1C1) . . . (rsCs)]Y . Since ri is a unit,
riCi = Ci for i = 1, . . . , s, and thus the claimed conclusion follows immediately. 
The following result gives characterizations of self-dual, self-orthogonal, and LCD matrix-
product codes over finite commutative rings.
Corollary 3.5. Let A ∈ Ms×s(R) be such that AA
T = Diag(r1, . . . , rs) with ri ∈ U(R) for
i = 1, . . . , s, and let C1, . . . , Cs be linear codes over R of the same length. Then
1. [C1 . . . Cs]A is self-dual if and only if Ci is self-dual for every i = 1, . . . , s.
2. [C1 . . . Cs]A is self-orthogonal if and only if Ci is self-orthogonal for every i = 1, . . . , s.
3. [C1 . . . Cs]A is LCD if and only if Ci is LCD for every i = 1, . . . , s.
Proof. To begin with, as Diag(r1, . . . , rs) is invertible and A is a square matrix over a com-
mutative ring ([8]), A and AT are invertible too, with
(AT )−1 = (A−1)T = Diag(r−11 , . . . , r
−1
s )A.
By Lemma 3.4,
[C1 . . . Cs]A = [C1 . . . Cs] (A
−1)T .(1)
Also, by Proposition 3.2,
([C1 . . . Cs]A)
⊥ = [C⊥1 . . . C
⊥
s ] (A
−1)T .(2)
1. By (1) and (2),
[C1 . . . Cs]A is self-dual iff [C1 . . . Cs]A = ([C1 . . . Cs]A)
⊥
iff [C1 . . . Cs] (A
−1)T = [C⊥1 . . . C
⊥
s ] (A
−1)T
iff Ci = C
⊥
i for every 1 ≤ i ≤ s (as A is invertible)
iff Ci is self-dual for every 1 ≤ i ≤ s.
2. Proving the self-orthogonality statement is similar.
3. We have
[C1 . . . Cs]A is LCD iff [C1 . . . Cs]A ∩ ([C1 . . . Cs]A)
⊥ = {0Rsn}
iff [C1 . . . Cs] (A
−1)T ∩ [C⊥1 . . . C
⊥
s ](A
−1)T = {0Rsn}
iff [C1 . . . Cs] ∩ [C
⊥
1 . . . C
⊥
s ] = {0Rsn} (as A is invertible)
iff Ci ∩ C
⊥
i = {0Rn} for every i = 1, . . . , s
iff Ci LCD for every i = 1, . . . , s.

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4. Matrix-product codes arising from (σ, δ)-codes over finite commutative rings
Throughout this section, R denotes a finite commutative ring with identity. We use here
some results from the authors’ paper [3] combined with results from the previous sections to
construct matrix-product codes based on (σ, δ)-codes over R and, further, give a criterion for
self-duality of such codes. We start off by recalling some terminologies and results from [3]
and [4].
4.1. (σ, δ)-codes.
For a ring endomorphism σ of R that maps the identity to itself and a σ-derivation δ of R,
let Rσ,δ denote the (non-commutative) ring of skew-polynomials
∑m
i=0 aiX
i over R with the
usual addition of polynomials and multiplication based on the rule Xa = σ(a)X+δ(a) for a ∈
R. Let g(X) =
∑n−k
i=0 giX
i ∈ Rσ,δ be a monic skew-polynomial, for some 1 ≤ k ≤ n− 1. Fix
any monic f(X) =
∑n
i=0 aiX
i ∈ Rσ,δ of degree n of which g(X) is a right divisor in Rσ,δ, and
let (f)l be the left principal ideal of Rσ,δ generated by f . Then, Rσ,δ/(f)l is both a left Rσ,δ-
module as well as a free left R-module with anR-basis B = {1+(f)l,X+(f)l, . . . ,X
n−1+(f)l}.
On the other hand, letting
Cf =


0 1 0 0 . . . 0 0
0 0 1 0 . . . 0 0
...
...
...
...
...
...
...
0 0 0 0 . . . 0 1
−a0 −a1 . . . −an−2 −an−1


be the companion matrix of f , define the group endomorphism Tf : R
n → Rn by
(t0, . . . , tn−1) 7→ (σ(t0), . . . , σ(tn−1))Cf + (δ(t0), . . . , δ(tn−1)).
Then the map Rσ,δ ×R
n → Rn given by (P (X), (t0, . . . , tn−1)) 7→ P (Tf )(t0, . . . , tn−1) defines
a left action of Rσ,δ on R
n which makes Rn a left Rσ,δ-module in an obvious way. Now, the
map φf : R
n → Rσ,δ/(f)l given by (t0, . . . , tn−1) 7→
∑n−1
i=0 tiX
i + (f)l is a left Rσ,δ-module
isomorphism. For every p(X) ∈ Rσ,δ , there is a unique q(X) =
∑n−1
i=0 tiX
i ∈ Rσ,δ (of degree
at most n − 1) such that p(X) + (f)l = q(X) + (f)l. We can see that (t0, . . . , tn−1) =
φ−1f (p(X) + (f)l), and we call (t0, . . . , tn−1) the coordinates of p(X) + (f)l with respect to
the basis B.
If M is a left Rσ,δ-submodule of Rσ,δ/(f)l, the left Rσ,δ-submodule C = φ
−1
f (M) of R
n
is called an (f, σ, δ)-code (or just a (σ, δ)-code) of length n over R. Note that C consists
of the coordinates of all the elements of M. As R is a subring of Rσ,δ, M and C are also
left R-modules. A linear code C ⊆ Rn is called a principal (f, σ, δ)-code (or just a principal
(σ, δ)-code) generated by g if there exist monic skew-polynomials f, g ∈ Rσ,δ of degrees n
and n − k, respectively, such that g is a right divisor of f in Rσ,δ and C = φ
−1
f ((g)l/(f)l).
Such a code is free over R of rank k (see [4, Theorem 1]). A (σ, δ)-code is called a principal
(σ, δ)-constacyclic code if it is generated by some monic right divisor of Xn − a for some
a ∈ U(R).
Starting with a set of monic skew-polynomials g1, . . . , gs over R, we give here a construction
of a free matrix-product code C over R whose input codes are principal (σ, δ)-codes generated
by the gi’s and, further, give its generating matrix in terms of the matrix of the code and the
coefficients of the gj ’s. We also give a construction of the dual C
⊥ of C under certain extra
assumptions and give its generating matrix (a parity-check matrix of C).
9For every j = 1, . . . , s, let σj be a ring endomorphism of R that maps the identity to itself,
δj a σj-derivation of R, gj(X) =
∑n−kj
i=0 gi,jX
i ∈ Rσj ,δj monic, and Cj the principal (σj , δj)-
code over R generated by gj(X) (so, there exists a monic fj(X) ∈ Rσj ,δj of degree n of which
gj(X) is a right divisor in Rσj ,δj). By [3, Theorem 2.7], a generating matrix Gj ∈Mkj×n(R)
of Cj is given by
Gj =


g0,j . . . gn−kj ,j 0 0 . . . 0
g
(1)
0,j . . . g
(1)
n−kj ,j
σj(gn−kj ,j) 0 . . . 0
g
(2)
0,j . . . g
(2)
n−kj ,j
g
(2)
n−kj+1,j
σ2j (gn−kj ,j) . . . 0
...
...
...
...
...
...
...
g
(kj−1)
0,j . . . g
(kj−1)
n−kj ,j
g
(kj−1)
n−kj+1,j
g
(kj−1)
n−kj+2,j
. . . σ
kj−1
j (gn−kj ,j)


,
where
(1) gi,j = 0 for n− kj + 1 ≤ i ≤ n− 1,
(2) g
(i)
0,j = δj(g
(i−1)
0,j ) for 1 ≤ i ≤ kj − 1, and
(3) g
(i)
t,j = δj(g
(i−1)
t,j ) + σj(g
(i−1)
t−1,j ) for 1 ≤ i ≤ kj − 1 and 1 ≤ t ≤ n− 2.
The matrices Gj take more elegant shapes if δj = 0 where, by [3, Corollary 2.8], we would
have
Gj =


g0,j · · · gn−kj ,j 0 0 · · · 0
0 σj(g0,j) · · · σj(gn−kj ,j) 0 . . . 0
...
. . .
. . .
...
0 0 · · · 0 σ
kj−1
j (g0,j) · · · σ
kj−1
j (gn−kj ,j)

 .
On the other hand, if further σj are ring automorphisms of R and gj(X) are also left
divisors in Rσj ,δj of fj(X) =
∑n
i=0 ai,jX
i for all j = 1, . . . , s with fj(X) = gj(X)hj(X)
for hj(X) =
∑kj
i=0 hi,jX
i ∈ Rσj ,δj , then (by [3, Theorem 5.1]) a generating matrix Hj ∈
Mn−kj ,n(R) of C
⊥
j , for j = 1, . . . , s, is
Hj =


hkj ,j h
(1)
kj ,j
h
(2)
kj ,j
. . . h
(n−kj−1)
kj ,j
h
(n−kj)
kj ,j
. . . h
(n−1)
kj ,j
0 σj(hkj ,j) h
(2)
kj+1,j
. . . h
(n−kj−1)
kj+1,j
h
(n−kj)
kj+1,j
. . . h
(n−1)
kj+1,j
0 0 σ2j (hkj ,j) . . . h
(n−kj−1)
kj+2,j
h
(n−kj)
kj+2,j
. . . h
(n−1)
kj+2,j
...
...
...
...
...
...
...
...
0 0 0 . . . σ
n−kj−1
j (hkj ,j) h
(n−kj)
n−1,j . . . h
(n−1)
n−1,j


,
where
1) hi,j = 0 for kj + 1 ≤ i ≤ n− 1,
2) for 1 ≤ i ≤ n− kj − 1 and 1 ≤ t ≤ n− 2,
(i) h
(i)
0,j = δj(h
(i−1)
0,j ),
(ii) h
(i)
t,j = δj(h
(i−1)
t,j ) + σj(h
(i−1)
t−1,j),
3) for n− kj ≤ i ≤ n− 1 and 1 ≤ t ≤ n− 1
(i) h
(i)
0,j = δj(h
(i−1)
0,j )− a0,jσj(h
(i−1)
n−1,j), and
(ii) h
(i)
t,j = δj(h
(i−1)
t,j ) + σj(h
(i−1)
t−1,j)− at,jσj(h
(i−1)
n−1,j).
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4.2. Matrix-product codes arising from (σ, δ)-codes.
Keep the notations and assumptions of Subsection 4.1. For A ∈ Ms×l(R), we denote the
matrix-product code [C1 . . . Cs]A by [g1 . . . gs]A in order to emphasise a way of constructing
a free matrix-product over R out of a well-chosen set of skew-polynomials over R, as the
following results indicate.
Proposition 4.1. Keep the notations and assumptions of Subsection 4.1. Let A = (aij) ∈
Ms×l(R) be of full rank. Then, the matrix G ∈Mr×ln(R) (r =
∑s
i=1 ki) given by
G =


a11G1 a12G1 . . . a1lG1
a21G2 a22G2 . . . a2lG2
...
... · · ·
...
as1Gs as2Gs . . . aslGs


is a generating matrix for the matrix-product code [g1 . . . gs]A.
Proof. By [4, Theorem 1] (see also [3]), Ci is free of rank ki for every i = 1, . . . , s. Now,
applying Corollary 2.4 yields the claimed conclusion. 
Proposition 4.2. Besides the assumptions of Proposition 4.1, assume further that σi is
a ring automorphism of R, gi(X) is also a left divisor of fi(X) for i = 1, . . . , s, and
A ∈ Ms×s(R) is non-singular with (A
−1)T = (bij). Then the matrix H ∈ Mr′×ln(R)
(r′ =
∑s
i=1(n− ki)) given by
H =


b11H1 b12H1 . . . b1lH1
b21H2 b22H2 . . . b2lH2
...
... · · ·
...
bs1Hs bs2Hs . . . bslHs


is a generating matrix for the dual matrix-product code ([g1 . . . gs]A)
⊥.
Proof. By the presentation in Subsection 4.1, Hi is a generating matrix of C
⊥
i for i = 1, . . . , s.
Now, apply Corollary 3.3 to get the conclusion. 
Example 4.1. Let R be finite of characteristic 2, α, β ∈ R with α2 + α+ 1 = 0, and σ1, σ2
ring automorphisms of R with σ1(α) = α
2 and σ2(β) = β. We present several principal
σi-codes of length 4 and use them to construct many matrix-product codes.
Step 1: Consider f1(X), g1(X), h1(X) ∈ Rσ1 , with f1(X) = X
4+X2+1, g1(X) = X
2+α,
and h1(X) = X
2 + α2. It can be checked that
f1(X) = g1(X)h1(X) = h1(X)g1(X).
Let C1 and C2 be the principal σ1-codes of length 4 over R generated, respectively, by g1 and
h1. By Subsection 4.1,
G1 =
(
g0,1 g1,1 g2,1 0
0 σ1(g0,1) σ1(g1,1) σ1(g2,1)
)
=
(
α 0 1 0
0 α2 0 1
)
is a generating matrix of C1, and
G2 =
(
h0,1 h1,1 h2,1 0
0 σ1(h0,1) σ1(h1,1) σ1(h2,1)
)
=
(
α2 0 1 0
0 α 0 1
)
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is a generating matrix of C2. On the other hand,
H1 =
(
h2,1 h
(1)
2,1 h
(2)
2,1 h
(3)
2,1
0 σ1(h2,1) h
(2)
3,1 h
(3)
3,1
)
=
(
1 0 α 0
0 1 0 α2
)
is a generating matrix of C⊥1 , and
H2 =
(
g2,1 g
(1)
2,1 g
(2)
2,1 g
(3)
2,1
0 σ1(g2,1) g
(2)
3,1 g
(3)
3,1
)
=
(
1 0 α2 0
0 1 0 α
)
is a generating matrix of C⊥2 . Notice that G1H
T
1 =
(
0 0
0 0
)
= G2H
T
2 .
Step 2: Consider f2(X), g2(X), h2(X) ∈ Rσ2 , with f2(X) = X
4 + β4, g2(X) = X + β, and
h2(X) = X
3 + βX2 + β2X + β3. It can be checked that
f2(X) = g2(X)h2(X) = h2(X)g2(X).
Let C3 and C4 be the principal σ2-codes of length 4 over R generated, respectively, by g2 and
h2. By Subsection 4.1,
G3 =

 g0,2 g1,2 0 00 σ2(g0,2) σ2(g1,2) 0
0 0 σ22(g0,2) σ
2
2(g1,2)

 =

 β 1 0 00 β 1 0
0 0 β 1


is a generating matrix of C3, and
G4 =
(
h0,2 h1,2 h2,2 h3,2
)
=
(
β3 β2 β 1
)
is a generating matrix of C4. On the other hand,
H3 =
(
h3,2 h
(1)
3,2 h
(2)
3,2 h
(3)
3,2
)
=
(
1 β β2 β3
)
is a generating matrix of C⊥3 , and
H4 =


g1,2 g
(1)
1,2 g
(2)
1,2 g
(3)
1,2
0 σ2(g1,2) g
(2)
2,2 g
(3)
2,2
0 0 σ22(g1) g
(3)
3,2

 =

 1 β 0 00 1 β 0
0 0 1 β


is a generating matrix of C⊥4 . Notice that G3H
T
3 =

 00
0

 and G4HT4 = ( 0 0 0 ).
Step 3: Let A = (ai,j) ∈ M2×l(R), B = (bi,j) ∈ M3×l(R),D = (di,j) ∈ M4×3(R) be
all full-rank matrices. By Proposition 4.1, we can easily construct the generating matri-
ces of many matrix-product codes out of different combinations of the above principal σi-
codes such as [gigj ]A and [gihj ]A, [gihjgk]B, [higjhk]B, [gihjhkgp]D, and [gigjgkhp]B for
i, j, k, p = 1, 2. For instance,
(
a1,1G1 . . . a1,lG1
a2,1G4 . . . a2,lG4
)
∈ M3×4l(R) is a generating matrix
of [g1h2]A,

 b1,1G4 . . . b1,lG4b2,1G3 . . . b2,lG3
b3,1G2 . . . b3,lG2

 ∈ M6×4l(R) is a generating matrix of [h2g2h1]B, and


d1,1G3 . . . d1,lG3
d2,1G4 . . . d2,lG4
d3,1G4 . . . d3,lG4
d4,1G1 . . . d4,lG1

 ∈ M7×4l(R) is a generating matrix of [g2h2h2g1]D. In a similar
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manner, we can construct generating matrices of different combinations of the codes Ci and
their dual codes for i = 1, 2, 3, 4.
Step 4: Utlilizing Proposition 3.2, we can give the generating matrices of the dual codes
of all of the above matrix-product codes when the matrices A, B, and D are square and
non-singular. For instance, follwing Remark 3.1, let R be Z20 and A =
(
3 0
0 7
)
. Then A
is non-singular and (A−1)T =
(
7 0
0 3
)
. As in Step 3, a generating matrix of [g1g2]A is
G =
(
3G1 0
0 7G2
)
∈M4×8(R).
By Proposition 3.2, a generating matrix of ([g1g2]A)
⊥ is
H =
(
7H1 0
0 3H2
)
∈M4×8(R).
Note that
GHT =
(
21G1H
T
1 0
0 21G2H
T
2
)
=
(
0 0
0 0
)
∈M4×4(R).
Besides the assumptions of Proposition 4.2, let us now assume further that, for every
j = 1, . . . , s, δj = 0, g0,j ∈ U(R), k = k1 = k2 = · · · = ks with n = 2k, and denote Rσj ,0 by
Rσj .
Proposition 4.3. Keep the assumptions as above. Assume further that A = (aij) ∈Ms×s(R)
is such that AAT = Diag(r1, . . . , rs) with r1, . . . , rs ∈ U(R) and that, for every j = 1, . . . , s,
either of the following statements holds:
(1) gj(X) is a right divisor in Rσj of X
n − aj for some aj ∈ U(R), Cj is the principal
(Xn − aj, σj)-constacyclic code generated by gj(X), and σ
kj
j (h
−1
0,j )h
∗
j (X) = gj(X),
where
gj(X)hj(X) = X
n − σ
−kj
j (aj).
(2) For any lj ∈ {0, . . . , kj},
∑lj
i=0 σ
kj−1
j (gi,j)gi+kj−lj ,j = 0.
Then, the matrix-product code [g1 . . . gs]A is self-dual.
Proof. By [3, Corollary 3.7], the statements (1) and (3) are equivalent and, further, they
are equivalent to the condition of Cj being self-dual. Now, apply Corollary 2.4 to get that
[g1 . . . gs]A is self-dual. 
Example 4.2. Let R = F3 × F3, σ(x, y) = (y, x), and α = (2, 2). Note that σ is a ring
automorphism of R of order 2, 1 = 1R = (1, 1), and α is a unit in R of order 2. Set
h(X) = X2 + αX + α.
Then h0 = α = h
−1
0 and h
∗(X) = αX2 + αX + 1. Let g(X) = σ2(h−10 )h
∗(X). So,
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g(X) = α(αX2 + αX + 1) = X2 +X + α. Using the multiplication rule in Rσ, we have
g(X)h(X) = (X2 +X + α)(X2 + αX + α)
= X4 + σ(α)X3 + σ(α)X2 +X3 + σ(α)X2 + σ(α)X + αX2 + α2X + α2
= X4 + (α+ 1)X3 + (3α)X2 + (α+ α2)X + 1
= X4 + 1
= X4 + 1
Thus, g(X) satisfies condition (2) of Proposition 4.3 and, hence, it generates a self-dual
(X4 + 1, σ)-constacyclic code C of length 4 over R. It follows from the paragraph following
Proposition 4.1 that a generating matrix of C is M =
(
α 1 1 0
0 α 1 1
)
. Given the matrix
A =
(
(1, 0) (0, 1)
(0, 2) (1, 0)
)
∈ M2×2(R), which is orthogonal and, thus, quasi-orthogonal, we
conclude from Propositions 4.3 and 4.1, respectively, that the matrix-product code [g g]A is
self-dual with the following generating matrix
G =
(
(1, 0)M (0, 1)M
(0, 2)M (1, 0)M
)
=


(2, 0) (1, 0) (1, 0) (0, 0) (0, 2) (0, 1) (0, 1) (0, 0)
(0, 0) (2, 0) (1, 0) (1, 0) (0, 0) (0, 2) (0, 1) (0, 1)
(0, 1) (0, 2) (0, 2) (0, 0) (2, 0) (1, 0) (1, 0) (0, 0)
(0, 0) (0, 1) (0, 2) (0, 2) (0, 0) (2, 0) (1, 0) (1, 0)

 .
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