This paper generalizes the Lasalle-Yoshizawa Theorem to switched nonsmooth systems. It is established that Filippov (Krasovskii) regularization of a switched system is contained within the convex hull of the Filippov (Krasovskii) regularizations of the subsystems. A common candidate Lyapunov function that has a negative semidefinite derivative along the trajectories of the subsystems is shown to be sufficient to establish LaSalle-Yoshizawa results for the switched system. Results for regular and non-regular candidate Lyapunov functions are presented using appropriate generalization of the time derivative. The developed generalization is motivated by adaptive control of switched systems where the derivative of the candidate Lyapunov function is typically negative semidefinite.
I. INTRODUCTION
Switching in adaptive systems can occur due to intermittent feedback or abrupt changes in the plant parameters. Switching is also utilized as a tool to improve transient response of adaptive controllers by selecting between multiple estimated models of stable plants (cf. [1] - [10] ). Lyapunov-based stability analysis of switched nonautonomous adaptive systems is challenging because adaptive update laws typically result in semidefinite Lyapunov functions (i.e., candidate Lyapunov functions with time derivatives bounded by a negative semidefinite function of the state) for the individual subsystems. For each subsystem, convergence of the error signal to the origin is typically established using Barbalat's lemma [11] , [12] (or one of its variants). However, since Barbalat's lemma provides no information about the decay rate of the candidate Lyapunov function, stability of the overall switched system cannot be inferred from stability of the subsystems using traditional dwell-time approaches. Approaches based on common Lyapunov functions (cLFs) have been developed for systems with negative definite Lyapunov derivatives; however, cLF-based approaches do not trivially extend to systems with semidefinite Lyapunov functions (cf. [13] - [15] and [ This research is supported in part by NSF award numbers 1509516 and 1508757, ONR grant number N00014-13-1-0151, AFOSR Award Number FA9550-15-1-0155, and a contract with the AFRL, Munitions Directorate at Eglin AFB. Any opinions, findings and conclusions or recommendations expressed in this material are those of the authors and do not necessarily reflect the views of the sponsoring agency.
functions are necessary to analyze the stability of switched systems.
Switched nonautonomous systems with semidefinite Lyapunov functions have been studied in results such as [11] , [17] - [21] . However, the objective in the aforementioned results is to achieve asymptotic stability (i.e., in the context of adaptive control, asymptotic convergence of the error states and the parameters). Hence, in the context of adaptive control, further assumptions are invoked, such as persistent excitation (PE) (cf. [11] , [19] ), which enable the application of methods such as Matrosov conditions (cf. [17] , [19] - [21] ) for uniform asymptotic stability. However, for adaptive control applications, such assumptions are often difficult to verify, especially for nonlinear systems (cf. [19] , [22] , [23] ). In this paper a weaker result that does not require PE-like conditions is targeted. The objective of this paper is to establish boundedness of the system state (i.e., tracking errors and parameter estimates) and convergence of the error signal to the origin for switched nonlinear systems with semidefinite Lyapunov functions using Krasovskii's (cf. [24] , [25, p. 17] ) and Filippov's (cf. [26] , [27, p. 85] ) generalized solution concepts.
The Filippov and Krasovskii solution concepts potentially admit more solutions that the sample-and-hold [28] and the Carathéodory [29] concepts. In the case of Krasovskii solutions, the additional solutions are Hermes solutions, i.e., limits of solutions under small perturbations [30] , [31] . A stability theorem that established robustness to small perturbations is more useful than one that does not. Since sampled-and-hold and Carathéodory solutions do not provide any information regarding robustness to perturbations, additional analysis is often needed to establish robustness. On the other hand, good behavior of Krasovskii solutions also implies that of solutions under small perturbations (cf. [32] - [34] ). Hence, Filippov and Krasovskii solution concepts are selected for the analysis in this paper.
Because of complications resulting from a negative semidefinite Lyapunov derivative, few results are available in literature that examine adaptive control of uncertain nonlinear switched systems (i.e., where an adaptive update law is designed to compensate for uncertainty). An adaptive controller for switched nonlinear systems that utilizes a generalization of Barbalat's lemma [35] is developed in [36] . The controller can asymptotically stabilize a switched system, where each subsystem has nonlinearly parameterized uncertainties. Multiple Lyapunov functions are utilized to analyze the stability of the switched system. However, the generalized Barbalat's Lemma in [35] requires a minimum dwell time, and in general, state-dependent switching conditions cannot guarantee a minimum dwell time. An extension of the Lasalle-Yoshizawa Theorem to locally Lipschitz-continuous switched systems is provided in [37, Theorem 2.5] using continuously differentiable Lyapunov functions.
This paper generalizes the Lasalle-Yoshizawa Theorem (cf. [38] and [12, Theorem 8.4] ) and its nonsmooth extensions in results such as [37] , [39] , and [40] to switched nonsmooth systems and nonregular Lyapunov functions. Boundedness of the system state and convergence of a positive semidefinite function of the system state to zero is established under arbitrary switching between nonsmooth nonlinear systems provided a semidefinite cLF (i.e., a candidate cLF with a NSD derivative) is available. A novel generalization of the setvalued derivative in [41] and [42] , that yields less conservative statements of Lyapunov stability results such as [41] - [45] , and LaSalle-like invariance results such as [46] - [48] , is introduced for Lipschitz continuous regular Lyapunov functions.
In the following, Section II presents a preliminary stability result (Theorem 1) for differential inclusions based on semidefinite Lyapunov functions. Section III develops a relationship between the (Filippov and Krasovskii) regularizations of the subsystems and the regularization of the switched system to enable analysis of the switched nonsmooth system using Theorem 1. Section IV utilizes Theorems 1 and 2 to infer asymptotic properties of the switched system using asymptotic properties of the subsystems. Section V presents an illustrative example and Section VI provides concluding remarks.
II. SEMIDEFINITE LYAPUNOV FUNCTIONS
Let 1 F : R n ×R ≥t0 ⇒ R n be an upper semi-continuous [49, Definition 1.4.1] map with compact, nonempty, and convex values. Then, solutions to the differential inclusioṅ 
In this paper, the behavior of the solutions to (1) is analyzed using Lyapunov-like comparison functions with negative semidefinite derivatives. To this end, generalized time derivatives and semidefinite Lyapunov functions are defined as follows. 2 Definition 2. The generalized time derivative of a locally Lipschitz-continuous regular function V : R n × R ≥t0 → R along the differential inclusionẋ ∈ F (x, t) is the function 1 For a ∈ R, the notation R ≥a denotes the interval [a, ∞) and the notation R>a denotes the interval (a, ∞). For a relation (·), the notation a.e.
(·) implies that the relation holds for almost all t ∈ I. The notation F : A ⇒ B is used to denote a set-valued map from A to the subsets of B.
where ∂V denotes the Clarke gradient of V . If V locally Lipschitz-continuous but not regular thenV F is defined aṡ
For regular functions, Definition (2) is more conservative than the set-valued derivative introduced in [41] and [42] . However, it admits a less conservative relaxation (see Lemma 1 and Definition 4). 
and a continuous positive semidefinite function W :
∀x ∈ D and for almost all t ∈ I.
The following theorem establishes the fact that the existence of a semidefinite Lyapunov function implies that t → W (x (t)) asymptotically decays to zero. Theorem 1. Let B (0, r) ⊂ D denote the closed ball of radius r centered at the origin. If the differential inclusion in (1) admits a semidefinite Lyapunov function and F is locally bounded, uniformly in t, over Ω, 4 then, every solution to (1) such that
, is complete, bounded, and satisfies lim t→∞ W (x (t)) = 0.
Proof: Similar to the proof of [40, Corollary 1], boundedness of x established and used to prove the existence and the uniform continuity of complete solutions. Barbalat's lemma (cf. [12, Lemma 8.2] ) is then used to finish the proof. Let x : I → D be a solution to (1) 
The claim is that x remains within the domain D over the interval of its existence, i.e., T = sup I. For the sake of contradiction, assume that inf {t ∈ I | x (t) / ∈ D} < sup I. If V is locally Lipschitz-continuous but not regular then, using (4), (6) and [51, Proposition 4] , all the solutions to (1) 
If V is also regular, then (3) and [41, Equation 22 ] can be used to concludeV (x (t) , t) ≤ −W (x (t)) for almost every 3 If a ∈ R m and b ∈ R n then the notation [a; b] denotes the concatenated vector 
Hence T = sup I, which implies that x is confined to B (0, r) on every interval of its existence. Thus, x can be continued to be complete, i.e., I = R ≥t0 (cf. [18] , [32] ). Since the choice of x was arbitrary, all solutions to (1) 
Since F is locally bounded, uniformly in t, over Ω, and
is uniformly continuous on R ≥t0 . Furthermore, t →´t t0 W (x (τ )) dτ is monotonically increasing and from (6)
. Hence, lim t→∞´t t0 W (x (τ )) dτ exists and is finite. By Barbalat's Lemma, lim t→∞ W (x (t)) = 0.
If V is regular then the generalized time derivative obtained using Definition 2 is generally more conservative than (i.e., greater than or equal to) the maximal element of the setvalued derivativeV (F ) as defined in [42] . However, the following Lemma demonstrates that through a reduction of the admissible directions in F using locally Lipschitz-continuous regular functions, a generalized time derivative that is less conservative than the set-valued derivativeV (F ) can be obtained.
whereVF
Proof: The proof closely follows the proof of Lemma 1 in [42] . Consider the set of times T ⊆ R ≥0 whereẋ(t) is defined andV i (x(t), t) is defined ∀i ≥ 0. Since x is absolutely continuous and the functions V i are locally Lipschitz-continuous,
where V ′ + and V ′ − denote the right and left directional derivatives and V o denotes the Clarke-generalized derivative [52, p. 39] 
Hence, (7) , along with the fact thaṫ
a.e. ≤ −W (x (t)). Lemma 1 implies that to establish Lyapunov stability and asymptotic behavior of all solutions of (1), examination of the setF , reduced from F using the functions in V, is sufficient. In [42] , the maximization is performed over the set G 0 instead ofF , i.e., maxV
Thus, depending on the functions V selected to reduce the inclusions, VF (x, t) can provide a notion of generalized time derivative of V that is less conservative than the set-valued derivative in [42] . Naturally, if V = {V 0 } then the two are equal. The following definition is inspired by Lemma 1 and the corollary that follows is a straightforward consequence of Theorem 1 and Lemma 1. Corollary 1. If the differential inclusion in (1) admits a V−semidefinite Lyapunov function and x → F (x, t) is locally bounded, uniformly in t, over Ω, then every solution to (1) such that
is complete, bounded, and satisfies lim t→∞ W (x (t)) = 0.
Similar to Corollary 1, Definition 4 can be utilized to formulate less conservative statements of Lyapunov stability results such as [41] - [45] , and LaSalle-like invariance results such as [46] - [48] .
The following section connects the developed results for differential inclusions to a switched system of nonsmooth differential equations by studying the differential inclusions that result from (Filippov and Krasovskii) regularization of the individual subsystems and the overall switched system.
III. SWITCHED SYSTEMS AND DIFFERENTIAL INCLUSIONS
Consider a switched system of the forṁ
where ρ : R n × R ≥t0 → N denotes a state-dependent switching signal, N ⊆ N is the set of all possible switching indices, and x : R ≥t0 → R n denotes the system state trajectory. The collection {f σ : R n × R ≥t0 → R n } σ∈N is assumed to be locally bounded, uniformly in σ and t, 6 and the functions t → f σ (x, t) and t → ρ (x, t) are assumed to be (Borel) measurable ∀x ∈ R n and σ ∈ N . Let f :
Since the collection {f σ } σ∈N is measurable in t and locally bounded, uniformly in t and σ, t → f (x, t) measurable ∀x ∈ R n and the function f is is locally bounded, uniformly in t. The objective of this paper is to establish asymptotic properties of the generalized solutions to the systeṁ
using asymptotic properties of the generalized solutions to the individual subsystemṡ
In the following, generalized solutions of the systems in (9) and (10) 
are analyzed. When a Filippov regularization is considered, the local boundedness requirement on the map x → f σ (x, t) is relaxed to essential local boundedness and a stronger measurability requirement is imposed so that (x, t) → f σ (x, t) and (x, t) → ρ (x, t) are measurable ∀σ ∈ N . 6 A collection of functions {fσ} σ∈N from R n × R ≥t 0 to R n is locally bounded, uniformly in t and σ, if for every compact K ⊂ R n , there exists M > 0 such that fσ (x, t) ≤ M, ∀ (x, t) ∈ K × R ≥t 0 and ∀σ ∈ N . 7 The notation co A denotes the convex hull and the notation coA denotes the closed convex hull of the set A.
The objective of the analysis is to prove the conjecture that a common semidefinite Lyapunov function for the individual subsystems is also a semidefinite Lyapunov function for the switched system. Letẋ ∈ F f (x, t) andẋ ∈ F f σ (x, t) be Filippov regularizations of (9) and (10), respectively, and leṫ x ∈ F k (x, t) andẋ ∈ F kσ (x, t) be Krasovskii regularizations of (9) and (10), respectively. Before stating the main result, a property of convex sets due to Carathéodory and an important relationship between the regularizations are stated. Proposition 1. [53, Page 103] If P ⊂ R n and x ∈ co (P ) then there exists m ∈ N with m ≤ n + 1, p 1 , · · · , p m ∈ P , and a 1 , · · · , a m ∈ R >0 with
and for almost all t ∈ R ≥t0 . Under the additional assumption that ∀σ ∈ N , there exist countable collections of measure-zero sets
the inclusion in (12) can be strengthened to
Proof: Part 1, Krasovskii regularization:
Fix δ > 0 and let z ∈ co σ∈N f σ (y, t) | y ∈ B (x, δ) . Then, there exists a sequence {z i } i∈N ∈ R n such that z i ∈ co σ∈N f σ (y, t) | y ∈ B (x, δ) , ∀i ∈ N, and lim i→∞ z i = z. Furthermore, by Proposition 1, there exists collection of m ≤ n + 1 points {z i1 , · · · , z im } ⊂ R n , positive real numbers {a i1 , · · · , a im } for which m j=1 a ij = 1, and integers {σ i1 , · · · , σ im } ∈ N , such that z ij ∈ f σj (y, t) | y ∈ B (x, δ) and z i = m j=1 a ij z ij . Hence, z = lim i→∞ m j=1 a ij z ij , that is, z = lim i→∞ Z i A i , where A i = a i1 , · · · , a im T and Z i = z i1 , · · · , z im .
Since the coefficients a ij ≥ 0 are bounded, the sequence {A i } i∈N is a bounded sequence. Hence, there exists a subsequence {A i k } k∈N such that lim k→∞ A i k = A, for some A = a 1 · · · a m T . Since the function
Since the set σ∈N {f σ (y, t) | y ∈ B (x, δ)} is bounded, the sequence {Z i k } k∈N is a bounded. Hence there exists a subsequence Z i k l l∈N such that lim l→∞ Z i k l = Z, element-wise, for some Z = z 1 · · · z m T . Hence, z = lim l→∞ Z i k l A i k l = ZA, where the columns z j of the matrix Z are the limits lim l→∞ z i k l j . Hence, z j ∈ co f σj (y, t) | y ∈  B (x, δ) . Therefore, the point z is a convex combination of points from co f σj (y, t) | y ∈ B (x, δ) . That is, z ∈ co σ∈N co {f σ (y, t) | y ∈ B (x, δ)}. Since the selection of δ was arbitrary,
Hence, ∀ǫ > 0, there exist z 1 , · · · , z m ⊂ R n , positive real numbers a 1 , · · · , a m for which m j=1 a j = 1, and integers σ 1 , · · · , σ m ∈ N , such that ∀δ ≥ ǫ, z j ∈ f σj (y, t) | y ∈ B (x, δ) and z = m j=1 a j z j . In particular, ∀ǫ > 0, z ∈ co σ∈N δ>ǫ co {f σ (y, t) | y ∈ B (x, δ)}. Hence, z ∈ co σ∈N δ>0 co {f σ (y, t) | y ∈ B (x, δ)}, which proves (11) .
Part 2, Filippov regularization:
Since the functions f σ (x, t) are locally essentially bounded, uniformly in t and σ, the collection N * (δ) is nontrivial. Fix N ∈ N * (δ) and z ∈ co σ∈N f σ (y, t) | y ∈ B (x, δ) \ N . Then, using arguments similar to Part 1 of the proof it can be shown that the point z is a convex combination of points from co f σj (y, t) | y ∈ B (x, δ) \ N . That is, z ∈ co σ∈N co f σ (y, t) | y ∈ B (x, δ) \ N .
To simplify the notation, define B δ N (x, t) co σ∈N co f σ (y, t) | y ∈ B (x, δ) \ N . Thus,
Since t) , and the fact that the choice of δ was arbitrary yields
The inclusions in (15) and (16) 
For the development hereafter, (x, t) is restricted to a set R n × E for some E ⊆ R ≥t0 such that ∀σ ∈ N , the Filippov inclusions F f σ (x, t) can be expressed as
Under the additional assumption in (13) , the set E can be selected to be equal to R ≥t0 .
The claim is that even without the additional assumption in (13), the set E can be selected such that µ (E c ) = 0. Indeed since the functions (x, t) → f σ (x, t) are measurable, [27, Equation 27 , p. 85] can be used to conclude that ∀σ ∈ N there exist sets
The claim is then established by selecting E = ∩ σ∈N E σ .
Define N * σ∈N i∈N N σi . Since N * is a countable union of measure-zero sets, µ (N * ) = 0. Since z ∈ µ(N )=0 co (B N 1 (x, t) ∪ B N 2 (x, t) ∪ · · · ), there exist {z 1 , · · · , z m } such that each z j ∈ B N * σ (x, t) for some σ, and positive real numbers {a 1 , · · · , a m } with m j=1 a j = 1, such that z = m j=1 a j z j . Using (13) and De-Morgan's laws,
∀δ > 0 sufficiently small. Using a nesting argument similar to the proof for Krasovskii inclusions, it can be shown that
∀ (x, t) ∈ R n × E, which, along with (15) and (16), proves (12) and (14) .
IV. INVARIANCE-LIKE RESULTS FOR SWITCHED SYSTEMS
The following theorem shows that a common semidefinite Lyapunov function for the family of differential inclusions is also a semidefinite Lyapunov function for the closure of their convex combination. 9 Theorem 3. Let V : Ω → R be a common semidefinite Lyapunov function for the family of (Filippov or Krasovskii) differential inclusions {ẋ ∈ F σ (x, t) | σ ∈ N } (i.e., the functions W , W , and W in Definition 3 are independent of σ). Then, V is also a semidefinite Lyapunov function for the differential inclusionẋ ∈ co σ∈N F σ (x, t).
Proof: For all σ ∈ N , let x : I → D denote a solution toẋ ∈ F σ (x, t) over an interval I containing t 0 . LetV Fσ be the generalized time derivative of V along the differential inclusionẋ ∈ F σ (x, t) and letV F be the generalized time derivative of V along the differential inclusionẋ ∈ F (x, t).
Since V is a common semidefinite Lyapunov function, there exists a function W : D → R, independent of σ, such that ∀σ ∈ N , ∀x ∈ D, and for almost all t ∈ I,V Fσ (x, t) ≤ −W (x) .
Fix (x, t) such thatV Fσ (x, t) ≤ −W (x). Fix p ∈ ∂V (x, t) and let q * ∈ co σ∈N F σ (x, t). By Proposition 1, there exists a collection of m ≤ n + 1 points {z 1 , · · · , z m } ⊂ R n , positive real numbers {a 1 , · · · , a m } for which m j=1 a j = 1, and integers {σ 1 , · · · , σ m } ∈ N such that z j ∈ F σj (x, t), ∀j ∈ {1, · · · , m} and p
Since the selection of q * was arbitrary, there exists some i * ∈ {1, · · · , m} such that 
Hence, from the definitions of the generalized time derivative in (3) and (4), there exists some σ * ∈ N such thatV co σ∈N Fσ (x, t) ≤V F σ * (x, t) . Thus, wheneveṙ
, ∀x ∈ D and for almost all t ∈ I.
The following corollary, included for completeness, is a straightforward consequence of Theorems 1, 2, and 3. 9 The observation that a common (strong) continuously differentiable Lyapunov function for a family of finitely many differential inclusions is also a Lyapunov function for the closure of their convex combination is stated in [13, Proposition 1] . In this technical note, it is proved and extended to families of countably infinite differential inclusions and semidefinite locally Lipschitz-continuous Lyapunov functions. Corollary 2. Let B (0, r) ⊂ D denote the closed ball of radius r centered at the origin. If the (Filippov or Krasovskii) regularizations of the subsystems in (10) admit a common semidefinite Lyapunov function, and for every fixed x ∈ D, the collection {F σ } σ∈N is locally bounded, uniformly in t and σ, over Ω × N , 10 then every solution of the (Filippov or Krasovskii) regularization of the switched system in (9) that satisfies x (t 0 ) ∈ x ∈ B (0, r) | W (x) ≤ c is complete, bounded, and satisfies lim t→∞ W (x (t)) = 0.
At this juncture, it would be natural to ask whether the result in Corollary 2 can be established using a common V−semidefinite Lyapunov function. The following example demonstrates that a common V−semidefinite Lyapunov function is indeed not sufficient. Example 1. Consider the subsystems described by the functions f 1 , f 2 : R 2 → R 2 , defined by
The Krasovskii regularization of the subsystems is
Then,V is a locally Lipschitz-continuous function that satisfies (5) and 11
Since V is convex, it is also regular [54, Proposition 2.3.6].
which implies that the subsystems are (strongly) Lyapunov stable and that V is a common V−semidefinite Lyapunov function for the subsystems. However, when arbitrary switching is allowed, the unbounded sliding solution [x 1 (t) ; x 2 (t)] = [1; x 2 (t 0 ) + t − t 0 ] becomes an admissible solution to the switched system. This example demonstrates that results such as Theorem 3 and 10 A collection of set valued maps {Fσ} σ∈N from R n × R ≥t 0 to R n is locally bounded, uniformly in t and σ, over Ω × N , if for every compact K ⊂ D, there exists M > 0 such that ∀ (x, t, σ, y) such that (x, t, σ) ∈ K × I × N and y ∈ Fσ (x, t), y ≤ M . 11 
In addition, for a specific generalized solution x * : I → R n to (9) , let the set {t ⊆ I | ρ (x * (·) , ·) is discontinuous at t} be countable for every I ⊆ R ≥t0 . Then, weak versions of Theorems 1 and 3 that establish the convergence of W (x * (t)) to the origin as t → ∞ can be proven using techniques similar to [40, Corollary 1].
V. DESIGN EXAMPLE
Consider the following nonlinear dynamical system.
where x : R ≥t0 → R n denotes the state, u : R ≥t0 → R n denotes the control input, d : R ≥t0 → R n denotes an unknown disturbance, ρ : R n × R ≥t0 → N denotes a known piece-wise continuous switching signal, Y σ : R n → R n×L , for each σ ∈ N, is a known function, and θ ∈ R L is the vector of constant unknown parameters. The control objective is to regulate the system state to the origin. The disturbance is assumed to be bounded, with a known bound d such that d ∞ ≤ d.
A. Control Design
The following adaptive controller is designed to satisfy the control objective.
whereθ : R ≥t0 → R L denotes an estimate of the vector of unknown parameters, θ, k, β ∈ R >0 are positive constant control gains, and sgn (·) is the signum function. The estimate, θ, is obtained from the update laẇ
For each σ ∈ N, the closed-loop error system can then be expressed aṡ
x (t) = −kx (t)+Y σ (x (t))θ (t) + d (t)−β sgn (x (t)) , (18)
whereθ θ −θ denotes the parameter estimation error. The closed-loop system in (18) and (19) is discontinuous, and hence, does not admit classical solutions. Thus, the analysis will focus on generalized solutions to (18) and (19) . Since Filippov and Krasovskii generalizations of the closedloop system in (18) and (19) are identical, the solutions to the corresponding differential inclusions are hereafter simply referred to as generalized solutions.
B. Stability Analysis
Consider the candidate Lyapunov function V : R n+L → R ≥t0 , defined as
where z x TθT T . Since the candidate Lyapunov function is continuously differentiable, the Clarke gradient reduces to the standard gradient, i.e, ∂V (z, t) = {z}. Using the calculus of K [·] from [43] , a bound on the regularization of the system in (18) and (19) can be computed as F σ (z, t) ⊆ F ′ σ (z, t)
Using the definition in (2) and the fact that x T K [sgn] (x) = {|x|}, a bound on the generalized time derivative of the candidate Lyapunov function can be computed aṡ
for all (z, t) ∈ R n+L × R ≥t0 and σ ∈ N, where W (z) = k x 2 is a positive semidefinite function. Using (20) , (21) , and Corollary 2, all the generalized solutions of the switched nonsmooth system in (18) and (19) are complete, bounded, and satisfy x (t) → 0 as t → ∞.
VI. CONCLUSION
Motivated by applications in switched adaptive control, the generalized Lasalle-Yoshizawa corollary in [40] is extended to switched nonsmooth systems. The extension facilitates the analysis of the asymptotic characteristics of a switched system based on the asymptotic characteristics of the individual subsystems where a common candidate Lyapunov function with a negative semidefinite derivative can be constructed for the subsystems. Application of the developed extension to a switched adaptive system is demonstrated through a simple example.
The developed method requires a strong convergence result for the subsystems. The existence of a candidate Lyapunov function that satisfies (6) implies that all the Filippov solutions to the individual subsystems are bounded and asymptotically converge to the origin. Future research will focus on the development of results for switched nonsmooth systems where only weak convergence results (that is, only a subset of of the Filippov solutions to the individual subsystems are bounded and asymptotically converge to the origin) are available for the subsystems.
