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COMPARABILITY AND REGULARITY ESTIMATES FOR
SYMMETRIC NONLOCAL DIRICHLET FORMS
BART LOMIEJ DYDA AND MORITZ KASSMANN
Abstract. The aim of this work is to study comparability of nonlocal Dirichlet
forms. We provide sufficient conditions on the kernel for local and global com-
parability. As an application we prove a-priori estimates in Ho¨lder spaces for
solutions to integrodifferential equations. These solutions are defined with the
help of symmetric nonlocal Dirichlet forms.
1. Introduction
If, for every x ∈ Rd, A(x) is a positive definite matrix which is uniformly bounded,
then for every ball B ⊂ Rd and every function u ∈ C∞c (B)ˆ
B
〈∇u(x), A(x)∇u(x)〉 dx ≍
ˆ
B
|∇u(x)|2 dx .(1)
This property is crucial for many questions related to partial differential operators
of second order in divergence form and to diffusion processes generated by local
Dirichlet forms. The aim of the present work is to study similar properties for
symmetric nonlocal Dirichlet forms.
Fix α0 ∈ (0, 2). Let K denote a family of kernels kα : R
d × Rd → [0,∞) which
depend on indices α ∈ (α0, 2). We consider the corresponding bilinear forms¨
RdRd
(
u(y)− u(x)
)(
v(y)− v(x)
)
kα(x, y) dy dx , u, v ∈ C
∞
c (R
d) .
We study the question, under which additional assumptions on the kernels kα ∈ K
local comparability holds, i.e. for every kernel kα ∈ K, small ball B and every
function u ∈ C∞c (B)¨
BB
(
u(y)− u(x)
)2
kα(x, y) dy dx ≍ (2− α)
¨
BB
(
u(y)− u(x)
)2
|x− y|d+α
dy dx .(A)
This relation means that the ratio of the two quantities is bounded from below and
above by two uniform positive constants which do not depend on kα ∈ K.
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Note that this problem is interesting and unsettled even if all kernels kα correspond
to one fixed index α ∈ (0, 2). The case α = 2 corresponds to (1).
For α ∈ (0, 2) set Ad,−α =
αΓ((d+α)/2)
21−αpid/2Γ(1−α/2)
. Note that Ad,−α ≍ α(2 − α) for all
α ∈ (0, 2). Fix α0 ∈ (0, 2) and c > 0. A standard example where relation (A) holds
true is given by the family K = {kα|α ∈ (α0, 2)} where kα is any kernel satisfying
cAd,−α|x− y|
−d−α ≤ kα(x, y) ≤ c
−1Ad,−α|x− y|
−d−α(2)
for almost every x, y ∈ Rd.
In this work we give sufficient conditions which are more general than (2). It is
easy to see that (2) is not necessary for (A). Define K˜ = {k˜α|α ∈ (α0, 2)} with
k˜α(x, y) = kα(x, y)(1{|x|≤0.1|y|} + 1{|y|≤0.1|x|}) where kα is any kernel satisfying (2),
then the kernels k˜α do not satisfy (2) but (A) is still satisfied for all k˜α ∈ K˜.
One application of our investigation are local Poincare´- and Sobolev-inequalities, see
[12, 14]. Those inequalities together with a class of appropriate cutoff-functions lead
to regularity estimates for symmetric nonlocal Dirichlet forms. We assume that,
for some constant c > 0, and every R, ρ ∈ (0, 1) there is a nonnegative function
τ ∈ C∞(Rd) with supp(τ) = BR+ρ, τ(x) ≡ 1 on BR, and for every k
sup
x∈Rd
ˆ
Rd
(
τ(y)− τ(x)
)2
k(x, y) dy ≤ cρ−α .(B)
Note that for α = 2 Assumption (B) asks for the existence of a cut-off function τ
with sup
x∈Rd
|∇τ |2(x) ≤ cρ−2. Such τ obviously exists.
We are able to establish conditions (A) and (B) under quite mild assumptions. Let
us always assume k(x, y) = k(y, x) which is not a restriction since our bilinear forms
are symmetric. Without mentioning it we always assume that for almost every
x, y ∈ Rd
(K) L(x− y) ≤ k(x, y) ≤ U(x− y) ,
for some functions L, U : Rd → [0,∞) satisfying L(x) = L(−x), U(x) = U(−x) for
almost every x ∈ Rd, L 6= 0 on a set of positive measure, and
(U0)
ˆ
Rd
(|z|2 ∧ 1)U(z) dz ≤ C0 <∞.
Our main assumptions are the following:
(U1) There exists C1 > 0 such that for every r ∈ (0, 1)
(3)
ˆ
B(0,r)
|z|2U(z) dz ≤ C1r
2−α .
(L1) There exist a > 1 and C2, C3 such that every annulus Ba−n+1 \ Ba−n (n =
0, 1, . . .) contains a ball Bn with radius C2a
−n, such that
(4) L(z) ≥ C3(2− α)|z|
−d−α, z ∈ Bn.
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Then we can prove the following result:
Theorem 1. Assume the function k : Rd × Rd → [0,∞) satisfies (U0), (U1) and
(L1). Then conditions (A) and (B) are satisfied. If the constants C0, C1, C2, C3
appearing in (U0), (U1), (L1) are independent of α ∈ (α0, 2) (α0 > 0), then so are
the constants in (A) and (B).
Let us explain applications of this result. By Hα/2(Rd) we denote the usual Sobolev
space of fractional order α/2 ∈ (0, 1), see (8). If Ω ⊂ Rd is open and bounded, then
Hα/2(Ω) is the space of measurable functions f : Ω→ R which can be represented as
restrictions of Hα/2(Rd) to Ω. H
α/2
loc (Ω) denotes the space of all measurable functions
f : Ω→ R such that φf ∈ Hα/2(Ω) for every φ ∈ C∞c (Ω).
Conditions (A) and (B) allow us to apply several techniques which were developed
for partial differential operators of second order or local Dirichlet forms respectively.
The following weak Harnack inequality holds true for supersolutions, see [10, 9].
Theorem 2. Assume (A) and (B) hold true. Let α0 ∈ (0, 2). There are positive
reals p0, c such that for every α ∈ (α0, 2) and u ∈ L
∞(Rd)∩H
α/2
loc
(B1) with u ≥ 0 in
B1 satisfying E(u, φ) ≥ 0 for every nonnegative φ ∈ C
∞
c (B1) the following inequality
holds:
c inf
B1/4
u ≥
(  
B1/2
u(x)p0 dx
)1/p0
− c sup
x∈B1/2
ˆ
Rd\B1
u−(z)k(x, z) dz .
The constants p0, c depend only on d, α0 and on the constants arising in (A) and
(B).
Throughout this article the abbreviation ’sup’ shall denote the essential supremum
and ’inf’ the essential infimum. It is possible to combine Theorem 2 and Theorem
1 in order to obtain regularity estimates. In order to focus on the main issues we
formulate a simple assumption on k for large values of |x−y|. We assume that there
is γ ∈ (0, α) such that
lim sup
R→∞
Rγ
ˆ
|z|>R
U(z) dz ≤ 1 .(U2)
Using conditions (L1), (U0), (U1) and (U2) the following nonlocal version of De-
Giorgi’s regularity result can be established [9].
Theorem 3. Assume (L1), (U0), (U1) and (U2) hold true. Then there exist c > 0,
β ∈ (0, 1) such that for every x0 ∈ R
n, u ∈ L∞(Rd) ∩ H
α/2
loc
(B1(x0)) satisfying
E(u, φ) = 0 for every φ ∈ C∞c (B1(x0)) the following Ho¨lder estimates holds for
almost every x, y ∈ B1/2(x0):
|u(x)− u(y)| ≤ c‖u‖∞|x− y|
β .(5)
If the constants appearing in (L1), (U0), (U1) and (U2) are independent of α ∈
(α0, 2), where α0 > 0, then so are the constants c and β.
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Theorem 3 is proved in resp. follows from the works [11, 2, 5, 3] if one allows the
constant c in (5) to depend on α ∈ (0, 2) with c(α) → +∞ for α → 2 and if one
imposes a stronger isotropic condition of the form
∀ z ∈ B1(0) : L(z) ≥ C3|z|
−d−α .
Techniques which are robust as α→ 2 are developed for equations in non-divergence
form in [4].
The paper is organized as follows. In Section 2 we introduce some notation used in
sequel and prove Theorem 1, breaking its proof into three parts, namely Proposi-
tions 5, 8 and 11. We also provide an example of a kernel satisfying (A) and (B),
but not (L1), see Example 12. In Section 3 we provide the main ideas of how to
prove Theorem 3.
2. Properties of the bilinear form
In this section we prove Theorem 1. The proof consists of several propositions and
lemmata. At the end of the section we construct an example of a kernel satisfying
(A) and (B), but not (L1).
Let us fix α ∈ (0, 2) and consider the following quadratic forms
EkD(u, u) =
ˆ
D
ˆ
D
(u(y)− u(x))2k(x, y) dx dy, u ∈ L2(D),(6)
EαD(u, u) = α(2− α)
ˆ
D
ˆ
D
(u(y)− u(x))2|x− y|−d−α dx dy, u ∈ L2(D),(7)
where D ⊂ Rd is some open set. Furthermore, we define Sobolev norm
(8) ‖u‖Hα/2(Rd) = ‖u‖L2(Rd) + E
α
D(u, u)
1/2.
By B(x, r) = {z ∈ Rd : |x− z| < r} we denote the Euclidean ball with center x and
radius 0 < r ≤ ∞, and we use an abbreviation Br = B(0, r). By S
d−1 = {x ∈ Rd :
|x| = 1} we denote the unit sphere.
We define Fourier transform as an isometry of L2(Rd) determined by
uˆ(ξ) = (2pi)−d/2
ˆ
Rd
u(x)e−iξ·x dx, u ∈ L1(Rd) ∩ L2(Rd).
The following lemma contains a useful equivalent formulation of condition (U1).
Lemma 4. Condition (U1) is equivalent to the following one:
(U1’) There exists C4 > 0 such that for every r ∈ (0, 1)
(9)
ˆ
Rd
(
r2 ∧ |z|2
)
U(z) dz ≤ C4r
2−α.
If the constants C0 and C1 are independent of α ∈ (α0, 2), where α0 > 0, then so is
the constant C4, and vice versa.
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Proof. Implication (U1’) =⇒ (U1) is obvious, we may take C0 = C1 := C4. We
assume now (U1) and we fix 0 < r < 1. We consider n = 0, 1, 2, . . . such that
2n+1r < 1 (the set of such n’s is empty if r ≥ 1
2
). We have by (U1)
ˆ
2nr<|z|≤2n+1r
U(z) dz ≤ 2−2nr−2
ˆ
2nr<|z|≤2n+1r
|z|2U(z) dz
≤ 2−2nr−2C1 2
(n+1)(2−α)r2−α = 2−nα22−αC1r
−α.
After summing over all such n we obtain
ˆ
r<|z|≤1/2
U(z) dz ≤
22−αC1
1− 2−α
r−α.
Finally ˆ
1/2<|z|
U(z) dz ≤ 4
ˆ
Rd
(|z|2 ∧ 1)U(z) dz ≤ 4C0 ≤ 4C0r
−α.
Combining the two inequalities above and (U1) we get (U1’) with C4 = (
22−α
1−2−α
+
1)C1 + 4C0. 
In next two propositions we prove the easier part of Theorem 1.
Proposition 5. Condition (U1) implies (B). If the constants C0 and C1 are inde-
pendent of α ∈ (α0, 2), where α0 > 0, then so is the constant in (B).
Proof. Let τ ∈ C∞(Rd) be a function satisfying supp(τ) = BR+ρ, τ ≡ 1 on BR,
0 ≤ τ ≤ 1 on Rd and |τ(x) − τ(y)| ≤ 2ρ−1|x − y| for all x, y ∈ Rd. In particular,
we have then |τ(x)− τ(y)| ≤ (2ρ−1|x− y|)∧ 1. For every x ∈ Rd we estimate, using
Lemma 4ˆ
Rd
(τ(x)− τ(y))2k(x, y) dy ≤
ˆ
Rd
(
(4ρ−2|x− y|2) ∧ 1
)
U(x− y) dy
= 4ρ−2
ˆ
Rd
(|z|2 ∧
ρ2
4
)U(z) dz
≤ 2αC4ρ
−α. 
In the proof of the next proposition we will need the following fact [8]. Its elementary
proof may be found in [6], however one has to go through it and see that the constants
do not depend on α, provided one has the factor α(2− α) in front of the Gagliardo
norm (7), (8).
Fact 6. Let D ⊂ Rd be a bounded Lipschitz domain, and let 0 < α < 2. Then
there exists a constant c = c(d,D) (independent of α) and an extension operator
E : Hα/2(D)→ Hα/2(Rd) with norm ‖E‖ ≤ c.
Furthermore, we will need the following Poincare´ inequality [14].
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Fact 7. Let D ⊂ Rd be a bounded Lipschitz domain, and let 0 < α0 < α < 2. Then
there exists a constant c = c(d, α0, D) such that
(10) ‖u−
1
|D|
ˆ
D
u dx‖2L2(D) ≤ cE
α
D(u, u), u ∈ H
α/2(D).
Now we are ready to formulate and prove the following comparability result.
Proposition 8. Assume (U0), (U1) and let 0 < α0 < α < 2. If D ⊂ R
d is a
bounded Lipschitz domain, then there exists a constant c = c(α0, d, C1, C0, D) such
that
(11) EkD(u, u) ≤ cE
α
D(u, u), u ∈ H
α/2(D).
The constant c may be chosen such that (11) holds for all balls D = Br of radius
r < 1, and for all α ∈ (α0, 2).
Proof. By E we denote the extension operator fromHα/2(D) toHα/2(Rd), see Fact 6.
By subtracting a constant, we may and do assume that
´
D
u dx = 0. We have by
Plancherel formula and Fubini theorem
EkD(u, u) ≤
ˆ
D
ˆ
D−y
(u(y + z)− u(y))2U(z) dz dy(12)
≤
ˆ
D
ˆ
B(0,diamD)
(Eu(y + z)− Eu(y))2U(z) dz dy
≤
ˆ
B(0,diamD)
ˆ
Rd
(Eu(y + z)− Eu(y))2 dy U(z) dz
=
ˆ
Rd
(ˆ
B(0,diamD)
|eiξ·z − 1|2U(z) dz
)
|Êu(ξ)|2 dξ
=
ˆ
Rd
(ˆ
B(0,diamD)
4 sin2
(ξ · z
2
)
U(z) dz
)
|Êu(ξ)|2 dξ.(13)
For |ξ| > 2 we obtain, using (U1’)
(14)
ˆ
4 sin2
(ξ · z
2
)
U(z) dz ≤ |ξ|2
ˆ
(|z|2 ∧ 4|ξ|−2)U(z) dz ≤ 4C4|ξ|
α,
and for |ξ| ≤ 2ˆ
4 sin2
(ξ · z
2
)
U(z) dz ≤ 4
ˆ (∣∣∣ξ · z
2
∣∣∣2 ∧ 1)U(z) dz ≤ 4C0.
Thus
EkD(u, u) ≤ c
′
ˆ
Rd
(|ξ|α + 1) |Êu(ξ)|2 dξ
≤ c′‖Eu‖2Hα/2(Rd) ≤ c‖u‖
2
Hα/2(D)
= c(EαD(u, u) + ‖u‖
2
L2(D))(15)
with c = c(d, C4, C0, D). Since
´
D
u dx = 0, we have by Fact 7
EαD(u, u) ≥ c(α0, d,D)
ˆ
D
u2(x) dx.
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and this together with (15) proves (11).
By scaling, the last assertion of the Theorem is satisfied with a constant c =
c(α0, d, C4, C0, B1). 
The proof of the remaining part of Theorem 1, i.e. the inequality ’≥’ in (A) under
the assumption (L1), is more difficult. We will need the following two technical
lemmata.
Lemma 9. Let 0 < α0 < α < 2. We let η ∈ (0, 1) and for a ball B = B(x, r) we
denote B∗ = B(x, r/η). Suppose that for some ck, r0 > 0 and all 0 < r < r0 we have
EkB∗(u, u) ≥ ckE
α
B(u, u),
for every function u and every ball B of radius ηr. Then there exists a constant
c = c(d, α0, η), such that for every ball B of radius r < r0 and every function u
EkB(u, u) ≥ cckE
α
B(u, u).
Proof. Fix some 0 < r < r0 and a ball D of radius r. We take B to be a family of
balls with the following properties.
(i) For some c = c(d) and any x, y ∈ D, if |x − y| < c dist(x,Dc), then there
exists B ∈ B such that x, y ∈ B.
(ii) For every B ∈ B, B∗ ⊂ D.
(iii) Family {B∗}B∈B has the finite overlapping property, that is, each point of D
belongs to at most M = M(d) balls B∗, where B ∈ B.
Such a family B may be constructed by considering Whitney decomposition of D
into cubes and then covering each Whitney cube by an appropriate family of balls.
We have
EkD(u, u) ≥
1
M2
∑
B∈B
ˆ
B∗
ˆ
B∗
(u(x)− u(y))2k(x− y) dy dx
≥
ck
M2
(2− α)
∑
B∈B
ˆ
B
ˆ
B
(u(x)− u(y))2|x− y|−d−α dy dx
≥
ck
M2
(2− α)
ˆ
D
ˆ
|x−y|<cdist(x,Dc)
(u(x)− u(y))2|x− y|−d−α dy dx.(16)
By [7, Proposition 5 and proof of Theorem 1], we may estimateˆ
D
ˆ
|x−y|<cdist(x,Dc)
(u(x)− u(y))2|x− y|−d−α dy dx
≥ c(α, d)
ˆ
D
ˆ
D
(u(x)− u(y))2|x− y|−d−α dy dx,(17)
with some constant c(α, d). We note that in [7, proof of Theorem 1] the constant
depends on the domain in question, but in our case, by scaling, we can take the
same constant independent of the choice of the ball D. One may also check that
c(α, d) stays bounded when α ∈ (α0, 2). By (16) and (17) the lemma follows. 
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Lemma 10. If q ∈ L1(Rd) is a nonnegative function with supp q ⊂ Bρ, then for all
R > 0 and functions u
E q∗qBR (u, u) ≤ 4‖q‖L1E
q
BR+ρ
(u, u).
Proof. We have
E q∗qBR (u, u) =
ˆ
BR
ˆ
BR
ˆ
BR+ρ
(u(x)− u(y))2q(x− z)q(z − y) dz dy dx
≤ 2
ˆ
BR
ˆ
BR
ˆ
BR+ρ
(
(u(x)− u(z))2 + (u(z)− u(y))2
)
× q(x− z)q(z − y) dz dy dx
≤ 4
ˆ
BR
ˆ
BR+ρ
(u(x)− u(z))2q(x− z) dz dx
ˆ
q(y) dy
≤ 4‖q‖L1E
q
BR+ρ
(u, u). 
We are now ready to finish the proof of Theorem 1.
Proposition 11. Assume that L satisfies (L1), and let 0 < α0 < α < 2. Then there
exists a constant c = c(d, α0, C2, C3, a), such that for all 0 < r < 1
EαBr(u, u) ≤ cE
L
Br(u, u)
Proof. Let
qn(z) = (L(z) ∧ C3(2− α)|z|
−d−α)1Ba−n\Ba−n−1 .
Using estimate (aα − 1)/α ≤ (a2 − 1)/2 it is easy to see that
‖qn‖L1 ≤ c(d, C3, a)(2− α)a
nα.
Let Bn ⊂ Ba−n \Ba−n−1 be a ball like in the assumption (L1), that is, having radius
C2a
−n and such that
L(z) ≥ C3(2− α)|z|
−d−α ≥ C3(2− α)a
(n+1)(d+α), z ∈ Bn ∪ −Bn.
We obtain
qn ∗ qn(z) ≥ C
2
3 (2− α)
2a2(n+1)(d+α) 1Bn∪−Bn ∗ 1Bn∪−Bn(z)
≥ (2− α)2c(d, C2, C3, a)a
nd+2nα
1BC2a−n
(z).
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Figure 1. Support of the kernel k from Example 12 (with b = 1/2)
consists of four thorns. Also sets P0 and P1 (see (20)) are shown: four
larger squares constitute set P0, and four smaller – set P1.
We fix 0 < r < 1. Let n0 be the smallest natural number such that a
−n0 < r/2.
From inequality L ≥
∑∞
n=n0
qn and Lemma 10 we obtain
ELBr(u, u) ≥
∞∑
n=n0
E qnBr/2+a−n
(u, u) ≥
∞∑
n=n0
(4‖qn‖L1)
−1E qn∗qnBr/2 (u, u)
≥ c(d, C2, C3, a)(2− α)
×
∞∑
n=n0
ˆ
Br/2
ˆ
Br/2
(u(x)− u(y))2an(d+α)1BC2a−n
(x− y) dy dx
≥ c′(d, C2, C3, a)(2− α)
ˆ
BC2r/(4a)
ˆ
BC2r/(4a)
(u(x)− u(y))2
|x− y|d+α
dy dx
= c′(d, α0, C2, C3, a)E
α
BC2r/(4a)
(u, u).
The proof is finished by applying Lemma 9. 
Let us show that (L1) is not necessary for (A) and (B) to hold. The reason is
that (A) uses only integrated quantities but not pointwise estimates on k. However,
Assumption (L1) is weak and useful at the same time.
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Example 12. Let b ∈ (0, 1) and
Γ = {(x1, x2) ∈ R
2 : |x2| ≥ |x1|
b or |x1| ≥ |x2|
b}.
We consider the following function
(18) k(z) = (2− α)1Γ∩B1(z)|z|
−2−β , z ∈ R2,
where β = α − 1 + 1/b, see Figure 1. We will show that for such a function k
conditions (A) and (B) are satisfied.
We have, for 0 < r < 1
ˆ
Br
|z|2k(z) dz ≤ 8(2− α)
ˆ r
0
ˆ x1/b
0
(x2 + y2)−β/2 dy dx
≤ 8(2− α)
ˆ r
0
ˆ x1/b
0
x−β dy dx = 8r2−α,(19)
hence k satisfies (U1) with C1 = 8. For n = 0, 1, 2, . . ., we consider the set
En ={(x1, x2) : 2
−n−2 ≤ |x1| ≤ 2
−n−1 and |x2| ≤ 2
−2−(n+2)/b}
∪ {(x1, x2) : 2
−n−2 ≤ |x2| ≤ 2
−n−1 and |x1| ≤ 2
−2−(n+2)/b}.
We have En ⊂ Γ. Let
qn(z) = 2
n(β+2)
1En(z)
and
(20) Pn = {(x1, x2) :
5
4
2−n−2 ≤ |x1|, |x2| ≤
7
4
2−n−2}.
If (x1, x2) ∈ Pn, then
qn ∗ qn(x1, x2) ≥
ˆ 2−2−(n+2)/b
−2−2−(n+2)/b
ˆ
{|z2−x2|≤2−2−(n+2)/b}
qn(x1 − z1, x2 − z2)qn(z1, z2) dz2 dz1
= 22n(β+2)(2−1−(n+2)/b)2 = 2−2−4/b2n(2α+2).(21)
We fix R ∈ (0, 1) and take the smallest natural number n0 for which 2
−n0 < R/2.
Since ‖qn‖L1 = 2
nα−1−2/b ≤ 2nα−2, from Lemma 10 we obtain
(22) (2− α)
∞∑
n=n0
2−nαE qn∗qnBR/2 (u, u) ≤ (2− α)
∞∑
n=n0
E qnBR(u, u) ≤ E
k
BR
(u, u).
On the other hand, by (21)
(2− α)
∞∑
n=n0
2−nαqn ∗ qn(z) ≥ (2− α)2
−2−4/b
∞∑
n=n0
2n(α+2)1Pn(z) =: f(z).
We note that each set Pn ∩ B2−n \ B2−n−1 contains a ball Bn+1 of radius c2
−n−1,
where c is some universal constant. Furthermore, on this ball Bn+1 we have
f(z) = (2− α)2−2−4/b2n(α+2) ≥ (2− α)2α−4/b|z|−(α+2) ≥ (2− α)2−4/b|z|−(α+2),
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provided n ≥ n0. Consequently, f satisfies (L1) with a = 2 and n ≥ n0 + 1, or,
equivalently, a rescaled function x 7→ f(2−n0−1x) satisfies (L1) with a = 2. Since
R/8 < 2−n0−1, we deduce from Proposition 11
EαBR/8(u, u) ≤ cE
f
BR/8
(u, u) ≤ 22+4/bc
∞∑
n=n0
2−nαE qn∗qnBR/2 (u, u).
From this, (22) and Lemma 9 we deduce that
EαBR(u, u) ≤ cE
k
BR
(u, u).
The reverse inequality follows from Proposition 8, hence (A) is satisfied. Also (B)
is satisfied by Proposition 5.
3. Regularity estimates
In this section we provide the proof of Theorem 3. The main idea of the proof is to
extend a result of [10].
Lemma 13. Assume x0 ∈ R
d. For r ∈ (0, 1) and x ∈ Br/2(x0) let ν
x
r be a measure
on Rd \Br(x0) satisfying
lim sup
j→∞
(ηr,j)
1/j < 1, where ηr,j := sup
x∈Br/2(x0)
νxr (R
d \B2jr(x0)) <∞ .(23)
Assume that for some c1 ≥ 1, p > 0, every r ∈ (0, 1) and every u ∈ L
∞(Rd) ∩
H
α/2
loc
(Br(x0)) satisfying E(u, φ) = 0 for every φ ∈ C
∞
c (Br(x0)) and u ≥ 0 in Br(x0),
the weak Harnack inequality(  
Br/2(x0)
u(x)p dx
)1/p
≤ c1 inf
x∈Br/4(x0)
u+ c1 sup
x∈Br/2(x0)
ˆ
Rd
u−(z)νxr (dz) .(24)
holds true. Then there exist β ∈ (0, 1), c > 0 such that for every r ∈ (0, 1) and every
u ∈ L∞(Rd) ∩ H
α/2
loc
(Br(x0)) satisfying E(u, φ) = 0 for every φ ∈ C
∞
c (Br(x0)) and
every ρ ∈ (0, r/2) the following regularity estimate holds:
sup
x,y∈Bρ(x0)
|u(x)− u(y)| ≤ c‖u‖∞(ρ/r)
β .(25)
If c1, p and the limes superior in (23) are independent of x0 or α, then so is c.
Remark 1. Instead of (24) one may assume the strong Harnack inequality
sup
x∈Br/4(x0)
u ≤ c1 inf
x∈Br/4(x0)
u+ c1 sup
x∈Br/2(x0)
ˆ
Rd
u−(z)νxr (dz) .(26)
One only needs to change the constant c2 in the proof of the lemma.
Proof. The idea is to adopt the methods of [13] to the nonlocal situation, see also
[15]. Fix x0 ∈ R
d. Let c1 > 0 be the constant in (24). Let θ = 4. Set c2 = c1θ
d/p2
1−d
p
and κ = (c2)
−1/2. Let β ∈ (0, ln( 2
2−κ
)/ ln(θ)) be another constant to be fixed later.
Note that (1− κ
2
) ≤ θ−β.
NONLOCAL DIRICHLET FORMS 12
Let r > 0 and u ∈ L∞(Rd) ∩ H
α/2
loc (Br(x0)) satisfy E(u, φ) = 0 for every φ ∈
C∞c (Br(x0)). We can assume u(x0) = 0 which can be obtained by adding a constant
if needed. Let us write Br instead of Br(x0) for r > 0.
We will construct an increasing sequence (mn) and a decreasing sequence (Mn)
satisfying for every n ∈ Z
mn ≤ u(x) ≤Mn for almost all x ∈ Brθ−n ,
Mn −mn ≤ Kθ
−nβ ,
(27)
where K = M0 −m0 ∈ [0, 2‖u‖∞]. Set M0 = ‖u‖∞, m0 = inf
Rd
u(x) and M−n = M0,
m−n = m0 for every n ∈ N. Assume there is k ∈ N and there are Mn, mn such that
(27) holds for n ≤ k− 1. We need to choose mk,Mk such that (27) holds for n = k.
For x ∈ Rd set
v(x) =
(
u(x)−
Mk−1 +mk−1
2
)2θ(k−1)β
K
,
The definition of v implies |v(x)| ≤ 1 for almost every x ∈ Brθ−(k−1) and E(v, φ) = 0
for every φ ∈ C∞c (Br).
We now derive a pointwise estimate of the function v on Rd\Brθ−(k−1). Given y ∈ R
d
with |y − x0| ≥ rθ
−(k−1) there is j ∈ N such that
rθ−k+j ≤ |y − x0| < rθ
−k+j+1 .
For such y and j we conclude
K
2θ(k−1)β
v(y) =
(
u(y)−
Mk−1 +mk−1
2
)
≤
(
Mk−j−1 −mk−j−1 +mk−j−1 −
Mk−1 +mk−1
2
)
≤
(
Mk−j−1 −mk−j−1 −
Mk−1 −mk−1
2
)
≤
(
Kθ−(k−j−1)β − K
2
θ−(k−1)β
)
,
i.e. v(y) ≤ 2θjβ − 1 ≤ 2
(
θ
|y − z|
rθ−(k−1)
)β
− 1 .
Analogously,
v(y) ≥ 1− 2θjβ ≥ 1− 2
(
θ
|y − z|
rθ−(k−1)
)β
.
Now there are two cases:
Case 1: |{x ∈ Brθ−k : v(x) ≤ 0}| ≥
1
2
|Brθ−k |
Case 2: |{x ∈ Brθ−k : v(x) > 0}) ≥
1
2
|Brθ−k|
We work out details for Case 1 and comment afterwards on Case 2. In Case 1 our
aim is to show v(x) ≤ 1 − κ for almost every x ∈ Brθ−k . Because then for almost
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every x ∈ Brθ−k
u(x) ≤
Mk−1 +mk−1
2
+ (1−κ)K
2
θ−(k−1)β
= mk−1 +
Mk−1 −mk−1
2
+ (1−κ)K
2
θ−(k−1)β
≤ mk−1 +
K
2
θ−(k−1)β + (1−κ)K
2
θ−(k−1)β = mk−1 + (1−
κ
2
)Kθ−(k−1)β
≤ mk−1 +Kθ
−kβ .
(28)
In this case we set mk = mk−1 and Mk = mk + Kθ
−kβ and obtain, using (28),
mk ≤ u(x) ≤Mk for almost every x ∈ Brθ−k , what needs to be proved.
Let us show v(x) ≤ 1 − κ for almost every x ∈ Brθ−k . Consider w = 1 − v. Then
E(w, φ) = 0 for every φ ∈ C∞c (Brθ−k+1) and w ≥ 0 in Brθ−k+1. We apply (24) and
obtain (  
B 1
2 rθ
−k+1
w(x)p dx
)1/p
≤ c1 inf
B 1
4 rθ
−k+1
w + c1 sup
x∈B 1
2 rθ
−k+1
ˆ
Rd
w−(z)νxrθ−k+1(dz) .(29)
In the situation of Case 1 we obtain
(1/2)1/p ≤
(  
B
rθ−k
w(x)p dx
)1/p
≤ ( θ
2
)d/p
(  
B 1
2 rθ
−k+1
w(x)p dx
)1/p
(30)
≤ c1(
θ
2
)d/p inf
B
rθ−k
w + c1(
θ
2
)d/p sup
x∈B 1
2 rθ
−k+1
ˆ
Rd
w−(y)νxrθ−(k−1)(dy) .(31)
For 0 < R < S let us abbreviate the annulus BS(x0) \ BR(x0) by AR,S(x0). Then
we obtain
inf
B
rθ−k
w ≥ (c2)
−1 − sup
x∈B 1
2 rθ
−k+1
ˆ
Rd
w−(y)νxrθ−(k−1)(dy)
≥ (c2)
−1 −
∞∑
j=1
sup
x∈B 1
2 rθ
−k+1
ˆ
Rd
1A
rθ−k+j,rθ−k+j+1
(x0)(1− v(y))
− νxrθ−(k−1)(dy) ,
≥ (c2)
−1 −
∞∑
j=1
(2θjβ − 2)ηrθ−(k−1),2(j−1)
= (c2)
−1 − 2
∞∑
j=1
(θjβ − 1)ηrθ−(k−1),2(j−1) .
Assumption (23) guarantees
∞∑
j=1
θjβηrθ−(k−1),2(j−1) < ∞ if 0 < β < β0 and β0 is
sufficiently small. Choose β0 accordingly. Then there is l ∈ N with
∞∑
j=l+1
(θjβ0 − 1)ηrθ−(k−1),2(j−1) ≤
∞∑
j=l+1
θjβ0ηrθ−(k−1),2(j−1) ≤ (8c2)
−1 .
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Given l we choose β ∈ (0, β0) sufficiently small such that
l∑
j=1
(θjβ − 1)ηrθ−(k−1),2(j−1) ≤ (8c2)
−1 .
Thus w ≥ κ on Brθ−k or , equivalently, v ≤ 1− κ on Brθ−k .
In Case 2 our aim is to show v(x) ≥ −1+κ. This time, set w = 1+v. Following the
strategy above one sets Mk = Mk−1 and mk = Mk −Kθ
−kβ leading to the desired
result.
Let us show how (27) proves the assertion of the lemma. Let ρ ∈ (0, r/2). Choose
m ∈ N0 with rθ
−(m+1) ≤ ρ < rθ−m. Then condition (27) implies
sup
x,y∈Bρ(x0)
|u(x)− u(y)| ≤ Kθ−mβ = (rθ−m−1)βr−βKθβ ≤ Kθβ
(ρ
r
)β
.
The assertion of the lemma follows and the proof is complete. 
Let us explain the proof of our main application.
Proof of Theorem 3. The proof of Theorem 3 follows from Lemma 13 if we can show
that, for every r ∈ (0, 1) and every u ∈ L∞(Rd)∩H
α/2
loc (Br(x0)) satisfying E(u, φ) = 0
for every φ ∈ C∞c (Br(x0)) and u ≥ 0 in Br(x0), the weak Harnack inequality (24)
holds true with (νxr )x∈Br/2(x0) satisfying (23).
Fix x0 ∈ R
d. Note that none of the constants below will depend on x0. For r ∈ (0, 1)
and x ∈ Br/2(x0) define a measure ν
x
r on R
d \Br(x0) by
νxr (A) =
ˆ
A
U(y − x) dy
( ˆ
Rd\Br(x0)
U(y − x0) dy
)−1
for every Borel set A ⊂ Rd \Br(x0). Assumption (U2) implies that there are c1 > 0
and R0 > 1 such that for every R > R0, r ∈ (0, 1) and x ∈ Br/2(x0)ˆ
Rd\BR(x0)
U(z − x) dz ≤ c1R
−γ(32)
Because of Assumptions (K) and (L1) there is c2 > 0 with( ˆ
Rd\Br
U(z) dz
)−1
≤
( ˆ
Rd\Br
L(z) dz
)−1
≤ c2C3r
α .(33)
Estimates (32) and (33) imply:
∃c3 ≥ 1 ∀r ∈ (0, 1) ∃j0 ≥ 1 ∀j ≥ j0 ∀x ∈ Br/2(x0) :
νxr
(
R
d \B2jr(x0)
)
≤ c3(2
jr)−γ/r−α ≤ c32
−γj .
Recall that we assume γ < α in (U2). Condition (23) now holds true because of
2−γ < 1 and c
1/j
3 → 1 for j →∞.
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Let r ∈ (0, 1) and u ∈ L∞(Rd) ∩ H
α/2
loc (Br(x0)) satisfy E(u, φ) = 0 for every φ ∈
C∞c (Br(x0)) and u ≥ 0 in Br(x0). Then Theorem 2 implies
c4 inf
Br/4(x0)
u ≥
(  
Br/2(x0)
u(x)p0 dx
)1/p0
− c4 sup
x∈Br/2(x0)
rα
ˆ
Rd\Br(x0)
u−(z)k(x, z) dz
with some appropriate constant c4 > 0. Here we replaced the radius One by some
arbitrary radii r ∈ (0, 1). This is possible since (L1), (U1) and (U2) allow for scaling.
Finally, we note that, with some c5 > 0
sup
x∈Br/2(x0)
rα
ˆ
Rd\Br(x0)
u−(z)k(x, z) dz
≤ c5
( ˆ
Rd\Br(x0)
U(y − x0) dy
)−1
sup
x∈Br/2(x0)
ˆ
Rd\Br(x0)
u−(z)U(z − x) dz ,
where we used Assumption (K) and the estimateˆ
Rd\Br
U(z) dz ≤ r−2
ˆ
Rd\Br
(r2 ∧ |z|2)U(z) dz ≤ C4r
−α ,(34)
which follows from Lemma 4. Condition (24) now follows. The proof is complete. 
4. Appendix
In this appendix we provide a global comparability result, i.e. we study compara-
bility in the whole of Rd.
Proposition 14. If (U0) and (U1) hold, then there exists a constant c = c(α, d, C1, C0)
such that
(35) Ek
Rd
(u, u) ≤ c(Eα
Rd
(u, u) + ‖u‖2L2(Rd)), u ∈ L
2(Rd).
Furthermore, if (3) is satisfied for all r > 0, then
(36) Ek
Rd
(u, u) ≤ cEα
Rd
(u, u), u ∈ L2(Rd).
If the constants C0 and C1 in (U0) and (U1) are independent of α ∈ (α0, 2), where
α0 > 0, then so are the constants in (35) and (36).
Proof. By E we denote the identity operator from Hα/2(Rd) to itself. One easily
checks that the proof of Proposition 8 from (12) until (15) works also in the present
case of D = Rd. Hence (35) follows.
To prove (36) we first observe that when (3) holds for all r > 0, then we may also
get inequality (9) in Lemma 4 for all r > 0. Consequently, (14) holds for all r > 0,
we plug it into (13) and we are done. 
We consider the following condition.
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(K2,r0) There exists c0 > 0 such that for all h ∈ S
d−1 and all 0 < r < r0
(37)
ˆ
Rd
r2 sin2
(h · z
r
)
L(z) dz ≥ c0r
2−α.
Clearly (L1) implies (K2,r0) for r0 = 1, and if C1 is independent of α ∈ (α0, 2),
where α0 > 0, then so is c0. Condition (K2,r0) is also satisfied if for all h ∈ S
d−1
and all 0 < r < r0
(38)
ˆ
B(0,r)
|h · z|2L(z) dz ≥ c2r
2−α.
We note that (39) under condition (38) has been proved in [1] by Abels and Husseini.
The following theorem extends their result by giving a characterisation of functions
L admitting comparability (39). We stress that r0 = ∞ is allowed, and in such a
case we put 1
rα0
= 0.
Theorem 15. Let 0 < r0 ≤ ∞. If (K2,r0) holds, then
(39) Eα
Rd
(u, u) ≤
1
c0
Ek
Rd
(u, u) +
2α
rα0
‖u‖2L2 , u ∈ C
1
c (R
d).
Conversely, if for some c <∞
(40) Eα
Rd
(u, u) ≤ c
¨
(u(x)− u(y))2L(x− y) dy dx+
2α
rα0
‖u‖2L2 , u ∈ S(R
d),
then (K2,r0) holds.
Proof. We change the variable x to y+z and use Plancherel formula. Recalling that
(u(·+ z))∧(ξ) = eiξ·zuˆ(ξ) we obtain
Ek
Rd
(u, u) ≥
¨
(u(x)− u(y))2L(x− y) dy dx
=
ˆ (ˆ
|eiξ·z − 1|2L(z) dz
)
|uˆ(ξ)|2 dξ
=
ˆ (ˆ
4 sin2
(ξ · z
2
)
L(z) dz
)
|uˆ(ξ)|2 dξ.(41)
If (K2,r0) holds, then for all |ξ| > 2/r0ˆ
4 sin2
(ξ · z
2
)
L(z) dz ≥
4c0
2α
|ξ|α ≥ c0|ξ|
α.
For |ξ| ≤ 2/r0 we have |ξ|
α ≤ (2/r0)
α. Inequality (39) follows from
(42)
Ad,−α
2α(2− α)
Eα
Rd
(u, u) =
ˆ
Rd
|ξ|α|uˆ(ξ)|2 dξ.
Now we prove the converse. Assume (40). By (41), the right hand side of (40) equalsˆ (
c
ˆ
4 sin2
(ξ · z
2
)
L(z) dz +
2α
rα0
)
|uˆ(ξ)|2 dξ,
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hence by (42) and (40) we obtain that
(43) c
ˆ
4 sin2
(ξ · z
2
)
L(z) dz +
2α
rα0
≥ |ξ|α, for a.e. ξ ∈ Rd.
By continuity of the function
R
d \ {0} ∋ ξ 7→
ˆ
4 sin2
(ξ · z
2
)
L(z) dz,
(43) holds for all ξ ∈ Rd. For |ξ| ≥ 21+1/αr−10 we have by (43)
c
ˆ
4 sin2
(ξ · z
2
)
L(z) dz ≥
|ξ|α
2
,
and hence (K2,2−1/αr0) holds with c0 = 2
α−3c−1. Since
sin2
(h · z
2r
)
≥
1
4
sin2
(h · z
r
)
,
also (K2,r0) holds with some constant c0. 
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