Introduction {#Sec1}
============

Methodological limitations and inadequate structural information have thus far hampered a full delineation of the thermodynamics, kinetics, and stoichiometry of G Protein-Coupled Receptor (GPCR) interactions in living cells, including the role of di-/oligomerization in GPCR function. The majority of published studies examining di-/oligomerization report on effects derived from activation of one receptor in the presence of another (e.g., see^[@CR1]^) or modulation of the activity of one GPCR using ligands targeting another one (e.g., see^[@CR2],[@CR3]^). Although there is clear evidence of signaling from a dimeric unit in the case of GPCR members of the glutamate family^[@CR4],[@CR5]^, differential signaling of a receptor complex is still a matter of debate for rhodopsin family GPCRs^[@CR6]--[@CR10]^ in spite of unambiguous evidence of physical interaction for many of them^[@CR11],[@CR12]^, most recently provided by single-molecule imaging^[@CR13]--[@CR15]^. Notably, these studies suggest transient formation of receptor dimers, with only a small fraction of the receptors existing as dimers at any given time.

Although very powerful and informative, the experimental technologies employed so far do not provide the level of molecular detail that is required to eventually understand the role of di-/oligomerization in GPCR function. To this end, molecular dynamics (MD) simulations provide particularly useful information, and we and others have used various MD-based techniques to derive structural and thermodynamic information about GPCR dimers/oligomers (e.g.^[@CR16],[@CR17]^). Using the opioid receptors as model systems, we recently carried out extensive MD simulations of coarse-grained (CG) representations of arrays of 16 inactive µ-opioid receptors (MOR), δ-opioid receptors (DOR), or κ-opioid receptors (KOR) to study their self-assembly in a membrane-mimetic environment^[@CR16],[@CR18]^. While umbrella sampling simulations of putative dimer interfaces of inactive MOR or KOR inferred by their crystal structures (i.e., the symmetric interfaces involving transmembrane helices (TM) 5 and 6 (TM5,6/TM5,6), and/or transmembrane helices 1, 2 and helix 8 (TM1,2,H8/TM1,2,H8)) confirmed their thermodynamic stability in a 1-palmitoyl,2-oleoyl-sn-glycero-3-phosphocholine (POPC)/10% cholesterol (CHOL) membrane model, the TM5,6/TM5,6 interface did not form during unbiased simulations of receptor self-association, leading us to conclude that this interface was kinetically unable to form on the microsecond timescale of those simulations^[@CR16]^.

Here, we take advantage of state-of-the-art algorithms using biased and unbiased MD trajectories to investigate longer timescales, and provide, for the first time, molecular details of the kinetics of the GPCR dimerization process through Markov state model (MSM) analysis of multiple microsecond-long, coarse-grained simulations of pairs of inactive or activated MOR crystal structures embedded in a POPC/CHOL membrane model. The results of this analysis are supported by acceptor photobleaching fluorescence resonance energy transfer (FRET) experiments.

Results {#Sec2}
=======

With the intention of sampling the association/dissociation between inactive or activated structures of MOR, 352 independent systems with randomly-oriented protomer pairs for each receptor conformation were simulated for at least 5 μs each using the MARTINI force field^[@CR19]--[@CR22]^, adding up to \~2 milliseconds (ms) of total simulation time for each system (see Supplementary Table [1](#MOESM1){ref-type="media"} for a summary of all simulations presented here). The resulting simulation data were recast in terms of three collective variables (CVs), specifically: (i) the distance *d* between the centers-of-mass (COM) of the protomers, (ii) the angle α~1~ formed between the COM of transmembrane helix 1 of one protomer, its COM, and the COM of the second protomer, and (iii) the angle α~2~ obtained by swapping the two protomers. The resulting distributions of the relative position of the protomers sampled during unbiased simulations of inactive or activated MOR structures can be seen in Supplementary Fig. [1](#MOESM1){ref-type="media"}, where the three aforementioned CVs, \[*d*, *α*~1~, *α*~2~\], have been projected onto two dimensions to obtain the probability distibution of the relative position of the protomers' centers of mass, i.e. x = *d* cos*α* and *y* = *d* sin*α* (see figure legend for additional details). A preliminary MSM was built after k-means clustering of the CVs to help select regions that are relevant to receptor dimerization using transition path theory (TPT). Configurations within these regions were selected for further exploration by umbrella sampling in order to aid convergence (see Methods section for details). Subsequently, the unbiased and biased simulations were analyzed in tandem using the transition-based reweighting method (TRAM)^[@CR23]^. In the following sections, we present the structural and kinetic information obtained from the multi-ensemble MSM produced by the TRAM analysis.

Preferred orientations of inactive or activated MOR structures in putative dimeric configurations {#Sec3}
-------------------------------------------------------------------------------------------------

Figure [1](#Fig1){ref-type="fig"} shows the free energies of the relative positions of the MOR protomer pairs obtained from the TRAM analysis. Two highly populated regions, clustered around α~1~, α~2~ ≈ 0° and α~1~, α~2~ ≈ π and below distances of 4.5 nm for either inactive or activated MOR conformations suggest a preference for MOR homodimerization through TM4,5,6,7 or TM1,2,H8 contacts, respectively. Notably, the region around α~1~, α~2~ ≈ π presents a broader distribution in the inactive MOR simulations (see larger dark red area in Fig. [1a](#Fig1){ref-type="fig"}) compared to those of the activated MOR (Fig. [1b](#Fig1){ref-type="fig"}), with the region near TM4 (orange helix in the insets of Fig. [1](#Fig1){ref-type="fig"}) of the activated MOR structure less populated compared to that of the inactive MOR.Figure 1Free energy landscapes of the (**a**) inactive and (**b**) activated μ-opioid receptor (MOR) simulations derived using the transition-based reweighting method (TRAM). In each figure, the CVs, \[*d*, *α*~*1*~, *α*~2~\], have been projected onto the *d* and *α* dimensions, taking into account the interchangeability of the two protomers by duplicating the trajectories through swapping of the two angular CVs prior to the free energy calculation. Dark red/light orange color coding is matched to lowest/highest free-energy values. The insets in the center refer to surface representations of the inactive and activated MOR structures as seen from the extracellular side, with the transmembrane helix 1 (TM1) depicted in blue TM2 in red, TM3 in dark gray, TM4 in orange, TM5 in yellow, TM6 in green, and TM7 in magenta.

In order to further elucidate the preferred protomer orientations within putative dimeric configurations of MOR, the microstates of the MSM produced by the TRAM analysis were clustered using the PCCA+ algorithm. Specifically, this method allows for the separation of long- and short-lived microstates and distinguishes the unbound (i.e., monomeric) microstates from the longer-lived dimeric or dimer-like microstates (for details, see Methods section).

Removing all microstates of the monomeric cluster from the transition matrix revealed four main kinetically disconnected regions for both the inactive and activated MOR systems (see Figs [2](#Fig2){ref-type="fig"} and [3](#Fig3){ref-type="fig"}, respectively). These regions, herein referred to as components, encompass spatially and kinetically linked PCCA clusters of microstates between which there are no direct transitions; instead, the progression from one component to another requires passage through the monomeric PCCA cluster. These four main components represent four possible protomer-protomer orientations, two asymmetric -- i.e., (α~1~ ≈ 0, α~2~ ≈ π) and (α~1~ ≈ π, α~2~ ≈ 0) -- and two symmetric -- i.e., (α~1~ ≈ 0, α~2~ ≈ 0) and (α~1~ ≈ π, α~2~ ≈ π) -- referred to as C~0π~, C~π0~, C~00~, and C~ππ~, respectively. The two asymmetric components, C~0π~ and C~π0~, whose structures can be grouped together given that protomers are identical, encompass a much larger population than the symmetric components (see red nodes in Figs [2](#Fig2){ref-type="fig"} and [3](#Fig3){ref-type="fig"}), forming 87% and 89% of the populations of the bound-like PCCA clusters for the inactive and activated MOR systems, respectively. The symmetric component C~00~ (purple nodes in Figs [2](#Fig2){ref-type="fig"} and [3](#Fig3){ref-type="fig"}) forms 2% and 9% of the total bound-like population in the inactive and activated MOR systems, respectively, while C~ππ~ (yellow nodes in Figs [2](#Fig2){ref-type="fig"} and [3](#Fig3){ref-type="fig"}) represents 11% and 2% of the population in the same systems. While these four components encompass all microstates of the inactive MOR system with the exception of the unbound states (Fig. [2](#Fig2){ref-type="fig"}), two small additional clusters of microstates (0.1% and 0.06% of the stationary occupancy; blue and green circles in Fig. [3](#Fig3){ref-type="fig"}) are identified in the activated MOR system. Within each component, the MOR protomers sample a broad range of orientations, which can be further grouped according to the PCCA clusters within those components. Specifically, by imposing symmetry over α~1~ and α~2~, 16 and 15 groups of receptor configurations, referred to as macrostates, were obtained for the inactive and activated MOR systems, respectively (see Methods section for further details).Figure 2Kinetic networks of inactive MOR macrostates within asymmetric and symmetric components. Asymmetric components *C*~*0π*~ (α~1~ ≈ 0, α~2~ ≈ π) and *C*~*π0*~ (α~1~ ≈ π, α~2~ ≈ 0) are grouped together and shown in red while symmetric components *C*~*ππ*~ (α~1~ ≈ π, α~2~ ≈ π) and *C*~*00*~ (α~1~ ≈ 0, α~2~ ≈ 0) are shown in yellow and purple, respectively. Each node represents a macrostate consisting of a group of PCCA clusters that are spatially and kinetically linked, and whose area is proportional to the probability of the state. The nodes are shaded according to the fraction of dimeric microstates (i.e., those characterized by a dimer population larger than 90%), with a solid color representing a fraction of 100%, and white signifying a fraction of 0%. These macrostates are further labeled according to the interfaces obtained from the contact map analysis of the dimeric microstates. The arrow thickness is proportional to the transition probability between the connected macrostates, ranging between \~3 × 10^−5^ (thinnest line) and 0.04 (thickest line). Representative configurations of the dimeric microstates are shown in cartoon models with the inter-protomeric variability within each macrostate captured by 100 randomly selected frames from that macrostate shown as gray clouds.Figure 3Kinetic networks of active MOR macrostates within asymmetric and symmetric components. Asymmetric components *C*~*0π*~ (α~1~ ≈ 0, α~2~ ≈ π) and *C*~*π0*~ (α~1~ ≈ π, α~2~ ≈ 0) are grouped together and shown in red while symmetric components *C*~*ππ*~ (α~1~ ≈ π, α~2~ ≈ π) and *C*~00~ (α~1~ ≈ 0, α~2~ ≈ 0) are shown in yellow and purple, respectively. Two additional macrostates that do not belong to any component are shown as green and blue circles, respectively. Each node represents a macrostate consisting of a group of PCCA clusters that are spatially and kinetically linked, and whose area is proportional to the probability of the state. The nodes are shaded according to the fraction of dimeric microstates (i.e., those characterized by a dimer population larger than 90%), with a solid color representing a fraction of 100% and white a fraction of 0%. These macrostates are further labeled according to the interfaces obtained from the contact map analysis of the dimeric microstates. The arrow thickness is proportional to the transition probability between the connected macrostates, ranging between 3.7 × 10^-5^ (thinnest line) and \~0.08 (thickest line). Representative configurations of the dimeric microstates are shown in cartoon models with the inter-protomeric variability within each macrostate captured by 100 randomly selected frames from that macrostate shown as gray clouds.

In order to discriminate between compact dimeric complexes of MOR and loosely bound protomer pairs, we enforced a definition of dimeric states similar to that used in references^[@CR16]^ and^[@CR18]^. Specifically, bound MOR protomer pairs were considered to be fully formed dimers whenever each protomer had at least 10 inter-protomer contacts within a distance of 0.8 nm. A dimeric microstate was defined as any microstate for which the probability to observe a dimeric configuration is higher than 90%. Using this definition, we calculated contact maps for all dimeric microstates within each macrostate, and report the different dimeric interactions in each macrostate in Supplementary Figs [2](#MOESM1){ref-type="media"} and [3](#MOESM1){ref-type="media"} for inactive and activated MOR, respectively. Corresponding structures for each interface are depicted in Supplementary Figs [4](#MOESM1){ref-type="media"} and [5](#MOESM1){ref-type="media"}. Receptor domains participating in the interface identified at this stage were used to label their corresponding macrostates in the kinetic networks presented in Figs [2](#Fig2){ref-type="fig"} and [3](#Fig3){ref-type="fig"}. Specifically, any receptor region with more than three contacts is listed as part of the interface name and regions with less than three contacts are presented in parentheses.

For both active and inactive MOR structures, we observe that each component (the asymmetric components C~0π~ and C~π0~, and the two symmetric components, C~00~ and C~ππ~) is populated with dimeric microstates. While some of the dimeric interfaces are common to the active and the inactive receptors, others are specific to one conformation only, as can be seen in Figs [2](#Fig2){ref-type="fig"} and [3](#Fig3){ref-type="fig"}. Within the asymmetric components (red clusters in Figs [2](#Fig2){ref-type="fig"} and [3](#Fig3){ref-type="fig"}), both MOR structures form TM5,6/TM1,2,H8 and TM5/TM1,2,H8 interfaces whereas interfaces involving TM4 (e.g., TM4,5/TM1,2,H8) appear to be unique to the inactive MOR. Out of the two symmetric components, the C~ππ~ component (yellow clusters in Figs [2](#Fig2){ref-type="fig"} and [3](#Fig3){ref-type="fig"}) yields distinct interfaces for the inactive and activated MOR structures. While the active MOR structure is only able to form dimeric TM5/TM5 interfaces, the two dimeric macrostates that are found in the C~ππ~ component of inactive MOR exhibit TM5,6/TM5,6 interfaces that are similar to those seen in the MOR inactive crystal structure (see Supplementary Figs [4](#MOESM1){ref-type="media"} and [5](#MOESM1){ref-type="media"}). Finally, simulations of both the inactive and activated MOR systems yield dimers exhibiting the same TM1,2,H8/TM1,2,H8 interface (C~00~ component, purple clusters in Figs [2](#Fig2){ref-type="fig"} and [3](#Fig3){ref-type="fig"}) seen in the inactive crystal structures of MOR and KOR.

To elucidate which residues are the most relevant to the dimerization process, we calculated the average number of contacts formed by each residue over the complete set of microstates. The residues involved in an average number of contacts larger than 0.2 are listed in Supplementary Table [2](#MOESM1){ref-type="media"} and their spatial distribution across the inactive or active MOR structures is shown in Supplementary Fig. [6](#MOESM1){ref-type="media"}. In the inactive MOR system, these residues belong to TM1, TM2, TM5, and H8, as well as IL2, IL3, EL1, and EL2, whereas in the active MOR system additional TM6 residues, but not residues in IL2 and EL2, are among those with the highest average numbers of contacts.

For the active MOR system, the three residues with the highest average contact numbers belong to H8, and they are: F350, C351, and I352. While F350 and C351 have significant, albeit slightly lower, average contact numbers in the inactive receptor, I352 has the highest average contact number in this receptor state. In TM1, the residues with the highest average contacts formed are A73^1.37^, S76^1.40^, and I69^1.33^ for the inactive system, and I69^1.33^, V80^1.44^, and M72^1.36^ for the active system (amino acid numbers correspond to the mouse MOR sequence while superscripts refer to the Ballesteros-Weinstein numbering scheme^[@CR24]^). In TM2, V126^2.62^, L129^2.65^, and M130^2.66^ present the largest average number of contacts formed in both the inactive and active structures. In TM5, the residues most likely to form contacts are I238^5.44^, M243^5.49^, and Y227^5.33^ in the inactive system, or L257^5.63^, R258^5.64^, and Y227^5.33^ in the active receptor. In IL3, S261 and K260 can form more than 0.2 contacts on average in the active system, while in the inactive system only K260 presents an average contact number above this threshold. In the active MOR system, P134 and F135 in EL1 exhibit high contact numbers, while in the inactive receptor, only P134 is above the cut-off of 0.2 contacts. Unique to the TM6 of the active MOR system, residues I298^6.53^, I302^6.57^, and L305^6.60^ are most likely to form inter-protomer contacts with averages above 0.2 contacts. Exclusive to the inactive system, K174 and H171 in IL2, and H223 and P224 in EL2 form above 0.2 contacts on average.

Since the average number of inter-protomer contacts formed by each of the aforementioned residues does not provide information about which two residues are in contact, we also calculated the probability of occurrence for each contact over all microstates. Supplementary Table [3](#MOESM1){ref-type="media"} lists all inter-protomer contacts with probabilities larger than 0.1 calculated for the inactive and active MOR systems. For the active system, the most likely contacts are formed between H8 and TM5 or IL3 with probabilities over 0.25, followed by contacts between TM6 and TM1 or TM2 with probabilities between 0.13 and 0.22. Both groups of contacts fall within the asymmetric component, C~0π~ (red clusters in Fig. [3](#Fig3){ref-type="fig"}), which is the most populated component. Specifically, the contacts in dimers of active MOR with the highest probabilities are between IL3 and H8 (i.e., S261(IL3)-I352/F350/C351/E349(H8), and K260(IL3)-I352/C351/F350(H8)), and between TM5 and H8 (i.e., L257^5.63^-C351/F350/I352(H8) and R258^5.64^-F350/C351(H8)). For the inactive system, the most likely contacts also belong to the asymmetric component, C~0π~ (red clusters in Fig. [2](#Fig2){ref-type="fig"}), and those with highest probability are: K174(IL2)-I352(H8), M130^2.66^-Y227^5.33^, and A73^1.37^-I238^5.44^.

Kinetic models of dimerization of inactive or activated MOR receptors {#Sec4}
---------------------------------------------------------------------

A k-means discretization with \~1500 centers and a lag time of 50 ns was used to build a MSM from TRAM. In order to validate this MSM, we checked for the convergence of the implied timescales at lag times of 20 ns, 50 ns, and 100 ns (see Supplementary Fig. [4](#MOESM1){ref-type="media"}). Specifically, timescale distributions at each of these lag times were calculated by bootstrap sampling over the unbiased simulations only. Additionally, the Chapman-Kolmogorov test, which compares the evolution of the probability calculated with the TRAM kinetic model with the one from simulations, was applied at the macrostate level for all transitions from the unbound macrostate to the bound macrostates (Supplementary Fig. [8](#MOESM1){ref-type="media"}) to further assess the reliability of the Markovian assumption.

To better differentiate the MOR dimer interfaces (shaded nodes in Figs [2](#Fig2){ref-type="fig"} and [3](#Fig3){ref-type="fig"}), we chose to study the kinetics of the system at the macrostate instead of the microstate level with each macrostate representing groups of spatially and kinetically linked PCCA clusters of microstates. A reduced transition matrix was built for this simplified grouping using the validated approach described in^[@CR25]^ (see Methods section).

The kinetic networks of the macrostates for the inactive and activated MOR systems are shown in Figs [2](#Fig2){ref-type="fig"} and [3](#Fig3){ref-type="fig"}, respectively. The macrostates have all been numbered and those containing dimers have been assigned a dimeric interface label that depends on the number of contacts formed. Transition path analysis was then used to obtain the partitioning of the total flux between the monomeric state of MOR and macrostates that contain dimeric interfaces. As shown by this partitioning (see Supplementary Tables [4](#MOESM1){ref-type="media"} and [5](#MOESM1){ref-type="media"} for inactive and active MOR, respectively), while some dimeric interfaces form directly from the unbound state (macrostates \#16 and \#15 for inactive and active MOR, respectively), others transition through multiple intermediates, suggesting a different dimerization mechanism depending on the interface formed. For instance, in the inactive system, the TM1,2,(H8)/TM1,2,(H8) interface forms directly from the monomeric state with a probability of 94% (see Supplementary Table [4](#MOESM1){ref-type="media"}) and only 5% through a loosely bound intermediate (indicated as cluster \#3 in Fig. [2](#Fig2){ref-type="fig"}). On the other hand, interfaces involving helices TM4, TM5, or TM6, form through metastable intermediates with a higher probability. For instance, while the TM5,6/TM5,6 complex (C~00~) forms directly with a probability of 64% (see Supplementary Table [4](#MOESM1){ref-type="media"}), 25% of the flux goes through the TM5,(6)/TM5,(6) state and 7% visits both the TM5,(6)/TM5,(6) state and the loosely bound state \#7 in Fig. [2](#Fig2){ref-type="fig"}. Notably, states in the asymmetric components have the most heterogeneous dynamics with interfaces between TM1,2 and TM4,5, or TM5,6 freely interchanging in inactive MOR (see Supplementary Table [4](#MOESM1){ref-type="media"}).

While certain interfaces form similarly (directly or indirectly) in the inactive and active MOR systems, others exhibit a different dynamic behavior in the two systems. For instance, while the TM1,2,(H8)/TM1,2,(H8) dimer assembles directly in the inactive MOR, it forms through an intermediate state (\#11 in Fig. [3](#Fig3){ref-type="fig"}) with a probability of 99% (Supplementary Table [5](#MOESM1){ref-type="media"}) in the active MOR. On the other hand, interfaces involving helix TM5 (in the symmetric C~ππ~ and the asymmetric components) mostly occur through metastable intermediates in both inactive and active MOR systems (see Supplementary Table [5](#MOESM1){ref-type="media"}).

Concentration dependence of the kinetic rates and fractions of MOR homodimers {#Sec5}
-----------------------------------------------------------------------------

Since the concentrations used in the simulations reported in this work are much larger than most experimental concentrations (specifically, 1.37 × 10^4^ µm^--2^ compared to the typical experimental range of 1--100 μm^−2^), we calculated the protein concentration dependence of MOR dimerization kinetics. Briefly (see *Methods* for further details), we describe the kinetics as a two-step reaction:$$\documentclass[12pt]{minimal}
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                \begin{document}$$A+B\,\begin{array}{c}{k}_{-1}\\ \leftrightarrows \\ {k}_{+1}\end{array}\,A\cdot B\,\begin{array}{c}{k}_{ji}\\ \leftrightarrows \\ {k}_{ij}\end{array}\,AB$$\end{document}$$where *A* + *B* is the fully dissociated protomeric state, *A•B* is the encounter complex, *AB* is the proper complex, and *k*~*ji*~ and *k*~*ij*~ stand for the rates obtained from the TRAM transition matrix. *k*~−*1*~ and *k*~+*1*~ are second- and first-order diffusive rates which depend on the protomers' relative 2D diffusion constant D and the 2D concentration *c* as described in^[@CR26]^. The overall dimerization rate is *k*~*on*~ = *γ k*~+*1*~ where the capture probability *γ* is the probability to form an associated state *AB* from the encounter complex, instead of dissociating to *A* + *B*^[@CR27],[@CR28]^.

In order to compare the kinetics of the main components, the TRAM transition matrix was simplified, further aggregating the macrostates into the *C*~*00*~, *C*~*ππ*~, *C*~*0π*~ and *C*~*π0*~ components. The reduced transition matrix was validated by comparing its implied timescales to the timescales of the full transition matrix of the TRAM model (see Supplementary Fig. [9](#MOESM1){ref-type="media"}). The rates *k*~*ji*~ and *k*~*ij*~ were calculated for the four components from the reduced transition matrix.

The concentration dependence of the association rates and fractions of homodimers of activated or inactive MOR structures, obtained using a value of the diffusion constant of 0.1 μm^2^/s (see Discussion), are shown in Fig. [4](#Fig4){ref-type="fig"}. As shown in this figure, for concentrations lower than 10^2^ μm^−2^, *k*~*on*~ \~ 0, suggesting that MOR dimerization is negligible at these concentrations. However, at concentrations above 10^3^ μm^−2^, which include the concentrations used for the simulations presented herein, the conversion of the encounter complex *A•B* to the dimeric configurations becomes the rate-limiting step, i.e., the dimerization becomes reaction-limited, and the *k*~*on*~ values converge to different values depending on the dimeric component of the inactive or activated MOR structure. Specifically, the *k*~*on*~ values of the asymmetric components (*C*~*0π*~ and *C*~*π0*~) converge to \~10 ± 0.4 ms^−1^ and \~8.0 ± 0.2 ms^−1^ for the inactive and activated MOR structures, respectively. These values are significantly larger than the *k*~*on*~ values of the symmetric components, *C*~*ππ*~ and *C*~*00*~, which converge to \~5.0 ± 0.5 ms^−1^ and \~1.0 ± 0.2 ms^−1^, respectively, for the inactive MOR system and \~1.0 ± 0.2 ms^−1^ and \~1.0 ± 0.1 ms^−1^, respectively, for the activated MOR structures.Figure 4Concentration dependence of the *k*~*on*~ values (panels a and c for the inactive and active MOR, respectively) and dimeric fractions (panels b and d for the inactive and active MOR, respectively). The gray regions indicate the typical concentration ranges commonly used in experiments. The insets refer to concentration values between 10 and 100 μm^−2^.

The bound states of both the inactive and activated MOR systems reach a total fraction of \~0.85 ± 0.04 considering the sum of all four components. Notably, the faster rate at which asymmetric complexes contributes to the larger fraction of dimers in the two C~*0π*~ and C~*π0*~ components. In the inactive MOR, these components reach a cumulative fraction of \~0.7 ± 0.02, while the symmetric *C*~*ππ*~ and *C*~*00*~ components are at \~0.15 ± 0.02 and \~0.02 ± 0.002, respectively, as shown in Fig. [4a](#Fig4){ref-type="fig"}. Similar to the inactive MOR system, the asymmetric components have a cumulative fraction of \~0.7 ± 0.02 in the activated receptor whereas opposite values (0.02 ± 0.003 for *C*~*ππ*~ and \~0.13 ± 0.03 for *C*~*00*~) are obtained for the symmetric components (see Fig. [4b](#Fig4){ref-type="fig"}).

As the concentration decreases to the upper limit of the typical experimental range at 10^2^ μm^−2^, the *k*~*on*~ values reach \~0.3 ms^−1^ for the asymmetric components (*C*~*0π*~ or *C*~*0π*~) of both the inactive and activated MOR structures with dimer fractions of \~9% and \~12%, respectively. The *C*~*ππ*~ component of the inactive MOR dimers reaches a *k*~*on*~ value of 0.1 ms^−1^ with a dimer fraction of \~0.05, while the *C*~*00*~ conformations become negligibly small. For the activated MOR dimers, *k*~*on*~ values for both symmetric components are \~0.05 ms^−1^ at this concentration reaching dimer fractions below 0.05. The *k*~*on*~ calculated for receptor concentrations of 10^2^ μm^−2^ and dimer lifetime values (see Methods section for details) are presented in Table [1](#Tab1){ref-type="table"} for each main component of the inactive and active MOR systems. The lifetimes of the asymmetric components are \~220 μs and \~280 μs for the inactive and active MOR systems, respectively. Among the symmetric components, *C*~*ππ*~ has a lifetime of 130 μs and 100 μs for the inactive and active MOR systems, respectively, while *C*~*00*~ exhibits dimer lifetimes of 90 μs and 380 μs for the same systems.Table 1The *k*~*on*~ values (calculated for protein densities of 10^2^ μm^−2^) and dimer lifetimes of the four kinetic components, *C*~*0π*~, *C*~*π0*~, *C*~*ππ*~, and *C*~*00*~, derived for the inactive and active MOR systems.Kinetic ComponentsInactive MORActive MOR*k*~*on*~ (μs^−1^ μm^−2^)*T*~*off*~ (μs)*k*~*on*~ (μs^−1^ μm^−2^)*T*~*off*~ (μs)C~0π~3 × 10^−6^ ± 6 × 10^−8^210 ± 203 × 10^−6^ ± 5 × 10^−8^280 ± 20C~π0~3 × 10^−6^ ± 6 × 10^−8^220 ± 203 × 10^−6^ ± 5 × 10^−8^280 ± 20C~ππ~1 × 10^−6^ ± 1 × 10^−7^130 ± 305 × 10^−7^ ± 8 × 10^−8^100 ± 20C~00~4 × 10^−7^ ± 3 × 10^−8^90 ± 106 × 10^−7^ ± 4 × 10^−8^380 ± 60

MOR dimerization assessed by FRET acceptor photobleaching experiments {#Sec6}
---------------------------------------------------------------------

To experimentally assess the degree of MOR dimerization in a concentration-dependent manner, we conducted acceptor photobleaching experiments to determine FRET efficiencies between mouse MOR pairs (see Supplementary Fig. [10](#MOESM1){ref-type="media"}). Specifically, SNAP-tagged MOR constructs were selectively labeled with an equimolar combination of SNAP-Surface 549 (SS549) and SNAP-Surface Alexa Fluor 647 (SS647) on the outer cell membrane. This FRET pair has a sufficient spectral overlap, which leads to an estimated Förster-distance^[@CR29]^ of 74 Å. The donor (SS549) is independently photostable and is not significantly affected during acceptor photobleaching (Supplementary Fig. [11](#MOESM1){ref-type="media"}). A construct coding for a dimeric cell-surface receptor^[@CR30]^, CD28, was used as a reference dimer. As expected and shown in Fig. [5](#Fig5){ref-type="fig"}, this construct shows expression dependence, fast increase, and saturation of FRET efficiencies, with a k~d~ = 22.08 ± 6.2 relative fluorescent units (RFU), and a FRET efficiency max = 22.25 ± 0.6%. Based on previously published single-molecule experiments^[@CR15]^ suggesting a low degree of di-/oligomerization (monomers or dimers) for the β~1~-adrenergic receptor (β1AR), we used this system as a reference monomer in the experiments reported here. As expected, β1AR showed a quite low linear (unspecific) increase of FRET efficiencies (Fig. [5](#Fig5){ref-type="fig"}) with the highest obtained FRET efficiency of 4.7% at an expression level of 726 RFUs (slope = 0.004%/RFU). Experiments with MOR do not deviate significantly from the β1AR example of a monomer (Fig. [5](#Fig5){ref-type="fig"}). The system does not saturate and its highest observed FRET efficiency is 3.4% at 613 RFUs (slope = 0.005%/RFU). To further assess the dependence of the active or inactive state of MOR on its di-/oligomerization, we performed experiments with two MOR mutants: T279K and T279D (Fig. [5](#Fig5){ref-type="fig"}). In the inactive MOR crystal structure, the T279^6.34^ residue forms a hydrogen bond with R165^3.50^, which replaces the classical R^3.50^-D/E^6.30^ salt bridge that stabilizes the inactive state of rhodopsin-like GPCRs. Previous studies^[@CR31]^ show that the T279K mutant is a constitutively active receptor, presumably due to an electrostatic repulsion with R165^3.50^, whereas the T279D mutant is an inactive receptor possibly due to its ability to form a salt-bridge with R165^3.50^. For both mutants, the FRET efficiency also increased linearly (unspecifically) with expression levels as shown in Fig. [5](#Fig5){ref-type="fig"}. The inactive T279D mutant exhibited a slightly increased slope (0.007%/RFU) in comparison to the wild-type MOR whereas the constitutively active T279K mutant showed a more significant, but still unspecific, increase in FRET efficiencies with a slope of 0.02%/RFU. For a comparison of the significance values see Supplementary Table [6](#MOESM1){ref-type="media"}.Figure 5FRET-efficiencies of SNAP-labeled MOR constructs plotted as a function of acceptor intensity (i.e., expression level) before photobleaching. CD28 (blue color) is used as reference dimer whereas β1AR (orange color) is used as reference monomer. Wild-type MOR (green color), as well as inactive MOR mutant T279D (purple color) and constitutively active MOR mutant T279K (red color), all show an unspecific increase in FRET efficiencies.

Discussion {#Sec7}
==========

While it is well established that the MOR is functional in its monomeric form^[@CR32]^, a conclusion has not been reached as to whether it is mostly present as monomers, dimers, or higher order oligomers under physiological conditions *in vivo*. In this work, we report, for the first time, a multi-ensemble Markov model describing the kinetics underlying MOR association and dissociation, and providing predictions of MOR homodimerization rates and fractions at physiological concentrations.

A few cautionary points should be kept in mind while considering the results of this study. Firstly, unlike what happens under physiological conditions, the coarse-grained MARTINI force field used here to simulate MOR prevents any major conformational rearrangement during receptor association. Notwithstanding this limitation, the computational approach presented here provides inferences of MOR dimerization that are verified experimentally through measurements of FRET efficiency. Secondly, since an unfeasible amount of simulation time would be required to observe relevant events such as MOR dimerization at physiological concentrations, the simulations presented here were performed at much higher receptor densities (i.e., \~1.37 × 10^4^ µm^--2^) than those afforded under physiological conditions^[@CR33],[@CR34]^ or commonly used in fluorescence resonance energy transfer (FRET) or spatial brightness experiments (e.g., 0.1 µm^−2^--100 µm^−2^; see for instance^[@CR35]--[@CR37]^). Furthermore, the natural cellular environment of MOR is far more crowded and complex than its counterpart in our simulations, which is composed of POPC and CHOL molecules only. Thus, it is not surprising that the diffusion coefficients obtained from the simulations presented here are several orders of magnitude larger (i.e., \~ 10 μm^2^/s) than those observed in experiments (i.e., 0.02 μm^2^/s to 0.2 μm^2^/s)^[@CR13],[@CR15]^, where the MOR movement within the membrane is impaired. It is also important to point out that the diffusion coefficients obtained from the simulations reported here are calculated using portions of the trajectories for which the distance between protomers range between 8 nm to 11 nm. While these values are appropriate given the simulation box size, the diffusive behavior of the protomers is expected to be different at lower concentrations where the distance between them is much larger.

The above considerations prompted us to use monomer diffusion coefficients obtained from experiments rather than from simulations in the diffusive step of the reaction-diffusion model employed to study the concentration-dependence of kinetic rates and fractions of MOR homodimers at physiological concentrations. Using a physiologically relevant diffusion coefficient of 0.1 μm^2^/s, we obtain negligible dimeric fractions of MOR at most experimental concentrations, including physiological concentrations. These homodimers are characterized by relatively short lifetimes that depend on the interface and do not exceed \~0.3 ms. Notably, at the lower end of a typical experimental concentration range (i.e., 0.1--10/μm^2^), MOR dimer populations become negligible even for much larger diffusion coefficients such as those obtained from simulations. This was confirmed by linear increases in FRET efficiencies by acceptor photobleaching, which argued in favor of a very low degree of homomerization for MOR.

Compared to other GPCRs whose dimerization has been studied experimentally, our results suggest smaller populations of MOR homodimers with much shorter lifetimes. For instance, unlike the β~1~-adrenergic receptor, which had been reported to exhibit a low degree of di-/oligomerization by single-molecule experiments^[@CR15]^, the β~2~AR had been shown to form 60% of dimer and higher order oligomer populations, at concentrations of \~0.25/μm^2^ and with lifetimes on the order of a few seconds^[@CR15]^. Similarly, the M~1~ muscarinic receptor had been shown to form \~30% dimers at concentrations of \~1.8/μm^2^ with lifetimes on the second time-scale^[@CR13]^. Our computations suggest that MOR dimer populations are much lower at these concentrations, suggesting a weaker propensity for MOR dimerization compared to β~2~AR and M~1~ muscarinic receptor. Additionally, in the case of the β~2~AR, agonist binding showed no significant effect on dimerization^[@CR15]^ while our results suggest a small increase in dimer fractions upon activation at concentrations near 10^2^/μm^2^. However, this difference becomes irrelevant at smaller and more physiological concentrations, as confirmed by FRET acceptor photobleaching measurements of the inactive T279D and constitutively active T279K mutants of MOR.

Notably, the differences observed in the dimerization kinetics of the inactive and activated MOR systems are accompanied by distinct dimer interfaces. The available inactive and active MOR crystal structures suggest that while dimerization can occur at the symmetric interface of TM1,2,H8/TM1,2,H8 for both systems, the outward movement of the TM6 in the MOR activated crystal structure would prevent the TM5,6/TM5,6 interface from occurring^[@CR38]^. The interfaces formed in the simulations presented here corroborate these conjectures and furthermore suggest that for the active MOR structure a TM5/TM5 interface might also be possible. Unlike our earlier simulation results in which we found the TM4/TM4 interface to form with high probability between active MOR protomers, we only observed here the TM5/TM5 interface^[@CR16]^. In contrast, the TM1,2,H8/TM1,2,H8 interface, which has been also inferred by the inactive MOR and KOR crystal structures^[@CR38],[@CR39]^, also formed in our previous simulations, albeit with much lower probability.

Compared to the symmetric interfaces, our results suggest that asymmetric interfaces of MOR dimers have significantly higher propensities to form, in line with our earlier results^[@CR16]^. While asymmetric dimers of the inactive MOR involving the TM1,2,H8/TM4, TM1,2,H8/TM4,5 and TM1,2,H8/TM5 interfaces were heavily favored in both earlier and present simulations, the TM1,2,H8/TM5,6 interface was observed only in the simulations reported here. Furthermore, the small population of dimer interfaces involving TM7 observed in the earlier study are not observed in the current simulations, nor is the TM4/TM5 interface. On the other hand, the active MOR structures also have high propensities for the asymmetric dimer interfaces of TM1,2,H8/TM5,6 and TM1,2,H8/TM5. The TM1,H8/TM6,7 interface observed in CXCR4^[@CR40]^ and the TM4/TM7 interface of CCR5^[@CR41]^ are absent in the simulations of both inactive and active MOR despite having been reported to form \~8% of the dimer population in our earlier results.

Predictions of residues involved in dimeric contacts suggest several potential mutations that can significantly affect the dimerization process. For both the inactive and active systems, we found that H8 includes some of the residues with the largest average contact numbers as well as being involved in some of the most likely contacts. For instance, I352 in H8 forms an average of 1.48 and 1.3 contacts in the active and inactive systems, respectively, while participating in the top 3 most likely contacts that appear in both systems, between IL3 and H8 in the active MOR system and between IL2 and H8 in inactive MOR. Similar to I352, F350 and C351 in H8 are also involved in putative dimeric interfaces of MOR, in addition to playing a significant role in TM5 and H8 contacts in the active MOR system. This analysis also draws attention to M130^2.66^ as a potential point of mutation, since it plays an important role in TM5-TM2 and TM2-EL2 contacts in the inactive MOR system, in addition to TM6-TM2 contacts in the active MOR. Notably, L129^2.65^ is likely to have an effect similar to M130^2.66^. Among the TM1 residues involved in dimerization, A73^1.37^ plays an important role in TM5-TM1 contacts in the inactive MOR system, while I69^1.33^ participates in prominent TM1-TM6 contacts. Combined, the appropriate mutations at these sites might enhance the dimerization propensities of the MOR system by modulating contacts that are crucial to the formation of asymmetric interfaces, which are suggested to be the most likely candidates for dimerization according to our results.

In conclusion, our study presents a computational framework that elucidates, for the first time, the dimerization kinetics of MOR by combining unbiased and biased coarse-grained simulations coupled with multi-ensemble Markov modeling and a reaction-diffusion model, which provides details both at the molecular and the ensemble scale. Our computational results suggest that the MOR does not dimerize at concentrations used in most experimental methods in contrast to other prototypic GPCRs, such as the β~2~-adrenergic receptors and the M~1~ muscarinic receptor. These results are supported by FRET acceptor photobleaching experiments, which confirm that MOR does not exhibit concentration-dependent specific dimerization over a wide range of expression levels. In striking contrast to CD28, MOR exhibits a linear (unspecific) increase in FRET efficiencies rather similar to the largely monomeric β1AR^[@CR15]^. Moreover, FRET measurements performed on both the inactive T279D mutant receptor and the constitutively active T279K mutant suggested that MOR dimeric fractions might be independent on a specific conformational state of the receptor. Notably, the slope of FRET efficiencies was significantly higher for the constitutively active T279K mutant compared to the inactive T279D mutant and wild-type MOR. This might be due to either an enhanced propensity of this mutant receptor to form true complexes from encounter complexes or to its enhanced internalization, which leads to non-specific aggregation through clustering in clathrin coated pits and vesicles. In summary, our study provides a quantitative explanation for some conflicting experimental results on GPCR oligomerization.

Methods {#Sec8}
=======

System set-up {#Sec9}
-------------

All non-receptor atoms of the crystal structures of inactive (PDB ID: 4DKL^[@CR38]^) and activated (PDB: 5C1M^[@CR42]^) MOR were removed, including co-crystallized ligands, the T4L fusion protein in the inactive structure, and the G protein mimetic nanobody in the activated structure. The missing intracellular loop 3 (ICL3) in the inactive MOR structure was built by homology modeling using MODELLER^[@CR43]^ and the high-resolution crystal structure of DOR^[@CR44]^ as a template. The N-terminal segment of the activated structure was removed and the remaining residues of H8 added so that each structure consisted of sequence residues 65 to 352. The *martinize* python script was used to coarse grain the structures within the MARTINI v2.2 force field^[@CR19]--[@CR22]^. A modified version of the elastic network was applied to maintain the receptor tertiary structure^[@CR45],[@CR46]^. Specifically, a harmonic force was applied to all backbone (BB) bead pairs with relative distance less than 0.9 nm. A force constant of 1000 kJ mol^−1^ nm^−2^ was used when both beads belonged to regions with helical secondary structure while 250 kJ mol^−1^ nm^−2^ was used when either bead was in a loop region. Two inactive or activated MOR protomers were randomly rotated around the z-axis and placed in a 15 × 15 × 11 nm^3^ box along the diagonal such that the COM of the receptors were approximately 6.25 nm apart. The receptors were then embedded in a POPC/10% CHOL membrane constructed using the *insane* python script^[@CR47]^. Each system contained approximately 576 POPC and 64 CHOL molecules. A total of 704 dimer/membrane complexes were generated: 352 for the inactive MOR and 352 for the activated receptor. Each complex was solvated and water and ions were added to neutralize the charge.

Simulations in the unbiased ensemble {#Sec10}
------------------------------------

Up to 10,000 steps of energy minimization were performed on each system followed by 500 ns of equilibration keeping position restraints on the BB beads of the receptor. The position restraints were slowly removed by performing four 50 ns runs with gradually decreasing force constants (k = 500, 100, 50, 10 kJ/mol/nm^2^). Each of the 704 receptor/membrane complexes was then run for at least 5 µs. All simulations were performed using Gromacs 5.0^[@CR48]^ and in the NPT ensemble at 310 K and 1 bar. Constant temperature and pressure were maintained using the velocity-rescale^[@CR49]^ and Berendsen^[@CR50]^ algorithms, respectively. The Coulombic interactions decayed smoothly to zero between 0 and 1.2 nm while the van der Waals interactions decayed to zero between 0.9 and 1.2 nm.

Collective variables and preliminary kinetic model {#Sec11}
--------------------------------------------------

The results were first analyzed by describing the system with a three-dimensional order parameter comprising (i) the distance *d* between the protomers' COM, (ii) the angle α~1~ formed by the COM of one protomer, the COM of the second protomer, and the COM of its transmembrane (TM) helix 1, and (iii) the corresponding angle α~2~ obtained swapping the two protomers. To efficiently account for angle periodicity, the four-dimensional order-parameter (d*sin*α~1~, d*cos*α~1~, d*sin*α~2~, d*cos*α~2~) was used in the calculations. An initial kinetic model was set up using this order parameter and discretizing the trajectories into 6000 microstates using k-means clustering for all d \< ½ L, and using a lag-time of 50 ns. Configurations with the protomers at a distance d ≥ ½ L were assigned to a separate microstate. To improve statistics and account for the interchangeability of the protomers in a homomeric system, each unbiased trajectory was duplicated with swapped values of the angles α~1~ and α~2~, corresponding to exchanging the two proteins. The transition matrix was estimated by maximum likelihood from the count matrix for both the active and inactive systems, and subsequently coarse-grained using PCCA+ to obtain 37 clusters for both the inactive or active systems, respectively. The number of clusters was chosen as the smallest value with at least one macrostate including only microstates with *d* \> 4.2 nm and with a flat angular distribution, which corresponded to the unbound state. One unique cluster with these properties was identified for both active and inactive systems. Removing this macrostate from this preliminary transition probability matrix resulted in five main disconnected sets of clusters in the case of the inactive MOR system and six sets for the activated MOR. Once the system enters in one of such disconnected clusters, it cannot transition into another one without first passing through the unbound cluster. K-means clustering, transition matrix estimation and spectral clustering were performed using pyemma (version 2.3)^[@CR51]^ python functions.

Simulation details for umbrella sampling runs {#Sec12}
---------------------------------------------

To aid convergence of the free-energy and kinetic estimation, umbrella sampling runs were performed restraining the system around selected k-mean centers. Specifically, to select the centers for biased sampling, Transition Path Theory (TPT) from the microstate with d ≥ ½L to the most probable microstate in each of the disconnected components including bound structures, was applied to the preliminary kinetic model described above, and the k-mean centers of microstates with a committor probability p \> 10% were selected as umbrella positions. Overall, 314 and 323 umbrella centers were selected for the active and inactive receptor systems, respectively. The position of the centers of umbrella sampling runs is displayed in Supplementary Fig. [12](#MOESM1){ref-type="media"}. Umbrella sampling simulations were run for 0.3 μs, using the same parameters of the unbiased simulations, and applying harmonic restraints with elastic constants of k~d~ = 250 kJ/mol/nm^2^ and k~α~ = 100 kJ/mol, respectively, for the distance and angle components of the order parameter. For a small set of runs the elastic constants were reduced to k~d~ = 100 kJ/mol/nm^2^ and k~α~ = 80 kJ/mol, respectively. Restraints were applied using the Plumed 2.1 plugin^[@CR52]^.

Markov state modeling and multi-ensemble Markov models {#Sec13}
------------------------------------------------------

The data from the unbiased and biased simulations were combined using the transition-based reweighting analysis method (TRAM)^[@CR23]^. To reduce the number of microstates in the calculation, microstates in the unbound PCCA+ component of the preliminary kinetic clustering that did not show transitions out of the component in the 50 ns-lag count matrix were resampled, reducing their number from 5214 to 703 and from 5412 to 911 for the inactive and active MOR systems, respectively. The resulting k-means clustering comprised 1490 microstates in total for both the inactive and active receptor systems. The final multi-ensemble model was estimated using the TRAM algorithm and a convergence threshold based on the maximal free energy change of 10^−9^. Further decreasing the convergence threshold to 10^−12^ resulted in transition matrices without appreciable differences from those with relaxed convergence criteria. The implied timescales from the transition matrix for the unbiased thermodynamic state were calculated for multiple lag-times and their convergence checked. Errors on timescales and rates were obtained by bootstrap. Specifically, 10 bootstrap samples were extracted from the data by sampling of the unbiased trajectories and the TRAM estimator was used to obtain a distribution of transfer matrices. Best estimate and confidence intervals are reported using the mean and the 5% and 95% percentiles for the microstate free-energies and timescales.

Coarse-graining of the transfer matrix {#Sec14}
--------------------------------------

To obtain kinetic information at a more coarse-grained level, the final TRAM transition matrix was clustered using the PCCA+ algorithm and 51 or 35 clusters for the inactive and activated MOR structures, respectively. The number of clusters to be used was decided using the same criteria applied in the case of the unbiased MSM. Furthermore, the approach used to find disconnected components in the unbiased MSM was repeated for the TRAM transition matrices, resulting in four main disconnected components for both systems and two additional components of negligible populations for the active system. The four main components correspond to the four possible combinations of the two heavily populated regions of the free energy landscapes centered around values of the angles α~1~, α~2~ ≈ 0 and α~1~, α~2~ ≈ π, respectively. We refer to these groups as the *C*~*00*~ component for the TM1,2,H8/TM1,2,H8 region (centered around α~1~, α~2~ ≈ 0), the *C*~*ππ*~ for the TM4, 5, 6/TM4, 5, 6 region (centered around α~1~, α~2~ ≈ π), and the *C*~*0π*~ component for the TM1, 2,H8/TM4, 5, 6 region (centered around α~1~ ≈ 0, α~2~ ≈ π and α~1~ ≈ π, α~2~ ≈ 0).

The coarse-grained rates connecting the PCCA components were calculated using the approach described in ref.^[@CR25]^. Briefly, reduced dynamic models defined on the PCCA states were obtained by imposing the same cross-relaxation times observed in the full microscopic model. The coarse-grained transfer matrix $\documentclass[12pt]{minimal}
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Definition of dimeric states and contact map calculation {#Sec15}
--------------------------------------------------------
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Reaction-diffusion model {#Sec16}
------------------------

In order to extract from the simulations inferences for different receptor concentrations, we employ the simple kinetic model$$\documentclass[12pt]{minimal}
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To model the concentration dependence of *k*~*on*~ we used the approach in ref.^[@CR23]^ to calculate the rates from the combined dissociated states (A + B and $\documentclass[12pt]{minimal}
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Cell-culture {#Sec17}
------------

All experiments were performed with transiently transfected HEK 293 cells (Sigma, Munich, Germany). Cells were cultured in DMEM (Dulbecco's modified Eagle's medium) (PAN Biotech, Aidenbach, Germany), supplemented with 4,5 g/L glucose, 2 mM L-glutamin 10% FCS (Biochrome), 100 units/mL penicillin and 0.1 mg/mL streptomycin, at 37 °C, 5% CO2. To split cells, growth medium was removed by aspiration and cells were washed once with 10 ml of phosphate-buffered saline (Sigma), followed by trypsinization for 1--2 minutes in 3-ml of Trypsin 0.05%/EDTA 0.02% (PAN biotech) solution. Cells were routinely tested for mycoplasma infection using PCR mycoplasma test kit (Applichem GmbH, Darmstadt, Germany).

Microscope sample preparation and SNAP-labeling {#Sec18}
-----------------------------------------------

Cells seeded on 25 mm coverslips were transfected with SNAP-tagged receptor-constructs using Effectene Transfection Reagent (QIAGEN, Hilden, Germany) according to manufacturer's protocol. 24--36 hours after transfection cells were labeled with SNAP-Surface Dyes 549 and Alexa Fluor 647 (New England Biolabs, Frankfurt am Main, Germany) according to the manufacturer's instructions. Briefly, 24 hours after transfection, the culture medium was exchanged with labeling medium (5 µM SNAP-dye in DMEM) followed by a 30 minute incubation at 37 °C. After incubation cells were washed three times with DMEM and immediately taken for imaging in HBSS-Buffer.

FRET-Acceptor photoBleaching (AB) in confocal microscopy {#Sec19}
--------------------------------------------------------

Prepared samples were placed into an Attofluor™ Cell Chamber (Fisher Scientific GmbH, Schwerte, Germany). Coverslips were washed once with HBSS (Hank's Balanced Salt Solution) and the chamber was filled with 500 mL HBSS. The chamber was mounted onto a Leica SP8 confocal laser-scanning microscope. Cells were imaged using the Leica FRET-AB wizard with a HC PL APO CS2 40x/1.3 numerical aperture oil immersion objective. A 1.5 mW white light laser was set to 85% and a 560 nm laser line was used at 5% power for the donor imaging. For the acceptor imaging a 652 nm laser line at 2% power was used and for the bleaching step increased to 50% over 10 frames. 512 × 512 pixel images of the bottom cell-membrane expressing SNAP-tagged receptor-constructs were acquired with a hybrid detector in standard mode. Emission of donor channel was recorded within 575--640 nm and acceptor channel was acquired between 658 nm--776 nm. The zoom factor was set to 5.5 x resulting in a pixel-size of 0.103 µm and the laser scanning speed was set to 400 Hz. There were at maximum 2 cells taken for analysis per image. FRET efficiencies were calculated with the manufacturer's Wizard tool based on the provided formula (see Supplementary Fig. [10](#MOESM1){ref-type="media"}). Potential vesicles close to the cell surface were excluded by the drawing of the region of interest.

Data availability {#Sec20}
-----------------

The data that support the findings of this study are available from the corresponding author upon request.
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