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Abstract
We consider a finite volume method for a well-driven fluid flow in a porous medium. Due to the singularity
of the well, modeling in the near-well region with standard numerical schemes results in a completely
wrong total well flux and an inaccurate hydraulic head. Local grid refinement can help, but it comes
at computational cost. In this article we propose two methods to address the well singularity. In the
first method the flux through well faces is corrected using a logarithmic function, in a way related to the
Peaceman model. Coupling this correction with a non-linear second-order accurate two-point scheme gives
a greatly improved total well flux, but the resulting scheme is still inconsistent. In the second method fluxes
in the near-well region are corrected by representing the hydraulic head as a sum of a logarithmic and a
linear function. This scheme is second-order accurate.
Keywords: Finite volume method, Near-well modeling, Groundwater, Flow simulations, Second-order
accuracy
1. Introduction
The stationary groundwater flow equation is obtained by substituting the Darcy law
u = −K∇h in Ω (1)
into the continuity equation
∇ · u = gs, (2)
where u is the Darcy velocity, gs describes sources and sinks, K is the hydraulic conductivity tensor, h is the
hydraulic head, and Ω ⊂ R3 is a bounded domain. In this paper we assume that the hydraulic conductivity
is isotropic, so that K = KI.
We consider the following boundary conditions:
h = gD on ΓD, (3)
u · n = gN on ΓN, (4)
where ∂Ω = ΓD ∪ΓN is the domain boundary, ΓD ∩ΓN = ∅, ΓD 6= ∅, ΓD = Γ¯D and n is a unit vector normal
to ∂Ω pointing outwards.
A colmated layer, also known as the skin effect, is formed along well walls due to well clogging [1, 2].
This causes an additional hydraulic resistance (see Fig. 1). As a result, the flux density through the well
filter is
u = Ψ(hr − hw), (5)
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Figure 1: Head loss due to colmated layer.
where: hw is the hydraulic head inside the well, hr is the hydraulic head just outside the colmated layer (see
Fig. 1), r is the well radius, and Ψ = Kc/dc is the transfer coefficient, while Kc and dc are the unknown
conductivity and thickness of the colmated layer, respectively. The physical colmated layer thickness is
assumed to be small, so that this layer can be modelled as an infinitely thin film of finite Ψ.
Hydraulic head varies logarithmically and its gradient changes sharply in the well vicinity (Fig. 1). Thus,
linear approximation of hydraulic head is inappropriate on coarse grids and numerical methods based on it
are inaccurate in the near-well region.
Accurate modeling in the near-well region is important in reservoir engineering. Flow in the entire
reservoir is induced mainly by wells, therefore poor near-well modeling results in accuracy loss throughout
the model.
Numerous families of second-order accurate numerical methods are applicable to porous media flows.
Here we consider non-linear two-point approximations [3, 4, 5, 6, 7, 8, 9, 10]. Although there is no proof
that these methods are second-order accurate [11], numerical tests show second-order accuracy for the
hydraulic head and first-order accuracy for the fluxes. These schemes preserve positivity of the solution,
but at the price of having to solve a non-linear system even when the problem is linear. Nevertheless, linear
approximation is deployed and therefore the accuracy is lost on coarse grids if a well is present.
Local grid refinement can alleviate the problem [12]. However, this comes at a computational cost.
Methods for well modeling have been widely discussed in the literature [13, 14, 15, 16, 17, 18, 12]. A
commonly used method is the Peaceman model [14, 17, 18]. This approach was originally formulated for
finite differences, with a well placed in a cell center. It has been extended to various other discretization
methods [13]. Peaceman model introduces an additional equation which yields a greatly improved flow rate,
but it does not improve the accuracy of the hydraulic head around the well.
In commonly available mesh generators it is possible to specify points that are guaranteed to become
mesh nodes once the mesh is generated. Thus we can easily represent a well as a mesh node in two-
dimensional models or as an array of mesh edges in three-dimensional models. For a finite volume code,
it is more appropriate to associate a well with a cell in two dimensions or with an array of cells in three
2
dimensions. Therefore, we construct cylinders (circles in two dimensions) around well edges (nodes) as in
Fig. 2. Another way to represent a well is described in Example 5.
Figure 2: Well in two (left) and three (right) dimensions.
The well face correction method (WFC) described in Subsection 2.1 is related to the Peaceman method
and results in a greatly improved well extraction rate compared to the uncorrected scheme, but the hydraulic
head is still inconsistent even though it is improved. The difference between Peaceman model and WFC
is that is that the Peaceman method introduces an additional equation for the well flow rate and does not
change the hydraulic head values around the well, while the WFC scheme changes the discretization of flux
between two mesh cells which results in an improved hydraulic head accuracy throghout the domain. In the
near-well correction scheme (NWC) presented in Section 2.2, the flow in a well vicinity is split into a linear
part and a part that is due to the influence of the well. This splitting was used in [14, 15] for an otherwise
unrelated multipoint scheme, but the accuracy of that scheme reduces if the well is much smaller then the
grid size. On the other hand, NWC scheme uses meshes that depend on the well radius, but it is always
second-order accurate.
None of these two schemes introduces additional equations or modifies grids apart from introducing well
cells, but rather changes the way the flux is approximated on some faces. In the WFC method, the flux
through well faces is calculated using a linear two-point approximation. In the NWC method, the flux
through faces in the near-well region is approximated using a non-linear two-point approximation. This
approximation is obtained as a convex combination of two one-side multipoint linear flux approximations,
as in non-linear two-point schemes [3, 4, 5, 6, 7, 8, 9, 10]. When compared to these schemes, one-side flux
approximations used with the NWC method have different stencils, but the final stencil of the combined
flux is the same.
The paper is organized as follows. The two flux discretization schemes are presented in Section 2 in the
two-dimensional case. Three-dimensional versions of these schemes are presented in Section 3. Application
of the NWC scheme to a heterogeneous medium is considered in Section 4. Results of numerical tests are
provided in Section 5.
2. Discretization in two dimensions
In order to use the same terminology in the two-dimensional and three-dimensional cases, the edges of
two-dimensional cells are referred to as faces and their lengths are called face areas. We assume that every
cell is a star-shaped set with respect to its barycenter as in [3].
Integrating (2) over cell T and applying the divergence theorem yields∑
f∈∂T
χT,fuf =
∫
T
gsdT, where uf =
∫
f
u · nfds. (6)
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Term uf denotes the flux through face f , nf is a unit vector normal to face f fixed once and for all, while
χT,f = 1 if nf points outside of T and χT,f = −1 otherwise. Boundary face normals always point outside.
If ΓN 6= ∅, then we assume that Γ¯N ∩ Γ¯D contains only nodes (edges in the three-dimensional case).
We associate one hydraulic head value hT with each cell centroid xT . The Dirichlet boundary condition
is evaluated at each node belonging to ΓD. These cell centroids and nodes with associated hydraulic head
values are referred to as primary collocation points.
An auxiliary hydraulic head value is associated with each well face. These auxiliary head values are
eliminated and the hydraulic head is not actually computed there. Since the centroid of a well face fw does
not belong to it because the face is not planar, we define an auxiliary collocation point xfw associated with
this face as the point on fw nearest to the centroid.
Either the hydraulic head is set in a well cell or a source/sink term is used in this cell to specify the flow
rate.
2.1. Well face correction (WFC)
We consider the case of a homogeneous isotropic circular reservoir of radius R with a well of radius r in
its center. The well extraction rate [19] is
Q = AK
hR − hr
r ln Rr
, (7)
where A is the total area of the well screen, while hr and hR are hydraulic head values in the porous medium
at distances r and R, respectively, from the well center.
Based on the flow rate (7), we propose to calculate the flux through well face fw (see Fig. 2) belonging
to cell T as
ufw = |fw|K
hT − hfw
r ln ρ(xT )r
, (8)
where |fw| is the face fw area, xT is the centroid of cell T , and ρ(xT ) is the distance from xT to the well
center. Hydraulic head at cell T is denoted by hT and hfw is the auxiliary hydraulic head value at face fw.
If the well is not colmated, then hfw = hw. Otherwise from equation (5), the flux through face fw is
ufw = |fw|Ψ(hfw − hw). (9)
Combining equations (8) and (9) gives a flux approximation that does not include the head value at face f :
ufw = |fw|
ΨK
rΨ ln ρ(xT )r +K
(hT − hw). (10)
As shown in Section 5, this correction leads to an acceptable well extraction rate. However, there is
a substantial error in the hydraulic head distribution, which does not decrease significantly if the mesh is
uniformly refined, unless the mesh is very fine.
2.2. Near-well correction (NWC)
The hydraulic head is represented as
h ≈ L+ hˆ, (11)
where L is a linear function and hˆ is a singular part
hˆ(x) = C0 ln r(x), (12)
C0 is an arbitrary constant, and
r(x) = ‖x− xw‖ (13)
is the distance to the well center xw.
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Figure 3: Radial projection onto the well.
From (11) and (12), the hydraulic head gradient is
∇h ≈ ∇L+ C0∇ (ln r(x)) . (14)
Thus flux (6) can be written as
uf = −
∫
f
(K∇h) · nfds ≈ −
∫
f
K∇L · nfds−
∫
f
C0K∇ (ln r(x)) · nfds. (15)
Since ∇L is constant, the first integral can be approximated as
−
∫
f
K∇L · nfds ≈ − |f |Kf∇L · nf , (16)
where Kf = K(xf ).
Let Pr(f) denote the radial projection of face f onto the well wall from the well center (see Fig. 3).
The flow component described by the second integral is directed toward the well center. Therefore, this flux
component through face f is the same as through Pr(f):
−
∫
f
C0K∇(ln r(x)) · nfds ≈ −Kf
∫
Pr(f)
C0∇(ln r(Pr(x))) · nˆfds = −σf |Pr(f)|C0Kf
r
, (17)
because
∇ (ln r(Pr(x))) · nˆf = 1
r
, (18)
where nˆf is the outer unit normal to the circle at Pr(x), and σf = −1 if nf points inside the triangle defined
by face f and the well center, or σf = 1 otherwise. Substituting (16) and (17) in (15) gives
uf ≈ uf,T = − |f | (Kf∇Lf,T ) · nf − σf |Pr(f)|C0Kf
r
, (19)
where cell T contains face f . We have added this subscript because we associate one approximation (19)
with each cell-face pair.
We use (9) and (19) to express the auxiliary hydraulic head values hfw . Let nfw be directed outside of
the well. Then, from (9) and (19)
|fw|Ψ(hfw − hw) = −|fw|(Kfw∇L) · nfw − σfw
|Pr(fw)|C0Kfw
r
. (20)
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From this equation we express hfw :
hfw = hw −
(Kfw∇L) · nfw
Ψ
− σfw
|Pr(fw)|C0Kfw
Ψr|fw| . (21)
Let xi be a collocation point other than xT . The difference between the hydraulic head values at xi and
xT is
hi − hT ≈ ∇L · (xi − xT ) + C0 ln r(xi)
r(xT )
. (22)
We would like to determine ∇L and C0 so that a set of conditions such as (22) is satisfied.
If xi is a well face auxiliary collocation point, then (22) becomes
hfw − hT ≈ ∇L · (xfw − xT ) + C0 ln
r(xfw)
r(xT )
. (23)
By substituting (21) in this relation we eliminate hfw :
hw − hT ≈ ∇L ·
(
xfw − xT +
Kfw
Ψ
nf
)
+ C0
(
ln
r(xfw)
r(xT )
+ σfw
|Pr(fw)|C0Kfw
Ψr|fw|
)
. (24)
On a Neumann boundary face f¯ we may require that the flux computed using formula (15) satisfies the
boundary condition. The corresponding equation is obtained by integrating (4) over f¯ and using (19):
∣∣f¯ ∣∣ (Kf¯∇L) · nf¯ + σf ∣∣Pr(f¯)∣∣C0Kf¯r = −gN(xf¯ )|f¯ |. (25)
If T is a well cell, then we use a well face auxiliary collocation point instead of xT in (22):
hi − hfw ≈ ∇L · (xi − xfw) + C0 ln
r(xi)
r(xfw)
. (26)
Substituting (21) in this relation we eliminate: hfw
hi − hw ≈ ∇L ·
(
xi − xfw −
Kfw
Ψ
nf
)
+ C0
(
ln
r(xi)
r(xfw)
− σfw
|Pr(fw)|C0Kfw
Ψr|fw|
)
. (27)
To approximate the flux using (19) we need to determine
C =
[
∂L
∂x
∂L
∂y
C0
]T
. (28)
These are found by solving a linear system
AC ≈ b (29)
consisting of three equations of type (22), (24), (25), or appropriately transformed equations such as (27)
when T is a well cell.
If matrix A is not invertible then other equations of form (22), (24), (25), or appropriately transformed
equations such as (27) are chosen to form system (29).
Let us assume that matrix A is invertible, and let elements of matrix A−1 be denoted by aij . Let index
k correspond to collocation points in equations of form (22) and (24) (or (27)), while index k¯ corresponds
to Neumann boundary faces in equations of form (25). From (29), the coordinates of the unknown vector
C are:
∂L
∂x
≈
∑
k
a1k(hk − hT )−
∑
k¯
a1k¯gN(xfk¯)|fk¯|,
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∂L
∂y
≈
∑
k
a2k(hk − hT )−
∑
k¯
a2k¯gN(xfk¯)|fk¯|, (30)
C0 ≈
∑
k
a3k(hk − hT )−
∑
k¯
a3k¯gN(xfk¯)|fk¯|.
After substituting (30) in (19), the flux approximation becomes
uf ≈ −
∑
k
αk(hk − hT ) +
∑
k¯
αk¯gN(xfk¯)|fk¯|, (31)
where
αk = Kf
(
|f | (a1kn1f + a2kn2f)+ a3kσf |Pr(f)|r
)
, (32)
αk¯ = Kf
(
|f | (a1k¯n1f + a2k¯n2f)+ a3k¯σf |Pr(f)|r
)
. (33)
Term nlf denotes the l-th coordinate of vector nf .
Let cells T+ and T− share face f , and let nf point from T+ to T−. One-side approximations (31) of the
flux through face f from cell T+ or T− are, respectively,
uf ≈ uf,+ = −
∑
k
αk(hk − h+) +
∑
k¯
αk¯gN(xfk¯)|fk¯|, (34)
uf ≈ −uf,− =
∑
l
αl(hl − h−)−
∑
l¯
αl¯gN(xfl¯)|fl¯|, (35)
The derivation is carried out further as in [3, 7, 9]. One-side approximations of form (31) and (35) are
linearly combined using non-negative weights µ+ and µ−:
uf ≈ −µ+
∑
k
α+k (hk − h+) + µ−
∑
l
α−l (hl − h−) + µ+
∑
k¯
α+
k¯
gN(xfk¯)|fk¯| − µ−
∑
l¯
α−
l¯
gN(xfl¯)|fl¯|. (36)
For this approximation to be valid, it is required that
µ+ + µ− = 1. (37)
We choose µ+ and µ− so that in (36) the contributions of hydraulic head values other then h− and h+, as
well as the contributions of inflow Neumann boundary conditions, cancel out:
− µ+d+ + µ−d− = 0, d± =
∑
k
xk 6=x∓
α±k hk −
∑
k¯
gN(xfk¯
)<0
α±
k¯
gN(xfk¯)|fk¯|. (38)
If d+ + d− 6= 0, µ± is computed from (37) and (38) as
µ+ =
d−
d+ + d−
, µ− =
d+
d+ + d−
, (39)
otherwise we set µ± = 0.5.
In this way, a two-point flux approximation is obtained:
uf ≈M+f h+ −M−f h− + rf , (40)
where
M+f = µ+
∑
k
α+k + µ−
∑
l
xl=x+
α−l , (41)
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M−f = µ−
∑
l
α−l + µ+
∑
k
xk=x−
α+k , (42)
rf = µ+
∑
k¯
gN(xfk¯)
>0
α+
k¯
gN(xfk¯)|fk¯| − µ−
∑
l¯
gN(xf
l¯
)>0
α−
l¯
gN(xfl¯)|fl¯|. (43)
Using this approximation in (6) in the near-well region and scheme [9] outside of this region, we obtain
a system of equations
A(h)h = b(h). (44)
This system is non-linear because M±f depends on the discrete hydraulic head values hi through µ± and
d±. It can be linearized using Picard method:
A(hn)hn+1 = b(hn). (45)
Starting with some initial solution h0, each succeeding iteration is found using a linear solver until the
convergence criterion
r(hn) =
‖A(hn)hn − b(hn)‖
‖b(hn)‖ < ε (46)
is met for a small ε set in advance, or until the maximal number of iterations is reached.
Following the same logic as in [3], it is required that αk, αk¯ ≥ 0 for all k, k¯, which implies that M±f ≥ 0,
so the resulting computational matrix A(h) is an M-matrix and the method preserves the solution positivity.
If this is not the case, then other equations of form (22), (24), (25), or transformed equations such as (27),
are chosen to form (29).
The search for these equations is performed by testing all combinations of cells and boundary conditions
belonging to a candidate set. Initially, the candidate set consist of cells that share a face with T , Neumann
boundary faces of T , Dirichlet boundary nodes of T , and well faces of T . Examples of initial candidate
sets are shown in Fig. 4. If every combination of equations corresponding to elements of the candidate set
leads to negative αk or αk¯, then the candidate set is expanded by adding all neighbouring cells, Neumann
boundary faces, Dirichlet boundary nodes, and well faces of all cells already in the candidate set. After the
candidate set expansion, we again test all combinations of its elements. This process is repeated until a set
of non-negative αk and αk¯ is obtained. Example of initial set expansion is shown in Fig. 5.
Figure 4: Initial set of collocation points and Neumann boundary faces for cell T when: one of its faces belongs to Neumann
boundary (first), one of its faces belongs to Dirichlet boundary (second), there are no boundary faces (third), and faces of T is
a well face (fourth).
In practice, the candidate set is rarely expanded more than once. Although we cannot prove that a
set of non-negative αk and αk¯ can always be found, in our practice we have not encountered a case where
this would not be so. Nevertheless, there is an artificially constructed example in [8] where non-negative
coefficients could not be found in a simpler case that does not include wells.
The proposed scheme is used within a near-well region, which can be of any shape, as long as it includes
at least the cells nearest to the well. Near-well regions belonging to different wells must not overlap. Scheme
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Figure 5: Initial set of collocation points (left) and its first expansion (right).
[9] is used outside of these regions. Fluxes through faces between the near-well region and the rest of the
model are obtained by coupling the one-side flux approximation (31) with the uncorrected one-side flux
approximation used in [9] in the same way as in (36).
As in the two-point non-linear scheme [3, 7, 9], the convergence of the NWC method cannot be shown
analytically, but numerical examples (see Section 5) indicate that it is second-order accurate.
3. Discretization in three dimensions
A well is represented as an array of cylindrical cells in three dimensions. Either the hydraulic head or
a source term is specified in the well cell where the pump is located. The flow through the well is modeled
using the Hagen-Poiseuille law [20], meaning that the hydraulic conductivity along the well is computed as
Kw =
r2ρg
8µ
, (47)
where ρ is the density, g is the standard gravity, and µ is the dynamic viscosity.
The WFC scheme derived in Section 2.1 is directly applicable to the three-dimensional case.
The NWC scheme is derived in a manner analogous to the two-dimensional case, with ρ(xT ) representing
the distance between xT and the well axis, and Pr(f) denoting a projection of face f onto the well cylin-
der. This projection, defined in Appendix A, is known in cartography as Lambert cylindrical equal-area
projection.
System (29) is formed with four instead of three equations of type (22), (24), (25), or (27). The vector
of unknowns is
C =
[
∂L
∂x
∂L
∂y
∂L
∂z
C0
]T
. (48)
Thus, instead of (30) we have
∂L
∂x
≈
∑
k
a1k(hk − h0)−
∑
k¯
a1k¯gN(xfk¯)|fk¯|,
∂L
∂y
≈
∑
k
a2k(hk − h0)−
∑
k¯
a2k¯gN(xfk¯)|fk¯|, (49)
∂L
∂z
≈
∑
k
a3k(hk − h0)−
∑
k¯
a3k¯gN(xfk¯)|fk¯|,
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C0 ≈
∑
k
a4k(hk − h0)−
∑
k¯
a4k¯gN(xfk¯)|fk¯|.
Therefore, instead of (32) and (33) we have
αk = Kf
(
|f |
3∑
l=1
alkn
l
f + a3kσf
|Pr(f)|
r
)
, (50)
and
αk¯ = Kf
(
|f |
3∑
l=1
alk¯n
l
f + a3k¯σf
|Pr(f)|
r
)
. (51)
4. Heterogeneous case
We tested these schemes in the case of continuous heterogeneous porous media as well as in the discon-
tinuous case. The results presented in Examples 5 and 6 show that in the continuous case, as well as in the
homogeneous case, the NWC scheme is second-order accurate.
If the porous medium is discontinuous, then we assume that discontinuities occur only at mesh faces.
We can distinguish two cases. In the first case the discontinuity passes away from the well. In this case, the
near-well zone for the NWC scheme should include only cells in a single material zone.
In the second case the discontinuity passes through the well center. It is impossible to construct an
accurate flux discretization with a discontinuity using only hydraulic head at collocation points in a single
material zone. Therefore, we apply the piecewise linear transformation introduced in [8, 9]. Thus, instead
of (22) we have
hi − h+ ≈ ∇L · F (xi) + C0 ln r(xi)
r(x+)
, (52)
and instead of (25)
∣∣f¯ ∣∣nTf¯∇F (xf¯ )(Kf (xf¯ )∇L) + σf
∣∣Pr(f¯)∣∣C0Kf
r
= −gN (xf¯ )|f¯ |, (53)
where F is the piecewise linear transformation depending on the hydraulic conductivity and geometry but
not on the hydraulic head. For details of this transformation see [8, 9]. Otherwise, the scheme is constructed
as in Subsection 2.2. The results obtained in Example 7 show that the NWC scheme remains second-order
accurate.
5. Numerical tests
To verify the schemes, we solve several problems (Examples 1, 2, 3, 4, 7) whose analytical solutions are
available. In each of these examples we compare the analytical solution to the results obtained with the
uncorrected, WFC, and NWC schemes. In the heterogeneous case, the analytical solution is not available
(Examples 5 and 6), so instead of the exact solution we use the solution obtained on the finest mesh. We
use natural neighbor interpolation [21] to interpolate this solution to coarser meshes. Near-well regions are
taken to be circular or cylindrical in all examples.
The meshes used in the examples were independently generated and are not hierarchically related. Mesh
parameter P is the square root of the largest cell area in the two-dimensional cases (Examples 1, 2, 5, 6
and 7). In the three-dimensional case (Example 4), the mesh parameter is the cubic root of the largest cell
volume. Unstructured triangular meshes are used in all examples except in third example where unstructured
triangular prismatic meshes are used.
The weighted discrete L2 and maximum norms are used to evaluate relative hydraulic head errors:
h2 =
[∑
T (h(xT )− hT )2|T |∑
T (h(xT ))
2|T |
]1/2
, (54)
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hmax =
maxT |h(xT )− hT |
[
∑
T (h(xT ))
2|T |/∑T |T |]1/2 , (55)
where |T | stands for the volume (area in 2D) of cell T . The exact hydraulic head evaluated at the centroid
of cell T is denoted by h(xT ), while the head value numerically obtained in this cell is denoted by hT . These
two quantities were scaled with the same value in order to that the weighted discrete L2 norm is less or
equal to the weighted maximum norm with the equality holding for constant vectors.
The relative error of the total well flux is computed as:
Q =
Q−QA
QA
, (56)
where Q is the numerical well flux and QA is the analytical flux.
The number of Picard iterations needed to obtain the results for  = 10−12 in (46) is denoted by nPic.
We take h0 = 0 for the initial solution in all tests.
Example 1. We consider a circular reservoir with a well in the center (0, 0). The exact flow rate is given
by (7), and the exact hydraulic head at distance ρ from the center is
h(ρ) =
hr ln
R
ρ + hR ln
ρ
r
ln Rr
. (57)
In this example we specify the hydraulic head in the well hw and at ρ = R. We take R = 200, hw = 55,
hR = 100 and K = 0.0001. Transfer coefficient Ψ is set so that the hydraulic head at the well wall is hr = 60.
Table 1: Errors for the well radius r = 0.05 in Example 1.
P 32
√
2 16
√
2 8
√
2 4
√
2 2
√
2
√
2
Uncorrected scheme
h2 8.46e-02 6.65e-02 4.61e-02 3.61e-02 2.67e-02 1.93e-02
hmax 2.25e-01 2.20e-01 2.05e-01 1.87e-01 1.65e-01 1.37e-01
Q 2.33e+00 1.78e+00 1.22e+00 9.59e-01 7.12e-01 5.17e-01
nPic 8 9 11 11 12 11
WFC scheme
h2 1.37e-03 8.46e-04 6.36e-04 4.54e-04 4.29e-04 4.86e-04
hmax 6.48e-03 7.64e-03 7.12e-03 6.41e-03 6.33e-03 6.65e-03
Q 9.60e-03 1.17e-02 1.01e-02 1.18e-02 1.12e-02 1.31e-02
nPic 8 9 11 11 12 11
NWC scheme
h2 7.65e-04 2.73e-04 5.62e-05 1.03e-05 2.40e-06 6.27e-07
hmax 3.37e-03 1.94e-03 6.05e-04 9.33e-05 2.67e-06 8.39e-07
Q 4.42e-03 -1.56e-03 1.73e-04 4.93e-05 6.52e-06 2.06e-06
nPic 8 9 11 11 12 12
The errors are presented in Table 1. The uncorrected scheme is inconsistent in the maximum norm for
the considered meshes and the flow rate through the well is completely wrong. The hydraulic head error is
larger near the well, as shown in Fig. 6 (left). This is as expected because the flow velocity changes quickly
in this region.
If the WFC scheme is used, the errors are smaller than those obtained without any correction. The
largest errors are still located near the well (Fig. 6, middle). The well flow rate error is around one percent
on the coarsest mesh and it does not decrease as the mesh is refined. Therefore, the scheme is inconsistent.
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The results for the NWC scheme were obtained using a near-well region with radius 40. The absolute
hydraulic head error distribution is shown in Fig. 6 (right). The results obtained in this way are second-order
accurate. If we took R for the radius of the near-well region, then this scheme would be exact.
The reduction of the well flow rate error with the mesh parameter is less predictable because it depends
on the particular geometry of the few cells around the well, which changes in a random fashion as the mesh
is refined. Nevertheless, a comparison of flow rate errors on the finest and coarsest meshes shows that this
flow rate is at least first-order accurate.
Figure 6: Absolute hydraulic head error using mesh P = 4
√
2 in Example 1 with the uncorrected scheme (left), WFC scheme
(middle), and NWC scheme (right) for the well radius r = 0.05.
From analytical solution (57) we can see that the gradient of hydraulic head changes more sharply if the
well radius is smaller. Therefore, we can expect better results with the uncorrected scheme if the well is
larger.
It follows from equations (8) and (23) that the distance between cell centroids and the well center must
not be less than the well radius. This requirement limits how much we can refine the grids. This should
not present a problem in real-world applications, but in order to be able to perform the refinement tests, we
triangulate the ring domain and use the inner circle of the ring as the well cell.
Table 2: Errors of the uncorrected scheme for the well radius r = 1 in Example 1.
P 32
√
2 16
√
2 8
√
2 4
√
2 2
√
2
√
2
h2 8.32e-02 5.22e-02 3.36e-02 1.83e-02 8.37e-03 2.59e-03
hmax 2.22e-01 1.85e-01 1.48e-01 1.05e-01 5.99e-02 3.42e-02
Q 1.45e+00 8.85e-01 5.68e-01 3.10e-01 1.43e-01 4.43e-02
nPic 9 11 11 11 12 11
Results presented in Tables 2 and 3 show that the uncorrected scheme approaches first-order accuracy
when the well radius is r = 1 and second-order accuracy when the well radius is r = 50.
Example 2. Here we consider a rectangular reservoir with corners (±300,±150) and with hydraulic con-
ductivity K = 0.0001. Two wells with radii rl and rr are specified at (−150, 0) and (150, 0), respectively.
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Table 3: Errors of the uncorrected scheme for the well radius r = 50 in Example 1.
P 32
√
2 16
√
2 8
√
2 4
√
2 2
√
2
√
2
h2 1.74e-03 5.08e-04 1.42e-04 3.49e-05 9.15e-06 2.41e-06
hmax 3.81e-03 1.61e-03 4.94e-04 1.27e-04 4.76e-05 9.75e-06
Q -1.83e-03 -8.60e-04 -3.17e-04 -7.59e-05 -2.03e-05 -5.85e-06
nPic 11 11 11 11 10 9
An analytical solution is obtained by superposing two solutions of form (57):
h(x) =
hl ln
Rl
ρl
+ hRl ln
ρl
rl
ln Rlrl
+
hr ln
Rr
ρr
+ hRr ln
ρr
rr
ln Rrrr
, (58)
where the distances from the left and the right well are denoted by ρl and ρr, respectively. We take hl = 5,
hr = 10, hRl = hRr = 20, rl = 0.5, rr = 0.6 and Rl = Rr = 1200. Note that in this case hRl , hRr , hl, hr
are just formal parameters. In engineering practice these parameters are obtained when one well is turned
off.This is a slightly different approach to finding analytical solution for two wells than in [19].
Transfer coefficient Ψ is set for each well face separately, so that (5) and (58) give level 23 in the left
well and 27 in the right well. On the outer boundary of the domain we prescribe the exact hydraulic head
obtained from equation (58).
Table 4: Errors in Example 2.
P 64 32 16 8 4 2
Uncorrected scheme
2 1.22e-01 7.81e-02 4.39e-02 3.03e-02 1.57e-02 9.10e-03
max 2.65e-01 2.41e-01 1.82e-01 1.56e-01 9.88e-02 7.35e-02
Ql 3.56e-00 2.18e-00 1.15e-00 7.83e-01 4.05e-01 2.50e-01
Qr 2.83e-00 1.66e-00 9.97e-01 7.21e-01 3.78e-01 1.91e-01
nPic 7 11 10 11 11 13
WFC scheme
2 1.98e-03 1.42e-03 7.60e-04 7.33e-04 7.03e-04 6.89e-04
max 6.71e-02 1.03e-02 8.11e-03 9.08e-03 7.72e-03 7.70e-03
Ql 1.74e-02 1.88e-02 1.71e-02 1.74e-02 1.75e-02 1.71e-02
Qr 1.54e-02 1.64e-02 1.42e-02 1.69e-02 2.18e-02 2.56e-02
nPic 8 11 10 11 11 13
NWC scheme
2 9.19e-04 1.64e-04 3.20e-05 8.16e-06 1.97e-06 5.52e-07
max 2.28e-03 5.17e-04 1.80e-04 4.84e-05 1.14e-05 3.49e-06
Ql 8.11e-03 6.16e-04 2.20e-05 -1.13e-05 6.55e-06 3.44e-06
Qr 7.88e-03 2.35e-04 -4.36e-05 -5.24e-05 -4.70e-06 1.37e-06
nPic 8 11 10 14 14 13
As in the previous example, the uncorrected scheme is not second-order accurate and the well flow rates
are very inaccurate (Table 4). The total well flux error is much smaller with the WFC scheme, but the
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Figure 7: Absolute hydraulic head error using mesh P = 8 in Example 2 with the uncorrected scheme (top left), WFC scheme
(top right), and the NWC scheme (bottom).
scheme is not convergant. The results for the NWC scheme are obtained using a circular near-well region
with radius 100. These results show that the NWC scheme is second-order accurate.
Example 3. In this example we examine the same domain with two wells as in the previous example. In
the left well with radius rl = 0.5 we prescribe hydraulic head hl = 0 and in the right well with radius rr = 0.6
we prescribe hydraulic head hr = 1. A no-flow condition (gN = 0) is set at the outer boundaries.
The maximum principle guarantees that the exact solution is between 0 and 1. It is well known [3, 7] that
non-linear two-point flux approximation preserves positivity of the obtained discrete solution, but violates
the upper limit. The aim of this example is to show that NWC and WFC inherits this property, i.e. the
discret solution preserves the solution positivity.
Table 5: Minimal value of the hydraulic head in Example 3.
P 64 32 16 8
Uncorrected scheme 5.88e-05 4.42e-05 3.51e-05 3.12e-05
WFC scheme 2.11e-07 2.10e-07 2.09e-07 2.09e-07
NWC scheme 2.08e-07 2.07e-07 2.07e-07 2.06e-07
Results in the Table 5 shows that obtained discrete solution preserves positivity.
Example 4. The domain is a box with corners (±100,±50,±50). It contains two straight wells, one
horizontal from (−50,−50, 0) to (−50, 50, 0) and one vertical from (50, 0,−50) to (50, 0, 50).
An analytical solution is again obtained by superposition and is given by (58). Distances ρl and ρr are
calculated as
ρl =
√
(x− xl)2 + (z − zl)2, ρr =
√
(x− xr)2 + (y − yr)2, (59)
where xl = −50, zl = 0, xr = 50 and yr = 0.
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In this example we take Rl = Rr = 1000, hRl = 50, hRr = 53, rl = 0.1, rr = 0.15, hl = 40 and hr = 45.
The transfer coefficient in each well face is chosen according to the Hagen-Poiseuille law so that the head
in the horizontal well pump is 90 and the head in the vertical well pump is 92. The pumps are located at
(−50,−50, 0) and (50, 0,−50) for the horizontal and vertical wells, respectively. Hydraulic head isosurfaces
are shown in Fig. 8 on the left and the mesh (for P = 8) is shown on the right.
The errors of the uncorrected, WFC, and NWC schemes are shown in Table 6. A near-well region of
radius 30 is used.
As in the previous examples, only the NWC scheme is second-order accurate.
Figure 8: Hydraulic head isosurfaces (left) and the mesh (right) in Example 4.
Table 6: Errors in Example 4.
P 16 8 4 2
Uncorrected scheme
2 3.84e-03 3.63e-03 2.78e-03 1.70e-03
max 1.82e-02 1.83e-02 2.01e-02 1.68e-02
Ql -8.54e-01 -8.22e-01 -6.75e-01 -4.52e-01
Qr -8.33e-01 -7.30e-01 -4.84e-01 -2.20e-01
nPic 23 14 12 11
WFC scheme
2 4.86e-04 1.85e-04 9.07e-05 6.13e-05
max 3.36e-03 2.41e-03 2.02e-03 1.25e-03
Ql 2.01e-02 1.32e-02 9.19e-03 -9.43e-03
Qr 1.99e-02 1.92e-02 1.81e-02 1.54e-02
nPic 17 15 14 14
NWC scheme
2 6.35e-05 1.72e-05 4.49e-06 1.25e-06
max 2.22e-04 5.54e-05 2.70e-05 6.26e-06
Ql 1.81e-03 5.99e-04 5.55e-05 -1.77e-05
Qr 2.16e-04 4.68e-04 1.82e-05 1.01e-05
nPic 14 17 19 23
15
Example 5. Circular domain R = 10 with a well of radius r = 1 in the center (0, 0) is considered. Hydraulic
conductivity
K = −4.5 · 10−6 · (x+ 10) + 10−4 (60)
varies between 10−4 and 10−5. We specify the hydraulic head hw = 55 in the well and set hR = 75 at ρ = R.
In this example there is no colmation.
We use meshes with parameter P = 1, 1/2, 1/4, 1/8, 1/16, and 1/32. Since an analytical solution is
not available, we compare these results to the solution obtained with the uncorrected method on a mesh
with parameter P = 1/64. In practice, meshes as fine as these can rarely be used, but we give this example
in order to demonstrate that even the uncorrected scheme becomes second-order accurate on fine meshes,
and to verify the WFC and NWC schemes in the inhomogeneous case. Of course in this way we can only
demonstrate that the approximate solutions converge to some limit at a certain rate and not that this limit
is the actual solution. However this has been demonstrated for homogeneous K in example 1. A near-well
region of radius 2 is used for the NWC scheme.
As in Example 1 for r = 50, we triangulate the ring domain and use the inner circle of the ring as the
well cell.
The errors of the uncorrected scheme are shown in Table 7. The order of accuracy is less than two on
coarse meshes, but on finer meshes this scheme is second-order accurate.
Table 7: Errors of the uncorrected scheme in Example 5.
P 1 1/2 1/4 1/8 1/16 1/32
2 5.93e-04 2.01e-04 9.95e-05 3.01e-05 7.31e-06 1.52e-06
max 2.40e-03 1.58e-03 6.95e-04 2.06e-04 5.46e-05 1.55e-05
Q -7.61e-03 -2.27e-03 -1.18e-03 -3.70e-04 -8.78e-05 -1.87e-05
nPic 12 12 14 15 15 15
Table 8 shows that the obtained errors with WFC scheme are smaller than with the uncorrected scheme.
The results also show that the hydraulic head obtained with the NWC scheme is second-order accurate.
Table 8: Errors of the WFC and NWC schemes in Example 5.
P 1 1/2 1/4 1/8
WFC scheme
2 4.51e-04 6.72e-05 1.51-05 4.30e-06
max 1.95e-03 9.33e-04 3.11e-04 8.17e-05
Q -5.78e-03 -2.46e-04 -8.44e-05 -1.58e-05
nPic 12 12 14 14
NWC scheme
2 9.16e-05 2.36e-05 6.56e-06 2.03e-06
max 4.87e-04 1.61e-05 6.53e-05 1.88e-05
Q -2.85e-04 -6.65e-05 2.09e-05 4.89e-06
nPic 13 13 15 20
Example 6. We consider the same domain as in Example 1 with the well radius r = 0.05, and with a
heterogeneous hydraulic conductivity
K =
(
sin
pix
300
· sin piy
300
+ 1
)
· 10−4. (61)
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We take hR = 100, hw = 60, and assume that hw = hr.
The analytical solution to this problem is not known, therefore we compare the obtained results with the
solution computed using the NWC scheme and mesh with P =
√
2/2. In Table 9 we show the scaled norm
of the differences between the solutions obtained with the NWC scheme using near-well zones of radius 20
and 50. The norms were computed in the same way as the errors in (54) and (55). These solutions approach
each other quadratically, which tells us that we can compute the referent solution on the finest grid using
any near-well zone radius. We use a near-well zone with radius 50.
Table 9: Differences of solutions obtained using the NWC scheme with the near-well zone of radius 20 and 50 in Example 6.
P 16
√
2 8
√
2 4
√
2 2
√
2
√
2
√
2/2
2-norm 3.90e-04 1.23e-04 2.06e-05 4.99e-06 1.15e-06 2.96e-07
max norm 2.47e-03 1.59e-03 3.47e-04 1.15e-04 2.86e-05 1.19e-05
The norms of differences from the referent solution are presented in Table 10. As in the previous examples,
the NWC scheme appears to be second-order accurate, and with the WFC scheme the accuracy is greatly
improved but the scheme is still inconsistent.
Table 10: Errors in Example 6.
P 32
√
2 16
√
2 8
√
2 4
√
2
Uncorrected scheme
2 1.48e-01 1.05e-01 6.57e-02 4.87e-02
max 3.78e-01 3.35e-01 2.81e-01 2.47e-01
Q 3.54e-00 2.53e-00 1.62e-00 1.21e-00
nPic 8 10 11 11
WFC scheme
2 2.01e-03 8.46e-04 6.25-04 5.24e-04
max 1.13e-02 7.61e-03 9.15e-03 6.05e-03
Q 1.55e-02 1.42e-02 1.40e-02 1.32e-02
nPic 8 10 11 11
NWC scheme
2 1.64e-03 3.39e-04 7.17e-05 1.92e-05
max 1.12e-02 1.42e-03 5.94e-04 2.82e-04
Q 4.41e-03 1.15e-03 -3.20e-04 3.30e-05
nPic 8 10 11 11
Example 7. We consider a discontinuous circular reservoir with a well in the center. Hydraulic conductivity
is
K =
{
K1 if y < 0,
K2 otherwise,
K1 = 10
−3, K2 = 10−6. (62)
The exact hydraulic head is given by (57), while the exact flow rate is
Q = pi (K1 +K2)
hR − hr
ln Rr
. (63)
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We take r = 0.05, R = 200, hw = 55, and hR = 100. Transfer coefficient Ψ is set for each well face
separately so that the hydraulic head at the well wall is hr = 60.
The errors of the uncorrected, WFC, and NWC schemes are shown in Table 11. A circular near-well region
of radius 50 is used. As in the homogeneous case, the WFC scheme gives improved results in comparison to
the uncorrected scheme, but only the NWC scheme is second-order accurate.
Table 11: Errors in Example 7.
h 16
√
2 8
√
2 4
√
2 2
√
2
√
2
Uncorrected scheme
h2 6.10e-02 4.34e-02 3.92e-02 2.36e-02 2.03e-02
hmax 2.23e-01 2.01e-01 1.95e-01 1.60e-01 1.43e-01
Q 1.65e+00 1.14e+00 1.05e+00 6.25e-01 5.45e-01
nP 12 12 12 13 13
WFC scheme
h2 1.15e-03 5.71e-04 4.55e-04 3.76e-04 4.23e-04
hmax 1.26e-02 7.83e-03 1.41e-02 8.14e-03 1.56e-02
Q 1.72e-02 1.17e-02 1.18e-02 7.06e-03 1.19e-02
nP 12 12 12 13 13
NWC scheme
h2 1.76e-04 6.03e-05 1.32e-05 3.01e-06 7.00e-07
hmax 6.75e-04 4.69e-04 9.05e-05 2.55e-05 5.97e-06
Q 1.25e-04 -3.36e-05 7.17e-06 -3.14e-06 -3.39e-06
nP 12 12 12 14 14
6. Conclusion
Discretization schemes based on linear approximations produce very inaccurate results on coarse grids
if a well is present. On very fine meshes, even this type of scheme can produce a second-order accurate
solution as shown in Example 5. However, such fine meshes can rarely be used in practice. The uncorrected
scheme canalso achieve second-order accuracy on locally refined meshes, if the mesh size in the well viscinity
is smallerthan the well radius, but this comes at a high computational cost.
We have developed two schemes for the discretization of near-well fluxes.
The first scheme (WFC scheme, Section 2.1) reduces the hydraulic head and flowrate errors, but it is
not convergent unless the grids are very fine.
Numerical examples show that the second scheme (NWC scheme, Section 2.2) gives at least a first-order
accurate total well flux and a second-order accurate hydraulic head without near-well local mesh refinement.
Both schemes were developed for the case of an isotropic hydraulic conductivity. An extension of these
schemes to the anisotropic homogeneous case was presented in [22].
The one-side flux approximation (31) can also be used in scheme [23], that preserves minimum and
maximum principles. This has been implemented in WODA, an open-source groundwater solver [24]. Pre-
liminary results indicate that such a scheme is second-order accurate in the well vicinity and preserves the
minimum and maximum principles.
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Figure A.9: Projection of triangular face onto cylinder.
Appendix A. Lambert cylindrical equal-area projection
Projection of x onto a cylinder is defined by
Pr(x) = xp + r
(xi − xp)
‖xi − xp‖ , (A.1)
where xp is the orthogonal projection of x onto the cylinder axis and r is the cylinder radius.
The projection of a straight line is generally not a second-order curve (Fig. A.9). Numerical integration
is used to calculate the area of Pr(f) in Section 3. The results presented in this paper were obtained using
the 6th order Gauss-Legendre integration formula. In our case this formula was accurate enough to calculate
the integrals with machine precision.
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