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1. INTRODUCTION. 
I n  t h e i r  papers  C31 and C41 Wiener and Masani developed some a lgor i thms 
f o r  determining t h e  gene ra t ing  func t ion ,  t h e  p r e d i c t i o n  e r r o r  matrix and an  
au to reg res s ive  r e p r e s e n t a t i o n  f o r  t h e  l i n e a r  least squares  p r e d i c t o r  of a 
m u l t i v a r i a t e  s t a t i o n a r y  s t o c h a s t i c  process  f ,-- < n < 0.  Thei r  a lgor i thms 
were obta ined  under t h e  requirement t h a t  t h e  s p e c t r a l  d i s t r i b u t i o n  matrix E 
of t h e  process  f i s  a b s o l u t e l y  cont inuous w i t h  densllrty f. and 
71 
where c and d are two p o s i t i v e  numbers. Later Masani c2l showed t h a t  t h e i r  
a lgor i thms f o r  determining t h e  gene ra t ing  func t ion  and t h e  p r e d i c t i o n  e r r o r  
matrix work under some weaker cond i t ion  , namely 
f -1 E C, and - u c L1, x - 
where p and A are t h e  l a r g e s t  and smallest e igenvalues  of r; r e s p e c t i v e l y ,  and 
t h a t  t h e  au to reg res s ive  series f o r  t h e  p r e d i c t o r  converges under t h e  cond i t ion  
(3)  
-1 - f E and f E li, 
which is  s t r o n g e r  than  (2)  bu t  s t i l l  weaker than  (1). 
I n  t h e  p re sen t  paper w e  show t h a t  Wiener and Masani's a lgor i thms f o r  
f i n d i n g  t h e  genera t ing  func t ion  and t h e  p r e d i c t i o n  e r r o r  matrix can be  ad jus t ed  
t o  work when t h e  s p e c t r a l  d e n s i t y  f can be f a c t o r e d  as 
where 8 is  a new s p e c t r a l  d e n s i t y  s a t i s f y i n g  Masani's cond i t ion  (2) mentioned 
above and - P i s  a c e r t a i n  kind of polynomial (for p r e c i s e  cond i t ions  see our 
Assumption and Theorem i n  s e c t i o n  3).  
2. PRELIMINARIES. 
L e t  (Q, F, P) be a p r o b a b i l i t y  space  and H denote  t h e  H i l b e r t  space  
2 L (Q, F, P)  of a l l  complex valued random v a r i a b l e s  on $2 wi th  zero  expec ta t ion  0 
. .  - .  2 
and f i n i t e  va r i ance  wi th  t h e  usua l  i nne r  product ( , ) and norm I I I I .  
9 Following C3l f o r  Q - > 1, H denotes  t h e  Cartesian product  of 9 copies  
1 i 
of H , i . e .  t h e  se t  of a l l  column v e c t o r s  - f = ( f  ,..., fq)T, wi th  f 
- f and g i n  Hq t h e i r  Gramian ma t r ix  (5,s) is  def ined  t o  b e  t h e  q x q matrix 
[ ( f i ,  g j ) l .  
product ((f, g)) = trace(f,g_) and norm I Igl I = 
E H. For 
It i s  w e l l  known C31 t h a t  Hq is a Hilbert space  under t h e  i n n e r  
( ( f ,  - -  f ) ) ,  provided t h e i r  
l i n e a r  combinations are formed w i t h  matrix c o e f f i c i e n t s .  
i n  Hq are s a i d  t o  be  or thogonal  (denoted by - f I g) i f  (2, g) = 0 which is  t h e  
same as saying  f 
Two elements - f and g 
i 
I g j ,  f o r  a l l  i, j .  
Now w e  i n t roduce  a few concepts  and s t a t e  a theorem which i s  
e s s e n t i a l  f o r  our  s tudy  h e r e .  For t h e  d e t a i l  of t h e s e  and o t h e r  s tandard  con- 
c e p t s  of t h e  p r e d i c t i o n  theory of m u l t i v a r i a t e  s t o c h a s t i c  processes  which are 
used but  no t  formal ly  presented  he re  see C2, 3, 41. 
A bisequence {L, -00 < n < m} c Hq is  s a i d  t o  be a q-var ia te  s t a t i o n a r y  
s t o c h a s t i c  process  (SSP) if t h e i r  Cramian (f  f ) depends only  on m-n. It 
can be shown t h a t  f o r  such a process  one has  a s p e c t r a l  r e p r e s e n t a t i o n  of t h e  form 
I n ’  -n 
where E is a countably a d d i t i v e  nonnegative m a t r i x  valued measure called the 
s p e c t r a l  d i s t r i b u t i o n  of f . 
11 
c 
For t h e  q-var ia te  SSP f w e  d e f i n e  its time domain &(+-I = SP {&; -n’ - 
i ts  p a s t  M(n) = SP if+: -a < k 5 n}, and its remote p a s t  M(-m) = - - -a < k 5 a}, 
n M (n) .  The process  i s  c a l l e d  non-determinis t ic  o r  pu re ly  non-determinis t ic  n -  
according as - M(-m) f E(+) o r  = o. I n  case e is a b s o l u t e l y  cont inuous 
dF 
w i t h  r e spec t  t:, t h e  Lebesque measure i ts  s p e c t r a l  densigy is given  by g(0) = _. 
In t h i s  c a s e  t h e  s p e c t r a l  
by <f_) = {g :  2 is a q x q 
- @* ( e )  de < 001. It is  w e l l  
wi th  inne r  product given by 
2 
de 2 domain of t h e  process  denoted by 4 ( f )  is def ined  
matrix-valued func t ion  wi th  t r a c e  1 2  ( 0 )  f ( 0 )  
known C31 t h a t  4 (f) is an i n n e r  product space  2 
.. 
L .  3 
* 
((A, k)) 
s i d e r  t h e  map I sending f 
I ( f  )).  
can be extended t o  an  i somet r i c  isomorphism between t h e  time domain E(+..) 
= t race (2, 2) I where (Q, - k) = 1 - - -  Q ( Q ) f ( e ) Y  (€))de. Now i f  w e  con- 
t o  Gin' one can see by (4) that ($, = (I(&)) 
The w e l l  known Kolmogrov Isomorphism Theorem proves t h a t  t h i s  map L 
?1 
--m 
2 and t h e  spectral  domain L (f). I sometr ic  being i n  t h e  sense  t h a t  (9, lh> = 
(L(g), E_(&) and ((g, h)) = (( L(g), I(h))) f o r  every g, - f i n  t h e  t i m e  domain. 
The innovat ion  process  gn of a m u l t i v a r i a t e  SSP $, is def ined  by 
# = f - (& I M(n-l)),where (f I M(n-1))denotes the or thogonal  p r o j e c t i o n  of -n 1 1 -  
f on n 
c a l l e d  
- G * Q  
is i n  
M(n-1). It is  easy t o  see t h a t  (gm, gJ - 6  G, where = ( g g ,  go) i s  nm- - 
t he  p r e d i c t i o n  e r r o r  mat r ix .  The process  f is non-determinis t ic  iff 
and i t  is c a l l e d  non-determinis t ic  of f u l l  rank  if is nons ingular ,  which 
?1 
1 
t u r n  equ iva len t  t o  t h e  requirement l o g  A f. E L . If t h e  process  f is  -n 
non-de terminis t ic  of f u l l  rank then one can see from t h e  Wold-Decomposition 
Theorem t h a t  w e  have t h e  fo l lowing  moving agerage r e p r e s e n t a t i o n  
Q) 0)  
f = C C .  h , wi th  jgo < Q). n j = O  3 -n-j 
i t l  00 i j e  is  t h e  s o  called gene ra t ing  func t ion  of Then t h e  f u n c t i o n  @(e ) = C C .  e 
our  process .  
of 0 belongs t o  L2, a f a c t  t h a t  we express  by Q 
f r equenc ie s  of @ are ze ro  hence 2 E L 
a d m i t s  t h e  f a c t o r i z a t i o n  f = Q Q .  
j = O  -J - 
From t h e  i n e q u a l i t y  ? I C  l 2  < 00 i t  is clear t h a t  each e n t r y  j = O  1 E 
L - - -2'' Furthermore t h e  nega t ive  
F i n a l l y  one can e a s i l y  see that  2 O+ . -2 - * 
- - -  
We c l o s e  t h i s  s e c t i o n  by s t a t i n g  t h e  fo l lowing  Uniqueness Theoremdue t o  
Wiener and Masani which i s  needed i n  t h e  next  s ec t ion .  
Uniqueness Theorem C3,Theorem 8.121. I f  a matricial s p e c t r a l  d e n s i t y  
func t ion  f has a f a c t o r  i n  &y of t h e  form - 
- f ( e )  = ?(e) ?*(e> 
such t h a t  2-l E Lo+ and $+(O) > 0, then  2 i s  unique. 
-2 
4 .. 
3. DETERMINATION OF THE GENERATING FUNCTION AND THE PREDICTION ERROR 
MATRIX 
As w e  mentioned i n  t h e  i n t r o d u c t i o n  Masani i n  C21 found a series re- 
p resen ta t ion  f o r  t h e  gene ra t ing  func t ion  and hence t h e  p r e d i c t i o n  e r r o r  
matrix when t h e  s p e c t r a l  d e n s i t y  func t ion  f. of t h e  SSP s a t i s f i e s  cond i t ion  
(2 ) .  Thus, he obta ined  a n  a lgor i thm f o r  f i n d i n g  the gene ra t ing  func t ion  
and t h e  p r e d i c t i o n  e r r o r  matrix. We start wi th  a SSP f whose s p e c t r a l  
d e n s i t y  does no t  n e c e s s a r i l y  s a t i s f y  cond i t ion  (2) bu t  can be  f a c t o r e d  as 
- - -  f = P g P ,  where - P i s  a s p e c i a l  kind of polynomial and g is  a new s p e c t r a l  
7- l  
* 
d e n s i t y  which does s a t i s f y  (2) .  Thus one can u s e  Masani 's  technique t o  g e t  
t h e  gene ra t ing  func t ion  and t h e  p r e d i c t o r  e r r o r  matrix corresponding t o  g. 
Then w e  w i l l  apply our  Theorem below t o  g e t  t h e  gene ra t ing  func t ion  and 
t h e  p r e d i c t o r  e r r o r  mat r ix  of t h e  SSP corresgonding t o  f .  - 
To be  more p r e c i s e  let's s t a t e  our  assumptions: 
ASSUMPTION. We assume t h a t  f has  an  a b s o l u t e l y  continuous s p e c t r a l  -n 
d i s t r i b u t i o n  wi th  d e n s i t y  such t h a t  
where 
(a> is an optimal - . -  polynomial w i t h  I ; ( O >  = 1 
-1 
( b )  8 i s  a new d e n s i t y  wi th  g ,  g E 
( c )  i f  A(e ) and p(e  ) are t h e  smallest and largest  e i . enva lues  of g ( e  ), io i e  i e  - 
then p/A E L1. 
Note t h a t  if - f sa t isf ies  our  Assumption, then  t h e  cond i t ions  on g are 
e x a c t l y  those  i n  (Z), which w a s  r equ i r ed  by Masani i n  [Z]. Hence us ing  t h e  
a lgor i thm developed t h e r e ,  one can compute t h e  gene ra t ing  func t ion  1 and 
p r e d i c t i o n  e r r o r  ma t r ix  - K of the process  corresponding t o  g. 
fo l lowing  theorem one can f i n d  t h e  genera t ing  func t ion  5 and t h e  p r e d i c t i o n  
e r r o r  ma t r ix  5 of our  process  f . 
Using t h e  
11 
5 
THEOREM. L e t  t h e  q-var ia te  SSP f s a t i s f y  t h e  above Assumption then  
II 
(a )  is  pure ly  non-determinis t ic  of f u l l  rank,  
(b) I f  2 and 1 are t h e  gene ra t ing  func t ions  corresponding t o  t h e  s p e c t r a l  
d e n s i t i e s  f. and g, and 5 and I( are t h e i r  p r e d i c t i o n  e r r o r  ma t r i ces ;one  
has  2 = - P 'y and = c. 
PROOF. ( a )  From our  Assumption one can write 
l o g  Af - = 2 l o g  I hp I + l o g  Ag. 
-1 Since t h e  s p e c t r a l  d e n s i t y  g and i t s  i n v e r s e  g 
SSP is  f u l l  rank minimal, and t h e r e f o r e  non-de terminis t ic  of f u l l  rank C2, 2.8 
are in L t h e  corresponding -1 
and 2.51. So, l o g  A g  E. L1. 
E L1. Hence log AL E L1. Therefore  f has  f u l l  rank,  and i s  pure ly  non- 
d e t e r m i n i s t i c  of f u l l  rank.  
(b) On one hand w e  have g = ' y W  
Also s i n c e  AP - i s  a nonzero polynomial. l o g  I AE I 
11 
* 
and on t h e  o t h e r  hand we can f a c t o r  g as 
g = P  - fPZ1 = - P - b  a)*p*-l = (:-1?)($p (5) -1 
-1 I n  o r d e r  t o  show t h a t  2 = Ex, o r  equ iva len t ly  2 = 1, w e  appeal  t o  
t h e  Uniqueness Theorem presented  i n  s e c t i o n  2. To do t h i s  w e  f i r s t  show t h a t  
-1 Since  by our  Assumption g ,g cL1 and 'y is t h e  gene ra t ing  func t ion  of g 
w e  know t h a t  ( c f .  Lemma 2 . l ( c )  i n  C21) func t ions  'y, 'y -1 are i n  Lo+ Now l e t  -2 
P(eie) = I + E eie +...+ E eik8. From our  Assumption P r1  belongs t o  k2 (f) - - -1 -k - 
so t h a t  i t  has  an  isomorph x i n  14 (+). By Kolomogrov isomorphism w e  have - 
(6) 
(x, x) = 2; 1 10" z*(eie)g -1 ( e  i o  )P(eie)d8 
- -  
and 
( x , h )  = 2; 1 1;' E*(eie)f -1 (e i e  ) f ( e  i e  )e i n 8  de  = 1;" P-*(eie)eine d8. 2r - 
= I + E l e  i 8  + z2e2ie +. ..+ &eike , w e  g e t  - Since  w e  have P ( e  ) - 
E * , if n = 1, ..., k, 
n , i f  n = 0, (7) 
(2 , otherwise.  
.- - .  
6 
By P a r t  ( a )  our  process  f is of f u l l  rank so t h a t  t h e  normalized innovat ion  
h =G %is w e l l  def ined .  By (7 ) ,  M(-1) I x; But for a pure ly  nondetermin- 
7l -  - 
i s t i c  SSP f 
which impl i e s  t h a t  x E: E {h -a < k < m )  and x 1 sp {h+: k < -1) Since  
t h e  innovat ion process  h is or thogonal ,  w e  g e t  
-n 
-1 
- 
which is of f u l l  rank ,  M(n) = SP {h+; k < n},  f o r  every n ,  11 - - 
-- is' - _  
11 
W 
x = j = o  c -J-j A.h , j = o  ? 1A.I2 3 E < 00. (8) 
By t h e  moving average r e p r e s e n t a t i o n  of s e c t i o n  2 we have 
W 
f = C C.h -n -J* -j  j =O 
(9) 
n 
(8) and (9)  imply (x,$) = C A.C* , f o r  each nonnegat ive i n t e g e r  n.  Hence 
1-0 3-n-j  
otherwise.  
Now t ak ing  D t o  be t h e  j - t h  Taylor  c o e f f i c i e n t  of Om:(=) p ( z )  and no t ing  t h a t  - -3 
...+ E e ik0  
--k 
-1 i 0  i e  2ie+ @(eie) @ (e ) (I+E eie+. ..+%eike) = I+E e +g2e - - - -1 - -1 
w e  g e t  i f  n = 1, ..., k, E 
I 
0 
71 
i f  n=O ., (11) - 
otherwise.  - 
n 
j =O 
C D .  = 
71-j-J 
By t ak ing  a d j o i n t  from ( l l ) ,  and comparing t h e  r e su l t  w i t h  (10) w e  g e t  
n n 
f o r  a l l  n > 0 .  -Aja-j = C D*C* 
j =O j=o 3-n-j  ' 
Now no t ing  t h a t  % = G is i n v e r t i b l e ,  a s imple  i n d u c t i v e  argument shows t h a t  
-1 -1 'o+ 
A = D*, for a l l  n > 0 .  This  shows t h a t  (E 'P) E L2 . - n - n  - -
Since  P is  a polynomial each e n t r y  of 
-1 
- is the q u o t i e n t  of a polynomial 
Thus each o+ o+ 2 '  t o  A(P). -2 
e n t r y  (P-l@)ij - -  of - -  P-'@ has t h e  form 
i o  
Now s i n c e  2 E L each of i ts  e n t i r e s  belongs t o  L - 
9 Y i . k  1 w i th  y 
A 1) 
7 
Furthermore since g belongs to C1, from (5) we conclude Em'@ c E I+, which Implies 
ie Since by our Assumption is optimal one can see that A@(e )) is optimal* Using 
(12) and (13) one can conclude that (cf. El, page 751) 
Ot which means - -  P"4 is also in k2 . 
Now we check the other requirements of the Uniqueness Theorem: Note that 
(E-'i)+ (0) = ~ ( 0 )  = g > - 0 ,Now s(0) > - 0 follows from C3, 7.51. 
Thus, the Uniqueness Theorem can now be applied to conclude 'y 
- cp = g 2. The last part, namely - , is easy; I n  fact, 2 = @+(o) 
-1 2 or 
REMARK. In conjunction with this work and CZ], C31, C4l there is one ' 
w r e  question to be settled, and that is to get an algorithm for finding the 
best linear predictor. 
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