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1. OBJECTIVES 
In this introductory section a, b, c, x, a, y denote square matrices of the 
same order, with complex elements. The appropriate zero and unit matrices 
are 0 and 1 respectively. We write a > b if a - b is positive definite, a 3 b 
if a - b is positive semidefinite. With this understanding. Theorems 5 and 6 
of [I] are together equivalent to : 
THEOREM 1 (Taussky). Let a” --f 0 and c > 0. Then the equation 
x - axa* = c has a solution x > 0. Zf c = 1 every solution x, with x > 0, 
has all characteristic values 2 1. 
The statement sharpens a theorem of Stein (see [l]) according to which 
the inequality x - axa* > 0 has a solution x > 0, provided an - 0. 
A matrix a: is said to be stable if all its characteristic values have negative 
real parts. Theorem 3 of [I] is: 
THEOREM 2 (Taussky). If 01 is stable and y > 0, the equation 
ax -+ xa* + y = 0 
has a solution x > 0. 
This generalizes an important theorem of Lyapunov, viz., the correspond- 
ing statement with y = 1. It is shown in [I] that Theorem 2 follows from 
Theorem 1, and that both follow from Lyapunov’s theorem. However, an 
independent proof is not given. 
As our first objective we give a proof of Theorems 1 and 2 that is wholly 
self-contained, and yet seems astonishingly elementary. The actual result 
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is a good deal sharper in several respects; and this sharpening is our second 
objective. It turns out that the proof applies not only to the algebra of matrices 
but to a broad class of significant algebraic structures; e.g., operators on 
Hilbert space, Banach algebras, and normed rings. This generalization of the 
underlying algebra is our third objective. Finally, we generalize the original 
equation. 
2. THE ALGEBRA 
Instead of matrices, let a, b, c, X, y, ai , bi , 01, /?, y, xi denote elements of an 
arbitrary ring, K, with a valuation 1 /. The latter is to be a nonnegative real- 
valued function defined on K and satisfying 
Ix+Yl~lxl+lYI, IXYI~IXIIYI, Ixl=O*x=O 
where the last “0” denotes the zero element in K. A statement such as 
an -+ 0 means 1 an I-+ 0, and similarly for all other statements which, 
directly or indirectly, involve limits. We assume K is complete; that is, 
Cauchy sequences converge. However, we do not require a unit, 1, or 
multiplication of elements of K by scalars. The additional algebraic structure 
introduced in Section 4 is used only to show the relation of our results to 
those of Lyapunov and Taussky. 
3. A SIMPLE EQUATION 
We now establish: 
REMARK 1. IfZIanIIb”I < co the equutzon x - uxb = c has a unique 
solution, and the solution Zs x = c + ucb + u2cb2 + *a. . 
For proof, define a sequence by x,, = c + ux,+,b, starting with x,, . Since 
I %+I - x,z I < I a” I I b” I I mob + c - x,, I , 
x (xn+1 - x,J converges. This shows that lim x, = x exists as n + CO, and 
thus produces a solution in the desired explicit form. If x” is another solution 
the choice x0 = x” gives a sequence of the foregoing type. On the one hand 
x, = 2, since x” = c + &Lb, and on the other hand x,, -+x by the above. 
Therefore f = x, establishing uniqueness. 
REMARK 2. Suppose there are integers p and q such that 1 a” 1 < 1 and 
I bq I < 1, or such that 1 up / 1 bp I < 1. Then the conclusion of Remark I 
holds. 
Indeed, if I up 1 Q 1, the equation I un I = I apkfr I < 1 a+ I shows that 
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1 a” 1 is bounded for all n, and similarly if / bQ 1 < 1, then 1 b” / < M@ for 
some constants M and 0 < 1. Thus / an / 1 bn / < i&P for another constant 
i@. The same conclusion follows (in the same way) if 1 up / 1 b” 1 < 1, and 
the series in Remark 1 therefore converges. 
4. THETHEOREMSOFTAUSSKYAND LYAPUNOV 
We now introduce a function *, on K into K, such that 
(ab)* = b*a*, (a + b)* = a* + b*, la*l <Ial. 
(The function need not be an involution and hence there is always the 
choice a* = 0). We say a > b if a ~ b has the form pp*, or is a sum of 
terms of this form, or a limit of such sums. Since s = lim s, implies 
asa* = lim as,a*, and since app*a* = (ap) (ap)*, we get the following 
result, by inspection of the series in the conclusion of Remark I: 
REMARK 3. Let lim an = 0. Then the equation x - axa* = c has a unique 
solution; and c > 0 => x > c. 
If K has a unit, the choice c = 1 gives x > 1 + aa* f ... . Thus, Remark 3 
sharpens both parts of Theorem 1. 
Technically speaking, the unit need not be two-sided or 3 0 in the fore- 
going. We now assume it is two-sided, and state: 
REMARK 4. Let a = (1 - a)-’ (1 + oz) and b = (1 + /3) (1 - ,6-l satisfy 
the hypothesis of Remark 2. Then: 
(i) If (1 - a)-’ is a left inverse and (1 - /3-l a right inverse, the equation 
2(ax + .$) f y = 0 has at most one solution. 
(ii) If (1 ~ a)-’ is a right inverse and (1 - /3-r a Zeft inverse, the equation 
2((ux + x/3) + y = 0 has at least one solution; namely x = c -I- acb + a2cb2 -t ..., 
where c = (1 - a)-’ y( 1 - fl)-‘. 
In view of the uniqueness and existence asserted in Remark 2, the result 
follows by inspection of the equation 
(1 ~ m) x(1 - 8) - (1 + a) x(1 -1-B) = y, 
as in [I]. Naturally, the function * is not needed in Remark 4. 
Continuing with our assumption that 1 is two-sided, we now introduce 
the function * again, and assume 1 * = 1. Thus, an inverse for x gives one 
for x*. The element 01 is said to be stable if 1 - LY. has a two-sided inverse and 
/ (1 - LX)-‘(1 + a) / < 1. 
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It is easily shown that this holds for matrices stable in the sense of Lyapunov, 
and hence the following remark contains Theorem 2: 
REMARK 5. If (Y is stable, the equation 2(aw: + XCX*) + y = 0 has a unique 
solution; and y 3 0 3 x > (1 - cd-l ~(1 - 01*)-i. 
5. MORE GENERAL EQUATIONS 
Let f be a continuous function on K into K and define a sequence by 
x, = f(x&, starting with x0 E K. If the condition 
lim x, = lim xn-i = x (72 = ni -+ co) 
holds for a particular sequence {ni} then x is a fixed point, x = f(x). Conver- 
sely, every fixed point is given by a sequence of that sort. This trivial obser- 
vation establishes the equivalence of (i) and (ii) in the following remark. 
The equivalence with (iii) follows from the fact (pointed out by Ernst 
Straus) that x - TX = c has at most one solution, when lim Tnx = 0: 
REMARK 6. Let T be a continuous linear transformation on K into K such 
that lim Tnx = 0 for each x E K. Then the following statements are equivalent: 
(i) x is a solution of x - TX = c, 
(ii) x is a limit point of the sequence {c + Tc + T2c + *a* + T?}, 
(iii) x = c + Tc + T% + *** . 
Remark 6 really requires only the additive structure on K, but the full 
structure is needed in the following. 
We now consider the transformation T defined by 
TX = a,xb, + a,xb, + +.* + a,xb, . (1) 
An easy use of mathematical induction shows that the iterated transformation 
is described by 
Tnx = E (aiai a** a,a,) x(b,b, **a b,b,). 
The product of a’s has n factors, the corresponding product of b’s is obtained 
from this by writing b instead of a and reversing the order, and the sum is 
over all such products. That is, the sum is over all words of length n in the 
a’s, repeated letters being allowed. 
We shall use the symbol A” to denote a word of n letters in the a’s, and Bn 
for a word of n letters in the b’s. When An and Bn occur in the same term we 
consider Bn to be a function of A”, given by the process just described. 
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For example, if A4 = (u2u,u3u3), then 
A4xB4 = (a,u,u,u,)x(b,b,b,b,). 
In this notation the foregoing equation becomes 
Tnx = C A”xBn (2) 
where the sum is over all words of length n in the u’s. By inspection of 
1 Tnx 1 in (2), applying Remark 6, we get: 
REMARK 7. With T as in (1) let CC 1 A” / / B” 1 < co, where the inner 
sum is over all words of length n in the a’s and the outer sum is over n. Then the 
equation x - TX 2: c has a unique solution, and the solution is 
x = c + Tc + T2c + e.0 . 
6. FURTHER DISCUSSION OF THE GENERAL CASE 
The equation Am-L11 = ATnAn is a brief way of saying that every word of 
length m + n is a product of words of lengths m and n, and conversely. If 
1 A” / < 1 for a particular integer p and for all words AY we easily show that 
1 A” / is bounded. Similarly, if / Bq / < 04 for a particular integer q and all 
words BR we have 
for some constant MO . Since there are mn terms in the sum (2) we deduce 
1 Tnx / < / x / M(m0) 
for some constant M; and m0 < 1 ensures convergence of the series in 
Remark 7. 
Suppose next that rnn 1 An 1 / BP j < 1 for some p and all words A”. In 
this case (2) gives I Tpx j ,( j x 1 On, with 0 < 1. Since 
Tnx = Tkp+jx = (T”)‘c ( Tlx) 
we get 1 T”x / < MiP 1 x j for some constant M. Thus we have the following 
generalization of Remark 2: 
REMARK 8. With T us in (I), suppose there are integers p and q such that 
) AP I < 1 for all words AP, and / Bg / < m--4 for all words B’J. Or else suppose 
1 AD 1 1 BP / < m-p for all words As. Then the conclusion of Remark 7 holds. 
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In the notation of Section 4 we set bi = ai* and get the following gene- 
ralization of Theorem 1: 
REMARK 9. Suppose there is an integer p such that all words As satisfy 
1 AD 1 < m-@. Then the equation 
x - (a,xa,* + a,xa,* + *a. + a,xa,*) = c 
has a unique solution; and c > 0 3 x > c. 
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