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PREFACE
Special issue of Optimization, dedicated to the development
of the ideas of the late Prof. A. Rubinov
Prof. Dr. Alexander M. Rubinov, 28 March 1940 – 9 September 2006.
This special issue is different to other special issues dedicated to the memory of
one or another prominent scientist. Its aim is to present the development of the ideas
expressed by the late Prof. A. Rubinov in the final months of his life, as well as to
celebrate his achievements and the impact of his work. Prof. Rubinov was a leading
expert on mathematical economics, abstract convexity and global optimization.
He made significant contributions to non-smooth analysis and optimization,
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monotonic analysis and non-linear Lagrange-type functions. During his productive
career, he has co-authored 14 monographs, three textbooks, and over 200 journal
papers, which have had a great impact on research in optimization.
Everyone who knew Alex would not be surprized to learn that he worked during
all the period of his fight with cancer, and until his last days he gave instructions to
his pupils and co-workers. Because of his untimely death, he could not finalize or
properly express many of those ideas, but many researchers he collaborated with
took these ideas on board and developed them further to produce elegant theoretical
constructions or computational algorithms. In this special issue we report on the
development of Prof. A. Rubinov’s latest ideas by his friends, co-workers and pupils,
which happened after he passed away.
The special issue contains papers on non-smooth analysis, abstract convexity,
global optimization and application of optimization techniques in telecommunica-
tions. The paper ‘Extensions of metric regularity’ by A.V. Dmitruk and
A.Y. Kruger introduces some extensions of the metric regularity property for
mappings between metric or Banach spaces. New concepts such as uniform metric
regularity, metric regularity along a subspace, metric multi-regularity for
mappings into product spaces are investigated in a unified manner. Properties
of the radial epiderivatives for single-valued and set-valued maps are studied in
the paper ‘Radial epiderivatives and set-valued optimization’ by R. Kasimbeyli.
This paper also presents necessary and sufficient optimality conditions based on
the concept of the radial epiderivatives without convexity conditions. The paper
‘On generalized conjugations and subdifferentials in abstract convex analysis’ by
E. Sharikov generalizes the notion of a duality from complete lattices to arbitrary
partially ordered sets.
A new version of the modified subgradient method is developed in the paper
‘The modified subgradient algorithm based on feasible values’ by R. Kasimbeyli,
O. Ustun and A.M. Rubinov. The new version does not require to know the optimal
value and to find a global minimum of the augmented Lagrangian for updating the
stepsize parameter. The paper ‘A filled function method for quadratic programs with
binary constraints’ by Z.Y. Wu, Y.J. Yang and F.S. Bai proposes a new filled
function method for solving quadratic programming problems with binary
constraints. The stopping criterion in this method is based on the sufficient global
optimality condition. A new multidimensional descent method for solving global
optimization problems with box constraints is developed in the paper ‘A
multidimensional descent method for global optimization’ by A.M. Bagirov,
A.M. Rubinov and J. Zhang. The new algorithm is the hybrid of the discrete
gradient and cutting angle methods. The cutting angle method is used to improve the
solution found by the discrete gradient method in low dimensional space.
The paper ‘Mathematical models for failure reconfiguration of telecommunica-
tion networks’ by Z. Dzalilov and I. Ouveysi consists of two parts. In the first part of
the paper various mathematical models of networks for failure recovery are
proposed. These models are large-scale linear programming models. In the second
part of the paper an approach to significant reduction of the size of the linear
programming problem is proposed. It is achieved by considering the special
reconfiguration procedure.
We are indebted to Alex for his kindness, his encouragement, for sharing his
knowledge and ideas, and for his willingness to help even in his last days. We treasure
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those moments we were lucky to spend with him, and we greatly miss him.
This special issue is our modest tribute to Alex.
Guest editors:
Adil Bagirova and Gleb Beliakovb
aCentre for Informatics and Applied Optimization
School of Information Technology and Mathematical Sciences
University of Ballarat
Ballarat, Victoria
Australia
bSchool of Information Technology
Deakin University
Melbourne, Victoria
Australia
Optimization 481
D
ow
nl
oa
de
d 
by
 [D
ea
kin
 U
niv
ers
ity
 L
ibr
ary
] a
t 1
6:4
6 1
9 N
ov
em
be
r 2
01
4 
