Introduction
Prediction in multilevel models is considered in terms of forecasting unobserved (yet observable) units at the individual level. Consider the school example. After carrying out a Multilevel model analysis on some data, suppose we want to know the outcome (y) for a student not in the data set. Formally, let y*j be the unknown outcome measure, say, mathematics score, for an unsampled student in the jth school. The basic problem is to predict y,j. We present three main approaches to the prediction of yj and examine their performance through a simulation study that extensively covers both the sample size and parameter space. In addition, we compare these results with the corresponding results for estimation.
Although there exists an extensive and growing literature on estimation issues in multilevel models (de Leeuw & Kreft, 2002; Raudenbush & Bryk, 2002) , the same cannot be said with respect to prediction. Exceptions include Rubin's (1980) This research was supported by a grant from the National Institute for Statistical Sciences. We greatly appreciate the comments from the editor and anonymous referee that have substantially improved the quality of the article.
Prediction in Multilevel Models
be viewed as a prior for the distribution of the Level 1 Pj, modeled as varying around a conditional grand mean Wjy with a common variance T, thereby expressing a judgment of similarity with respect to the groups.3 For instance, in the school example, this expresses the reasonable judgment that schools, although unique in many ways, have certain common characteristics that may be accounted for in the modeling process. Furthermore, the separate equations for Level 1 and Level 2 data readily models/displays the relationship between variables from different levels of the data, where the magnitude of the elements of y measure the strength of these cross-level interactions. Specifically, the group Level 2 variables may either increase or decrease the individual Level 1 coefficients. For the school example, these phenomena would be classified as "school effects."
Combining equations yields the single equation model:
which may be viewed as a special case of the mixed linear model, with fixed effects y and random effects Uj.4 Researchers more interested in the fixed effects y rather than the Level 1 coefficients Pj often prefer this formulation. Marginally, yj has expected value XjWjy and dispersion Vj = XjTXjX + o2I. Observations in the same group have correlated disturbances, and this correlation will be larger if their predictor profiles are more alike in the metric T (de Leeuw & Kreft, 1995) . Thus, the full log-likelihood for the jth unit is We may also write the Level 2 equation in no-subscript form through similar stacking manipulations:
where u is normally distributed with mean 0 and covariance matrix T where 
where we note that E(y) = XWy and Var(y) = XTX' + '.
Estimation
Given that the multilevel model may be viewed from a variety of perspectives (e.g., separate equation model versus combined equation model), so can the approaches to estimation. Raudenbush an estimate of y-the prior estimate Wj' of fj, the weights being proportional to the estimation variance in the OLS estimate and the prior variance of the distribution of P3. Thus, this may be viewed as a compromise between the within-group estimator, which ignores the data structure and the between-group estimator that models the within-group coefficients as varying around a conditional grand mean. More formally, assuming for now that the variance components and y are known, the multilevel model estimate of Ij may be expressed as: p* = ej,j + (I -(j)Wj,,
where
is the ratio of the parameter variance for pj(T) relative to the variance j2(XjXj)-1 for the OLS estimator for [j plus this parameter variance matrix. Thus, if the OLS estimate is unreliable, j3*will pull fjtoward Wjy, the prior estimate.7 Indeed, a little bit of algebra demonstrates that the shrinkage estimator in Equation 9 is the expected value of 3j given yj8: 
The conditional expectation representation of the shrinkage estimator is wellknown as the minimum mean square linear estimator (MMSLE) of Pj (Chipman, 1964; Rao, 1965) .9
Afshartous and de Leeuw
One may also write the multilevel estimate as *= Wjy + i, where we recall that uj may be interpreted in the mixed model sense as the random effect of the jth group. From the literature on the estimation of random effects in mixed linear models, we have the commonly employed estimator of random effects:
where Cj = XjXj + 2'T.
The fixed effects y are usually unknown and must be estimated. The estimation of the fixed effects is most easily discussed by ignoring the Level 1 P' s altogether. In doing so, one focuses instead on the combined Equation 3, where the problem then becomes one of estimating the fixed effects y in a mixed linear model, the result of which is the well known formula: One may interpret the above estimator of y as a generalized linear model (GLM) estimator. In the case of unknown y, the shrinkage estimator of Equation 9 employing this estimator of y yields the minimum mean square linear unbiased estimator (MMSLUE) of Pj (Harville, 1976 focusing on the estimation of y instead of 3j is preferred by some because we are actually estimating a parameter and do not want to risk blurring the distinction that Pj is a random variable. Furthermore, casting the multilevel model in the mixed model framework links multilevel model prediction to the more natural prediction problems that occur in such areas as repeated measures studies (see Rao, 1987 (Longford, 1988) . In addition, the software package BUGS (Spriegelhalter, Thomas, & Best, 1996) incorporates fully Bayesian methods that have been introduced (Seltzer, 1993) . Note, although Lindley and Smith (1972) provided a general framework for hierarchical data with complex error structures, the inability to estimate the covariance components for unbalanced data precluded using such models in practice. The introduction of the EM algorithm provided a numeric solution to this problem and paved the way to various other approaches mentioned above.
Although estimation in multilevel models is an important topic, it is not the focus of this article. The focus here lies in the prediction of a future observable y* and is elaborated in the next section.
Prediction in Multilevel Models
Prediction in multilevel models is considered in terms of forecasting unobserved (yet observable) units, either at Level 1 or Level 2. A concise definition is important because the potential for confusion arises from the close link of the multilevel model with the mixed linear model where one finds the term "prediction" reserved for estimating/predicting random effects.1 Consider the school example. After carrying out a multilevel model analysis on some data, suppose we want to know the outcome (y) for a student not in the data set. Formally, let y,j be the unknown outcome measure, say mathematics score, for an unsampled student in the jth school, where school j is not necessarily in our sample or even known. Furthermore, let us assume that the multilevel model structure given above is true, although we know that the model is never true. The basic problem is to predict y,j. We present three main approaches to the prediction of y,j and examine their performance through a simulation study that extensively covers both the sample size and parameter space.
The three methods examined are multilevel prediction, prior prediction, and OLS prediction. These three predictive methods correspond to the three possible ways of estimating Pj for multilevel data discussed previously. The relative properties of these estimators is not of central interest because the focus is on the prediction of a future observable-estimation is a means to an end.12 However, whether or not the results herein agree with multilevel studies on estimation is of interest. Guidelines exist for appropriately choosing the Level 1 and Level 2 sample sizes exist with respect to the estimation of fixed effects and variance components. (Bassiri, 1988; Busing, 1993; Kim 1990; Mok, 1995) .
OLS Prediction Method
In this approach we emphasize that there is no Level 2 model, that is, the Level 1 3, coefficients are not modeled as random variables regressed on Level 2 variables. Instead, there are simply J separate regression equations:
and, as before, the goal is to predict a future observation in the jth group, y*j: Y*j = X,jIj + r*j.
If y*j were observed X*j would merely represent a row of the Xj design matrix and that r* -N(0, (2). For the prediction of y* one simply takes the OLS estimate estimate P obtained solely from the jth group and employs the following prediction rule:
where = (XjXj)-lXjyj.
Thus, despite the nested nature of the data and the fact that the assumption of a diagonal dispersion matrix is violated (recall that Vj = XjtXj + (2I), the conventional OLS procedure is used. There exists the risk of unstable prediction in the cases where the number of units within the groups is small and overfitting is a common problem for OLS. Nevertheless, there is the positive benefit of using a well known and more easily communicable statistical procedure.
Prior Prediction Method
In this case, the structure of the data is not ignored; instead, the setup of the Multilevel model is adopted. However, we stop short of an actual multilevel analysis, treating the Level 2 model equation as a prior for [j and employing the estimate of that prior as the estimate for Pj. The technique for estimating y will be that presented in Equation 16. Recalling that the multilevel estimate can be viewed as a weighted combination of the OLS estimate and the prior estimate, this approach corresponds to putting all of the weight on the prior. Hence, the prediction rule now becomes
where predictions based on a conditional grand mean will produce a much different prediction than that produced from the OLS method. However, it does use all the data and thus will not be vulnerable to small sample instability problems. The prior prediction method may be viewed as a diagnostic check of the multilevel under consideration. Recall, the multilevel model is often used in an attempt to "borrow strength" in the James-Stein sense. Groups are modeled as conditionally exchangeable, and estimates are formed as weighted combinations of an ensemble estimate and a solo estimate, the ensemble being the prior and the solo being the OLS. If the Multilevel model under consideration is poor or incorrect, the "borrowing" of strength will not be a good idea, that is, the estimate should not be pulled toward the ensemble estimate and neither should any prediction. HildenMinton (1995) discusses this with respect to diagnostics and further developed Geisser's (1979) model criticism for the multilevel model.
Multilevel Prediction Method
In this case, the prediction rule is formed using the multilevel model estimate of 3y. Recall that this estimate may be written as follows: is the ratio of the parameter variance for pj(T) relative to the variance for the OLS estimator for P^ plus this parameter variance matrix. Thus, if the OLS estimate is unreliable, P* will pull py toward Wjy, the prior estimate. With regard to the prediction rule, the multilevel estimate 3j is used to form the multilevel predictor:
Given that the multilevel model estimate of the Level 1 coefficient is a shrinkage estimator, much of the multilevel literature revolves around the advantage of shrinkage estimators, how they borrow strength, and solve the instability of estimation problem along along with many other issues encountered when dealing with nested data. With respect to prediction, Gray, Goldstein, and Thomas (2001) consider the problem of predicting future "value-added" performance across groups from past trends. The main result is that such prediction is unreliable.1 Rubin ( (Afshartous, 1995; Busing, 1993; Raudenbush, 2003) . Although the bias is reduced as the number of groups J increases, the likelihood for the Level 2 variances can exhibit significant positive skewness for small group sizes nj, even when J is fairly large, thus the MLEs will still be negatively biased (Raudenbush, 2003) . Because the shrinkage factor Oj in Equation 9 is conditional upon the estimates of the Level 2 variance components, any bias in the variance components will translate into a bias in p*. Regarding the amount of bias, consider the p = 1 case with no Level 1 covariates discussed by Morris (1995) , thus the Level 2 variance T is now a scalar. Assume that T is underestimated by a factor t, that is, t has expectation u. Without loss of generality, assume o2 is known.15 A decrease in the estimate for z directly results in an increase in the weight accorded to the prior estimate, that is, more shrinkage. The expected amount of this increase in shrinkage is a function of the Level 1 variance, Level 2 variance, and u. Formally, we have: use the multilevel (shrinkage) estimator and OLS estimator for the Level 1 regression coefficients, respectively. As the amount of data in each group increases, one would expect the multilevel predictions to become more similar to the OLS predictions because there will be less shrinkage away from the OLS estimator. We now formally demonstrate that the multilevel estimator approaches the OLS estimator as the group sizes nj become large. Because the aforementioned prediction rules are linear functions of the estimators, it will follow that the multilevel prediction rule will approach the OLS prediction rule as nj grows, thus the MSEs will become more similar as well. When the groups are more similar, it makes sense to "borrow strength" from other groups by means of a prior estimator, whereas if the variation between groups is high, employing the prior estimator is potentially dangerous for a given group. Indeed, for the special case of a simple hierarchical model with p = 1 and no Level 1 covariates, the shrinkage factor Oj is a scalar and is equal to p. Thus, given the form of Equation 9, it is clear that as p approaches 0, the estimator is shrunk more toward the prior estimator.17
Although the analytical results above are valuable demonstrations of the behavior of the estimators and prediction rules, it is often useful to complement these results with simulations that cover both a wide sample space (Level 1 and Level 2) as well as a wide parameter design space. This will allow the side-by-side comparison of different areas of the sample and parameter design space in a clear manner. For example, these simulations will provide guidelines on the areas in the sample and parameter design space in which the multilevel prediction rule is most beneficial. The relative performance of all three prediction rules is assessed via an extensive simulation study, which is described in the next section.
Simulation Study Design
Multilevel data are simulated under a variety of design conditions, closely following the simulation study of Busing (1993) , where the distribution of Level 2 variance component estimates was examined. As in Busing, a simple 2-level multilevel model with one explanatory variable at each level and equal numbers of units per group is considered. A two-stage simulation scheme is employed. At the first stage, the Level 1 random coefficients are generated according to the following 
The Level 2 outcome variables, the Ps, were determined at the first stage of the simulation. The Level 1 explanatory variable Xi is simulated as a standard normal random variable, while the Level 1 error Eij is a normal random variable with mean 0 and variance &2 specified as 0.5. Because only the balanced data case is considered, where there are n units grouped within J groups, a total of Jn outcomes are simulated. To study prediction, an extra (n + 1)st observation is simulated for each of the J groups; this observation is set aside and is not used for estimative purposes; this is the future observable y*j for which the prediction rules are applied. Table 1 and  Table 2 summarize the various parameter specifications in the simulation design. Simulations are conducted under various sample size combinations for the number of groups (J) and the number of observations per group (n). Information concerning the effects of J and n with respect to the performance of prediction rules is of practical interest at the design or data-gathering phase. Given one's research interests, one would want to know the appropriate values for the number of groups and number of elements per group to sample, especially given the increased cost of including an additional group in one's study. Thus, an extensive sample size space is explored in this simulation study. The layout of the design is given in Table 3 . The simulation design represents a three-factor full factorial design, where factor one is Level 1 sample size (five values), factor two is Level 2 sample size (five values), and factor three is parameter values (12 values), yielding a total of 300 design conditions. As mentioned above, one additional observation per group is simulated, which is used to assess the prediction rules. Thus, when J= 10, there will be 10 predictions for a given data set. In addition, for each design condition, 100 replications are performed, that is, 100 multilevel data sets are simulated for each design condition, and prediction is assessed within each of these replications. Thus, because there are 300 design conditions, a total of 30,000 multilevel data sets will be generated in this initial part of the study.
This next phase of this simulation study represents a comparison of the three predictors presented earlier: multilevel, prior, and OLS. Recall that the goal is to predict a future observable y*j in each of the J groups and replicate this process 100 times to account for variability. The adequacy of prediction is measured via predictive For instance, when J = 10 each replication consists of predicting 10 future observables, thus the PMSE is the average of 10 squared difference, while for J = 300 each replication consists of predicting 300 future observables, thus the PMSE is the average of 300 squared differences. Because 100 replications are taken, the average of PMSE over the replications should be fairly reliable and enable the comparison across design conditions for variability in PMSE. Table 4 The computer code for generating the data was written in XLISP-STAT,21 and the multilevel modeling was done with several altered versions of Terrace-Two.22 Although many of the more popular multilevel software packages are faster, the object oriented nature of XLISP-STAT facilitated the amendment and alteration of Terrace-Two in order to extend its capability. Defaults such as the maximum number of iterations were changed to allow the number of replications to proceed in the background. Regarding computing time, some of the higher level Jx n sample size combinations were very computer intensive, requiring several hours of computing time on Sun Sparc 10 machines. The limiting factor in the simulations was the actual estimation of the multilevel model, which is a function of J, the number of groups, and not N = Jn, the total sample sizes. The data simulations and formation of prediction rules after estimation required very little computing time.
Results
The simulation results for all parametric designs clearly indicate that the multilevel method consistently produces the lowest PMSE across each of the J x n sample size combinations. Specifically, the Multilevel prediction rule produced the lowest average PMSE in 24 of the 25 possible J x n combinations, the only exception being the J= 10, n = 50 case where the OLS prediction rule produced a nearly identical PMSE to that of the multilevel prediction rule (0.2640 vs. 0.2651, respectively). As expected, the differential in PMSE between the multilevel and OLS prediction rules becomes less as the group size n increases, a result of the increased reliability of the OLS prediction in such cases. Note that an increase in the number of groups should have little if any effect on the OLS prediction rule because this method produces prediction independently in each group. As the group size n increases, however, the OLS prediction rule produces PMSEs very similar to that of the multilevel rule, albeit consistently higher.
The prior prediction rule consistently performs the worst of the three methods, and very much so in absolute terms, more than a full unit higher in PMSE in all J x n combinations. Although increasing the group size n has little effect on the prior prediction rule, there is a considerable rise in PMSE for the prior prediction rule as the number of groups J rises. Recall that the prior prediction method uses the rule y*j = Wj. Bassiri (1988) demonstrated that an increase in J is beneficial with respect to estimation of y, while here it seems that the prior prediction rulethe performance of which solely depends on the estimation of y-performs worse when J is increased. Although this may seem contradictory, it is a manifestation of the dangers of using a grand mean to predict at the individual level. For instance, the estimate of y is formed by means of Equation 16, which is a sum over J groups. For small J values, this would be fairly representative of the space of groups, whereas for large J, this would be less so because the sum would involve many more terms, each sum with its own values for group specific information such as Vj. Thus, as J increases, the chances of mispredicting within a particular group increases, leading to the exhibited behavior of the prior prediction rule.
The aforementioned results are illustrated by means of the three-dimensional plots in Figures 1-3 , which cover the parametric designs with an intraclass correlation of 0.2. Figure 1 illustrates the PMSE of the multilevel prediction rule, while Figure 2 presents the difference between PMSE from the OLS to the multilevel prediction rule, and likewise, for the difference between prior and multilevel prediction rules in Figure 3. Figure 2 illustrates that the advantage of the multilevel prediction rule over the OLS prediction rule is clearly best for low values of n, for example, n = 5 and n = 10.23 Figures 1 and 2 illustrate the improved PMSE as group size n increases for both the multilevel and OLS prediction rules, for all levels of J. In addition, the narrowing of the differential between the multilevel and OLS prediction rules as n increases is also clear for each level of J. The overall results indicate that a predictive perspective often leads to decisions that differ from those arising from an estimative perspective. Specifically, the results indicate that an increase in group size n is often more beneficial with respect to prediction than an increase in the number of groups J. With respect to the estimation of multilevel model parameters, previous simulation studies (Bassiri, 1988; Busing, 1993; Mok, 1995) 
Model Misspecification
The results above do not account for model uncertainty because the correct model is estimated when forming predictions. In practice, the multilevel model may be incorrect in a variety of ways. For example, the Level 2 model may be misspecified for either the Level 1 intercept or slope(s) by failing to include the appropriate Level 2 covariates. On the other hand, the full multilevel model that correctly includes Level 2 variables may be fitted, only to have the assumptions of that model violated, for example: (a) the error term at Level 1 and/or Level 2 may be Cauchy or t distributed rather than normal, (b) the Level 1 observations (students) within each Level 2 unit (school) may be dependent, and (c) the Level 2 units may also be dependent. We limit ourselves, however, to studying Level 2 variable misspecification; the latter error and independence violations are the subject of future research.
To examine the effect of Level 2 model misspecification on prediction, we consider three specific misspecifications, all concerning the Level 2 equations that model the random Level 1 coefficients. First, the model may be misspecified by failing to include the Level 2 variable when modeling the random Level 1 slope: This formulation represents a random intercept model: the requirement of conditional exchangeability is no longer necessary, that is, the Level 1 random coefficients are assumed (incorrectly) to vary around a single grand mean. These three misspecifications are investigated by means of a simulation study following the design of the previous section. Given the poor relative performance of the prior prediction rule, we only compare the multilevel and OLS prediction rules. Because the OLS prediction rule is independent of Level 2 model misspecification, we seek to determine if the multilevel prediction rule still outperforms OLS, even when the model used to form the predictions is misspecified. Each design condition will report the average PMSEs over 100 replications for each of the three misspecifications. Table 5 summarizes the three misspecifications.
For values of n greater than five, the performance of the multilevel prediction rule is similar for all three misspecifications, and its relative performance to that of the OLS prediction rule is essentially unchanged from earlier. Table 6 Table 6 . In addition, the Multilevel prediction rule under all three misspecifications produces a lower PMSE than that produced by the OLS prediction rule. Thus, it is encouraging that the previous results do not get reversed because of minor misspecifications of the model. Moreover, the PMSEs for misspecification A and C are very close to that of the correctly 6Recall that because the Level 1 coefficient Pj is a random variable, the term "estimation" is being employed somewhat pejoratively here.
7The shrinkage estimator in Equation 9 is often referred to as a Bayes or posterior estimator.
8Recall that we have yj and Pj distributed multivariate normal with E(y) = XjWjy, E(P,) = Wjy and Cov(pj, yj) = Cov(pj, XjPj + rj) = Cov(pj, Xjpj) = tXj'. And, employing the well known result that the conditional expectation in the normal case is equivalent to the linear regression of Pj on yj leads to the result in Equation 11. 9Because we are "estimating" a random variable, care must be taken with respect to notation. Given an observed random variable y and an unobservable random variable w, let t(y) be an estimator of the realized value of the random variable w. The MSE of t(y) is defined as E[t(y) -w]2, where all expectations are taken with respect to the joint distribution of y and w. We say that t(y) is unbiased if E[t(y)] = E(w). Given that the prediction error of t(y) equals t(y) -w, we see that t(y) unbiased implies that the MSE of t(y) equals the variance of its prediction error.
'?One must restrict oneself to the class of unbiased estimators because a MMSLE does not exist for the unknown y case (Pfefferman, 1984) .
"Some authors rebel strongly against the term prediction because the random effects under investigation may have occurred thousands of years ago. 120f course, in the school example neither the student nor the school official is concerned about coefficients estimates, rather, the focus is on the outcome, and the more accurately we can predict the outcome, the better. 25The scale for these plots has been chosen to facilitate comparison with the corresponding plots for low intraclass correlation; however, note that for the differential PMSE for the prior prediction rule, Figure 6 , we have a different scale because of the much larger PMSE.
