Named entity recognition is one of the core tasks in NLP. Although many improvements have been made on this task during the last years, the state-of-the-art systems do not explicitly take into account the recursive nature of language. Instead of only treating the text as a plain sequence of words, we incorporate a linguistically-inspired way to recognize entities based on syntax and tree structures. Our model exploits syntactic relationships among words using a Tree-LSTM guided by dependency trees. Then, we enhance these features by applying relative and global attention mechanisms. On the one hand, the relative attention detects the most informative words in the sentence with respect to the word being evaluated. On the other hand, the global attention spots the most relevant words in the sequence. Lastly, we linearly project the weighted vectors into the tagging space so that a conditional random field classifier predicts the entity labels. Our findings show that the model detects words that disclose the entity types based on their syntactic roles in a sentence (e.g., verbs such as speak and write are attended when the entity type is PERSON, whereas meet and travel strongly relate to LOCATION). We confirm our findings and establish a new state of the art on two datasets.
Introduction
In the study of the named entity recognition (NER) task, neural sequence labeling models have been vastly explored by the NLP community. Small variations aside, the majority of these models use a combination of a bidirectional LSTM and conditional random fields (CRF) to reach state of the art performance (Lample et al., 2016; Ma and Hovy, 2016; Peng and Dredze, 2016b; Jie Yang and Zhang, 2018; Aguilar et al., 2018) . Recently, transfer learning from pre-trained language models has played an important role on improving the performance even further (Liu et al., 2017; Peters et al., 2018; Akbik et al., 2018; Devlin et al., 2018; Howard and Ruder, 2018) . However, these NER models mainly consider the text as a plain sequence of words without explicitly taking into account the recursive nature of language. Consider the phrase in Figure 1 , "Your friend Jason, who has been helping us, called you using his new Samsung." The main sentence is composed of a verb phrase whose head is called, which in turn includes another verb phrase headed by the word using. In addition to this, such recursive properties can produce more involved and longer sentences. This behavior can potentially obscure relationships among words when the text is treated as a linear chain of tokens. For instance, in the same example, the words Jason, called, using, and Samsung easily describe the way in which the entities Jason and Samsung interact 1 . Nevertheless, existing models struggle identifying such relationships in long sentences, resulting in a drop in performance.
We propose a new approach for NER where the goal is to enhance the syntactic relationships among words and combine such aspects with semantic representations commonly used in this task. Our model extracts features from text using a Tree-LSTM (Tai et al., 2015) guided by dependency tree structures. As shown in Figure 1 , the dependency trees connect the words based on the role they play in the sentence and the way they interact with each other. The output features are weighted with relative and global attention mechanisms. While the relative attention focuses on the most relevant words with respect to the word being evaluated, the global attention spots the most im- Figure 1 : A dependency tree that shows how words relate among each other. It is worth noting that the connections called → Jason and called → using → Samsung capture how the entities Jason and Samsung interact. While the verb called provides clues to the fact that Jason is a person, the verb using and the adjective new suggest that Samsung is a product and not a company.
portant words over the sentence as a whole. After weighting the hidden vectors, we linearly project them into the tagging space. We predict the entity labels using a conditional random field classifier. Our findings show that the model detects words that disclose the entity types based on their syntactic roles in a sentence (e.g., verbs such as speak and write are attended when the entity type is PERSON, whereas meet and travel strongly relate to LOCATION).
The contribution of this work can be summarized as follows: we (a) apply global and relative attentions to detect informative word relationships, (b) provide an end-to-end architecture that involves language model, Tree-LSTM, attention mechanisms, and CRF, (c) derive insights from entity and word correlations learned by the model, (d) release the entire project that allows replicability of all the described experiments and analysis, and (e) establish a new state of the art on the OntoNotes 5.0 Broadcast News section, and SemEval 2010 Task 1 datasets.
Related Work
Recursive neural networks started to be considered in computer vision to target the compositionality problem. Socher et al. (2011) combined fragments of images associated to constituencies in binary parsing trees to extract composed features using recursive neural networks. However, the main problem was that their model did not retain the information along the tree but it only captured the immediate comparison between adjacent nodes. Matrix-vector models aimed at keeping long term information with a reasonable performance (Socher et al., 2012) , but Tai et al. (2015) proposed a more feasible way to overcome the compositionality problem. They introduced the multi-purpose Tree-LSTM architecture that generalizes the standard LSTM (Hochreiter and Schmidhuber, 1997) . The Tree-LSTM model is capable to handle N-ary trees using dynamic batching. They also improved the state of the art in sentiment analysis at that point in time, which shows the potential of modeling linguistic problems recursively. We follow the implementation of Child-Sum Tree-LSTM to extract syntactic features guided by dependency trees.
Dependency parses have been hardly employed on NER. Recently, Jie et al. (2017) explored this line of research with slightly different focus. They concentrate on efficient models that show less running time by using a semi-Markov CRF to exploits dependency features. We compare our model with their work since their approach also extracts features using Tree-LSTM on dependency trees. Additionally, Feng et al. (2017) proposed a deep reinforcement learning framework where the goal is recognize entities and extract their relations simultaneously. They identify a candidate pair of entities using LSTM and an attention mechanism, then they employ a Tree-LSTM to extract the entity relation using the path between the pairs in a dependency tree. They use this information in a Qlearning algorithm to optimize the policy of their system. Unlike them, we use the dependency trees to extract syntactic features that describe the interaction between entities and the rest of the words, regardless if they are other entities. This allows us to find words that disclose entity type information according to the sentence syntactic structure (e.g., verbs that only PERSON entities perform).
We enhance our syntactic features using two different attention mechanisms. Attention was introduced by Bahdanau et al. (2014) in the task of machine translation. Since then, it has been broadly used in many other applications such as semantic slot filling and sentiment analysis. We employ a similar attention component, which we call global attention (see Section 3.2.3). More recently, Vaswani et al. (2017) proposed the transformer architecture, which contains a multi-head self-attention module. Our relative attention mechanism is very similar to this module, but the main difference is that, for a word w i in a sentence, we draw the probability distribution over the words w j where i = j (see Section 3.2.2). Additionally, the transformer architecture has been used in the language model BERT (Devlin et al., 2018) , which is benchmarked on NER.
NER has evolved rapidly in the last years. While the standard architectures involve a combination of BLSTMs with a CRF classifier (Lample et al., 2016; Limsopatham and Collier, 2016; Chieu and Ng, 2003; Peng and Dredze, 2016a; Chiu and Nichols, 2016; Aguilar et al., 2018) , recent advances have improved those approaches with transfer learning from pretrained language models such as ELMo (Peters et al., 2018) and BERT (Devlin et al., 2018) . These language models show a similar performance on the CoNLL 2003 benchmark, but the current state of the art on this dataset is the contextual string embeddings from language models proposed by Akbik et al. (2018) . We take advantage of such improvements by using ELMo to generate our contextualized word representations.
Methodology
This section describes the feature representation, the model architecture, and the training details.
Feature representation
We represent the input data using words, part-ofspeech tags, and dependency parses. For words, we employ deep contextualized representations using the language model ELMo (Peters et al., 2018) . ELMo provides vector representations that are entirely built out of characters. This allows us to overcome the problem of out-of-vocabulary words by always having a vector based on morphological clues for any given token. For POS tags and dependency relations, we use trainable embedding matrices that are optimized from scratch. POS tags have proven useful in previous research (Chiu and Nichols, 2016; Aguilar et al., 2018) , and dependency relations help the model to infer the interaction between nodes in the trees. Once we have a vector representation for every input feature, we concatenate them to form a single vector for every token in the sentence.
Model architecture
We describe the components of our model individually, and then we discuss the overall architecture.
Tree-LSTM
The Tree-LSTM component, introduced as ChildSum Tree-LSTM by Tai et al. (2015) , is a generalization of the standard LSTM cell (Hochreiter and Schmidhuber, 1997 ) that can handle multiple inputs at every time step. In fact, both cells are equivalent when the input tree is comprised of a single child at every level 2 . The equations are as follows:
where k ∈ C(j), and C(j) determines the children of the node j. The differences are that, in a given time step (i.e., node), the forget cell f jk is calculated for every hidden input state h k , and the cell state c j is the sum of the products between f jk and c k for every child k of node j. In our case, the dependency trees consist of words at every node. That is, the input x j is an embedding vector representing a word w j . Its children are the words w k which produce the h k hidden states. Since children are used as input to the next node, the Tree-LSTM model runs in a bottom-up fashion. In the case of multi-rooted phrases, we simply average the root vectors to come up with a single last hidden state h root .
Relative attention
The goal of the relative attention is to produce a Cartesian product of probabilities based on the words in the sentence, where the main diagonal is not taken into account to draw the probability distribution. This is slightly different from the selfattention mechanism proposed by Vaswani et al. (2017) in that we draw the probability distribution over the words w j of the sentence for every word w i , where i = j, as opposed to distributing the probabilities over all the words regardless. We use the scaled-dot product function to produce the attention matrix. That is, we scale the weights by the inverse square root of their embedding dimension, mask out the main diagonal of such scores, and normalize the result using a softmax function:
where A ∈ R N ×N is a squared matrix that contains the attention weights for N words in a sentence, i and j denote the row and column indexes, such that N i N j =i A ij = N . Q and K are linear transformations of the input using the query and key matrices W Q ∈ R da×da and W K ∈ R da×da where d a is the dimension of the input and output matrices. The weighted values are calculated as follows:
Similar to Q and K, V is a linear projection of the input using the value matrix W V ∈ R da×da . Note that the matrix multiplication between A and V discards the words w ii because A contains zeros in its main diagonal. Hence, we include this information by adding the matrix V to such product 3 .
Global attention
In the case of the global attention, we use a fairly standard mechanism introduced by Bahdanau et al. (2014) . The idea is to concentrate mass probability over the words that capture the most relevant information along the sentence. Our attention mechanism uses the following equations:
where
and b q ∈ R da are learnable parameters of the model. W h and W q are used to linearly project the hidden word vectors h i and the query vector q into the attention space. The vector v ∈ R da is the attention vector to be learned. d h , d q , and d a are the dimensions of the hidden word vectors, the query vector, and attention layer, respectively. Note that the query vector q is a context vector that summarizes the entire sentence. In the case of using a Tree-LSTM, q is the root hidden vector h root , whereas in a LSTM q is simply the last hidden state h n . Finally, we multiply the scalars a i and their corresponding hidden vectors h i to obtain our weighted sequence z.
Residual connections
We incorporate residual connections (He et al., 2015) at every component of our module, followed by layer normalization as in Ba et al. (2016) . The output of a given Sublayer is described as follows:
where LayerNorm is an affine function that contains trainable parameters. Additionally, Sublayer can be any component of our model, such as a Tree-LSTM, relative attention, or global attention. We keep the same dimensions for inputs and outputs to simplify adding the vectors of any given module. This module only normalizes the output tensor in the last dimension.
Conditional random field
We use a conditional random field (CRF) classifier at the top of our model to perform the sequential inference. The CRF takes vectors in the tagging space as input and produces the best sequence of labels using the Viterbi algorithm. CRF is wellknown and widely used for sequence labeling because it learns the rules of transitioning from one label to another based on the feature vectors of the sequence as a whole instead of individually. Consider the observation sequence of vectors x = [x 1 , . . . , x n ] and its corresponding target labels y = [y 1 , . . . , y n ]. CRF computes the conditional probability of the target sequence y given the inputs x by globally normalizing the target score:
where Z θ (x) is a normalization term that adds up the products of ψ(·) for all the possible y sequences. ψ(·) is the potential parametric function that sums the transition and emission features. We use the logistic expression of Equation 5 during training to optimize our model (see Section 3.3).
Overall architecture
In this section we describe the overall architecture of our model using the previous components. As shown in Figure 2 , we first embed the input sentence into a vector space using the token embedder module. This module is in charge of concatenating the word, POS tag, and dependency relationship vectors into a single representation for every token (see Section 3.1). We feed the embedded output into the semantic (on the left) and syntactic (on the right) feature extractors, which are a stacked layers of bidirectional LSTMs and Tree-LSTMs, respectively. Then, we concatenate the outputs of these components and feed them into the relative and global attention modules. The weighted vectors generated by the attention mechanisms are linearly projected into the tagging space and fed into a conditional random field classifier. The arrows that skip layers denote the residual connections.
Training
We optimize our model by minimizing the negative log-likelihood loss produced by the forward algorithm in the CRF module. In addition to this loss, we include an 2 regularization term that targets the parameters of the semantic and syntactic feature extractors and the attention mechanisms.
The idea is to reduce over-fitting when the model selects the features from the syntactic and semantic blocks, and to force the attention mechanisms to avoid bias towards specific aspects of the sentences. Given the target sequence y and the pre- dicted labelsŷ, we define the objective function 4 of our model as follows:
where N is the length of the sentence and w k denotes the parameters of the feature extractors and the attention mechanisms. λ is the penalty that indicates how much of this regularization term will be added to the overall loss, and log(ŷ i ) is determined by the logistic expression from Equation 5. We reduce the loss of our model using Stochastic Gradient Descent (SGD) with momentum (Sutskever et al., 2013) . We train our models for 150 epochs and change the learning rate every epoch using cosine annealing and warm restarts (Loshchilov and Hutter, 2016) . Besides adding 2 regularization, we also prevent over-fitting by applying input variational dropout (Gal and Ghahramani, 2015) to every component in our model. Appendix A includes all the details regarding hyperparameter tuning.
Experimental results
We run experiments on CoNLL 2003 (Tjong Kim Sang and De Meulder, 2003) , SemEval 2010 Task 1 (Recasens et al., 2010 ), CoNLL 2012 , and the Broadcast News section of OntoNotes 5.0 (Weischedel et al., 2013) . Table 1 shows a summary of the data splits for each corpus along with the number of entities (more details in Appendix B). The scores on the test set for each dataset are reported in Table 3 . (Peters et al., 2018) SemEval-10 75.50 (Jie et al., 2017) 86.72±0.11
Ablation analysis
CoNLL-12 89.30 (Akbik et al., 2018) 89.07±0.15 86.28 (Chiu and Nichols, 2016) ON 5.0 (BN) 80.50 (Jie et al., 2017) 89.22±0.28 we observe that adding POS tags improves significantly the performance compared to only using the words in either BLSTM or TLSTM. This is consistent with previous research (see Section 3.1). An additional small improvement can be achieved by incorporating the dependency relation labels. It is worth noting that, while the BLSTM WORD or TLSTM WORD are similar in performance, the latter significantly overpasses the former when POS tags Figure 3 : The dependency tree of the sample sentence. We highlight the path from the word Albania to its most attended words joined and at.
Figure 4: The relative attention matrix A, as described in Eq. 1, holds a probability distribution on every row. The main diagonal is excluded from all the probability distributions.
are added. Intuitively, the POS tags refine the syntactic patterns extracted from the tree structures and clarify the roles that the words play in the sentence.
For the model components, we experiment with stacked layers on the BLSTM and TLSTM models (see Table 2 ). While there is no significant improvement over the single-layer models, we see gains when we add residual connections between each layer. The residual connections allow the model to decide whether it needs to go deeper or just skip the stacked layers at its convenience. Additionally, we show the performance of the models when the relative and global attention mechanisms are added separately. However, they only improve the model significantly when both are combined.
Attention analysis
Relative attention. Figure 4 shows the relative attention matrix for the dependency tree in Figure 3 . Each row of the matrix draws a probability distri- Figure 5 : The visualization of global attention. The more highlighted the token is, the more probability mass it has. The labels and predictions (italics) appear below each word.
bution over the rest of the words (columns). By inspecting the matrix, it is easy to note that the words at and joined in the x-axis are the most relevant for Albania in the y-axis, whereas U.S., Canada, European, and Albania (x-axis) are the most important for joined (y-axis). This supports the idea that prioritizing words based on their relationships can provide different perspectives of the sentence at the word level. Additionally, when we inspect the models BLSTM and TLSTM separately, we see different patterns captured in their attention matrices; for BLSTM the relations are prioritized semantically (e.g., verbs are the most important parts and prepositions are hardly highlighted), whereas for TLSTM it is more syntactically (e.g., prepositions, verbs, punctuations are all relevant). Merging both techniques improves the results because they are complementary. Global attention. Figure 5 shows the attended words once the relative attention matrix has extracted the prioritized relations. The figure shows a combination of both syntactic and semantic patterns. That is, while words like joined and meeting would be semantically expected, the model also focus on except, at, and the punctuation. Importantly, our model does not act as an entity spotter at this level 5 . Instead, it relies on the syntactic structure of the sentence. Additionally, note that the word meeting was not too relevant in the relative attention matrix, but at the global perspective, it becomes important. This suggests that the attention mechanisms are complementary. Attended word distances. We also calculate the distance between the entities and its most attended words. That is, we take the attention matrix A, look for the rows whose tokens are labeled as entities, extract the most attended words, and calculate the number of hops between the entities and the extracted words for both the sentence sequence and the dependency trees. Figure  6 clearly shows that the most attended words by our model are closer when their layout is a tree 5 e.g., BLSTMWORD with global attention tends to highlight entities suggesting memorization rather than generalization Figure 6 : Average of hops to the most attended words in the validation set with respect to the entity tokens. For sequences, the hops are the number of tokens in between the entity and the most attended word. For trees, the hops are the number of nodes in the path that connects the entity and the most attended word.
instead of a sequence. This partially explains the better performance of the TLSTM WORD+POS over the BLSTM WORD+POS , which also aligns with our claim that the long distance relations are potentially lost along the sentence when the words are treated as a plain sequence of tokens.
Entity correlations. We investigate whether the attended words with respect to the entity tokens follow any particular pattern. We conduct the study by controlling over the entity types and their corresponding POS tags. Specifically, we only consider the entity tokens whose POS tags are nouns (e.g., NN, NNS, NNP, or NNPS). Then, we extract the top three most attended words along with their POS tags from the SemEval 2010 validation set. In Table 4 , we show the coverage of the most attended POS tags and their corresponding words for PERSON and LOCATION. For the type PERSON, the nouns president, assistant, and officer are roles that only people perform, which easily discriminate the type PERSON from any other entity type. In the case of its attended verbs, speak, love, and die are actions also performed by people (i.e., the entity is the subject of the sentence). For the type LOCATION, the verbs entitle, travel, and meet appear in cases where the location is the object of the sentence, and as such, these verbs disclose enough information to recognize that the entity is a place. Similarly, the nouns pollution, , correspondent, events, assistant, suit, case, ms., poll, a.m., consultant, president, express, officer, ignorance, cbs, wife, member, years, diet, menswear, life, relations, sunday, instance, season, network, school, woman, professor VB 15.88% say, speak, come, go, write, begin, produce, need, tie, star, schedule, report, take, die, call, feature, love, continue, agree, know, pinch, consider, coanchored, waive, brush, happen, issue, thank, welcome, slat, age, loot, resign, wrap, fall, chew, entomb, upset, allay, admire, place, strengthen LOCATION VB 28.42% show, mellow, hold, direct, entitle, possess, continue, allow, travel, reach, begin, report, play, meet, carry, cause, miss, reduce, happen, mean, threaten, decide NN 23.50% approaches, pollution, correspondent, temperatures, earthquake, u.s., meters, toepfer, run, behavior, mechanisms, breach, secrets, francisco, suspect, verdict, role, clue, analysis, thompson, space, story, zealand, violence, freedom, europe, front, glacier, conference, way, russia, death, cause, lake Table 5 : Impact on the performance when the dependency trees are generated from scratch. F1 shows the score using dependency trees from either manual annotation or converted from parsing trees. Affected F1 provides the scores with tool-generated dependency trees.
earthquake, and temperatures are commonly used to describe the state or events in a specific location. These findings are consistent with our initial intuition that specific words, along with their syntactic roles, can disclose important clues to recognize a given entity.
Error analysis
Our model captures reasonably well the intended syntactic patterns, but the performance greatly relies on the quality of the dependency trees. We assess the impact of the dependency trees by evaluating the model using automatically generated trees from the Stanford CoreNLP tool (Manning et al., 2014) . We replace the trees in the validation set of the SemEval 2010 dataset, which originally has manually annotated dependency parses. Not surprisingly, the F1 score drops by 3.31 absolute points (see Table 5 ). We perform the same evaluation on OntoNotes 5.0 (BN) and CoNLL 2012. Similarly, the F1 score decreases by 2.30 and 2.03 points on each dataset, respectively. By further inspection of the trees generated from scratch, we find that they contain multiple roots mainly because of the multiple utterances that are transcribed from speech in the elaboration of these datasets. Multi-rooted trees affect the performance of the Tree-LSTM model because they prevent connecting information across the sentence. Additionally, Table 5 shows a smaller drop in performance on CoNLL 2012 and OntoNotes 5.0 (BN) compared to the drop on SemEval 2010. This is because the automatic conversions of the parsing trees do not have the same quality of the manual annotations in SemEval 2010 (e.g., multi-rooted sentences or erroneous connections between the nodes), and consequently the drop on SemEval 2010 tends to be bigger.
Conclusion
We propose a novel approach that combines sequential and recursive linguistic properties for NER. Our model uses syntactic and semantic features extracted from TLSTM and BLSTM, respectively. Then, we feed this information into the relative and global attention mechanisms. The relative attention allows our model to exploit linguistic properties over the sentence with respect to every word, while the global attention combines those properties to balance semantic and syntactic patterns. We benchmark our model on four datasets and establish a new state of the art on two of them. By exploring the relationships among the entities and the most attended words, we find that the model learns to detect words that disclose information of the entity types based on their syntactic properties.
A Hyper-parameter tuning
We initialize the embedding matrices for partof-speech tags and dependency relations using Xavier initialization (Glorot and Bengio, 2010) . While these embedding matrices are learned from scratch, we use the pre-trained language model ELMo to represent words (Peters et al., 2018) . The size of the POS tag and dependency relation matrices are one fourth of the dimensions of the word vectors. We use the small version of ELMo in most of the experiments, which contains 256-dimensional word vectors. In this case, POS tag and dependency relation representations would be of 64 dimensions each. We train all our models for 150 epochs using an initial learning rate of 5e-3 and a batch size of 16. The optimization of the models is conducted using Stochastic Gradient Descent (SGD) with momentum (Sutskever et al., 2013) . We modify the learning rate every epoch using cosine annealing and warm restarts with t o = 10 and a multiplicative factor of 2 (Loshchilov and Hutter, 2016) . Besides adding 2 regularization, we also prevent over-fitting by applying input variational dropout (Gal and Ghahramani, 2015) to every component in our model.
We consistently use gradient clipping among our experiments. We clip the norm of the gradient at 5.0 (Pascanu et al., 2012; Goodfellow et al., 2016) g ← gτ ||g|| if ||g|| > τ
To regularize the models, we use input variational dropout (Gal and Ghahramani, 2015) choosing drop probabilities between 0.1 and 0.5, being 0.3 the best. We apply an 2 regularization with a λ penalty of 1e-5.
B Datasets B.1 CoNLL 2003 Dataset
The CoNLL 2003 dataset contains 4 entity labels: PERSON, LOCATION, ORGANIZATION and MISCELANEOUS. Table 6 shows statistics on the entity labels.
B.2 SemEval 2010 Dataset
The SemEval 2010 Task 1 dataset is a subset of the OntoNotes 5.0 corpus that contains manually annotated dependency parses. This is the main dataset for our approach because of the manual annotations. The dataset contains 3,648 sentences for training, 741 for development and 1,141 for testing. The entity labels on this dataset are shown in Table 7 .
B.3 CoNLL 2012 Dataset
The CoNLL 2012 uses the entire OntoNotes 5.0 corpus and proposes a standard split of the data. Table 8 shows the distribution of the labels after the split. Since the data comes from OntoNotes 5.0, the data contain parsing trees. Table 8 shows the distribution of the labels.
B.4 OntoNotes 5.0 Broadcast News Dataset
The broadcast news section of the OntoNotes 5.0 corpus is a small portion of the data. Table 9 shows the distribution of the labels.
