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Defocus and twofold astigmatism are the key parameters governing the contrast transfer function (CTF)
in transmission electron microscopy (TEM) of weak phase objects. We present a new algorithm to
estimate these aberrations and the associated uncertainties. Tests show very good agreement between
simulated and estimated defocus and astigmatism. We evaluate the reproducibility of the algorithm on
experimental data by repeating measurements of an amorphous sample under identical imaging
conditions and by analyzing the linearity of the stigmator response. By using a new Thon ring averaging
method, the modulation depth of the rings in a 1D averaged power spectrum density (PSD) can be
enhanced compared to elliptical averaging. This facilitates a better contrast transfer assessment in the
presence of spherical aberration. Our algorithm for defocus and astigmatism estimation inverts the
contrast of the Thon rings and suppresses the background in the PSD using an adaptive ﬁltering
strategy. Template matching with kernels of various ellipticities is applied to the ﬁltered PSD after
transformation into polar coordinates. Maxima in the resulting 3D parameter space provide multiple
estimates of the long axis orientation, frequencies and apparent ellipticities of the rings. The
frequencies of the detected rings, together with outlier rejection and assignment of an order to the
CTF zeros, are used to estimate the defocus and its uncertainty. From estimations of defocus and
ellipticity, we derive astigmatism and its uncertainty. A two-pass approach reﬁnes the astigmatism and
defocus estimate by taking into account the inﬂuence of the known spherical aberration on the shape
and frequencies of the rings. The implementation of the presented algorithm is freely available for non-
commercial use.
& 2012 Elsevier B.V. Open access under CC BY-NC-ND license.1. Introduction
In order to improve resolution and allow reliable quantitative
image analysis in transmission electron microscopy (TEM), it is
essential to account for the effects of the oscillating contrast
transfer function (CTF) on the image formation, the elastic and
inelastic scattering properties of the sample, and the effects of the
TEM detector. Determination of the CTF parameters, especially
defocus and twofold astigmatism, is crucial in designing post-
processing strategies to account for the effect of the CTF and for
interpretation of the images at spatial frequencies beyond the
ﬁrst zero of the CTF. Additionally, in high resolution electronGroup, Faculty of Applied
tzweg 1, 2628 CJ Delft,
ulovic´),
Y-NC-ND license.microscopy (HREM), the unbiased and precise estimation of
defocus and astigmatism forms the basis for the assessment of
the maximal contrast transfer of the microscope, the optimal
adjustment of aberration correctors, exit wave reconstruction,
and the modeling of image formation.
Early descriptions of the inﬂuence of these aberrations on the
CTF can be found in [1,2]. One of the most commonly used
autofocus routines in TEM (especially for life-sciences) is based on
a beam-tilt induced image displacement [3]. In order to obtain
accurate estimates of defocus and astigmatism it is desirable to
measure them from diffractograms of an amorphous sample, and
avoid changes of the imaging conditions and possible introduc-
tion of higher order aberrations due to tilting of the beam. Many
methods [4–20] base the CTF parameters estimation on the
patterns in a diffractogram known as Thon rings [2] (see also
Fig. 1B). The CTF parameters are usually estimated by minimizing
the discrepancy between the background-subtracted power spec-
trum densities (PSD) of simulated and measured projections
[4,7–9,11–15,18,20].
Fig. 1. (A) PtIr sample imaged at a requested microscope underfocus of 1000 nm and magniﬁcation of 62 kx; (B) Power spectrum density (PSD) of the same image showing
Thon rings that are not perfectly circular due to astigmatism. The scale bar corresponds to 0:5 nm1.
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averaging of 2D experimental PSD [4,8,11] or by elliptical averaging
[17]. An inadequacy of circular averaging is that it neglects astig-
matism. Astigmatism distorts the circular shape of the Thon rings
and thus decreases their modulation depth in the obtained 1D
proﬁle. A few algorithms that consider astigmatism involve concepts
such as dividing the PSD into sectors where Thon rings are
approximated by circular arcs [15,21], applying Canny edge detec-
tion to ﬁnd the rings [17] prior to elliptical averaging, determining
the relationship between the 1D circular averages with and without
astigmatism [22], or using a brute-force scan of a database contain-
ing precalculated patterns as in ATLAS [23]. Some other approaches
for estimating CTF parameters do a fully 2D PSD optimization
[12,14,18,20] but they usually regulate and ﬁt numerous parameters
by an extensive search that does not guarantee convergence.
Furthermore, only a few schemes that were developed for defocus
estimation provide an error analysis [23,24].
The background in the PSD hampers the Thon ring detection
and therefore should be suppressed prior to estimation of defocus
and astigmatism. The background dominates at low frequencies
and originates from various contributions such as inelastic scat-
tering, camera noise, and object structure. At high frequencies the
oscillations are damped by the envelopes originating from the
energy spread, ﬁnite source size, and the detector’s modulation
transfer function (MTF); as a result they submerge in the noise.
Most state-of-the-art algorithms for defocus determination men-
tioned above [8–10,13–15,17] base their estimation on proce-
dures that calculate a 1D averaged PSD, ﬁt a non-linear
background model through the PSD minima, and ﬁnally subtract
it in order to extract the CTF oscillations. Background ﬁtting,
however, is a difﬁcult step and often introduces systematic errors
as no true model for background can be generated and the ﬁtting
is sensitive to the shape and the frequency range of the ﬁtted
model function. In [25] we analyzed the robustness of an
approach based on background subtraction by characterizing
the defocus estimation from each CTF zero individually. The
minima at low frequencies were less reliable since they depend
strongly on background subtraction. Hence, it is desirable to avoid
ﬁtting of a background function through the local PSD minima.The precision of quantitative HREM image analysis is often
limited by the precision of the related aberration estimations. The
latest instrumentation improvements of aberration correctors
require high precision and low bias of aberration estimates. For
determination of higher-order aberrations, the Zemlin-tableau
method [26] is commonly used which relies on accurate measure-
ments of lower-order aberrations and requires acquisition of a
number of images. In HREM, some of the alternative methods to
Thon ring pattern recognition include estimation of defocus
and astigmatism from crystalline regions [27] or using defocus
series [28]. A number of algorithms developed for materials science
applications report small absolute errors in defocus and astigmatism
[23,27–31]. However, none of these algorithms consider estimation
of small astigmatism (few nm) at high defocus values (order of a few
microns) which implies very small ellipticity of Thon rings. Such
settings are common for life-sciences applications where phase
contrast imaging is used mostly at signiﬁcant defocus.
Most state-of-the-art algorithms mentioned above are sensi-
tive to background estimation and subtraction, thresholding of
the PSD, and involve numerous intermediate steps that must be
optimized. Peaks in diffractograms from crystalline material,
incomplete appearance of the rings in a certain direction as a
result of astigmatism, temporal envelope and/or sample drift
represent an additional challenge [23]. Furthermore, the presence
of spherical aberration (Cs) changes the frequency and shape of
individual Thon rings, such that they can be only in approxima-
tion considered as ellipses. Although elliptical averaging (e.g.
[17]) of the PSD is an improvement over the commonly used
circular averaging, none of the approaches so far have included
the inﬂuence of Cs on the shape of the rings in the averaging
procedure to get one-dimensional Thon ring proﬁles; this
becomes more important for a relatively small ratio between
defocus and spherical aberration terms in the aberration function.
This paper presents and validates an unbiased and precise
algorithm to automatically estimate defocus and twofold astig-
matism from diffractogram(s) of an amorphous sample together
with the corresponding uncertainties. We assume that astigma-
tism is smaller than defocus, i.e. Thon rings are approximately
elliptical. This requirement is typically met in life sciences
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algorithm, however, can also be applied to a range of parameter
settings typical for materials science as long as the defocus is
larger than astigmatism. The algorithm has been implemented in
DIPimage, a MATLAB toolbox for scientiﬁc image processing and
analysis, and will be freely available for non-commercial use via
email upon request (http://www.diplib.org/add-ons).2. Theory
2.1. Phase contrast
In approximation, image formation of weakly scattering
objects in TEM can be considered as a linear process. For non-
tilted and thin specimens, the defocus is constant across the ﬁeld
of view and therefore, the CTF is space-invariant. Phase contrast
occurs as a result of interference between the unscattered part of
the electron exit wave function and the elastically scattered part
from the specimen. The electron wave is further subject to a
frequency dependent phase shift introduced by the microscope
aberrations. If we consider spherical aberration, defocus and
twofold astigmatism, the total aberration function is
wðq,aÞ ¼ 2p
l
1
4
Csl
4q41
2
Df ðaÞl2q2
 
, ð1Þ
where q is the magnitude of the spatial frequency ðqx,qyÞ. The
relativistic electron wavelength l depends on the energy of the
incident electrons. It is assumed that the spherical aberration Cs is
known. The defocus at eucentric height is Df . We use the
convention that underfocus implies Df40, as in [32]. Twofold
astigmatism ðA1,a1Þ describes the azimuthal variation of (de)focus
Df ðaÞ ¼DfA1 cosð2ðaa1ÞÞ: ð2Þ
The same sign convention is applied to A1 as to defocus (A140
corresponds to underfocus, and sgnðA1Þ ¼ sgnðDf Þ). Fig. 2 illus-
trates the change of sign of A1 while altering between underfocusFig. 2. Defocus and astigmatism follow the same sign convention Df40, A140
for underfocus and Dfo0, A1o0 for overfocus. Focal distances of tangential and
meridian rays interchange while altering between underfocus and overfocus
(9Df 1u9¼ 9Df 2o9 and 9Df 2u9¼ 9Df 1o9). These defoci correspond respectively to the
short qs (Df s) and long ql (Df l) axis of the Thon rings.and overfocus due to the fact that the focal distances of the
tangential and the meridian rays interchange. The transfer func-
tion of the lens system is [32]
Tðq,aÞ ¼ eiwðq,aÞ: ð3Þ
The Fourier transform ðF ½JÞ of the electron wave at the back
focal plain is given by
~Cðq,aÞ ¼F ½eisuzðx,yÞTðq,aÞ, ð4Þ
where uzðx,yÞ ¼
R
Vðx,y,zÞ dz describes the projected scattering
potential of the sample in z-direction of the incident electrons,
s¼ lme=ð2p_2Þ is the interaction constant, and the tilde refers to
the Fourier domain. Finally, the intensity in the image plane is
deﬁned as
Iðx,yÞ ¼ 9Cðx,yÞ92: ð5Þ
2.2. Partial coherence and amplitude contrast
The energy spread and the ﬁnite source size introduce tem-
poral and spatial incoherence respectively. These can be modeled
as damping envelopes in the spatial frequency domain. The
temporal incoherency of the source can be modeled as a chro-
matic envelope function Kc [32]:
KcðqÞ ¼ exp  plq
2CcH
4
ﬃﬃﬃﬃﬃﬃﬃﬃ
ln 2
p
 2" #
,
H DE
E
: ð6Þ
Here Cc is the chromatic aberration coefﬁcient, which is usually of
the same order of magnitude as Cs (a few mm). The energy of the
incident electrons is E and the energy spread DE is around 1–2 eV
for thermionic guns (LaB6) and 0.3–0.5 eV for ﬁeld-emission guns
(FEG). See Table 1 for speciﬁcations used here. In the case of non-
tilted illumination, Kc does not exhibit azimuthal dependency [33].
Furthermore, the ﬁnite source size introduces spatial incoherency
which results in the spatial envelope:
Ksðq,aÞ ¼ exp 
ðpCsl2q3pDf ðaÞqÞ2a2i
ln 2
" #
, ð7Þ
where ai is the illumination aperture that is usually in the order of
tenths or hundredths of mrad. The total incoherency of the source can
be summarized as
Kðq,aÞ ¼ Ksðq,aÞKcðqÞ: ð8Þ
Furthermore, the thickness of the sample (t) induces another damp-
ing envelope [34]
KtðqÞ ¼ sinc
1
2
lq2t
 
:
In our analysis, however, we assume that the inﬂuence of Kt(q) is
negligible compared to Kðq,aÞ. The inﬂuence of the objective apertureTable 1
Some parameters and aberration constants of evaluated TEM microscopes.
Source LaB6 FEG X-FEG
V ðkVÞ 120 200 300
DE ðeVÞ 1.0 0.7 0.7
l ðpmÞ 3.35 2.51 1.97
Cs ðmmÞ 6.3 2.0 2.7
Cc ðmmÞ 5.0 2.0 2.7
ai ðmradÞ 0.3 0.1 0.03
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ApðqÞ ¼
1, 9q9rqcut,
0, 9q94qcut,
(
ð9Þ
where qcut ¼ 2pdap=ð flÞ is the cut-off frequency, dap is the physical
diameter of the aperture and f is the focal length of the objective lens.
The amplitude contrast attenuation can be modeled by an imaginary
term in the projected potential:
uzðx,yÞ ¼ Vzðx,yÞþ iLzðx,yÞ: ð10Þ
The amount of amplitude contrast is given by the ratio of the
attenuation term to the magnitude of the projected potential:
WðqÞ ¼
~LzðqÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
~LzðqÞ2þ ~V zðqÞ2
q : ð11Þ
2.3. Weak-phase weak-amplitude object
In order to estimate the CTF parameters, the sample properties
must be known. For that purpose the most convenient specimens
are amorphous ﬁlms. It is assumed that the overlap of atomic
positions in a projection is signiﬁcant and that the projected
amorphous sample is essentially noise with a ﬂat frequency
spectrum. This is surely an approximation as every real specimen
has limited scattering power. The mean inner potential of the
sample introduces a constant phase change of the electron wave
which can be neglected in this analysis as it is frequency
independent. With these assumptions, the projected potential
uzðx,yÞ is known and allows us to extract the CTF from the
recorded image intensity. The total intensity for a weak-phase,
weak-amplitude object is similarly as in [8,46] given by
I0ðx,yÞ ¼F1½dðqÞþs ~V zðqÞCTFðq,aÞ ð12Þ
and the CTF is
CTFðq,aÞ ¼ 2ApðqÞKðq,aÞ sinðwðq,aÞFaðqÞÞ ð13Þ
where FaðqÞ ¼ arcsinðWðqÞÞ. We refer to Appendix A for detailed
derivation of Eqs. (12) and (13).
2.4. Detector response
The measurement process yields Poisson noise, adds readout
noise Irn and integrated dark current Idc to the ﬁnal image, and
blurs the image with a detector point spread function PSFðx,yÞ
Iðx,yÞ ¼ ½CF  NpoisðFe  I0ðx,yÞÞnPSFðx,yÞþ Irnþ Idc, ð14Þ
where NpoisðAÞ denotes Poisson noise yield, CF is the conversion
factor of the camera in ½ADU=e, Fe  I0ðx,yÞ is the incident
electron ﬂux in ½e=area, and n represents the 2D convolution
operator.
2.5. Power spectrum density and ellipticity of Thon rings due to the
astigmatism
The PSD of a mean-subtracted image is given by
Pðq,aÞ ¼ 9F ½Iðx,yÞ/Iðx,yÞSx,y92, ð15Þ
where /ISx,y denotes the mean intensity of the image. The
minima in the PSD correspond to the zeros of Eq. (1). Fig. 1B
displays the PSD of a recorded image of PtIr (platinum–iridium)
showing a pattern referred to as Thon rings [2]. The observed
contrast is minimal (Thon rings frequencies) when the CTF is zero.
That occurs for zeros of the sine term in Eq. (13):
wðq,aÞFaðqÞ ¼ kp, kAZ: ð16ÞThe location of a CTF zero depends on the defocus, the accelerat-
ing voltage, and the spherical aberration. By including the
amplitude contrast into a so called effective keff we get
keff ¼ kþ
Fa
p
: ð17Þ
For thin objects keff  k usually holds, but we will keep keff for
generality.
The shape of the Thon rings in the PSD is circular if no astigmatism
is present. With increasing astigmatism (and Cs  0) the shape
gradually transits from elliptical to parabolic and hyperbolic. In the
following, it is assumed that the astigmatism is not excessive such
that the PSD contains near-elliptical equi-phase contours. The q2 term
in Eq. (1) has an azimuthal dependency ðDf ðaÞÞ, whereas the q4 term
with Cs is isotropic. This results in a shape of Thon ring which is not
perfectly elliptical, especially for high frequencies. Let us for a
moment consider the case without spherical aberration. The inﬂuence
of Cs on the rings will be addressed later (see Section 3.6). In the case
Cs¼0, the rings are ellipses and the position of the CTF zeros can be
found from:
pq2lðDf þA1 cosð2ðaa1ÞÞÞ ¼ keffp: ð18Þ
From this expression we can ﬁnd that the defocus in the direction of
the long axis (a¼ a1) of the Thon rings is given by
Df l ¼
keff
lq2l
, ð19aÞ
with Df l ¼DfA1: ð19bÞ
Similarly, for the short axis (a¼ a17p=2) we ﬁnd
Df s ¼
keff
lq2s
, ð20aÞ
with Df s ¼Df þA1: ð20bÞ
The frequencies ql and qs represent the PSD minima in the long and
short axis direction respectively; Df l and Df s are the corresponding
defoci. It holds that qsoql and 9Df s949Df l9. The ellipticity of a Thon
ring is given by
R0 ¼
ﬃﬃﬃﬃﬃﬃﬃ
Df s
Df l
s
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Df þA1
DfA1
s
, R20Z1: ð21Þ
In the case Cs¼0, the ellipticity represents the ratio between the long
and short axes of the ellipse:
R0 ¼
ql
qs
: ð22Þ
The twofold astigmatism is then derived from the defocus Df and the
ellipticity R0 as
A1 ¼Df
R201
R20þ1
: ð23Þ
3. The algorithm
An overview of the algorithm is shown in Fig. 3. In the ﬁrst
step, the PSD is obtained using Eq. (15). Then, the PSD contrast is
inverted, the background suppressed, and the pattern denoised by
an adaptive ﬁltering procedure. Subsequently, in step 3 the PSD is
resampled to polar coordinates. In this polar power spectrum
image, Thon rings manifest themselves as straight lines when
there is no astigmatism, or ‘sine-like’ curves when there is
astigmatism present. The Thon rings can be found by probing
the polar power spectrum image with templates (step 4) that
resemble this expected Thon ring shape. This leads to a three-
dimensional parameter space of frequency, orientation, and Thon
ring ellipticity (step 5). In this space, the most dominant orientation
Fig. 3. Flow diagram of the algorithm. Note that we display the result after each step. Step 1, compute the PSD from an image; Step 2, suppress the background and invert
the contrast of the rings by adaptive ﬁltering; Step 3, transform from Cartesian into polar coordinates; Step 4, generate template and apply template matching; Step 5, ﬁnd
local maxima in parameter space; Step 6, ﬁnd the ellipticity of the Thon rings; Step 7, detect outliers, identify missing CTF zeros, assign ordinal number to each CTF zero;
Step 8, estimate defocus and astigmatism. Possible second pass for correction of the Cs inﬂuence.
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by analyzing the local maxima. A model curve is ﬁtted through the
detected maxima peaks. The ﬁt results in an estimate for the
equivalent ellipticity R0, as deﬁned in Eq. (21), which corresponds
to the apparent ellipticity at the frequency of generated templates
(step 6). Using the frequency of the found rings and by incorporating
mechanisms (step 7) to remove outliers (false positives) and being
able to deal with missing Thon rings (false negatives), the defocus
value can be estimated. From the defocus value and ellipticity, the
astigmatism can ﬁnally be calculated (step 8) using Eq. (23). If the
ratio between the defocus and spherical aberration terms in Eq. (1) is
low, we use a two-step approach and reﬁne the initial astigmatism
and defocus estimates (steps 6–8).
The next subsections explain all steps in more detail.3.1. Power spectrum density processing
The PSD in Eq. (15) is calculated using a fast Fourier transform
(FFT). In order to avoid possible edge effects, a Hann window can
be applied to the image prior to PSD calculation. Spatial or
frequency rebinning could be used to speed up subsequent
calculations.3.1.1. Periodogram averaging
There are different ways to improve the signal-to-noise ratio
(SNR) of the PSD. These include periodogram averaging [7,8,12],
averaging the PSDs of images of individual particles [4,11],
additional angular averaging of the periodogram [4,7,8,11], clas-
siﬁcation and averaging of the PSDs of different micrographs
[5,13], PSD enhancement [18,35] and parametric PSD estimation
technique using autoregressive modeling [7] or 2D-autoregressive
moving average modeling [14]. For images that have such a low
SNR that the rings are barely visible, we chose to perform
periodogram averaging. Patches with a fraction of the size of
the original image (Npatch ¼N=j) (jAf2;4,8g) of an untilted sample
are selected, and multiplied by a Hann (cosine) window in order
to avoid edge effects, i.e.
Iiðx,yÞ ¼ Iðxþax,i,yþay,iÞwðx,yÞ, ð24Þ
where wðx,yÞ is the Hann window, x,yA ½1,Npatch, and ax,i,ay,iA
½0,NNpatch. Note that ax,i,ay,i are the offsets for the entire patch i.
The periodogram averaged PSD is deﬁned as
Pðq,aÞ ¼ 1
n
Xn
i ¼ 1
Piðq,aÞ, ð25Þ
where n is the number of patches and Pi is PSD of image Ii.
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The background is suppressed and the contrast of the Thon
rings is inverted using an adaptive ﬁltering strategy. First, the
logarithm of the PSD image is calculated which decreases the
inﬂuence of the background slope. It also reduces the modulation
depth variation of different rings. In this way, the widths of the
Thon rings become more similar, and consequently, it is easier to
detect them with a constant-width template.
An orientation-adaptive, second order Gaussian derivative
ﬁlter [36] is applied to suppress the background and invert the
contrast. Within the local footprint of the second order Gaussian
derivative ﬁlter, the background is approximately linear and
therefore suppressed. This adaptive ﬁlter assumes that the image
is locally translation invariant along exactly one orientation (valid
for line-like structures). As this is approximately true for all of the
curved Thon rings which are straight within the ﬁlter’s footprint,
no disturbing artifacts are produced. As expected, we only
perceive a slight compression of the contrast for the inner Thon
rings. The method is in particular valuable for the dim outer Thon
rings that obey the translation invariance to a very large extent.
The ﬁlter kernel is anisotropic and smooths more along line-like
structures such as the Thon rings than perpendicular to it.
Furthermore, the spatial blurring of the adaptive ﬁlter could be
modiﬁed to make the rings more prominent. The structure tensor
[37,38] is used to estimate the local orientation which steers the
adaptive ﬁlter [39,40]. The structure tensor was computed using a
gradient scale of 1 and tensor scale of 20 pixels. These values
proved to be robust against varying imaging conditions. Only in
case of very small astigmatism, it is sensible, however, to avoid
orientation estimation at all and assume a perfectly circular
pattern. Any shifts between locations of the original Thon rings
and the ﬁlter responses are corrected using the PLUS ﬁlter [41] as
second derivative ﬁlter. Step 2 in Fig. 3 displays the PSD after
applying this adaptive ﬁltering.3.2. Polar representation
The ﬁltered PSD image is transformed into polar coordinates
using cubic interpolation (step 3 in Fig. 3). This results in an image
with one dimension (vertical in our display convention) repre-
senting angles (from 0 to p) and the other dimension representing
frequency (horizontally from 0 to N=2, where N is the image size).
Representing the angle a over an interval of p instead of 2p is
possible since the PSD has Friedel’s symmetry. The canonical
implicit form of an ellipse whose long axis coincides with the qx
axis in Cartesian coordinates is given by
q2x
q2l
þ q
2
y
q2s
¼ 1:
By substituting qx ¼ q cos a and qy ¼ q sin a and solving for q, an
elliptical Thon ring in polar coordinates can be represented by
CðaÞ ¼ qlqsﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðqs cosðaa1ÞÞ2þðql sinðaa1ÞÞ2
q , aA ½0,pÞ ð26Þ
where a1 is the angle between the long axis of the ellipse and the
qx axis. Step 3 in Fig. 3 suggests that the apparent curvature of the
transformed rings (i.e. peak-to-peak amplitude) increases with
frequency; however, all curves, when Cs is ignored, still have the
same ellipticity ql=qs. It might be beneﬁcial, although not neces-
sary, to exclude the ﬁrst few percent of the frequency range from
the analysis where the original PSD was affected the most by the
strong inelastic background.3.3. Template generation and template matching
Template matching is performed by convolving templates of
the shape of Eq. (26) with the polar image. The general approach
would be to use the Radon transform. However, since in our case
the shape of the template parameters are kept ﬁxed, and only the
position parameter is varied, the Radon transform can be imple-
mented as a convolution [42,43].
3.3.1. Template generation
Generated templates consist of ellipses in polar representation
which all have a zero angle orientation of the long axis ða1 ¼ 0Þ
and a ‘‘central frequency’’ (qc) in the middle of the frequency
range (at half Nyquist N=4, where N is the image size). We need to
know this central frequency qc of the Thon ring when aiming at
estimating defocus. This is the frequency of the equivalent Thon
ring without astigmatism, but with the same defocus. For the case
that Cs¼0, we deﬁne, similarly to Eqs. (19a) and (20a):
q2c ¼
keff
lDf
: ð27Þ
Using Eqs. (19b) and (20b) we observe the following relations for
the short and long axis of a Thon ring:
Df ¼ 12ðDf lþDf sÞ, ð28Þ
keff
lq2c
¼ 1
2
keff
lq2l
þ keff
lq2s
 !
: ð29Þ
Solving the latter equations for qc yields
qc ¼
ﬃﬃﬃ
2
p
qlqsﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q2l þq2s
q : ð30Þ
The only parameter for the generated templates that is varied
is the template ellipticity Rt which ranges from 1 to Rmax with
increments of dR. There is a need for a good compromise between
template matching computation speed and precision. However, it
is not crucial to know the exact value of Rmax for template
generation. The user could specify either the value for Rmax
directly or the uncertainty margins of the detected astigmatism.
Given a speciﬁc uncertainty of the astigmatism estimation (e.g.
10%), we can combine the expected maximal astigmatism and
given defocus value from the microscope to derive a rough
estimate for Rmax. A realistic approach is to predict the maximal
number of detected CTF zeros (N0 max) from the pixel size and
requested defocus value. Then we have dR¼ ðRmax1Þ=ð2N0 maxÞ. It
is always possible to perform an estimation of Rmax with one
additional iteration. Initially, templates are generated with a large
Rmax and coarse dR to get a rough estimate of the astigmatism,
and then use Rmax estimated by equation Eq. (B.3) in B.1 for the
second iteration. We used a ﬁxed number of 100 templates (as
default) ranging from 1 to Rmax. Making dR smaller did not further
improve the accuracy.
3.3.2. Search for maxima in the parameter space
After convolution of the templates with the polar image, the
resulting parameter space image has three dimensions (frequency
q, azimuthal angle a, and template ellipticity Rt). Maxima in the
parameter space are found by watershed-based segmentation on
the inverted parameter space image. The lowest values in the
watershed segmented regions are the local minima and the
minimal height difference between peak and valley is 20%. Sub-
pixel localization is achieved by quadratic ﬁtting through three
points in each dimension at the same time. Each maximum
provides the orientation of the long axis a1, frequency qi and
apparent ellipticity Rt,i for Thon ring i. We construct a histogram
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angle. The global mode in this histogram renders the angle of the
long axis, since the angle of the long axis is common to all rings.
Now the a coordinate is ﬁxed, and a search for the maxima is
performed again in the (q,Rt)-plane. In this way, the robustness of
the algorithm is increased by imposing the constraint that all the
rings must have an identical orientation of the long axis.
3.3.3. Zero astigmatism
If no astigmatism is present, the maxima in parameter space
will be randomly placed along the long-axis orientation. What-
ever value of the long-axis is selected has no inﬂuence on the
estimated defocus value. Furthermore, the highest responses will
be in the ﬁrst plane (Rt,i ¼ 1 for all rings i) of the three dimen-
sional parameter space. In order to identify these responses as
maxima, the watershed algorithm requires intensity comparison
with neighboring pixels. For the responses that are at the edge of
the parameter space we always expand the volume in the
direction of Ro1 ellipticity. This is done by mirroring the ﬁrst
few slices in R direction at the plane R¼1, and then shifting them
in a orientation direction by p=2 (now ql becomes qs and vice
versa). Search for the maxima is performed only within RZ1. An
additional control is performed by analyzing the slope of the
responses in the (R,q)-plane. If the slope is smaller than 106
(which corresponds roughly to astigmatism less than 0.1 A˚ per
1000 nm defocus), we assume that the responses are distributed
at R¼1.
If no maxima are detected, the astigmatism will be ignored. All
responses are projected in the direction of the angle and in the
direction of the apparent ellipticity resulting in a reduced (one
dimensional) parameter space where frequency q is the only
remaining dimension. Maxima in this space represent frequency
positions of the rings which are used to estimate only defocus, via
the k-trajectory method (see Section 3.5). A similar approach (by
reducing the parameter space from three to one dimensions) can
be used for small astigmatism values to ﬁnd defocus indepen-
dently from the ellipticities.
If one is only interested in defocus estimation, the back-
ground-suppressed 2D PSD (Section 3.1.2) is initially angularly
averaged and the frequency positions of the rings are found by
searching the maxima in the 1D spectrum in a similar manner as
described in Section 3.3.2. The angular averaging could be
performed either in a non-weighted or a weighted manner.
Weighted angular averaging is performed by computing the
weighted average inside rings with a Gaussian proﬁle to avoid
problems arising from averaging too few data points at low
spatial frequencies (see [44] for details). Weighted averaging,
however, requires longer computational time. Note that by
ignoring evident astigmatism, defocus estimation could be com-
promised as the SNR of the 1D angularly averaged spectrum
decreases.
3.3.4. Correction for the difference between detected and template
frequency positions
The radial frequency of a detected maximum does not reﬂect
the true qc of the Thon ring due to the difference between the
mean values of the polar transformed PSD elliptical curve and
that of the template generated elliptical curve Eq. (26). The mean
value is the solution of an incomplete elliptical integral of the ﬁrst
kind (see Appendix B.2 and Eq. (B.6)) which depends on Rt. Each
detected q has its corresponding Rt which is used to solve Eq. (B.6)
numerically. In Appendix B.2 we derive the relative error between
the detected q values of the maxima and the expected central
frequencies qc cf. Eq. (30). This relative error depends only on the
ellipticities Rt that are used to convert the detected q positions tothe corresponding central frequencies qc (Eq. (B.11)) which are
further to be used for defocus and astigmatism estimation.3.3.5. Derivation of Thon ring ellipticity from template ellipticity
Given a certain amount of astigmatism, templates with low
ellipticities will match to the low frequency rings, and templates
with a higher ellipticity to the higher frequency rings. We derived an
analytical relation which predicts the behavior of the template
matching ellipticities as a function of frequency (see Appendix B.1).
This model is ﬁtted through the detected maxima pairs (qi,Rt,i). The
ellipticity R0 (common to all rings assuming Cs  0) is the apparent
ellipticity at the location of the generated templates (i.e. the middle of
the frequency range, N=4Þ. Additionally, if the number of detected
maxima is larger than ﬁve (by default) we use robust ﬁtting as
implemented in the statistics toolbox of MATLAB. We deﬁne the
uncertainty of the ellipticity value sR0 as a conﬁdence interval of one
standard deviation in the non-linear regression.
3.4. Outlier rejection
If the number of detected maxima is larger than four (by
default) we can perform outlier rejection and analyze the central
frequencies in the squared frequency (q2) domain. The minima of
the CTF are equidistant in q2 space (for Cs¼0). Using this know-
ledge we exclude the points that do not follow this pattern (i.e.
outliers) and identify gaps in the sequence of detected rings. Next,
an order is assigned to the CTF zeros which are the input for the k-
trajectory method used for defocus estimation. We refer to
Appendix C for detailed information about the outlier rejection.
3.5. Defocus and astigmatism estimation
After outlier rejection, identiﬁcation of the missing or false CTF
zeros, and assigning k-values to the detected Thon rings using k-
trajectory method [25], the defocus is estimated. Fig. 4A shows
the square of the frequency dependent sine term in Eq. (13) for
various amounts of normalized defocus with the positions of the
minima (red) and maxima (green) superimposed. The location of
the CTF zeros from Eq. (16) can be used to solve for the defocus
from each (ordered) individual zero i as
Df i ¼
Csl
3q4c,i2keff ,i
2lq2c,i
, ð31Þ
where iAN is the assigned ordinal number of CTF zero and qc,i is
the central frequency of ring i. For simplicity and without loss of
generality lets assume a pure weak-phase object; i.e. keff ¼ k.
Amplitude contrast is taken into account in the ﬁnal implementa-
tion by keeping keff. The problem we now face is: which ki
corresponds to the frequency qc,i? For convenience of the analysis
we use normalized dimensionless frequency qn  qC1=4s l3=4 and
defocus Df n Df ðCslÞ1=2. In case of overfocus (Df no0) in Fig. 4A,
the i-th zero-crossing corresponds to k¼ i. However, in case of
underfocus (Df n40), in the ﬁrst region qnc,i ¼ 1 corresponds again
to k¼0, but qnc,i (i41) corresponds to k¼ i1. For a normalized
underfocus larger than 21/2, positive k values are encountered. We
visually explain k-trajectories in Fig. 4B. For each k-sequence, the
values of Df i can be calculated using Eq. (31). The k-sequence for
which Df i has the smallest relative variance is assumed to be the
correct one. The mean value of all Df i is the estimate of the actual
defocus. Df est ¼Df7sDf where sDf is the standard deviation of
the best sequence. There exist situations, for a relatively small
ratio between defocus and spherical aberration phase contribu-
tion, when minima in the squared CTF do not correspond to a zero
crossing in the CTF. They might be falsely detected as zero
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Fig. 4. (A) The square of the oscillating part of CTF in Eq. (13). The red and green lines indicate minima (sin2ðwðqÞÞ ¼ 0) and maxima (sin2ðwðqÞÞ ¼ 1) respectively. For
simplicity and without loss of generality lets assume keff ¼ k (amplitude contrast is neglected). For convenience we use normalized dimensionless frequency qn  qC1=4s l3=4
and defocus Df n Df ðCslÞ1=2. The Scherzer focus is represented by the yellow line. Following the q-axis direction, ﬁrst a wide region of low contrast is encountered. In
overfocus ðDf no0Þ contrast improves, but the pass band is small and minima are quickly encountered. In underfocus ðDf n40Þ there are regions where the maxima curves
(green lines) are vertical. In those regions the contrast transfer is high for a wide frequency band. (B) The possible sequences of k-values for a certain zero crossing. In blue,
the corresponding normalized defoci are indicated. In the vicinity of the Scherzer focus the k-sequence is equal to the green line. (For interpretation of the references to
color in this ﬁgure legend, the reader is referred to the web version of this article.)
M. Vulovic´ et al. / Ultramicroscopy 116 (2012) 115–134122crossings, and could hamper the k-trajectory method. Therefore,
we allow one of the local minima not to be a CTF zero (see [25]).
From defocus, ellipticity and their spreads we derive the
astigmatism using Eq. (23). The standard deviation of the astig-
matism is then
sA1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
@A1
@Df
sDf
 2
þ @A1
@R0
sR0
 2s
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
R201
R20þ1
sDf
 !2
þ 4DfR0
R20þ1
sR0
 !2vuut , ð32Þ
where sR0 is the standard deviation of the found ellipticity
deﬁned as one conﬁdence interval of the ﬁt (see Section 3.3.5).
3.6. Inﬂuence of spherical abberation Cs on the shape and frequency
of Thon rings
The ratio between the spherical aberration and defocus terms
in Eq. (1) is
bðqÞ ¼ Csl
2q2
2Df
: ð33Þ
The presence of spherical abberation changes the positions of the
high frequency Thon rings and in combination with astigmatism
it might also change the ellipticity. This occurs for a relatively
large value of bðqÞ (e.g. 40:2).
3.6.1. Cs inﬂuence on ellipticity
For non-zero Cs, the Thon rings do not have the same
ellipticity. Therefore, we have to make a clear distinction in
ellipticity of an individual Thon ring ellipse, which we will call
Qi for Thon ring i, given by
Qi ¼
ql,i
qs,i
ð34Þ
and the earlier introduced dimensionless measure R0 given by
Eq. (21). Note that Qi9Cs ¼ 0 ¼ R0 for all Thon rings.The ellipticity with Cs for different Thon rings (ki values) is
given by (see Appendix D.1 for derivation)
QiðkÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
9Df s9þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Df 2s þ2Cski
q
9Df l9þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Df 2l þ2Cski
q
vuuut : ð35Þ
Note that for underfocus negative ki-values exist cf. Fig. 4. As
shown in Fig. 5, ellipticity monotonically decreases with fre-
quency in overfocus, while in underfocus ellipticity initially
increases after which it decreases.
3.6.2. Cs inﬂuence on the frequency of the rings in q
2-space
For outlier rejection, we use the property that the minima are
equidistant in q2-space. However, the presence of Cs alters the
frequencies of the Thon rings (see Appendix D.2 for details).
Similar to the ellipticities, in overfocus the distances between
neighboring minima become smaller while in underfocus the
distances ﬁrst increase and then decrease. Therefore, we derive a
criterion for applying an additional iteration resulting in a two-
step approach. In case that the relative error in equidistance
between neighboring minima in q2-space (Eq. (D.9)) is larger than
25% (equally bðqÞ410%), we decide to perform one additional
iteration to correct for the Cs inﬂuence.
3.6.3. Correction for spherical aberration inﬂuence
From the parameter space of our template matching procedure
as described in Appendix D.3, we can extract a value for Qi for each
Thon ring. However, for estimating the astigmatism, it is of interest to
ﬁnd the ‘‘equivalent ellipticity’’ Req,i when Cs would have been zero.
In D.3 we derive the ‘‘equivalent ellipticity’’ of a Thon ring as
Req ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q2l,ið2Df lCsl
2q2l,iÞ
q2s,ið2Df sCsl
2q2s,iÞ
vuut : ð36Þ
Note, that the expression contains values for Df s ¼Df þA1 and
Df l ¼DfA1. This means that in order to calculate the equivalent
ellipticity, one ﬁrst needs to have an initial estimate of defocus
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Fig. 5. The inﬂuence of the spherical aberration Cs on the Thon ring ellipticities. (A) In overfocus, ellipticity decreases monotonically with frequency. (B) In underfocus the
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is desirable to know the Cs inﬂuence in Eq. (1) (i.e. b). Therefore,
initially, we estimate the defocus from the ﬁrst half of the PSD
frequency range. The template matching function (Eq. (B.3)) is
ﬁtted to the frequencies for which bo0:1. Now, using the
estimated values, we estimate Req,i using Eq. (36) and from that,
the defocus and astigmatism.4. Results
4.1. Validation by simulations
4.1.1. PSD simulations of an amorphous sample
Simulated images are obtained by taking into account effects
of the specimen scattering properties, microscope aberrations,
and camera characteristics (cf. Eq. (14)). The Fourier transform of
the projected potential of a weak phase amorphous object is
represented as:
~V zðqÞ ¼ eijðqÞ ð37Þ
where the amplitude of each frequency has the same constant value
(equal to one) but the phase jðqÞ is random. Note that the phase
distribution must be antisymmetric jðqÞ ¼jðqÞ since the image
is real. The Fourier transform of such a signal ð ~V zðqÞÞ represents a
white-noise object and its histogram is normally distributed with
zero mean and standard deviation of one. The standard deviation of
the generated Vzðx,yÞ is normalized to 0.1 prior to applying the CTF
and modulation transfer function of the camera (MTF). This normal-
ization to 0.1 is necessary since Poisson noise can only be added to
positive values; without the normalization, the inverse Fourier
transform of the second term in Eq. (12) might become smaller
than 1, leading to negative intensity values. Furthermore, the
normalization to 0.1 could be interpreted as phase-contrast initially
set to 10% of the image intensity but further modulated by CTF and
MTF. The MTF via edge method, conversion factors, readout noise,
dark current noise of the cameras used for simulations were
determined experimentally for different types of TEM cameras
[44], and can be measured, including detective quantum efﬁciency
(DQE) for any camera using online toolbox [44]. Table 1 gives the
values for aberration coefﬁcients and electron source incoherency
used to simulate images for different types of microscopes. The PSD
background is considered to originate mainly from inelastically
scattered electrons and has been modeled as a Lorentzian radial
distribution [45]. Although amplitude contrast W(q) is usuallytreated as a constant ( 6210%) [46], we allow a frequency
dependency in the form of a Gaussian, as amplitude contrast is
expected to give a larger contribution to the lower frequencies.
We simulated images with various values of defocus, various
amounts and orientation of astigmatism, incident electron ﬂux,
and magniﬁcation for three different types of electron guns (LaB6,
FEG, and X-FEG), energies and TEM cameras. In order to check the
reproducibility of the estimation, for each parameter combina-
tion, we simulated 60 different noise realizations. Since the
astigmatism is known in the simulations, the Rmax for template
generation was predicted from Eq. (B.3) using the Nyquist
frequency as qc; the number of generated templates was 100.
Whenever necessary, in order to enhance SNR, rebinning in
spatial or frequency domain is used.4.1.2. Results from simulations
Precision and bias of defocus and astigmatism estimations are
evaluated by simulations. Precision of the estimations as a function
of astigmatism is shown in Fig. 6. Characterization of bias (absolute
and/or relative error) of defocus and astigmatism estimations is
presented in Table 2, Figs. 7–10. We observe a very good agree-
ment between simulated and estimated defocus and astigmatism
values. Given a particular magniﬁcation and camera size, defocus
can be estimated with errors less than 4% for LaB6 and 1% for
X-FEG gun microscopes and with a small spread. Some examples
from Table 2 include astigmatism values that range from 10 nm
(LaB6) down to 0.2 nm (X-FEG) with  10% spread (for defoci of
1 and 2 mm). An example of a correction for the Cs inﬂuence on the
ellipticity of the rings (see Section 3.6) is presented in Fig. 11.
Fig. 6 shows the uncertainty of the astigmatism, and statistical
uncertainty (precision) of defocus, ellipticity, and astigmatism
angle estimation for the X-FEG gun type microscope at a magni-
ﬁcation of 200 k. The graphs show the precision represented by
the standard deviation of the parameters estimation (þ) as a
function of astigmatism. For each defocus and astigmatism value,
the estimation is characterized by its mean value and standard
deviation. Each data point represents a series of 60 repeated
measurements from which outliers were rejected. An estimation
of defocus and ellipticity was considered to be an outlier (failure)
if it differed more than three standard deviations from the median
value of the set. The mean and standard deviation were re-
calculated without the outliers and concurrently the number of
outliers is provided. The mean of the predicted astigmatism
uncertainty values (J) in Fig. 6A was derived from the measured
Table 2
Results from simulations for three different types of the electron guns (LaB6, FEG, and X-FEG) and TEM cameras [44]. For each parameter combination, 60 noise realizations
were processed and the number of outliers (failures) is provided. An estimation of defocus and ellipticity was considered to be an outlier (failure) if it differed more than
three standard deviations from the median value of the set. Mean absolute and relative errors of defocus and astigmatism are presented for two different electron ﬂuxes:
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values (Eq. (32)). The number of outliers is only 1–2 out of 60 for a
high SNR. Fig. 6A–C shows astigmatism, defocus, and ellipticity
uncertainties that are small compared to the absolute value. Further-
more, the spread (precision) of defocus and astigmatism estimations
from repeated acquisitions (þ) is often similar to the predicted
uncertainty from one individual image (J). For astigmatism larger
than 1 nm, Fig. 6A–C suggests that the estimated errors are smaller
than the predicted errors. Estimations for higher ﬂuxes (better SNR)
generally perform better. Although the ellipticity for a ﬁxed astigma-
tism is smaller for 2000 nm defocus than for 1000 nm, the results
indicate that data for larger defocus give slightly better results than
for lower defocus. This probably relates to the larger number of rings
for higher defocus. Determination of the astigmatism angle is shown
in Fig. 6D and indicates that the uncertainty rises with smaller
astigmatism strength. This is expected as the peak detection in
parameter space is compromised for very small ellipticity values.Fig. 7 shows the mean of the absolute and relative errors of
astigmatism estimation within a series of repeats. Depending on
the values of defocus, astigmatism, and ﬂux, the relative error
varies from a few percent to a few tens of a percent. In general,
the absolute value increases with astigmatism strength while the
relative error decreases.
The mean absolute and relative error of defocus estimation are
shown in Fig. 8. The horizontal axis now represents three
different defoci, the different colors denote different ﬂuxes and
magniﬁcations, while the mean errors of defocus are additionally
averaged over four different values of astigmatism (the values on
the horizontal axis in Fig. 7) since it is expected that defocus is
independent of astigmatism. The estimation error is better than 1%. In
a similar manner we characterized the errors of the ellipticity
estimates (Fig. 9), that were used for the calculation of astigmatism
via Eq. (23). The sensitivity of the estimator is high, being able to
detect ellipticity down to 1.0004 with a relative error of only 103%
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Fig. 9. Mean absolute (A) and mean relative (B) errors of estimated ellipticity as a
function of simulated astigmatism for X-FEG gun type microscope at a magniﬁca-
tion of 200 kx (for two different defoci and ﬂuxes). Each data point represents a
series of 60 repeated simulations from which outliers were rejected.
0.5 1 5 20 
0
5
10
15
20
25
30
Astigmatism [nm]
A
bs
ol
ut
e 
er
ro
r [
 °
]
Mean absolute error of the major axis angle
mag:  100 kx and flux:   25 e−/A2
mag:  100 kx and flux: 1000 e−/A2
mag:  200 kx and flux:   25 e−/A2
mag:  200 kx and flux: 1000 e−/A2
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200 kx (for two different defoci and ﬂuxes). Each data point represents a series of
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axis orientation angle increase with smaller astigmatism which is in
agreement with Fig. 6D. Along with the uncertainties of defocus and
astigmatism estimation, Table 2 also indicates the mean number of
outliers and the number of detected zeros (rings) for different ﬂuxes,
defoci, and astigmatism values.
The images with isotropic CTF (no astigmatism) were further-
more simulated for a X-FEG type microscope and 2k2k camera
size. The mean absolute errors of astigmatism were 0.04 nm and
0.08 nm for defoci of 1000 nm and 2000 nm respectively and for
an electron ﬂux of 25 e=A˚
2
.
4.2. Results from measurements
The reproducibility of the algorithm was evaluated using ten
sequentially repeated measurements of a platinum–iridium (PtIr)sample under identical conditions for different combinations
of magniﬁcation, defocus and astigmatism. Unbinned images
(4k4k) were collected on a Tecnai F20 (FEI Company, The
Netherlands), using MATLAB scripts inspired by the TOM toolbox
[47] and employing the TEMScripting ActiveX server. Series of
images with four different stigmator settings were collected for
three defocus values (500 nm, 1000 nm and 2000 nm). Three
different magniﬁcations (62 kx, 100 kx, 150 kx) were used. The
incident beam was parallel and the incident electron ﬂux was
constant ( 167 e=A˚2). Each series consists of ten repeated
measurements under identical conditions. Whenever necessary,
in order to enhance SNR, the rebinning or periodogram averaging was
applied by using 20 patches of relatively large size Npatch ¼N=2 in
order to maintain good sampling of high frequencies in the Fourier
domain. Table 3 summarizes the results. The standard deviation of
measured defocus and astigmatism within a series (þ) is small and
comparable to the mean value of the predicted standard deviations
calculated from individual estimations (J).
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Fig. 11. (A) The apparent ellipticities of the rings after the template matching, with and without subsequent correction for the Cs inﬂuence (defocus 1000 nm, astigmatism
5 nm, Cs ¼ 2:7 mm, magniﬁcation 200 kx, X-FEG source). (B) Overlay of positions and shapes of the found Thon rings with background suppressed PSD. (For interpretation
of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
Table 3
Robustness of the estimation evaluated on images of a PtIr sample acquired on a microscope with a FEG electron gun and 4k4k camera. Series of images with four
different stigmator settings were collected for three defocus values (500 nm, 1000 nm and 2000 nm). Three different magniﬁcations of 62 kx, 100 kx, and 150 kx were
used. The incident beam was parallel and the incident electron ﬂux was constant ( 167 e=A˚2). Each series consists of ten subsequently repeated measurements under
identical conditions. The standard deviation of measured defocus and astigmatism within a series (þ) is small and comparable to the mean value of predicted standard
deviations calculated from individual estimations (J).
Requested defocus
(nm)
Error (nm) Df est ast1 (62 kx) ast2 (62 kx) ast3 (62 kx) ast4 (62 kx)
500
Measured þ
561.87
5.5
16.27
6.6
12.97
1.8
14.57
2.7
11.57
4.6
Predicted J 3.0 1.9 2.0 2.4 1.6
1000
Measured þ
10517
5.7
22.57
1.0
18.17
1.3
15.47
1.3
7.97
1.5
Predicted J 5.6 0.8 0.8 1.0 1.2
2000
Measured þ
20507
6.6
32.77
1.3
28.17
0.7
25.47
1.1
6.37
1.0
Predicted J 44 1.0 0.9 0.8 1.0
ast1 (100 kx) ast2 (100 kx) ast3 (100 kx) ast4 (100 kx)
500
Measured þ
300.97
6.6
19.07
1.9
14.87
4.3
12.97
1.9
22.47
5.8
Predicted J 4.1 1.5 1.6 4.2 2.5
1000
Measured þ
732.67
5.0
18.87
1.8
14.97
3.9
13.77
1.1
11.67
5.0
Predicted J 4.7 2.6 2.5 2.2 2.2
2000
Measured þ
17247
8.0
25.67
1.0
20.27
1.2
18.47
1.5
12.87
2.6
Predicted J 24 1.0 1.0 0.9 4.3
ast1 (150 kx) ast2 (150 kx) ast3 (150 kx) ast4 (150 kx)
500
Measured þ
551.67
5.9
18.87
1.8
14.77
1.8
12.07
1.2
10.67
3.6
Predicted J 3.3 1.5 1.4 1.7 1.6
1000
Measured þ
10307
4.1
21.27
1.3
16.57
0.7
14.57
0.5
6.57
1.1
Predicted J 2.6 0.7 0.7 0.7 1.1
2000
Measured þ
19827
5.6
30.67
0.7
25.67
0.8
24.07
1.0
4.77
1.3
Predicted J 35 1.1 1.0 1.0 0.7
M. Vulovic´ et al. / Ultramicroscopy 116 (2012) 115–134126The linearity of the stigmator response was evaluated on data
acquired using the same sample on a Titan microscope. The
microscope was equipped with a Falcon CMOS direct electron
detector and operated at 300 kV voltage. A series of images with
increasing strength of the stigmators (x and y) in both directions
(positive and negative) were collected. The results of the astig-
matism estimation for 450 nm overfocus are shown in Fig. 12. The
projections of astigmatism on the x- (A1x ¼ A1 cosa1) and y-axes
(A1y ¼ A1 sina1) were calculated. The linearity was assessed by
making a linear least-squares ﬁt to the estimated projectedastigmatism versus stigmator strength (see Fig. 12A). The square
of the sample correlation coefﬁcient between the measured and
predicted values, within the range of measured astigmatism
values, was nearly one: 0.9998 and 0.9997 for negative and
positive y stigmator strengths respectively. Fig. 12B shows the
relation between x and y projected astigmatism. Linear least-
squares ﬁts for all four data sets (increase and decrease of x and y
stigmator strengths) were calculated. The angles between the
introduced astigmatism were nearly 901. This corresponds well to
the expected orthogonality while altering between the positive
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Fig. 12. The response of microscope’s stigmators evaluated using a PtIr sample on a Titan microscope (at 300 kV and 250 kx magniﬁcation) equipped with a Falcon CMOS
direct electron detector. Series of images with increasing strength of the stigmators (x and y) in both directions (positive and negative) were collected. The projections of
astigmatism on the x (A1x ¼ A1 cos a1) and y axes (A1y ¼ A1 sin a1) were calculated. (A) Linearity of estimated y-projected astigmatism A1y versus y stigmator strength for
450 nm overfocus. The linearity was validated by high coefﬁcient of determination: 0.9998 and 0.9997 for negative and positive y stigmator strengths respectively.
Additionally, the slopes of the lines show good agreement (17.44 and 17.39). (B) Relation between x- and y-projected astigmatism values. The angles between linear
least-squares ﬁts cyan–cyan (magenta–magenta) lines were nearly 901. The angles between cyan–magenta lines were close to 451 and correspond well to the ﬁnal
orthogonality between x and y stigmators. Equidistant data points within a series indicate linearity, already presented in (A). (For interpretation of the references to color
in this ﬁgure legend, the reader is referred to the web version of this article.)
M. Vulovic´ et al. / Ultramicroscopy 116 (2012) 115–134 127and negative values of a stigmator. The introduced astigmatism
changes with twice this angle (Eq. (2)). For the same reason, the
angles between lines of the x and y stigmator were close to 451
correspond well to the orthogonality between x and y stigmators.
Equidistant data points within a series indicate linearity, already
presented in Fig. 12A.
4.3. Thon ring assessment
In this section we will evaluate our CTF estimation algorithm
as a tool for assessing Thon rings. In particular the modulation
depth of the rings as a measure for useful contrast transfer as a
function of spatial frequency. For this purpose, we ﬁrst analyze
the performance of our Thon ring averaging method, as this is an
important prerequisite to objectively assess the Thon rings from 1D
CTF proﬁles. Subsequently, we will introduce a quantitative measure
for Thon ring visibility and show some results on real images.
4.3.1. Thon ring averaging
The algorithm for Thon ring averaging (TRA) is described in
Appendix E. Our new TRA method extends the elliptical averaging
method by taking into account Cs inﬂuence on the ellipticity of the
rings. Fig. 13 illustrates the difference between circular, elliptical, and
Thon ring averaging. For a certain combination of imaging parameters
such as a large ratio b between the spherical aberration and defocus
terms in Eq. (1), Thon ring averaging is advantageous to get a higher
SNR of 1D PSD proﬁles.
4.3.2. A Thon ring visibility criterion
Defocus and astigmatism estimation is useful for assessing Thon
rings and information transfer. That is, we want to quantify the
contrast transfer of a TEM by Thon rings with regard to some
criterion. For this purpose, we ﬁrst accurately estimate the defocus
and astigmatism, including the correction for the Cs effect (see Section
3.6). Subsequently, we calculate the Thon ring average as described in
Appendix E and the theoretical positions of the maxima mi and
minima ti (i.e. the Thon ring frequencies) in the angular average. Themodulation of the amplitude of the Thon ring i is then given by
Mi ¼
PSD1Dðmi1ÞþPSD1DðmiÞ
2
PSD1DðtiÞ, ð38Þ
where mi1 and mi are the two closest maxima with mi1otiomi.
The modulation depth of a Thon ring is deﬁned asMi=nf, where nf is
the noise ﬂoor, found by calculating the average of the power
spectrum that is outside of the Nyquist bound
nf ¼
P
jqj4N=2PSDðqÞP
jqj4N=21
: ð39Þ
A Thon ring is considered to be detected if its modulation depth is
larger than two. Fig. 13 shows an example of the Thon ring
assessment procedure.5. Discussion and conclusions
Unbiased and precise defocus and astigmatism determination
is necessary for CTF estimation and correction, assessment of
microscope contrast, image modeling, optimal adjustment of
aberration correctors, and exit wave reconstruction. It is also
beneﬁcial for the calculation of resolution metrics such as Fourier
ring correlation [48]. We have presented an algorithm for the
unbiased and precise estimation of defocus and astigmatism from
the PSD of TEM images of amorphous specimens. The algorithm
provides an error estimate and automatically rejects outliers.
Tests show very good agreement between simulated and esti-
mated values of defocus and astigmatism (Table 2). Given a
particular magniﬁcation and camera size, defocus can be esti-
mated with a small spread and errors less than 4% for LaB6 and 1%
for X-FEG gun microscopes. Some examples include astigmatism
values that range from 10 nm (LaB6) down to 0.2 nm (X-FEG) with
a  10% spread (for defoci of 1 and 2 mm). We chose relatively
large defocus values, typical for life sciences, to demonstrate the
ability to detect small astigmatism (very small ellipticity). We
evaluated the reproducibility of the algorithm on experimental
data by repeating measurements under identical TEM imaging
1 1.5 2 2.5 3 3.5 4 4.5 5
9
10
11
12
13
14
15
16
17
Frequency [nm−1]
1D averaged spectrum for defocus of 581nm and astigmatism of 78 nm
lo
g(
P
S
D
) [
a.
u.
]
circular averaging
elliptical averaging
Thon ring averaging
noise floor
predicted minima
predicted maxima
detected minima
Fig. 13. Thon ring averaging and Thon ring assessment. Thon ring averaging (TRA), elliptical and circular averaging methods are compared. The horizontal axis represents
the central frequency qc given by Eq. (E.4). TRA is advantageous when Cs inﬂuence on the ellipticity of the rings is not negligible. The image of PtIr sample was acquired
with a Titan microscope (at 300 kV and 380 k magniﬁcation) equipped with a Falcon CMOS direct electron detector and FEG electron gun. Estimated defocus
581.470.5 nm; estimated astigmatism 78.270.4 nm; spherical aberration 2.7 mm. Note that up to  3 nm1 elliptical averaging and TRA are perfectly in phase, but they
appear uncorrelated. Thon ring assessment: the green dotted horizontal line shows the estimated noise ﬂoor and the vertical lines show the result of the Thon ring
assessment, i.e. modulation amplitude of the Thon ring is twice higher than the noise ﬂoor for all frequencies left of the vertical line. (For interpretation of the references to
color in this ﬁgure legend, the reader is referred to the web version of this article.)
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The autofocus routine (which works by measuring the beam-tilt
induced image displacement) of the microscope was executed
before each magniﬁcation series and then moved to the requested
defocus. The reason for the mismatch between requested and
estimated defocus at the magniﬁcation of 100 k might be an
inaccurate defocus calibration (i.e. the calibration that relates
beam-tilt induced image shift to defocus values) for this parti-
cular magniﬁcation. Our approach requires that the sample is
amorphous or near-amorphous. Both amorphous carbon and PtIr
satisfy this requirement. Actually, for the PtIr sample, the grains
of PtIr are evaporated on carbon ﬁlm. The advantages of PtIr is
that this specimen may be used to test the resolution of the
electron microscope by the point separation test, gives an intrin-
sic magniﬁcation calibration by the PtIr reﬂexion at  2:35 A˚ and
might scatter to higher frequencies than carbon. However, we do
not use calibration properties in our evaluations (only amor-
phousness). The algorithm was used to analyze the response of
the stigmators which was validated to be linear (Fig. 12). The
uncertainty of the defocus estimation from one image depends on
the number of detected zeros. As shown in Fig. 6 and Table 3, the
spread of defocus and astigmatism estimations from repeated
acquisitions is often similar to the predicted uncertainty from an
individual image, although they inherently represent different
statistical measures. Additionally, we show that accounting for
the inﬂuence of astigmatism and Cs enhances the modulation
depth of the 1D averaged PSD and helps assessing the quality of
the contrast transfer.
The algorithm suppresses the background in the PSD using an
adaptive ﬁltering strategy that avoids the need for conventional
estimation of the frequency range of the 1D background and
ﬁtting of a model through the PSD minima. Furthermore, an
anisotropic background as mentioned in [18] can be addressed in
this way. The method itself relies on template matching usingkernels of various ellipticities. Maxima in the 3D parameter
template space provide the long axis orientation, frequencies
and apparent ellipticities of the rings. From these parameters
we derive an equivalent ellipticity (R0), common to all rings,
which corresponds to the apparent ellipticity at the position of
the generated template.
The frequencies of detected Thon rings are used to estimate
the amount of defocus via the k-trajectory method as described in
[25]. This method assigns an integer number k to each detected
Thon ring (CTF zero). Several defoci can be computed from the
CTF zeros, but the value with minimal normalized standard
deviation is taken as the ﬁnal defocus estimate. Accuracy is
hard to assess in the actual experiments since the true values
are unknown. However, theory governs that the estimated
defocus values for the different Thon rings should be consistent.
Each defocus estimation based on more than one Thon ring is
accompanied by the uncertainty sDf (see Section 3.5). If the
provided Cs value, electron energy, measured magniﬁcation and
the amount of amplitude contrast are correct, it is very unlikely
that there exists a systematic disturbance which shifts the CTF
zeros in such a way that sDf stays the same or decreases. This
would be only possible if we falsely detect spurious CTF zeros at
regular positions between every true CTF zero (including one
before the ﬁrst zero). Under all these assumptions, sDf can be
used as a measure of accuracy which incorporates both bias and
precision [49]. Additionally, it can be used as a sorting criterion,
without having to evaluate repeated measurements.
Spurious or missed rings in the PSD are automatically identi-
ﬁed and accounted for. This means that estimations can be done
from any subset of rings, not relying exclusively on the ﬁrst few
minima in the PSD as is usually done. The outlier rejection and
CTF zeros ordering use the fact that zeros of the CTF are
equidistant in squared frequency space (for Cs¼0). An additional
control is performed in the k-trajectory method where one
M. Vulovic´ et al. / Ultramicroscopy 116 (2012) 115–134 129possible false CTF zero that occurs for a small ratio between
defocus and Cs phase terms is discarded. Furthermore, the k-
trajectory method is capable of distinguishing between under-
focus and overfocus (for Csa0 or amplitude contrast WðqÞa0).
Ignoring the inﬂuence of spherical aberration on the CTF
results in a deviation of the apparent ellipticities from anticipated
ones (blue crosses in Fig. 11) at high spatial frequencies and/or
relatively low defocus values. We predict and correct for this Cs
inﬂuence in a two-pass reﬁning process (red crosses Fig. 11A) and
accurately map the Thon rings (Fig. 11B). In addition, we intro-
duce a new angular averaging method, Thon ring averaging (TRA),
which takes into account the inﬂuence of Cs on the ellipticity of
the rings; TRA averages over true Thon rings to get the 1D PSD,
rather than averaging over circles or ellipses. TRA proves to be
superior (Fig. 13) especially in cases when the ratio between the
spherical aberration and defocus terms in Eq. (1) is relatively large
(e.g. bðqÞ40:5 where bðqÞ is deﬁned in Eq. (33)). The Thon ring
assessment as described in Section 4.3 uses TRA and is a useful
tool for microscope contrast transfer assessment.
The typical processing time depends on the input image
size and the accuracy required. Spatial or frequency rebinning
could be used to speed up subsequent calculations. The default
settings in the software are currently such that images are binned
to 512512 pixels after which the estimation takes a few
seconds if the templates were pre-computed and stored on disk
or half a minute if 50 templates have to be generated (on a
computer running at 2.7 GHz with 4GB RAM). However, a high
accuracy and detection of very small astigmatism requires com-
putation time. Another advantage of rebinning is that it can
enhance the SNR. Nevertheless, one should use rebinning with
caution. For the PSD that has wider rings which also extend to
high fraction of Nyquist frequency (e.g. relatively lower magniﬁ-
cation and lower defocus), binning in the Fourier domain might
be beneﬁcial. If the PSD has rings that are narrow and close to
each other, but they do not extend to a high fraction of Nyquist
frequency (e.g. relatively high magniﬁcation and high defocus),
spatial binning is beneﬁcial.
In order to avoid possible edge effects, a Hann window can be
applied to the image prior to PSD calculation. Here, the Hann
window is only used for periodogram averaging. It is very wide
(one period over the whole image) and is therefore very narrow in
Fourier domain (effectively a kernel of only  3 3 pixels in theFig. 14. (A) PSD of an image (size 4k4k pixels) acquired on a Titan equipped with an X
defocus 112072 nm; estimated astigmatism 1.670.1 nm; Magniﬁcation 155 kx; (B) P
gun). Estimated defocus 969713 nm; estimated astigmatism 26973 nm; magniﬁcatio
vitreous ice acquired on a Tecnai T12 equipped with a LaB6 electron gun. The image wa
support ﬁlm and includes  30% of the support. Estimated defocus 45217444 nm; es
are mapped only over the angular range of 1801 for better comparison. For the displa
clipped before stretching).Fourier spectrum). The convolution/blurring of the logarithm of
the PSD is therefore small and a shift of the CTF zeros is expected
to be sub-pixel and only measurable if there is a steep slope in the
PSD to begin with.
Although the accuracy of the defocus value provided by the
microscope software is seldom sufﬁcient, this defocus value can
still be used to assist in a rough initial estimation, in a prediction
of the Cs inﬂuence, and in a prediction of the (equi)distance of
minima in the squared frequency (q2) space. Astigmatism distorts
the circular shape of the PSD rings and decreases the SNR of the
1D PSD angular averages. We have assumed that astigmatism is
not excessive (astigmatism is not larger than defocus) and the
Thon rings are still approximately elliptical. These requirements
are typical for life sciences applications where phase contrast
imaging is used mostly at relatively high defocus. The algorithm,
however, can also be applied to a range of parameter settings
typical for materials science as long as the defocus is larger than
astigmatism. Provided that the astigmatism is relatively large but
not excessive it is possible to extract the astigmatism even from
the circularly averaged PSD [22]. Our algorithm, however, is able
to detect very small astigmatism as well.
Although there are numerous aberrations in TEM, we focus
here on robust and unbiased determination of defocus and
astigmatism as they are crucial for the measurements based on
diffractogram tableaux of all higher-order aberrations such as
coma and threefold astigmatism. Ideally, the illumination of the
sample should be parallel. Tilted illumination introduces higher
ellipticity of Thon rings due to the higher-order aberrations [26].
In this work, we assume that CTF modulation is space-invariant
over the entire micrograph. This is valid for most HREM and
single particle EM studies in which the grid plane is perpendicular
to the parallel incident electron beam. The astigmatism is usually
constant for a sequential data collection, whereas the defocus is
likely to show larger variation, in particular for tomography.
Therefore, it is advisable to accurately measure astigmatism on
a zero-tilt diffractogram, correct for the astigmatism if required,
and then continue with image acquisition. Defoci in tomograms
can be measured using procedures described in [50,51].
Whereas algorithms that base their defocus estimation on 1D
averaged PSD are sensitive to sample drift and missing rings in
the PSD, our algorithm based on template matching proved to be
robust (see e.g. Fig. 14A and B). The rings are successfully mapped-FEG electron gun. The disturbance probably comes from specimen drift. Estimated
SD of an image (size 4k4k pixels) acquired on a Tecnai F20 (with a FEG electron
n 62 kx. (C) PSD of an image (size 15361536 pixels) of hemoglobin embedded in
s taken with an incident electron ﬂux of  5 e=A˚2 at the edge of a hole of a Cﬂat
timated astigmatism 166750 nm; Magniﬁcation 50 kx. The calculated Thon rings
y a percentile stretch was used (the lower and upper 1% of the gray values were
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disturbance. Estimation from images with larger astigmatism
values is still possible, although the rings can be incomplete
(see Fig. 14B), due to the fact that the spatial envelope Eq. (7)
dampens the contrast of the rings in one direction more than in
another. Although such bad images could be discarded, we can
still use them for defocus and astigmatism estimation illustrating
the robustness of our technique.
The method takes the Cs inﬂuence into account and thus can
be used on all microscopes (with or without Cs corrector). The
algorithm’s accuracy increases with the number of rings (see
Table 2). Consequently, it might be beneﬁcial to ﬁrst estimate and
correct astigmatism using higher magniﬁcation and then go back
to the desired magniﬁcation. If only one or a few Thon rings are
visible, it might also be advantageous to use an alternative pre-
processing strategy that relies on bilateral ﬁltering [52,53] and
provides a better segmentation of low- frequency rings. This
option is included in the provided software implementation of
our algorithm. Furthermore, the spatial (and/or tonal) blurring of
the adaptive and/or bilateral ﬁlter could be modiﬁed to make the
rings more prominent. An example of defocus and astigmatism
estimation from the PSD with barely visible Thon ring is shown in
Fig. 14C.
Most of the algorithms developed so far (including ours) base
their defocus estimation on the frequency of one or more minima
in the PSD. This becomes quite a challenging task when the
specimen is embedded in vitreous ice due to extremely low SNR.
Alternatively to the PSD, some other measures can be used as the
input for our algorithm, such as differential phase residual [54,55]
or ﬁgure of merit [56–58]. These measures, however, rely on more
than one acquisition. A remaining challenge is to accurately
estimate the defocus at each location of the (non)tilted specimens
embedded in vitreous ice, especially if no amorphous carbon is
present in the image.
The set of presented algorithms have been implemented in
MATLAB and are available as a part of the image-processing
toolbox DIPimage (http://www.diplib.org). Some of the possible
applications of the algorithm are described in [59].Acknowledgments
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support from NWO under project number 016.072.321.Appendix A. Weak-phase weak-amplitude approximation
Assuming an incident plane wave Cinðx,yÞ ¼ 1, a weak poten-
tial (both the real and imaginary part of uzðx,yÞ in Eq. (10)), and
applying the ﬁrst order Taylor expansion, the exit wave from the
specimen can be written as
Cexðx,yÞ ¼ eisuzðx,yÞ  1þ isVzðx,yÞsLzðx,yÞ: ðA:1Þ
The Fourier transform of the exit wave is then
~CexðqÞ ¼ dðqÞþ is ~V zðqÞs ~LzðqÞ: ðA:2Þ
Without loss of generality let us assume no astigmatism is
present (i.e. Tðq,aÞ ¼ TðqÞ). Substituting Eq. (3) in Eq. (4) we obtain
~CimðqÞ ¼ ~CexðqÞKaðqÞeiwðqÞ
¼ ~CexðqÞKaðqÞ½cosðwðqÞÞi sinðwðqÞÞ, ðA:3Þwhere KaðqÞ ¼ KðqÞApðqÞ. K(q) and Ap(q) are deﬁned in Eqs. (8) and
(9) respectively. The Fourier transform of the image intensity can
be written as
~IðqÞ ¼F ½9Cimðx,yÞ92 ¼ ~C
n
imðqÞn ~CimðqÞ: ðA:4Þ
For point-symmetric aberrations such as defocus, astigmatism
and spherical aberration it holds that wðqÞ ¼ wðqÞ. Considering
that Vzðx,yÞ and Lzðx,yÞ are real we have ~V
n
z ðqÞ ¼ ~V zðqÞ and
~L
n
z ðqÞ ¼ ~LzðqÞ and therefore
~IðqÞ ¼
Z 1
1
ðdðq0Þis ~V zðq0Þs ~Lzðq0ÞÞ
Kaðq0Þ cosðwðq0ÞÞþ i sinðwðq0ÞÞ
 
ðdðqq0Þþ is ~V zðqq0Þs ~Lzðqq0ÞÞ
Kaðqq0Þ½cosðwðqq0ÞÞi sinðwðqq0ÞÞdq0: ðA:5Þ
Since s ~V zðq0Þ5dðqÞ and s ~Lzðq0Þ5dðqÞ we can neglect the second
order terms in q and the convolution reduces to
~IðqÞ ¼ dðqÞþ2KaðqÞs½ ~V zðqÞ sinðwðqÞÞ ~LzðqÞ cosðwðqÞÞ: ðA:6Þ
Since
a sinðxÞb cosðxÞ
¼ sgnðaÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2þb2
q
sin xarcsin bﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2þb2
p
 ! !
, ðA:7Þ
Eq. (A.6) can be rewritten as
~IðqÞ ¼ dðqÞþsgnð ~V zðqÞÞs
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
~V zðqÞ2þ ~LzðqÞ2
q
2KaðqÞ sinðwðqÞarcsinðWðqÞÞÞ, ðA:8Þ
where W(q) is the amount of the amplitude contrast as deﬁned in
Eq. (11). Since W(q) for thin amorphous carbon (PtIr) is typically
 6210% [46],
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
~V zðqÞ2þ ~LzðqÞ2
q
 9 ~V zðqÞ9 and the ﬁnal intensity
can be expressed as
~IðqÞ ¼ dðqÞþs ~V zðqÞ2KaðqÞ sinðwðqÞarcsinðWðqÞÞÞ: ðA:9Þ
Appendix B. Templates
B.1. Derivation of the template ellipticity Rt
The central frequency of each generated template is in the
middle of the frequency range (i.e. qct ¼N=4). For simplicity and
without lose of generality, let the generated templates have
a1 ¼ p=4. From Eqs. (22) and (30) the frequencies of the long
and short axis can be expressed as
ql ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q2c ðR20þ1Þ
2
s
, ðB:1aÞ
qs ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q2c R
2
0þ1
 
2R20
vuut
: ðB:1bÞ
From step 4 in Fig. 3, the peak-to-peak amplitude of the curve can
be expressed as
A¼ qlqs ¼ qsðR01Þ ¼ qcðR01Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
R20þ1
2R20
s
: ðB:2Þ
Templates match when the peak-to-peak amplitudes of the
template and the pattern in the polar image are the same, i.e.
At¼Ap
ðRt1Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
R2t þ1
2R2t
s
qct ¼ ðR01Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
R20þ1
2R20
s
qc ,
ðRt1Þ2ðR2t þ1Þ ¼ 2cR2t q2c ,
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c¼ R01
qct
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
R20þ1
2R20
s
is constant. The solution that has physical meaning (RtAR
þ )
gives the relation between the template ellipticity and the central
frequency:
RtðqcÞ ¼
1
2
þ 1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2c2q2c þ1
q
þ 1ﬃﬃﬃ
2
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2c2q2c þ1
q
þc2q2c1
	 
1=2
ðB:3Þ
B.2. The difference between detected qfound and central frequency qc
Combining Eqs. (22) and (26) yields the polar representation of
an ellipse
CðaÞ ¼ qlﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cos2 aþðR0 sin aÞ2
q : ðB:4Þ
Its mean value is
qmðRtÞ ¼/CðaÞSa ¼
ql
p IelðRtÞ, ðB:5Þ
where
IelðRtÞ ¼
Z p
0
dyﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þðR2t1Þ sin2 y
q ðB:6Þ
is the incomplete elliptic integral of the ﬁrst kind. Since the
maxima in the parameter space provide also Rt we can use it to
numerically solve the integral IelðRtÞ. Using Eq. (B.1a) the relative
error between the mean (Eq. (B.5)) and central frequency of Eq.
(B.4) is
eRt ¼
qmqc
qm
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þR2t
q
IelðRtÞ
ﬃﬃﬃ
2
p
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þR2t
q
IelðRtÞ
: ðB:7Þ
The response of the template matching depends on the difference
between the mean value of the polar transformed Thon ring qm
and the mean value of the generated template qm,t . Since central
frequencies of the templates are ﬁxed to N=4, the mean values
qm,t are slightly shifted and that indicates that
qfoundðRtÞ ¼ qmqm,tþ
N
4
: ðB:8Þ
The central frequency that is needed for defocus and astigmatism
estimation is
qc ¼ qmð1eRt Þ: ðB:9Þ
From Eqs. (B.8) and (B.9) we can write
qfoundðRtÞ ¼
qc
N
4
1eRt
þ N
4
: ðB:10Þ
Thus the central frequency as a function of the found response in
parameter space is
qc ¼ qfound
N
4
 
ð1eRt Þþ
N
4
: ðB:11Þ
Appendix C. Thon ring outlier rejection
From the collection of possible Thon ring candidates C ordered
by frequency q we calculate a list of selected Thon rings S given
by
S ¼ fðq1,s1Þ,ðq2,s2Þ, . . . ,ðqN ,sNÞg, ðC:1Þwhere S is a subset of C with an extra element si added to the
tuple, which speciﬁes how many Thon rings are skipped between
the selected Thon ring i and i1.
Outlier rejection restricts the number of possible subsets S by
the following restrictions:
8i :
q2i q2i1
si  di

rmaxRelativeError ðC:2Þ
and
XN
i ¼ 1
sirmaxThonRingsSkip ðC:3Þ
where di represents the expected q
2-distance between Thon rings
i1 and i, which is recursively deﬁned as
diþ1 ¼
1
2
q2i q2i1
si
þdi
 !
, ðC:4Þ
d1 ¼medianðq2i q2i1Þ: ðC:5Þ
By default our implementation allows an error of equidistance of
20% (maxRelativeError¼0.2) and the maximal number of skipped
Thon rings is set to maxThonRingsSkip¼6. The reason for the
recursive deﬁnition in Eq. (C.4) is that we get an IIR-ﬁlter-like
reﬁnement of the q2-distance between Thon rings as we increase
q, which is desirable as in fact the distance is not truly constant
for Csa0. Furthermore, the distance also changes in the presence
of amplitude contrast.Appendix D. Spherical aberration inﬂuence
D.1. Cs inﬂuence on the ellipticity
Thon ring frequencies in the PSD correspond to the zeros of the
CTF (wðq,aÞ ¼ keffp). The frequencies of the Thon rings in long/
short axis orientation can be found from
Csl
3
2
q4l,sDf l,slq2l,skeff ¼ 0: ðD:1Þ
It follows that
q2l,s ¼
Df l,s7
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Df 2l,sþ2Cskeff
q
Csl
2
: ðD:2Þ
For weak-amplitude samples keff  k holds. The apparent ellipti-
city of the ring i is then
Q2i ðkÞ ¼
Df s7
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Df 2s þ2Csk
q
Df l7
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Df 2l þ2Csk
q , ðD:3Þ
where i is the order of CTF zero for corresponding k-value. Since
Q2i ðkÞ41, we keep 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Df 2l,sþ2Cskeff
q
for overfocus (Dfo0, A1o0
and kAN), and þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Df 2l,sþ2Cskeff
q
for underfocus (kAZ and
9k9rN0 max). Eq. (D.3) can be written as
QiðkÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
9Df s9þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Df 2s þ2Csk
q
9Df l9þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Df 2l þ2Csk
q
vuuut ð35Þ
and its solutions are real and Thon rings are elliptic-like as long as
kZ Df
2
l
2Csl
: ðD:4Þ
From Eq. (1) it is expected that the ellipticity of the rings
decreases with frequency due to the inﬂuence of Cs which is
angularly symmetric. Similarly, by increasing Cs, the apparent
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that changes in Cs are less inﬂuential than changes in q in Eq. (1)).
This is directly visible in overfocus where ellipticity decreases
monotonically with frequency and/or Cs. In underfocus, however,
initially it increases after which it decreases. If the initial increase
(in underfocus) is large, the condition Eq. (D.4) might not be
satisﬁed, implying the formation of the rings that are no more
elliptic-like but rather hyperbolic-like.
D.2. Cs inﬂuence on CTF minima position qc,i
For the case Cs ¼ 0, the neighboring CTF minima in squared
frequency space are equidistant:
Dq2c,i9Cs ¼ 0 ¼
Dki
lDf ,
with 9Dki9 9kiþ1ki9¼ 1: ðD:5Þ
When Cs cannot be neglected, the position of the CTF minima can
be found from
Csl
3
2
q4clDfq2c ¼ k,
Csl
3
2
ðq4c,iþ1q4c,iÞlDf ðq2c,iþ1q2c,iÞ ¼Dki:
The distance between neighboring minima in squared frequency
space is now
Dq2c,i9Csa0 ¼
Dki
lDf þCsl
3
2
ðq2c,iþ1þq2c,iÞ
: ðD:6Þ
If b is the fraction of the Cs inﬂuence deﬁned in Eq. (33) then we
have
q2 ¼ 2b9Df 9
Csl
2
: ðD:7Þ
Substituting Eq. (D.7) in Eq. (D.6) we obtain
Dq2c,i9Csa0 ¼
Dki
lDf þlDf ðbiþ1þbiÞ
: ðD:8Þ
The relative error between equidistant CTF zeros (Cs¼0) and
distances when Csa0 can be presented as
eCs ¼
Dq2c,i9Csa0Dq2c,i9Cs ¼ 0
Dq2c,i9Cs ¼ 0
¼ 1
1ðbiþ1þbiÞ
1: ðD:9Þ
For example if bi  10% then eCs ¼ 25%.
D.3. Correction for the Cs inﬂuence on the ring ellipticities
When Cs40, the Thon ring ellipses (that is, approximate
ellipses), do not all have the same ellipticity. Therefore, we have
to make a clear distinction in ellipticity of an individual Thon ring
ellipse, which we will call Qi for Thon ring i, given by
Qi ¼
ql,i
qs,i
, ð34Þ
where the long axis in the PSD is given by frequency ql,i and short
axis by qs,i. We will keep on using the symbol R0 as the
dimensionless measure of astigmatism given by
R0 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Df þA1
DfA1
s
: ð21Þ
Note that Qi9Cs ¼ 0 ¼ R0 for all Thon rings. For Cs40, however, we
detect Qi for each Thon ring, but how to ﬁnd the equivalent
ellipticity Req for all rings? To obtain this relation, we deﬁne thefrequency qv that is equivalent to the frequency q if Cs would be
zero. That is, their phases and k-values in Eq. (1) are equal.
1
2
Csl
3q4lq2Df ¼lq2vDf : ðD:10Þ
Solving for q2v yields
q2v ¼
q2Df 12Csl
2q4
Df
: ðD:11Þ
The frequency qv is always real in overfocus. However, in under-
focus the additional relation 29Df 9=Csl
2q241 must be fulﬁlled. If
we use Eq. (D.11) to get values qvl and qvs for long and short axes,
we recalculate Req by using
R2eq ¼
q2vl
q2vs
¼ ð2Df lq
2
l Csl
2q4l Þ
ð2Df sq2sCsl2q4s Þ
Df s
Df l
: ðD:12Þ
The numerator and denumerator of the ﬁrst fraction in the right-
hand-side term are equal to k and the whole ﬁrst fraction is equal
to one. Thus, Req ¼ R0 equivalent ellipticity is equal to the
ellipticity when Cs¼0. The problem is that we do not know this
R0. Req can be further rewritten as
Req ¼ R0
ﬃﬃﬃﬃﬃﬃ
q2l,i
q2s,i
vuut
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð2Df lCsl2q2l,iÞ
ð2Df sCsl2q2s,iÞ
vuut : ðD:13Þ
From the ﬁrst estimate (up to b¼ 10%) we get initial values for R0,
Df l and Df s. Furthermore, we reﬁne the estimate by ﬁnding Qi
from the whole spectrum. These values are scaled with the second
fraction in Eq. (D.13) and in this way the ﬁnal Req is obtained.Appendix E. Thon ring averaging
This section describes our new method for obtaining 1D
proﬁles from the PSD of a micrograph. The most basic method
used to obtain such a 1D proﬁle is circular averaging, calculated
using the discretized form (i.e. integration becomes summation)
of the following equation:
pðqÞ ¼ 1
p
Z p
0
da
Z þ3sðqÞ
3sðqÞ
Pðqþq0,aÞGsðqÞðq0Þdq0: ðE:1Þ
where Gs is a Gaussian kernel of scale s, which can be a function
of the radial frequency q. Some blurring with the Gaussian is
applied to ensure smooth results on the discretized power
spectrum. The sum over q0 is bound to an interval of e.g.
3s,þ3s to make the implementation efﬁcient but also approx-
imate the Gaussian accurately. Circular averaging only exactly
follows the Thon rings when there is no astigmatism. With
astigmatism, one should use elliptical averaging, deﬁned as
pR,a1 ðqÞ ¼
1
p
Z p
0
da
Z þ3sðqÞ
3sðqÞ
Pðq0,aÞGsðqÞðq0Þ dq0,
Pðq0,aÞ ¼ P qþq
0ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þðR21Þ sin2ðaa1Þ
q ,a
0
B@
1
CA, ðE:2Þ
where ellipticity R and a1 represent the astigmatism inﬂuence.
When Csa0, Thon rings start to deviate from ellipses. With
Thon ring averaging, we aim at getting averages over Thon rings
as function of their central frequencies qc. To correctly average
over Thon rings we consider Eq. (1). Using this equation, we can
ﬁnd the ‘‘nominal radius’’ qc of any position in the PSD (so not
only frequencies of the Thon rings) by equating the latter formula
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1
2 Csl
3q4lq2ðDfA1 cosð2ðaa1ÞÞÞ ¼ 12Csl
3q4clq2cDf : ðE:3Þ
Solving for q2c we ﬁnd
q2c ¼
Df7
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Df 2þ2Cslk
q
Csl
2
: ðE:4Þ
where k¼ 12Csl
3q4þlq2ðDfA1 cosð2ðaa1ÞÞÞ. The ‘‘7 ’’ sign in Eq.
(E.4) is plus for overfocus and for monotonic increase of k values
in underfocus, and minus when k values in underfocus mono-
tonically decrease. The implementation of Thon ring averaging
works as follows:1. Create two empty 1D arrays result and sum of size N=2 and
initialize with zeroes.2. For each power spectrum position ðqx,qyÞ:
(a) Convert coordinates ðqx,qyÞ to polar coordinates ðq,aÞ and
calculate the corresponding qc using Eq. (E.4)
(b) Add the Gaussian weighted response Gðq0qcÞPðq,aÞ to
result by adding its value to the bins in the interval
½qc3s,qcþ3s.
(c) Add the responses of the Gaussian weight in the corre-
sponding bin of the array sum.3. Divide all elements of result componentwise by the ele-
ments of sum. Return result.References
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