Abstract-This paper presents a novel approach to enable frequent computational cycles in online dynamic security assessment by using the terms of the transient energy function (TEF) as input features to a machine learning algorithm. The aim is to train a single classifier that is capable of classifying stable and unstable operating points independent of the contingency. The network is trained based on the current system topology and the loading conditions. The potential of the proposed approach is demonstrated with the New England 39-bus test power system model using the support vector machine as the machine learning technique. It is shown that the classifier can be trained using a small set of data when the terms of the TEF are used as input features. The prediction accuracy of the proposed scheme was tested under the balanced and unbalanced faults with the presence of voltage sensitive and dynamic loads for different operating points.
I. INTRODUCTION

M
ODERN power systems are compelled to operate close to stability limits due to increasing demand, competition, and social constraints on the expansion of transmission systems. The operation of a power system with small stability margins increases the risk of widespread and high-impact events. To date, power systems are usually operated based on the margins obtained by offline studies. Instead of relying on the offline studies, which are usually based on worst case assumptions, if the actual operating margins are known, the system can be operated in optimal conditions to increase the revenue. Therefore, as the power system is stressed, the need for the real-time security assessment becomes more critical.
The real-time dynamic security assessment (DSA) involves capturing the recent system snapshot and examining the dynamic behavior of the power system for a set of probable events. This analysis involves numerically solving a large number of nonlinear differential and algebraic equations. The use of conventional techniques produces outdated assessment results due to the longer time taken for the computational cycle. The industry accepted time for a computational cycle is about 15-30 min [1] . However, the results of the security assessment becomes more accurate and relevant when the computational cycle is more frequent.
The term "online DSA" is coined for real-time/near-real-time DSA systems. Functions of a typical online DSA system, according to [2] , can be classified as follows: 1) measurements; 2) modelling; 3) computation; 4) reporting and visualization; 5) control actions; and 6) other functions. The time-consuming numerical computations belong to the computation phase. Invention of faster algorithms for the said phase has been a research topic for many years. This paper presents a novel approach for faster transient stability assessment (TSA) to be applied for online DSA based on the direct methods and machine learning.
Lyapunov presented a method for stability assessment of a nonlinear dynamic system without solving the differential equations [3] . Based on the above approach, an alternative method called direct method for power system TSA was initially proposed in [4] . In [4] , the stability is assessed based on the energy acquired at a particular time which is computed using an energy function. If the energy is less than the critical energy, the system is stable and the system might be unstable otherwise-Lyapunov stability provides only the sufficient conditions for assessing the stability [5] . Researchers' interest on direct methods decreased rapidly with the increasing computing power enabling faster time-domain simulation of power systems. Another reason for lack of progress in this direction was due to the fact that analytical energy functions for multimachine power system models with detailed device models cannot be derived. Alternatively, numerical energy functions were proposed, and the validity of those were proven by numerical simulations [6] , [7] . Further, the computational complexity of the direct method of stability assessment depends on the method used for critical energy computation. Accurate critical energy computation methods such as controlling unstable equilibrium point (CEUP) [8] method and boundary of stability region-based controlling unstable equilibrium point (BCU) [9] methods produce accurate stability assessment, but introduce an additional computational burden. The assessment accuracy obtained using the direct method of stability assessment using simplified power system models along with simple methods of critical energy computation (potential energy boundary surface (PEBS) [10] ) is insufficient for power-system DSA.
Applicability of machine learning for transient stability assessment has been investigated in literature for DSA and for post-disturbance transient stability assessment and has shown promising results in recent literature [11] - [17] . The approaches presented in [11] - [16] use databases generated offline aiming to cover all possible operating conditions and topology changes. However, it is challenging to determine if an initially trained network is valid to assess the stability of a particular system state once the system is evolved to a different operating state or a different network topology. The recently proposed approach in [17] recognizes the significance of frequently updating the classification model and has made provisions to revise the decision tree in use. These methods require large sets of data generated for training the networks. Although the training data generation can be performed offline using distributed processing techniques the time spent on data generation process makes these techniques unattractive for online DSA. The energy based method proposed here eliminates the above mentioned drawbacks of the existing methods because: 1) smaller database of training data is required to produce a well-trained network; 2) the network will be trained based on the current system topology and the loading conditions; and 3) improved performance of the trained network due to the introduction of pre-processing.
The remainder of this paper is organized as follows. The proposed concept of using the transient energy features for pre-processing is presented in Section II and illustrated using a simple example in Section III. Further, the relevant theoretical background for the transient energy function (TEF) method, selection of preprocessed input features and the application details of the support vector machine (SVM) are discussed in Section III. Section III also presents the organization and the process flow of an online transient security assessment scheme based on the proposed technique. The details of the simulation and the results are presented in Section IV. Finally, the conclusions of the study are presented in Section V.
II. CONCEPT OF COMBINING DIRECT METHODS AND MACHINE LEARNING
Power system rotor angle instability can be interpreted of as the synchronous machines being unable to release the energy accumulated during a disturbance to reach a new steady state. Accordingly, the energy accumulation of generating units are direct indicators of the stability of the system. Energy functions, which are the basis of stability assessment in direct methods, represents the energy acquired by the generators at a given time subsequent to a disturbance. Although the assessment accuracy of direct methods is insufficient for online DSA, the terms calculated by the energy functions can be considered as a set of preprocessed meaningful input features to a machine learning algorithm. The significance of the direct method of stability assessment is that the numerical integration is required only on the fault-on trajectory, usually less than 500 ms, whereas the stability assessment using the time domain integration requires at least 3 s of simulation time of the post fault system to conclude the stability status [18] .
Recent literature on application of machine learning for TSA have proposed to use the following raw network quantities as candidate input features: 1) generator bus voltage magnitudes [13] , [14] , [19] ; 2) generator bus voltage phase angles [11] , [14] , [15] ; and 3) real and reactive power injections of individual generators [14] . These network quantities could be captured from the prefault system, at the fault clearing time or several cycles after the fault clearing time. When the energy terms calculated by the energy functions are used as input features, the input-output relationship to be captured by the supervisory learning technique should be less complicated compared with the use of the above-mentioned raw network quantities as inputs. Therefore, it can be expected that the machine learning algorithm would be able to capture the underlying relationships with smaller sized training datasets and with higher accuracy when meaningful features are used as inputs. The reduction of the size of the required training dataset will in turn results in shorter computation time enabling more frequent computational cycles.
Further, this paper proposes to use: 1) load forecasting data and 2) a snapshot obtained from the energy management system (EMS) to identify an appropriate range for the operating point. A network trained using the data generated in this manner is used for the next computational cycle. Therefore, the trained network has the most up-to-date information about the system topology and operating conditions. The proposed technique requires numerical integration of the fault-on system to calculate the energy terms. However, we propose to use simplified generator models (classical generator model) to perform the numerical simulation and to calculate the energy terms.
III. PROPOSED METHOD
A. Simple Example
The following example is presented to demonstrate and investigate the performance of the learnability with two different input sets. The nonlinear function (1) has inputs , , , , and .
The variables , , and are obtained using inputs , , and as shown in (2) (3) (4) , , and serve as a set of preprocessed inputs to the original function (1) .
The simplified equation with the introduction of the preprocessed variables is given in (5) In order to perform the pattern classification, output in (1) and (5) is converted to a Boolean value by considering the condition . The hypothesis is that if the machine learning technique is fed with a preprocessed set of data, the learning process becomes: 1) possible with a smaller dataset; 2) more accurate; and 3) faster. In this analogous example, two neural networks are trained to map the inputs and outputs of the nonlinear functions (1) and (5). The input set for the first network is the randomly generated TABLE I  CROSS-VALIDATED CLASSIFICATION ACCURACY OF TWO NETWORKS TRAINED  USING RAW AND PREPROCESSED INPUTS variables , , , and . The second network is trained using the pre-processed inputs , and along with the raw inputs and as shown in (2)- (4). Table I lists the network specifications and the classification accuracy resulted in fivefold cross validation. The first two rows indicate the classification accuracy of two networks with same specifications (i.e., dataset size, number of hidden nodes, and number of inputs). It can be seen that the preprocessed input features are capable of producing more accurate estimations. The third row lists the classification accuracy of a network trained with the original dataset (200) to obtain the best accuracy (with a higher number of hidden nodes). The tuned network required 35 hidden nodes and the best accuracy (93.5%) was still lower than what was obtained using the preprocessed input features. Also, as listed in the fourth row, when trained with preprocessed input features, the accuracy drops only marginally (from 96.5% to 95%) when the dataset size was reduced to a half (100). Moreover, the classification accuracy was still higher than the best accuracy achieved using the raw input features. The results indicate that a network trained with preprocessed data outperforms the network trained using the raw inputs in several ways: 1) smaller dataset is sufficient to produce a well trained network; 2) faster training process due to lesser hidden nodes used to capture the nonlinearities; and 3) higher prediction accuracy.
B. Candidate Input Features of the TEF
The example in (Section III-A) demonstrated the advantage of appropriately preprocessing the input features. The meaningful information captured in the TEF terms can be considered as an intermediate set of results of the stability assessment. Therefore, it is logical to consider the energy terms as a preprocessed set of input features. The use of said features as inputs to the machine learning application is expected to produce better networks using a smaller training dataset. This will also result in a shorter duration for data generation which will in turn enable more frequent computational cycles as well as accurate security assessments.
Classical energy functions are derived for the simplified power system model (classical generator model and the constant impedance load model) shown in [20] ( 6) where is the number of synchronous generators in the system, , is the per unit inertia constant, is the synchronous speed, is the rotor angle of the th synchronous generator, is the angular speed deviation from . , is the per unit mechanical power of the th generator in the prefault system. is the per unit voltage magnitude of a particular generator bus, and , and and are, respectively, the transfer conductance and the susceptance of a particular branch in the reduced network.
The energy function shown in (7) has been proposed for the simplified power system model described above (when ) [8] , [20] . when the th synchronous generator is considered as the infinite bus, and . is the respective rotor angle at the post fault operating point.
The terms in (7) can be interpreted [8] as follows: : total change in rotor kinetic energy relative to COI;
: total change in rotor potential energy relative to COI;
: total change in magnetic stored energy of network branches;
: total change in dissipated energy of network branches. The sum of , and is referred to as the potential energy. Numerical energy functions have been introduced to resolve the difficulty of constructing analytical energy functions for the lossy power system stability models. Equation (7) is a numerical energy function. In addition to the analytical terms, numerical energy functions consist of path dependant numerical terms which require numerical approximations. Therefore, the positive definiteness of is not guaranteed and (7) is not a candidate Lyapunov function for the system in (6). Path-dependent terms can be evaluated using trapezoidal approximation or ray approximation [21] , [22] . Although many attempts have been made so far, there is no analytical energy function derived for multimachine power systems with network losses modelled [7] . The steps performed in computation of TEF terms can be listed as follows: 1) simulate the simplified power system model up to the fault clearing time; 2) compute the post fault operating point by solving nonlinear algebraic equations; 3) compute the analytical terms using the angles and the speeds of the generator buses at the fault clearing time; and 4) compute the numerical terms using the angles during the fault-on trajectory.
C. Application of SVM for Classification
The goal of security assessment is to determine a boundary that separates secure and insecure data points in the most accurate manner. The problem is highly dimensional and the boundary is nonlinear. The concept of SVM is to transform the original coordinates into a new coordinate set so that the boundary of separation is linear. SVMs have demonstrated better performance over multilayer perceptron networks [23] . Recently, researchers have obtained successful results by applying the SVM as the learning technique and the RBF as the kernel function for the power system transient stability classification problem [13] , [19] , [23] .
Linearly separable sets of data can be separated by using many different lines (linear boundaries). In the said situation, many machine learning techniques are capable of identifying a solution (i.e. a line). However, with the noisy data, the chances of misclassification are higher when the margin between the separating line and the dataset is narrow. The SVM minimizes the misclassification by finding this linear boundary to separate with the maximum margin. The linear boundary with the largest margin maximizes the distance to the closest point from both classes and is called the optimal separating hyperplane. The problem is well explained in [24] . The LIBSVM toolbox [25] was used to implement the SVM.
D. Two Simultaneous Processes: Training and Assessment
The electrical power generation levels and unit dispatch changes continuously with varying loads to maintain the power system in the normal state of operation. According to [26] , in the normal state, "all system variables are within the normal range and no equipment is being overloaded. The system operates in a secured manner and is able to withstand a contingency without violating any of the constraints." The range of deviation of operating point makes it difficult to train a single learned network that is capable of assessing the dynamic security of a practical power system. Such an attempt will end up in generating a huge amount of training data which are mostly irrelevant to a given operating state of a power system. Therefore, it is more practical to train a network for a given time window (for example, 15 min) in to the future. For example, suppose the system state is captured at 6.00 a.m., then the goal is to train a network valid for the time period from 6.15 a.m. to 6.30 a.m. With the help of load forecasting, it is possible to determine the range of load variations applicable to a relatively small window of time. This process is explained below.
This process can be implemented as a continuous process as shown in Fig. 1 . During any period of time (for example, between to ) there are two simultaneous processes happening: 1) the data generation and training of a new network capable of security assessment for the next period of time ( to ) and 2) security assessment using a network trained during the previous period of time ( to ). Online DSA involves capturing a real-time snapshot of the power system and simulating the dynamic behavior of the power system for a list of credible contingencies. The results of the recently computed computational cycle can be used to determine the system security until the next computational cycle is completed. Shorter computational cycles enable capturing the operating state more frequently. Therefore, the assessment results are more relevant to the system operational state. When the application of machine learning is considered, the frequent training of networks requires relatively less complicated nonlinearities to be captured by the learned network. Therefore, the training process is simplified. Further, it will minimize the generation of unnecessary training data which are irrelevant to the present operating conditions of the power system. Accordingly, we assert that training a network capable of security assessment for a short time interval is more effective, useful and practical. The process of producing a learned network comprise of two main steps: 1) database generation for training data and 2) training of a network.
1) Process A: Data Generation and Network Training:
This process, as shown in Fig. 2 , starts with creating the database of training data. Database generation requires the ranges of the system parameter deviation to be estimated. For a practical power system, the load changes during a computational cycle can be approximated using load forecasting. Usually the primary and secondary frequency controls respond to maintain the balance of load and generation by changing the power reference. This is facilitated by enabling a set of generators to change the power reference to cater for the mismatch between the loads and generation. Data generation starts with the generation of acceptable steady-state operating points. The loading is changed randomly within the specified ranges of the deviation. Then, the power flow is solved and the bus voltages and controller parameters are checked. If all quantities are found to be within proper predetermined ranges, that operating point becomes an acceptable operating point. If not, the corrective actions are executed to bring the system parameters to acceptable values. If the corrective actions are capable of bringing the system parameters to normal values, the particular operating point becomes an acceptable operation point. Otherwise, that operating point is discarded. The steady-state operating point generation procedure continues until the required number of operating points are generated. The next step is to perform time-domain simulations and to determine whether the system is transiently stable or not for each credible contingency. This system stability state is the target value for training the network. The inputs are the energy terms computed at the fault clearing time. For the purpose of generating these inputs, a simplified power system model (classical generator model and the constant admittance load model) is simulated upto the fault clearing time. Four energy terms as indicated in (7) are computed for each synchronous generator. The determination of the stability status requires the complete power system model to be simulated for each and every contingency for the set of selected steady-state operating points. Therefore, the database generation takes a significantly longer duration and more computing resources when compared to the training of a network.
2) Process B: Security Assessment Using a Trained Network: Algorithm 1 indicates the steps for security assessment using a trained network. The system snapshot is assumed to be received from the EMS. To prepare the inputs to the learned network, simplified power system model is simulated up to the fault clearing time and the energy terms are computed based on the faulted trajectory information and the network structure. Then, the stability of the contingencies is estimated using the set of input features including the energy terms. This process is repeated for all contingencies. Moreover, the simulation of contingencies and the computation of the energy terms can be performed in parallel. That enables the implementation of the entire process even faster. The system security state is determined after the stability with all contingencies is assessed.
Algorithm 1 Process B: Steps for Security Assessment Using a Trained Network
Obtain the system state from the EMS for all credible contingencies do compute energy terms estimate the system transient stability using the trained network if the system is transiently unstable do end if end for
IV. SIMULATION AND RESULTS
A. Test System Model
The performance of the proposed technique is evaluated using the New England 39-bus test power system [27] . This test power system model has been used in studies and documented in the literature for testing TSA algorithms. The single line diagram of the test system is shown in Fig. 3 . This test system comprises of 39 buses, 10 generating units, 19 loads, and 46 transmissions lines.
The system dynamics for tsa and for the energy term calculation are modeled as follows. • For TSA: 1) synchronous generator (fifth-order model);
2) excitation system: exciter, stabilizing feedback, and terminal voltage transducer; 3) power system stabilizer consisting of washout filter and lag/lead phase compensation; and 4) load model: constant admittances. • For energy terms calculation: the generating units were modeled using the classical generator model and the loads were modeled as constant admittances. Further, the swing generator was modeled as an infinite bus.
B. Data Generation
The in-house developed automation tool Machine Learning for Dynamic Security Assessment (ML4DSA) [28] was configured appropriately for data generation. New routines were added to ML4DSA to compute TEF terms. In order to generate a representative and statistically sound dataset, the loads and the generation of the current operating point were randomly changed. Real and reactive power of the loads were varied by (i.e., ), respectively, using [29] (8) (9) is a uniform independent random variable between 0 and 1. Real power generation and the terminal voltage of a generator bus were varied respectively using (10) (11) Accordingly, the generators on buses 34 and 38 were allowed to change the power reference by (i.e., ) and the terminal voltage by (i.e., ) of the base case conditions. Then, the power flow is solved with the changed loading and generation. The power mismatch is assumed to be supplied by the swing generator on bus 39. If the power flow is converged, the general limit checks are performed on the new operating point to identify if that is an acceptable operating point. If the violations are identified, the particular operating point is discarded. If not, that particular operating point is considered as an acceptable operating point and is saved into the database. This process is repeated until 70 operating points are generated. The first 50 operating points were selected to generate the training dataset and the remaining 20 were used to validate the trained network.
After that, the stability state (i.e., 1 for stable and 0 for unstable) of each operating point for each credible contingency is assessed by performing a nonlinear time domain simulation with the full detailed models of generators. This stability state is the target value in the dataset for training and testing the SVM. The most severe type of fault, three phase to ground, is considered as the type of fault. Following contingencies were selected for simulations: 1) fault on the line 26-29 closer to the bus 26 cleared by isolating the line; 2) fault on the line 2-3 closer to the bus 2 cleared by isolating the line; 3) fault on the line [15] [16] closer to the bus 16 cleared by isolating the line; 4) fault on the line 11-12 closer to the bus 12 cleared by isolating the line; and 5) fault on the line 16-21 closer to the bus 21 cleared by isolating the line. The faults were expected to be cleared by the primary protection, thus, a 100 ms fault clearing time was assumed. The other five contingencies are the same as above except the fault is assumed to be cleared by the back-up protection, thus, a 300-ms fault clearing time is assumed. Accordingly, the size of the training dataset is 500 (50 operating points 10 contingencies) and the size of the validation dataset is 200 (20 operating points 10 contingencies). The dynamic simulations are performed using the complete dynamic models (not the classical model) and the stability status is recorded in the built in database of the ML4DSA. At the end of the time domain simulation of the postfault system for a duration of 3 s, the transient stability of the system under a particular contingency is concluded based on the power angle based stability index (12) as proposed in [30] .
is the absolute value of the maximum angle separation of any two generators at the end of the postfault system simulation. If the system is considered as transiently stable, otherwise, the system is transiently unstable. The system was classified as transiently stable for 249 contingencies and unstable for 251 contingencies in the training set. In the validation set, the system was transiently stable for 101 contingencies and unstable for 99 contingencies. The same validation set is used for the reported results in the Sections IV-D and IV-E, therefore, the size of the validation set is not included in the tables. The swing generator was modeled as an infinite bus during the fault-on trajectory simulation (using the simplified power system model). II  FIVEFOLD CROSS-VALIDATION ACCURACY OF TWO FEATURE SETS BASED ON  THE FOUR TEF TERMS   TABLE III  TRAINING AND VALIDATION ACCURACY OF TWO NETWORKS TRAINED WITHOUT THE NUMERICALLY INTENSIVE TERM
C. Accuracy Indexes
The classification accuracy is evaluated by the following indices.
1) . 2) . 3)
. is the number of samples in the validation dataset. A false alarm (FA) occurs when a stable operating point for a particular contingency is classified as unstable, and a false dismissal (FD) occurs when an unstable operating point for a particular contingency is classified as stable. A false classification (FC) is a misclassification occurred due to a FA or a FC.
D. Feature Selection for Machine Learning
The cross-validation accuracies obtained on two input feature sets are shown in the Table II. In one set the input features are the energy terms, thus, the number of terms is 36 (i.e., four terms per generator 9 generators). The other dataset has a smaller number of input features with only two inputs per generator (kinetic energy and potential energy). In this dataset, the total number of input features are 18 (i.e., two terms per generator 9 generators).
The computation burden of computing term is significantly higher than the other terms because it involves an integration. The computation complexity could be further decreased if the network can be trained without using the term. The accuracy of the classification excluding the term presented in Table III indicates that the said term can be excluded from the input features without loosing the accuracy. In addition to the results presented in the Table III we also performed numerous sensitivity studies to determine the best set of input features. It was found that the input sets shown in Table III gave the best performance using only the energy terms.
Generator bus voltage magnitudes and phase angles are identified as strong features for application of machine learning for TSA [11] , [13] . Table IV shows the classification accuracy obtained using the two networks trained by incorporating the per unit generator bus voltage magnitudes and phase angles (in radians) in the input features. Therefore, the feature sets in Table IV are identified as a better combination of input features.
In order to demonstrate the effectiveness of using the energy terms, we trained a network with only the voltage magnitude terms and phase angles as input features. The best performance was 7.6% of FCs using the fivefold cross validation. This clearly indicates that using energy terms along with voltage magnitudes and phase angles significantly improve the classification accuracy.
E. Accuracy of Classification for Smaller Training Datasets
In this section we investigate if the size of the training dataset can be reduced without sacrificing the accuracy of classification. The size of the dataset used for the results presented in Table IV is 500. We repeated the training with smaller datasets of 250 and 125. The results are shown in Table V . The number of contingencies in the training dataset for which the system was classified as stable (S) and unstable (U) are also given in Table V .
The results shown in Table V confirm the half-sized training dataset is capable of producing well trained networks. Although there is an increase of classification error with respect to the original (500) dataset, the classification accuracy is acceptable. The quarter-sized training dataset (125) is still capable of producing the networks with over 95% classification accuracy. The performance on the validation dataset indicates a proper generalization of the trained networks. Further, the percentage of FDs shows no increase for a network trained using a half-sized or a quarter-sized dataset.
F. Classification Accuracy for Unbalanced Faults With the Presence of Voltage Sensitive and Dynamic Loads
This study was extended by introducing unbalanced faults in the presence of voltage sensitive and dynamic loads. The load characteristics affect the transient stability of a power system [31] . In order to assess the performance of the proposed algorithm in the presence of the voltage-dependant and dynamic loads, the loads connected to buses 4, 12, 16, and 18 were replaced by composite loads. The composite loads comprise of 40% of large induction generators, 20% of small induction generators, 20% of discharge lighting, and 20% of constant power load. This composition was selected based on the typical range of values mentioned in [31] . During this study, dynamic loads were included in the system model for TSA. The same model as in Section IV-A was used for TEF term calculation.
Contingencies of single line to ground faults at the middle of following lines were included: 1) 26-29; 2) 2-3; 3) 15-16; 4) 11-12; and 5) 16-21. The faults were cleared by isolating the faulted line. Similar to the contingency specifications in Section IV-B, faulted time of 100 ms was assumed for the faults cleared by the primary protection and 300 ms was assumed for the faults cleared by the backup protection. The sum of negative sequence fault impedance, , and the zero sequence fault impedance, , was used as the effective fault impedance, , in the positive sequence model used for TSA [26] (13) in order to represent the effect of the single line-to-ground fault. Table VI shows the classification accuracy of the networks trained using a dataset of size 250. The simulation was performed for two operating points. The first operating point was the same as previous. The second operating point was obtained TABLE IV  TRAINING AND VALIDATION ACCURACY ONCE THE GENERATOR BUS  VOLTAGE RELATED INPUT FEATURES ARE INCORPORATED   TABLE V  TRAINING AND VALIDATION ACCURACY OF NETWORKS TRAINED USING A  HALF-AND QUARTER-SIZED TRAINING DATASETS   TABLE VI  TRAINING AND VALIDATION ACCURACY OF NETWORKS TRAINED USING A  DATASET OF 250 ITEMS FOR LINE-TO-GROUND FAULTS WITH THE PRESENCE  OF VOLTAGE DEPENDANT AND DYNAMIC LOADS   TABLE VII  TRAINING AND VALIDATION ACCURACY OF NETWORKS TRAINED USING A  DATASET OF 125 ITEMS FOR LINE-TO-GROUND FAULTS WITH THE PRESENCE  OF VOLTAGE DEPENDANT AND DYNAMIC LOADS by scaling-up system wide loads and generation by 10% to obtain a more stressed system conditions. Table VII shows the classification accuracy of the networks trained using a dataset of size 125. The results confirm that the proposed method is valid to be used in unbalanced fault situations and with the presence of the voltage-sensitive and dynamic loads.
G. Computational Performance and Resource Requirement
Training data generation for the SVM mentioned in Table V (dataset size 125) required 2 min. The parameter search process was completed by 0.6 s. The training of the SVM required 0.03 s. A prediction using the trained SVM was completed in negligible time (reported 0 s). A fault-on trajectory simulation for a particular contingency took less than 0.01 s. The computing times reported in this paper are on a Windows 7 PC with Intel Core i7 processor with 8 GB RAM. Accordingly, with the reported hardware and for test power system, it is possible to implement a DSA system with a 3-min computational cycle. The data generation process comprised of highly paralelisable tasks (e.g., stability status of a steady-state acceptable operating point under each contingency can be assessed as a stand-alone task). For larger power systems, the speed up of the entire process can be achieved by introducing more computing resources.
H. Inclusion of Facts Devices Including HVDC Lines
The proposed approach facilitates the stability assessment of the power systems integrated with FACTS devices by introducing the device specific terms of the TEF to the input features of the SVM. For example, [32] presents the proposed energy function with additional terms to (7) in order to represent the dynamics of a UPFC. An energy function for a SSSC in the similar structure is reported in [33] . The method proposed in [34] can be used to incorporate the HVDC dynamics into the TEF by excluding the integral terms in the proposed TEF.
I. Significance of the Proposed Method
This section discusses the comparative advantages of the proposed machine learning based methods on the accuracy of the assessment, specifications of the dataset, speed of assessment and the specifications of the machine learning application. The classification accuracy obtained for the New England test system which is about 96% is comparable to the similar research carried out in recent past [11] , [13] , [16] . Moreover, the percentage of FDs, which is about 1.5%, occurred in the proposed method is lower than the reported FDs in [11] and [13] . Research work proposed in [16] and [11] requires the contingency specific networks to be trained, whereas, the proposed technique requires only a single network to be trained for the set of credible contingencies. This is expected because the contingency specific information is already embedded in the energy terms used in the proposed method. In addition, the TEF features are capable of training networks with significantly smaller training datasets as shown in Table V . For example, the technique proposed in [16] and [11] requires a dataset of 100 elements to train a network for each and every contingency. The technique proposed in [13] for protection applications, requires 492 elements in the dataset to train a network to detect the transient stability of the system. This improved performance was also expected because preprocessed input features were used in the proposed method (this was illustrated in the simple example illustrated in Section III-A).
The duration and the model complexity of the time domain simulation required to compute the input features for the learned networks is significant in determining how fast the assessment can be made by a particular technique. The proposed technique requires only the fault-on trajectory (upto the fault clearing time) to be simulated for computing the input features. The range of the operating point deviation that can be accommodated to estimate accurate stability assessments is also a strength in the proposed method. The proposed technique is capable of accommodating load and generation (real power) deviations in the range of 20% to 20%. This is a wider range compared to the 10% to 10% captured in [11] and upto 10% in [13] , [19] .
If multi-swing unstable situations exist, the initial step to incorporate the multi-swing unstable cases appropriately into the training dataset would be to increase the time domain simulation time, for example up to 10-20 s, during the training data generation.
V. CONCLUSION
A novel approach to enable more frequent computational cycles in online DSA by using the terms of the TEF as input features to machine learning algorithms has been investigated in this paper. It has been shown that accurate estimations for multiple contingencies within a wide range of deviation can be achieved using the proposed method. The computationally complicated terms in the TEF have been excluded in the input features without loosing the accuracy. Moreover, it has also been demonstrated that the proposed approach requires a significantly smaller set of data because: 1) the network is trained for a recently captured snapshot and 2) load forecasting information is used in data generation. The potential of the proposed approach has been demonstrated with the New England 39-bus test power system model using the SVM. Further, the proposed method has been tested for unbalanced faults with the presence of voltage-sensitive and dynamic loads. Currently, we are developing an interface to test this algorithm on a real-time simulated power system.
