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Devil’s staircases in synthetic dimensions and gauge fields
Takeshi Y. Saito and Shunsuke Furukawa∗
Department of Physics, University of Tokyo, 7-3-1 Hongo, Bunkyo-ku, Tokyo 113-0033, Japan
(Dated: July 16, 2018)
We study interacting bosonic or fermionic atoms in a high synthetic magnetic field in two dimen-
sions spanned by continuous real space and a synthetic dimension. Here, the synthetic dimension
is provided by hyperfine spin states, and the synthetic field is created by laser-induced transitions
between them. While the interaction is short-range in real space, it is long-range in the synthetic
dimension in sharp contrast with fractional quantum Hall systems. Introducing an analog of the
lowest-Landau-level approximation valid for large transition amplitudes, we derive an effective one-
dimensional lattice model, in which density-density interactions turn out to play a dominant role.
We show that in the limit of a large number of internal states, the system exhibits a cascade of
crystal ground states, which is known as devil’s staircase, in a way analogous to the thin-torus limit
of quantum Hall systems.
PACS numbers: 05.30.Jp, 03.75.Mn, 73.43.Cd
I. INTRODUCTION
Laser-induced gauge fields in ultracold atomic systems
have attracted considerable attention in recent years
[1, 2]. By optically coupling internal states of atoms,
a uniform magnetic field [3] and a spin-orbit coupling
[4–6] have been engineered in quantum gases. Further-
more, a Hofstadter Hamiltonian [7, 8], in which a uniform
flux pierces through each plaquette of a square lattice,
has been experimentally realized by using laser-assisted
tunneling in optical lattices [9–12]. By using these tech-
niques, we can expect to emulate quantum Hall states
and other topological states of matter in highly controlled
atomic systems and elucidate yet unexplored effects of
quantum statistics and strong correlations on those states
[13, 14]. For interacting scalar Bose gases in high syn-
thetic magnetic fields, which have no analog in solid-state
physics, a variety of quantum Hall states have been pre-
dicted to appear [15], including a bosonic Laughlin state
[16, 17] and non-Abelian Read-Rezayi states [18, 19].
Controllability of gauge fields can further be facili-
tated by exploiting internal states of atoms as a synthetic
dimension [20, 21]. In a two-dimensional (2D) lattice
spanned by a 1D optical lattice and a synthetic dimen-
sion, a uniform gauge flux can be created by suitable
laser-induced transitions between internal states, allow-
ing the realization of a Hofstadter model [21–23]. The
length in the synthetic dimension is tunable and can be
as large as 6 for 173Yb atoms [24, 25] and 10 for 40K
atoms [26]. This scheme is flexible in designing differ-
ent boundary conditions, offering advantages in studying
topological states of matter. Naturally sharp edges in
the synthetic dimension leads to the formation of chi-
ral edge states, as observed experimentally [22, 23]. A
periodic boundary condition in the synthetic dimension
can be realized by further coupling the two edges by
∗Electronic address: furukawa@cat.phys.s.u-tokyo.ac.jp
lasers, allowing the formation of a Hofstadter-like frac-
tal spectrum [21]. An attractive proposal of realizing a
four-dimensional quantum Hall effect by using a synthetic
fourth dimension has also been made [27].
The theoretical proposals of Refs. [21, 27] have mainly
focused on non-interacting systems. Given the emergence
of quasi-flat bands in the Hofstadter model, the interac-
tion is expected to play a significant role unless the Fermi
energy lies between the bands. Notably, while the inter-
action is short-range in real space, it is long-range in
the synthetic dimension—a spin-independent interaction
gives a leading part of the interaction in many atomic sys-
tems. This anisotropic nature of the interaction sharply
contrasts with fractional quantum Hall (FQH) systems,
and has been shown to lead to density waves [28–30], frac-
tional charge pumping [29, 31], helical liquids [28, 30, 32–
35], supersolids, pair superfliuds [36], and other interest-
ing phenomena [37–39].
In this paper, we study a system of interacting bosonic
or fermionic atoms in a high synthetic magnetic field in
two dimensions spanned by continuous real space and a
synthetic dimension as shown in Fig. 1(a). The synthetic
field is created by laser-induced transitions between in-
ternal states. In contrast to the settings considered pre-
viously [21, 28, 29], we do not introduce an optical lattice
in 1D real space but allow atoms to move continuously in
this direction. This simplicity of the system allows us to
introduce an analog of the lowest-Landau-level (LLL) ba-
sis as used in the studies of the FQH effect [40, 41]. We
focus on the limit when the transition amplitudes be-
tween internal states are sufficiently large, and derive an
effective 1D lattice model in the LLL-like basis, in which
particle hopping is significantly suppressed and density-
density interactions play a dominant role. This effective
Hamiltonian is analogous to the thin-torus limit of quan-
tum Hall systems [42–45]. In the limit of a large number
of internal states, we show the emergence of a complete
devil’s staircase—a crystal ground state (GS) (i.e., a den-
sity wave state) appears for every rational filling with
increasing the chemical potential. We also analyze the
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FIG. 1: (color online) (a) A system of atoms confined in con-
tinuous 1D space and having Ny hyperfine spin states labeled
by y = 1, 2, . . . , Ny [see Eq. (1)]. Transitions with a spatially-
dependent phase factor eibx are induced between these inter-
nal states. For an interval of length ∆x, a magnetic flux of
b∆x pierces between the neighboring internal states. (b) By
performing the Fourier transformation in the y direction, the
kinetic part of the Hamiltonian decouples into components
with different values of the wave number ky = 2πny/Ny in
the y direction [see Eqs. (7) and (8)]. For each ky , an effec-
tive cosine potential emerges with shifted locations of minima,
allowing a description in terms of Wannier orbitals. These
cosine potentials may also be viewed as spatially-dependent
optically dressed levels. The Wannier orbitals are labeled by
a serial number m [see Eq. (10)] from left to right, forming a
1D lattice.
stability of the crystal GSs in the case when the number
of internal states is small, and discuss connections of our
results with Refs. [28, 29].
We note that the properties of the present system is
quite sensitive to the boundary condition in the synthetic
dimension. For open boundary conditions in the syn-
thetic dimension, if the transition amplitudes between
internal states are sufficiently large, one can first solve
the atomic problem and restrict ourselves to the lowest-
energy dressed state; since the energy of this state does
not depend on the position in real space [46], the system
can be treated as a 1D single-component gas [21, 36]. In
contrast, we here impose a periodic boundary condition
in the synthetic dimension as in Refs. [28, 29]. In this
case, the optically dressed levels are spatially-dependent
and sometimes cross with each other [as seen in the ef-
fective cosine potentials in Fig. 1(b)]. This structure of
dressed levels makes the problem more complex and gives
rise to the formation of crystal GSs.
The rest of the paper is organized as follows. In Sec. II,
we introduce our model, and derive an effective lattice
Hamiltonian within the LLL-like approximation valid for
large transition amplitudes between internal states. In
Sec. III, we analyze the GS phase diagram of the model
by using the effective Hamiltonian, and show the appear-
ance of devil’s staircases in the limit of a large number
of internal states. We also analyze the stability of crys-
tal GSs when the number of internal states is small. We
conclude the paper in Sec. IV. In Appendix, we discuss
a related problem in the continuum limit.
II. MODEL AND EFFECTIVE HAMILTONIAN
We consider a system of interacting bosonic or
fermionic atoms confined in 1D space in the x direc-
tion and having Ny hyperfine spin states labeled by
y = 1, 2, . . . , Ny. Transitions with an x-dependent phase
factor eibx are induced between the internal states as
in Fig. 1(a). This setup realizes a high synthetic mag-
netic field as proposed and experimentally demonstrated
in Refs. [21–23]. If the internal states labeled by y corre-
spond to the spin-F sublevels m = −F,−F + 1, . . . ,+F ,
Raman lasers can realize such transitions with an ampli-
tude Ωm = (ΩR/2)
√
F (F + 1)−m(m+ 1) between the
sublevelsm andm+1 [21]. A transition betweenm = ±F
can further be induced by using additional Raman and
radio-frequency transitions [21]. In our analysis, we fo-
cus on the case of y-independent transition amplitudes
Ω(> 0) as the emergence of crystal GSs can be eluci-
dated most clearly in this case. We note that for F = 1,
one naturally has Ω−1 = Ω0 and the transition amplitude
between m = ±1 can be tuned separately, enabling the
realization of a uniform amplitude Ω.
The kinetic part of the Hamiltonian is given by
Hˆkin =
∫ Lx
0
dx
Ny∑
y=1
{
Ψˆ†(x, y)
(
−~
2∂2x
2M
)
Ψˆ(x, y)
− Ω
[
eibxΨˆ†(x, y + 1)Ψˆ(x, y) + h.c.
]}
,
(1)
where Lx is the length in the x direction andM is the par-
ticle’s mass [47]. Here, Ψ(x, y) is a bosonic or fermionic
field operator for the y-th component satisfying the com-
mutation relations
[Ψˆ(x, y), Ψˆ†(x′, y′)]B/F = δ(x− x′)δy,y′ ,
[Ψˆ(x, y), Ψˆ(x′, y′)]B/F = 0,
(2)
where [Xˆ, Yˆ ]B ≡ XˆYˆ − Yˆ Xˆ and [Xˆ, Yˆ ]F ≡ XˆYˆ + Yˆ Xˆ for
the bosonic and fermionic cases, respectively. We impose
3periodic boundary conditions
Ψˆ(Lx, y) = Ψˆ(0, y), Ψˆ(x,Ny + 1) = Ψˆ(x, 1). (3)
We also assume that the phase factor eibx of the laser-
induced transitions is compatible with this periodicity,
i.e., bLx = 2πNx, where Nx is an integer. The total
number of flux quanta piercing through the system is
Nφ = NxNy. We note that the periodic boundary condi-
tion in the x direction is only for the convenience of our
analysis—when Lx is sufficiently large, the bulk proper-
ties does not depend crucially on the boundary condi-
tion in this direction. In contrast, Ny is limited by the
number of atomic internal states that can be coupled by
lasers, and thus the boundary condition in the y direc-
tion is crucial. While we keep Ny finite in the derivation
of the effective Hamiltonian, a remarkable simplification
is achieved by subsequently taking the limit Ny →∞ in
the derived effective Hamiltonian, as we discuss later.
The inter-particle interaction in this system has a
highly anisotropic nature—it is long-range and non-
decaying in the synthetic dimension. For simplicity, we
consider a spin-independent contact interaction between
atoms, which gives a leading part of the interaction in
many ultracold atomic systems. The interaction Hamil-
tonian is then given by
Hˆint =
g
2
∫ Lx
0
dx : [ρˆtot(x)]
2 :, (4)
where g is the interaction strength, colons indicate the
normal ordering, and ρtot(x) is the total density operator
defined by
ρˆtot(x) =
Ny∑
y=1
Ψˆ†(x, y)Ψˆ(x, y). (5)
The total Hamiltonian of the system is given by the sum
of the kinetic and interaction Hamiltonians: Hˆ = Hˆkin+
Hˆint. When Ω = 0, this Hamiltonian reduces to the
Hamiltonian of an interacting Bose or Fermi gas with
SU(Ny) symmetry.
We now derive an effective Hamiltonian which is useful
for discussing the GS for a large transition amplitude Ω.
To this end, we first perform the Fourier expansion of the
field operator in the y direction:
Ψˆ(x, y) =
1√
Ny
∑
ky
eikyyΨˆ(x, ky) (6)
with ky = 2πny/Ny (ny = 0, 1, 2, . . . , Ny−1). The kinetic
Hamiltonian is then decoupled into components with dif-
ferent ky as
Hˆkin =
∑
ky
∫ Lx
0
dx Ψˆ†(x, ky)Kky Ψˆ(x, ky), (7)
where
Kky = −
~
2∂2x
2M
− 2Ω cos(bx− ky). (8)
Interestingly, the single-particle Hamiltonian Kky for the
wave number ky has the same form as the Hamiltonian
of a particle living in a cosine potential whose locations
of minima are displaced by ky/b = 2πny/(Nyb) ≡ nya as
shown in Fig. 1(b). In analogy with an optical lattice, we
introduce the “recoil energy” Er ≡ ~2(b/2)2/(2M), which
gives the scale of the kinetic energy of a particle in the
effective cosine potential.
In the limit of a large transition amplitude 4Ω ≫ Er,
the cosine potential in Eq. (8) becomes deep, and it is
useful to focus on Wannier orbitals which are localized
around the minima of this potential. For given ky =
2πny/Ny, such minima are located at
x =
2πnx + ky
b
= (Nynx + ny)a, nx = 0, 1, . . . , Nx − 1.
(9)
Considering these minima for all possible ny, we find that
they appear with the spacing of a as in Fig. 1(b). It is
thus useful to introduce the serial number
m = Nynx + ny = 0, 1, . . . , Nφ − 1 (10)
which labels them from left to right; this can be used as
a “site” label for an effective 1D lattice model. The field
operator is now expanded as
Ψˆ(x, y) =
1√
Ny
Nφ−1∑
m=0
e
i 2pimNy yφ(x−ma)aˆm, (11)
where φ(x) is the wave function of the Wannier orbital,
and aˆm is the annihilation operator at the m-th “site”
satisfying the commutation relations
[aˆm, aˆ
†
m′ ]B/F = δmm′ , [aˆm, aˆm′ ]B/F = 0. (12)
Equation (11) is an expansion over the Nφ single-particle
states and can be viewed as an analog of the LLL approx-
imation for FQH systems (see Appendix for the descrip-
tion of a related problem in the continuum limit). By
substituting Eq. (11) into Eq (1) and (4), we obtain the
effective 1D lattice model with
Hˆkin = −
Nφ−1∑
m,m′=0
Jmm′ aˆ
†
maˆm′ , (13)
Hˆint =
1
2
∑
{mj}
Vm1m2m3m4 aˆ
†
m1 aˆ
†
m2 aˆm3 aˆm4 , (14)
where
Jmm′ = −δ(Ny)mm′
∫ Lx
0
dx φ(x −ma)Kkyφ(x−m′a), (15)
Vm1m2m3m4 = gδ
(Ny)
m1m4δ
(Ny)
m2m3
∫ Lx
0
dx
4∏
j=1
φ(x −mja),
(16)
4and δ
(Ny)
mm′ is the Kronecker delta of period Ny, i.e.,
δ
(Ny)
mm′ =
{
1 (m ≡ m′ mod Ny);
0 (otherwise).
(17)
The kinetic Hamiltonian (13) now gives hopping terms
among “sites”. As seen in Eq. (15), hopping occurs only
when the distance m −m′ between “sites” is an integer
multiple of Ny because of the conservation of the momen-
tum in the y direction [see also (i) in Fig. 2]. Similar to
the case of an optical lattice, we can restrict the hopping
to the shortest distance m −m′ = ±Ny as the hopping
amplitudes for further distances are much smaller (we
note that terms with m = m′ are also present but can be
absorbed into the definition of the chemical potential).
We then obtain
Hˆkin = −J
∑
m
(aˆ†m+Ny aˆm + h.c.), (18)
where J is given through an exact solution of the band-
width by [48]
J =
4√
π
Er
(
4Ω
Er
)3/4
exp
[
−2
(
4Ω
Er
)1/2]
=
4√
π
Er
(
Nya
πℓ
)3
exp
[
−2
(
Nya
πℓ
)2]
.
(19)
Here, ℓ is an analog of a magnetic length and is defined
as the width of the Wannier orbital [see Eq. (20) below].
The interaction Hamiltonian (14) with Eq. (16) con-
tains density-density interactions nˆm1 nˆm2 as well as cor-
related hopping processes nˆm1 aˆ
†
m2 aˆm3 [see (ii) and (iii)
in Fig. 2], where nˆm = aˆ
†
maˆm is the number operator
XY
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FIG. 2: (color online) Processes in the effective Hamilto-
nian [see Eqs. (14) and (18)]: (i) hopping aˆ†m+Ny aˆm, (ii) a
density-density interaction nˆmnˆm′ , and (iii) correlated hop-
ping nˆm′ aˆ
†
m+Ny
aˆm. Shaded and empty circles indicate the
presence and absence of a particle, respectively.
at the m-th “site”. Here, hopping occurs only for dis-
tances which are integer multiples of Ny because of the
y-momentum conservation. The coefficients (16) can be
calculated by approximating the Wannier orbital by a
Gaussian
φ(x) =
1
π1/4ℓ1/2
e−x
2/(2ℓ2), ℓ =
√
~
(2MΩ)1/2b
. (20)
By substituting Eq. (20) into Eq. (16) and taking the
limit Lx →∞, we obtain
Vm1m2m3m4 =
gδ
(Ny)
m1m4δ
(Ny)
m2m3√
2πℓ
exp

− a2
8ℓ2
∑
i<j
(mi −mj)2

 .
(21)
Equations (14) and (18) with Eqs. (19) and (21) give the
full expression of our effective Hamiltonian.
We now consider the limit of a large number of inter-
nal states (Ny → ∞), where the effective Hamiltonian
can further be simplified. In this limit, direct hopping
as well as correlated hopping processes are suppressed
because the minimal distance of the hopping is Ny and
the hopping amplitude drops rapidly as a function of the
distance. Thus, only the density-density interactions sur-
vive, leading to a very simple Hamiltonian
Hˆ =
∑
m
∑
r≥0
1
2δr,0
Vr : nˆmnˆm+r :, (22)
where
Vr =
1
2
(V0rr0 + Vr00r) =
g√
2πℓ
exp
[
− a
2
2ℓ2
r2
]
. (23)
The Hamiltonian (22) is readily diagonal in the Fock ba-
sis |{nm}〉 and can be analyzed in a much simpler man-
ner than the original Hamiltonian. Physically, the limit
Ny → ∞ corresponds to the case of the continuous y
coordinate, and the suppression of hopping in this limit
can be understood from the formation of flat Landau lev-
els in continuous 2D space. Indeed, within the LLL ap-
proximation, the same effective Hamiltonian as Eq. (22)
can be obtained for a long-range interaction in the con-
tinuous y coordinate, as described in Appendix. In the
next section, we see that the repulsive interactions in this
Hamiltonian stabilize a cascade of crystal GSs. We note
that since the width of the Gaussian interaction potential
(23) in units of the lattice spacing is given by
ℓ
a
=
Ny(~b)
1/2
2π(2MΩ)1/4
, (24)
we must tune Ω or b at the same time to keep this width
finite in the limit Ny → ∞. In this case, the condition
Er ≪ 4Ω for the tight-binding approximation is auto-
matically fulfilled since 4Ω/Er = (Nya/πℓ)
4 →∞.
5III. GROUND-STATE PHASE DIAGRAM
A. Emergence of crystal ground states for Ny →∞
We investigate the GS phase diagram of the system
by using the effective Hamiltonian. We first consider
the limit Ny → ∞, when the effective Hamiltonian (22)
consists only of density-density interactions, and discuss
the phase diagram in the plane spanned by ℓ/a and
the chemical potential µ. This effective Hamiltonian
is analogous to the one studied by Hubbard [49], and
Pokrovsky and Uimin [50] (see also Ref. [44, 45, 51–53]
for related studies). For fermions or hard-core bosons, it
was shown that if the interaction potential Vr is convex,
i.e., Vr+1 + Vr−1 > 2Vr for any r ≥ 2, the Hamiltonian
(22) exhibits a complete devil’s staircase—a crystal GS
emerges for every rational filling ν = N/Nφ with increas-
ing the chemical potential µ [49, 51]. For the Gaussian
interaction potential (23), the condition of convexity is
satisfied for ℓ/a < σ0, where σ0 ≃ 1.957 is obtained by
solving V3 + V1 = 2V2 for ℓ/a. If this condition is sat-
isfied, the GS for every rational filling ν = p/q (with p
and q being relatively coprime) is periodic with period
q [49], is unique up to global lattice translations [52],
and can be constructed through the procedure described
in Refs. [49, 53]. For ν = 1/q, for example, particles
are arranged with a mutual separation of q lattice sites,
which we denote by q. The GS at ν = 2/5 has the oc-
cupancy pattern . . . 1010010100 . . . , which we denote by
23. The GSs at ν = 2/7 and ν = 3/7 are given by 34
and 223, respectively. Here, the numbers indicate the
distance between neighboring particles, and the bar indi-
cates the repetition of the pattern. In general, particles
are spread out as homogeneously as possible for the given
filling fraction.
The GS phase diagram of the effective Hamiltonian
(22) for ℓ/a < σ0 is presented in Fig. 3. We focus on the
case of 0 ≤ ν ≤ 1/2; for fermions or hard-core bosons,
the case of 1/2 < ν ≤ 1 can be treated by performing the
particle-hole transformation. The range of each crystal
GS is determined by calculating the excitation energy to
a q-soliton state [53]. Through such calculations, it is
shown that the crystal state with ν = p/q appears for
the following interval of the chemical potential:
∆µ =
∞∑
n=1
nq (Vnq−1 + Vnq+1 − 2Vnq) . (25)
Notably, ∆µ depends only on the denominator q of the
filling fraction, and decreases monotonically as a function
of q. Thus, a state with smaller q appears in a wider
region of the parameter space as seen in Fig. 3.
We comment that the same type of crystal GSs are
known to appear in the thin-torus limit of FQH states
[42–45]. In the continuous limit, the thin-torus limit and
the long-range interaction in the y direction in fact give
independent routes to the same effective Hamiltonian
(22), as discussed in Appendix. The crystal states share
 0
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FIG. 3: (color online) GS phase diagram of the effective
Hamiltonian (22). This effective Hamiltonian consists only
of density-density interactions and gives an appropriate de-
scription of the original system in the limit of a large number
of internal states. We consider the regime ℓ/a < σ0 ≃ 1.957,
where the condition of convexity is satisfied and therefore a
complete devil’s staircase appears. The number associated
with each region indicates the filling factor ν = N/Nφ, and
we focus on the case of 0 ≤ ν ≤ 1/2.
a number of common features with the FQH states as fol-
lows. The 3-fold degenerate crystal states 3 at ν = 1/3
in the thin-torus limit are known to be adiabatically con-
nected to the topologically degenerate FQH states in the
2D case [43, 54]. The crystal states support elementary
excitations carrying a fractional charge [44]; however,
since such excitations appear as domain walls and have
a 1D character, they do not exhibit fractional statistics.
The crystal states also support fractional charge pump-
ing [31, 55, 56], which is closely related to fractionally
quantized conductance. To see it, we consider insert-
ing a flux Φ (in units of ~/Q with Q being the fictitious
charge of a particle) through the hole enclosed by a loop
in the −y direction. An adiabatic increase of the flux
from Φ = 0 to 2π constitutes a cycle of the Hamiltonian.
Since the inserted flux Φmodifies the boundary condition
to Ψˆ(x,Ny + 1) = e
iΦΨˆ(x, 1), it leads to a translation of
the Wannier orbitals by (Φ/2π)a in the x direction. Af-
ter the insertion of Φ = 2πq, the crystal state of period q
at ν = p/q moves by q lattice spacings in the x direction
and recovers the original occupancy pattern, indicating
pumping of p/q charge quantum per cycle. Different frac-
tional pumping in which a charge moves in the synthetic
dimension has been discussed in Ref. [29].
For ℓ/a > σ0, the condition of convexity is not fulfilled
for r . ℓ/a, and the most homogeneous crystal states
given by Refs. [49, 53] may no longer be stable. For
ν = 1/2, for example, the crystal state 2 can compete
with another crystal state 13 (such a competition has
also been discussed in a frustrated Ising model [57, 58]
and in the thin-torus limit of a Pfaffian quantum Hall
6 0
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FIG. 4: (color online) Competition of crystal states at (a)
ν = 1/2 and (b) ν = 1/3. For ν = 1/q, we plot the energy
of the crystal state (q − d)(q + d) (with d = 1, . . . , q − 1) per
particle relative to that of the state q, as given by Eq. (26).
state [59]). The energy of the crystal state (q − d)(q + d)
(with d = 1, . . . , q− 1) per particle relative to that of the
state q is given by
∆E
N
=
1
2
∞∑
k=1
(
V(2k−1)q−d + V(2k−1)q+d − 2V(2k−1)q
)
.
(26)
We plot this energy for q = 2 and 3 in Fig. 4. Different
crystal states become asymptotically degenerate with in-
creasing ℓ/a. Thus, for ℓ/a & 2, the crystal GS q is easily
replaced by other states by the effect of small perturba-
tions such as (correlated) hopping processes present for
finite Ny.
B. Stability against particle hopping
We have so far considered the limit Ny → ∞, and
neglected the effect of particle hopping in the effective
model. For finite Ny, however, hopping by a distance
Ny is present as in Eq. (18), and can destabilize crystal
GSs. Based on the energy scales of different terms in the
effective Hamiltonian, we can predict which crystal GSs
are likely to survive for finite Ny.
For Ny = 2 and 3, we find from Eqs. (19) and (23)
V0 ≫ V1 ≫ J ≫ V2. (27)
Thus, the crystal GSs at ν = 1/2 and 1, which are sta-
bilized by on-site (V0) and nearest-neighbor (V1) interac-
tions, survive. However, other crystal GSs are likely to
be destroyed by the hopping process.
More generally, for given Ny, we have
V0 ≫ V1 ≫ · · · ≫ Vr0 ≫ J ≫ Vr0+1, r0 ≡
[
2
π
Ny
]
,
(28)
where [·] is the Gauss symbol. We find, for example,
that the crystal GS at ν = 1/3, which is stabilized by
a combination of V0, V1, and V2, survives against the
hopping process for Ny ≥ 4. It is essential to increase Ny
to stabilize crystal GSs with larger denominators of the
filling fraction.
Finally, we discuss connections of our results with
Refs. [28, 29]. In these works, an additional optical lattice
potential was introduced in 1D real space. It is expected,
however, that our picture can qualitatively be applied if
the magnetic flux φ/(2π) (in units of flux quantum) pierc-
ing through each plaquette of the synthetic square lattice
is sufficiently small. For ν = 1/3 and φ/(2π) = 1/4, Zeng
et al. [29] found the emergence of density wave orders for
Ny ≥ 4, which is consistent with our result. For Ny = 3
and φ/(2π) = 1/3, Barbarino et al. [28] obtained den-
sity wave orders at ν = 1/2, 1/3, and 2/3; here, either
an infinite on-site interaction or a large nearest-neighbor
interaction was introduced to stabilize these orders. The
emergence of density wave orders at ν = 1/3 and 2/3
against our analysis in Eq. (27) can be interpreted as a
consequence of an effective enhancement of V2 due to the
increased strength or range of the interaction.
IV. CONCLUSIONS
In this paper, we have studied interacting bosonic or
fermionic atoms in a high synthetic magnetic field in two
dimensions spanned by continuous real space and a syn-
thetic dimension. In sharp contrast with FQH systems,
the interaction in such systems is highly anisotropic:
while it is short-range in real space, it is long-range in the
synthetic dimension composed of hyperfine spin states.
Introducing an analog of the LLL approximation valid
for large transition amplitudes between internal states,
we have derived an effective 1D lattice model, in which
particle hopping is significantly suppressed and density-
density interactions play a dominant role. In the limit
of a large number of internal states, we have shown the
emergence of a complete devil’s staircase—a crystal GS
appears for every rational filling. In the original system,
this can be understood as a consequence of the localiza-
tion (delocalization) of particles in the x (y) direction
due to the highly anisotropic repulsive interaction in the
flat LLL. We have also discussed the stability of crystal
GSs for a small number of internal states.
The emergence of devil’s staircases has been discussed
in dipolar gases [53, 60, 61] and trapped ions [62], and
experimentally observed in some solid-state systems [63–
65]. The emergence of crystal GSs has also been discussed
in the thin-torus limit of FQH systems, and considered
as a clue for understanding basic features of FQH states
7such as topological degeneracy and fractional excitations
[42–45]. The present work, together with related stud-
ies [28, 29], demonstrates that synthetic gauge fields and
highly anisotropic interactions in synthetic dimensions
give access to this intriguing phenomenon.
The authors thank Masahito Ueda for useful discus-
sions. S. F. acknowledges stimulating discussions with
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Appendix A: Continuum limit
Throughout the paper, we have considered the situa-
tion when the y coordinate is discrete as in Fig. 1. For
comparison, we here consider the situation when both
the x and y coordinates are continuous as in a quantum
Hall problem. Through this comparison, it becomes clear
that the expansion (11) is closely analogous to the LLL
approximation of a FQH problem on a torus geometry
[40, 41]. Furthermore, the effective Hamiltonian consist-
ing only of density-density interactions as in Eq. (22) can
be obtained by taking the thin-torus limit [42–45] or by
considering an artificial interaction which is long-range in
the y direction. The interaction in the latter case can be
viewed as a continuum version of the spin-independent
interaction (4).
We consider particles of charge Q on a 2D torus of size
Lx×Ly subject to a uniform magnetic field B in the z di-
rection (we assume QB > 0). Introducing the dynamical
momentum pi = p −QA = −i~∇− QA and taking the
Landau gauge A = (0, Bx, 0), the single-particle Hamil-
tonian is given by
K = π
2
x + π
2
y
2M
=
~ωc
2
[
(−iℓ∂x)2 + (−iℓ∂y − x/ℓ)2
]
,
(A1)
where ℓ =
√
~/(QB) is the magnetic length and ωc =
QB/M is the cyclotron frequency. We require the
number of flux quanta piercing the system, Nφ =
LxLy/(2πℓ
2), to be an integer.
We consider the translational symmetry of the Hamil-
tonian (A1). Introducing the pseudomomentum K =
p−QA+QB× r, we define the translation operators in
the x and y directions as
tx(sx) = e
iKxsx/~ = eisx(−i∂x−y/ℓ
2),
ty(sy) = e
iKysy/~ = eisy(−i∂y).
(A2)
Since K commutes with pi, it also commutes with the
Hamiltonian. However, tx(sx) and ty(sy) do not in gen-
eral commute with each other:
tx(sx)ty(sy) = e
−sxsy [Kx,Ky ]/~
2
ty(sy)tx(sx)
= e−isxsy/ℓ
2
ty(sy)tx(sx).
(A3)
By setting, e.g., sx = Lx and sy = Ly/Nφ, the two
translation operators become commutative. We can
thus choose the single-particle basis where tx(Lx) and
ty(Ly/Nφ) are simultaneously diagonalized. The peri-
odic boundary conditions in the x and y directions indi-
cate that the eigenvalue of tx(Lx) must be unity while
the eigenvalues of ty(Ly/Nφ) are restricted to the Nφ-th
roots of unity.
In this basis, the LLL wave functions are given by [40]
ψm(r) =
∑
n∈Z
1√
Ly
eikm+nNφyφ(x − km+nNφℓ2), (A4)
where m = 0, 1, . . . , Nφ − 1, km = 2πm/Ly, and
φ(x) =
1
π1/4ℓ1/2
e−x
2/(2ℓ2). (A5)
The wave function ψm(x, y) is localized around x =
kmℓ
2 = mLx/Nφ with a width ℓ in the x direction, and
delocalized in the y direction. Thus, these wave functions
are analogous to the Wanneir orbitals shown in Fig. 1(b).
They also satisfy the relations
tx(Lx/Nφ)ψm(r) = ψm+1(r),
ty(Ly/Nφ)ψm(r) = e
2πim/Nφψm(r).
(A6)
The many-body Hamiltonian of particles interacting
via a potential V (r−r′) is given in the second quantized
form by Hˆ = Hˆkin + Hˆint, where
Hˆkin =
∫
d2rΨˆ†(r)KΨˆ(r), (A7)
Hˆint =
1
2
∫
d2rd2r′Ψˆ†(r)Ψˆ†(r′)V (r − r′)Ψˆ(r′)Ψˆ(r),
(A8)
and Ψˆ(r) is a bosonic or fermionic field operator. In the
LLL approximation, the field operator Ψˆ(r) is expanded
as
Ψˆ(r) =
Nφ−1∑
m=0
aˆmψm(r), (A9)
where aˆm is the annihilation operator for the m-th or-
bital and satisfies the commutation relations (12). The
expansion (11) for the discrete y coordinate is quite anal-
ogous to Eq. (A9). Substituting Eq. (A9) into Eqs. (A7)
and (A8), we obtain
Hˆkin =
1
2
~ωc
Nφ−1∑
m=0
a†mam =
1
2
~ωcNˆ , (A10)
Hˆint =
1
2
∑
m1,m2,m3,m4
Vm1m2m3m4a
†
m1a
†
m2am3am4 ,
(A11)
8where
Vm1m2m3m4
=
∫
d2rd2r′ψ∗m1(r)ψ
∗
m2(r
′)V (r − r′)ψm3(r′)ψm4(r).
(A12)
Since Hˆkin can be absorbed into the chemical potential,
we focus on Hˆint hereafter.
On a torus, the interaction potential V (r− r′) in gen-
eral has the periodicities of the torus. We expand it in a
Fourier series as
V (r − r′) = 1
LxLy
∑
q
V˜ (q)eiq·(r−r
′), (A13)
where q = ( 2πLxnx,
2π
Ly
ny) (nx, ny ∈ Z) and
V˜ (q) =
∫ Lx
0
∫ Ly
0
d2re−iq·rV (r). (A14)
We calculate Vm1m2m3m4 by substituting Eqs. (A4)
and (A13) into Eq. (A12). This calculation involves the
integration over r and r′ in Eq. (A12), the sum over nx
and ny in Eq. (A13), and the sum over nj (j = 1, 2, 3, 4)
associated with ψmj in Eq. (A4). The integration over y
and y′ lead respectively to the conditions
ny −m1 +m4 − n14Ns = 0, (A15a)
−ny −m2 +m3 − n23Ns = 0 (A15b)
with nij = ni − nj . The integration over x and the sum
over n1 and n4 are calculated as
∑
n1,n4
∫ Lx
0
dx φ(x − km1+n1Nφℓ2)φ(x− km4+n4Nφℓ2)eiqxx
=
∑
n14
∫ ∞
−∞
dx φ(x− km1+n14Nφℓ2)φ(x − km4ℓ2)eiqxx
=
∑
n14
exp
[
− 1
4
q2ℓ2 +
i
2
qxkm1+m4+n14Nφℓ
2
]
,
(A16a)
where Eq. (A15a) is used. Similarly, we have
∑
n2,n3
∫ Lx
0
dx′φ(x′ − km2+n2Nφℓ2)φ(x′ − km3+n3Nφℓ2)e−iqxx
′
=
∑
n23
exp
[
− 1
4
q2ℓ2 − i
2
qxkm2+m3+n23Nφℓ
2
]
,
(A16b)
where Eq. (A15b) is used. Combining these equations
and rewriting the conditions (A15) as
ny = m14 + n14Ns, (A17a)
m1 +m2 = m3 +m4 − (n14 + n23)Nφ, (A17b)
we obtain [40]
Vm1m2m3m4
=
δ
(Nφ)
m1+m2,m3+m4
LxLy
∑
nx,ny
δ
(Nφ)
m14,ny V˜ (q)
× exp
[
− 1
2
q2ℓ2 + iqxkm13ℓ
2
]
,
(A18)
where mij = mi −mj and δ(Nφ)mm′ is the Kronecker delta
of period Nφ as defined in Eq. (17).
Equation (A18) is nonzero only when m1 + m2 ≡
m3 + m4 (mod Nφ), which reflects the conservation of
momentum in the y direction. Because of this condition,
the interaction Hamiltonian (A11) can be rewritten as
Hˆint =
∑
j
∑
|n|≤m≤Ns/2
Vmna
†
j+na
†
j+maj+m+naj, (A19)
where
Vmn =
zmn
2
(Vj+n,j+m,j+m+n,j + ǫXVj+n,j+m,j,j+m+n
+ ǫXVj+m,j+n,j+m+n,j + Vj+m,j+n,j,j+m+n),
(A20)
zmn =2
−δm,|n|(1+δm,0)2
−δm,Nφ/2(1+δ|n|,Nφ/2), (A21)
and we set ǫX = +1 and −1 in the bosonic (X = B)
and fermionic (X = F ) cases, respectively. The factor
2
−δm,Nφ/2(1+δ|n|,Nφ/2) in Eq. (A21) can be ignored in the
limit Nφ →∞, and is dropped hereafter.
We now take the limit Lx/ℓ → ∞ while keeping Ly/ℓ
fixed. Then, Nφ also goes to infinity, and in Eq. (A18),
we can set ny = m14 and replace the sum over nx by an
integral over qx, obtaining
Vj+n,j+m,j+m+n,j
=
1
Ly
e−
1
2
(k2m+k
2
n)ℓ
2
∫ ∞
−∞
dqx
2π
V˜ (qx, kn)e
− 1
2
(qx+ikm)
2ℓ2
≈ V˜ (−ikm, kn)√
2πLyℓ
e−
1
2
(k2m+k
2
n)ℓ
2
,
(A22)
where we assume that V˜ (q) is a sufficiently smooth func-
tion of qx. We thus have
Vmn ≈ zmn
2
√
2πLyℓ
e−
1
2
(k2m+k
2
n)ℓ
2
× [V˜ (−ikm, kn) + ǫX V˜ (ikn,−km)
+ ǫX V˜ (−ikn, km) + V˜ (ikm,−kn)].
(A23)
In the thin-torus limit Ly/ℓ → 0, terms with small
m2+n2 dominate the interaction Hamiltonian (A19) [42–
45] as seen in Eq. (A23). Focusing on the terms with
n = 0, we obtain
Hˆint =
∑
j
∑
m≥0
Vm0 : nˆj nˆj+m :, (A24)
9which is analogous to Eq. (22). In particular, for a con-
tact interaction V (r − r′) = g(2D)δ(r − r′) in 2D space
for bosons, the coefficient Vm0 is given by
Vm0 =
2g(2D)
4δm0
√
2πLyℓ
e−
1
2
k2mℓ
2
. (A25)
Alternatively, a similar Hamiltonian can also be ob-
tained by considering an artificial interaction V (r−r′) =
gδ(x− x′), which is short- and long-range in the x and y
directions, respectively. This interaction can be viewed
as a continuum version of the spin-independent interac-
tion (4). By substituting its Fourier transform V˜ (q) =
gLyδny,0 into Eq. (A18) and take the limit Lx/ℓ→∞ as
in Eq. (A22), we obtain
Vm1m2m3m4 = δm1m4δm2m3
g√
2πℓ
e−
1
2
k2m13 ℓ
2
. (A26)
The interaction Hamiltonian then has the same form as
Eq. (A24), where the coefficients Vm0 are replaced by
Vm0 =
g
2δm,0
√
2πℓ
e−
1
2
k2mℓ
2
. (A27)
In this case, notably, we do not need to take the thin-
torus limit Ly/ℓ→ 0 to arrive at the simple Hamiltonian
(A24) that consists only of density-density interactions.
Thus, the thin-torus limit Ly/ℓ → 0 and the long-range
interaction in the y direction provide independent routes
to the Hamiltonian (A24). If we introduce a ≡ Lx/Nφ =
2πℓ2/Ly (the spacing between neighboring LLL orbitals
in the x direction), we have kmℓ = am/ℓ and thus find the
direct correspondence between Eq. (23) and Eq. (A27).
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