Learning from demonstration (LfD) is the process of building behavioral models of a task from demonstrations provided by an expert. These models can be used e.g. for system control by generalizing the expert demonstrations to previously unencountered situations. Most LfD methods, however, make strong assumptions about the expert behavior, e.g. they assume the existence of a deterministic optimal ground truth policy or require direct monitoring of the expert's controls, which limits their practical use as part of a general system identification framework. In this work, we consider the LfD problem in a more general setting where we allow for arbitrary stochastic expert policies, without reasoning about the quality of the demonstrations. In particular, we focus on the problem of policy recognition, which is to extract a system's latent control policy from observed system behavior. Following a Bayesian methodology allows us to consider various sources of uncertainty about the expert behavior, including the latent expert controls, to model the full posterior distribution of expert controllers. Further, we show that the same methodology can be applied in a nonparametric context to reason about the complexity of the state representation used by the expert and to learn task-appropriate partitionings of the system state space.
INTRODUCTION
L EARNING FROM DEMONSTRATION (LfD) has become a viable alternative to classical reinforcement learning as a new data-driven learning paradigm for building behavioral models based on demonstration data. By exploiting the domain knowledge provided by an expert demonstrator, LfD-built models can focus on the relevant parts of a system's state space [1] and hence avoid the need of tedious exploration steps performed by reinforcement learners, which often require an impractically high number of interactions with the system environment [2] , and always come with the risk of letting the system run into undesired or unsafe states [3] . In addition to that, the learned models have been shown to outperform the expert in several experiments by generalizing from the demonstration data [4] , [5] , [6] .
However, most existing LfD methods come with strong requirements that limit their practical use in real-world scenarios. In particular, they often require direct monitoring of the expert's controls (e.g. [5] , [7] , [8] ) which is possible only under laboratory-like conditions, or they need to interact with the target system via a simulator, if not by controlling the system directly (see e.g. [9] ). Moreover, many methods are restricted to problems with discrete state or action spaces (such as [10] ), or they compute only point estimates of the relevant system parameters without providing any information about their level of confidence. Last but not least, the expert is typically assumed to follow an optimal deterministic policy (see e.g. [11] ) or to at least approximate one, based on some presupposed degree of confidence in the optimal behavior (as in [12] ). While such an assumption may be • All authors are with the Department of Electrical Engineering and Information Technology, Technische Universität Darmstadt, Germany reasonable in some situations (e.g. for problems in robotics involving a human demonstrator [1] ), it is not appropriate in many others, such as in partially observable environments, where an optimal deterministic policy might not even exist.
In fact, Singh et al. [13] showed that, in a general partially observable Markov decision process (POMDP), the best deterministic policy can be arbitrarily worse than the best stochastic one, an argument which also holds in general for multi-agent systems [14] . However, there are even more situations, in which the assumption of a deterministic expert policy is violated. Considering the LfD problem from a more general system identification perspective, our goal could be, for instance, to detect the misbehavior of a dysfunctional agent who has only partial control over its actions and therefore behaves systematically suboptimally. Finally, there are situations, in which we might not even want to reason about the optimality of the demonstrations as, for instance, in the case where we wish to study the exploration strategy of an agent who models its environment (or the reactions of other agents [15] ) by randomly triggering different events. In all these cases, existing LfD methods can at best approximate the behavior of the expert as they presuppose the existence of some underlying deterministic ground truth policy.
In this work, we present a novel approach to the LfD problem, in order to address some of the above-mentioned shortcomings of previous methods. Central to our work is the problem of policy recognition, that is, to extract an arbitrary system's policy from observations of its behavior. Herein, our goal is to make as few assumptions about the expert behavior policy as possible and, thus, we consider the whole class of stochastic expert policies, without ever reasoning about the optimality of the demonstrations. All in all, our objective in this paper is twofold: we not only attempt to answer the question how the expert solves a given arXiv:1605.01278v2 [stat.ML] 30 May 2016 task but also to infer which information is used by the expert to solve it. This knowledge is captured in the form of a joint posterior distribution over possible expert state representations and corresponding state controllers. By learning the underlying state representation of the expert, our approach is essentially comparable to partially observable models in that we infer the latent observation space of the expert, together with a corresponding functional mapping from the system state space. As the complexity of the observation space is unknown a priori, we finally present a Bayesian nonparametric approach to explore the underlying structure of the space based on the available demonstration data.
Problem statement
Given a set of expert demonstrations in the form of a system trajectory s = (s 1 , s 2 , . . . , s T ) ∈ S T of length T , where S denotes the system state space, our goal is to determine the latent control policy used by the expert to generate the state sequence. 1 For this problem, we follow the general Markov decision process (MDP) formalism [16] as the underlying framework describing the dynamical properties of our system. In particular, we consider a reduced MDP (S, A, T , π) which consists of the discrete or continuous state space S, a discrete set of actions A containing |A| elements, a transition model T : S × S × A → R where T (s | s, a) denotes the probability of reaching s after taking action a in state s, and a policy π modeling the expert's choice of actions. 2 In the sequel, we assume that the policy is parametrized by some parameter ω ∈ Ω, called the global control parameter of the system, and we denote by π(a | s, ω) the probability that the expert performs action a in state s, i.e. π : S × A × Ω → [0, 1]. The set Ω is called the parameter space of the policy, which specifies the class of feasible action distributions. The specific form of Ω depends on the the particular model used and will be discussed later.
Using a parametric description for π is convenient as it shifts the policy recognition task from determining the possibly infinite set of local policies at all states in S (i.e. the set of all state-conditional action distributions) to inferring the posterior distribution p(ω | s),
where s 0 ∈ S is some arbitrary query point. Since the local policies are coupled through the global control parameter ω as indicated by the above integral equation, inferring ω not only means to determine the individual local policies but also their (spatial) dependencies. Learning the structure of ω from observation data thus also provides a way to learn a problem-specific state representation of the task performed by the expert. This relationship will be discussed in detail in the forthcoming sections.
For the remainder of this paper, we assume that the transition model T as well as the system state space S and the action set A are known. The assumption of knowing S follows naturally, as we already assumed we can observe 1. The generalization to multiple trajectories is straightforward as they are conditionally independent given the system parameters.
2. This reduced model is sometimes referred to as an MDP\R (see e.g. [9] , [17] , [18] ) to emphasize the nonexistence of a reward function. the expert acting in S. In the proposed Bayesian framework, the latter assumption can be easily relaxed by allowing for noisy or incomplete trajectory data. However, as this would not provide additional insights into the main principles of our method, we do not consider such an extension in this work.
The assumption of knowing the transition dynamics T is a simplifying one but prevents us from running into model identifiability problems: if we do not constrain our system transition model in some way, any observed state transition in S could be trivially explained by a corresponding local adaptation of the assumed model T and, thus, there would be little hope to extract the true expert policy from the observation data. Assuming a fixed transition model is the easiest way to resolve this model ambiguity. However, there are other alternatives, such as using a parametrized family of transition models, which we leave for future work. Nevertheless, it should be mentioned that our proposed inference algorithm naturally processes the observation data piecewise in the form of one-step state transitions {(s t , s t+1 )}, meaning that we can tolerate deviations from the true system dynamics as long as the model T is sufficiently accurate to extract some (local) information about the corresponding action a t , taken by the expert (see details in Section 2). This is in contrast to planning-based approaches, where small modeling errors in the dynamics can accumulate and yield consistently wrong policy results [8] , [19] .
The requirement of knowing the action set A is less stringent: if A is unknown a priori, we may simply assume a potentially rich class of actions, as long as the transition model T can provide the corresponding dynamics. Figuring out which of the hypothetical actions are actually performed by the expert and, more importantly, how they are used, shall be the task of our inference algorithm.
Related work
The idea of learning from demonstration has now been around for several decades. Most of the work on LfD has been presented by the robotics community (see [1] for a survey), but recent advances in the field have triggered developments in other research areas as well, such as in cognitive science [20] and human-machine interaction [21] . Depending on the particular setup, the problem is sometimes referred to as imitation learning [22] , apprenticeship learning [9] , inverse reinforcement learning [11] , inverse optimal control [23] , preference elicitation [20] , plan recognition [24] or behavioral cloning [5] . What makes our policy recognition framework fundamentally different from the above is the fact that we formulate the learning problem in a way which is not restricted to a certain class of ground truth policies (e.g. deterministic or softmax policies [12] ). Moreover, our inference machinery is entirely passive, which means that we require no active control of the target system or access to the actions performed by the expert. A more detailed comparison to existing frameworks is presented in Section 6.
Most of the above LfD models can be either categorized as intentional models (such as inverse reinforcement learning models), or sub-intentional models (e.g. behavioral cloning models). While the latter class only predicts an agent's behavior via a learned policy representation, intentional models also attempt to capture the agent's beliefs and intentions, e.g. in the form of a reward function. Consequently, intentional models are often considered to have better generalization abilities 3 but they typically require a certain amount of task-specific prior information in order to resolve the ambiguous relationship between intention and behavior (i.e. there are often many ways to solve a certain task [11] ). Also, though they are interesting from a psychological point of view [20] , intentional models target a much harder problem than what is actually required in many LfD scenarios. For instance, it is not always necessary to understand an agent's intention if we only wish to (locally) match its behavior. Sub-intentional models, on the other hand, often reduce the LfD problem to a simplistic supervised setting, typically ignoring the possibly stochastic nature of the expert behavior.
Answering the question whether or not an intentionbased modeling of the LfD problem is advantageous is out of the scope of this paper; however, we point to the detailed discussion in [25] . Rather, we focus on the policy recognition task and present a hybrid solution, containing both intentional and sub-intentional elements. More specifically, we do not model the experts goals but try to learn a taskspecific representation of the system state space to facilitate the policy prediction task.
Paper outline
The outline of the paper is as follows: in Section 2, we introduce our parametric policy recognition framework and derive inference algorithms for both discrete and continuous state spaces. In Section 3, we consider the policy recognition problem from a nonparametric viewpoint and provide some insights into the state representation learning problem. In Section 4, we discuss some special issues arising in continuous spaces. Simulation results are presented in Section 5 and a final discussion of related work can be found in Section 6.
PARAMETRIC POLICY RECOGNITION

Finite state spaces: the static model
First, let us assume that our system can be modeled on a finite state space S and let |S| denote its cardinality. For notational convenience, we represent states and actions by integer values. Starting with the most general case, we assume that the agent uses an individual control strategy for each state. Accordingly, we introduce a corresponding control parameter θ i for each i ∈ {1, . . . , |S|}, called the local control parameter at state i, by which the agent controls the actions being performed at i. More formally, we model the played action as a categorical random variable and let the j th element of θ i represent the probability of executing action j at state i. Consequently, θ i lies in the (|A| − 1)simplex, which we in the sequel denote by the symbol ∆ for brevity of notation, i.e. θ i ∈ ∆ ⊂ R |A| . Summarizing all local control parameters in a single matrix, Θ ∈ ∆ |S| =: Ω, we obtain the global control parameter of the system as introduced in Section 1.1, which fully specifies the agent 3 . The rationale is that an agent's intention is always specific to the task being performed and can hence serve as its compact description [11] . However, if the intention of the agent is misunderstood, then also the subsequent generalization step will trivially fail. behavior in terms of its vectors {θ i } |S| i=1 . Note that the global control parameter is here denoted by Θ instead of ω, for reasons that will become clear later. Each action a is then characterized by the policy induced by the respective local control of the underlying state, i.e. π(a | s = i, Θ) = CAT(a | θ i ).
For simplicity, we will write π(a | θ i ) since the state i is used only to select the appropriate local control parameter for the current state.
Given the finite action set A, it is convenient to place a (symmetric) Dirichlet prior on the local controls, i.e.
since the Dirichlet distribution is conjugate to the categorical distribution over actions. 4 Here, 1 |A| denotes a vector of all ones of length |A|. The prior is itself parametrized by a concentration parameter α which can be further described by a hyperprior p α (α), giving rise to a Bayesian hierarchical model. For simplicity, we assume the value of α to be known for the remainder of this paper, though an extension to a full Bayesian treatment is straightforward. The joint distribution of all model variables is then given as
.
where a = (a 1 , a 2 , . . . , a T −1 ) is the latent action sequence taken by the agent, and p 1 (·) denotes the initial state distribution of the system. The corresponding graphical model is depicted in Fig. 1 (ignoring the z variable). Throughout the rest of the paper, we refer to it as the static model. In the sequel, our goal is to approximate the posterior distribution p(Θ | s, α), which contains all information that is necessary to make predictions about the expert behavior.
Gibbs sampling
In a Bayesian approach, the expert's actions need to be marginalized out during the inference process as they correspond to unobserved variables. This can be done by first approximating the joint posterior distribution p(Θ, a | s, α) over both controls and actions, using a finite number of Q samples, and then marginalizing over a in a second step,
where Θ {q} , a {q} ∼ p(Θ, a | s, α), and δ x (·) denotes Dirac's delta function centered at x. The fact that we first approximate the joint posterior distribution and then drop the action samples allows for a simple inference procedure since the joint samples {Θ {q} , a {q} } Q q=1 can be easily generated using a Gibbs sampling scheme. More specifically, 4 . It should be pointed out that the framework also applies for deterministic expert policies by changing the prior distribution accordingly. they are obtained by sampling iteratively from the following two conditional distributions, which can be derived directly from the joint model (1),
Here, a −t and Θ −i refer to all actions/controls except a t and θ i , respectively. The latter of the two expressions reveals that, in order to sample θ i , we need to consider only those actions played at the corresponding state i. Furthermore, the first expression shows that, given Θ, all actions {a t } can be sampled independently from each other. Therefore, inference can be done in parallel for all θ i . This can also be seen from the fact that the posterior of the global control parameter factorizes over states, i.e.
From the conjugacy of p θ (θ i | α) and π(a t | θ i ), it follows that the posterior over θ i is again Dirichlet distributed with updated concentration parameter. In particular, denoting by φ i,j the number of times that action j is played at state i for a given assignment of actions a, i.e.
and by collecting these values in the form of vectors,
Collapsed Gibbs sampling
Choosing a Dirichlet distribution as prior model for the local control parameters is convenient as it allows us to arrive at analytic expressions for the conditional distributions that are required to run the Gibbs sampler. As an alternative, we can exploit the conjugacy property of p θ (θ i | α) and π(a t | θ i ) to marginalize out the control parameters during the sampling process, giving rise to a collapsed sampling scheme. Collapsed sampling is advantageous in two different respects: 1) it reduces the total number of variables to be sampled and therewith the number of computations required per Gibbs iteration 2) it increases the mixing speed of the underlying Markov chain that governs the sampling process, reducing the correlation of the obtained samples and therewith the variance of the resulting policy estimate. Formally, collapsing means that we no longer use a sample representation for p(Θ, a | s, α) as in Eq. (2), but instead approximate the marginal density p(a | s, α),
where a {q} ∼ p(a | s, α). In contrast to the previous approach, the target distribution is thus no longer represented by a sum of Dirac measures but described by a Dirichlet mixture (c.f. Eq. (5)). The required samples {a {q} } Q q=1 can be obtained by running a collapsed Gibbs sampler with
It turns out that the above distribution allows for a simple sampling mechanism since the integral part, when viewed as a function of action a t only, can be identified as the conditional of a Dirichlet-multinomial distribution. This distribution is then re-weighted by the likelihood T (s t+1 | s t , a t ) of the observed transition. The final (unnormalized) weights of the resulting categorical distribution are hence given as
where ϕ t,j counts the number of occurrences of action j among all actions in a −t played at the same state as a t (that is, s t ). Explicitly,
Note that these values can also be expressed in terms of the sufficient statistics introduced in the last section, i.e.
As before, actions being played at different states can be sampled independently from each other (see Eq. (7)) because they are governed by different local control parameters. Consequently, inference about Θ again decouples for all states. Finally, it should be pointed out that we can also arrive at a mixture representation for the ordinary Gibbs sampler described in Section 2.1.1 by dropping the sampled controls {Θ {q} } instead of {a {q} }, which can be beneficial in cases where we require a smooth description of the posterior. This is possible since the limiting marginal distribution of each action sample a {q} is p(a | s, α), and hence Eq. (6) applies.
Towards infinite spaces: a clustering approach
While the methodology introduced so far provides a means to solve the policy recognition problem in finite state spaces, the presented approaches quickly become infeasible for large spaces as, in the continuous limit, the number of parameters to be learned (i.e. the size of Θ) will grow unbounded with the size of the space. In that sense, the presented methodology is prone to overfitting for larger problems as we will never have enough data to cover the whole system state space. Furthermore, as the model makes no assumptions about the structure of Θ but treats all local policies separately (c.f. Eq. (5)), we are not able to generalize to regions of the state space that are not directly visited by the expert. Yet, we would certainly like to predict the expert behavior also at states for which there is no trajectory data available and, moreover, we should be able to expect a well-designed model to produce increasingly accurate predictions at regions closer to the observed trajectories (with the precise definition of "closeness" being left open for the moment).
A simple way to counteract the overfitting problem in general, is to restrict the complexity of a model by limiting the number of free parameters. In our case, we can avoid the parameter space to grow unbounded by considering a finite number of local policies to be shared among the states. In the sequel, we thus assume that the agent chooses among K local controllers with corresponding parameters {θ k } K k=1 . Accordingly, we introduce a set of indicator or cluster assignment variables,
, one for each state of the state space, which map the states to their corresponding local control parameters (see Fig. 1 ). Obviously, such an assignment implies a partitioning of the state space (see Fig. 2 ), resulting in the following K clusters,
Although we motivated the clustering of states by the overfitting problem, partitioning the system space seems not only convenient from an inference point of view. In fact, mapping the problem down to a lower-dimensional space is also reasonable for practical reasons as we are typically interested in understanding an agent's behavior on a certain finite scale, that is, with a spatially finite precision. This can be explained by the following reasons:
• In practice, the observed trajectory data will always be noisy since we can take our measurements only up to a certain finite precision. Therefore, even though we do not explicitly model the observation noise in our framework, clustering the data appears reasonable in order to robustify the model against small perturbations in the observations. • Considering the system from a control perspective, the complexity of subsequent planning steps can be potentially reduced if the system dynamics can be approximately described on a lower-dimensional manifold of the state space, meaning that the system behavior can be well represented by a smaller set of informative states (c.f. finite state controllers [26] ). The LfD problem can then be reduced to learning a near-optimal controller based on a small set of local policies that together provide a good approximation of the global agent behavior. What remains, is the question how we can find such a representation. The clustering approach described above offers one possible solution to this problem.
• Finally, in any real setup, it is most reasonable to assume that the expert itself can only execute a finite-precision policy due to its own limited sensing abilities of the space. Consequently, the demonstrated behavior is going to be optimal only up to a certain finite precision, as the agent is generally not able to discriminate between arbitrary small differences of states. An interesting question in this context is whether we can infer the underlying state representation of the agent by observing his reactions to the environment in the form of the resulting state trajectory. We will discuss this issue in detail in Section 3.
By introducing the cluster assignment variables {z
where z = (z 1 , z 2 , . . . , z |S| ) denotes the collection of all indicator variables and p z (z) is the corresponding prior distribution to be further discussed in Section 2.2.3. Note that the static model can be recovered as a special case of the above when each state describes its own cluster, i.e. by setting K = |S| and fixing z i = i (hence the name static).
In contrast to the static model, we now require both the indicator z i and the corresponding local control parameter θ zi in order to characterize the agent's behavior at a given state i. Accordingly, the global control parameter of the model is ω = (Θ, z) with corresponding parameter space Ω ⊂ ∆ K × {1, . . . , K} |S| , and our target distribution becomes p(Θ, z | s, α). In what follows, we derive both the Gibbs and the collapsed Gibbs sampler as mechanisms for approximate inference in this setting.
Gibbs sampling
Unsurprisingly, the expressions for the conditionals over actions and controls take a similar form to those of the static model, with the only difference that we no longer group the actions by their states but according to their generating local policies or, equivalently, the clusters {C k }. In particular,
The latter expression again takes the form of a Dirichlet distribution with updated concentration parameter, i.e.
where ξ k := [ξ k,1 , . . . , ξ k,|A| ], and ξ k,j denotes the number of times that action j is played at states belonging to cluster C k in the given assignment of a. Explicitly,
which is nothing but the sum of the φ i,j 's of the corresponding states, i.e.
In addition to the action and control variables, we now also need to sample the indicators {z i } |S| i=1 , whose conditional distributions can be expressed in terms of the prior model and the likelihood of the triggered actions, i.e.
Collapsed Gibbs sampling
As before, we derive the corresponding collapsed sampler by marginalizing out the control parameters, i.e.
Here, we first grouped the actions by their associated states and then grouped the states themselves by the clusters {C k }. Again, this distribution admits an easy sampling mechanism as it takes the form of a product of Dirichletmultinomials, re-weighted by the conditional prior distribution over indicators. In particular, we observe that all actions played at some state i appear in exactly one of the K integrals of the last equation. In other words, by changing the value of z i , i.e. by assigning state i to another cluster, only two of the involved integrals will change: the one belonging to the previously assigned cluster and the one of the new cluster. Inference about the value of z i can therefore be carried out using the following two sets of sufficient statistics:
• φ i,j : the number of actions j played at state i, • ψ i,j,k : the number of actions j played at states assigned to cluster C k , excluding state i.
The φ i,j 's are the same as in Eq. (4) and their definition is repeated here just as a reminder. For the ψ i,j,k 's, on the other hand, we find the following explicit expression,
which can be also written in terms of the statistics used for the ordinary Gibbs sampler, i.e.
By collecting these quantities in a vector, i.e. ψ i,k := [ψ i,1,k , . . . , ψ i,|A|,k ], we end up with the following simplified expression,
Further, we obtain the following result for the conditional distribution of action a t ,
By introducing the sufficient statistics {ϑ t,j } which count the number of occurrences of action j among all states that are currently assigned to the same cluster as s t (i.e. the cluster C zs t ), excluding a t itself,
we finally arrive at the following expression,
As for the static model, we can establish a relationship between the statistics used for the ordinary and the collapsed sampler, i.e. ϑ t,j = ξ zs t ,j − 1(a t = j).
Prior models
In order to complete the model, we still need to specify a prior distribution over indicator variables p z (z). In the sequel, we present three simple candidate models:
Non-informative prior:
The simplest of all prior models is the non-informative prior over partitionings, reflecting the assumption that, a priori, all cluster assignments are equally likely and the indicators {z i } are mutually independent. In this case, p z (z) is constant and hence the term p(z i | z −i ) in Eq. (9) and Eq. (10) disappears so that the posterior distribution of the indicators is directly proportional to the likelihood of the inferred action sequence.
Mixing prior:
Another simple yet expressive prior can be realized by the (finite) Dirichlet mixture model. Instead of assuming that the indicator variables are independent, the model uses a set of mixing coefficients q = [q 1 , . . . , q K ], where q k represents the prior probability that an indicator variable takes on value k. The mixing coefficients are themselves modeled by a Dirichlet distribution, so that we finally have
with γ being another concentration parameter that controls the variability of the mixing coefficients. Note that the indicator variables are still conditionally independent given the mixing coefficients in this model. More specifically, for a fixed q, the conditional distribution of a single indicator in Eq. (9) and Eq. (10) takes the following simple form, i.e.
If, on the other hand, the value of q is unknown, we have two options how to include the prior into our framework. One is to sample q additionally to the remaining variables. For this, we draw elements from the following conditional distribution during the Gibbs sampling procedure,
where ζ := [ζ 1 , . . . , ζ K ], and ζ k denotes the number of variables z i that map to cluster C k , i.e.
Alternatively, we can again make use of the conjugacy property to marginalize out the mixing proportions q during the inference process, just as we did for the control parameters in previous sections. The result is (additional) collapsing in q, depending on whether the sampler in Section 2.2.1 or Section 2.2.2 is used. In both cases, we simply replace the factor p(z i = k | z −i ) appearing in the conditional of z i by
where ζ
A detailed derivation is omitted here but follows the same style as for the collapsing in Section 2.1.2.
Spatial prior:
While both previous models assume (conditional) independence of the indicator variables and hence make no assumptions about their dependency structure, we can also use the Apart from the reasons listed in Section 2.2, there is an additional motivation, more intrinsically related to the dynamics of the system, why such a clustering can be useful:
given that the transition model of our system admits locally smooth dynamics (which is typically the case for real-world systems), the resulting optimal system policy often turns out to be spatially smooth, too [27] . More specifically, under an optimal system policy, two nearby states are highly likely to experience similar controls, which is why it is reasonable to a priori assume that both share the same local control parameter. For the policy prediction task, it certainly makes sense to regularize our learning problem by encoding this particular structure of the solution space into our model.
We can express the prior probability of a certain clustering via the state similarity values, i.e. d i,j := χ(s i , s j ), i, j ∈ {1, . . . , |S|}, for example, using a Potts model [28] , i.e.
Here, δ stands for Kronecker's delta and β ∈ [0, ∞) is called the inverse temperature of the model which controls the strength of the prior. Note that the Potts model is a special case of a Markov random field model [29] with clique factorization defined using pairwise potentials. From the prior model above we can easily derive the conditional distribution of a single indicator variable z i , i.e.
This completes our inference framework for finite spaces. 5 . Note that the scaling factor 1 2 has vanished here due to the symmetry property of the metric χ.
Infinite state spaces
A major advantage of the clustering approach presented in the last section is that, due to the finite number of local policies to be learned from the limited amount of observation data, we can now apply the same methodology to infinite state spaces. This extension had been practically impossible for the static model due to the overfitting problem explained in Section 2.2. Nevertheless, there remains a fundamental conceptual problem: a straightforward extension of the model to infinite state spaces would imply that the distribution over possible state partitionings becomes an infinitedimensional object (i.e. a distribution over functional mappings from states to local controls), requiring an uncountably infinite number of indicator variables. Certainly, such an object is non-trivial to handle computationally.
However, while the number of latent cluster assignments grows unbounded with the size of the state space, the amount of observed trajectory data always remains finite. A possible solution to the problem is therefore to reformulate the prediction task on a reduced state space S = {s 1 , s 2 , . . . , s T } containing only states along the observed trajectories, which always induces a model of finite size (see Fig. 3 ). More specifically, we consider only a finite set of indicator variables {z t } T t=1 , one for each expert state s ∈ S. Assuming that no state is visited twice, we may further use the same index set for both variable types. 6 In order to limit the complexity of the dependency structure of the indicator variables for larger data sets, we generally let the value of indicator z t depend only on a subset of the remaining variables z −t as defined by some neighborhood rule N . The resulting joint distribution is then given as
which now implicitly depends on the state sequence s through the pairwise distances {d t,t }, where d t,t := χ(s t , s t ).
The use of a finite number of indicator variables along the expert trajectories obviously circumvents the abovementioned problem of representational complexity. Nevertheless, there are some caveats associated with this approach. First of all, using a reduced state space model raises the question of marginal invariance: if we added a new trajectory point to the data set, would this change our belief about the previously visited states? In particular, how is this different from modeling that new point together with the initial ones in the first place? And further, what does such a model imply, in general, for unvisited states? Can we still make predictions about their local policies? These questions are in fact important if we plan to use our model to generalize the expert demonstrations to new situations, and hence they will be addressed in detail in Section 4.
Another (but related) issue is that we lose the simple generative interpretation of the model that could be used 6 . Note that we make this assumption for notational convenience only and that it is not required from a mathematical point of view. Nonetheless, the assumption is reasonable as, in the infinite case, the event of reaching the exact same state twice has zero probability for most dynamic models. In the general case, however, the indicator variables require their own index set, ensuring that each state is associated with exactly one cluster, even when visited multiple times. to explain the data generation beforehand. In the case of finite state spaces, we could think of a trajectory as being constructed by the following, step-wise mechanism: first, the prior p z (z) is used to generate a set of indicator variables for all states. Independently, we pick some value for α from p α (α) and sample K local control parameters from p θ (θ k | α). To finally generate a trajectory, we start with an initial state s 1 , generated by p 1 (s 1 ), pick a random action a 1 from π(a 1 | s 1 , θ zs 1 ) and transition to a new state s 2 according to T (s 2 | s 1 , a 1 ), where we pick another action a 2 , and so on. Such a directed way of thinking is possible since the finite model naturally obeys a causal structure where later states depend on earlier ones and the decisions made there. Furthermore, the cluster assignments and the local controls could be generated in advance and isolated from each other because they were marginally independent according to the model.
For the reduced state space model, however, this interpretation no longer applies as the model has no natural directionality. In fact, its variables depend on each other in a cyclic fashion: altering the value of a particular indicator variable (say, the one corresponding to the last trajectory point) will have an effect on the values of all remaining indicators due to their spatial relationship encoded by the "prior distribution" p z (z | s). Changing the values of the other indicators, however, will influence the actions being played at the respective states which, in turn, alters the probability of ending up with the observed trajectory in the first place and, hence, the position and value of the indicator variable we started with. A simple generative description of the model as in the finite case is therefore not possible.
Nevertheless, the individual building blocks of the model (that is, the policy, the transition model, etc.) together form a valid joint distribution which can be used for parameter inference. The structure of this reduced model is depicted by the factor graph in Fig. 4 which highlights the circular dependence of the variables. Since we are not interested in predicting future state variables, it is sufficient to define our model in the form of a conditional distribution,
where we condition on the observed state sequence s and denote by Z the corresponding normalizing constant. The good news is that there is no need to re-derive the corresponding sampling mechanisms as the conditional distributions of the remaining variables indeed remain unchanged.
Recasting the inference problem as a finite-state problem on S thus effectively allows us to apply the exact same inference machinery that we already used for the finite space model.
NONPARAMETRIC POLICY RECOGNITION
In the last chapter, we presented a probabilistic policy recognition framework based on a finite mixture of K local policies, which we used to model an agent's behavior. Basically, there are two cases when such a model is useful:
• either, we know the precise number of local policies • or, irrespective of the true number of local policies, we want to find an approximate description of the agent behavior in terms of at most K distinct control situations (c.f. finite state controllers [26] ).
In all other cases, we are faced with the non-trivial problem of choosing K. In fact, the choice of K should be considered as being more than just a mathematical necessity to perform inference with our model. As it determines the clustering structure of the state space in accordance with the demonstrated behavior, it directly controls the complexity class of inferred agent controllers. Therefore, by reasoning about the granularity of the partitioning based on the observed evidence, we can extract valuable information about the underlying control structure and state representation used by the agent. This offers a possibility to learn a task-appropriate description of the system state space from the expert data and, hence, the question of model complexity should be considered as part of the inference procedure itself. From a machine learning perspective, there are two common ways to approach the problem. One is to apply model selection techniques in order to determine the most parsimonious model that is still in good agreement with the observed data. However, choosing a particular value for K also means that we consider only one possible explanation for the data, although other explanations might be likewise plausible. For many inference tasks, including this one, the more elegant approach is to let the number of clusters (i.e. local policies) be flexible by assuming a potentially infinite set of clusters, only a finite subset of which is then used to explain the particular data set at hand. This alternative way of thinking opens the door to the rich class of nonparametric models, which provide an integrated framework to formulate our inference problem over both model parameters and model complexity as a joint learning problem.
A Dirichlet process mixture model
The classical way to nonparametric clustering is to use a Dirichlet process mixture model (DPMM) [30] . These models can be obtained by starting with a finite mixture model and letting the number of mixture components (i.e. the number of local policies) approach infinity. In our case, we start with the clustering model of Section 2.2, using the mixing prior over indicator variables presented in Section 2.2.3, i.e.
From these equations, we arrive at the corresponding nonparametric model by letting K go to infinity. For the theoretical foundations of this limit, the reader is referred to the more general literature on Dirichlet Processes, such as [30] , [31] . In this paper, we restrict ourselves to providing the required sampling mechanisms for the policy recognition problem.
In the infinite limit, the mixing proportions of the mixture components are marginalized out (that is, we use a collapsed sampler). The resulting distribution over partitionings is described by a Chinese restaurant process (CRP) [32] which can be derived, for instance, by considering the infinite limit K → ∞ of the mixing process defined by the Gibbs sampling update in Eq. (11), i.e.
Here, K * denotes the number of distinct entries in z −i which are represented by the numerical values {1, . . . , K * }. According to the process, a state joins an existing cluster (i.e. a group of states whose indicators take the same value) with probability proportional to the number of members already in that cluster. Alternatively, it may create a new cluster with probability proportional to γ. From the model equations in (13) , it is evident that, given a particular setting of indicators which may now take arbitrary integer values, the conditional distributions of all other variable types remain unchanged as we only replaced the prior model p z (z) by the CRP. Hence, we can apply the same Gibbs updates for the action and control variables as before (irrespective of whether we operate on a finite or infinite state space) and only need to re-derive the conditional distributions for the indicator variables under consideration of the above defined process. According to Eq. (14), we herein need to distinguish whether an indicator variable takes a value already occupied by other indicators (i.e. it joins an existing cluster) or a new value (i.e. it creates a new cluster). Let {θ k } K * k=1 denote the set of control parameters associated with z −i . In the first case, that is, for k ∈ {1, . . . , K * }, we then get
In the second case (k = K * + 1), we instead obtain
If a new cluster is created, we further need to initialize the corresponding control parameter θ K * +1 by performing the respective Gibbs update, i.e. by sampling from
Should a cluster get unoccupied during the sampling process, the corresponding control parameter may be removed from the stored parameter set {θ k } and the index set for k needs to be updated. Note that the this sampling mechanism is a specific instance of Algorithm 2 described in [30] . A collapsed variant can be derived in a similar fashion.
Policy recognition using the distance dependent Chinese restaurant process
In the previous section, we have seen that the DPMM can be derived as the nonparametric limit model of a finite mixture using a set of latent mixing proportions q for the clusters. Though the DPMM allowed us to keep the number of active policies flexible and hence adaptable to the amount and complexity of the observed data, the CRP as the underlying clustering mechanism did not capture any spatial dependence between the indicators. In fact, in the CRP, the indicator variables are only coupled via their relative frequencies (see Eq. (14)) but not through their individual locations in space, which is why the resulting collection of random variables is inevitably exchangeable. In a sense, one could argue that the spatial structure of our prediction problem is a priori ignored.
The fact that DPMM models can be nevertheless used for spatial clustering tasks can be explained by the particular form of data likelihood models that are typically used for the mixture components. In a Gaussian mixture model [33] , for instance, be it finite or infinite, the spatial clusters emerge due to the unimodal nature of the mixture components which in a way encodes the locality property of the model that is needed to obtain a meaningful spatial clustering of the data. For the policy recognition problem, however, since the clustering of states is performed at the level of the inferred action information (i.e. a grouping of states based on the current action samples, see Eq. (9)) and not on the state sequence itself, the model is not able to exploit any spatial information via the likelihood model. Accordingly, we cannot expect to obtain any reasonable clustering of the state space, especially when the local policies are overlapping (i.e. when they share one or more common actions) and action information alone is not sufficient to discriminate between policies. In order to facilitate a spatially smooth clustering, we therefore need to incorporate the spatial information of the state sequence by considering non-exchangeable distributions over partitionings. More specifically, we should design our model in such a way that whenever a state s is "close" to some other state s and assigned to some cluster C k then, a priori, s should belong to the same cluster C k with high probability. In that sense, we are looking for a nonparametric counterpart of the Potts model.
One model with such property is the distance dependent Chinese restaurant process (ddCRP) [34] . 7 As opposed to the traditional CRP, the ddCRP explicitly takes into account the spatial structure of the data. This is done in the form of pairwise distances between states, which can be obtained, for instance, by defining an appropriate distance metric on the state space in the same way as we did for the Potts model. Instead of assigning states to clusters as done by the CRP, the ddCRP assigns states directly to other states according to their pairwise distances. More specifically, the probability that state i is assigned to state j is defined as
where D denotes the collection of all pairwise distances, and c i is the "to-state" assignment of state i which can be thought of as a directed edge on the graph defined on the set of all states in S (see Fig. 5 ). Accordingly, i and j in the above equation take the values {1, . . . , |S|} for the finite-space model and {1, . . . , T } for our reduced state space model. The state clustering is then obtained as a byproduct of this mapping via the connected components of the resulting graph (see Fig. 5 again) . Replacing the CRP by the ddCRP and following the same line of argument as in [34] , we obtain the required conditional distribution for the Gibbs update of a state assignment as
no clusters merged, f (d i,j )·L C zi and C zj merged, where we used the shorthand notation
for the data likelihood term. The ξ k,j 's are defined as in Eq. (8) but are based on the clustering which arises when we ignore current link c i . The resulting Gibbs sampler is a collapsed one as the local control parameters are necessarily marginalized out during the inference process. 
PREDICTION, MARGINAL INVARIANCE & CONTROL IN INFINITE SPACES
When we extended our reasoning to infinite state spaces in Section 2.3, we inevitably arrived at the following questions: by modeling only states along observed trajectories, what can we say about the remaining states of the state space? Can we still use our model to make predictions about their local policies? It turns out that these questions are strongly related to what is known as marginal invariance [34] (sometimes also referred to as marginalization property or simply consistency [35] ), a property which states that, simply put, a model is consistent in the sense that it always provides the same answer for any subset of its variables, no matter which size of the model we start with. For our spatial models, that is, the Potts model and the ddCRP, it can be shown that this consistency property is lacking (see [34] for a detailed discussion), which means that we cannot expect to get compatible results if we perform our reduced model inference on two data sets of different sizes. On the contrary, making predictions for a new state would always require to re-run our Gibbs sampler on the augmented data set including that additional state. This brings us to the following practical dilemma: imagine an on-line policy recognition scenario where we observe an expert controlling our system. After a certain period of time, we are asked to take over control, using the experience we have acquired during the observation period. Each control command, whether performed by the expert or by us, will trigger a new state transition, meaning that new data points arrive sequentially one after another. Consequently, it is impossible to decide in advance which states to include in our reduced space S and which not to include. A rigorous approach would thus require to re-calibrate the model after each state transition -a costly operation.
On the other hand, it is evident that the resulting data set is naturally divided into two disjoint parts, namely the expert demonstrations and the subsequent states reached during the execution of the learned policy. Clearly, transitions occurring after the learning phase should by no means affect our belief about the expert policy and hence they should be completely discarded from the model. The easiest way to achieve this is indeed to "freeze" the model after the demonstration phase and to use the learned parameters to extrapolate the gathered information to surrounding states. This can be done, for instance, by retaining the structure of our prior model to compute the resulting maximum a posteriori estimate for the extrapolated indicators of the new states based on the trained model. In the case of the ddCRP (Eq. (15) ), this coincides with the nearest-neighbor estimate,
Herein, d k,new denotes the distance of the new state to the k th trajectory point. Now, one could argue that, in a sense, the comfort of retaining the finite model structure for infinite spaces came at the cost of not being able to compute the true posterior predictive distribution. Nonetheless, the reduced state space approach approach allows us to incorporate the spatial information of the data in a fairly natural manner (i.e. in the form of pairwise distances), enabling an easy way of modeling the data. Furthermore, the results in the next section demonstrate that the reduced model is, in principle, able to capture the relevant spatial properties of a system sufficiently accurate in order to make profound predictions about unseen states. Whether there exist alternative tractable models with similar properties remains to be seen.
SIMULATION RESULTS
For demonstration purposes, we focus on the case of continuous system dynamics which we consider to be more challenging than discrete dynamics for reasons explained in the previous sections. Herein, one of our goals is to assess the generalization abilities of the presented models by comparing their spatial prediction accuracies.
As a prototypical example, we consider a dynamical system which describes the circular motion of an agent on a two-dimensional state space. The action set of the agent consists of 24 distinct actions corresponding to rotated directions that divide the space of possible angles [0, 2π) into equally-sized intervals. More specifically, action j corresponds to the angle (j − 1) 2π 24 (see Fig. 6b ). The transition model of the system is defined as follows: for each selected action, the agent makes a step of length µ = 1 in the indicated direction. The so-obtained position is then distorted by additive zero-mean isotropic Gaussian noise of variance σ 2 . This defines our transition kernel as
where s t , s t+1 ∈ R 2 , e j denotes the two-dimensional unit vector pointing in the direction of action j, and I is the twodimensional identity matrix. The overall goal of our agent is to describe a circular motion around the origin in the best possible manner allowed by the specified actions. However, due to its limited sensory information, the agent can not observe its exact position on the plane but only distinguish between certain regions of the state space as illustrated by Fig. 6a . Also, the agent is unsure about the optimal control strategy, i.e. it does not always make an optimal decision but selects its actions uniformly at random from a subset of actions, consisting of the optimal one and the two actions pointing to neighboring directions (see Fig. 6a again) . In order to render the scenario more interesting, we further let the agent change the direction of travel whenever the critical distance of r = 5 to the origin is exceeded, so that each local policy is utilized in two distinct regions.
Having defined the expert controller in this way, we generate 10 sample trajectories per experiment, each of length T = 100. Herein, we assume a motion noise level of σ = 0.2 and initialize the agent's position uniformly at random on the unit circle. An example data set is shown in Fig. 6c . The trajectory data is then fed into the different inference algorithms to approximate the posterior distribution over expert controllers, and the whole experiment is repeated in 100 Monte Carlo runs.
For the spatial models, we use the Euclidean metric to compute the pairwise distances between states, i.e. χ(x, y) = ||x − y|| 2 .
The similarity values are calculated using a Gaussianshaped kernel. More specifically,
f for the Potts model and
for the ddCRP model, with a constant offset of = 0.01 to ensure that states with large distances can still join the same cluster. For the Potts model, we further use a neighborhood structure containing the eight closest trajectory points of a state in order to ensure that, in principle, each local policy may occur at least once in the neighborhood of a state. The concentration parameter for the local controls is set to α = 1, corresponding to a uniform prior belief over local policies. A major drawback of the Potts model is that posterior inference about the temperature parameter β turns out to be complicated due to the nonlinear effect of the parameter on the normalization of the model. Therefore, we manually selected a temperature of β = 1.6 based on a minimization of the average policy prediction error (discussed below) via parameter sweeping. As opposed to this, we extended the inference problem for the ddCRP to the self-link parameter γ as suggested in [34] . For this, we used an exponential prior, i.e. p γ (γ) = EXP(γ | λ), with rate parameter λ = 0.1, and applied the independence Metropolis-Hastings algorithm [36] using p γ (γ) as proposal distribution and the initial value γ = 1. In all our simulations, the sampler quickly converged to its stationary distribution, yielding posterior values for γ with a standard deviation of 0.027 around the mean value 0.029.
To locally compare the true and the predicted policy at a given state, we computed their earth mover's distance (EMD) [37] with a ground distance metric measuring the angular distances of the involved actions. More precisely, we defined the distance between two actions i and j as the number of hops from arrow i to arrow j in Fig. 6b , i.e. χ A (i, j) = min( i−j , i−1 + |A|−j +1, j−1 + i−|A| +1).
To track the learning progress of the algorithms, we calculated the average EMD over all states of a given trajectory set at each Gibbs iteration. Herein, the local policy predictions were computed from the single Gibbs sample of the respective iteration, consisting of all sampled actions, indicators and -in case of non-collapsed sampling -the local control parameters. The resulting mean EMDs and standard deviations are depicted in Fig. 7 . The inset further shows the average EMD at non-trajectory states for the region depicted in Fig. 9a , reflecting the quality of the resulting spatial prediction. As expected, the finite Dirichlet model using a mixing prior (γ = 1) and the true number of local policies cannot provide any reasonable policy information as it does not exploit the spatial structure of the data. The resulting prediction error shows only a slight improvement as compared to an untrained model. Accordingly, we omit the graph for the Dirichlet process model which is faced with the even harder problem of additionally inferring the number of local policies. As opposed to the naive models, all spatial models capture the patterns in the data set reasonably well. In agreement with our reasoning in Section 2.1.2, we further observe that the collapsed Potts-Dirichlet mixture models has significantly faster mixing properties and a reduced prediction variance as compared to the non-collapsed version. However, the ddCRP model gives the best result, both in terms of mixing speed (see [34] for an explanation of this phenomenon) and model accuracy. Interestingly, this is despite the fact that the ddCRP model additionally needs to infer the number of local policies necessary to reproduce the expert behavior, indicating an overall good model fit. The posterior distribution over the number of local policies utilized by the model is depicted in Fig. 9c , which shows a pronounced peak at the true number used for data generation. A posterior sample of the control parameters is visualized in Fig. 8 , which reveals that all basic motion patterns could be extracted by our algorithm. Figure 9a visualizes the spatial prediction error of the ddCRP model in the form of a heat map by comparing the expert policy at non-trajectory points with the corresponding mean predictions, again in terms of their EMD. For this result, we focus on the ddCRP framework as it gave the best overall prediction result in terms of the average spatial prediction error (see inset in Fig. 7 ). As we would expect, the error is highest at the policy boundaries but comparably small within the policy regions, again indicating a good model fit. Note that the windmill shape of the error can be explained by the inherent asymmetry of the data generation scheme. 8 Finally, we can observe that the variation of the error reaches its maximum at the transition regions ( Fig. 9b ) and generally grows with the distance to the supporting trajectory data, reflecting the increasing prediction uncertainty at regions far from the expert demonstrations.
DISCUSSION
In this work, we have proposed a novel approach to the LfD problem by jointly learning the latent control strategy of an observed expert demonstrator together with a taskappropriate representation of the system state space. We have seen that, when applied to a partially observable setting, the partitioning task can be interpreted as the process of learning the latent observation space of the demonstrator. With the described parametric and nonparametric models, we have presented two formulations of the same problem 8 . Regions containing trajectories endings are locally underrepresented by the trajectory data which increases the chance of assigning the last trajectory points to the cluster of the preceding region, resulting in a smearing of that cluster into the next region. that can be either used to learn a global system controller of specified complexity, or to infer the required complexity from the observed expert behavior itself. Simulation results on a synthetic two-dimensional problem demonstrated the general applicability of our framework. Due to the large body of literature on LfD, we can discuss only a small excerpt of the work that is related to ours, apart from what has been already mentioned in the introduction. In their early work, the authors of [38] presented a simple method to partition a system's state space into a set of socalled control situations to learn a global controller based on a smaller set of informative states. Though the underlying clustering idea is quite similar to ours, their framework does not incorporate any demonstration data and the proposed partitioning is based on simple heuristics. A partitioning utilizing expert demonstrations is shown in [27] but the proposed expectation-maximization framework applies to deterministic policies and discrete spaces only. In the context of reinforcement learning, we further point to the work presented in [39] which follows a nonparametric philosophy similar to ours, to learn a distribution over predictive state representations for the decision-making problem. However, the closest methods to ours can be probably found in [18] and [10] . The authors of [18] presented a nonparametric inverse reinforcement learning approach to cluster the expert data based on a set of learned subgoals encoded in the form of local rewards. Yet, their method ignores the spatial structure of the data and can therefore hardly generalize to unvisited states. Moreover, the algorithm requires an MDP solver which renders a direct transfer to continuous settings difficult. The sub-intentional model in [10] , on the other hand, can be used to learn a class of finite state controllers directly from the expert demonstrations. Also, the framework can handle various kinds of uncertainty about the data but, again, it is limited to discrete settings. 
