Depth pro ling using photoacoustic spectra taken at m ultiple scanning speeds or modulation frequencies is normally impaired by the increase in spectral saturation that occurs with decreasing speed or frequency. Photothermal depth pro ling in general is also impeded by the ill conditioned nature of the mathematical problem of determining a depth pro le from photothermal data. This paper describ es a method for reducing the saturation level in low-speed or low-frequency spectra to the level at high speed or frequency so that all spectra have the same saturation. The conversion method requires only magnitude spectra, so it is applicable to both conventional and phase-modulation photoacoustic spectra. This paper also demonstrates a method for quantitative depth pro ling with these converted spectra that m akes use of prior knowledge about the type of pro le existing in a sample to red uce the instabilities associated with the mathematically ill conditioned task.
dependent, and therefore adjustable, probe depth. Various phototherm al techniques have been used for depth proling, including the mirage effect, 5-7 the photopyroelectric effect, 8, 9 and detecting the acoustic wave produced with a pulsed laser via the photoacoustic effect. 10 -12 By far the most popular photothermal technique for depth pro ling, however, is Fourier transform infrared (FT-IR ) photoacoustic spectroscopy (PAS), in which the thermal wave is (indirectly) detected.
In PAS, intensity-modulated radiation is incident on a sample in a sealed chamber. 13, 14 Heat deposited by sample absorption travels to the sample surface as a damped thermal wave. At the sample surface, the therm al wave heats the surrounding gas, m odulating its pressure at the same frequency as the incident radiation. The pressure modulation is detected as sound by a m icrophone. Even before the widespread use of FT-IR spectrom eters, PAS was used for depth pro ling by chopping the incident radiation and using phase-sensitive detection. The phase of the signal depends on the average sample depth at which the incident radiation is absorbed, so for two-layer samples it is possible to select a phase roughly orthogonal to the signal from one layer, effectively isolating the spectrum of the other layer. 15, 16 With the advent of the FT-IR spectrometer, PAS depth pro ling became more comm on. The FT-IR spectrometer allows easy adjustment of the m odulation frequency over a wide range, giving the user control over the PAS probe depth. Conventionally, the PAS probe depth is taken to be the thermal diffusion length, L, which is given by 13, 14 1/2 D L 5
(1)
where D is the therm al diffusivity of the sample and f is the modulation frequency of the incident radiation. For conventional FT-IR scanning, f 5 v , where v is the op-ñ tical-path-difference (OPD) scanning speed (which is twice the m irror velocity) and is the wavenumber. Nu-ñ merous studies have been done in which the scanning speed is varied to examine a sample with a series of probe depths. 14, [17] [18] [19] [20] [21] It has also been recognized that a m ethod to rem ove saturation from PAS spectra, or ''linearize'' them, emphasizes peaks from components concentrated at the surface of a sample, so this has been used to gain depth inform ation. [22] [23] [24] Unfortunately, conventional FT-IR PAS does not provide ready access to the phase of the photoacoustic signal. The introduction of the phase-modulation FT-IR spectrometer, 25 commonly called step-scan FT-IR , provided an easier m ethod for determining phase. In addition, the same modulation frequency applies to the full spectrum in phase modulation, so the wavenumber dependence of the therm al diffusion length is removed. 25 The capabilities of phase modulation led to several methods of visualizing signal phase and using it to interpret the depth structure of samples. 24, 26 Phase modulation has resulted in increased research on using PAS for depth pro ling. 23, 24, [26] [27] [28] [29] [30] [31] [32] [33] Nevertheless, conventional depth pro ling by frequency variation remains the more popular approach, both because of the higher cost of phase-m odulation spectrometers and because of the m ore complicated data processing and interpretation of phase data.
For samples composed of discrete layers, layer thicknesses can be quantitatively determined from phase differences if there is no overlap 27, 28 or very modest overlap 23, 29 between peaks from different layers, and the theory for discretely layered samples is well understood. 34 Except for this one use, almost all FT-IR PAS depthpro ling results have been only qualitative in nature, identifying and ordering layers or detecting the presence of compositional gradients. Two impediments to FT-IR PAS depth pro ling account for this limitation-optical saturation and ill conditioning.
As in other form s of spectroscopy, the PAS signal is said to be saturated when it loses its dependence on the sample absorption coef cient, a, but saturation in PAS takes a somewhat different form from that in transmission spectroscopy. For homogeneous, thermally thick (L , sample thickness) samples, the photoacoustic signal is proportional to aL 2 , as long as L , 1/a, even if the sample is opaque. 13 Only when L . 1/a does the signal saturate; it becomes proportional to L but independent of a. In depth pro ling, this m eans that when the modulation frequency is lowered to increase the thermal diffusion length, the amount of saturation in a spectrum increases as L approaches 1/a. Because a varies from one peak to the next, different peaks saturate at different points as the modulation frequency drops, which complicates even the qualitative interpretation of a set of spectra with differing modulation frequencies. 14, 18, 19, 30 The general problem of determining the depth pro le that gives rise to an observed set of photoacoustic magnitudes or phases (or both) based on those observations is, in mathematical terms, ill conditioned. 35, 36 That means the solution (the depth pro le) is extremely sensitive to small errors in the initial data. Researchers have therefore approached this problem either by using regularization techniques to stabilize the solution recovery, 35, 36 or by using intrinsically m ore stable approximate solutions. 37 In this paper, we propose a solution to the saturation impediment that equalizes the degree of saturation in spectra with different thermal diffusion lengths, and we demonstrate a method that can circum vent the impediment of ill conditioning in favorable cases by making use of a priori knowledge about the sample structure to limit the possible depth-pro le solutions. This paper describes a method for reducing the level of saturation in a lowscanning-speed or low-m odulation-frequency spectrum to that in a high-speed or high-frequency spectrum. This makes the intuitive approach of comparing spectra with different probe depths to qualitatively determine depth pro les much easier. The method m akes use solely of magnitude spectra, so it is applicable to both phase-m odulation and conventional FT-IR PAS spectra. It relies on having one peak in a spectrum whose scanning-speed (or frequency) dependence is like that of a peak arising from a homogeneous component. The change in magnitude of this peak between the low-speed spectrum and the highspeed spectrum is used as a guide for determining how much correction for saturation is needed in the low-speed spectrum to make it the saturation-level equivalent of the high-speed spectrum. Freed of saturation distortion, these high-speed-equivalent spectra are more readily useable in determining depth pro les. They still suffer from being formally ill conditioned for quantitative depth pro ling, as all photothermal data are, but we demonstrate in this paper an approach that uses them to produce good depth pro les under favorable conditions from both discretely layered samples and samples with components having con tin uou sly v ar y ing con cen tratio ns. Th e ap proach makes use of a priori knowledge of what type of depth pro le a sample should have. With the type of pro le de ned, the photoacoustic data are then used to determine only the values of the param eters in the predetermined pro le function. This approach constrains the possible depth-pro le solutions and reduces the likelihood of erroneous results.
TH EORY
The goal is to reduce the photoacoustic saturation observed in a low scanning-speed (i.e., low m odulation frequency) spectrum to the same level as a high scanningspeed spectrum so that the two spectra can be compared free of saturation differences. Equation 21 of Rosencwaig and Gersho 13 is the formula for Q, the complex envelope of the sinusoidal pressure variation that constitutes the photoacoustic signal:
where a is the optical absorption coef cient, I 0 is the incident light ux, g is the heat capacity ratio of the gas, P 0 and T 0 are the ambient pressure and temperature in the photoacoustic cell, l is the sample thickness, l g is the gas thickness, and for material i (where i can be g, s, or b, for gas, sample, or backing) k i is the thermal conduc-tivity, C i is the heat capacity, r i is the density, 
Let the ratio of the high-speed spectrum to the lowspeed spectrum at any given wavenumber be R. This equals the ratio of Q at the high-speed frequency and Q at the low-speed frequency. The only quantities on the right side of Eq. 4 that depend on frequency are r and a g , so all of the other variables cancel out when calculating R:
where the l and h subscripts refer to the two frequencies.
If the frequencies of the data point at the low and high speeds are f and Nf, respectively, then r h 5 r l /N 1/2 and a gh 5 a gl N 1/2 . Equation 5 therefore simpli es to
Unfortunately, r depends on both the absorption coef cient at each wavenumber and the therm al properties of the sample, so Eq. 6 by itself cannot be used to determine R from just the observed spectra. A substitute for r must be derived from the spectra. This can be done by scaling a spectrum according to how saturated it is; that is, by putting it on a scale of 0 to 1 where 1 is the completely saturated, maximum possible photoacoustic signal, which is the signal for an in nite absorption coef cient. The maximum possible signal, Q max , can be derived from Eq. 4:
The data points of the spectrum scaled from 0 to 1, Q sc , can then be calculated by ratioing Q and Q max :
sc Q r 1 1 max Combining Eqs. 6 and 8 allows r l to be eliminated, and R can be written in terms of Q sc , or Q sc can be written in terms of R:
where Q sc is the scaled version of the low-speed spectrum. Equations 9 and 10 are valid for unnormalized photoacoustic spectra without any instrumental effects (e.g., the frequency-dependent throughput of a spectrometer). In practical terms, normalized spectra m ust be used so as to eliminate instrumental effects. Using norm alized spectra changes R because of the frequency dependence of the photoacoustic signal from the normalization reference. Assuming the reference-m aterial signal has a magnitude with f 2 1 dependence and a frequency-independent phase, as is expected for a good reference, 13, 38 then R n 5 NR, where R n is R for use with norm alized spectra. Equations 9 and 10 can then be rewritten for norm alized spectra:
In the above equations, R n and Q sc are vectors, having both magnitude and phase. Only the magnitudes of these vectors, R n and Q sc , can be derived from ordinary magnitude spectra, so Eqs. 11 and 12 must be recast for the magnitudes:
where q r and r r are the real components of the vectors Q sc and R n , respectively. The real components can be related to the magnitudes:
The aL product can be written in terms of either Q sc or R n , as needed:
Substituting Eqs. 15 and 17 into Eq. 13 allows R n to be determined from Q sc , while substituting Eqs. 16 and 18 into Eq. 14 gives Q sc from R n . Figure 1 shows how R n and Q sc are related for various values of N. Note that the value for aL calculated from Eq. 17 or 18 is the product of the absorption coef cient and therm al diffusion length only if a peak arises from a homogeneous component. Although the above discussion refers to two different scanning speeds, it applies equally well when data are collected at two different modulation frequencies unrelated to scanning speed, such as in phase-modulation spectroscopy. The composite-piston model of M cDonald and Wetsel 38 can also be used as the starting point for Glassy carbon (MTEC Photoacoustics) was used as the normalization refe rence. T he pho toacou stic detectors w ere h elium pu rged and desiccan t (m agn esium p erc h lorate) w as placed in the detectors beneath the samples. The spectra were translated using GRAMS/386 into spreadsheet-le format, then the speed conversion and most other data processing were performed using Lotus 1-2-3. The nonlinear least-squares curve tting was done using SigmaPlot. A thermal diffusivity of 0.0010 cm 2 /s for polyethylene terephthalate (PET) was used for all calculations, based on data from Anderson and Acton. 39 Three sample types were used in the experiments. A 1.3-mm-thick poly(methyl methacrylate) disk was used for the homogeneous-sample work. A layered sample was constructed using a previously described method 29 from a 6-mm sheet of PET (Chemplex) and 1.6-mm-thick polycarbonate (GE Lexant). A brass ring (6-mm i.d.) was placed on top of the layered sample during data collection so that any delaminations at the edge of the sample were hidden. A set of arti cially weathered PET samples were used for depth pro ling a sample gradient. These were 0.3-mm-thick extruded sheets containing varying amounts of Tinuvin 360t. The weathering was 1088 hours exposure according to Method A of ASTM G26, 40 which consists of xenon arc light ltered by borosilicate (daylight) lters. The conditions were continuous illumination at 0.35 W / m 2 (at 340 nm) and 63 8C black-panel temperature with an 18 min water spray repeated every 2 h. The brass ring was also placed on top of these samples during spectrum collection.
To con rm the depth pro ling results from the speedconversion m ethod, the weathered PET samples were destructively analyzed using a method of successive lapping. 41 In this m ethod, the thickness of the sample is measured and a photoacoustic spectrum of the sample is acquired at a high scanning speed and thus at a small thermal diffusion length. A few micrometers of the sample are then rem oved using the M TEC MicroLap, another high-scanning-speed spectrum is acquired, and the sample thickness (or more accurately, the combined thickness of the sample and its MicroLap mount) is again measured. This lapping, scanning, and thickness measuring cycle is repeated until all of the thickness of interest within the sample has been analyzed. The variation of peak heights with lapping depth then provides a direct measure of variations in component concentrations through the lapped portion of the sample. In the present study, the spectra were acquired at a 20 kHz scanning speed, corresponding to a 2.8 mm therm al diffusion length (at the 3271 cm 2 1 position of the peak used in the analysis, and based on a therm al diffusivity of 0.0010 cm 2 /s). A fresh 12-mm-grit lapping disk was installed on the MicroLap at the beginning of each sample analysis, and 204 g of weight was used to supply the force pressing the sample against the lapping disk. The lapping time between successive spectra varied from 2 s to 3 m in, depending on the amount of material to be removed and how worn the lapping disk had become during the analysis. We have used the thermal diffusion length of the photoacoustic measurem ent as the probe depth of the measurem ent, which means that the sample depth for the m easured peak heights prior to any lapping is 3 mm. (We have rounded to the nearest micrometer because the sample-thickness measurem ents are accurate only to 61 mm at best.) The sample depths for successive spectra are then the total thickness of material lapped off plus 3 mm . This depth scale gives a better t with the speed-conversion results than assuming a 0 mm depth for the pre-lapping measurement. One of the samples (that containing 2% additive) required a modi cation of this scale. The rst lapping performed on this sample changed the measured thickness by an unusually large amount (15 mm) but had little effect on spectrum-peak height. The next three lappings after that each removed a decreasing thickness and had an increasing effect on peak height. Apparently, this sample had a few high points on its surface, which were all that was being taken off at rst. The ''depth'' of the sample surface, therefore, had to be assigned for this one sample. Given the decaying-exponential gradient expected for this sample (see Results and Discussion), the greatest change in peak height with depth should occur at the sample surface measurement (i.e., at a probe depth of 3 mm). Accordingly, we have assigned the measurem ent after the second lapping (when the total measured reduction in thickness was 19 mm ) a depth of 1 mm , which places the greatest peak-height change with depth between 2 and 3 mm.
RESULTS AND DISCUSSION
Performing a speed conversion can best be illustrated using spectra of a homogeneous sample. Figure 2 shows two spectra of a thermally thick disk of poly(methyl methacrylate) (PM MA). The taller of the two spectra was taken at a scanning speed of 2.5 kHz and the sm aller at 40 kHz, so the frequency ratio, N, is 16. The process begins by scaling the low-speed spectrum. The behavior of a peak, G, in the two spectra will be used to guide the scaling. The peak must arise from a hom ogeneous component of the sample so that the height of the peak varies with scanning speed according to the Rosencwaig and Gersho theory. 13 In Fig. 2 , the peak at 1153 cm 2 1 has been selected to be G. If the heights of peak G are h h and h l in the high-and low-speed spectra, respectively, then R n 5 h h /h l , and Q sc for the peak, which we will call Q G , can be calculated from Eq. 14. The peak-height ratio of G in Fig. 2 is 0.657, so from Eq. 14 (or reading from Fig. 1 ), Q G is 0.849. Now that Q G is known, the scaling for the rest of the spectrum is straightforward because the scaling is linear with a scaling factor of Q G /h l . If a data point in the low-speed spectrum has a value Y, so that it is y times the value of peak G, then it will have a value of yQ G in the scaled spectrum; Q sc 5 yQ G 5 YQ G /h l for that point. For example, the second peak m arked in Fig.  2 is at 1273 cm 2 1 . In the low-speed spectrum, the m agnitude of this peak is 81% the magnitude of G, so Q sc at 1273 cm 21 is 81% of Q G , or 0.688. Once the whole spectrum has been scaled and all of the Q sc values are known, Eq. 13 is used to determine R n for each data point. For the 1273 cm 2 1 peak of the example, R n calculated from Eq. 13 (or read from Fig. 1 ) is 0.478. Each data point in the starting, low-speed spectrum (not the scaled spectrum) is multiplied by the R n calculated for it to produce the high-speed-spectrum equivalent.
For a homogeneous sample, the high-speed equivalent should be identical to the spectrum acquired at high speed. Figure 3A shows the example pair of PMM A spectra from Fig. 2 along with the results of the example speed conversion. The high-speed equivalent is plotted as a dotted line, but it is hard to discern because it overlaps the true high-speed spectrum . The fourth spectrum in Fig.  3A , centered around zero magnitude, is an error spectrum, the difference between the true high-speed spectrum and the high-speed equivalent (true minus equivalent). The error spectrum shows that there are two kinds of errors present in the speed-conversion result. First, the 1736 cm 2 1 peak is slightly under predicted by the speed conversion. Second, the errors all have a derivative-like form, tending to be positive-valued on the low-wavenumber side of a peak and negative-valued on the other side. This arises from a phenomenon not predicted by the Rosencwaig-Gersho theory. As the amount of saturation grows, the observed location of a spectrum peak slowly shifts to higher wavenumber. For the example in Fig. 3A , this shift is less than the spacing between adjacent data points, even for the strongest, most saturated features. Nevertheless, it results in the speed conversion predictions being slightly too small on the low-wavenumber side and slightly too large on the other side of the strongest peaks. Figure 3B shows a second example using the same PM MA sample, but with a much larger frequency ratio between the starting spectra. The tall spectrum was acquired at 200 Hz, and the sm aller, solid-line spectrum is the 40 kHz spectrum used before, so N is now 200. The dotted spectrum is the high-speed equivalent calculated from the 200 Hz spectrum, again using 1153 cm 2 1 as the guide peak. An error spectrum is also plotted as before. Overall, the speed-converted spectrum is qualitatively similar to the true high-speed spectrum, but the closeness of the match varies substantially from peak to peak. Between 1000 and 2000 cm 2 1 , the error spectrum in Fig.  3B looks largely like an ampli ed version of the Fig. 3A error spectrum. This comes from the saturation-related peak shift being larger here than in the previous example, so the derivative-like errors are greater. Outside the 1000 to 2000 cm 2 1 range, the error spectrum shows another trend. The error-spectrum features are negative-going at low wavenumbers and positive-going at high wavenumbers. This is a general pattern we have observed for a variety of samples once N becomes large enough; partly saturated peaks in the low-speed spectrum tend to be too large after speed conversion at wavenumbers below the guide-peak location and too small above the guide peak, with the error generally increasing with distance from the guide peak. We have observed this trend with phase-modulation spectra as well, so it is not related to the variation in modulation frequency with wavenumber across rapidscan spectra. Using a different material as the background reference m ay help in individual cases by providing different normalization scaling. Here, however, we have used glassy carbon throughout because we found it to be the best general background reference.
The therm al diffusion length, which is proportional to f 2 1/2 , is conventionally taken as the approximate probe depth of a photoacoustic m easurement. A set of speedconverted spectra at various scanning speeds (and so various frequencies) therefore provides a qualitative view of the depth dependence in a sample. This view is m uch clearer than that from unconverted spectra because the obscuring effects of unequal saturation levels have been rem oved. The utility of speed-converted spectra can be extended even further. With some foreknowledge of what kind of depth pro le should be present in a sample, quantitative depth pro les can be derived from the speed-converted data.
Two decay effects control the depth sensitivity of speed-converted spectra; the attenuation of illuminating radiation as it is absorbed in the sample, and the decay of the thermal wave as it travels from the point of radiation absorption to the sample surface. Formally, speed conversion removes the effects of illumination attenuation, but if the average value of the depth-varying absorption coef cient is suf ciently large, virtually all of the illuminating radiation will be absorbed within one thermal diffusion length of the sample surface. No information can be gathered from depths where the illumination does not reach. Accordingly, the rest of this paper will be limited to the case where speed conversion reduces the effects of radiation attenuation to the point that attenuation m ay be ignored over the range of depths being probed. Within this limitation, the depth sensitivity of speed-converted spectra is controlled solely by the exponentially decaying thermal wave. The thermal diffusion coef cient, a, which equals 1/L, is the rate constant for this decay. The photoacoustic signal is therefore proportional to the product of the absorption coef cient and the fraction of the decayed thermal wave that reaches the sample surface, integrated over the full thickness of the sample:2
where S is the normalized, speed-converted photoacoustic signal; the L 2 1 outside the integral is a norm alization factor; and it is assumed the sample is thermally thick (i.e., the sample thickness is much greater than L), so that the integration can extend to in nity. Also implicit in Eq. 19 is the assumption that the speed conversion does not improperly correct a peak height. The equations for speed conversion are based on a homogeneous-sam ple model. If depth-related composition changes cause a peak to grow so much over the range of scanning speeds used that the peak appears to be entering saturation, then the speed conversion will inappropriately ''correct'' it, and it will appear too large in the speed-converted spectrum. The 560 cm 21 peak in Fig. 4 is an example of this and is discussed below.
As previously discussed, determining a(x) from a set of S values measured at various thermal diffusion lengths, is an ''ill conditioned'' problem. 35, 36 Although the general solution for determining depth pro les from spectra m ay be ill conditioned, if there is a priori knowledge of what kind of depth pro le a sample should have, so that only a few parameters need to be determined, then the speedconverted spectra can often be used with Eq. 19 to determine the speci c pro le. The simplest non-trivial case is a sample composed of a discrete layer of thickness l on top of a thermally thick substrate. At a given wavenumber, the absorption coef cient has a constant value, a 1 , for 0 , x , l, and a second constant value, a 2 , for x . l. For such an a(x), Eq. 19 becomes the following:
where C is a proportionality constant. This assumes there is negligible difference between the thermal properties of the substrate and overlayer. The norm alized, speed-converted photoacoustic signal can be considered an exponential function of 1/L, with a rate constant of l. The thickness of the discrete layer can be determined by tting Eq. 20 to a set of m easured S values. Figure 4 shows spectra for a sample consisting of a 6-mm layer of PET on top of a 1.7-mm -thick polycarbonate substrate. The bottom panel in Fig. 4 shows norm alized photoacoustic spectra of the sample taken at scanning speeds of 40 kHz (thick solid line), 10 kHz (dot-dash line), 2.5 kHz (thin solid line), and 400 Hz (dotted line). The reader is reminded that these frequencies are m odulation rates for the HeNe laser beam within the spectrometer and not for the infrared beam incident on the sample. The top panel in Fig. 4 shows the same 40 kHz spectrum and the other spectra converted to 40 kHz equivalents. The guide-point position for the conversions was 1111 cm 2 1 , which is on the at shoulder of the broad 1130 cm 2 1 band. Using this at area reduces the possi- bility of the previously described peak-shifting affecting the accuracy of the guide-point values. Prior to speed conversion, the 40 kHz spectrum is the smallest throughout, indicating that, as usual, the signal magnitude increases with decreasing scanning speed everywhere except the m ost saturated features. After speed conversion, this behavior is gone, and each peak has its own trend, qualitatively indicating the depth-related sample structure. Those peaks that grow with decreasing scanning speed grow with increasing thermal diffusion length, so they must arise from the polycarbonate substrate. Those peaks that shrink with decreasing scanning speed and increasing therm al diffusion length must com e from the PET layer. The strongest bands in the 40 kHz spectrum (730, 1020, and 1130 cm 2 1 ) change little with scanning speed after conversion, indicating that they are strong PET bands in which almost all of the incident beam intensity is absorbed within the PET. The polycarbonate band at 560 cm 2 1 is an example of a peak that is improperly corrected by the speed conversion because the peak grows so large at low scanning speeds. In the speedconverted spectra, the 560 cm 2 1 peak height grows steadily between the 40 and 2.5 kHz spectra but then leaps to a much higher value at 400 Hz. In the spectra prior to conversion, the 560 cm 2 1 peak is smaller than the strong, highly saturated PET bands, except in the 400 Hz spectrum. At 400 Hz, the 560 cm 2 1 peak is as tall as these bands, so the conversion treats it as a highly saturated band; its Q sc and R n values are near 1, and the peak height rem ains near its original value of 600 after conversion. The speed-conversion equations properly correct the growth of large peaks arising from homogenous components, but it can distort large peaks whose growth is principally caused by sample structure.
Performing a least-squares t of the function on the right side of Eq. 20 to a set of speed-converted heights for a selected peak determines l, the thickness of the top layer, but which peak do you select? There are three factors to keep in mind when choosing peaks to analyze. First, because of the potential distortion of large nonhomogeneous peaks, like the 560 cm 2 1 example, it is best to use features that remain moderate in size after speed conversion. Second, because of the ill conditioning of this problem, it is best to analyze several peaks and use only those that give the best t (e.g., the smallest rms errors) to the model function. Third, because the observed peak location shifts with scanning speed, as discussed above, the wavenumber location of a peak at low scanning speeds m ay be higher than it is at high scanning speeds, so there is some uncertainty in exactly which data point to use for a given peak. If the wavenumber location of the peak as observed in high-speed spectra is chosen, then of course at high speed the chosen location is on the band peak, but at low speeds it is not. For the low-speed location, the reverse is true. This m eans that using the high-speed location yields apparent peak heights that are larger at high speeds and sm aller at low speeds than using the low-speed location would yield. As a result, the highspeed peak position generally gives a smaller value for l than the low-speed position does because the S vs. L curve attens out faster with increasing L for the highspeed location. Again, choosing the position that gives the best t to the m odel function is generally best, as long as that t is physically meaningful. For speed-converted peaks that grow with increasing therm al diffusion length (i.e., arise from the substrate), the high-speed peak position m ay t the model function well and yet give a negative value for Ca 1 in Eq. 20, which implies a negative value for a 1 , which is impossible. When this occurs, the l value determined at that wavenumber position is too small, and a higher wavenumber position should be used for the peak. Figure 5 shows the peak-height behavior of four peaks from the PET-on-polycarbonate sample spectra. The data points shown are those for the spectra in Fig. 4 , along with points from spectra taken at scanning speeds of 20 kHz, 5 kHz, and 800 Hz. The sm ooth curves are leastsquares ts of the Eq. 20 function to the observed data points. These four peaks give the best ts among a dozen different wavenumber positions tested. The l values determined from these ts are 6.5 mm at 772 cm 2 1 , 4.7 mm at 795 cm 21 , 10.5 mm at 972 cm 2 1 , and 5.8 mm at 2974 cm 2 1 . Although the 10.5 mm value from 972 cm 2 1 is obviously high in comparison to the known thickness of 6 mm, there would be no objective reason to exclude this result if the true thickness were not known; the rootmean-square error of the 972 cm 21 t is sm aller than that for 772 cm 2 1 . Combining these four measurem ents gives a layer thickness of 6.9 6 2.5 mm, in agreement with the known value. The rms error of this is large because of the ill-conditioned nature of the problem. Layer thicknesses in discretely layered samples can be determined more straightforwardly and often more accurately using phase measurem ents on peaks having little overlap with bands from another sample layer. 23,27-29 W hen there is moderate overlap between peaks from different layers, however, phase measurem ents cannot be used to determine layer thicknesses, but the present method can be used.
Determining depth pro les rather than just layer thicknesses is where using Eq. 19 and speed-converted spectra can be superior to phase measurem ents. One common pro le type is an exponential gradient consisting of one or a sum of exponentials:
where x is sample depth, and c 0 , c i , and d i are all constants. From Eq. 19, the photoacoustic signal from a sample with such a gradient is
where C is a proportionality constant. We examined arti cially weathered PET sheets as examples of materials with two-exponential (n 5 2) gradients. The set consisted of three samples weathered for 1088 hours and an unweathered control. The weathered samples contained 0, 1, and 2 wt % of the ultraviolet stabilizer Tinuvint 360.
We recorded spectra at nine scanning speeds from 40 kHz to 50 Hz and speed converted them, again using 1111 cm 2 1 as the guide peak. The hydroxyl peak at 3271 cm 2 1 in the resulting spectra showed the gradient m ost clearly. The discrete data points in Fig. 6 are the speed-converted hydroxyl peak heights for all four samples. Least-squares ts to these peak heights using Eq. 22 with two exponentials produce the parameter values in Table I and the smooth curves in Fig. 6 . The results are qualitatively reasonable; the hydroxyl peak increases in size and the gradient extends to greater thermal diffusion lengths for decreasing amounts of the stabilizer. The unweathered sample has a small, nearly constant hydroxyl peak at most thermal diffusion lengths, but shows an increase at small thermal diffusion lengths, which m ay indicate some hydroxyl species on the sample surface. The smooth curves in Fig. 7 are the double-exponential depth pro les calculated from the parameters in Table I . Again, the results are reasonable. In terms of the Table I To determine whether these pro les were correct, we FIG. 7 . Quantitative depth pro les of the 3271 cm 21 peak in the same weathered and unweathered PET samples as in Fig. 6 . The smooth curves are the calculated depth pro les based on the parameters in Table  I and Eqs. 21 and 22. The discrete data points are observed peak heights from spectra taken as material was lapped off the surface of each sample.
FIG. 8. (
A) The speed-converted peak heights of the 3271 cm 2 1 peak in weathered PET containing no additive (discrete points) and the least squares ts to these points assuming a double-exponential gradient (solid line) or a single-exponential gradient (dashed line). The peak heights and double-exponential t are the same as in Fig. 6. (B) The depth pro les derived from the double-exponential (solid line) and singleexponential (dashed line) ts in A compared to the observed peak height during the microlapping of the samp le. The lapping points are the same ones as in Fig. 7 .
destructively analyzed the samples using the successive lapping technique described in the Experimental section. 41 The successive lapping produced the discrete data points in Fig. 7 . The arbitrary vertical units are not the same for the successive-lapping and speed-conversion methods, so the speed-conversion curves have been scaled and offset vertically as a group in Fig. 7 to give the best m atch with the successive-lapping data. That is, the same factor (2.14) was used to scale all four curves, and the same factor (4.65) was used to offset all four. Somewhat better ts could have been achieved if each curve were scaled and offset individually, but universal factors were used because the only purpose was to bring the two arbitrary scales into agreem ent.
The m atch between the two data sets is very good, demonstrating that non-trivial depth pro les can be obtained nondestructively by photoacoustic analysis. The limitation stated earlier must be emphasized, however; the type of gradient curve to be tted must be known in advance in order to achieve a reliable depth pro le. If a plausible but incorrect type of curve is chosen, it is possible to get a precise t to the peak-height data that produces an inaccurate depth pro le. The weathered PET data provide a case in point. Figure 8A shows the same speed-converted peak-height data for the no-additive sample, as in Fig. 6 , and the same two-exponential-based t of the data as before (solid line). Figure 8A also shows a least-squares t based on a single exponential (dashed line), the parameters for which are given in Table I . Both are good ts; the rms error of the one-exponential t is only 1.11 times that of the two-exponential t, so the two-exponential t is only slightly better. Figure 8B , however, shows that the resulting depth pro les differ substantially in how well they match the successive-lapping data. Each pro le has been scaled and offset vertically to give the best least-squares t to the lapping data, but the one-exponential pro le (dashed line) is obviously inferior. (Because the two-exponential curve has been scaled and offset individually in Fig. 8B , it ts the lapping data better than in Fig. 7 , where universal scaling and offsetting were used.) Am ong the weathered PET samples, the differences between the two-and one-exponential pro les decrease as the weathering effects decrease, as signi ed by the decreasing values of both Cc 2 and d 2 with increasing additive concentration. Nevertheless, the two-exponential pro le is always clearly better.
CONCLUSION
A method for m aking the level of saturation the same in photoacoustic spectra taken at different scanning speeds or m odulation frequencies has been developed. These saturation-equalized spectra make the depth-related structure in samples m uch clearer. In addition, an approach for quantitatively depth pro ling samples with these spectra has been demonstrated. The approach makes use of a priori knowledge about the sample structure to restrict the possible depth-pro le outcomes and reduce or avoid the ill-conditioned nature of the mathematical problem.
