Abstract. In this paper, we consider the time-dependent Maxwell's equations when Cole-Cole dispersive medium is involved. The Cole-Cole model contains a fractional time derivative term, which couples with the standard Maxwell's equations in free space and creates some challenges in developing and analyzing time-domain finite element methods for solving this model as mentioned in our earlier work [J. Li, J. Sci. Comput., 47 (2001) Comput., 191 (2007), pp. 12-20], we propose two fully discrete mixed finite element schemes for the Cole-Cole model. Numerical stability and optimal error estimates are proved for both schemes. The proposed algorithms are implemented and detailed numerical results are provided to justify our theoretical analysis.
H 0 (curl; Ω) = {v ∈ H(curl; Ω); n × v = 0 on ∂Ω}, where α ≥ 0 is a real number, and Ω is a bounded and convex Lipschitz polyhedral domain in R 3 with connected boundary ∂Ω and unit outward normal n. When α = 0, we simply denote H 0 (curl; Ω) = H(curl; Ω). Furthermore, H(curl; Ω) and H α (curl; Ω) are equipped with the norm where ∞ , s , τ 0 are, respectively, the infinite-frequency permittivity, the static permittivity, and the relaxation time. Furthermore, j = √ −1 denotes the imaginary unit, and ω denotes a general frequency. Note that the Cole-Cole model requires that
In the frequency domain, the induced polarization fieldP , and the electric field E are related by the expression
where 0 is the permittivity in the free space. Assuming a time-harmonic variation of exp(jωt) (i.e., E(x, t) = Re(exp(jωt)Ê(x))), we can transform (2.2) into time-domain as follows:
where
represents the Letnikov fractional derivative given by (2.4)
Here α ∈ (0, 1) is the differentiation order, and Γ(·) is the gamma function.
On the other hand, using (2.1), P can be defined as [24, eq. (2. 3)] (2.5) P (x, t) = 1+(jωτ0) α } is the Cole-Cole time-domain susceptibility kernel. Here L −1 denotes the inverse Laplace transform. Equation (2.5) implies that the initial value P (x, 0) = 0.
Substituting the constitutive relations
into the general Maxwell's equation
we have
which, along with (2.3), form the governing equations for the Cole-Cole dispersive medium model. In the above, E is the electric field, H is the magnetic field, μ 0 is the permeability of free space. To complete the problem, we assume a perfect conducting boundary condition (2.8) n × E = 0 on ∂Ω × (0, T ), and the initial conditions (2.9) E(x, 0) = E 0 (x), H(x, 0) = H 0 (x), P (x, 0) = P 0 (x) = 0 x ∈ Ω, where E 0 and H 0 are some given functions. We recall that a real valued kernel β(t) ∈ L 1 (0, T ) is called positive-definite [21, eq. (1.2)] (also [17] ) if for each T > 0, β satisfies 
which is positive for any α ∈ (0, 1) and ω > 0. Hence the kernel β(t) = t −α is positive-definite.
For the Cole-Cole model, we have the following stability. Lemma 2.1. Assume that E(t), H(t), P (t) are the solutions of (2.6)-(2.7) and (2.3) satisfying the boundary condition (2.8) and the initial condition (2.9), then we have
Proof. Multiplying (2.6) by E, integrating over Ω, and using boundary condition (2.8), we have (2.13)
Similarly, multiplying (2.7) by H and integrating over Ω yields (2.14)
Adding (2.13) and (2.14) together, we obtain
Note that
where we used the fact that P (0) = 0.
Multiplying (2.3) by ∂P ∂t , integrating over Ω, and using (2.16), we have
Multiplying (2.15) by 0 ( s − ∞ ) and adding to (2.17) leads to
where we used (2.16) in the last step.
Integrating (2.18) with respect to t from t = 0 to t concludes the proof. Furthermore, we can prove that Gauss's law holds true if the initial fields are divergence free. More specifically, we present the following lemma.
Lemma 2.2. Assume that the initial fields are divergence free, i.e.,
Then for any t > 0, the electric field E, the magnetic field H, and the polarization field P are divergence free. Proof. Taking the divergence of (2.7) and using the assumption ∇ · H 0 = 0, we easily have ∇ · H(t) = 0.
Similarly, by taking the divergence of (2.6) and using the assumption (2.19), we have
By taking the divergence of (2.3) and using (2.20), we obtain
multiplying by ∂ ∂t ∇ · P (t) and integrating over Ω leads to
Finally, integrating (2.21) with respect to t from t = 0 to t and using the fact that the first term will be nonnegative due to the positive-definite kernel, we can conclude the proof.
Two fully discrete schemes.
Before deriving a finite element scheme, let us first consider a weak formulation for our model problem governed by equations (2.6)-(2.7) and (2.3). Multiplying them by some test functions, then integrating over Ω and using the boundary condition (2.8), we can obtain the weak formulation for (2.6)-(2.7) and (2.
For simplicity, we assume that Ω is partitioned by a family of regular tetrahedral meshes T h with maximum mesh size h. Considering the usual low regularity of Maxwell's equations, we consider only the lowest order Raviart-Thomas-Nédélec's mixed spaces [23] :
where a K , b K , c K are constant vectors in R 3 , and d K is a real constant. To construct a fully discrete scheme, we divide the time interval (0, T ) into M uniform subintervals using points 0 = t 0 < t 1 < · · · < t M = T, where t k = kτ. Moreover, we denote u k = u(·, kτ) and the following finite difference operators:
3.1. The Crank-Nicolson scheme. Before formulating our finite element scheme, we need to approximate the fractional derivative
∂t α . Recall the definition (2.4) and taking the time derivative into the integral, we have (cf. [18] )
where in the last step we used the identity (1−α)Γ(1−α) = Γ(2−α) and the notation
It is easy to check that
). Now we can formulate a Crank-Nicolson type finite element scheme for (3.1)-
which is obtained from (2.3) by setting t = 0.
In practical implementation, the scheme (3.8)-(3.10) can be realized as follows: First, from (3.10), we represent P [15] .
, we have the discrete stability:
Remark 3.1. By dropping the summation term
, the stability of Theorem 3.1 becomes
which has the exact form (if C = 1) as the stability obtained in Lemma 2.1 for the continuous case.
Proof.
) in (3.9), then adding the results together, we obtain
From (3.7), we have
, we obtain
, then substituting (3.14) into the resultant, we have
When k = 1, due to the special definition of∂ α t P 0 h , the last term of (3.15) becomes
), in which case (3.15) easily leads to
which, coupling with (3.16), completes the proof of (3.11) when n = 2.
When k > 2, the last term in (3.15) should be estimated as follows:
which can be bounded using the known estimates of
By induction method, we complete the proof.
Next we investigate the error caused by the approximation of partial fractional derivative (3.7).
Lemma 3.2. Let∂
. By Taylor expansion, we can have
using which we obtain
which, coupling with the result [18, Lemma 3.1]
concludes the proof.
3.2.
The leap-frog scheme. Similar to (3.7), we can approximate the fractional
When k = 0, from (2.3), we can have the approximation
h .
Now we can formulate a leap-frog scheme for (3.1)-(3.3): Given initial approxi-
h is the approximation of 
Assuming that the time step satisfies the condition
then for any n ≥ 1, we have the discrete stability for the solutions (E
) in (3.21), then adding the results together and using the identity
From (3.18), we have
Furthermore, from (3.22), we have
in which we chooseφ = P
Multiplying (3.25) by 0 ( s − ∞ ), then substituting (3.27) into the resultant, we have
Summing up (3.28) from k = 1 to n, we have
By Cauchy-Schwarz inequality and the inverse estimate (3.23), we have
Substituting (3.30) into (3.29), and using a similar technique as in the proof of Theorem 3.1, we can conclude the proof. 
Lemma 4.1 (see [13, Lemma 2.3]). Denote u k = u(·, kτ). For any u ∈ H
On the other hand, for any
Furthermore, we have the projection error estimate 
where γ is the regularity constant from (4.1).
Remark 4.1. When the initial errors
, we have the optimal error estimate
Proof. Integrating (3.1), (3.2), and (3.3) with respect to t over
, t k+ 1 2 ], I k− 1 2 and I k+ 1 2 , respectively, we have
where Loc k+1 is defined as
∂s α ds .
) in (4.7), and adding the results together, we have 
h in (4.11) and using (3.26), we have
By Lemma 3.2, we obtain
where we used the fact that
By (3.18), (3.7), and (4.1), and the facts that kτ ≤ T and b l ≤ 1, we have
Multiplying (4.10) by 0 ( s − ∞ ), adding the result to (4.12), then using Lemma 4.1 and estimates (4.1) and (4.2), we obtain
The rest of the proof is similar to the stability analysis carried out in Theorem 3.3.
Remark 4.2. By similar techniques, we can prove the optimal error estimates for the Crank-Nicolson scheme. More specifically, let (E n h , H n h , P n h ) be the finite element solutions of (3.8)-(3.10), and let (E n , H n , P n ) be the analytic solutions of (2.6)-(2.7) and (2.3). Then under proper regularity assumption of the solutions, there exists a constant C > 0, independent of both the time step size τ and the mesh size h, such that
If we choose the initial approximations for the Crank-Nicolson scheme (3.8)-(3.10) as follows:
then we have the optimal error estimate
Remark 4.3. We like to remark that the above error analysis holds true for other RTN mixed finite element spaces. For example, when the underlying solutions Solving (3.22), we obtain (3.20) with added source term, we have
In summary, in our implementation, the leap-frog scheme (3.20)-(3.22) is realized as follows: Choose initial values
Step 1:
Step 3: Update P k+ 1 2 h using (5.2). We solved this problem using a fixed τ = 0.005 on various meshes. The obtained error estimates are presented in Tables 5.1 and 5 .2 for the fractional-order parameter α = 0.5 and α = 0.7, respectively. Our results confirm the theoretical convergence rate 
where we denote 
For implementation, we rewrite (3.9) as
In summary, the Crank-Nicolson scheme (3.8)-(3.10) with an added source term is implemented as follows: At each time step,
Step 1: Solve a system formed by (5.5) and (5.6) for E k h and H k h .
Step 2: Update P k h using (5.4). We solved the same problem as Example 1 using the Crank-Nicolson scheme with various time step and mesh sizes. Selected numerical results are presented in Table 5 .3 for the fractional-order parameter α = 0.7 with a fixed time step size τ = 0.001 running 1000 time steps on various meshes. Results of Table 5 .3 confirm the theoretical convergence rate
which is O(h) for sufficiently small τ . The time convergence rate O(τ 2−α ) is not that clear due to the mesh size limitation on our computer; see our results listed in Table 5 .4 for errors of P obtained with h = we solve the problem (5.7) ∂ α P (t)
which is a simplified version of (2.3) and no spatial error is involved. Here we assume that E(t) is a fixed source term, where E(t) = 2 Γ(3−α) t 2−α + t 2 such that the exact solution of (5.7) is P (t) = t 2 . We use the same scheme (5.4) for solving P . The errors obtained using fixed α = 0.7 and various time step size τ are given in Table 5 .5, which clearly shows the rate O(τ 2−α ), especially when τ becomes quite small.
Conclusions.
In this paper, we developed two fully discrete finite element schemes for solving the Cole-Cole dispersive medium model, which is described by the Maxwell's equations plus a fractional time derivative term. The stability and optimal error estimates are then proved for both schemes. Finally, we implemented the proposed algorithms and presented many numerical results justifying our theoretical analysis.
