Global well-posedness of classical solutions to the compressible Navier–Stokes equations in a half-space  by Duan, Qin
J. Differential Equations 253 (2012) 167–202Contents lists available at SciVerse ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
Global well-posedness of classical solutions to
the compressible Navier–Stokes equations in a half-space
Qin Duan a,b,∗
a College of Mathematics and Computational Science, Shenzhen University, China
b The Institute of Mathematical Sciences, The Chinese University of Hong Kong, China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 28 November 2011
Available online 5 April 2012
In this paper, we establish the global well-posedness of classical
solutions to the half-space problem with the boundary condition
proposed by Navier for the isentropic compressible Navier–Stokes
equations in three spatial dimensions. Initial data are of small
energy but possibly large oscillations.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The motion of a viscous compressible barotropic ﬂuid in a half-space Ω = {x ∈R3: x3 > 0} can be
described by the Navier–Stokes equations
ρt + div(ρu) = 0, in Ω × (0, T ), (1)
(ρu)t + div(ρu ⊗ u) + Lu + ∇ P = 0, in Ω × (0, T ), (2)
Lu = −μu − (λ + μ)∇ divu, P = P (ρ), (3)
the initial boundary conditions are
(ρ,u)|t=0 = (ρ0,u0) in Ω, (4)(
u1(x),u2(x),u3(x)
)= β(u1x3(x),u2x3(x),0), β > 0, on ∂Ω, (5)
ρ(x, t) −→ ρ˜, u(x, t) −→ 0 as |x| −→ ∞, (x, t) ∈ Ω × (0, T ). (6)
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respectively. The constants μ and λ are viscosity coeﬃcients. We suppose P (ρ) = Aργ , γ > 1, A > 0
and μ > 0, 3μ+ 2λ 0 so that L = −μ− (λ+μ)∇ div is a strongly elliptic operator. This boundary
condition was proposed by Navier and expressed the condition that the velocity ∂Ω is proportional
to the tangential component of the stress. For the ﬂat-space case, it has been applied in a number of
problems, usually for incompressible ﬂows, see Arbogast and Lehr [2], Beavers and Joseph [9], Caﬂisch
and Rubinstein [3] and Saffman [26] for example.
In the past several decades, huge literatures have been made for the system (1)–(3) not only for
special data but also for general initial data. For instance, the one-dimensional problem has been
studied by many people, see [10,16,25] and reference therein. Concerning the global existence and
asymptotical behavior of solutions for small data in multi-dimensional case, Matsumura and Nishida
[22–24] obtained a smooth solution under the initial data are small perturbation of a uniform non-
vacuum state. Later, Hoff generalized these results for the discontinuous initial data in a series of
papers, see [10–12] and reference therein. However, for the large data, there are still many important
open problems, such as, the existence of global solutions in the case of heat-conducting gases and the
uniqueness of weak solutions. The ﬁrst general result was obtained by Lions in [20], in which he used
the method of weak convergence to obtain global weak solutions provided the speciﬁc heat ratio γ
is appropriately large, for example, γ  3NN+2 , N = 2,3. Later, this result was improved by Feireisl [8]
for γ > N2 . It should be noted that the density is allowed to vanish initially. If the solution has certain
symmetry, the global existence of weak solutions was obtained for any γ > 1 in [15]. In addition, Hoff
in [12] also obtained the global existence of weak solution for γ > 1 if the initial density and velocity
were a general small perturbation of a non-vacuum state. There have been many generalizations of
these results, see [8,10,12,19,20,30] and references therein. Recently, under the additional assumptions
that the viscosity coeﬃcients μ and λ satisfy
μ > max{4λ,−λ},
and for the far ﬁeld density away from vacuum (ρ˜ > 0), Hoff [13] obtained a new type of global weak
solutions with small energy which have extra regularity information compared with these large weak
ones constructed by Lions [20] and Feireisl [8].
Then, we want to ask how about the regularity of this solution, i.e., when will the weak solution
become a strong or even classical? The partial regularity of two-dimensional periodic weak solutions
to the isentropic compressible Navier–Stokes equations has been obtained by Desjardins in [7] under
the condition that the density is bounded. In their paper, the quantity called effective viscous ﬂux,
deﬁned as F = (2μ + λ)divu − P , plays a key role to obtain the global existence of weak solutions
in [12]. Moreover, the classical elliptic regularity estimate holds
‖ω‖Lp(Ω) + ‖∇ F‖Lp(Ω)  C‖H‖Lp(Ω),
for p ∈ (1,∞) and Ω = R3 or T3, where H = ρ(ut + u · ∇u) is the convection term and ω = ∇ × u
is the vorticity. However, it is not easy to obtain the same estimate when Ω is a bounded domain
because of the less boundary condition for ω and F . Therefore, it seems that we need some new
methods to extend the result in [7] to the general bounded domains.
There are also a series of results about the existence of strong solutions. For instance, Solonnikov
obtained a local existence of strong solutions with periodic non-vacuum data in [27]. If the initial
density allows vacuum, it was shown recently in [4] that the Navier–Stokes equations admitted a lo-
cal strong solution as long as a suitable compatibility condition is satisﬁed initially. Later, this result
is extended to the full compressible Navier–Stokes equations [5]. Moreover, Kim and Cho [6] estab-
lished a local classical solution in a bounded or unbounded domain Ω of R3. In their paper, the initial
density does not need to be bounded below away from vacuum and may vanish in an open subset
(vacuum) of Ω . Then a natural question is whether such solutions could be globally well deﬁned.
In general, one could not expect such general results due to Xin’s blow-up results in [29] where it
is shown that in the case that the initial density has compact support, any smooth solution to the
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blows up in ﬁnite time for any space dimension and the same holds for the isentropic case at least in
one-dimensional and the symmetric two-dimensional case [21]. Very recently, there has been a sur-
prising work by Huang, Li and Xin in [14], where they established the global existence and uniqueness
of classical solutions to the three-dimensional Cauchy problem for the isentropic compressible Navier–
Stokes equations with smooth initial data which were of small energy but possibly large oscillation
with constant state at far ﬁled which could be either vacuum or non-vacuum. In addition, Luo in
her PhD thesis [21] obtained similar results to the Cauchy problem for the isentropic compressible
Navier–Stokes systems in two-dimensional case. They also ﬁnd that for spherically symmetric case,
the local smooth solution (ρ,u) ∈ C1([0, T ]; Hs) (s > 3) has to blow up in ﬁnite time with initial
density having compact support.
The rest of this paper is organized as follows. In Section 2, we give some new notations and state
the main result of this paper. The local existence and uniqueness of classical solutions are obtained in
Section 3. In Section 4, we will give the a priori estimates for solutions. These estimates are the key
to obtain the global well-posedness of solutions. Then a proof of the main result is given in the last
section.
2. Preliminaries and main result
The following well-known Gagliardo–Nirenberg inequality will be used later frequently (see
[17,18]).
Lemma 2.1 (Gagliardo–Nirenberg). For p  2, q ∈ (1,∞), and r ∈ (2,∞), there exists some generic constant
C > 0 which may depend on q, r such that for f ∈ H1(R3) and g ∈ Lq(R3) ∩ D1,r(R3), we have
‖ f ‖pLp  C‖ f ‖
6−p
2
L2
‖∇ f ‖
3p−6
2
L2
, (7)
‖g‖
C(R3)
 C‖g‖ q(r−3)3r+q(r−3) ‖∇g‖
3r
3r+q(r−3)
Lr . (8)
The following Zolotnik inequality will be used to obtain the uniform (in time) upper bound of the
density ρ .
Lemma 2.2. Let the function y satisfy
y′ = g(y) + b′(t) on [0, T ], y(0) = y0,
where g ∈ C(R) and y,b ∈ W 1,1(0, T ). If g(∞) = −∞ and
b(t2) − b(t1) N0 + N1(t2 − t1) (9)
for all 0 t1 < t2  T with some N0  0 and N1  0, then
y(t)max
{
y0, ξ¯
}+ N0 < ∞ on [0, T ],
where ξ¯ is a constant such that
g(ξ)−N1 for ξ  ξ¯ . (10)
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neous and inhomogeneous Sobolev spaces.
Lr = Lr(Ω), Dk,r = {u ∈ L1loc(Ω): |u|Dk,r < ∞}, ‖u‖Dk,r  ∥∥∇ku∥∥Lr ,
Wk,r = Lr ∩ Dk,r, Hk = Wk,2, Dk = Dk,2, D1 = {u ∈ L6 ∣∣ ‖∇u‖L2 < ∞}.
The initial energy is deﬁned as:
C0 =
∫ (
1
2
ρ0|u0|2 + G(ρ0)
)
dx, (11)
where G denotes the potential energy density given by
G(ρ) ρ
ρ∫
ρ˜
P (s) − P (ρ˜)
s2
ds.
It is clear that
c1(ρ¯, ρ˜)(ρ − ρ˜)2  G(ρ) c2(ρ¯, ρ˜)(ρ − ρ˜)2, if ρ˜ > 0, 0 ρ  ρ¯,
for positive constants c1(ρ¯, ρ˜) and c2(ρ¯, ρ˜).
The main results can be stated as follows:
Theorem 2.3. For given numbers M > 0 (not necessarily small) and ρ¯  ρ˜ +1, ρ˜ > 0, suppose that the initial
data (ρ0,u0) satisfy
0 infρ0  supρ0  ρ¯, ‖∇u0‖2L2  M, (12)
u0 ∈ D1 ∩ D3,
(
ρ0 − ρ˜, P (ρ0) − P (ρ˜)
) ∈ H3, (13)
and the compatibility condition
−μu0 − (μ + λ)∇ divu0 + ∇ P (ρ0) = ρ0g, (14)
for some g ∈ D1 with ρ
1
2
0 g ∈ L2 . Then there exists a positive constant  depending on μ, λ, A, γ , ρ¯ and M
such that if
C0  , (15)
the half-space problem (1)–(6) has a unique global classical solution (ρ,u) satisfying for any 0 < τ < T < ∞,
0 ρ(x, t) 2ρ¯, x ∈ Ω, t  0, (16)⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(
ρ − ρ˜, P − P (ρ˜)) ∈ C([0, T ]; H3),
u ∈ C([0, T ]; D1 ∩ D3)∩ L2(0, T ; D4)∩ L∞(τ , T ; D4),
ut ∈ L∞
(
0, T ; D1)∩ L2(0, T ; D2)∩ L∞(τ , T ; D2)∩ H1(τ , T ; D1),√
ρu ∈ L∞(0, T ; L2),
(17)t
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lim
t−→∞
∫ (|ρ − ρ˜|q + ρ 12 |u|4 + |∇u|2)(x, t)dx = 0, (18)
for all q ∈ (2,∞).
Theorem 2.4. In addition to the conditions of Theorem 2.3, assume further that there exists some point x0 ∈ Ω
such that ρ0(x0) = 0. Then the unique global classical solution (ρ,u) to (1)–(6) obtained in Theorem 2.3 has
to blow up as t −→ ∞, in the sense that for any r > 3,
lim
t−→∞
∥∥∇ρ(·, t)∥∥Lr = ∞.
Remark 2.5. The boundary condition can be replaced by
(
u1(x),u2(x),u3(x)
)= k(x)(u1x3(x),u2x3(x),0),
where k(x) k0 > 0, and k(x) ∈ W 2,∞(R2).
Remark 2.6. The solution obtained in Theorem 2.3 becomes a classical one for positive time. Although
it has small energy, whose oscillations could be arbitrarily large.
Remark 2.7. It should be emphasized that in Theorem 2.3, the viscosity coeﬃcients are only assumed
to satisfy the physical condition
μ > 0, μ + 3
2
λ 0,
while the theory on weak energy solution in [13] requires additional assumptions.
3. Local existence and uniqueness of classical solutions
Using the same argument as in Kim, Cho [5] and the standard elliptic regularity results as in
Agmon, Douglis and Nirenberg [1], we can obtain the following local existence and uniqueness of the
classical solution.
Lemma 3.1. For ρ˜ > 0, assume that the initial data (ρ0  0,u0) satisfy (13)–(14). Then there exist a small
time T ∗ and a unique classical solution (ρ,u) to the half-space problem (1)–(6) such that
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
ρ − ρ˜, P − P (ρ˜)) ∈ C([0, T ∗]; H3),
u ∈ C([0, T ∗]; D1 ∩ D3)∩ L2(0, T ∗; D4),
ut ∈ L∞
(
0, T ∗; D1)∩ L2(0, T ∗; D2), √ρut ∈ L∞(0, T ∗; L2),
√
ρutt ∈ L2
(
0, T ∗; L2), t 12 u ∈ L∞(0, T ∗; D4),
t
1
2
√
ρutt ∈ L∞
(
0, T ∗; L2), tut ∈ L∞(0, T ∗; D3),
tutt ∈ L∞
(
0, T ∗; D1)∩ L2(0, T ∗; D2).
(19)
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In this section, we will establish some a priori estimates for smooth solutions to the half-space
problem (1)–(6) to extend the local classical solution obtained in Lemma 3.1. Let (ρ,u) be the smooth
solution on Ω × (0, T ] in the class (19) with smooth initial data (ρ0,u0) satisfying (12)–(14), where
T > 0 is a ﬁxed time. Now we deﬁne σ(t) = min{1, t} and
A1(T ) sup
t∈[0,T ]
(
σ‖∇u‖2L2
)+
T∫
0
∫
σρ|u˙|2 dxdt,
A2(T ) sup
t∈[0,T ]
σ 3
∫
ρ|u˙|2 dx+
T∫
0
∫
σ 3|∇u˙|2 dxdt,
and
A3(T ) sup
t∈[0,T ]
‖∇u‖2L2 ,
where
f˙  ft + u · ∇ f .
We have the following key a priori estimates on (ρ,u).
Proposition 4.1. For given M > 0 and ρ¯  ρ˜ + 1, assume that (ρ0,u0) satisfy (12)–(14). Then there exist
positive constants  and K both depending on μ, λ, ρ˜ , A, γ , ρ¯ and M such that if (ρ,u) is a smooth solution
of (1)–(6) on Ω × (0, T ] satisfying
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
sup
Ω×[0,T ]
ρ  2ρ¯,
A1(T ) + A2(T ) 2C
1
2
0 ,
A3
(
σ(T )
)
 3K ,
(20)
the following estimates hold
sup
Ω×[0,T ]
ρ  7
4
ρ¯, A1(T ) + A2(T ) C
1
2
0 , A3
(
σ(T )
)
 2K , (21)
provided C0   .
In the following, C denotes a generic positive constant depending on μ, λ, ρ˜ , A, γ , ρ¯ and M , and
we write C(α) to emphasis that C depends on α.
Lemma 4.2 (Energy estimate). Let (ρ,u) be a smooth solution of (1)–(6)with 0 ρ(x, t) 2ρ¯ . Then there is
a constant C(ρ¯) such that
Q. Duan / J. Differential Equations 253 (2012) 167–202 173sup
0tT
∫ (
1
2
ρ|u|2 + G(ρ)
)
dx+
T∫
0
∫ (
μ|∇u|2 + (μ + λ)(divu)2)dxdt
+ β−1
T∫
0
∫
∂Ω
|u|2 dSx dt  C0, (22)
A1(T ) CC0 + C
T∫
0
∫
σ |∇u|3 dxdt + C
T∫
0
∫
σ
(|u|2|∇u| + |u||∇u|2)dxdt, (23)
A2(T ) CC0 + C A1(T ) +
T∫
0
∫
σ 3
[|u|4 + |∇u|4 + |u˙||∇u||u| + |u˙||∇u|2]dxdt. (24)
Proof. Multiplying Eq. (1) by G ′(ρ) and the second equation by u j and integrating, applying the far
ﬁled condition (4), one can obtain (22) easily.
For integer m 0, multiplying (2) by σmu˙, then integrating the resulting equality over Ω yields
∫
σmρ|u˙|2 dx =
∫ (−σmu˙∇ P + μσmu˙u + (λ + μ)σm∇ divuu˙)dx
=
3∑
i=1
Mi . (25)
Using (1) and integrating by parts lead to
M1 = −
∫
σmu˙∇ P dx =
∫ (
σm(divu)t
(
P − P (ρ˜))− σm(u · ∇u)∇ P)dx
=
(∫
σm divu
(
P − P (ρ˜))dx)
t
−mσm−1σ ′
∫
divu
(
P − P (ρ˜))dx
+
∫
σm
(
P ′ρ(divu)2 − P (divu)2 + P∂iu j∂ jui
)
dx

(∫
σm divu
(
P − P (ρ˜))dx)
t
+mσm−1σ ′∥∥P − P (ρ˜)∥∥L2‖∇u‖L2 + C(ρ¯)‖∇u‖2L2

(∫
σm divu
(
P − P (ρ˜))dx)
t
+ C(ρ¯)‖∇u‖2L2 + C(ρ¯)m2σ 2(m−1)σ ′C0. (26)
Integrating by parts implies
M2 =
∫
μσmuu˙ dx
= −μ
2
(
σm‖∇u‖2L2
)
t +
μ
2
mσm−1σ ′‖∇u‖2L2 − μσm
∫ (
∂ku
j∂k
(
ui∂iu
j))dx
+
∫
μσmu jku˙
jNk dSx∂Ω
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2
(
σm‖∇u‖2L2
)
t +
μ
2
mσm−1σ ′‖∇u‖2L2 − μσm
∫ (
∂ku
j∂k
(
ui∂iu
j))dx
− 1
2
μσm
d
dt
∫
∂Ω
β−1|u|2 dSx − σmμ
∫
∂Ω
β−1u juku jk dSx. (27)
We need to estimate the boundary term −μσm ∫
∂Ω
β−1u juku jk dSx . We apply the fact that for h ∈
(C1 ∩ W 1,1)(Ω¯),
∫
∂Ω
h(x)dS =
∫
Ω∩{0x31}
[
h(x) + (x3 − 1)hx3(x)
]
dx. (28)
Since j,k ∈ {1,2}, we can use (28) and integrating by parts in the x1 and x2 directions to obtain the
bound
μσm
∫
Ω
(|u|2|∇u| + |u||∇u|2)dx.
Hence
M2 −μ
2
(
σm‖∇u‖2L2
)
t −
1
2
μσm
( ∫
∂Ω
β−1|u|2 dSx
)
t
+ Cmσm−1‖∇u‖2L2
+ C
∫
σm|∇u|2 dx+ C
∫
σm|∇u|3 dx+ C
∫
σm
(|u|2|∇u| + |∇u|2|u|)dx, (29)
and similarly
M3 = −μ + λ
2
(
σm‖divu‖2L2
)
t +
m(μ + λ)
2
σm−1σ ′‖divu‖2L2
− (λ + μ)σm
∫
divu div(u · ∇u)dx
−λ + μ
2
(
σm‖divu‖2L2
)
t + Cmσm−1‖∇u‖2L2 + C
∫
σm|∇u|3 dx. (30)
Combining (26)–(30), we have
B ′(t) +
∫
σmρ|u˙|2 dx+ μσm d
dt
∫
∂Ω
β−1|u|2 dSx
 C(ρ¯)m2σ 2(m−1)σ ′C0 +
(
Cmσm−1 + C(ρ¯))‖∇u‖2L2
+ Cσm
∫
|∇u|3 dx+ C
∫
σm
(|u|2|∇u| + |∇u|2|u|)dx, (31)
where
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m
2
‖∇u‖2L2 +
μ + λ
2
σm‖divu‖2L2 +
∫
σm divu
(
P − P (ρ˜))dx
 μσ
m
2
‖∇u‖2L2 +
μ + λ
2
σm‖divu‖2L2 − CσmC1/20 ‖divu‖L2
 μ
4
σm‖∇u‖2L2 +
μ + λ
2
σm‖divu‖2L2 − Cσ 2mC0. (32)
Integrating (32) over [0, T ], we obtain
sup
0tT
σm‖∇u‖2L2 +
T∫
0
∫
σmρ|u˙|2 dxds
 C(ρ¯)C0 +
T∫
0
∫
σm|∇u|3 dxds + C
∫
σm
(|u|2|∇u| + |∇u|2|u|)dx.
For m  0, multiplying σmu˙ j( ∂
∂t + div(u·)) to (2) j , summing with respect to j, and integrating the
resulting equation over Ω , we have
(
σm
2
∫
ρ|u˙|2 dx
)
t
− m
2
σm−1σ ′
∫
ρ|u˙|2 dx
= −
∫
σmu˙ j
[
∂ j Pt + div(∂ j Pu)
]
dx+ μ
∫
σmu˙ j
[
u jt + div
(
uu j
)]
dx
+ (λ + μ)
∫
σmu˙ j
[
∂t∂ j divu + div(u∂ j divu)
]
dx

3∑
i=1
Ni . (33)
Integrating by parts and using Eq. (1), we have
N1 = −
∫
σmu˙ j
[
∂ j Pt + div(∂ j Pu)
]
dx
=
∫
σm
[−P ′ρ divu∂ j u˙ j + ∂k(∂ j u˙ juk)P − P∂ j(∂ku˙ juk)]dx
 C(ρ¯)σm‖∇u‖L2‖∇u˙‖L2  δσm‖∇u˙‖2L2 + C(ρ¯, δ)σm‖∇u‖2L2 , (34)
N2 = μ
∫
σmu˙ j
(
u jt + div
(
uu j
))
dx
= −μ
∫
σm
[|∇u˙|2 + ∂i u˙ j∂kuk∂iu j − ∂i u˙ j∂iuk∂ku j − ∂iu j∂iuk∂ku˙ j]dx
− μ
∫
∂Ω
σmβ−1|u˙|2 dSx + μ
∫
∂Ω
σmβ−1u˙ ju jku
k dSx − μ
∫
∂Ω
σm∂ku˙
juk∂3u
j dSx
−3
4
μ
∫
σm|∇u˙|2 dx+ C
∫
σm|∇u|4 dx− μ
∫
σmβ−1|u˙|2 dSx∂Ω
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∫
σm
[|u||∇u||u˙| + |u||∇u||∇u˙| + |∇u|2|u˙|]dx
−3
4
μ
∫
σm|∇u˙|2 dx+ C
∫
σm|∇u|4 dx− μ
∫
∂Ω
σmβ−1|u˙|2 dSx
+ δσm‖∇u˙‖2L2 + C(δ)σm‖∇u‖4L4 + C(δ)σm‖u‖4L4
+ Cμ
∫
σm
[|u||∇u||u˙| + |∇u|2|u˙|]dx, (35)
where we have used
∫
∂Ω
σmβ−1u˙ ju jku
k dSx  C
∫
Ω
σm
[|u||∇u||u˙| + |u||∇u||∇u˙| + |∇u|2|u˙|]dx,
and
∫
∂Ω
σm∂ku˙
juk∂3u
j dSx  C
∫
Ω
σm|∇u||u||∇u˙|dx,
the proof is similar to (27) and (28). Similarly,
N3 −μ + λ
2
∫
σm|div u˙|2 dx+ C
∫
σm|∇u|4 dx. (36)
Substituting (34)–(36) into (33), and choosing δ suitably small, it holds that
(
σm
2
∫
ρ|u˙|2 dx
)
t
+ μ
∫
σm|∇u˙|2 dx+ (μ + λ)
∫
σm(div u˙)2 dx
mσm−1σ ′
∫
ρ|u˙|2 dx+ Cσm‖∇u‖4L4 + Cσm‖u‖4L4 + C(ρ¯)σm‖∇u‖2L2
+ Cμ
∫
σm
(|u||∇u||u˙| + |∇u|2|u˙|)dx. (37)
Taking m = 3 in (37) and using
3
T∫
0
σ 2σ ′
∫
ρ|u˙|2 dxdt  C A1(T ),
we can obtain (24) after integrating (37) over (0, T ). 
If we denote
F  (2μ + λ)divu − P (ρ) + P (ρ˜), ω∇ × u,
then we will have
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and the following lemma.
Lemma 4.3. There exists a constant C = C(ρ¯) such that if (ρ,u) is a smooth solution to (1)–(6) on Ω ×[0, T ],
then for 0 t  T ,
∫
|u|p dx C(ρ¯)
(
C
6−p
4
0
(∫
|∇u|2 dx
) 3p−6
4
+ C
6−p
6
0
(∫
|∇u|2 dx
) p
2
)
, 2 p  6, (39)
∫
|∇u|p dx C
∫ (|F |p + |ω|p + ∣∣P − P (ρ˜)∣∣p)dx, 1 < p < ∞, (40)
∫ (|∇ F |p + |∇ω|p)dx C ∫ (|ρu˙|p + |∇u|p)dx, 1 < p < ∞, (41)
∫ (|F |p + |ω|p)dx C(ρ¯)[(∫ ρ|u˙|2 dx)
3p−6
4
(∫ (|∇u|2 + ∣∣P − P (ρ˜)∣∣2)dx)
6−p
4
+
(∫
|∇u|2 dx
) p
2
+
(∫ ∣∣P − P (ρ˜)∣∣2 dx)
6−p
4
(∫
|∇u|2 dx
) 3p−6
4
]
, 2 p  6, (42)
‖∇u‖Lp  ‖∇u‖
6−p
2p
L2
‖∇u‖
3p−6
2p
L6
 C(ρ¯)‖∇u‖
6−p
2p
L2
(‖ρu˙‖L2 + ‖∇u‖L2
+ ∥∥P − P (ρ˜)∥∥L2 + ∥∥P − P (ρ˜)∥∥L6) 3p−62p , 2 p  6. (43)
Proof. From Gagliardo–Nirenberg inequality (7), we have
‖u‖pLp  C‖u‖
6−p
2
L2
‖∇u‖
3p−6
2
L2
. (44)
Since
ρ˜
∫
|u|2 dx
∫
ρ|u|2 dx+
(∫
|ρ − ρ˜|2 dx
) 1
2
(∫
|u|4 dx
) 1
2
, (45)
making use of (44), we obtain
∫
|u|2 dx C(ρ¯)
(
C0 + C
2
3
0
∫
|∇u|2 dx
)
,
using (44) again, we get (39).
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(μ + λ)u j = ((μ + λ)divu − P (ρ))x j + (μ + λ)(u jxk − ukx j )xk + (P (ρ) − P (ρ˜))x j
= Fx j + (μ + λ)ω j,kxk +
(
P (ρ) − P (ρ˜))x j , (46)⎧⎪⎨
⎪⎩
u1x3 = β−1u1,
u2x3 = β−1u2, u ∈ ∂Ω,
u3 = 0,
(47)
by standard elliptic regularity results, we obtain (40).
In order to prove (41), we rewrite Eq. (2) as
μω j,k = (ρu˙ j)xk − (ρu˙k)x j . (48)
Thus, if we let H = ω1,3 − β−1u1, then H = 0 on ∂Ω by (4) and
μH = (ρu˙ j)xk − (ρu˙k)x j − μβ−1u1 (49)
in Ω . The standard elliptic theory gives us the bounds for ‖∇H‖Lp for 1 < p < ∞ and therefore, we
can obtain
∥∥∇ω1,3∥∥Lp  C(ρ¯)(‖ρu˙‖Lp + ‖∇u‖Lp ), 1 < p < ∞. (50)
A similar argument applies to ω2,3. In order to obtain the estimate of ω1,2, we differentiate the j = 1
equation in (2) with respect to x2, then reverse the indices and substract to get
μ
(
∂2
∂x21
+ ∂
2
∂x22
)
ω1,2 = (ρu˙1)x2 − (ρu˙2)x1 + μ(ω2,3x3,x1 − ω1,3x3,x2). (51)
Then we can estimate ‖∇x1,x2ω1,2(·, ·, x3)‖Lp(R2) . Integrating this bound with respect to x3, and ap-
plying (50), we get that ‖∇x1,x2ω1,2‖Lp(Ω) is bounded by the right side of (50). Since
ω1,2x3 = ω1,3x2 − ω2,3x1 ,
we prove the bound in (41) for ω. The bound for ∇ F follows from the decomposition (38).
(42) follows from (41) for p = 2, Gagliardo–Nirenberg inequality and (22).
(43) is a direct result from interpolation inequality, (40) and (42). 
Lemma 4.4. Let (ρ,u) be a smooth solution of (1)–(6) with 0 ρ(x, t) 2ρ¯ . Then there exist positive con-
stants K and 0 both depending only on μ, λ, ρ˜ , A, γ , ρ¯ and M such that
A3
(
σ(T )
)+
σ (T )∫
0
∫
ρ|u˙|2 dxdt  2K , (52)
provided A3(σ (T )) 3K and C0  0 .
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A3
(
σ(T )
)+
σ (T )∫
0
∫
ρ|u˙|2 dxdt  C(ρ¯)(C0 + M) + C(ρ¯)
σ (T )∫
0
‖∇u‖3L3 dt
+
σ (T )∫
0
∫ (|u|2|∇u| + |∇u|2|u|)dxdt. (53)
It follows from (22) and (43) that
σ (T )∫
0
‖∇u‖3L3 dt  C(ρ¯)
σ (T )∫
0
‖∇u‖
3
2
L2
(‖ρu˙‖ 32
L2
+ C
1
4
0 + ‖∇u‖
3
2
L2
+ C
3
4
0
)
 δ
σ (T )∫
0
∫
ρ|u˙|2 dxdt + C(ρ¯, δ)
σ (T )∫
0
‖∇u‖6L2 dt + C(ρ¯)C0
which, together with (39), (53) and choosing δ small enough, we have
A3
(
σ(T )
)+
σ (T )∫
0
∫
ρ|u˙|2 dxdt
 C(ρ¯)
σ (T )∫
0
‖∇u‖6L2 dt + C(ρ¯)(C0 + M)
+ C(ρ¯)
( σ (T )∫
0
‖u‖4L4 dt +
σ (T )∫
0
‖∇u‖2L2 dt +
σ (T )∫
0
‖∇u‖3L3 dt +
σ (T )∫
0
‖u‖3L3 dt
)
 C(ρ¯)
σ (T )∫
0
‖∇u‖6L2 dt + C(ρ¯)(C0 + M) K + C(ρ¯)C0
[
A3
(
σ(T )
)]2
,
for some positive constant K depending only on μ, λ, ρ˜ , A, γ , ρ¯ and M . By choosing 0 
(9C(ρ¯)K )−1, we ﬁnish the proof of (52). 
Lemma 4.5. There exists a positive constant 1(μ,λ, ρ˜, A, γ , ρ¯,M)  0 such that if (ρ,u) is a smooth
solution of (1)–(6) satisfying (20) for K as in Lemma 4.4, then
A1(T ) + A2(T ) C
1
2
0 , (54)
provided C0  1 .
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A1(T ) + A2(T ) C(ρ¯)C0 + C(ρ¯)
T∫
0
σ 3‖∇u‖4L4 dt + C(ρ¯)
T∫
0
σ‖∇u‖3L3 dt
+ C(ρ¯)
T∫
0
σ 3‖u‖4L4 dt + C(ρ¯)
T∫
0
∫
σ 3
[|u||∇u||u˙| + |∇u|2|u˙|]dxdt
+ C(ρ¯)
T∫
0
∫
σ
(|∇u||u|2 + |∇u|2|u|)dxdt. (55)
From (40), we have
T∫
0
σ 3‖∇u‖4L4 dt  C
T∫
0
σ 3
(‖F‖4L4 + ‖ω‖4L4)dt +
T∫
0
σ 3
∥∥P − P (ρ˜)∥∥4L4 dt. (56)
It follows from (42) that
T∫
0
σ 3
(‖F‖4L4 + ‖ω‖4L4)dt
 C
T∫
0
σ 3
(‖∇u‖L2 + ∥∥P − P (ρ˜)∥∥L2)‖ρu˙‖3L2 dt + C(ρ¯)
T∫
0
σ 3‖∇u‖4L2 dt
+ C(ρ¯)
T∫
0
σ 3
∥∥P − P (ρ˜)∥∥L2‖∇u‖3L2 dt
 C(ρ¯) sup
0tT
(
σ
3
2 ‖√ρu˙‖L2
(
σ
1
2 ‖∇u‖L2 + C1/20
)) T∫
0
∫
σρ|u˙|2 dxdt
+ C(ρ¯)C3/20 sup
0tT
(
σ 1/2‖∇u‖L2
)+ C(ρ¯)C0 sup
0tT
(
σ‖∇u‖2L2
)
 C(ρ¯)
(
A1/21 (T ) + C1/20
)
A1/22 (T )A1(T ) + C(ρ¯)C3/20 A1(T )1/2 + C(ρ¯)C0A1(T )
 C(ρ¯)C0, (57)
provided C0  0.
From (1), we have
(
P − P (ρ˜))t + u · ∇(P − P (ρ˜))+ γ (P − P (ρ˜))divu + γ P (ρ˜)divu = 0. (58)
Multiplying (58) by 3(P − P (ρ˜))2 and integrating the resulting equality over Ω , one can get after
using divu = 12μ+λ (F + P − P (ρ˜)) that
Q. Duan / J. Differential Equations 253 (2012) 167–202 1813γ − 1
2μ + λ
∥∥P − P (ρ˜)∥∥4L4 = −
(∫ (
P − P (ρ˜))3 dx)
t
− 3γ − 1
2μ + λ
∫ (
P − P (ρ˜))3F dx
− 3γ P (ρ˜)
∫ (
P − P (ρ˜))2 divu dx
−
(∫ (
P − P (ρ˜))3 dx)
t
+ δ∥∥P − P (ρ˜)∥∥4L4 + Cδ‖F‖4L4 + Cδ‖∇u‖2L2 . (59)
Multiplying (59) by σ 3 and integrating over (0, T ), choosing δ suitably small, one has
T∫
0
σ 3
∥∥P − P (ρ˜)∥∥4L4 dt  C sup
0tT
∥∥P − P (ρ˜)∥∥3L3 + C
σ (T )∫
0
∥∥P − P (ρ˜)∥∥3L3 dt
+ C(ρ¯)
T∫
0
σ 3‖F‖4L4 dt + C(ρ¯)C0
 C(ρ¯)C0, (60)
where (57) has been used. Therefore, combining (56), (57) and (60), we have
T∫
0
σ 3
(‖∇u‖4L4 + ∥∥P − P (ρ˜)∥∥4L4)dt  C(ρ¯)C0. (61)
Next, we will estimate the term
∫ T
0 σ‖∇u‖3L3 dt . First, (61) implies that
T∫
σ (T )
∫
σ |∇u|3 dxdt 
T∫
σ (T )
∫ (|∇u|4 + |∇u|2)dxdt  C(ρ¯)C0, (62)
and from (43) and (52), one gets
σ (T )∫
0
σ‖∇u‖3L3 dt  C(ρ¯)
σ (T )∫
0
σ‖∇u‖3/2
L2
(‖ρu˙‖3/2
L2
+ C1/40 + ‖∇u‖3/2L2 + C
3/4
0
)
dt
 C(ρ¯)
σ (T )∫
0
(
σ 1/4‖∇u‖3/2
L2
)(
σ
∫
ρ|u˙|2 dx
)3/4
dt +
σ (T )∫
0
σ‖∇u‖3L2 dt + C(ρ¯)C0
 C(ρ¯) sup
t∈(0,σ (T )]
((
σ‖∇u‖2L2
)1/4‖∇u‖1/2
L2
) σ (T )∫
0
‖∇u‖1/2
L2
(
σ
∫
ρ|u˙|2 dx
)3/4
dt
+ sup
t∈(0,σ (T )]
(
σ‖∇u‖2L2
)1/2 σ (T )∫
0
σ 1/2‖∇u‖2L2 dt + C(ρ¯)C0
 C(ρ¯,M)A1(T )C1/40 + C(ρ¯)C0  C(ρ¯,M)C3/40 (63)
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T∫
0
∫
σ 3|u|4 dxdt  C(ρ¯)
T∫
0
σ 3
[
C1/20 ‖∇u‖3L2 + C1/30 ‖∇u‖4L2
]
dt
 C(ρ¯)C0, (64)
T∫
0
∫
σ
(|∇u||u|2 + |∇u|2|u|)dx
T∫
0
∫
|∇u|2 dxdt +
T∫
0
∫
σ 2|u|4 dxdt
+
T∫
0
σ‖∇u‖L3‖∇u‖2L2 dt

T∫
0
∫
|∇u|2 dxdt +
T∫
0
∫
σ 2|u|4 dxdt
+ C
T∫
0
σ‖∇u‖3L3 dt +
T∫
0
σ‖∇u‖3L2 dt
 C(ρ¯,M)C3/40 , (65)
and
T∫
0
∫
σ 3
[|u||∇u||u˙| + |∇u|2|u˙|]dxdt
 C
T∫
0
σ 3‖u‖L3‖∇u‖L2‖∇u˙‖L2 dt + C
T∫
0
σ 3‖∇u‖L3‖∇u‖L2‖∇u˙‖L2 dt
 C(ρ¯)
T∫
0
σ 3
[
C1/40 ‖∇u‖1/2L2 + C
1/6
0 ‖∇u‖L2
]‖∇u‖L2‖∇u˙‖L2 dt
+ C
T∫
0
σ 3‖∇u‖L3‖∇u‖L2‖∇u˙‖L2 dt
 C(ρ¯)C1/40
T∫
0
σ 3‖∇u‖3/2
L2
‖∇u˙‖L2 dt
+ C(ρ¯)C1/60
T∫
0
σ 3‖∇u‖2L2‖∇u˙‖L2 dt + C
T∫
0
σ 3‖∇u‖L3‖∇u‖L2‖∇u˙‖L2 dt
 C(ρ¯,M)C3/40 , (66)
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T∫
0
σ 3‖∇u‖L3‖∇u‖L2‖∇u˙‖L2 dt
 C
T∫
0
σ 3‖∇u‖3L3 ds + C
T∫
0
σ 3‖∇u‖L2‖∇u‖1/2L2 ‖∇u˙‖
3/2
L2
ds
 C(ρ¯,M)C3/40 + C A1(T )1/2
( T∫
0
σ‖∇u‖2L2 ds
)1/4( T∫
0
σ 3‖∇u˙‖2L2 ds
)3/4
 C(ρ¯,M)C3/40 .
Thus, it follows from (55) and (61)–(66) that the left-hand side of (54) is bounded by
C(ρ¯,M)C3/40  C
1/2
0
provided
C0  1 min
{
0,
(
C(ρ¯,M)
)−4}
. 
Lemma 4.6. There exists a positive constant C depending only on μ, λ, ρ˜ , A, γ , ρ¯ and M such that the
following estimates hold for a smooth solution (ρ,u) of (1)–(6):
sup
t∈[0,T ]
‖∇u‖2L2 +
T∫
0
∫
ρ|u˙|2 dxdt  C(ρ¯,M), (67)
sup
t∈(0,T ]
∫
σρ|u˙|2 dx+
T∫
0
∫
σ |∇u˙|2 dxdt  C(ρ¯,M), (68)
provided C0  1 .
Proof. (67) is a direct consequence of (52) and (54). Hence we only need to show (68). Integrating
(37) over (0, T ) and choosing m = 1, by (43), (61) and (67) we get
sup
t∈(0,T ]
∫
σρ|u˙|2 dx+
T∫
0
σ‖∇u˙‖2L2 dt

σ (T )∫
0
∫
ρ|u˙|2 dxdt + C
T∫
0
σ‖∇u‖4L4 dt + C(ρ¯)C0
+
T∫ ∫
σ |u|4 dxds + C(ρ¯)
T∫ ∫
σ
[|u||∇u||u˙| + |∇u|2|u˙|]dxdt  C(ρ¯,M)0 0
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T∫
σ (T )
σ 3‖∇u‖4L4 dt + C
σ (T )∫
0
σ‖∇u‖4L4 dt
+ C(ρ¯)
T∫
0
∫
σ
[|u||∇u||u˙| + |∇u|2|u˙|]dxdt
 C(ρ¯,M) + C
σ (T )∫
0
σ‖∇u‖L2
(‖ρu˙‖3L2 + ∥∥P − P (ρ˜)∥∥3L6 + ‖∇u‖3L2 + ∥∥P − P (ρ˜)∥∥3L2)
+ C(ρ¯)
T∫
0
∫
σ
[|u||∇u||u˙| + |∇u|2|u˙|]dxdt
 C(ρ¯,M) + C sup
t∈(0,σ (T )]
[(
σ 1/2‖∇u‖L2
)(
σ 1/2‖ρu˙‖L2
)] σ (T )∫
0
‖ρu˙‖2L2 dt
+ sup
t∈(0,T ]
(
σ‖∇u‖2L2
) σ (T )∫
0
‖∇u‖2L2 dt +
1
2
T∫
0
σ‖∇u˙‖2L2 dt
 C(ρ¯,M) + C(ρ¯,M) sup
t∈(0,T ]
σ 1/2‖ρu˙‖L2 +
1
2
T∫
0
σ‖∇u˙‖2L2 dt. (69)
Then (68) follows from (69) and Young’s inequality. 
Now we can derive a uniform (in time) upper bound for the density which turns out to be the key
to obtain the global classical solution. In order to obtain this result, we need to use Lemma 2.2.
Lemma 4.7. There exists a positive constant  = (ρ¯,M) as described in Theorem 2.3 such that if (ρ,u) is a
smooth solution of (1)–(6) as in Lemma 4.5 then
sup
0tT
∥∥ρ(t)∥∥L∞  7ρ¯4 ,
provided C0   .
Proof. Rewrite the equation of mass conservation (1) as
Dtρ = g(ρ) + b′(t),
where
Dtρ  ρt + u · ∇ρ, g(ρ) = − Aρ
2μ + λ
(
ργ − ρ˜γ ), b(t)− 1
2μ + λ
t∫
ρ F dt.0
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0 t1  t2  σ(T ),
∣∣b(t2) − b(t1)∣∣ C
σ (T )∫
0
∥∥ρ F (·, t)∥∥L∞ dt
 C(ρ¯)
σ (T )∫
0
‖F‖1/4
L2
‖∇ F‖3/4
L6
dt
 C(ρ¯)
σ (T )∫
0
(‖∇u‖1/4
L2
+ ∥∥P − P (ρ˜)∥∥1/4L2 )
× (‖∇u˙‖3/4
L2
+ ‖ρu˙‖3/4
L2
+ ‖∇u‖3/4
L2
+ ∥∥P − P (ρ˜)∥∥3/4L2 + ∥∥P − P (ρ˜)∥∥3/4L6 )dt
 C(ρ¯)
σ (T )∫
0
(
σ−1/2
(
σ 1/2‖∇u‖L2
)1/4 + C1/80 σ−3/8)
× [(σ‖∇u˙‖2L2)3/8 + (σ‖ρu˙‖2L2)3/8]dt
+ C(ρ¯)
σ (T )∫
0
(
σ 1/2‖∇u‖L2
)1/4
σ−1/8
(∥∥P − P (ρ˜)∥∥2L2)3/8 dt + C(ρ¯)C1/20
 C(ρ¯)C1/160
σ (T )∫
0
(
σ−1/2 + 1)[(σ‖∇u˙‖2L2)3/8 + (σ‖ρu˙‖2L2)3/8]dt
+ C(ρ¯)C1/160
σ (T )∫
0
σ−1/8
(∥∥P − P (ρ˜)∥∥2L2)3/8 dt + C(ρ¯)C1/20
 C(ρ¯)C1/160
(
1+
1∫
0
σ−4/5 dt
)5/8[( σ (T )∫
0
σ‖∇u˙‖2L2 dt
)3/8
+
( σ (T )∫
0
σ‖ρu˙‖2L2 dt
)3/8]
+ C(ρ¯)C1/160
( σ (T )∫
0
σ−1/5 dt
)5/8( σ (T )∫
0
∥∥P − P (ρ˜)∥∥2L2 dt
)3/8
+ C(ρ¯)C1/20
 C(ρ¯,M)C1/160 ,
provided C0  1. Therefore, for t ∈ [0, σ (T )], one can choose N0 and N1 in (9) as follows:
N1 = 0, N0 = C(ρ¯,M)C1/160 ,
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g(ξ) = − Aξ
2μ + λ
(
ξγ − ρ˜γ )−N1 = 0, for all ξ  ξ¯ = ρ˜.
From Lemma 2.2, we have
sup
t∈[0,σ (T )]
‖ρ‖L∞ max{ρ¯, ρ˜} + N0  ρ¯ + C(ρ¯,M)C1/160 
3
2
ρ¯, (70)
provided
C0 min{1, 2}, for 2 
(
ρ¯
2C(ρ¯,M)
)16
.
On the other hand, for t ∈ [σ(T ), T ], one can derive from Gagliardo–Nirenberg inequality (7), (22),
(39), (54) and (60) that for all σ(T ) t1  t2  T ,
∣∣b(t2) − b(t1)∣∣ C(ρ¯)
t2∫
t1
‖F‖L∞ dt  A
2μ + λ(t2 − t1) + C(ρ¯)
t2∫
t1
‖F‖8/3L∞ dt
 A
2μ + λ(t2 − t1) + C(ρ¯)
t2∫
t1
‖F‖2/3
L2
‖∇ F‖2L6 dt 
A
2μ + λ(t2 − t1)
+ C(ρ¯)
t2∫
t1
(‖∇u‖2/3
L2
+ ∥∥P − P (ρ˜)∥∥2/3L2 )(‖ρu˙‖2L6 + ‖∇u‖2L2 + ∥∥P − P (ρ˜)∥∥2L6
+ ‖ρu˙‖2L2 +
∥∥P − P (ρ˜)∥∥2L2)dt
 A
2μ + λ(t2 − t1) + C(ρ¯)C
1/6
0
T∫
σ (T )
‖∇u˙‖2L2 dt + C(ρ¯)C1/60 + C(ρ¯)C1/20 (t2 − t1)
+ C(ρ¯)C1/60
T∫
σ (T )
‖ρu˙‖2L2

(
A
2μ + λ + C(ρ¯)C
1/2
0
)
(t2 − t1) + C(ρ¯)C2/30 ,
provided C0  1. Choosing
C(ρ¯)C1/20 
1
2
(
A
2μ + λ
)
,
that is
C0 
(
A
2(2μ + λ)C(ρ¯)
)2
 3,
Q. Duan / J. Differential Equations 253 (2012) 167–202 187and
N1 = 3
2
A
2μ + λ, N0 = C(ρ¯)C
2/3
0 .
Note that
g(ξ) = − Aξ
2μ + λ
(
ξγ − ρ˜γ )−N1 = −3
2
A
2μ + λ, for all ξ  (ρ˜ + 1)
3
2
> ρ˜ + 1.
So one can set ξ¯ = 32 (ρ˜ + 1) in (9). Lemma 2.2 and (70) thus yield that
sup
t∈[σ (T ),T ]
‖ρ‖L∞ max
{
3
2
(ρ˜ + 1), 3
2
ρ¯
}
+ N0  3
2
ρ¯ + C(ρ¯)C2/30 
7ρ¯
4
(71)
provided
C0   min{1, 2, 3, 4}, for 4 
(
ρ¯
4C(ρ¯)
)3/2
.  (72)
Lemma 4.8. The following estimates hold
sup
0tT
∫
ρ|u˙|2 dx+
T∫
0
∫
|∇u˙|2 dxdt  C, (73)
sup
0tT
(‖∇ρ‖L2∩L6 + ‖∇u‖H1)+
T∫
0
‖∇u‖L∞ dt  C . (74)
Proof. Taking m = 0 in (37), one can deduce from Gagliardo–Nirenberg inequality (7), (39) and (67)
that
(∫
ρ|u˙|2 dx
)
t
+ μ
∫
|∇u˙|2 dx+ (μ + λ)
∫
|div u˙|2 dx
 C
(‖∇u‖4L4 + ‖u‖4L4)+ C(ρ¯)‖∇u‖2L2
+ C
∫ (|u||∇u||u˙| + |∇u|2|u˙|)dx
 C‖∇u‖L2‖∇u‖3L6 + C‖∇u‖3L2 + C‖∇u‖4L2
+ C
∫ (|u||∇u||u˙| + |∇u|2|u˙|)dx+ C
 C
(‖F‖3L6 + ‖ω‖3L6 + ∥∥P − P (ρ˜)∥∥3L6)+ δ‖∇u˙‖2L2 + C‖∇u‖3L3 + C
 C
(‖∇ F‖3L2 + ‖∇ω‖3L2)+ δ‖∇u˙‖2L2 + C‖∇u‖3L3 + C
 C‖ρu˙‖3L2 + δ‖∇u˙‖2L2 + C‖∇u‖3L3 + C
 C
∥∥ρ1/2u˙∥∥42 + δ‖∇u˙‖22 + C‖∇u‖33 + C . (75)L L L
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T∫
0
‖∇u‖3L3 ds
σ (T )∫
0
‖∇u‖3L3 ds +
T∫
σ (T )
σ 3‖∇u‖3L3 ds
 C +
σ (T )∫
0
‖∇u‖3/2
L2
(‖ρu˙‖3/2
L2
+ C1/40 + C3/40 + ‖∇u‖3/2L2
)
 C . (76)
From the compatibility condition (14), we can deﬁne
√
ρu˙(x, t = 0) = √ρ0g. (77)
Choosing δ small enough, then (73) follows from Gronwall’s inequality, (67), (75), (76) and (77).
Next, we will prove (74). For 2 p  6, |∇ρ|p satisﬁes
(|∇ρ|p)t + div(|∇ρ|pu)+ (p − 1)|∇ρ|p divu
+ p|∇ρ|p−2(∇ρ)t∇u(∇ρ) + pρ|∇ρ|p−2∇ρ∇ divu = 0.
Hence,
∂t‖∇ρ‖Lp  C
(
1+ ‖∇u‖L∞
)(‖∇ρ‖)Lp + C∥∥∇2u∥∥Lp
 C
(
1+ ‖∇u‖L∞
)‖∇ρ‖Lp + C(‖ρu˙‖Lp + ‖∇ P‖Lp ), (78)
due to
∥∥∇2u∥∥Lp  C(‖ρu˙‖Lp + ‖∇ P‖Lp ), (79)
which follows from the standard Lp estimate for the elliptic system
−μu − (μ + λ)∇ divu = −ρu˙ − ∇ P , in Ω,
(u1,u2,u3) = β
(
u1x3 ,u
2
x3 ,0
)
, in ∂Ω.
Hence we need to estimate ‖∇u‖L∞ .
Let w = u − v , where v satisﬁes
{−μv − (μ + λ)∇ div v = −∇(P (ρ) − P (ρ˜)), in Ω,(
v1(x), v2(x), v3(x)
)= β(v1x3(x), v2x3(x),0), on ∂Ω, (80)
then by the standard regularity estimate for elliptic systems, we have
‖∇v‖Lq  C
∥∥P (ρ) − P (ρ˜)∥∥ q , ∥∥∇2v∥∥ q  C∥∥∇(P − P (ρ˜))∥∥ q , for q ∈ [2,∞) (81)L L L
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{−μw − (μ + λ)∇ divw = ρu˙, in Ω,(
w1(x),w2(x),w3(x)
)= β(w1x3(x),w2x3(x),0), on ∂Ω, (82)
then using the standard regularity estimate for elliptic systems again, we have
∥∥∇2w∥∥Lq  C‖ρu˙‖Lq , for q ∈ (1,∞). (83)
From Sobolev’s embedding theorem, we get
‖∇w‖L∞  C
(‖ρu˙‖L2 + ‖ρu˙‖L6). (84)
Now, we give the estimate for ‖∇v‖L∞ which is crucial to obtain the estimate of ‖∇ρ‖Lq . We have
the similar results for half-space problem as in [28].
Lemma 4.9. Let Ω = {x ∈ R3: x3 > 0} and ∇v ∈ W 1,q(Ω) with q ∈ (3,∞). There exists a constant C de-
pending only on q such that
‖∇v‖L∞  C
(
1+ ln(e + ∥∥∇2v∥∥Lq)‖∇v‖BMO), with q ∈ (3,∞), (85)
here
‖∇v‖BMO = ‖∇v‖L2 + [∇v]BMO,
[∇v]BMO = sup
r>0, x∈Ω
1
Ωr(x)
∫
Ωr(x)
∣∣∇v(y) − ∇vr(x)∣∣dy,
∇vr(x) = 1|Ωr(x)|
∫
Ωr(x)
∇v(y)dy,
where Ωr(x) = Ω ∩ Br(x), Br(x) is the ball with center x and radius r.
Proof. We know that there exists a constant A  1 such that for any r > 0 and x ∈ Ω ,
∣∣Ωr(x)∣∣ ∣∣Br(x)∣∣ A∣∣Ωr(x)∣∣.
First, for r  12 r0, where r0  1, we have
|∇vr(x)| 1|Ωr(x)|
∫
Ωr(x)
∣∣∇v(y)∣∣dy  C‖∇v‖L2 .
If r  12 r0, then there exists some integer k 1 such that
r0
k+1  r 
r0
k
, k C
(
1+ |ln r|).2 2
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|∇vr(x)|
k∑
j=1
|∇v j−1 − ∇v j| + |∇vk|

k∑
j=1
∮
Ω j−1
∣∣∇v(y) − ∇v j∣∣dy + C‖∇v‖L2
 2N A
k∑
j=1
∮
Ω j
∣∣∇v(y) − ∇v j∣∣dy + C‖∇v‖L2
 Ck[∇v]BMO(Ω) + C‖∇v‖L2  C
(
1+ |ln r|)‖∇v‖BMO(Ω).
From Sobolev’s embedding theorem, we have for small enough  > 0:
|∇v| ∣∣∇v(x) − ∇v(x)∣∣+ |∇v(x)| C(1− Nq ‖∇v‖Lq + (1+ |ln|)‖∇v‖BMO(Ω)).
By choosing suitable  yields (85). 
By the use of the classical theory for elliptic systems, we have
‖∇v‖BMO  C
(‖ρ‖L∞(Ω) + ‖ρ − ρ˜‖L2(Ω)) C(ρ¯). (86)
Combining (85) and (86), yields
‖∇v‖L∞  C
(
1+ ln(e + ∥∥∇2v∥∥Lq)). (87)
From (73) and (78), we have
∂t‖∇ρ‖Lq  C
(
1+ ‖∇u‖L∞
)‖∇ρ‖Lq + C∥∥∇2u∥∥Lq
 C
(
1+ ‖∇ω‖L∞ + ‖∇v‖L∞
)‖∇ρ‖Lq + C(‖ρu˙‖Lq + ∥∥∇(P − P (ρ˜))∥∥Lq)
 C(ρ¯)
(
1+ ‖∇ω‖L∞ + ln
(
e + ∥∥∇2v∥∥Lq))‖∇ρ‖Lq + C(‖ρu˙‖Lq + ∥∥∇(P − P (ρ˜))∥∥Lq)
 C(ρ¯)
(
1+ ‖ρu˙‖L6 + ln
(
e + ‖∇ρ‖Lq
))‖∇ρ‖Lq + C‖ρu˙‖Lq . (88)
Taking q = 6, and setting
f (t) e + ‖∇ρ‖L6 , g(t) = 1+ ‖ρu˙‖L6 ,
one gets
f ′(t) C f (t)g(t) + Cg(t) ln f (t) f (t) + Cg(t),
which yields
(
ln f (t)
)′  Cg(t) + Cg(t) ln f (t), (89)
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T∫
0
g(t)dt  C
T∫
0
(
1+ ‖ρu˙‖L6
)
dt  C
T∫
0
(
1+ ‖∇u˙‖L2
)
dt  C, (90)
which, together with (89) and Gronwall’s inequality, we obtain that
sup
0tT
f (t) C,
that is
sup
0tT
‖∇ρ‖L6  C . (91)
As a consequence of (87), (88), (90) and (91), one obtains
T∫
0
‖∇u‖L∞ dt  C . (92)
Next, taking p = 2 in (78), and using (67), (92) and Gronwall’s inequality, one gets
sup
0tT
‖∇ρ‖L2  C,
which, together with (67), (73), (79), (91) and (92), gives (74). We ﬁnish the proof of Lemma 4.8. 
In the following Lemmas 4.10–4.13, we will obtain the high order estimates of solutions which are
needed to guarantee the extension of the local classical solution to be a global one.
Lemma 4.10. The following estimates hold
sup
0tT
∫
ρ|ut |2 dx+
T∫
0
∫
|∇ut |2 dxdt  C, (93)
sup
0tT
(‖ρ − ρ˜‖H2 + ∥∥P (ρ) − P (ρ˜)∥∥H2) C . (94)
Proof. The (93) follows directly from the following simple facts:
∫
ρ|ut |2 dx
∫
ρ|u˙|2 dx+
∫
ρ|u · ∇u|2 dx
 C + C∥∥ρ1/2u∥∥L2‖u‖L6‖∇u‖2L6
 C,
and
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∥∥∇(u · ∇u)∥∥2L2
 ‖∇u˙‖2L2 + C‖u‖2L∞
∥∥∇2u∥∥2L2 + C‖∇u‖4L4
 ‖∇u˙‖2L2 + C,
due to Lemma 4.9.
Now we prove (94). Note that P satisﬁes
Pt + u · ∇ P + γ P divu = 0, (95)
using (1), we have
d
dt
(∥∥∇2P∥∥2L2 + ∥∥∇2ρ∥∥2L2) C(1+ ‖∇u‖L∞)(∥∥∇2P∥∥2L2 + ∥∥∇2ρ∥∥2L2)+ C‖∇u‖2H2 + C . (96)
From (46), (47) and the standard elliptic regularity estimates, it holds
‖∇u‖H2  C
(‖F‖H2 + ‖ω‖H2 + ∥∥P − P (ρ˜)∥∥H2).
So we need to estimate ‖F‖H2 and ‖ω‖H2 . Using the same idea as in (48)–(51), we will have
‖F‖H2 + ‖ω‖H2 +
∥∥P − P (ρ˜)∥∥H2
 C
(‖ρu˙‖H1 + ‖F‖H1 + ‖ω‖H1 + ∥∥P − P (ρ˜)∥∥H1 + ∥∥∇2P∥∥L2)
 C
(
1+ ‖ρu˙‖L2 +
∥∥∇(ρu˙)∥∥L2 + ∥∥∇2P∥∥L2)
 C
(
1+ ‖∇ρ‖L3‖u˙‖L6 + ‖∇u˙‖L2 +
∥∥∇2P∥∥L2),
which, together with (96), Lemma 4.8, and Gronwall’s inequality, yields
sup
0tT
(∥∥∇2P∥∥L2 + ∥∥∇2ρ∥∥L2) C .
Hence, we ﬁnished the proof of Lemma 4.10. 
Lemma 4.11. The following estimates hold
sup
0tT
(‖ρt‖H1 + ‖Pt‖H1)+
T∫
0
(‖ρtt‖L2 + ‖Ptt‖L2)dt  C, (97)
sup
0tT
∫
|∇ut |2 dx+
T∫
0
∫
ρu2tt dxdt  C . (98)
Proof. From (74) and (95), we have
‖Pt‖L2  C‖u‖L∞‖∇ P‖L2 + C‖∇u‖L2  C . (99)
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∇ Pt + u · ∇∇ P + ∇u · ∇ P + γ∇ P divu + γ P∇ divu = 0.
Hence, by (74) and (94), one gets
‖∇ Pt‖L2  C‖u‖L∞
∥∥∇2P∥∥L2 + ‖∇u‖L3‖∇ P‖L6 + C∥∥∇2u∥∥L2  C, (100)
then, (99) and (100) imply that
sup
0tT
‖Pt‖H1  C . (101)
Differentiating (95) with respect to t , we have
Ptt + γ Pt divu + γ P divut + ut · ∇ Pt = 0. (102)
By the use of (74), (93), (101) and (102), it holds that
T∫
0
‖Ptt‖2L2 dt  C
T∫
0
(‖Pt‖L6‖∇u‖L3 + ‖∇ut‖L2 + ‖ut‖L6‖∇ P‖L3 + ‖∇ Pt‖L2)2 dt
 C .
Using the same method, we can obtain the similar estimate of ρt and ρtt .
Next, we prove (98). Differentiating (2) with respect to t , multiplying the resulting equation by utt ,
one gets after integrating by parts
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
d
dt
∫ (
μ
2
|∇ut |2 + λ + μ
2
|divut |2
)
dx+
∫
ρ|utt |2 dx+ d
dt
∫
∂Ω
β−1|ut |2 dSx
= d
dt
(
−1
2
∫
ρt |ut |2 dx−
∫
ρtu · ∇u · ut dx+
∫
Pt divut dx
)
+ 1
2
∫
ρtt |utt |2 dx+
∫
(ρu · ∇u)tut dx−
∫
ρut · ∇u · utt dx
−
∫
ρu · ∇ut · utt dx−
∫
Ptt divut dx
 d
dt
J0 +
5∑
i=1
J i .
(103)
It follows from (1), (74), (93) and (97), that
| J0| =
∣∣∣∣−12
∫
ρt |ut |2 dx−
∫
ρtu · ∇uut dx+
∫
Pt divut dx
∣∣∣∣

∣∣∣∣
∫
div(ρu)|ut |2 dx
∣∣∣∣+ C‖ρt‖L3‖u · ∇u‖L2‖ut‖L6 + C‖Pt‖L2‖∇ut‖L2
 C
∫
ρ|u||ut ||∇ut |dx+ C‖∇ut‖L2
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∥∥ρ1/2ut∥∥1/2L2 ‖ut‖1/2L6 ‖∇ut‖L2 + C‖∇ut‖L2
 δ‖∇ut‖2L2 + Cδ, (104)
2| J1| =
∣∣∣∣
∫
ρtt |ut |2 dx
∣∣∣∣
=
∣∣∣∣
∫
(ρtu + ρut) · ∇
(|ut |2)dx
∣∣∣∣
 C
(‖ρt‖L3‖u‖L∞ + ∥∥ρ1/2ut∥∥1/2L2 ‖ut‖1/2L6 )‖ut‖L6‖∇ut‖L2
 C‖∇ut‖4L2 + C, (105)
and
| J2| =
∣∣∣∣
∫
(ρtu · ∇u)t · ut dx
∣∣∣∣
=
∣∣∣∣
∫
(ρttu · ∇u · ut + ρtut · ∇u · ut + ρtu · ∇ut · ut)dx
∣∣∣∣
 ‖ρtt‖L2‖u · ∇u‖L3‖ut‖L6 + ‖ρt‖L2
∥∥|ut |2∥∥L3‖∇u‖L6
+ ‖ρt‖L3‖u‖L∞‖∇ut‖L2‖ut‖L6
 C‖ρtt‖2L2 + C‖∇ut‖2L2 , (106)
| J3| + | J4| =
∣∣∣∣
∫
ρut · ∇u · utt dx
∣∣∣∣+
∣∣∣∣
∫
ρu · ∇ut · utt dx
∣∣∣∣
 C
∥∥ρ1/2utt∥∥L2(‖ut‖L6‖∇u‖L3 + ‖u‖L∞‖∇ut‖2L2)
 δ
∥∥ρ1/2utt∥∥2L2 + Cδ‖∇ut‖2L2 , (107)
and
| J5| =
∣∣∣∣
∫
Ptt divut dx
∣∣∣∣
 ‖Ptt‖L2 · ‖divut‖L2
 C‖Ptt‖2L2 + C‖∇ut‖2L2 . (108)
By the use of the similar argument as in (45), we have sup[0,T ∗] ‖ut‖L2  C from ∇ut ∈ L∞(0,∞; L2).
Due to the regularity of the local solution, (19), t∇ut ∈ C([0, T ∗]; L2). Thus
∥∥∇ut(·, T ∗/2)∥∥L2  2T ∗ ‖t∇ut‖L∞(0,T ∗;L2)  C, (109)
where C may depend on ‖∇g‖L2 .
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equality that
sup
T ∗/2tT
‖∇ut‖L2 +
T∫
T ∗/2
∫
ρ|utt |2 dxdt  C . (110)
On the other hand, (19) gives the estimate
sup
0tT ∗/2
‖∇ut‖L2 +
T ∗/2∫
0
∫
ρ|utt |2 dxdt  C . (111)
Now, we complete the proof of Lemma 4.11. 
Lemma 4.12.We can obtain the following estimates
sup
0tT
(‖ρ − ρ˜‖H3 + ∥∥P − P (ρ˜)∥∥H3) C, (112)
sup
0tT
(‖∇ut‖L2 + ‖∇u‖H2)+
T∫
0
(‖∇u‖2H3 + ‖∇ut‖2H1)dt  C . (113)
Proof. It follows from (74) and (98) that
∥∥∇(ρu˙)∥∥L2  ∥∥|∇ρ||ut |∥∥L2 + ∥∥|∇ρ||u||∇u|∥∥L2 + ‖ρ∇ut‖L2
+ ∥∥ρ|∇u|2∥∥L2 + ∥∥ρ|u|∣∣∇2u∣∣∥∥L2
 ‖∇ρ‖L3‖ut‖L6 + C‖∇ρ‖L3‖u‖L∞‖∇u‖L6 + C‖∇ut‖L2
+ C‖∇u‖L3‖∇u‖L6 + C‖u‖L∞
∥∥∇2u∥∥L2  C,
which together with (73) yields
sup
0tT
‖ρu˙‖H1  C . (114)
On the other hand, we have
∥∥∇2u∥∥H1  C∥∥μu + (μ + λ)∇ divu∥∥H1
= C‖ρu˙ + ∇ P‖H1
 C
(‖ρu˙‖H1 + ‖∇ P‖H1) C, (115)
due to (2), (94) and (114). Combining (74) and (115), one has
sup
0tT
‖∇u‖H2  C . (116)
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∥∥∇2ut∥∥ C∥∥μut + (μ + λ)∇ divut∥∥L2
 C‖ρutt + ρtut + ρtu · ∇u + ρut · ∇u + ρu · ∇ut + ∇ Pt‖L2
 C
(‖ρutt‖L2 + ‖ρt‖L3‖ut‖L6 + ‖ρt‖L3‖u‖L∞‖∇u‖L6)
+ C(‖ut‖L6‖∇u‖L3 + ‖u‖L∞‖∇ut‖L2 + ‖∇ Pt‖L2)
 C‖ρutt‖L2 + C, (117)
from (98), we obtain
T∫
0
‖∇ut‖2H1 dt  C . (118)
Applying the standard H2-estimate for elliptic system again leads to
∥∥∇2u∥∥H2  C∥∥μu + (μ + λ)∇ divu∥∥H2
 C‖ρu˙‖H2 + C‖∇ P‖H2
 C + C‖∇ut‖H1 + C
∥∥∇3P∥∥L2 , (119)
where one has used (115) and the following estimates:
∥∥∇2(ρut)∥∥L2  C(∥∥∣∣∇2ρ∣∣|ut |∥∥L2 + ∥∥|∇ρ||∇ut |∥∥L2 + ∥∥∇2ut∥∥L2)
 C
(∥∥∇2ρ∥∥L2‖∇ut‖H1 + ‖∇ρ‖L3‖∇ut‖L6 + ∥∥∇2ut∥∥L2)
 C + C‖∇ut‖H1 ,
and
∥∥∇2(ρu · ∇u)∥∥L2  C(∥∥∣∣∇2(ρu)∣∣|∇u|∥∥L2 + ∥∥∣∣∇(ρu)∣∣∣∣∇2u∣∣∥∥L2 + ∥∥∇3u∥∥L2)
 C
(
1+ ∥∥∇2(ρu)∥∥L2‖∇u‖H2 + ∥∥∇(ρu)∥∥L3∥∥∇2u∥∥L6)
 C
(
1+ ∥∥∇2ρ∥∥L2‖u‖L∞ + ‖∇ρ‖L6‖∇u‖L3 + ∥∥∇2u∥∥L2)
 C,
where we have used (94) and (116). By using (94), (116) and (119), it holds that
(∥∥∇3P∥∥2L2)t  C(∥∥∣∣∇3u∣∣|∇ P |∥∥L2 + ∥∥∣∣∇2u∣∣∣∣∇2P ∣∣∥∥L2
+ ∥∥|∇u|∣∣∇3P ∣∣∥∥L2 + ∥∥∇4u∥∥L2)∥∥∇3P∥∥L2
 C
(∥∥∇3u∥∥L2‖∇ P‖H2 + ∥∥∇2u∥∥L3∥∥∇2P∥∥L6 + ‖∇u‖L∞∥∥∇3P∥∥L2)∥∥∇3P∥∥L2
+ C(1+ ∥∥∇2ut∥∥L2 + ∥∥∇3P∥∥L2)∥∥∇3P∥∥L2
 C + C‖∇ut‖2 1 + C
∥∥∇3P∥∥22 ,H L
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sup
0tT
∥∥∇3P∥∥L2  C . (120)
Combining all the estimates (118)–(120) and (94), one has
sup
0tT
∥∥P − P (ρ˜)∥∥H3 +
T∫
0
‖∇u‖2H3 dt  C . (121)
Using the similar argument for ρ − ρ˜ , we can also obtain
sup
0tT
‖ρ − ρ˜‖H3  C . (122)
Hence, (113) follows from (98), (116), (118) and (121). 
Lemma 4.13. For any τ ∈ (0, T ), there exists some positive constant C(τ ) such that
sup
τtT
(‖∇ut‖H1 + ∥∥∇4u∥∥L2)+
T∫
τ
∫
|∇utt |2 dxdt  C(τ ). (123)
Proof. Differentiating (2) with respect to t , we get
ρuttt + ρu · ∇utt − μutt − (μ + λ)∇ divutt
= 2div(ρu)utt + div(ρu)tut − 2(ρu)t · ∇ut − (ρttu + 2ρtut) · ∇u
− ρutt · ∇u − ∇ Ptt . (124)
Multiplying (124) by utt and then integrating the resulting equation over Ω , one gets
1
2
d
dt
∫
ρ|utt |2 dx+
∫ (
μ|∇utt |2 + (μ + λ)(divutt)2
)
dx+
∫
∂Ω
β−1|utt |2 dSx
= −4
∫
uittρu · ∇uitt dx−
∫
(ρu)t
[∇(ut · utt) + 2∇ut · utt]dx
−
∫
(ρttu + 2ρtut) · ∇u · utt dx−
∫
ρutt · ∇u · utt dx+
∫
Ptt divutt dx
5∑
i=5
Ii . (125)
We estimate each Ii (i = 1, . . . ,6) as follows:
|I1| C
∥∥ρ1/2utt∥∥L2‖∇utt‖L2‖u‖L∞
 δ‖∇utt‖22 + Cδ
∥∥ρ1/2utt∥∥22 . (126)L L
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|I2| C
(‖ρut‖L3 + ‖ρtu‖L3)(‖utt‖L6‖∇ut‖L3 + ‖∇utt‖L2‖ut‖L6)
 C
(∥∥ρ1/2ut∥∥1/2L2 ‖ut‖1/2L6 + ‖ρt‖L6‖u‖L6)‖∇utt‖L2
 δ‖∇utt‖2L2 + Cδ, (127)
|I3| C
(‖ρtt‖L2‖u‖L∞‖∇u‖L3 + ‖ρt‖L6‖ut‖L6‖∇u‖L2)‖utt‖L6
 δ‖∇utt‖2L2 + Cδ‖ρtt‖2L2 , (128)
and
|I4| + |I5| C
(‖ρutt‖L2‖∇u‖L3‖utt‖L6 + C‖Ptt‖L2‖∇utt‖L2)
 δ‖∇utt‖2L2 + Cδ
∥∥ρ1/2utt∥∥2L2 + Cδ‖Ptt‖2L2 . (129)
For any τ ∈ (0, T ∗), since t1/2√ρutt ∈ L∞(0, T ∗; L2) by (19), there exists some t0 ∈ (τ/2, τ ) such that
∫
ρ|utt |2 dx(t0) 1
t0
∥∥t1/2√ρutt∥∥2L∞(0,T ∗;L2)  C(τ ). (130)
Substituting (126)–(129) into (125), choosing δ suitably small, one obtains by using (97), (130) and
Gronwall’s inequality that
sup
t0tT
∫
ρ|utt |2 dx+
T∫
t0
∫
|∇utt |2 dxdt  C(τ ),
which, together with (117) and (98), leads to
sup
τtT
‖∇ut‖H1 +
T∫
τ
∫
|∇utt |2 dxdt  C(τ ), (131)
due to t0  τ . Now, (123) follows from (119), (131) and (112). We ﬁnish the proof of Lemma 4.13. 
5. Proof of Theorem 2.3
With all the a priori estimates in Section 4, we are now in a position to prove the main result of
this paper.
Proof of Theorem 2.3. From Lemma 3.1, there exists a T ∗ such that (1)–(6) has a unique classical
solution (ρ,u) on (0, T ∗]. We now want to extend the local solution to a global one by using previous
estimates.
First, from
A1(0) + A2(0) = 0, A3(0) M, ρ(0) ρ¯,
we know that there exists a T1 ∈ (0, T ∗] such that (20) holds for T = T1.
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T˜ = sup{T ∣∣ (20) holds}. (132)
Then T˜  T1 > 0. Hence for 0 τ  T  T˜ with T ﬁnite, it follows from Lemmas 4.12 and 4.13 that
∇ut,∇3u ∈ C
([τ , T ]; L2 ∩ L4), ∇u,∇2u ∈ C([τ , T ]; L2 ∩ C(Ω¯)), (133)
where we have used the standard embedding
L∞
(
τ , T ; H1)∩ H1(τ , T ; H−1) ↪→ C([τ , T ]; Lq), for any q ∈ [2,6).
Using (93), (98) and (123), we have
T∫
τ
∥∥(ρ|ut |2)t∥∥L1 dt 
T∫
τ
(∥∥ρt |ut |2∥∥L1 + 2‖ρututt‖L1)dt
 C
T∫
τ
(∥∥ρ|divu||ut |2∥∥L1 + ∥∥|u||∇ρ||ut |2∥∥L1 + ∥∥ρ1/2ut∥∥L2∥∥ρ1/2utt∥∥L2)dt
 C
T∫
τ
(∥∥ρ|ut |2∥∥L1‖∇u‖L∞ + ‖u‖L6‖∇ρ‖L2‖ut‖2L6 + ∥∥ρ1/2utt∥∥L2)dt
 C,
which yields
ρ1/2ut ∈ C
([τ , T ]; L2).
This, together with (133), gives
ρ1/2u˙, ∇u˙ ∈ C([τ , T ]; L2).
We claim that
T˜ = ∞. (134)
Otherwise, T˜ < ∞. Then by Proposition 4.1, (21) holds for T = T˜ . It follows from Lemmas 4.12, 4.13
and (133) that ρ(x, T˜ ), u(x, T˜ ) satisfy (13) and (14) with g(x) = u˙(x, T˜ ). Then Lemma 3.1 implies
that there exists T˜ ′ > T˜ such (20) holds for T = T˜ ′ , which contradicts (132). Hence (134) holds.
Lemmas 3.1, 4.12, 4.13 and (132) show that (ρ,u) is in fact the unique classical solution deﬁned on
(0, T ] for any 0 < T < T˜ = ∞.
Finally, in order to ﬁnish the proof of Theorem 2.3, we need to show (18).
Multiplying (58) by 4(P − P (ρ˜))3 and integrating over Ω , one gets
(∥∥P − P (ρ˜)∥∥4L4)′(t)
= (4γ − 1)
∫ (
P − P (ρ˜))4 divu dx− γ ∫ P (ρ˜)(P − P (ρ˜))3 divu dx, (135)
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∞∫
1
∣∣(∥∥P − P (ρ˜)∥∥4L4)′(t)∣∣dt  C
∞∫
1
(∥∥P − P (ρ˜)∥∥4L4 + ‖∇u‖4L4)dt  C, (136)
due to (61). Combining (61) with (136) leads to
lim
t−→∞
∥∥P − P (ρ˜)∥∥L4 = 0,
which together with (22) implies
lim
t−→∞
∫
|ρ − ρ˜|q dx = 0,
for all q satisfying (18). From (22), we have
∫
ρ1/2|u|4 dx
(∫
ρ|u|2 dx
)1/2
‖u‖3L6  C‖∇u‖3L2 .
Thus (18) follows provided that
lim
t−→∞‖∇u‖L2 = 0. (137)
Setting
I(t) μ
2
‖∇u‖2L2 +
μ + λ
2
‖divu‖2L2 ,
choosing m = 0 in (25), and using (27) and (30), one gets
∣∣I ′(t)∣∣ C ∫ ρ|u˙|2 dx+ C‖∇u‖3L3 + CC1/20 ‖∇u˙‖L2 , (138)
where one has used
∣∣∣∣
∫
u˙ · ∇ P dx
∣∣∣∣=
∣∣∣∣
∫ (
P − P (ρ˜))div u˙ dx∣∣∣∣ CC1/20 ‖∇u˙‖L2 .
We thus deduce from (138), (54) and (61) that
∞∫
1
∣∣I ′(t)∣∣2 dt  C
∞∫
1
(∥∥ρ1/2u˙∥∥4L2 + ‖∇u‖2L2‖∇u‖4L4 + ‖∇u˙‖2L2)dt  C,
which together with
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1
∣∣I(t)∣∣2 dt  C
∞∫
1
‖∇u‖2L2 dt  C,
implies (137). The proof of Theorem 2.3 is ﬁnished. 
Proof of Theorem 2.4. Suppose the conclusion is false. Then there exist some constant N0 > 0 and
a subsequence {tn j }∞j=1, tn j −→ ∞ such that ‖∇ρ(·, tn j )‖Lr  N0. From the Gagliardo–Nirenberg in-
equality, it holds that
∥∥ρ(x, tn j ) − ρ˜∥∥C(Ω¯)  C∥∥∇ρ(x, tn j )∥∥θLr∥∥ρ(x, tn j ) − ρ˜∥∥1−θL3  CNθ0∥∥ρ(x, tn j ) − ρ˜∥∥1−θL3 , (139)
where θ = r2r−3 ∈ (0,1).
Using (18), we know that
∥∥ρ(x, tn j ) − ρ˜∥∥C(Ω¯) −→ 0 as tn j −→ ∞. (140)
On the other hand, since (ρ,u) is a classical solution, thus there exists a unique particle path x0(t)
with x0(0) = x0 such that
ρ
(
x0(t), t
)≡ 0 for all t  0. (141)
So, we obtain from (141) that
∥∥ρ(x, tn j ) − ρ˜∥∥C(Ω¯)  ∣∣ρ(x0(tn j ), tn j )− ρ˜∣∣≡ ρ˜ > 0,
which contradicts (140). This completes the proof of Theorem 2.4. 
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