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Résumé 
 
L’analyse des séquences temporelles d’images a fait l’objet de nombreux travaux depuis plus 
de vingt ans. Elle permet d’accéder à des informations importantes sur les objets contenus 
dans les scènes observées que ce soit à des fins de détection, d’estimation, de suivi ou de 
reconnaissance. Elle conduit aussi à de nombreuses applications dans des domaines très divers 
allant de la télévision à la météorologie, de la robotique à la surveillance ou encore au 
médical. Cette importance reconnue et la diversité des problématiques qu’elle recouvre ont 
motivé cet état de l’art qui se positionne dans un cadre générique plutôt qu’applicatif de façon 
à donner aux lecteurs une vue d’ensemble. Après avoir introduit les éléments clés à considérer 
(objets, observations, objectifs), trois grandes familles de méthodes sont analysées et 
discutées, les approches différentielles, les techniques bayesiennes et les méthodes de mise en 
correspondance. Un dernier paragraphe s’attache à faire le lien avec l’imagerie médicale en 
soulignant les spécificités qu’elle recouvre. 
 
Abstract 
 
Image sequence analysis has been a major topic for years. It allows accessing important 
information on the objects of interest for detection, estimation, tracking and recognition tasks. 
Many applications are concerned from video to weather forecasting, robotics to in-door 
monitoring up to medicine. The place that it has today and the diversity of the problems to 
address have motivated this state-of-the-art. A generic approach has been adopted in order to 
provide a full view on the recent advances reported in the literature at the methodological 
level. After introducing the key elements to be considered (objects, observations, objectives), 
three main classes of methods are analysed and discussed, the differential approaches, the 
Bayesian techniques and the matching methods. A last section is focused on the links with 
medical imaging with the aim to emphasize the special features to deal with. 
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I. Introduction  
 
Prétendre faire un état de l’art exhaustif sur le mouvement en vision par ordinateur est 
aujourd’hui une gageure compte tenu de la multiplicité des travaux publiés. L’aborder par la 
seule fenêtre de l’imagerie médicale nous a semblé aussi trop peu informatif pour ceux qui 
peuvent demain s’intéresser à ce domaine. C’est donc d’un point de vue générique que nous 
abordons cette revue et, à ce titre, elle actualise les revues précédentes [1-2] et complète une 
étude récente consacrée au mouvement du corps humain [3] (plusieurs ouvrages de référence 
sont aussi disponibles [4-5]). Il convient dans un premier temps de donner quelques grilles de 
lecture à travers les différents regards portés sur l’analyse de mouvement décrits dans [6-8]. 
Une première grille conduit par exemple à mettre l’accent sur la nature des objets et leurs 
propriétés intrinsèques. Ce choix permet de souligner et de spécifier les connaissances a priori 
sur lesquelles certaines méthodes peuvent opérer. Une seconde voie consiste à privilégier la 
nature des données disponibles. Il est clair que le nombre de capteurs, l’accès direct ou pas à 
l’espace 3D, vont jouer un rôle important dans l’intérêt de telle ou telle approche. Une autre 
alternative est encore d’ordonner l’analyse de mouvement par grand problème générique 
comme la détection, la reconnaissance, etc.  
Prenons le premier cas. La notion d’objets est ici considérée au sens large et concerne des 
objets artificiels, c’est-à-dire construits par l’homme, comme des objets présents dans la 
nature. Les frontières entre les différentes classes d’objets (rigides, articulés, déformables ou 
élastiques, fluides), ou par analogie les différents types de mouvements (articulés, élastiques, 
fluides), ne sont pas toujours aussi tranchées que nous pourrions le supposer. Suivant l’échelle 
de temps ou la résolution spatiale à laquelle il est étudié ou encore selon les contraintes 
auxquelles il est soumis, un objet rigide peut s’avérer déformable par exemple.  Les objets 
rigides sont certainement les plus nombreux et a priori les plus simples à traiter. Leurs 
mouvements restent confinés à un ensemble de translations et de rotations dans l’espace 3D. 
Leurs apparences dans l’image du capteur, même en supposant celui-ci fixe, sont toutefois 
plus complexes à analyser car ils peuvent avoir des parties cachées changeant dans le temps 
(auto-occlusions), avoir des couleurs et des ombres portées différentes en fonction des 
conditions d’éclairage. Ils ont cependant l’avantage de posséder un mouvement cohérent, 
autrement dit tous les points de ces objets obéissent à la même loi de mouvement 3D. En 
projection cependant, outre le mouvement dans l’espace réel, le mouvement apparent (c’est-à-
dire dans l’image) dépend de la distance (profondeur), de la position dans l’image et de la 
focale (effet de zoom). Les objets articulés sont définis comme des systèmes décomposables 
en parties distinctes (au moins deux) connectées entre elles par des articulations décrivant les 
mouvements relatifs possibles entre ces parties (six degrés de liberté au plus entre chacune). 
Le corps humain en est un très bon exemple par la multiplicité des applications qu’il engendre 
(du geste sportif à l’animation de personnages virtuels). En vision par ordinateur, avec ou sans 
marqueur et en général plusieurs caméras, le problème est de déterminer chaque partie dans 
l’image, d’estimer leur mouvement et d’identifier un modèle défini a priori du corps articulé 
[3]. Ce modèle doit être capable de représenter le corps dans toutes ses postures et rester 
suffisamment simple pour permettre une estimation précise et robuste de tous les paramètres 
du modèle. Plusieurs modèles géométriques des membres ont été proposés allant de primitives 
simples (cylindres) à des approximations polyédriques ou des superquadriques. Les stratégies 
d’identification procèdent soit en traitant chaque partie indépendamment des autres et puis les 
contraintes, soit en introduisant les contraintes dans le processus d’estimation global. Les 
problèmes de modélisation, d’initialisation et d’identification viennent ici s’ajouter aux 
difficultés liées aux occlusions. Les objets déformables ont des comportements élastiques (ils 
reviennent à leur forme initiale lorsque l’action exercée est supprimée), viscoélastiques (une 
partie de l’énergie est absorbée pendant la déformation), plastiques (déformation irréversible 
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après un choc sur un objet rigide). De nombreux modèles ont été proposés pour ces objets soit 
en implémentant les équations physiques de l’élasticité (linéaire ou non-linéaire), soit en 
construisant un assemblage d’éléments simples comme des masses et des ressorts. Notons que 
ces modèles déformables ont un impact important en segmentation d’image [9-10], en 
estimation de mouvement comme nous le verrons ensuite et en réalité virtuelle. L’une des 
applications les plus explorées dans ce cadre concerne l’analyse des expressions faciales 
s’intéressant aux mouvements et aux déformations de la tête, des lèvres, des yeux et des 
muscles faciaux [11]. La lecture sur les lèvres fait partie des sujets particulièrement traités car 
elle peut aider la perception acoustique dans des environnements très bruités ou compléter le 
langage des signes pour les personnes handicapées [12]. Dans ce cadre, les méthodes doivent 
être robustes à l’échelle, la pose, l’éclairage et peuvent faire appel à la couleur, la texture, la 
forme et l’ombrage. Les domaines concernés par les objets fluides vont de la mécanique des 
fluides et l’aérodynamique aux sciences environnementales dont l’océanographie, l’étude des 
flux marins ou des dérives d’objets, la météorologie (reconstruction des vents à partir du 
déplacement des nuages). Les mouvements de ces objets fluides sont obtenus par la mesure 
des vitesses instantanées de particules fluides. Ils ont d’importantes variations spatiales et 
temporelles d’intensité avec le mouvement car il y a apparition et disparition de matière fluide 
et ne présentent pas de points remarquables stables. Comme dans les classes précédentes, des 
modèles des processus physiques sont exploités en particulier l’équation de continuité ou de 
conservation de masse [13]. L’hypothèse est d’une part que l’intensité dans l’image est 
supposée directement liée à une quantité passive transportée par le fluide et d’autre part que 
cette équation est valide en 2D pour le champ apparent (celui perçu dans l’image) de 
mouvement comme en 3D (mouvement réel). La caractérisation et l’interprétation du 
comportement d’un objet fluide est difficile dans la mesure où il n’a pas de support spatial au 
sens habituel: l’analyse de singularités dans les champs de mouvement ou d’évènements 
cinématiques sont alors essentiels pour comprendre les phénomènes observés et prédire leur 
évolution.  
Dans le second cas, la nature et la quantité d’observations sont privilégiées. Compte tenu du 
large spectre des applications concernées par le mouvement, les principes physiques mis en 
oeuvre par les techniques d’observation, leurs modes et leurs conditions d’utilisation sont très 
divers. Il n’en reste pas moins que ce sont les capteurs optiques (les caméras dans le spectre 
visible) qui dominent en vision par ordinateur, de la télévision à la robotique, de l’imagerie 
sous-marine à l’endoscopie en médecine. Pour autant, des caractéristiques fondamentales et 
partagées se dégagent de l’ensemble des capteurs disponibles. Les séquences 2D sont les plus 
courantes où le capteur, en l’occurrence fixe, fournit une suite temporelle de projections 2D 
du monde 3D. Elle conduit donc à une perte d’information spatiale importante qui rend la 
plupart des tâches à réaliser plus ardues. Seuls les objets devant la caméra sont visibles. Les 
mouvements des objets perçus dans le champ de l’image sont des mouvements projetés et leur 
restitution (ou leur reconstruction) dans leur espace d’origine, lorsque l’application l’exige et 
en supposant la matrice de projection connue (via une calibration) va donc devoir faire appel à 
des informations supplémentaires. La première solution à ce problème est d’introduire des 
connaissances a priori sur les objets et leurs mouvements. La seconde est d’augmenter le 
nombre de capteurs: on parlera alors de séquences N-2D, le N représentant le nombre de 
capteurs. L’avantage d’un tel choix est de rendre plus robuste la plupart des algorithmes 
d’analyse en exploitant une redondance partielle mais aussi en réduisant le nombre de parties 
cachées et d’occlusions. L’inconvénient, outre le coût, est d’avoir à traiter des volumes de 
données plus conséquents. La vision stéréoscopique s’est développée dans cette logique. Elle 
a permis d’accéder sur la base de la géométrie épipolaire et par mise en correspondance de 
primitives à des informations 3D (bords ou surfaces d’objets dans des scènes d’intérieur pour 
la robotique par exemple). La précision en profondeur reste cependant réduite. L’utilisation de 
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systèmes multi-caméra, sans introduction de contraintes de faibles angles (comme c’est le cas 
pour l’analyse du mouvement humain), permet d’améliorer cette résolution mais au prix de 
rendre plus difficile la mise en correspondance (i.e. analyse sans marqueur optique). Le pas 
suivant est l’accès à des séquences volumiques indicées par le temps. La capacité d’imager 
des scènes dynamiques en volume fournit un avantage décisif puisqu’il s’affranchit des 
problèmes de reconstruction mentionnés ci-dessus. Cette situation favorable ne se retrouve 
malheureusement qu’en médecine et en biologie. Elle implique de grands volumes de 
données, et en conséquence de mémoire, ainsi que des temps de traitement loin du temps réel. 
Le troisième point de vue consiste à partir des objectifs poursuivis dans le cadre du problème 
posé. Ils peuvent concerner des tâches de bas niveau (détection ou estimation de mouvement) 
comme des problèmes de haut niveau (suivi, reconnaissance ou identification, ou encore 
reconstruction). Chacun de ces objectifs génériques, va s’instancier en fonction de 
l’application en exploitant la nature des objets, les modes d’observation, les connaissances ou 
modèles a priori éventuellement disponibles. La tâche de détection peut paraître à première 
vue simple puisqu’elle consiste à décider si, dans les images d’une scène, un ensemble de 
pixels (potentiellement réduit à l’unité) appartient ou pas à un objet en mouvement. La 
soustraction de deux images successives (e.g différence inter-image) peut offrir une solution. 
La détection d’intrusion dans des locaux surveillés par caméra fixe peut correspondre à ce 
type de situation. Le problème peut cependant s’avérer plus difficile si les images sont très 
bruitées auquel cas des approches plus élaborées de la théorie de la décision seront 
nécessaires. Il en est de même lorsque le capteur est mobile et qu’il faut détecter le 
mouvement d’un objet sans le confondre avec celui ou ceux du fond. Le pas suivant dans cet 
aspect détection consiste non seulement à le détecter mais aussi à étiqueter le type de 
changement comme par exemple "fond découvert par l’objet mobile", "fond recouvert par 
l’objet" ou "glissement de l’objet sur lui-même". L’estimation quant à elle vise calculer le 
mouvement apparent, ou mouvement projeté, en tout point de l’image ou, si une segmentation 
a été opérée auparavant, sur des primitives (contours ou régions par exemple). Réalisée de 
manière uniforme sur l’image, cette estimation va conduire à ce qu’il est convenu d’appeler 
des champs denses, ou flots optiques, de la vitesse instantanée de chaque pixel. Ces champs 
devront ensuite être analysés. Rapportée à des primitives supposées définir des éléments 
pertinents des objets présents, cette estimation évite un balayage complet, permet de filtrer des 
fausses alarmes et ajoute une information directement utile à la résolution du problème 
considéré (suivi, reconnaissance, etc.). Le bruit contenu dans les images va toutefois conduire 
à des estimations de mouvement localement biaisées et il faudra en général les lisser en 
utilisant des techniques de régularisation pour restituer des champs localement ou 
régionalement cohérents. Le mouvement peut aussi contribuer à la problématique de 
segmentation sous l’hypothèse que des objets distincts se déplacent de manière différente. 
L’objectif est alors de déterminer l’ensemble des vecteurs mouvements entre deux images 
successives ou sur un horizon temporel plus large et de les regrouper par zones homogènes. 
Lorsqu’un modèle paramétrique de mouvement (translationnel, affine, etc.) est imposé, ce 
modèle peut être identifié au moyen d’un sous-ensemble de vecteurs puis le regroupement de 
pixels être effectué sur la base de la compatibilité avec le modèle. Ce type de procédures peut 
être itéré pour améliorer l’estimation du modèle. Plusieurs difficultés intrinsèques à cette 
approche sont à souligner: les objets inhomogènes au sens du mouvement ou les objets 
immobiles ne peuvent pas être segmentés; déterminer l’intervalle temporel sur lequel 
travailler pour atteindre une segmentation consistante n’est pas évident. Nous voyons là, en 
tout état de cause, un questionnement possible dans l’articulation entre deux tâches 
différentes, segmentation statique et estimation de mouvement. Il porte sur l’ordre de 
réalisation de ces opérations mais aussi sur la fusion de leurs résultats. Le suivi et la 
reconnaissance d’objets font partie des finalités de l’analyse du mouvement et s’avèrent 
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potentiellement très imbriquées. La reconnaissance peut être envisagée en intra-image mais 
elle n’est pas exempte d’ambiguïté du fait des apparences multiples d’un objet selon le point 
de vue sous lequel il est regardé. Si cet objet est mobile et/ou si le capteur d’image est en 
mouvement, il est clair que l’accumulation d’information qui en résulte peut sensiblement 
réduire ces incertitudes. L’objet étant reconnu, des connaissances a priori peuvent être mises 
en oeuvre pour son suivi. De manière duale, un suivi procédant sans reconnaissance préalable 
peut aussi renseigner sur le type d’objet en fonction de la trajectoire qu’il suit. Quel que soit le 
cas de figure, l’objectif est de construire les trajectoires spatio-temporelles de ces objets. Il 
permet de prédire leur évolution à tout instant et donc d’anticiper sur des actions à 
entreprendre ou de compenser des périodes de croisement et d’occultation. Enfin, la 
reconstruction d’une forme (une structure 3D d’une scène dans un espace euclidien) a fait 
l’objet de nombreux travaux mettant l’accent sur la reconstruction à partir de l’ombrage 
("shape from shading") ou du mouvement ("shape from motion"). Un tel objectif représente 
un intérêt majeur pour la manipulation d’objets, la navigation ou, plus généralement, pour 
toute tâche d’interaction en temps réel. La résolution de ce problème dépend tout d’abord des 
caractéristiques des objets, souvent géométriquement simples (assemblages de plans par 
exemple), des données d’observation (un ou plusieurs capteurs, fixes ou mobiles, calibrage 
connu ou pas) et de la pertinence des a priori retenus.  
Cette décomposition entre objets, observations et objectifs permet d’appréhender toute 
problématique d’analyse du mouvement. Cependant, l’étude des grandes familles de 
méthodes d’analyse, à laquelle nous allons principalement consacrer cet article, reste 
cependant fondamentale. Nous avons retenu trois classes de méthodes : (i) les méthodes 
différentielles (section II) qui traitent les variations temporelles des intensités; (ii) les 
méthodes de suivi par filtrage bayesien (section III) exploitant des modèles probabilistes du 
mouvement et auxquelles nous consacrerons plus de place compte tenu des développements 
récents observés; (iii) les méthodes de mise en correspondance (subdivisées en mise en 
correspondance de primitives et mise en correspondance modèle/image) qui procèdent par 
recherche d'informations similaires dans des images successives (section 4). D’autres 
approches ne seront pas abordées malgré leur intérêt, comme les champs de Markov ou les 
techniques multirésolutions, car ils auraient nécessité des développements trop conséquents. 
Le dernier paragraphe de cet article s’attachera à discuter quelques uns des points clés de 
l’analyse de mouvement (hypothèses, modèles, limites, etc.) sur un plan général mais aussi 
relativement à l’imagerie médicale. 
 
II. Les méthodes différentielles 
 
Les méthodes différentielles sont issues en 1981 des travaux de Horn et Schunck [14], et de 
Lucas et Kanade [15]. Elles s’appuient sur l’hypothèse de conservation de la luminance au 
cours du temps considérée comme valide pour des mouvements de faible amplitude entre 
deux images successives [16-20]. La prise en compte de variations des conditions 
d’illumination, de réflexions spéculaires ou d’occlusions a cependant amené de nouvelles 
formulations plus générales en particulier celle de Papenberg et al. [21] :  
( )( ) 0T LILI w
t
∂∇ . + =∂  (1) 
où  est le vecteur vitesse recherché (le champ de vecteurs vitesse 
constituant le « flot optique ») et  désigne un opérateur chargé d’extraire de l’image 
l’information supposée invariante au cours du temps. Suivant le type d’image à traiter ou le 
type de mouvement, différents opérateurs peuvent être utilisés. Il peut s’agir simplement d’un 
filtrage visant à lisser le bruit et à obtenir ainsi une meilleure estimation des dérivées [22-23]. 
( ) (w u v I x I y= , = ∂ /∂ ,∂ /∂ )
L
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Cependant, l’utilisation de l’opérateur L  a souvent comme objectif de maintenir l’équation 
(1.1) vraie en présence de variations d’illumination. Il est courant de modéliser simplement 
ces variations par une composante multiplicative et une mI a+  [21, 24-
25]. Kim et Kak [24] utilisent directement l’opérateur LI mI a
composante additive 
= + , a  et m  étant alors des 
paramètres à estimer en plus des vecteurs mouvements. Une autre solution pour faire face aux 
variations d’illumination consiste à utiliser des opérateurs diffé ls ce qui p t 
d’éliminer au moins la composante additive. Les opérateurs gradient L
rentie erme
= ∇  et hessien L H=  
supposent que les informations de direction sont conservées au cours du temps et sont donc 
adaptés aux mouvements de translation ou de divergence. Dans le cas de rotations 
importantes, il est possible d’utiliser la norme, la trace (laplacien) ou le déterminant du 
hessien, ou la norme du gradient [21]. s dériv
er le m
 Le ées d’ordre supérieur s
ouvement 
ont rarement utilisées 
car plus sensibles au bruit.  
Les méthodes différentielles cherchent à estim ( )u v,  en chaque point, en 
résolvant le problème d’optimisation suivant : 
2( )LI∂( ) m ( )Tu v arg LI winu v t,
⎡ ⎤+, = ∇ .⎢ ⎥∂⎣ ⎦  (2) 
Cette formulation possède, cependant, trois inconvénients majeurs. Tout d’abord, la contrainte 
de flot optique n’est valable que pour des mouvements de faible amplitude. Ensuite, il existe 
presque toujours des points appelés "outliers" ou "aberrants" où cette hypothèse n’est pas 
vérifiée. C’est le cas, par exemple, en présence de mouvements multiples, de réflexions 
spéculaires, ou de changements d’illumination, lorsque ceux ci ne sont pas pris en compte 
dans la construction de l’opérateur L . Enfin, ce problème est en général sous-déterminé. C’est 
le problème de l’ouverture, largement évoqué dans la littérature, qui s’exprim
variation d’intensité en un point est insuffisante pour déterminer le vecteur vitesse ( )w u v= , . 
Des solutions pour chacun de ces problèmes ont été proposées. L’utilisation de schémas 
multirésolutions [23, 26-28] permettent non seulement d’étendre l’utilisation des méthodes 
différentielles à des mouvements d’amplitude importante, mais d’augmenter la robustesse au 
bruit, d’accélérer le processus et d’éviter les minima locaux. Pour éviter que la présence 
d’"outliers" ne perturbe le mouvement estimé, Black et Anandan [29-30] ont recours aux 
statistiques robustes qui s’attachent à développer des méthodes d’estimation fiables malgré la 
présence de points pour lesquels l’hy
e ici : la 
epothèse  
d’optimisation est alors formulé ainsi :  
de départ n’est pas vérifiée. Le problèm
( )( ) m ( )T LIu v arg LI w ∂⎛ ⎞, = ∇ . +ρ  inu v t, ⎜ ⎟∂⎝ ⎠ (3) 
avec ρ , la fonction de l’erreur. L’influence qu’aura une certaine valeur de l’erreur est mesurée 
par une fonction appelée fonction d’influenceψ , proportionnelle à la dérivée de la fonction ρ . 
Dans le cas de la fonction "carrée", la fonction d’influence croit linéairement vers l’infini ce 
qui explique la vulnérabilité aux "outliers". Pour obtenir une fonction robuste, il est nécessaire 
de choisir une fonction ρ  pour laquelle la fonction d’influence décroît pour des
form
 
 
mier cas [14, 29, 33-36], une minimi
effectuée : 
valeurs 
e globale,
importantes de l’erreur, et tend ensuite vers zéro (Cf. [29] pour ces fonctions). 
La question de l'indétermination est abordée par Olsen et Nielsen [31] par l’étude du flot 
normal aux gradients spatiaux de l'image. La plupart des travaux cependant [1, 22, 24, 32] 
s’appuient sur l'hypothèse d'un mouvement lisse en l’exprimant sous une 
comme Horn et Schunck [14], ou locale suivant en cela Lucas et Kanade [15]. 
Dans le pre sation de fonction d’énergie globale est 
( )( ) ( )TG image
LIE LI w V u v I dxdy
t
∂⎛ ⎞⎛ ⎞= ∇ . + + ∇ ,∇ ,∇⎜ ⎟⎜ ⎟∂⎝ ⎠⎝ ⎠∫ ∫ ρ α  (4) 
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où  est un terme de lissage pondéré par un scalaire ( )V u v I∇ ,∇ ,∇ α  (Cf. Wieckert et Schnörr  
[34] pour une classification des termes de lissage et [22, 35, 37] pour quelques exemples).  
Les approches locales quant à elles supposent que le voisinage ( )sν  du point  suive un 
même modèle paramétrique de mouvement. La formulation du problème est alors la suivante :  
s
( )
( )ˆ( ) min ( ) ( )T
s
LIs arg LI w
t
∂⎛ ⎞= ∇ .⎜ ⎟∂⎝ ⎠∑θ νθ ρ θ +  (5) 
 
avec θ  le vecteur des paramètres du modèle de mouvement, et ˆ( )sθ  le vecteur des 
paramètres estimés sur le voisinage ( )sν  du point . Pour éviter les erreurs aux frontières 
entre des objets de mouvements distincts, l’approche multimodale proposée dans Heitz et 
Bouthemy [38] ou une minimisation de la médiane des carrés  [24, 27, 39] ont été proposées.  
Kim et Kak [24] ont décrit une variante de cette dernière méthode plus robuste au bruit. Au-
delà du mouvement translationnel [22, 24, 28, 39, 40], les mouvements affine et quadratique 
sont traités dans [26] par un modèle polynômial à deux dimensions du second degré. Il 
apparaît, finalement, que le modèle affine est un bon compromis entre nombre de paramètres 
et réalisme du modèle [27].  
s
Bruhn et al. en 2005 [22] ont confronté les approches locales et globales et proposé de les 
associer [23]. Les inconvénients de ces méthodes différentielles sont dus à plusieurs facteurs. 
Tout d’abord, elles se fondent sur l’hypothèse de conservation des fonctions de luminance,  
une hypothèse forte, et un compromis doit donc être fait entre l’exactitude de cette hypothèse 
et la complexité des fonctions de luminance construites. De plus, le problème est souvent mal 
posé et le lissage utilisé pour lever l’indétermination n’est pas adapté à la présence de 
mouvements multiples. Enfin, le calcul du mouvement s’appuie sur le calcul des dérivées, or 
ce calcul est souvent imprécis en raison de la présence fréquente de bruit ou d’échantillonnage 
spatio-temporel insuffisant. Il est rare que les méthodes proposées traitent tous ces problèmes 
simultanément en restant efficaces en termes de vitesse et de précision de calcul. 
 
III.  Suivi par filtrage bayesien 
 
III.1 Principe  
 
Les méthodes de suivi par filtrage bayesien modélisent l’état de la ou des cibles (objets suivis) 
par un processus aléatoire ( )t t NX X ∈= . Pour tout t , tX  est une variable aléatoire appelée 
vecteur d’état et contient classiquement la position de la cible ainsi que d’autres informations 
propres à chaque méthode. Sa dimension est notée . Le filtrage bayesien permet d’estimer à 
chaque instant t , le vecteur d’état 
N
tx  en fonction d’observations 1t t 0y y − y, ,...,
0
 partielles et 
bruitées de l’état, et des valeurs précédentes de l’état 1 2t tx x− − x, ,..., . L’état est modélisé par un 
processus aléatoire markovien.  
L’objectif est donc de déterminer à chaque instant, la densité de probabilité de tx  
sachant 1t t 0y y −, ,..., y . Elle sera ensuite utilisée pour calculer l’estimée ˆ tx , qui est en général le 
maximum de vraisemblance ou l’espérance. Le filtrage bayesien nécessite la construction de 
deux modèles stochastiques :  
- Le modèle dynamique décrit l’évolution de la cible par une fonction f  de l’état et 
du bruit blanc d’état  : tV 1 (t t 1)tX f X V+ += , . Ce processus markovien peut, plus 
généralement être décrit par la densité de probabilité de transition 1( )t tp x + x| .  
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- Le modèle de mesure décrit la relation entre l’observation  et le vecteur d’état tY tX , 
par une fonction  et un bruit de mesure  : Y gg tW (t X )t Wt= ,
(
. Plus généralement, le 
modèle de mesure est décrit par la densité de probabilité )ttp y x| .  
Le calcul de la densité 1 1 0( t t t )p x y y y+ +| , ,...,  est réalisé de manière récursive en deux étapes : 
(i) prédiction exploitant le modèle dynamique 1( t t )p x x+ |  et la densité à l’instant 
précédent 0 )( t tp x y| ,..., y  pour calculer la densité de probabilité de 1tx +  sachant les 
observations précédentes 0ty y,...,
0 )
 ; (ii) correction donnant la densité de probabilité 
recherchée 1 1( t tp x y+ +| y,...,  à partir de la prédiction 1( t t 0 )p x y y+ | ,...,  et de la nouvelle 
observation 1ty +  en utilisant le modèle de mesure ( )t tp y x| . Dans le cas linéaire et additif 
gaussien, c’est à dire 1 1t t tX AX V+ += +  et tY B t tWX= + , la probabilité 0( )t tp x y y,...,|  est 
gaussienne. Elle est déterminée par sa matrice de covariance et son espérance, calculées de 
manière exacte et récursive. Ce problème, résolu de manière optimale, est ce qu’on appelle le 
filtre de Kalman [41]. Dans le cas additif gaussien, avec des fonctions non linéaires, mais 
dérivables, c’est à dire 1 1( )t t tX f X V+ += +  et Y g( )t tX Wt = + , il suffit de linéariser le système 
autour de la moyenne de l’estimée pour utiliser le filtre de Kalman. C’est le filtrage de 
Kalman étendu [42]. Une autre solution plus précise est le filtre de Kalman sans odeur [43].  
Dans le cas où seulement une partie des composantes du vecteur d’état suivent un modèle 
conditionnellement linéaire et gaussien, l’évolution de ces composantes peut être calculée par 
filtrage de Kalman et un filtrage particulaire appliqué aux autres composantes du vecteur 
d’état. Cette méthode est appelée "Rao-Blackwellisation". Le vecteur d’état peut aussi 
contenir des composantes à espace d’état fini. Dans ce cas, elles sont traitées de manière 
indépendante en utilisant des matrices de transitions [44].  
Nous détaillons plus particulièrement le cas où les fonctions f  et  sont fortement non 
linéaires où les méthodes de filtrage particulaire prennent tout leur sens. L’idée clé est 
d’approcher la densité de probabilité 
g
1 1 0( t t )p x y y+ +| ,...,  par des méthodes de Monte Carlo, 
dont le principe est le suivant. A condition qu’une loi p  soit réalisable, l’espérance de la 
variable aléatoire ( )Xϕ , , peut être estimée à partir de pX ~ M  réalisations de la loi 
 par :  )(~ xp
iid
iξ
1
1( ) ( ) ( )
N
MM i
iR
I x p x dx I
M =
= ≈ = ∑∫ ϕ ϕ ξ  (6) 
 
On appelle particules, les M  réalisations de la loi (figure 1).  
 
 
 
Figure 1 Illustration pour N=1 de l'approximation de Monte Carlo. 
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Dans le cas où la loi n’est pas ou est difficilement simulable directement il est possible de 
faire un échantillonnage d’importance. Une densité de probabilité simulable  est choisie, 
telle que  : c’est la fonction d’importance. Les 
q
( ) 0 ( ) 0q x p x> ⇒ > M  réalisations sont alors 
tirées selon cette loi . L’approximation de l’intégrale est ensuite réalisée de la 
manière suivante :  
)(~ xq
iid
iη
 
1
( ) 1 ( )( ) ( ) ( ) ( ) ( )
( ) ( )N N
i
MM i
iiR R
p x pI x p x dx x q x dx I
q x M q=
= = ≈ = ∑∫ ∫ ηϕ ϕ ϕ η η  (7) 
 
Pour être efficace, la fonction d’importance choisie doit être proche de la loi ( )p x  afin 
d’obtenir une bonne approximation à partir d’un nombre limité de particules (figure 2).  
 
 
Figure 2 Illustration pour N=1 de l'échantillonnage d'importance. 
 
Rappelons que le but est de calculer de manière récursive l’estimée 1ˆ tx + , qui correspond à 
l’espérance de 1tX +  conditionnellement à 1t 0y y+ ,..., . L’utilisation de Bayes, puis de 
l’approximation de Monte Carlo utilisant une fonction d’importance 
1 0 1( )t t 0tx x x y+ +| ,..., , y ,...,π  et les M  particules , conduit à : ),,...,| 001 yxxtt+ ,...,1yt+(~1
~
xx
iidi
t+ π
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1
i
tw +%  est le poids attribué à la particule i  au temps 1t + . Ces poids peuvent être calculés de 
manière récursive en fonction du modèle d’observation, du modèle dynamique et de la 
fonction d’importance :  
1 11
1
1 0 1 0
( ) (
( )
i i i
t t ti i t
t t i i i
t t t
p y px x xw w )
y yx x x
+ ++
+
+ +
| |= | ,..., , ,...,
% % %
% % %π  (9) 
 
Les deux problèmes principaux des méthodes de filtrage particulaire sont la dégénérescence 
des particules et la dégénérescence des poids. La dégénérescence des particules correspond à 
la migration de toutes les particules dans des zones où la probabilité 0( )t tp x y y| ,...  est très 
faible. La dégénérescence des poids correspond à la concentration des poids importants sur 
seulement quelques particules. Une solution pour détecter ce dernier phénomène est 
d’appliquer un seuil sur la variance des poids. Le problème peut être résolu en multipliant les 
particules de poids fort et en éliminant les particules de poids faible, de manière à retrouver 
M  particules de poids1 M/ . Le ré-échantillonnage a été proposé par Gordon et al [45] en 
1993 (SIR pour "Sampling Importance Resampling"). Cette méthode est utilisée dans 
pratiquement tous les travaux de filtrage récents appliqués au suivi de mouvement.  
Les différentes méthodes de filtrage particulaire se distinguent principalement par la 
fonction d’importance choisie, c’est à dire la manière de faire évoluer les particules. La loi 
d’importance optimale correspond à 1 0 1 0 1( ) (t t t t t t 1)x x x y y p x x y+ + + +| ,..., , ,..., = | ,π . Elle permet 
de faire évoluer les particules en minimisant la variance des poids [46], ce qui limite les 
phénomènes de dégénérescence. Cette loi est, cependant, rarement disponible et simulable. 
L’approche la plus classique est d’utiliser la loi d’évolution (modèle dynamique) comme loi 
d’importance 1 0 1( t t t 0 1) ( )t tx x x y+ +| ,..., , ,..., y p x x+= |π . Associée à l’étape de ré-échantillonnage 
évoquée plus haut, cette méthode est appelée filtrage "bootstrap" [45]. L’inconvénient majeur 
est que les particules évoluent sans prendre en compte l’observation courante 1ty + . La méthode 
est donc très sujette au phénomène de dégénérescence et nécessite l’utilisation d’un nombre 
important de particules pour rester performante. Pour obtenir une fonction d’importance 
intégrant la dernière observation, une méthode répandue est le filtrage par particules 
auxiliaires proposé par Pitt et Shepard en 1999 [47]. Son principe est d’approcher, à chaque 
itération, la fonction d’importance optimale en simulant deux séries de particules.  
 
III.2. Application au suivi de mouvement  
 
Une partie des travaux les plus récents utilisent des modèles linéaires ou quasiment linéaires 
et donc le filtrage de Kalman simple ou sa version étendue [48-49]. Cependant, une place 
importante est donnée aux travaux utilisant des modèles plus complexes et non linéaires [44, 
50-53]. Le filtrage particulaire a été appliqué pour la première fois à l’extraction de 
mouvement par Isard et Black en 1996, avec leur algorithme "condensation" [54]. Cette 
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méthode est en fait similaire à celle proposée plus tôt par Gordon et al [45], mais elle est 
appliquée au suivi de contours, et ne réalise pas d’étape de ré-échantillonnage des particules. 
Ce filtrage utilise la loi d’évolution comme fonction d’importance. Pour faire muter les 
particules en utilisant une information plus riche que la simple loi d’évolution, ces mêmes 
auteurs proposent en 1998 un algorithme nommé "ICondensation" [55]. Ils construisent une 
fonction d’importance à partir des informations fournies par un autre processus de suivi. A 
chaque itération, un tirage aléatoire détermine si la fonction d’importance utilisée est la loi 
d’évolution ou la nouvelle fonction. L’inconvénient est que la construction de ce deuxième 
processus n’est pas possible pour toutes les applications. De plus, le problème de la 
construction de la loi à partir des informations fournies par le second processus reste ouvert. 
Par la suite, beaucoup d’auteurs ont proposé des solutions pour obtenir une fonction 
d’importance proche de la loi optimale. Une solution efficace, proposée par Rui et Chen [56], 
est d’utiliser un pas du filtrage de Kalman sans odeur sur chaque particule, introduisant ainsi 
la dernière observation. La fonction d’importance est alors le mélange des gaussiennes 
obtenues. Le seul inconvénient de cette méthode est que la fonction d’importance doit être 
gaussienne, alors que la fonction d’importance optimale ne l’est pas en général. La méthode 
de filtrage par particules auxiliaires évoquée plus haut [47] est aussi une solution intéressante 
utilisée dans les travaux récents d’extraction du mouvement [57-58]. La recherche de 
méthodes permettant une exploration efficace de l’espace d’état et, donc la diminution du 
nombre de particules utilisées, reste un domaine actif [57-59]. Ces méthodes permettent, en 
effet, le suivi de mouvements dans le cas où le modèle dynamique est pauvre et la 
construction d’un vecteur d’état de dimension importante, et s’avèrent utiles dans le cas de 
cibles multiples [44, 58]  ou l’utilisation de modèle articulé [50] par exemple.  
Il nous reste à préciser maintenant les procédés de construction du vecteur d’état, de la 
mesure, des modèles dynamiques et de mesure.  
 
Construction du vecteur d’état : La première fonction du vecteur d’état est de contenir 
l’information que l’on souhaite estimer. Il s’agit pour des applications au suivi, de la position 
2D ou 3D de la ou des cibles. Il peut aussi inclure des informations spécifiques permettant de 
relier l’état courant à l’état précédent comme la vitesse [48, 60-61] ou des paramètres du 
modèle de mouvement utilisé [44, 62]. De plus, le vecteur d’état contient souvent des 
informations complémentaires spécifiques à chaque application, comme le nombre d’objets 
dans la scène dans le cas de cibles multiples [44] ou une variable pour la gestion explicite 
d’occlusions [58]. Dans le cas d’utilisation de modèles non linéaires, la construction du 
vecteur d’état doit réaliser un compromis entre la richesse des informations contenues et la 
complexité de la méthode. Les contraintes sont d’inclure dans le vecteur d’état des 
informations pertinentes et suffisantes pour un suivi efficace tout en conservant une 
dimension minimale pour limiter le nombre de particules nécessaires.  
 
Construction du modèle dynamique : Le modèle dynamique doit inclure les connaissances 
a priori disponibles sur l’évolution du vecteur d’état. A notre connaissance, le bruit est 
toujours supposé gaussien, ce qui permet d’introduire de la souplesse dans le modèle. Il peut 
être avantageux d’utiliser une variance importante pour autoriser les mouvements rares et 
soudains (suivi de personnes par exemple [57, 61]). Les modèles les plus simples font 
l’hypothèse d’une faible variation du vecteur vitesse [60, 63]. Des modèles plus complexes 
peuvent être obtenus par apprentissage [62, 64].  
 
Mesure-Détection : La mesure correspond dans la majorité des cas à une tâche de détection. 
La rapidité globale de la méthode dépend aussi de la vitesse de cette tâche. Une méthode très 
classique est la soustraction ou la modélisation du fond [53, 63] pour détecter les éléments en 
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mouvement. Cependant, cette méthode atteint ses limites en milieu naturel ou lorsque la 
caméra a un mouvement par exemple. De nombreuses solutions ont été employées : détection 
de bords [54], détection par la couleur [44], détection de points caractéristiques [48], détection 
de plans et de lignes [49], etc. Une approche moins classique consiste à utiliser une autre 
méthode de suivi (méthode de mise en correspondance) pour réaliser la mesure [19, 60].  
 
Construction du modèle de mesure : Elle découle du choix de la mesure et du vecteur 
d’état. Le bruit du modèle de mesure est aussi généralement gaussien et permet de prendre en 
compte l’imprécision de la mesure réalisée mais aussi les fausses détections et les non 
détections dans le cas d’occlusions par exemple.  
 
Les méthodes de suivi de mouvement par filtrage bayesien ont l’avantage d’utiliser 
conjointement les données images et un modèle de mouvement dont on peut régler la 
souplesse. La méthode peut être adaptée à tout type de modèles grâce aux méthodes de 
filtrage particulaire. Leur inconvénient principal est la croissance exponentielle de leur 
complexité en fonction de la dimension du vecteur d’état, ce qui est une limitation dans le cas 
de modèles articulés ou de suivi multi-cible par exemple. Les méthodes actuelles tentent de 
résoudre ce problème en proposant de nouvelles techniques d’exploration de l’espace d’état, 
l’utilisation d’espaces d’état hybrides ("Rao-Blackwellisation" ou vecteur d’état contenant des 
variables aléatoires finies et infinies). 
IV. Les méthodes de mise en correspondance 
 
Les méthodes de mise en correspondance cherchent à trouver des informations 
similaires dans deux images espacées temporellement (ou spatialement dans le cas de la 
stéréovision). Les informations utilisées peuvent être : des primitives (points, lignes, cercles, 
...), des modèles (déformables ou articulés par exemple) extraits de l'image, ou des 
informations statistiques sur les niveaux d'intensité des pixels (histogramme, entropie ...). Au 
delà de la simple mise en correspondance, l'objectif final de ces méthodes est le calcul de 
paramètres d'un modèle de mouvement paramétrique ou le suivi d'objet. Les méthodes 
utilisées sont généralement des méthodes d'optimisation ou d'ajustement des paramètres par 
rapport à une erreur mesurée (asservissement).  
 
IV.1 Mise en correspondance d'un ensemble de primitives : 
 
Nous nous intéresserons plus particulièrement au problème de mise en correspondance de 
points [65-69]. Le point est la forme la plus simple et à la base d’une construction de 
structures plus complexes comme des courbes et des surfaces. C'est la seule primitive 
invariante à tout type de transformation non rigide. Les marqueurs artificiels introduits dans le 
champ de vision sont généralement ponctuels comme des points dessinés physiquement sur le 
visage [65]. Ces points peuvent être aussi, selon la scène, des coins, des croisements.  Par 
ailleurs, les méthodes proposées appliquées se généralisent le plus souvent aux autres types de 
primitives. La mise en correspondance d'un ensemble de points reste cependant un problème 
difficile. Des questions majeures se posent en effet : l'estimation conjointe correspondance-
mouvement, l’élimination de points aberrants ("outliers") dans les données, et le traitement 
des déformations. 
 
Estimation de la correspondance et du mouvement : certains travaux traitent les deux 
problèmes de manière séparée [65, 67, 70-71]. Les correspondances sont généralement 
déterminées en premier lieu (voire supposées connues a priori [67]). Etablir les 
correspondances de manière automatique est cependant une tâche non triviale [72]. Li et al. 
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[73] ont étendu l’approche de Kambhamettu et al [71] à des déformations plus importantes de 
maillages de surface. La cohérence de la correspondance de chaque point avec les points les 
plus proches du second maillage exploite des caractéristiques locales (vecteur normal, 
courbure, ...). Pour chaque point, le correspondant sélectionné est celui qui répond le mieux 
au critère établi. La réalisation de ce type méthode nécessite une forte connaissance a priori 
sur le mouvement. Cependant, dans la majorité des applications, les informations disponibles 
a priori sont insuffisantes. La stratégie généralement adoptée est alors de faire des hypothèses 
volontairement fortes, et d'utiliser une méthode d'estimation capable de gérer la présence de 
fausses correspondances (nous y reviendrons par la suite).  
L'estimation conjointe correspondance-mouvement [48, 74-76] est plus élégante qu’une 
approche séquentielle. L'algorithme "ICP" pour "Interative Closest Point", proposé en 1992 
par Besl et al. [77] et largement appliqué pour le recalage, est la plus simple de ces méthodes. 
A chaque itération, chaque point transformé est assigné à son plus proche voisin, et cet 
appariement est utilisé pour raffiner les paramètres de mouvement. Cette opération est réalisée 
jusqu'à convergence. Cet algorithme est rapide, mais peut converger vers des minima locaux : 
il est donc sensible à l’initialisation. De plus, il s’avère peu robuste aux mauvaises ou fausses 
détections de points. Les travaux de Torr et al. [74] et Dellaert et al. [76] proposent des 
approches bayesiennes pour l'estimation conjointe des correspondances et des paramètres de 
transformation. Les observations sont les positions des points des deux ensembles et les 
images. Ces deux approches proposent de modéliser la vraisemblance (probabilité de 
l'observation sachant l'état) en supposant que l'erreur de position entre le point transformé et 
le point cible suit une loi normale de moyenne nulle. Elles diffèrent cependant dans la 
manière de réaliser l'estimation. Dellaert et al. utilisent un algorithme EM ("Expectation 
Maximization" [78]) quand Torr et al. mettent en oeuvre une approche multirésolution : la 
densité a posteriori (probabilité de l'état connaissant les observations) est approchée en 
réalisant un échantillonnage d'importance (cf. paragraphe III.1) par des particules pondérées 
par leur valeur de vraisemblance. Les particules sont propagées du niveau le plus grossier au 
niveau le plus fin par simulation de Monte Carlo par chaîne de Markov. Chui et Rangarajan 
[75] traitent l'estimation par optimisation d'une fonction de coût intégrant les correspondances 
et les paramètres de mouvement. La fonction pénalise la distance entre le point transformé et 
le point cible et favorise un mouvement lisse. Les correspondances sont répertoriées dans une 
matrice de correspondance qualifiée en logique floue. L'optimisation est réalisée par recuit 
déterministe où la température est fonction de l'entropie de la matrice de correspondance.  
 
Gestion des données aberrantes : Les « outliers » sont inévitables du fait des limites des 
algorithmes de détection en présence de bruit et lorsque des scènes complexes (occlusions, 
variations d’illumination, etc.) sont analysées. Les statistiques robustes offrent des solutions 
pour traiter ces données aberrantes. Leur taux élevé en vision par ordinateur [79] a conduit à 
des développements spécifiques comme l'algorithme RANSAC ("Random Sample 
Consensus") proposé par Fischler et Bolles en 1981 [80]. Des travaux récents confirment son 
actualité [68-69] de même que ses évolutions depuis 2000 [70-74]. Son principe est le suivant 
: un sous-ensemble de données est construit de manière aléatoire; le modèle correspondant à 
ces données est estimé, et le nombre de points qui ne suivent pas ce modèle est évalué. Cette 
procédure est répétée un nombre fixé de fois. Le modèle donnant le moins de points aberrants 
(c'est-à-dire ne suivant pas le modèle) est sélectionné. Torr et Zisserman [70] ont amélioré cet 
algorithme en choisissant la solution qui maximise la vraisemblance au lieu de considérer 
simplement le nombre de points ne correspondant pas au modèle. Cette idée a été poursuivie 
par le même groupe pour des mouvements de forte amplitude en exploitant un schéma 
multirésolution [74]. L'inconvénient principal de ces méthodes est qu'elles ne sont pas 
adaptées aux transformations non rigides. Chui et Rangarajan [75] proposent en 2003 une 
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méthode générale basée sur les plaques minces ("Thin Plate Splines", [81]) permettant de 
traiter à la fois la présence de points aberrants et des mouvements déformables. Le problème 
est posé comme une minimisation d'une fonction d'énergie (cf. paragraphe précédent). Les 
points aberrants sont pris en compte en ajoutant une ligne et une colonne à la matrice de 
correspondance, chaque point étant soit assigné à un point de l'autre ensemble, soit attribué à 
la catégorie "outlier". Vogler et al. [65] ont proposé récemment plusieurs méthodes pour 
éliminer les correspondances aberrantes avant d'estimer les paramètres du mouvement. La 
première repose sur une étape de prédiction pour chaque point par filtrage de Kalman et 
l’élimination des correspondances trop éloignées de la prédiction. Cette méthode est simple 
mais nécessite de disposer d'un bon modèle d'évolution des points. La seconde utilise le même 
schéma mais en procédant dans l'espace des paramètres du mouvement. 
 
Mouvements déformables : La mise en correspondance d'un ensemble de points dans le cas 
de mouvement déformable est un problème particulièrement complexe, et de plus en plus 
d'articles proposent des solutions [65, 67, 71, 73, 75]. Les mouvements déformables utilisés 
sont paramétriques, il peut s'agir de maillages [71, 73] avec une possible interpolation des 
points par splines [75] : les paramètres sont alors les positions des points de contrôle qui 
correspondent généralement aux points des ensembles à mettre en correspondance. 
L'inconvénient de ce type de modèles est qu'ils autorisent des déformations arbitraires et donc 
que pratiquement toutes les correspondances entre deux ensembles de points sont possibles. 
Des hypothèses supplémentaires sont donc nécessaires, typiquement des mouvements de 
petites amplitudes [71] et/ou des déformations faibles [71, 73, 75]. 
Un autre type de modèle paramétrique consiste à décomposer le corps déformable en une 
combinaison pondérée de formes de base [65-67]. Cette méthode est appelée factorisation de 
forme et tire son origine des travaux de Tomasi et Kanade en 1992 [82]. Ce type de modèle 
est par exemple appliqué aux visages dont la géométrie peut être vue comme la combinaison 
de plusieurs expressions de base. Les formes de base peuvent être obtenues par un 
apprentissage hors ligne, ou peuvent être estimées simultanément avec le mouvement [70]. 
 
 
IV.2. Mise en correspondance modèle/image 
 
Dans ce cadre, un modèle, connu a priori ou segmenté sur la première image, est 
transformé à chaque instant en fonction des informations extraites de l'image. Un critère 
d'erreur entre le modèle et l'objet de l'image doit être construit. Ce critère est minimisé à 
chaque instant en prenant comme initialisation les paramètres du modèle à l'instant précédent. 
Dans le cas où le capteur (la caméra) est immobile, seuls les paramètres du modèle sont à 
déterminer à chaque instant [83-86]. Dans le cas où le capteur est mobile, il faut déterminer la 
position de l'objet dans l'image [87] ou la position du capteur [59]. L'application la plus 
représentative dans ce dernier cas est l'asservissement visuel [88-89] où l'objectif est de 
déplacer une caméra dans le but d'obtenir un point de vue spécifique de l'objet. Les points clés 
sont ici (i) la construction du modèle de l'objet, (ii) le choix des informations à extraire de 
l'image et du critère d’erreur, (iii) la méthode de minimisation retenue. 
 
Modélisation de l'objet : Le cas le plus simple, l'objet rigide [59, 87], est décrit par un 
assemblage de primitives simples, comme des droites, points, cercles, cylindres et sphères, 
dont les relations géométriques dans l'espace 3D sont connues. Ce type de modèle peut être 
utilisé pour le suivi d'un objet dans l'image [87] ou l'estimation de la trajectoire du capteur 
lorsque l'objet est fixe [59]. Ces modèles conviennent particulièrement pour la modélisation 
de l'environnement humain (meubles dans une pièce, immeubles dans une rue) et trouvent 
Page 14 sur 24 
notamment des applications en réalité augmentée [87] nécessitant un traitement en temps réel. 
Les objets articulés, composés d'au moins deux éléments rigides reliés entre eux par des 
articulations contenant au plus six degrés de liberté, peuvent être des robots tels que ceux 
présents dans l'industrie [83] ou des objets divers, comme une boite, un livre par exemple, 
souvent choisis pour tester les méthodes [83-84]. Le suivi du corps humain [50] ou d'une 
partie du corps humain, comme une main par exemple [59], est aussi souvent réalisé en 
utilisant ce type de modélisation. L'approche classique [59, 90] est de modéliser l'objet 
articulé par une chaîne cinématique. Les paramètres sont généralement stockés dans une 
structure de type arbre avec des informations sur la pose [50, 84], c’est-à-dire sur la position 
relative objet-caméra. Le problème est résolu comme un problème d'optimisation contraint 
par les relations d’articulations. 
Pour les objets déformables en vision par ordinateur, le suivi de visages [85-86, 91-93] est un 
domaine particulièrement actif. Les modèles les plus employés sont : les modèles actifs 
d'apparence 2D ("Active Appearance Models") [94] et les "Morphable Models" 3D [95]. Ils 
se caractérisent par [86] : 
- La forme, définie par la matrice f  contenant l’ensemble des positions (2D ou 3D)  
des sommets d’un maillage 
- L’apparence, définie par l’application  donnant l’intensité et la couleur (texture 
par exemple) de chaque point à la surface du maillage.  
( )A u
- Les paramètres de l’image q  permettant de placer le modèle dans l’image. Il s’agit 
de paramètres de translation, rotation et homothéties pour les modèles 2D, et d’une 
matrice de projection pour les modèles 3D 
La forme et l’apparence peuvent subir des transformations linéaires. Elles sont définies 
comme la somme d’une forme/apparence de base 0f /  et d’une combinaison linéaire 
d’autres formes/apparences : 
0A
if  avec 1i … m= , ,  et  jA 1j … l= , ,  : 
0 1
0 1
m
i ii
l
j jj
f f p
A A A
=
=
= +
= +
f∑
∑ λ  (10) 
 
Les formes et apparences 0f , if ,  et 0A jA  sont obtenues par apprentissage. Les formes et 
apparences de base, 0f  et , correspondent à la moyenne. Une analyse par composantes 
principales est ensuite réalisée, les formes 
0A
if  (respectivement apparences ) sont les vecteurs 
propres correspondant aux  (respectivement l ) plus grandes valeurs propres. Les paramètres 
du modèle sont donc les coefficients
jA
m
1( )mp p … p= , , , 1( l… )= , ,λ λ λ  et les paramètres , 
auxquels s’ajoutent, pour les modèles 3D, un modèle de réflectance comme le modèle de 
Phong [95]. Ces modèles sont utilisés pour le suivi de visages au cours du temps. Matthews et 
al. [96] proposent une approche temps réel avec modèle 2D. Les modèles 3D sont plus lents : 
Romdhani et al. [97] réalisent le suivi en 30 secondes par image. Ces derniers sont cependant 
plus robustes aux occlusions et convergent plus rapidement [86]. Pour les améliorer, Gross et 
al. [85] proposent d’augmenter la robustesse des modèles 2D en considérant les pixels occlus 
comme des "outliers" pris en compte par des méthodes statistiques robustes.  
q
 
Exploitation de l’image et construction du critère d’erreur :  
Lorsque le modèle représente uniquement la forme de l’objet, l’information de contour est 
utilisée dans la majorité des cas [83-84, 87, 98]. Elle présente l’avantage d’être invariante aux 
changements d’illumination. Pour augmenter la rapidité des méthodes, seuls les contours 
parallèles aux contours du modèle sont généralement recherchés [83-84]. Pour réaliser le 
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suivi, l’erreur à minimiser est alors la distance entre le modèle et le contour le plus proche 
dans l’image. Les modèles déformables de visage évoqués auparavant modélisent aussi 
l’apparence (c’est-à-dire les niveaux d’intensité et les couleurs). Le critère est alors la somme 
des différences au carré des valeurs des pixels de l’image avec les valeurs associées à chaque 
point du modèle [86]. Certaines approches couplent la caméra avec un autre type de capteur, 
par exemple un capteur de profondeur dans le cas de Bray et al. [59]. L’image est utilisée pour 
segmenter l’objet sur la base de sa couleur, la profondeur des points de l’objet est utilisée pour 
construire l’erreur entre le modèle et l’objet réel.  
 
Minimisation du critère :  
Le modèle et le critère d’erreur étant construits, l’objectif est de minimiser ce dernier par 
rapport aux paramètres du modèle. Les méthodes utilisées par les différents auteurs varient en 
fonction des contraintes spécifiques du problème (nombre de paramètres, espace non 
convexe...). Le domaine de l’optimisation étant vaste et complexe, nous prendrons 
uniquement comme exemple l’asservissement visuel virtuel spécifique au domaine de la 
vision. Dans le cas d’un objet rigide, le but est d’estimer sa pose à chaque instant par le biais 
d’une caméra virtuelle [84, 87, 99]. En notant  l’ensemble des positions 3D des différentes 
primitives composant le modèle de l’objet,  la position et l’orientation d’une caméra 
virtuelle en 3D, l’objectif est de minimiser l’erreur  entre l’ensemble des données observées 
 (généralement la position de l’ensemble des primitives dans l’image) et la position de ces 
mêmes données  obtenues par rétroprojection du modèle sur l’image connaissant la pose 
courante : 
P
r
E
s∗
s
2 2
1 1
( ( ) ) ( ( ) )N Ni i i ii iE s r s retrop r P s
∗ ∗
= == − = ,∑ ∑ −  (11) 
 
avec , l’opération de rétroprojection. Comme en asservissement visuel 2D, la position 
et l’orientation de la caméra (ici virtuelle) sont modifiées par une boucle d’asservissement 
pour minimiser l’erreur , l’ensemble des positions  étant fixe. A la convergence, la valeur 
de  correspond à la position et l’orientation réelle de la caméra. L’asservissement visuel 
virtuel offre tous les avantages des techniques d’asservissement visuel 2D actuelles : il permet 
le suivi d’objet en temps réel dans des scènes complexes, de manière précise, stable et robuste 
aux erreurs de mesure ou aux occlusions [87].  
retrop
E P
r
 
V. De la vision par ordinateur à l’imagerie médicale 
 
La diversité des objets, des observations, des objectifs et des méthodes  ne doit pas masquer 
leurs éléments communs. Dans la plupart des cas, les objets et leurs caractéristiques 
n’évoluent pas de manière soudaine. Les déformations restent progressives. De même, leurs 
mouvements sont plus souvent continus dans le temps qu’irréguliers ou, autrement dit, leurs 
trajectoires ne présentent pas de singularités. Cette continuité spatio-temporelle (en direction, 
en amplitude) peut être prise en défaut bien entendu (changement voire inversion de direction, 
changement de vitesse) et cette situation fait partie des sujets de recherche actuels. Les 
difficultés rencontrées avec les changements d’apparence se retrouvent dans toute 
problématique de reconnaissance d’objets en vision par ordinateur. La place des 
connaissances a priori est par ailleurs fondamentale. Celles-ci peuvent s’exprimer par des 
modèles d’objets (couleur, texture, forme), des modèles de comportement (mouvement, 
contraintes), soit construits par apprentissage statistique, soit fondés sur des lois physiques. 
Sans insister sur les problèmes de toute capture d’informations par l’image (le bruit et sa 
modélisation, les distorsions en particulier géométriques, la dépendance avec les conditions de 
prise de vue), les questions centrales sont d’une part la résolution temporelle et d’autre part 
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les degrés de liberté du capteur. Pour ce qui concerne le premier point, l’échantillonnage 
temporel détermine directement la capacité d’analyser des mouvements rapides de manière 
précise et valide, et les hypothèses qu’il est possible de faire sur le lissage ou l’amplitude du 
mouvement. Sur le second, une complexité supplémentaire s’ajoute si le ou les capteurs sont 
eux-mêmes mobiles (le fond de l’image n’est plus fixe) et, dans ce cas, disposer 
d’informations sur leurs positions au cours du temps devient essentiel.  
Il est clair par ailleurs que de nombreux problèmes restent ouverts dès lors que des 
configurations difficiles s’accumulent: faible rapport signal à bruit, objets déformables, 
capteur(s) mobile(s), scènes complexes (incluant les objets multiples), occlusions, ruptures de 
mouvement, disparition-apparition de cibles, etc. C’est le cas du domaine du vivant, 
certainement un des champs d’application les plus exigeants pour l’analyse du mouvement. Il 
s’agit en grande majorité de mouvements complexes, irréductibles à des transformations 
rigides simples (comme la translation ou la rotation), où des mélanges de torsions globales et 
de déformations élastiques locales sont mis en jeu, en particulier pour le coeur en imagerie 
médicale que nous prendrons en exemple par la suite (en biologie d’autres processus 
augmentent ces difficultés [8]). 
Si les techniques d’observation ont l’avantage d’être multiples et d’apporter des éclairages 
complémentaires sur les objets, elles mettent en jeu des processus physiques, des procédures 
d’acquisition et des méthodes de post-traitement très élaborés qu’il faut parfaitement maîtriser 
pour en tirer des indicateurs fonctionnels fiables. Leur point positif est qu’elles apportent des 
informations 3D directes que ce soit en ultrasons, en imagerie par résonance magnétique, en 
tomographie d’émission ou en tomodensitométrie X. De même, l’exploitation de produits de 
rehaussement ou de marqueurs extrinsèques permet d’accentuer la visibilité des organes cibles 
ou encore de tracer des échanges marquant un mécanisme particulier. L’inconvénient de ces 
marqueurs est malheureusement d’introduire une complexité supplémentaire dans l’analyse.  
Les problèmes mentionnés auparavant de la détection à la reconstruction prennent tout leur 
sens en imagerie médicale. Les méthodes de flot optique par exemple ont eu leurs applications 
en angiographie X [100], en échocardiographie [101], en IRM (marqué) [102], et en scanner 
[103]. Il en est de même pour les méthodes de mise en correspondance [72, 104], et les 
modèles déformables [105-108]. Le suivi de marqueurs intrinsèques aux tissus par "speckle 
tracking" en échocardiographie occupe une place importante sur le plan clinique. Ces 
marqueurs sont en fait des diffuseurs réfléchissant une partie du signal initial. Le "speckle 
acoustique" provient donc de l’interférence des signaux rétrodiffusés par les inhomogénéités 
du milieu. Ces "speckle" (littéralement "tavelures" en français) vont se déplacer avec le 
mouvement du tissu, et leur suivi (par intercorrélation par exemple) permet donc une 
estimation du mouvement local. Les limitations de cette technique viennent de l’instabilité de 
ces diffuseurs et de leur déplacement en dehors du plan image observé. L’évolution vers le 3D 
de l’imagerie ultrasonore ouvre des perspectives nouvelles pour l’observation volumique du 
coeur, mais au prix d’un accroissement considérable des bases de données à stocker et à 
traiter.  
L’exemple le plus proche des problématiques de vision par ordinateur en reconstruction 
concerne l’angiographie cardiaque par rayons X. Le caractère mal posé d’une reconstruction à 
partir de deux vues en angiographie X a motivé l’estimation du mouvement dans les 
séquences de projections et leur fusion en 3D. Une telle approche s’est révélée efficace dès 
lors qu’une première reconstruction était disponible [109]. Ce couplage mouvement-
reconstruction apparait essentiel aujourd’hui pour le Rotationnel X [110-111]. Les travaux du 
groupe de P.Grangeat [112] sur une reconstruction dynamique en présence de mouvement 
respiratoire sont certainement parmi les précurseurs de cette problématique qui trouvent aussi 
un intérêt majeur en tomographie par émission.  
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Le suivi d’objets hautement déformables dans des séquences volumiques comme en Scanner 
multi-détecteur ou en IRM présente un avantage certain par rapport à nombre d’applications 
évoquées précédemment, comme l’absence d’occultation. Cependant, le rapport signal à bruit, 
la présence d’artefacts, un échantillonnage temporel insuffisant viendront relativiser cet 
avantage. Par ailleurs, les scènes sont complexes par le nombre et la diversité des objets, leur 
proximité spatiale ou encore la similarité de leurs propriétés. De plus, les structures d’intérêt 
peuvent avoir des tailles faibles et très variables (de 1 à 5 mm de diamètre pour les artères 
coronaires par exemple), et sont soumises à des mouvements non stationnaires, présentant des 
ruptures importantes en direction et en vitesse.  
 
Conclusion 
 
Nous voyons après ce tour d’horizon partiel des méthodes d’analyse de mouvement à la fois 
la richesse des points de vue qu’elles offrent, la diversité des situations auxquelles elles 
s’adressent mais aussi leurs limites. Il souligne le rôle majeur joué par les modèles de 
mouvement et les approches bayesiennes. Le fait d’insister sur les difficultés ne signifie pas 
que les méthodes génériques décrites auparavant ne peuvent pas apporter des réponses 
pertinentes à un certain nombre de préoccupations exprimées dans le cadre de l’imagerie 
biomédicale. Il signifie cependant qu’il est particulièrement important d’exploiter les 
particularités des objets qui nous intéressent et les spécificités des modalités d’acquisition à 
notre disposition. La disponibilité de séquences volumiques suggère d’effectuer un suivi de 
mouvement directement en 3D, évitant ainsi les problèmes liés à l’apparition ou la disparition 
de points remarquables ou de zones d’intérêt dans les plans d’observation. Notons aussi que 
les performances que nous pouvons espérer sont très dépendantes des avancées techniques des 
modalités d’imagerie et que, ce qui est la vérité aujourd’hui, pour un objectif et une méthode 
de traitement d’image donnés, n’est pas forcément celle de demain. Autrement dit, il serait 
opportun de revisiter le comportement de nos algorithmes à chaque saut technologique afin de 
progresser dans l’extraction d’indicateurs fiables, robustes et reproductibles.  
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