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Typeset Using REVTEX I. INTRODUCTION The dynamic range in length and mass scales and therefore the accuracy of numerical solutions in general are dened by the mesh size and number of particles used in simulations. The enormous demand for computer memory and speed sets some fundamental limits on the size and resolution of practical three-dimensional simulations that can be run on current supercomputers.
Signicant improvements in speed and dynamic range can be achieved with more sophisticated developments in hardware architectures as evidenced in the dramatic performance improvements of massively parallel machines over vector machines. Simultaneous developments of more sophisticated and ecient numerical methods complement advances made in hardware technology. One can look, for example, at the variety of N-body codes applied to cosmological models. They can be categorized into four basic groups (Villumsen 1989 , Jessop, Duncan & Chau 1993 ): (1) particleparticle (PP), (2) tree codes, (3) particle-mesh (PM) and (4) particle-particle-particlemesh (P 3 M) codes. PP methods are time consuming algorithms that allow each particle to interact directly with every other particle. Although short-range eld calculations with this method are accurate, CPU requirements limit the number of particles one can include in a practical simulation. Treecodes are signicantly faster algorithms that allow particles to interact directly with other particles only in the near eld. Far eld interactions are performed with nodes of particles. These methods do not require a discrete grid and so their resolution is not limited to a mesh scale. Instead, the small scale accuracy is set by a nite softening length which is introduced to avoid the formation of tight binaries and singularities in the potential (Villumsen 1989) . PM methods are very fast and can handle many particles. However, they are limited in resolution since the forces are interpolated from a discrete grid that truncates the small scale. They are particularly well-suited for collisionless systems as they are designed to suppress two-body scattering. P 3 M is a class of hybrid algorithms that use PM methods for the long-range forces and PP methods for short-range interactions. This partly overcomes the decient dynamic range of PM codes. However, in the case of extreme clustering the bulk of the computations will be dominated by PP force calculations and CPU times can become excessive.
Continuum equations such as the hydrodynamic equations arising from mass, momentum and energy conservation are generally solved with nite dierence methods on a discrete grid that has a very denite limit of resolution equal to the mesh scale. High order accurate shock capturing methods as the piecewise parabolic method (PPM; Collela & Woodward 1984 ) come close to achieving accurate behavior on the mesh scale; lower order accurate methods have an eective linear resolution of 3-5 mesh spacings, typically. Smoothed particle hydrodynamics (SPH; e.g. Monoghan 1992) seeks to overcome grid resolution limitations by evolving Lagrangian uid particles directly. Higher spatial resolution is achieved locally by allowing the particle smoothing length to decrease in regions of high particle density (e.g. Hernquist & Katz 1989 ). Both grid-and particle-based approaches have their advantages and disadvantages when applied to cosmological hydrodynamic simulations as discussed by Kang et al. (1993) .
Even though dramatic improvements in performance can be made by optimizing established techniques or developing new programming philosophies in coding algorithms, the limitations of current available supercomputer resources continues to severely restrict the accuracy of solutions in three dimensions.
One possible way to further optimize grid-based codes for eciency is to implement adaptive mesh renement (AMR) schemes as a general algorithmic framework (Koch & McQueen 1987) . AMR is a programming strategy that dynamically allo-cates computational eorts by adding rened grids of higher resolution to regions of the grid where additional resolution is required. Nesting ner scaled meshes within coarse grids is an economical way to improve the resolution and hence the accuracy of small-scale behavior. The result is a tremendous savings of computer memory and a reduction in execution time over large equally ne grid simulations.
For example, Villumsen (1989) and Jessop, Duncan & Chau (1993) developed new hierarchical particle-mesh (HPM) and adaptive particle-multiple-mesh (PM 2 ) codes, respectively, to take advantage of the speed of PM methods. Both codes feature local mesh renement schemes that allow multiple subgrids to improve the resolution of forces and the overall accuracy of solutions with signicant reductions in memory and execution time. Jessop, Duncan & Chau (1993) report a single subgrid simulation can reduce the execution time by more than a factor of 2 and use less than 17% of the memory required by an equivalent uniformly resolved grid. Two subgrid layers can reduce the time and memory requirements by two orders of magnitude. Bell et al. (1992) applied AMR to a three dimensional numerical study of shockcloud interactions. They report a memory savings of 25 and a speedup of a factor of 55 over a uniformly ne grid simulation.
The goal of a fully adaptive mesh renement algorithm for numerical cosmology in three dimensions is an ambitious one with a rather long-term timescale. As a rst generation predecessor to a more general scheme, we have developed a nonadaptive three-dimensional numerical code with a single level of renement. The code is designed to model the evolution of structure in an expanding universe containing both dark and baryonic matter. The basis of this code is a standard PM algorithm to evolve the dark matter particles and an ideal nonrelativistic Eulerian MHD uid solver (ZEUS-3D) to evolve the baryonic matter. The evolution is performed on a uniform Cartesian grid with independent variable timesteps for the dark matter and baryonic components.
In this paper, we discuss the details of our code and the variety of test-bed calculations we have run. Section (II) outlines the basic equations we are solving for the gas and collisionless matter and the physical assumptions made in obtaining them. Our numerical methods are presented in sections (III) through (VI) and descriptions of the test problems we have run are given in sections (VII) and (VIII). We conclude with a brief summary in x (IX).
II. BASIC EQUATIONS
We assume a metric of the form 
where 1 is the Newtonian gravitational potential and a(t) is the homogeneous and isotropic background expansion factor given by the Einstein equations in the limit ! 0
where 0 = = c , is the average density of the universe, c = 3H 2 0 =(8G) is the critical closure density and H 0 is the Hubble constant at the present time. The spatial coordinates (x;y;z) dene a coordinate system that is comoving with the expanding universe.
The dynamical equations for the matter content driving the expansion is treated with perturbation theory, neglecting terms of second order ( 2 ) and smaller. In this Newtonian limit the dark matter particles obey the following geodesic equations for the comoving positionsx n and peculiar velocitesṽ n of each particle n.
The gravitational potential is a solution to the Poisson's equation 
Note that we have chosen to retain the scalars b , p and e as proper variables. The quantities , x and v are dened in the comoving reference frame. An equation of state is required to complete the description of the gas. For an ideal monatomic gas without ionization, the equation of state is p = ( 0 1)e with the ratio of specic heats = 5=3. In our models the gas is composed of hydrogen and helium in cosmic abundance so that helium is 24% of the total mass of the gas. The average mass of the baryons in units of the proton is = 1:22. Because helium constitutes a small fraction of the electrons (even fully ionized helium can only contribute 0.12 to the electron/baryon fraction), we approximate the ionization fraction f as the hydrogen ionization fraction. We assume that recombination (ep ! 7 H) and collisional ionization (eH ! eep) have balanced rates. This assumption gives (Bond et al. (9) where I H = 13:6ev is the ionization energy of hydrogen and T is the temperature in electron-volts. Equation (9) predicts the ionization fraction drops quickly from f = 0:99 at 2ev to f = 0:04 at 1ev. If we assume that the gas is ideal and that the electrons and ions have the same temperature we can write the gas pressure as (Bond et 
With the exception of a few minor dierences in some coecients, we adopt the expressions outlined in Anninos & Norman (1993) for the various cooling rates. The bremsstrahlung cooling rate (Tucker 1975 (17) III. THE GRID HIERARCHY Figure 1 shows the nested structure of the coarse and ne grids. We utilize fully staggered grids on both levels with scalars (density, pressure, energy and gravitational potential) zone-centered and vector components (velocity) face-centered. The subgrid edges are lined up with the coarse grid zone centers. The decision to implement this particular alignment scheme is motivated by minimizing the size of storage arrays used for interpolation and to simplify the interpolation process in general. In the current version of this code, the placement of the subgrid is predetermined and xed in position throughout the evolution by specifying the left-lower indices (il; jl; kl) on the top grid where the subgrid edges are placed. The proper placement can be determined either approximately through the initial data or by running a coarse grid simulation and tracking the region of most interest. We intend to lift this constraint in future incarnations and adapt the code to more general situations.
We resolve both grids with N 3 cells and assume uniform and equal zoning along all directions such that 1x = 1y = 1z. Denoting the top grid spacing as 1X and the subgrid spacing as 1x. we dene the renement factor as r = 1X=1x. To simplify the logistical requirements of evolving nested grids (particularly in the particle memory management algorithms), we constrain the ratio N=r to be an integer. For N = 128, possible renement factors include r = [2, 4, 8, 16] . Specifying N, (il; jl; kl) and r completely determines the subgrid placement. (iu; ju; ku), the upper-right indices of the subgrid, are dened by iu = il + N=r with equivalent expressions for ju and ku.
The lighter shaded regions in gure 1 represent buer zones that we introduce to smooth the abrupt transition between the two grids and absorb or suppress any noise generated at the grid interfaces. The actual width in zones of this buer region is left as a variable and can be chosen to maximize the accuracy or stability of each run on a problem specic basis. Specialized treatment of information passing through this interface is critical to achieving stable evolutions. Because of the fundamental dierences between the Lagrangian type PM code and the Eulerian hydro solver, the character of the buer region is necessarily dierent in the two cases. We refrain from further elaborations at this point and refer the reader to sections (IV) and (V) where the specic codes are discussed in more detail.
We implement two dierent interpolation schemes to obtain boundary conditions for the subgrid from the coarse grid data. The rst is a simple linear scheme in which each subgrid boundary inherits the volume weighted average of each of the eight top grid cells that overlap a cell of size 1X surrounding the subgrid point. This method has the advantage of simplicity and speed and is the preferred choice for solutions possessing extreme values at the boundaries.
An alternative method is a hybrid linear interpolation perpendicular to the subgrid boundary planes and a two-dimensional bicubic interpolation parallel to the planes. This higher order method provides additional smoothness over the linearly interpolated data and results in more stable evolutions when evolving oscillatory or wave-like solutions. The interpolated function and its derivatives are guaranteed to be smooth across the grid cells. This preserves the continuity of forces as the gradient of a potential eld. Linear interpolation is at best piece-wise continuous. If the subgrid is constructed to lie parallel to the coarser grid planes, no cross boundary terms are required and linear interpolation should be satisfactory along directions perpendicular to the planes.
Interaction between the ner mesh grids and the larger parent cubes can be acheived either through one-or two-way interfaces (Koch & McQueen 1987) . The oneway approach allows signals to propagate into the child grids but does not allow the ne-grid solution to feed back into the parent cubes. This is the approach taken here. Two-way interfaces are more complicated schemes that allow information to pass from both the parent-to-child and the child-to-parent directions. This approach is used, for example, in Berger & Collela's (1989) AMR implementation of multidimensional gas dynamics.
Although two-way interfaces are more appealing and potentially more accurate, they tend to give solutions that contain more noise than the simpler one-way algorithms. Waves leaving the ner grids may generate false waves or other numerical noise when entering the coarse grid. In fact, we have implemented a two-way interface option to our code but found it did not work very well. Signals at the top grid level become more distorted in time and the method ultimately results in noisy runaway solutions.
It is not surprising that this method fails in our case since two-way interfaces make sense only when every possible source of small-scale signals can be covered with the same level of renement or accuracy. The code we have developed only allows a single subgrid which we place over the densest region of the parent grid. Modications to the parent grid from the single rened subgrid will not necessarily represent a better or more accurate solution at the top level if we do not resolve other possible contributions at this same level. Modifying only a portion of the top grid region that requires renement will distort the solution locally and make it incompatible with the remainder of the top grid solution. Inconsistencies become more pronounced in time destroying the integrity of the solution altogether. This is exactly what we observe. For more general renement methods where we are able to resolve every overdense region in the cube, two-way interfaces will be the more natural choice. For all of the above stated reasons we have chosen to pursue the one-way interface option for the work presented in this article.
IV. THE PARTICLE CODE
We use a standard Cloud-in-Cell PM code (Hockney & Eastwood 1981, Efstathiou et al. 1985) to model collisionless dark matter. The original single grid code is the same as that described in Anninos et al. (1991) and the hierarchical version is similar in spirit to the codes of Villumsen (1989) and Jessop, Duncan & Chau (1993) . Physical quantities such as the gravitational potential and density are dened on a uniformly spaced cubical grid. Individual particles are given identical masses and volumes equal to a single cubical zone. Mass assignments to each zone are dened by weighting the fraction of the particle volumes overlapping the zone. Forces are computed by using fourth order centered dierences to compute the potential gradients on the zone centers. The same volume weighting scheme used for the mass assignments is used to interpolate forces to individual particles.
Time integration is performed using a second order leapfrog method to solve the evolution equations (3) by staggering the particle position and velocities a half-step in time with respect to each other. The evolution equations are solved using a second order semi-implicit dierence schemẽ v n+1=2 =ṽ n01=2 [ 24 (20) about the current value a 0 at each timestep. The various higher order derivatives appearing in (20) are obtained by dierentiating the expansion equation (2) . Because the parent and child grids evolve independently in time, it is necessary to solve (20) separately for each grid so that at any moment during the evolution the two grids may have dierent cosmological expansion factors. The subgrid will always be maintained at an equal or larger redshift than the coarse grid. The Poisson equation (4) is solved using a multidimensional Fourier transform (FFT) on the top grid which has periodic boundary conditions. Because the subgrid requires Dirichlet boundary conditions we take a dierent approach to solving Poisson's equation on the rened mesh. We apply the standard second order centered dierence formula to approximate the dierential equation (4) on a uniform grid with 1x = 1y = 1z as i+1;j;k + i01;j;k + i;j+1;k + i;j01;k + i;j;k+1 + i;j;k01 0 6 i;j;k = 4Ga (21) using conjugate gradient methods of acceleration.
The discontinuity in the grid spacing across the grid interface generates strong spurious uctuations in the elds of the subgrid. This leads to errors with a characteristic length equal to about a coarse grid zone which is signicant when compared to the subgrid smoothing length. It is therefore necessary to introduce buer zones (Jessop, Duncan & Chau 1993 ) along the outer edges of the subgrid (see gure 1) so that forces acting on a particle entering the subgrid are not obtained directly from the interpolated forces at the boundary. Particles are evolved with forces that are linear combinations of the coarse and ne grid forces until they cross suciently far into the subgrid domain that errors from the interpolated boundary forces are negligible. In this way a particle crosses the interface between parent and child grids in a continous fashion. It is essential for the code to keep track of each particle's position at all times since particles can enter as well as exit the subgrid at any time. We have experimented with the width of the transitory buer region and found that spurious eld uctuations at the boundary are suppressed within two coarse grid spacings.
A few words concerning the particles are in order. We adopt the prescription used by Villumsen (1989) to break the top grid particles that enter the subgrid into a cloud of r and their mass is m = M=64. Particles are not subdivided in an arbitrary way but in a manner that is consistent with the initial top grid perturbation eld. Prior to entering the subgrid, the particles making up the cloud are individually pushed by the coarse grid forces and their internal distribution and velocities are consistent with the top grid eld. However, as these particles enter the subgrid they begin to feel the additional subgrid power and evolve according to the subgrid potential eld, independent of the larger particle which continues to get its directions from the coarse grid. The buer zones provide the mechanism for particles to relax smoothly to the subgrid power.
V. THE HYDRODYNAMIC CODE
We use ZEUS-3D as the hydrodynamical code to solve equations (6)- (8) . ZEUS3-D is a three-dimensional, time explicit, nite dierence, Eulerian code that solves the ideal (non-resistive, non-viscous and adiabatic) magnetohydrodynamical (MHD) equations. We have modied the original code to include the cosmological expansion, radiative cooling and rened subgrid evolution. In this section we briey outline the methods used in ZEUS-3D only as needed to discuss modications required for this present work. We refer the interested reader to Stone & Norman (1992) , Anninos & Norman (1993) and Clarke (1994) for further details.
Operator and directional splitting of the equations are used to update the hydrodynamical variables. Three basic steps are utilized. First, the source step accelerates the uid velocity due to pressure gradients, gravity and articial viscous stresses and computes energy changes from`pdv' work 
solves the extra terms arising from the expansion of the universe. Finally, the third step is the transport update to solve the advection terms 
There are several dierent monotonic schemes available in ZEUS-3D to update the transport terms: donor cell (rst order accurate), van Leer (second order accurate) and piecewise parabolic advection (third order accurate). In this paper we display results using van Leer advection and von-Newmann Richtmyer articial viscosity to smear shocks. The numerical methods used to solve these three steps are presented in detail in Stone & Norman (1992) , Anninos & Norman (1993) and Clarke (1994) and will not be discussed here.
Sources of grid interface errors can include basic mathematical inconsistencies, the overspecication of boundary conditions and inappropriate interpolation algorithms. In general, smooth interfaces can be acheived by implementing some method of noise control. We introduce diusive terms as a fourth step in the operator splitting procedure to solve where c(x) < 1 is a function that tends to zero after a few zones turning o the diusion far from the boundaries. Hence, incompatibilities between the two grid solutions are dissipated by viscous damping. There might be some concern that signicant information might at some level be suppressed. For this reason we have limited the range of zones and the value of the diusion coecient to be as small as possible. We have experimented with the magnitude and form of c(x) and found the optimal form c = [0:25;0:15;0:15;0:07] for the rst, second, third and fourth zones along the inside directions perpendicular to each of the plane walls dening the subgrid boundaries and zero elsewhere.
VI. TIMESTEP CONTROL
We allow for variable timesteps in the evolution of both the dark matter and baryons. First we discuss the PM code. The dark matter is constrained such that any particle must travel a distance less than 10% of one zone in a single time step 
We also limit the expansion of the universe in a single timestep to be less than 10% of the local Hubble time is the adiabatic sound speed computed in each zone and the minimum is taken over the entire grid. In cases where the gas velocity is supersonic, the criterion that gas elements travel less than a single zone in one timestep is written as To save time in execution we allow the two matter sources to evolve at dierent timesteps. The dark matter code is allowed to superstep the baryon evolution as the gravitational potential (which is the only interaction between dark and baryonic matter) is used explicity to determine the dark matter timesteps. Hence only the stability constraint (37) is applied to the dark matter evolution. However, since typical run parameters will be dark matter dominated universes we continue to subject the hydrodynamic evolution to the dark matter constraints. In addition to (37) and (41), we limit the hydrodynamic timesteps from increasing more than 26% per cycle to maintain accuracy. We thus write Timestep calculations are complicated even further with the addition of an independent control network for the subgrid evolution. Figure 2 demonstrates the basic idea we use to evolve the coarse and ne grid solutions in time. The subgrid timesteps (denoted by 1t) are typically smaller than the coarse grid steps (1T) by approximately the renement factor r. Due to the inherent nonlinearities of the problem, 1t is re-evaluated every ne grid timestep. The total number of steps taken by the subgrid in a single coarse grid cycle is limited so that at any complete cycle the coarse grid solution represents a time equal to or greater than the corresponding subgrid time. Substepping the subgrid introduces the complication of obtaining proper boundary values at each update operation. Restraining the substep cycles from evolving beyond the coarse grid solution allows us to linearly interpolate in time the stored top grid data (as opposed to performing uncertain extrapolations in time, which would be the case if this restraint were removed). Finally we point out that it is important to store previous and updated top grid cycle data after each of the operator splitting procedures discussed above in section (V) since interpolations in time are performed on all evolved variables after each of the updates.
VII. CODE TESTS: THE PARTICLE CODE
Because our PM code is essentially that developed by Anninos et al. (1991) and the methods used are standard and well-established, we do not present code tests of the basic algorithm here. Instead we focus mainly on testing the hierarchical rened grid evolution.
A. Forces
The accuracy of forces calculated with the basic PM scheme on the coarse grid is illustrated in gure 3. For this test we placed a single particle in the middle of the computational 32 3 grid. We evaluate the force at 3000 randomly chosen points and plot the result normalized to the theoretical point mass force calculated using the Ewald summation formulae (Ewald 1921 , Sangster & Dixon 1976 ) for a triply periodic system. Fluctuations around the analytic value are an indication of the mesh-induced anisotropies. The force goes asymptotically to 1% of its theoretical value within 7 grid cells. On small scales the force goes to zero with a smoothing length of 2 zones. This behavior is characteristic of PM codes in general (see for example Villumsen 1989) and we present this result here to make a comparative study with the subgrid force calculations.
Force tests on the subgrid are performed by extending the single particle force test described above and placing a ner resolved mesh centered at the particle position in the top grid. The coarse grid particle is replaced by a cloud of r 3 smaller particles where we set r = 4 and x the boundary conditions on the subgrid potential to the numerically computed coarse grid solution. We evaluate the accuracy of forces calculated in this way for 1500 points on the subgrid and display the results in gure 4. We observe the force errors to be asymptotically 0:5% after 7 subgrid zones and 0:2% at 12 subgrid zones (or equivalently 3 coarse grid cells). In gure 4 we sort out forces computed at dierent positions in the grid and bin the data accordingly. Zones < 15 are the pure subgrid solutions, zones 15-19 are the forces computed in the inner zones of the buer cells, and zones 19 are the forces in the outer zones of the buer region. In this way we can qualitatively compare the accuracy of the linear blending scheme we use to smoothly pass coarse grid particles into the subgrid. As expected, the force anisotropies fall smoothly from the coarse grid errors of 1% (as evidenced from gure 3 at 6 coarse grid zones) to the ne grid solution of < 0:2%.
We have also tested the forces resulting from a particle placed at the edge of the subgrid. We nd identical results to the cube-centered test described above. Force errors range from 1% in the outer buer zones to < 0:2% in the subgrid domain.
B. Linear Perturbations in a Pure Dark Matter Universe
The Zel'dovich (1970) solution
is a linearized perturbation solution for pressureless matter in the early universe. q is the initial comoving position, x is the actual comoving position, p(q) is a function dening the initial perturbations, a(t) is the expansion factor and b(t)=a(t) describes the growth of perturbations. For an 0 = 1 universe, we have . To test our code, we impose a sinusoidal plane wave perturbation on the uniformly expanding background universe and set p(q) = A sin(kq). We can then write particles, however as the evolution proceeds to z = 0, the number of subgrid particles entering the subgrid is in excess of 1:5 2 10 5 . The open squares in gure 5 denote the large particles propagating across the coarse grid and the dots are the smaller subgrid particles. Solid lines are the analytic solutions (46). Particles evolving on the subgrid cross the boundary zones located at x 12 and 19 2 10 24 cm with no detectable levels of noise.
VIII. CODE TESTS: THE HYDRODYNAMIC CODE
Tests of the basic ZEUS algorithms have been described extensively by Stone & Norman (1992) . In this section, we present new test-bed computations for the modied portions of the code only.
A. Hydrodynamic Tests of the Jean's Instability
To test the hydrodynamic portions of our code containing both pressure gradient and gravity sources, we construct approximate one-dimensional analytic solutions to equations (4)- (8) by neglecting the cosmological expansion, setting = b and using the perfect gas equation of state p = ( 01)e with = 5=3. We write the gas density, pressure and velocity as (4)- (8) and ignoring the cosmological terms results in the rst order density perturbation equation Figure 6 compares the coarse grid (dashed line), ne grid (dots) and the analytic (solid line) solutions at three dierent times covering several periods of oscillations using 32 3 grids. The late time dispersion developing in the solutions is a result of using only 32 zones to cover a wavelength at the top grid level.
We found the increased accuracy of bicubic interpolation is better suited to suppress noise at the subgrid boundaries than linear interpolation. The smoothness properties help propagate waves through the interface regions with fewer distortions.
The gravity dominated solution is chosen to be Figure 7 shows the coarse grid (dashed line), ne grid (dots) and analytic (solid line) solutions using 32 3 grids. There are actually two solutions plotted in gure 7: the initial data and the solution after 100 fold increase in amplitude. The normalization e !t is used to scale away the growth. We use linearly interpolated boundary values in this case. 
Introducing the denition 1 = 1 =, we can derive the rst order density equation 
as the equivalent of (48) which clearly shows the competition between the pressure and gravity dominated solutions. Equation (63) at the starting redshift z i = 50. The initial data was chosen such that max(1=) ( 1:5210 04 at z = 50) remains small even at the end of the simulation ( 6 2 10 03 at z = 0) so that the analytic solution remains valid. Figure 9 shows the coarse grid (dashed lines), ne grid (dots) and analytic solutions (solid lines) at the initial and nal times for an evolution resolved by 32 3 cells.
C. Radiative Shock Wave Test
The details of gravitational and cooling instabilities encountered in the fragmentation processes of cosmological sheets are extremely sensitive to the gas temperatures. It is therefore of crucial concern to solve the gas equations with radiative cooling accurately.
R. Chevalier and J. Imamura (1982) performed a linear analysis of the oscillatory instability of a radiative shock wave (dened as a shock wave in which the radiative cooling time for the shocked gas is less than the sound crossing time in some region behind the wave front) with the cooling rate / 2 T . They show that the oscillations are unstable for < 0:4 for the fundamental mode and < 0:8 for the rst and second overtones and they derive a number of analytic approximations to help quantify their results. Their analytic formulations were veried numerically by J. Imamura, Wol and Durisen (1984) . A comparison to their published work provides an excellent test of our cooling algorithm.
Our test is set up by directing gas into a stationary wall at velocity u in . The initial data we use 27 with a grid length of L = 2:43210 04 Mpc is characteristic of a purely gas pancake collapse simulation with z c = 5 (Anninos & Norman 1993) . We assume bremsstrahlung cooling of the form (14) which has a cooling exponent = 0:5 and resolve the spatial grid with 100 zones. A shock wave forms at the wall and propagates into the infalling gas at a velocity u in =3. The shock begins to lose pressure support and slows down as the shocked gas cools. Because the cooling rate is proportional to 2 T 1=2 , the cooling region experiences an accelerated energy loss as it gets denser. Eventually the wall region loses its pressure support and the shock front collapses and reestablishes a new pressure equilibrium closer to the wall. The shock front then begins again to propagate away from the wall and repeats the cycle of oscillations.
We display this behavior in gure 10 where we plot the shock front position x s as a function of time. Our numerical results indicate that the fundamental mode is stable and damped and the higher frequency modes are unstable with growing amplitudes. These results are in good qualitative agreement with the analytic results of Chevalier and Imamura (1982) and the numerical results of Imamura, Wol and Durisen(1984) .
More quantitatively, the strong shock jump conditions give (Chevalier & Imamura 1982) post =4 pre ; . We can also estimate the maximum distance the shock front will travel as cool v s , where cool = e= _ E is the cooling time. Substituting the bremsstrahlung cooling formula (14) at the temperature estimated by the jump conditions (and assuming an ionization fraction f = 1) gives x s (max) 6:5210 20 cm, a result that is again consistant with our code value 6:7210 20 cm. Chevalier and Imamura characterize their linearized analytic solutions by the frequency of oscillations ! I = 0:31 in units of u in =x s where x s is the average shock front position. We compute ! I = (2=T)(x s =u in ) = 0:31 in perfect agreement.
D. Stability of Shock Front Boundary Conditions
In this section we discuss the implications and problems arising from imposing shock front solutions across the subgrid boundaries. The ability of the subgrid to maintain or evolve a shock across its boundaries is an important cosmological issue as shock-bounded structures are ubiquitous features of hydrodynamic cosmological simulations (e.g. Bryan et al. 1993). We anticipate that dierences in the shock widths at the two dierent grid resolutions will result in pressure gradients at the subgrid interfaces which could generate spurious, purely numerically induced ows.
We set up a strong stationary shock solution by imposing appropriate inow and outow values at the boundaries of the coarse grid which satisfy the Rankine-Hugoniot jump conditions in =4:72 2 
The interior solution is given the initial guess
where x 0 is the cube center and f is representative of , v and e. Boundary conditions on the subgrid are xed by the coarse grid solution.
As the coarse grid solution evolves, transient grid dependent uctuations emerge from the post shock region and propagate freely o the grid, allowing the solution to`ring' down to the static jump value. However, xing the subgrid solution to the coarse grid interpolated data prevents the subgrid solution from ringing naturally to the proper solution. Outow from the subgrid arising from post shock oscillations interferes with and is obstructed by the coarse grid outow boundaries. A procedure that helps reduce accumulating errors in this situation is to smear the subgrid shock over more zones near the subgrid boundaries by increasing the linear and quadratic viscosity coecients.
In gures 11 we display the shock smeared numerical solution for a one dimensional static strong shock conguration with the initial data (76). The code was run long enough for the solution to relax to its shock jump conditions at the coarse grid level and the results are displayed after more than 100 time cycles of evolution. Solid (dashed) lines represent the ne (coarse) grid solution. The grid renement factor for this test is set to 4 so that the subgrid shock which is resolved with the same number of cells as the coarse grid shock is actually thinner in absolute spatial scales by a factor of 4. Figures 11 show the density, v 1 (the direction of ow) and v 2 (perpendicular to the ow) along the 1-direction. The simulation is performed on a three dimensional grid with a resolution of 32 11 represent the worst solutions across the grid. As evidenced from v 2 in gure 11, errors are of order 2% (v 2 is ideally zero for this 1D ow). The errors become smaller over cells further removed from the boundaries and v 2 0:02% at the center of the subgrid.
E. Pancake Test in a Pure Baryonic Universe
The comoving Jeans length at redshift z = 50 is J = 2C s =(a p 4G 5 2 10 03 Mpc. For wavelengths much longer than J the gas is eectively pressureless in the early stages of growth z > z c and the Zel'dovich solution (43) is a good approximation to model the baryonic uid. The gas perturbation grows under selfgravity and collapses. However unlike the dark matter, the non-zero pressure in the gas prevents the density from becoming innite and a shock wave forms near the midplane and propagates outward leaving behind a thin dense gas sheet.
In gures 12 and 13 we show time sequence stills of the gas velocity and density for the initial data (46) with the following parameters =10Mpc; h = 0:75; 0 = 1:0; 0b = 1:0;
and the starting redshift is z i = 50. The simulation is resolved with 32 3 zones and the subgrid is centered at the middle of the top grid where the caustic is expected to form. The stills are taken at redshifts z = [50, 11.8, 5.4, 1.9] . In the gures with z > z c = 5, the solid lines represent the analytic Zel'dovich solution (46), dashed lines are the coarse grid solutions and the dots denote the ne grid results. We do not plot the analytic solution at redshifts z < z c since it is not applicable, instead we plot the coarse (ne) grid solution with a solid (dashed) line.
The slight discrepancies between the analytic and numerical solutions result from approximating the Eulerian velocity elds by the Lagrangian form of (46) which tracks individual particles from their initial unperturbed comoving positions. Otherwise we see excellent agreement up to z = z c 5 when the caustic forms. Subsequent evolutions beyond z = 5 indicate the increased subgrid resolution better resolves the overdense region than the coarse grid and clearly delineates the shock front. We note that these results were not run with the shock smearing technique introduced in the above section to stabilize or suppress shock front induced errors at the boundaries. We do not observe boundary errors as severe as those found in the previous section. In fact the largest cross ow velocites at the boundaries are of order < 7%. Errors in the interior solution drop to 0:04% at the center zones. The reason for this dierence is that the pancake solution evolves in a`quasistatic' manner and the severe ringing observed in the strong shock test runs described in the above section is not present.
IX. SUMMARY
We have developed and tested a coupled three-dimensional hydrodynamic and PM code with a single level of grid renement. The code is designed for applications to the formation and evolution of baryonic and dark matter structures in an expanding universe. This code is an improvement over existing single grid codes as the hierarchical algorithm allows us to resolve structures smaller than the parent grid mesh scales. Our work has demonstrated the feasibility of developing a more general fully adaptive mesh renement algorithm. 
