Abstract. The aim of shape analysis is to discover precise abstractions of the reachable data structures in a program's heap. This paper develops a shape analysis for reasoning about relational properties of data structures. Both the concrete and the abstract domain are represented by hypergraphs. The analysis is parameterized by user-supplied indexed graph grammars to guide concretization and abstraction. This novel extension of context-free graph grammars is powerful enough to model complex data structures, such as balanced binary trees with parent pointers, while preserving most desirable properties of context-free graph grammars. One strength of our analysis is that no artifacts apart from grammars are required from the user; it thus offers a high degree of automation. We implemented our analysis and successfully applied it to various programs manipulating AVL trees, (doubly-linked) lists, and combinations of both.
Introduction
The aim of shape analysis is to support program verification by discovering precise abstractions of the reachable data structures in a program's heap. For shape analyses to be effective, they need to track detailed information about the heap configurations arising during computations. The necessary level of precision is often achieved through specialized descriptions of data structures with a trend towards user-defined specifications. Although recent shape analyses have become very effective [30, 4, 9, 6, 14, 23, 1] , discovering abstractions that go beyond structural shape properties remains far from fully solved. For example, this is the case when considering balancedness properties of data structures, such as the AVL property: A binary tree is an AVL tree if and only if for each of its inner nodes, the difference between the heights of its two subtrees is −1, 0, or 1. In this setting, reasoning about constraints over lengths of paths or sizes of branches in a tree is required. However, as already noted in [8] , inference of shape-numeric invariants "is especially challenging and is not particularly well explored. " We develop a shape analysis that is capable of inferring relational properties, such as balancedness, from a program and an intuitive data structure specification given by a graph grammar. Context-free graph grammars [15] have previously been successfully applied in shape analyses [32, 16] . They are, however, not expressive enough to capture typical relational properties of data structures. Hence, we lift the concept of indexed grammars -a classical extension of contextfree string grammars due to Aho [2] -to graph grammars. More concretely, we attach an index, i.e. a finite sequence of symbols, to each nonterminal. This information can then be accessed by the graph grammar to obtain a fine-grained control over the applicable rules. For example, by using indices to represent the height of trees, a context-free graph grammar modeling binary trees can easily be lifted to a grammar representing balanced binary trees.
One strength of indexed graph grammars is that they offer an intuitive formalism for specifying data structures without requiring deep knowledge about relational properties. Furthermore, all key aspects of shape analysis (using the terminology of [30] ) have natural correspondences in the theoretically well-understood domain of graph transformations: Materialization, an operation to partially concretize before performing a strong update of the heap, corresponds to the common notion of grammar derivations. Concretization then means exhaustively applying derivations. Conversely, abstraction (or canonicalization) coincides with applying inverse derivations as long as possible. In particular, effective versions of the above operations can be derived automatically from a grammar through existing normal forms [18] . Finally, checking for subsumption between two abstract states is an instance of the language inclusion problem for graph grammars. While this problem is undecidable in general [3] , we present a fragment of indexed graph grammars with a decidable language inclusion problem that is well-suited for shape analysis.
Contributions
-We introduce indexed hyperedge replacement grammars, a novel graph rewriting mechanism that lifts Aho's indexed string grammars to context-free graph grammars. These grammars preserve most properties that make graph grammars suitable for shape analysis, while being expressive enough to reason about relational properties, e.g., lengths of lists or balancedness of trees. -We develop a shape analysis that is capable of reasoning about relational properties of data structures. Our analysis is parameterized by user-supplied indexed graph grammars to guide abstraction and concretization. Since these grammars specify how a data structure evolves without the need for program specific annotations, the analysis offers a high degree of automation. -We study the well-behaved class of backward confluent grammars. These grammars allow for efficient computation of abstractions. Furthermore, the language inclusion problem for such grammars is shown to be decidable. -We implemented our shape analysis and successfully verified programs manipulating AVL trees, (doubly-linked) lists and combinations of both.
Informal Example
Our analysis is a standard forward abstract interpretation [12] that approximates for each program location the set of reachable memory states. It thus applies an abstract program semantics to elements of an abstract domain capturing the resulting sets until a fixed point is reached. The analysis is parameterized by 8 void searchAndSwap(AVLTree n, int key) { 9 n = binarySearch(n, key); 10 while (n ! = null && n.parent ! = null) { 11 // swap subtrees of n 12
AVLTree t = n.left; n.left = n.right; n.right = t; 13 t = null; n = n.parent; 14 } 15 } a user-supplied indexed hyperedge replacement grammar : For any given grammar, we automatically derive an abstract program semantics from the concrete semantics of a programming language, such as Java Bytecode. Moreover, we obtain suitable abstraction and concretization functions. In this section we take a brief tour through the essentials of our approach by means of an example. Example program. We consider a procedure searchAndSwap (see Figure 1 ) that takes an AVL tree n with back pointers and an integer value key. It consists of two phases: First, it performs a binary search in order to find a node in the tree with the given key (l. 9). If such a node is found, it moves back to the root of the tree (l. 13). However, before moving up one level in the tree, the procedure swaps the two subtrees of the current node (l. 12).
This procedure exhibits a number of challenges when trying to automatically verify by means of static analysis that the resulting tree remains balanced (although it is not a binary search tree anymore):
-Due to the initial binary search, the remainder of the analysis has to be performed for an arbitrary node inside of an AVL tree. -The employed abstraction has to be precise enough to recover that a tree remains balanced while moving back to the root from an arbitrary position. -The abstraction has to deal with repeatedly performed destructive updates that temporarily destroy the tree shape and change the height of subtrees. Abstract domain. In order to reason about the data structures employed by a program, our abstract domain has to capture the content of the heap at each program location. We assume a storeless model that is agnostic of concrete memory addresses. Sets of memory states are then modeled as indexed hypergraphs (Section 4). That is, an edge may be connected to an arbitrary number of nodes and is additionally labeled with an index that indicates, for example, the height of a tree. For instance, consider the indexed hypergraph depicted in Figure 2. In our abstract domain, a node (drawn as a circle) represents an object (or record, struct, etc.) or a literal, such as null, true, false, etc. The black circle denotes the special location null. To improve readability, we often draw multiple black circles although they all correspond to the same location. Pointers between objects are drawn as directed edges between two nodes that are colored to indicate the corresponding field (left, right, and parent for AVL trees) of its source object. For example, the parent pointer of the topmost node in Figure 2 points to null. Furthermore, our hypergraphs contain program variables and other hyperedges. Program variables are drawn as diamonds that are labeled with the variable name and are attached to the unique node representing the value of the variable. Hence, variable n points to the rightmost node in Figure 2 . Other hyperedges model a set of abstracted heap shapes, such as linked lists or balanced trees. They are drawn as gray boxes and attached to one or more nodes. For example, Figure 2 contains two of these hyperedges that are attached to null and one additional node. Their label, B, indicates that both model a set of balanced binary trees. Further, their indices, X and sX, denote that they model balanced binary trees of height X and X + 1, respectively, where X stands for an arbitrary non-negative value. Hence, the hypergraph in Figure 2 models the set of all balanced binary trees with back pointers in which the height of the right subtree of the root is the height of its left subtree plus one. Moreover, variable n points to the right child of the root.
Abstraction and Concretization. The set of heaps described by an indexed hypergraph is determined by a user-supplied indexed hyperedge replacement grammar. Intuitively, such a grammar is an extension of a context-free string grammar. That is, instead of mapping nonterminal symbols to finite strings, a production rule maps a hyperedge labeled with a nonterminal symbol and an index to an indexed hypergraph. An example of such a production rule is provided in Figure 3 (inside the gray box; above the arrow marked "step (1)"). The left-hand side of this rule is (B, sν), where ν is a variable. The rule allows to replace any hyperedge that is labeled with B and whose index starts with an s by the hypergraph below. In that case, variable ν is substituted by the remainder of the index of the replaced hyperedge. The hypergraph on the right-hand side of the rule contains two external nodes (labeled 1 and 2) that indicate how two graphs are glued together when replacing a hyperedge (Section 5).
Informal example execution. Coming back to our example program (Figure 1) , let us assume we are already given a suitable graph grammar for balanced binary trees with back pointers (see Section 5) . Furthermore, assume the same interpretation of nonterminal B and indices sX as before: B represents balanced binary trees and sX stands for a height of X + 1. As an initial heap we choose the leftmost hypergraph in Figure 3 . That is, our initial hypergraph models the set of all balanced binary trees of height at least one with a variable n at the root. Since the root of such a tree has no parent node, this graph contains a parent-pointer to null in addition to a hyperedge labeled (B, sX). We consider one execution sequence in detail. The individual steps in this sequence are illustrated in Figure 3 the full analysis explores all possible abstract executions that occur, e.g., due to nondeterminism introduced by conditionals (cf. Section 9).
Step (1) . At first, a binary search is executed (Figure 1 , l. 9). Assuming that the searched key is not at the root, we move to the children of the node pointed to by variable n. Since these are currently hidden in the hyperedge labeled with (B, sX), we apply materialization [35] (partial concretization) to ensure that the required children are accessible. After that, executing one step of the concrete program semantics (Section 4) amounts to a simple graph transformation (moving variable n to a child). For our analysis, materialization corresponds to forward derivations of the supplied graph grammar. That is, we replace hyperedges by hypergraphs according to the production rules of the grammar. The production rule applied in our example is depicted in Figure 3 (above of step (1)). Intuitively, this rule states that a node whose children are both the root of a balanced tree of the same height ν is a balanced tree of height ν + 1, i.e. of height at least one. To apply this rule, we first remove the original hyperedge labeled (B, sX). After that we paste the graph belonging to the rule into the original graph. Finally, we identify the nodes originally attached to the removed hyperedge with the nodes of the rule that are labeled with corresponding numbers (as indicated by the dashed lines in Figure 3 ). This leads to the hypergraph in the middle of Figure 3 in which the children of the root are now materialized. The binary search proceeds in a similar fashion by first exploring the left subtree and subsequently the right subtree until the searched key is found.
Step (2) . To keep the example small, assume the binary search has already explored the left subtree without finding the key. It thus returned to the root and the next step is to move variable n to its right child. That is, we execute n = n.right. This leads to the rightmost graph depicted in Figure 3 . In our example execution, we assume this node carries the searched key, i.e. n.key equals key. Hence, the binary search returns the current position of n and we move to the while-loop of our example program (Figure 1, l. 10 ). Since neither variable n is attached to null nor its parent pointer points to null, we enter the loop. Step (3). Before we can climb up the tree to the root again, we have to swap the subtrees of n (Figure 1 , l. 12). Again, these are hidden in a hyperedge labeled with (B, X), i.e. we have to materialize again using all applicable rules of our grammar. As part of the example execution, we apply the rule in Figure 4 (above step (3)). However, this rule requires the index of a hyperedge to be of the form ssν. Intuitively, this means the rule models balanced trees of height at least two. Since X is a placeholder for trees of arbitrary height, we apply index materialization to the graph in Figure 3 (right) first. That is, we replace X by ssX in all hyperedges 1 and move to the leftmost hypergraph in Figure 4 . After that, we apply materialization as illustrated in Figure 4 (step (3)).
Materialization is controlled through the indices of hyperedges which ensure that only balanced trees can be produced. Otherwise, materialization (as well as abstraction later on) is not precise enough to capture that the considered trees remain balanced. Furthermore, our example execution covers only trees of height at least two due to index materialization. The full analysis covers smaller trees in other branches of the execution.
Step (4) . Now that the fields left and right of n are materialized, we apply the concrete semantics to execute a sequence of assignments in order to swap the left and right subtree of n (Figure 1, l. 12 ). This results in the rightmost hypergraph of Figure 4 , in which variable t has not been set to null yet. After executing the remaining two assignments, i.e. t = null and n = n.parent, we end up in the leftmost hypergraph shown in Figure 5 .
The example execution considered so far exposes a key feature of our approach based on indexed hyperedge replacement grammars: The abstract semantics as well as the concretization function are derived automatically from the grammar and the concrete program semantics (Section 5 and Section 6). In particular, concretization corresponds to forward derivations, i.e. exhaustively replacing all hyperedges according to the rules of the grammar. Analogously, the abstraction function is derived automatically from the grammar and corresponds to applying backward derivations. That is, each occurrence of a hypergraph used as the right-hand side of a grammar rule is replaced by a hyperedge labeled with the rule's left-hand side. We apply abstraction in the remaining steps.
Step (5) . After execution of n = n.parent (Figure 1 , l. 13) our analysis abstracts the current hypergraph before moving on to the next loop iteration. In our example, we abstract using a rule that is symmetric to the rule that has been applied previously for materialization ( Figure 5 above step (5)). Intuitively, this corresponds to first detecting the hypergraph in the rule as a subgraph of the given hypergraph. This subgraph is deleted except for those nodes identified with the external nodes (labeled by numbers) of the rule graph (see dashed lines in Figure 5 ). Then a hyperedge attached to the latter nodes is added to the remaining hypergraph. This results in the hypergraph after step (5) in Figure 5 .
Step (6) . The hypergraph obtained after step (5) can be further abstracted. This time, we employ the rule that has been applied for materialization first ( Figure 3 , above step (1)). The resulting graph is found in Figure 5 next to step (6) . Note that the indices of both hyperedges to be abstracted are ssX whereas the rule used for abstraction contains hyperedges with indices ν. The variable ν is used as a placeholder to restore the original indices after the replacement. The resulting hypergraph ( Figure 5 following step (6)) contains a single hyperedge labeled (B, sssX). Hence, the result of our example execution is a balanced binary tree (of height at least three) again.
Step (7) . As a final operation, we apply the converse of index materialization in step (3): index abstraction. For this purpose, we replace sssX by X, i.e. we generalize from trees of height at least three to trees of arbitrary height. Formally, index abstraction and concretization can again be formalized through a grammar -a context-free string grammars in this case. For this abstraction to be sound, a (string) grammar rule has to be applied to all hyperedges in an indexed hypergraph at once, entailing a global notion of abstraction (Section 8).
Proceeding with the analysis, we evaluate the loop guard (Figure 1 , l. 10) to false, because n.parent equals null. Hence, the analysis terminates this branch of its execution with a final hypergraph that covers the initial one. The problem of checking whether a hypergraph covers another one is addressed in Section 7.
Preliminaries
Our proposed abstraction techniques rely on several notions of grammars over strings, graphs, and combinations thereof. We thus briefly recall some basic definitions about context-free grammars alongside with our notation.
Sets and sequences. Given a set S, P(S) denotes the powerset of S and S * is the set of all finite sequences (including the empty sequence ε) over S. Moreover, S + = S * \ {ε}. If σ ∈ S * and 1 ≤ k ≤ |σ|, where |σ| is the length of σ, the k-th element of σ is denoted by σ(k). Further, given σ, τ ∈ S * and s ∈ S, σ [s → τ ] is the syntactic replacement of all occurrences of s in σ by τ .
Partial functions. Given a partial function f : Binary relations. Given a binary relation, say ⇒ ⊆ S × S, we denote the inverse of ⇒ by ⇐. That is, s ⇐ t iff t ⇒ s. Moreover, s denotes that there exists no element t ∈ S such that s ⇒ t. The reflexive and transitive closure of ⇒ is ⇒ * . Analogously to functions, R 1 R 2 denotes the composition of binary relations R 1 and R 2 , i.e.
Context-free string grammars. Let I N and I T be disjoint finite sets of nonterminal and terminal symbols. A context-free string grammar (CFG) over I = I N ∪ I T is a finite set C ⊆ I N × I + of rules of the form X → σ. 2 Given two sequences σ, τ ∈ I + , we say that C directly derives τ from σ, written σ ⇒ C τ , if there exists a rule (X → ρ) ∈ C, σ = σ 1 Xσ 2 , and τ = σ 1 ρσ 2 . The language of a CFG C is given by the function L C :
Similarly, the inverse language of C is given by the function L −1 C : I + → P(I + ) that takes a string and applies inverse derivations to it as long as possible. That is, L −1
Concrete Semantics
To set the stage for our analysis, we consider program states in the context of shape analysis to consist of a heap and a stack. We assume the heap to consist of records with a finite number of reference fields that are collected in Fields. As such, we assume a storeless model that is agnostic of concrete memory addresses (cf. [33] ). Since we disregard memory addresses, it is intuitive to model heaps as directed edge-labeled graphs: Every record-including a special location nullis represented by a node and every pointer between two records is represented by a directed edge that is labeled with the respective field. Apart from the heap, a program state is equipped with a stack mapping program variables in Var to records. We model the stack by adding special edges labeled with variables to the graph that are incident to the record stored in a variable. We allow edges to be incident to arbitrarily many nodes -a feature that is needed later to define our abstract domain. Thus, we use hypergraphs as the underlying formal model. Definition 1. Let S be a set equipped with a ranking function rank : S → N. A hypergraph over S is a tuple H = (V, E, lab, att), where -V and E are finite sets of nodes and hyperedges, respectively, -lab : E → S is a hyperedge labeling function, and -att : E → V * is an attachment function respecting the rank of hyperedge labels, i.e. for all e ∈ E, we have rank(lab(e)) = |att(e)|.
Since only hypergraphs are considered in this paper, we do not distinguish between the terms graph and hypergraph nor between edge and hyperedge. Furthermore, we often refer to the components of a graph H by V H , E H , etc.
For our model of program states, we consider graphs over the set Var ∪ Fields of variables and fields, where we assign a rank of one to all variables and a rank of two to all fields, respectively. Some graphs do not model proper program states. For instance, consider a node with two outgoing edges labeled with the same field. This corresponds to a record having the same pointer pointing to different locations, which is clearly invalid. We thus restrict ourselves to graphs representing program states (various examples are found in Section 2): Definition 2. A heap configuration (HC) is a graph H over a set containing Var ∪ Fields such that (1) every variable x ∈ Var occurs at most once in H, (2) for each field f ∈ Fields, every node in H has at most one outgoing edge labeled with f 3 (3) there is a unique node v null without outgoing edges labeled with fields. The set of all heap configurations is denoted by HC.
Since our focus lies on the abstract domain, we present our analysis in terms of a small heap-manipulating programming language. The analysis actually supports a richer set of programming language features, such as procedure calls, that have been omitted to improve readability. For an in-depth treatment on incorporating recursion into our analysis, we refer the interested reader to [20] .
Let x be a variable taken from Var and f ∈ Fields be a field. Then the syntax of programs Progs (P ), Boolean expressions BExp (B), and pointer expressions PExp (Ptr) is defined by the following context-free grammar:
The meaning of Progs-programs is straightforward. For instance, x.f = null sets the f -field of the record referenced by variable x to null. Formally, the semantics are HC transformers of type HC → HC that (re)set variable x to node V Ptr , (re)set the edge labeled with f from the node V x to node V Ptr , and add a new node and assign x to it, respectively. As is standard, the semantics of loops is defined as a least fixed-point, denoted by lfp. Formal definitions of all auxiliary functions are provided in Appendix A.1.
of Progs-programs is given by a function C . : Progs → HC → HC that takes a program P and a program state, i.e. an HC H, and yields an HC capturing the effect of executing P on H. In Figure 6 the transformer C . is defined inductively on the structure of Progs-programs. For example, the semantics of an assignment x.f = y first computes the nodes V x and V y attached to variable edges x and y, respectively. After that, existing outgoing edges of V x labeled with f are removed. Finally, a new edge e from V x to V y with label f is added. The semantics of the control-flow structures is standard (cf. [27] ).
Indexed Hyperedge Replacement Grammars
For our abstract domain, we equip heap configurations with additional edges that act as placeholders for possibly infinite sets of graphs, such as all binary trees. The formal semantics of these edges is defined by a hyperedge replacement grammar (HRG) -a well-established formalism for context-free graph rewriting [15] . However, the context-free nature of HRGs means that some complex data structures, such as balanced binary trees, are not expressible. Hence, we introduce a more powerful formalism: indexed hyperedge replacement grammars (IG). These grammars are obtained from lifting indexed string grammars -a classical extension of CFGs introduced in [2] -to graph grammars.
As the name suggests, we first extend graphs by indices. Throughout this section, we fix a finite non-empty set of index symbols I. Moreover, let N and T be disjoint finite sets of nonterminals and terminals that are equipped with a ranking function rank : (N ∪ T ) → N. We then additionally assign an index, i.e. a finite, non-empty sequence over I, to each edge: Definition 3. An indexed hypergraph over the sets N ∪ T and I is a tuple H = (V, E, lab, att, ind, ext), where -(V, E, lab, att) is a hypergraph over N ∪ T according to Definition 1, -ind : E → I + assigns an index to each edge in E, and -ext ∈ V * is a (possibly empty) repetition-free sequence of external nodes.
External nodes are needed to define derivations (cf. Definition 5).
Example 1. Figure 7 illustrates three indexed graphs H left , H mid , and H right over the set of nonterminals N = {B}, terminals T = Fields = {ℓ, r, p} and indices I = {s, z}. We draw edges labeled with nonterminals as gray boxes that contain their label and their assigned index, such as sz. The sequence of attached nodes of these edges is given by the numbered connections. For instance, the first attached node of every edge labeled with B is the black node representing null. Furthermore, the index of all edges with labels from T is set to z and thus omitted. Finally, the sequence of external nodes is given by the numbers inside of nodes. Hence, each of the graphs in Figure 7 has two external nodes: The null-node (1) and the root of a tree-like graph (2).
As it is common in graph rewriting, we do not distinguish between isomorphic graphs. Thus, all sets of graphs in this paper are to be understood up to isomorphism. Formally, two indexed graphs H and K are isomorphic, written
) and ind H (e) = ind K (g(e)), -for each e ∈ E H , f (att H (e)) = att K (g(e)), and f (ext H ) = ext K .
Keeping this in mind, we now introduce indexed hyperedge replacement grammars. These grammars guide concretization and abstraction of our analysis, which is presented subsequently in Section 6. Definition 4. Let ν be a dedicated index variable that is not contained in the set of index symbols I. An indexed hyperedge replacement grammar (IG) is a finite set of rules G of the form X, σ → H mapping a nonterminal X ∈ N and an index σ ∈ I * (I ∪ {ν}) to an indexed graph H over N ∪ T and I ∪ {ν} such that rank(X) = |ext H |. Moreover, if σ does not contain the variable ν then H does not contain ν either, i.e. ind H (E H ) ⊆ I + . Figure 8 depicts an IG G consisting of six rules that each map to a graph whose first external node is null and whose second external node is the root of a tree-like graph. Again, the indices of all edges that are not labeled with B are set to z and thus omitted.
The sets of graphs modeled by IGs are defined similarly to languages of CFGs. Recall from Section 3 that a CFG derivation replaces a nonterminal by a finite string. Similarly, an IG derivation replaces an edge, say e, that is labeled with a nonterminal by a finite graph, say K. However, since arbitrarily many nodes may be attached to an edge, we have to clarify how the original graph and K are glued together. This is specified by the external nodes of K that identify each node attached to e with a node of K. Formally, Definition 5. Let H, K be indexed graphs over N ∪ T and I with pairwise disjoint sets of nodes and edges. Moreover, let e ∈ E H be an edge such that rank(lab EH (e)) = |ext K |. Then the replacement of e in H by K is given by H [e → K] = (V, E, att, lab, ind, ext), where
where mod replaces each external node by the corresponding node attached to e,
This is the standard definition of hyperedge replacement in which indices and edge labels are treated the same (cf. [15] ). It is then tempting to define that an IG G derives K from H if and only if there exists an edge e ∈ E H and a rule (lab H (e), ind H (e) → R) ∈ G such that K is isomorphic to H [e → R]. However, this notion is too weak to model balanced trees. In particular, since an index is treated as just another label, we cannot apply a derivation if the index of an edge does not exactly match an index on the left-hand side of an IG rule.
Instead, we use a finite prefix of indices in derivations and hide the remainder in the variable ν. For example, assume an IG contains a rule B, ssν → R. Given an edge with label B and index σ = sssz, an IG derivation may then hide sz in ν. This yields an index ssν such that a derivation as defined naively above is possible. Finally, all occurrences of ν are replaced by the hidden suffix sz again.
To formalize indexed derivations, two auxiliary definitions are needed: Given a set M ⊆ T ∪ N , we write E M H to refer to all edges of H that are labeled with a symbol in M , i.e. E M H = {e ∈ E H | lab H (e) ∈ M }. As for strings, we write H [ν → ρ] to replace all occurrences of ν in (the index function of) H by ρ. 4 Definition 6. Let G be an IG and H, K be indexed hypergraphs over N ∪ T and I. Then G directly derives K from H, written H ⇒ G K, if and only if either -there exists a rule (X, σ → R) ∈ G and an edge e ∈ E {X} H such that ind H (e) = σ and K is isomorphic to H [e → R], or -there exists a rule (X, σν → R) ∈ G, an edge e ∈ E {X} H , and a sequence ρ ∈ I + such that ind H (e) = σρ and K is isomorphic to
To simplify the technical development we assume throughout this paper that all rules of an IG G are increasing, i.e. for each rule (X, σ → H) ∈ G it holds that |V H | + |E H | > rank(X) + 1. This amounts to a syntactic check on all rules that is easily discharged automatically. Similarly to CFGs, we define the language of an IG and an indexed graph H as the set of all graphs that can be derived from H and that contain terminal edge labels only. Conversely, the inverse language of H is obtained by exhaustively applying inverse derivations to H. Formally, Definition 7. The language L G and the inverse language L −1 G of IG G are given by the following functions mapping indexed graphs to sets of indexed graphs:
Example 4. Again, we consider the IG G in Figure 8 (p. 12) and the graphs H left and H right in Figure 7 (p. 11). We have In this example, G uses indices over z and s to model a counter, where z represents the initial value zero and each s represents an increment. The value of such a counter then corresponds to the height of all balanced binary trees that can be derived from an edge with label B. For instance, an edge with label B and index sssz represents the set of all balanced binary trees of height three. Fig. 9 : Definitions of concretization, abstraction and the respective domains for a given IG G. Here, ⊑ is given by
We conclude our introduction of IGs with a collection of useful properties.
Theorem 1. Let G be an IG and H be an indexed graph over N ∪ T . Then:
is non-empty and finite.
Proof. See Appendix A.2.
⊓ ⊔
The first property shows how IG derivations affect the language of indexed graphs. The second property illustrates how the language of an indexed graph can be constructed incrementally using IG derivations. Both properties are used to prove our analysis sound. The third property allows to verify that the language of an IG covers at least some graph. Finally, the last property ensures that constructing the inverse language of an indexed graph terminates.
Abstract Semantics
Our analysis is a typical forward abstract interpretation [13] . Given a userdefined IG, say G, it overapproximates for each program location the set of reachable HCs. These sets are captured by our abstract domain which consists of indexed hypergraphs. More precisely, let I be a set of index symbols and Types = Var ∪ Fields ∪ N , where N is a finite set of nonterminals. To ensure uniqueness of the null-node after derivations, additional technical conditions requiring null to be the first external and first attached node for nonterminal edges, are introduced. We then lift HCs to indexed graphs as follows: Definition 8. An indexed hypergraph H = (V, E, lab, att, ind, ext) over Types and I is an indexed heap configuration (IHC for short) if -its underlying hypergraph (V, E, lab, att) is a heap configuration, -the first external node corresponds to null, i.e. v null = ext(1), and -for each e ∈ E N , the first attached node is v null , i.e. att(e)(1) = v null .
The set of all indexed heap configurations is denoted by IHC.
A P = materialize P C P canonicalize P where P ∈ {x = Ptr, x.f = Ptr, new(x), noop} We are now in a position to specify our analysis. Our concrete domain is given by all sets of IHCs that contain no edges labeled with nonterminals. The abstract domain consists of all sets of IHCs to which no inverse IG derivation is applicable.
The order of our abstract domain is language inclusion. Concretization γ and abstraction α then naturally correspond to the language and the inverse language of the underlying IG G. Formally, our setting is summarized in Figure 9 (p. 14).
As is standard, our analysis performs a fixed-point iteration of the abstract semantics that overapproximates the concrete semantics. Following the terminology of [30] , our abstract semantics consists of three phases: materialization, execution of the concrete semantics, and canonicalization. That is, our abstract semantics is a function of the form A . : Progs → Abs → Abs that is defined inductively on the structure of programs as shown in Figure 10 . Although materialization and canonicalization naturally depend on the user-provided grammar G, for readability we tacitly omit adding G as a parameter in all definitions. In particular, note that G influences our abstract semantics only through materialization and canonicalization as the concrete semantics is agnostic of nonterminals and indices. Further, we lift our concrete semantics C . from HC to IHC. Materialization ensures its applicability. It partially concretizes an IHC such that the concrete semantics is applicable (cf. Section 4). It is thus a function of type materialize . : Progs → IHC → P finite (IHC) that, for a given program, maps an IHC to a finite set of IHCs. 5 Intuitively, materialization applies derivations ⇒ G until the concrete semantics can be applied (cf. Theorem 1.2). A detailed discussion of suitable materializations that are derived from a grammar G is found in [16, 18] . In this paper, we assume a materialization function materialize . with the following property: Definition 9. Let P be either a Progs-program of the form x = Ptr, x.f = Ptr, new(x), noop, or a Boolean expression. Then γ C P ⊆ materialize P C P γ. Example 6. Consider the IHC H given by the leftmost graph in Figure 11 . H is a binary tree whose root's parent is pointed to by x. Assume we want to execute the following program setting the former pointer to null:
The steps of this execution are depicted in Figure 11 from left to right: Starting with the leftmost graph, we first have to evaluate the guard. We thus materialize using IG derivations. One possible materialized IHC is the second graph. Then the concrete semantics is applied; we end up in the third graph. Finally, we canonicalize by applying inverse IG derivations. This results in the fourth graph.
Assuming suitable materialization and canonicalization functions as of Definitions 9 and 10, we now establish that our abstract semantics A . computes an overapproximation of the concrete semantics C . :
Proof. See Appendix A.3.
⊓ ⊔
Furthermore, we note that our analysis enjoys a local reasoning property that is similar to the frame rule in separation logic [31] . In order to formulate this property, we write Mod P (H) to denote the set of all nodes and edges that are added or deleted when running P on H. 6 Moreover, H ∪ R denotes the componentwise union of two (not necessarily disjoint) IHCs H and R. A formal definition by structural induction on P is found in Appendix A.4.
7 To be precise, we define H ∪ R = (VH ∪ VR, EH ∪ ER, labH ∪ labR, attH ∪ attR, indH ∪ indR, extH ). Moreover, if extH = extR or (H ∪ R) / ∈ IHC, we set H ∪ R to undefined. Theorem 3 (Local Reasoning). Let P ∈ Progs and H, R be IHCs. Then
Proof. By induction on the structure of programs. See Appendix A.5.
The quality of our analysis depends, naturally, on the quality of the userdefined grammar. That is, the better our grammar matches the data structures employed by a program, the more precise the results obtained from our analysis. In particular, our analysis does not necessarily terminate. For example, we cannot analyze a program working on doubly-linked lists if the user-supplied IG models trees only. As usual, termination has to be ensured by some sort of widening. In the simplest case, termination is achieved by fixing a maximal size of IHCs a priori. Whenever an IHC exceeds this size, the analysis stops.
Backward Confluent IGs
Two components of our analysis are particularly involved: First, the inverse language of an IHC with respect to an IG has to be computed repeatedly during canonicalization. This involves exhaustively applying all enabled inverse IG derivations. Applying inverse derivations in turn requires finding isomorphic subgraphs in an IHC that can be replaced by a hyperedge. Since the subgraph isomorphism problem is NP-complete [11] , canonicalization is expensive.
Second, computing a fixed point requires us to check for language inclusion. However, the language inclusion problem for IGs is undecidable as it is already undecidable for context-free string grammars [3] . This is not uncommon in the area of shape analysis, where the supported data structures are either severely restricted to obtain decidability, or approximations are used.
In this section, we discuss a subclass of IGs that addresses both problems: Canonicalization is unique, i.e. it suffices to apply a single sequence of inverse derivations instead of all possible ones, and the inclusion problem is decidable. Formally, we study IGs with the following property:
The definition of backward confluent IGs is, admittedly, rather semanticsdriven. In particular, it solves the problem of expensive canonicalizations directly: Since the inverse language of an IHC is unique it suffices to exhaustively apply inverse derivations instead of trying all possible combinations. However, a classical notion from term rewriting -critical pairs -can be lifted to IGs to obtain a syntactical definition of backward confluent IGs [28] . Intuitively, a critical pair is an IHC that is obtained by gluing two IHCs that occur on the right-hand side of IG rules together and that overlap not only in their external nodes. Then an IG is backward confluent iff all of its critical pairs are joinable. That is, there are two inverse IG derivations -one beginning with the first rule entailing the critical pair, one beginning with the second rule -that lead to the same IHC. This alternative characterization can be discharged automatically.
Example 7. Figure 12 depicts an IG that generates non-empty doubly-linked list segments (indices are omitted for simplicity). Intuitively, the third external node corresponds to the head of the list and the fourth external node to its tail, respectively. The second external node is the predecessor node of the list's head. Moreover, the fifth external node represents the successor of the tail of the list. As usual, the first external node corresponds to null.
Assume, for the moment, that the IG consists only of the first three rules. In that case the grammar is not backward confluent. An example of a critical pair is depicted in Figure 13 . This IHC is obtained by gluing the IHCs in the first two rules together. The dark gray box corresponds to the first rule and the light gray box to the second rule, respectively. Clearly, the IHCs of these two rules overlap -in addition to their external nodes -in the fields of the third external node (of both rules) and its successor node. If we apply an inverse derivation using the first rule, we end up in an IHC that contains two hyperedges labeled with the nonterminal DLL. However, if we apply the second rule, we end up with only one such hyperedge. Hence, using only the first three rules of the grammar, this critical pair is not joinable.
To obtain a backward confluent IG, it suffices to add the fourth rule. From its right-hand side, the graph in Figure 13 can be derived by applying the first rule to the leftmost hyperedge and by applying the second rule to the rightmost hyperedge. Thus, the critical pair becomes joinable. In fact, our IG for DLLs consisting of all four rules is backward confluent.
In practice, IGs describing most common data structures can be transformed into backward confluent ones by repeatedly joining critical pairs. 8 In particular, we constructed backward confluent IGs for segments of (singly-and doublylinked), (a)cyclic lists, (balanced) trees (w/o back pointers), in-trees, lists of lists, and (in-)trees with linked leaves. In general, however, the class of graph languages generated by backward confluent IGs is strictly smaller than the class of languages generated by arbitrary IGs.
Theorem 4.
There exist languages of IHCs that can be generated by an IG, but not by any backward confluent IG.
Proof. The language generated by the IG below cannot be generated by a backward confluent IG (indices and the null node are omitted for simplicity).
A formal proof is found in Appendix A.6.
⊓ ⊔
We now turn to our second desired property: a decidable inclusion problem. This property relies on the observation that two IHCs that cannot be abstracted further by a backward confluent IG, i.e., to which no inverse derivation is applicable, are either isomorphic or have disjoint languages.
Proof. See Appendix A.7.
⊓ ⊔ Theorems 5 and 1 then yield a decision procedure for the inclusion problem.
Proof. See Appendix A.8.
We conclude this section with two remarks. First, backward-confluent IGs yield a unique abstraction for every given set of IHCs. That is, our abstract and concrete domain (cf. Figure 9 , p. 14) form a Galois connection. While Galois connections are not necessary to use abstract interpretation theory [13] , this means that in this case our analysis falls within the original setting of abstract interpretation [12] . Second, our shape analysis developed in Section 6 is applicable without backward confluent IGs. It will, however, be computationally more expensive and less precise.
Global Index Abstraction
The goal of our shape analysis is to enable reasoning about complex data structures, such as balanced binary trees. Our abstraction based on IGs does not entirely fulfill this goal. For instance, consider the leftmost graph H in Figure 11 (p. 16). Although large parts of H are abstract, we still have to memorize the indices. In particular, our analysis might encounter graphs that vary from H in the indices only, thus preventing termination. To capture that an IHC models balanced trees, however, it suffices to keep track of the differences between indices: If we replace the indices sz and ssz in H by ssz and sssz, respectively, their difference remains the same and the underlying trees remain balanced.
Hence, we propose an index abstraction on top of IG-based abstraction. Intuitively, this abstraction removes a common suffix from all indices and replaces it by a placeholder. Apart from balancedness, it is applicable to properties such as "all sublists in a list of lists have equal length". The abstraction is again formalized by grammars; right-linear CFGs to be precise. Thus, let I = I N ∪ I T be a finite set of index symbols that is partitioned into a set of nonterminals I N and a set of terminals I T including the end-of-index symbol z. We call an index σ ∈ I + well-formed if σ ∈ (I T \ {z}) * (I N ∪ {z}). This means that a well-formed index always ends with a nonterminal or the end-of-index symbol z. Accordingly, an IHC is well-formed if all of its indices are. In this section, we assume all indices -including indices in CFG rules -to be well-formed. Hence, all considered CFGs are right-linear. Further, we do not allow nonterminal index symbols in IGs. That is, we tacitly assume for each IG rule X, σ → H that ind H (E 
Global derivations affect indices only; no edge replacement is involved.
Definition 13. The global language and the inverse global language of a rightlinear CFG C over I are given by:
Example 8. Let I T = {s, z} and I N = {S}. Moreover, consider the CFG C = {S → sS, S → z}. Then a global inverse derivation step from the leftmost IHC in Figure 11 (p. 16) yields the same IHC except that the indices are set to sS (left) and ssS (right), respectively. Further, computing the inverse global language of this IHC yields the indices S and sS.
Before we adapt our analysis, we briefly discuss properties of global derivations. As a first sanity check, we note that our restriction to well-formed indices is preserved by both IG and global derivations. Since our semantics is agnostic of indices, this means that all indices remain well-formed. Formally, Lemma 1. If H is well-formed and H ⇒ *
Proof. See Appendix A.9.
⊓ ⊔ Global derivations enjoy the same properties as IG derivations (Theorem 1). These properties are crucial to ensure soundness and termination of abstraction.
Theorem 7. Let C be a CFG and H, K ∈ IHC. Then: Proof. See Appendix A.10.
⊓ ⊔
To combine global derivations and IG derivations, we consider a new derivation relation of the form (⇒ G ∪ ⇒ C ) * . However, global derivations and IG derivations enjoy an orthogonality property. Formally,
Thus, for materialization, it suffices to first apply global derivations and then apply IG derivations. More precisely, we apply all possible global and IG derivations until the resulting IHCs are sufficiently concrete to either execute the next statement or detect that a memory error has occurred. Conversely, for abstraction, it suffices to first apply inverse IG derivations and then apply inverse global derivations. With this observation in mind, we now refine our analysis presented in Section 6 such that only relevant relationships between indices are kept. Hence, given an IG G and a CFG C, we change the original setting (cf. Figure 9 , p. 14) as follows:
Materialization and canonicalization now formally also depend on the userprovided CFG C. We experienced that aggressively abstracting indices and partially concretizing them whenever needed works well in practice.
To conclude this section, we remark that all results from Sections 6 and 7 can be lifted to our refined analysis. In particular, the analysis is sound and -in the case of backward confluent grammars -the inclusion problem is decidable:
Theorem 9 (Soundness). The refined analysis from above is sound. That is, ∀P ∈ Progs : γ C P ⊆ A P γ.
Theorem 10. Let C and G be a backward confluent CFG and IG, respectively. Moreover, let H, K be well-formed IHCs such that K C ⇔ and K G . Then it is decidable whether H ⊑ K holds.
Both theorems are proven analogously to Theorem 2 and Corollary 6.
Implementation
We implemented a prototype called Attestor that applies our shape analysis to Java programs (via Soot). Our implementation takes the latter and a usersupplied IG as input and applies the abstract semantics introduced in Sections 6 and 8 until a fixed point is reached or the size of discovered IHCs exceeds a predefined threshold. No additional source code annotations, e.g. loop invariants, are required. The tool, its source code, and our case studies are available online.
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Input. Attestor supports a fragment of Java that -in addition to the programming constructs presented in Section 4 -supports classes (without inheritance), (non-)static procedure calls and integer literals. Multiple classes that specify custom data structures, such as AVL trees with back pointers, may be used as part of the provided program. Apart from a program and an IG, a user may optionally provide the name of a procedure and an IHC that serves as an initial program state in order to analyze a specific procedure instead of the default main method. For global abstraction, the CFG presented in Section 8 is used by default. In addition to that, Attestor accepts temporal logic specifications (LTL) over various atomic propositions that are defined by heap automata [19] . Supported propositions include that the heap has a desired shape, that all elements of the initial data structure have been accessed, and that a variable is reachable from (or equal to) another one.
Output. Attestor generates a transition system in which each state consists of a program location and an IHC representing the abstract program state, i.e., a set of reachable heaps. Collecting the IHCs of all states with the same program location then coincides with the result of the abstract semantics presented in 9 C is backward confluent if for all well-formed IHCs H, we have |GL Section 6. Moreover, the tool applies LTL model-checking to verify provided LTL specifications. Alternatively, a user can graphically explore the generated transition system and the IHCs corresponding to individual states. Materialization and concretization. As already discussed in Section 6, there are natural candidates for materialization and canonicalization in our approach: We materialize by applying IG derivations to an IHC until all fields required to execute the concrete program semantics are accessible. Conversely, we canonicalize by computing the inverse language of an IHC. This approach adheres to the rationale "materialize if necessary (as multiple successor states have to be considered) and abstract whenever possible (to quickly reach a fixed point)". In some cases, however, we observed that premature canonicalization may abstract fields that are accessed frequently afterwards. This requires unnecessary materialization steps to be performed.
Since our treatment of both materialization (see Definition 9) and canonicalization (see Definition 10) is more flexible, we implemented an alternative, less aggressive canonicalization strategy: We fix a natural number that specifies the minimal distance in an IHC between variables and subgraphs that may be canonicalized. Then, canonicalization is not performed if it undercuts this minimal distance. As a result of this, fields that are frequently accessed by the program are not abstracted prematurely.
Experimental results. We evaluated our implementation against common challenging algorithms (ranging from roughly 5 to 200 lines of Java code) on four data structures for multiple LTL specifications. The results are shown in Table 1. Experiments were performed on an Intel Core i7-5820K at 3.30GHz with the Java virtual machine limited to 2GB of RAM. Program inputs covered all instances of the respective data structure through nonterminal edges for each employed data structure.
11 Further details regarding individual case studies are provided online alongside the tool. 10 In particular, the procedure sllToAVLTree traverses a singly-linked list while inserting each of its elements into an (initially empty) AVL tree including all rebalancing procedures. Our implementation successfully verifies that, upon termination, the result is a balanced binary tree and the list has been completely traversed. This demonstrates that our analysis is capable of precisely reasoning about combinations of multiple data structures. Moreover, for traversal algorithms, we additionally checked whether the resulting data structure coincides with the original input data structure (i.e., every element has been visited and has exactly the same successors and predecessors). For list reversals, our analysis verified that every element has been accessed, but that the list is (as expected) not the same as the original one.
Related Work
Due to the large body of work on combining shape and value domains, we focus on approaches that are close to our work.
Graph Transformations. Context-free graph grammars have been proposed previously as an abstraction mechanism for pointer programs [32, 16] . Our work is an extension of these approaches in several aspects: From a theoretical perspective, our use of indexed grammars allows to cover infinitely many nonterminals (and thus infinitely many rules) by a single nonterminal with an index variable (and finitely many corresponding rules). This property is essential when reasoning about relational properties of data structures, such as balancedness of trees. Moreover, we prove that our shape analysis supports local reasoning (similar to the frame rule in separation logic) and study the concept of backward confluent grammars in detail. From a practical perspective, our analysis is a standard forward abstract interpretation in contrast to previous approaches. Furthermore, we are more liberal regarding required normal forms of supported graph grammars For instance, we neither require typedness nor additional reachability constraints as in [16] . Even without indices, we thus support a richer class of graph grammars to specify data structures. Apart from context-free graph grammars, [36, 37] apply general graph transformations to analyze pointer programs. While their formalism is expressive enough to capture relational shape properties, programs have to be manually encoded as graph transformation systems.
Separation Logic. As shown in [17] , the class of graphs described by contextfree graph grammars is equivalent to a fragment of symbolic heap separation logic (SL) with inductive predicate definitions [5] . In contrast to SL, the use of graph grammars gives us access to a rich set of theoretical results from string and graph rewriting. For example, the concept of IGs is derived from Aho's indexed string grammars [2] . Moreover, the notion of backward confluence is well-studied in the context of graph rewriting (cf. [28] ) and provides us with a decidable criterion to discharge entailments (language inclusion).
Hip/Sleek uses SL enriched with arithmetic to specify size constraints on data structures (cf. [10] ). This allows to verify properties such as balancedness and sortedness. Hip/Sleek focuses on program verification and requires manual specifications of invariants for loops and procedures. In contrast, our approach is a standard forward abstract interpretation and synthesizes suitable invariants automatically (for a given grammar). Furthermore, we provide decidable criteria for good data structure specifications, such as backward confluence, whereas Hip/Sleek relies on external solvers to deal with the entailment problem.
[25] shows how to use SL to deal with combinations of shape and integer invariants, but is tailored to list data structures only.
First-order Logic. [26] introduces a framework to model balanced trees in decidable first-order theories of term algebras with Presburger arithmetic. They reduce the verification problem for data structure algorithms to constraint satisfiability problems. Due to the restriction to term algebras, the approach is only applicable to tree structures. Our framework is more general in that it supports a richer class of data structures, including e.g. combinations of lists and balanced trees. [24, 29] develop a first-order logic with recursive definitions, called Dryad, for reasoning about recursive invariants on trees. It requires modular contracts to be supplied with the developed code and supports automation by exploiting a fixed set of proof tactics. Again, non-tree structures are not supported.
Static analysis. In [21] , type refinement techniques are employed to statically verify data structures including AVL trees. In contrast to our approach, manual source code annotations guiding materialization and abstraction are required. [34] introduces a data flow analysis handling both shape properties and quantitative information for programs with destructive updates, which is enabled by respectively tracking points-to references and quantitative invariants. Its weaknesses are the involved definition of abstract transfer functions, whose correctness is hard to ensure, and its lack of preciseness due to the "collection semantics" nature of data flow analysis. [9] introduces a generic framework for relational inductive shape analysis based on user-supplied invariants. The work is extended in [7] by user-supplied data constraints, which allow to define intertwined shape and data invariants. Applicability to red-black trees is demonstrated in an example, but not covered by the experimental results. [1] extends forest automata by constraints between data elements associated with nodes of the heaps. The authors conjecture that their method generalizes to handle other types of constraints dealing with, e.g., lengths of branches in a tree, which are needed to express balancedness properties. The details, however, are not worked out.
Conclusion
We developed a shape analysis that is capable of proving certain relational properties of data structures, such as balancedness of AVL trees. Our analysis is parameterized by user-supplied indexed graph grammars -a novel extension of context-free graph grammars. We implemented our approach and successfully applied it to common algorithms on AVL trees, lists, and combinations thereof.
A Appendix

A.1 Missing Definitions in Section 4
Conditional Function Let B : S → {true, false} and f, g : S → S be partial functions. Then the conditional function if (B) then f else g : S → S is a partial function that is given by:
Semantics of Pointer Expressions
Let H ∈ IHC. Moreover, let x ∈ Var and f ∈ Fields.
Semantics of Boolean Expressions
Let v / ∈ V be a fresh node and e / ∈ E be a fresh edge. Then:
A.2 Proof of Theorem 1
We write H ∼ = K to denote that H and K are isomorphic. A formal definition is provided in Appendix 5. Given a natural number n ∈ N, we write H ⇒ n G K to denote that G derives K from H in exactly n steps. Formally,
I.H. Assume for an arbitrary, but fixed
I.S. For n → n + 1 we have
The remaining proof obligation is shown as follows:
⊓ ⊔ Theorem 1.2. Let G be an IG and H, K be indexed heap configurations. Then
Proof. Case 1: Assume that ¬∃e ∈ E H : lab H (e) ∈ N . By Def. 6, we know that H G . Then
⊓ ⊔ Theorem 1.3. Let G be an IG and H be an indexed heap configuration. Then it is decidable whether L G (H) = ∅.
Proof. Let G be an IG and H be an IHC. We construct an indexed context-free string grammar C and a string ρ such that
Since the emptiness problem for indexed context-free string grammars is decidable (confer Rozenberg, Salomaa: "Handbook of Formal Languages", Vol. 2, 1997), the emptiness problem for IGs is decidable as well. The grammar C is constructed over the same set of terminals T , nonterminals N and index symbols I as G. Now, let K be an IHC with E K = {e 1 , . . . , e k } We then define the string
Then the grammar C is given by the set of rules
Moreover, we set ρ = σ H . ⊓ ⊔ Theorem 1.4. Let G be an IG and H, K be indexed heap configurations. Then the inverse language L −1
G (H) is non-empty and finite.
Proof. Recall that H G ⇐K holds iff K ⇒ G H. Then, since every IG is increasing (see Remark below Definition 6), we have
We now show that L −1
where the last set is finite.
It remains to prove that L Proof. By induction on the structure of Progs-programs. Base cases. Let P ∈ {x = Ptr, x.f = Ptr, new(x), noop}. Then:
Conditionals.
Let Q = if (B) {noop} else {noop}. By Fig. 6 , we have C Q = id HC . Moreover, we have
as, by Def. 9, materialize Q = ⊥. Thus B is evaluated in the same way on both graphs. Then:
Loops.
We use a standard characterization of the semantics of loops as the supremum of its finite unrollings. Thus, let To complete the proof we show for all k ∈ N that
I.B. For k = 0, we have
analogously to the case of conditionals, where Q = if (B) {noop} else {noop})
The function Mod . (.) is defined inductively on the structure of Progs programs. For the base cases, let H ∈ IHC and K = C P (H). Then, Mod P (H) is given by:
The composite cases are defined as follows:
where while k (B) {P } denotes the k-th loop unrolling of the loop while (B) {P }. Formally,
where 0 unrollings corresponds to a program that is undefined everywhere, such as while (true) {noop}.
A.5 Proof of Theorem 3
Recall that the formal definition of Mod P (H) is provided in Appendix A.4.
Theorem 3. Let P ∈ Progs and H, R be IHCs. Then C P (H) = K and
Proof. Without loss of generality, we assume H ∪ R ∈ IHC and ext H = ext R .
Otherwise, H ∪R is undefined. Then it is straightforward to show that also K ∪R and C P H ∪ R are undefined, i.e., the theorem holds.
The proof proceeds by induction on the structure of Progs programs. I.B.
The case P = (x = Ptr). (Fig. 6 , assumption)
The case P = (x.f = Ptr). (Fig 6, assumption) The case P = (new(x)).
( Fig. 6 , assumption)
The case P = (noop). Then
I.H. Assume for all (sub-)programs P and all H, R ∈ IHC that
I.S.
The case P = (P 1 ;P 2 ).
The case P = (if (B) {P 1 } else {P 2 }).
The case P = (while (B) {P ′ }). As in proof of Theorem 2, we use a standard characterization of the semantics of loops as the supremum of its finite unrollings. Thus, let
be the finite unrollings, where 0 unrollings corresponds to a program that is undefined everywhere, such as while (true) {noop}. Then, by standard arguments, we have
To complete the proof we show for all k ∈ N that
The proof proceeds by induction on k. The base cases k = 0 and k = 1 are trivial. For the induction step, we have
A.6 Proof of Theorem 4
Theorem 4. There exist languages of IHCs that can be generated by an IG, but not by any backward confluent IG.
Proof. Given a nonterminal symbol, say S, let e S denote a single hyperedge that is labeled with S and attached to rank(S) distinct nodes. Now, consider the IG G below in which all indices as well as the null node are omitted for simplicity.
G generates non-empty singly-linked list segments whose next pointer is either labeled with a or b. More precisely, L G (e S ) consists of all IHCs that are non-empty singly-linked list segments that either start with arbitrarily many (including zero) fields labeled a and then end with exactly one field labeled b, or consist only of fields labeled with a.We claim that L G (e S ) cannot be generated by a backward confluent IG. Towards a contradiction, assume there exists a backward confluent IG
. Clearly, each of the following three IHCs (on the left-hand side of G ⇐ * ) belongs to L G (e S ). Hence, the following three inverse derivations are possible:
Since G ′ is backward confluent, this means that also the following inverse derivation is possible: a a
Then we can also apply an inverse derivation that starts in an IHC H:
By Theorem 1, this implies H ∈ L G ′ (e S ′ ). However, this contradicts our assumption
Proof. Note that it is decidable whether K ⇒ * G H holds, because K ⇒ * G H holds if and only if there exists a natural number 0 ≤ m ≤ |V H | + |E H | such that K ⇒ m G H holds, where ⇒ m G means that we apply up to m IG derivations. We distinguish two cases:
A.9 Proof of Lemma 1 Lemma 1. If H is well-formed and H ⇒ * C K or H ⇒ * G K then K is well-formed. Proof. Let C be a CFG and G be an IG satisfying the assumptions at the beginning of Section 8. Moreover, let H be a well-formed IHC.
We first prove that H ⇒ C K implies that K is well-formed:
* (I N ∪ {z}) (σ is well-formed) ⇒ K is well-formed.
Next we prove that H ⇒ G K implies that K is well-formed. By Definition 6, two cases arise:
1. There exists a rule (X, σ → R) ∈ G and an edge e ∈ E N H such that ind H (e) = σ and K is isomorphic to H [e → R]. By assumption, ind R (e ′ ) ⊆ I * T z. Thus, for each e ′ ∈ E R , ind R (e) is well-formed. Then, by Definition 5 and the fact that H is well-formed, ind K (e ′′ ) is well-formed for each e ′′ ∈ E K = (E H \ {e}) ∪ E K . Hence, K is well-formed. 2. There exists a rule (X, σν → R) ∈ G, an edge e ∈ E N H , and a sequence ρ ∈ I + such that ind H (e) = σρ and K is isomorphic to H [e → R [ν → ρ]]. Since H is well-formed, so is ρ. By assumption ind R (E It then follows by a straightforward induction on the length of derivations ⇒ * G and global derivations ⇒ * C that H ⇒ * G K implies that K is well-formed and H ⇒ * G K implies that K is well-formed. ⊓ ⊔
A.10 Proof of Theorem 7
We write H ⇒ n C K to denote that C globally derives K from H in exactly n ∈ N steps. Formally, -H ⇒ 0 C H, and -H ⇒ n+1 C K iff ∃R : H ⇒ C R and R ⇒ C K.
Then ⇒ * C = n∈N ⇒ n C . Theorem 7.1. Let C be a CFG and H, K ∈ IHC. Then H ⇒ * C K implies GL C (K) ⊆ GL C (H).
Proof. Similarly to the proof of Theorem 1.1, we show for all natural numbers n ∈ N that H ⇒ n C K implies GL C (K) ⊆ GL C (H). By induction on n. I.B. For n = 0, we have
I.H. Assume for an arbitrary, but fixed n ∈ N that H ⇒ n C K implies GL C (H) ⊆ GL C (K). I.S. For n → n + 1 we have H ⇒ It then suffices to show that GL C (R) ⊆ GL C (H) holds as
The remaining proof obligation is shown as follows: Proof. Let C be a CFG and H ∈ IHC. By assumption (cf. Section 8), H is well-formed. That is, ind H (E H ) ⊆ (I T \ {z}) * (I N ∪ {z}). Furthermore, again by assumption, we know that for each rule (X → σ) ∈ C, σ is well-formed. We distinguish three cases: 3. Neither the first, nor the second case holds. By Definition 13 this means that H / ∈ GL C (H). Moreover, by Definition 12, there exists no K such that H ⇒ C K. Hence, GL C (H) = ∅.
Hence, we can decide whether GL C (H) = ∅ holds by first checking which of the above cases applies to the finite set ind H (E H ) and then proceed as shown for each case.
⊓ ⊔ Theorem 7.4. Let C be a CFG containing no rule of the form X → Y for X, Y ∈ I N . Moreover, let H, K ∈ IHC. Then the global inverse language GL −1
C (H) is non-empty and finite.
12 For details confer Rozenberg, Salomaa: "Handbook of Formal Languages", Vol. 1, 1997 Proof.
Recall that H C ⇔ K holds iff K ⇒ C H holds. Let length(H) = max{|σ| | σ ∈ ind H (E H )} be the maximal length of all indices in H. By Definition 12, we know that K ⇒ C H implies 0 ≤ length(H) ≤ length(K).
By the premise of the theorem and the fact that all indices are well-formed, we have:
(Def. 12)
In particular, this means that ∃R : K ⇒ C R implies 0 ≤ length(H) < length(K).
We now prove that GL 
