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Let T be a continuousmapof the space of complexn×nmatrices into
itself satisfying T (0) = 0 such that the spectrum of T (x) − T (y)
is always a subset of the spectrum of x − y. There exists then an
invertible n × n matrix u such that either T (a) = uau−1 for all
a or T (a) = uatu−1 for all a. We arrive at the same conclusion
by supposing that the spectrum of x − y is always a subset of the
spectrum of T (x) − T (y), without the continuity assumption on T .
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
LetMn be the set of all n × n matrices over the complex field C. For a ∈ Mn, we shall denote by
σ (a) its spectrum (i.e., the set of all eigenvalues of a without counting multiplicities) and by ρ (a)
its spectral radius. In [5], Marcus and Moyls proved that if T : Mn → Mn is linear and preserves
eigenvalues (counting multiplicities), there exists then an invertible n× n complex matrix u such that
T (a) = uau−1 (a ∈Mn) or T (a) = uatu−1 (a ∈Mn). (1)
(Throughout this paper, by at we shall denote the transpose of a ∈Mn.) Using a density argument, one
can easily see that we arrive at the same conclusion by supposing T linear satisfying σ (T (a)) = σ (a)
for each matrix a.
This result has beengeneralized indifferent directions. Usually, themap T was supposed to be linear
with respect to the complex field. Additive spectrum-preserving maps onMn were characterized in
[7], while continuously differentiable spectrum-preserving maps onMn were characterized in [2].
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By strengthening the preservability condition, we obtain characterizations for mappings with less
smoothness assumptions on them. For example,Mrcˇun proved at [6, Theorem1] that if T :Mn →Mn
is a Lipschitz mapping with T (0) = 0 such that either
σ (T (a) − T (b)) ⊆ σ (a − b) (a, b ∈Mn) (2)
or
σ (a − b) ⊆ σ (T (a) − T (b)) (a, b ∈Mn), (3)
then T is of the form (1). Bhatia et al. proved [3, Theorem 1.1] that if T : Mn → Mn is a surjective
mapping with T (0) = 0 such that
ρ (T (a) − T (b)) = ρ (a − b) (a, b ∈Mn), (4)
there exists then a unimodular λ ∈ C such that either λ−1T or λ−1T is of the form (1). (By T :Mn →
Mn wehave denoted themap given by T (a) = T (a) for all a ∈Mn, where T (a) is thematrix obtained
from T (a) by entrywise complex conjugation.)
The aim of this paper is to obtain the results of Mrcˇun with less smoothness assumptions on the
map T .
Theorem 1. Let T : Mn → Mn be a continuous mapping with T (0) = 0 such that (2) holds. Then T is
of the form (1).
In the case when (3) holds, we arrive at the same conclusion without the continuity assumption
on T .
Theorem 2. Let T :Mn →Mn with T (0) = 0 such that (3) holds. Then T is of the form (1).
2. Proofs
Suppose that T :Mn →Mn with T (0) = 0 satisfies (2). Denoting by tr(·) the usual trace onMn,
then (2) implies |tr(T(a)) − tr(T(b))|  nρ (a − b) for all a, b ∈Mn. This gives
|tr(T (a)) − tr(T (b))|  n ‖a − b‖ (a, b ∈Mn),
so a → tr(T (a)) is a Lipschitz map fromMn into C. (By ‖·‖ we have denoted the usual operatorial
norm onMn.) By [6, Lemma 2], we obtain that it has real differentials a.e. with respect to the Lebesgue
measure onMn. Let a be a point inMn where the real differential exists. Denoting it by ϕ :Mn → C,
then given any x ∈Mn we have that
lim
t→0, t∈R
tr(T (a + tx)) − tr(T (a))
t
= ϕ (x). (5)
Since |tr(T (a + tx)) − tr(T (a))|  n |t| ρ (x), then (5) gives
|ϕ (x)|  nρ (x) (x ∈Mn). (6)
Let us prove now that (6) implies linearity for ϕ over the complex field. Given x ∈ Mn, using (6) we
have
∣∣∣eitϕ (e−itx)∣∣∣  nρ (x) for every t ∈ R. From theR-linearity of ϕ we get
∣∣∣∣∣ϕ (x) + ϕ (ix) /i2 + e2it
ϕ (x) − ϕ (ix) /i
2
∣∣∣∣∣  nρ (x) (x ∈Mn, t ∈ R).
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In particular, |(ϕ (x) − ϕ (ix) /i) /2|  nρ (x) for all x ∈Mn. Therefore, x → (ϕ (x) − ϕ (ix) /i)/2 is
a spectrally boundedC-linear functional onMn. This implies the existence of α ∈ C such that
ϕ (x) − ϕ (ix) /i
2
= α · tr (x) (x ∈Mn). (7)
(See, for example [1, p. 28].) Denoting by In the n×n identitymatrix, then (2) gives σ (T (a + λIn) − T
(a)) = {λ} for every λ ∈ C. Thus tr (T (a + λIn)) = tr (T (a)) + nλ, and (5) implies now that
ϕ (λIn) = nλ for all λ inC. Taking x = In in (7), this gives α = 0. Nowwe use again (7) to deduce that
ϕ (ix) = iϕ (x) for every x ∈Mn. Since ϕ wasR-linear, we conclude that ϕ is in factC-linear. So the
Lipschitz mapping a → tr(T (a)) has complex differentials a.e. with respect to the Lebesgue measure
onMn, and now [6, Lemma 4] implies that for all a, b ∈ Mn, the function fa,b : C → C given by
fa,b (λ) = tr(T (a + λb)) is affine. This gives
tr(T (a + λb)) = λ (tr(T (a + b)) − tr(T (a))) + tr(T (a)) (a, b ∈Mn, λ ∈ C).
Taking a = 0 this gives tr(T (λb)) = λtr(T (b)) for all λ and for all b, and letting λ = 2 and replacing
b by (c − a) /2 we obtain tr(T (a + c)) = tr(T (a)) + tr(T (c)). Thus, a → tr(T (a)) is linear over
the complex field, and since it is also spectrally bounded there exists a complex number β such that
tr(T (a)) = β · tr(a) for all a inMn. Taking a = In and b = 0 in (2) we get tr(T (In)) = n, so β must
be equal to 1. Thus
tr(T (a)) = tr(a) (a ∈Mn). (8)
Therefore, if T with T (0) = 0 satisfies (2), then T preserves the trace onMn. In the case when T is
also supposed continuous, we obtain a more general result.
Lemma 3. Let T :Mn →Mn continuous with T (0) = 0 satisfying (2). Then
σ (T (a) − T (b)) = σ (a − b) (a, b ∈Mn). (9)
The proof of Lemma 3 relies on (8), the continuity of T and the following density result.
Lemma 4. Let x = (α1, . . . , αn) ∈ Rn. There exists then a sequence (xk)k ⊆ Rn, xk =
(
α1,k, . . . , αn,k
)
for k  1 and each xk having pairwise distinct components, such that xk → x in Rn and for each k  1,
the set {α1,k, . . . , αn,k} is linearly independent over Z.
Proof.We shall use the following properties:
• if {p1, p2, . . .} ⊆ N are distinct prime numbers, then {log p1, log p2, . . .} ⊆ R are linearly inde-
pendent over Z;
• {t1, . . . , tN} ⊆ R is linearly independent over Z if, and only if, {t1, . . . , tN} ⊆ R is linearly
independent overQ;
• if {t1, . . . , tN} ⊆ R is linearly independent overQ and q1, . . . , qN ∈ Q\{0}, then {q1t1, . . . , qNtN}⊆ R is linearly independent overQ.
Let {p1, . . . , pn} be the set of first n prime numbers and denote βj = log pj for j = 1, . . . , n. Then{β1, . . . , βn} is linearly independent over Z, and therefore over Q also. For each j between 1 and n,
choose a sequence
(
qj,k
)
k
⊆ Q\{0} such that qj,k → αj/βj . Denote
xk = (q1,kβ1, . . . , qn,kβn) (k  1).
Then (xk)k has all the properties from the statement. 
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Lemma 5. Suppose that for a ∈ Mn with σ (a) = {α1, . . . , αn}, αi = αj for i = j, we have that{α1, . . . , αn} is linearly independent over Z. If b ∈ Mn satisfies σ (b) ⊆ σ (a) and tr(a) = tr(b), then
σ (b) = {α1, . . . , αn}.
Proof. For each j between 1 and n, let kj ∈ {0, . . . , n} be the algebraic multiplicity of αj as an
eigenvalue for b. Then k1 + · · · + kn = n and k1α1 + · · · + knαn = α1 + · · · + αn. Thus (k1 − 1)α1+ · · · + (kn − 1)αn = 0, and using the linear independence over Z we obtain that kj = 1 for each j.
This means that σ (b) = {α1, . . . , αn}. 
Proof of Lemma 3. Let a ∈ Mn. Let us say that α1, . . . , αn ∈ C are the eigenvalues of a, where
the αj ’s are not necessarily distinct complex numbers. There exists then an invertible u ∈ Mn and
a nilpotent q ∈ Mn such that, denoting d = diag (α1, . . . , αn), then a = u−1 (d + q) u. For j =
1, . . . , n, denote byα′j the real part ofαj and byα′′j its imaginary part. For
(
α′1, . . . , α′n
) ∈ Rn, consider
the sequence ((α′1,k, . . . , α′n,k))k given by Lemma 4. Define then αj,k = α′j,k + iα′′j for k = 1, 2, . . .
and j = 1, . . . , n. Then ((α1,k, . . . , αn,k))k converges to (α1, . . . , αn) in Cn, and for each fixed k we
have that {α1,k, . . . , αn,k} is linearly independent over Z. For k  1, define ak = u−1 (dk + q) u,
where dk = diag (α1,k, . . . , αn,k). Then ak → a and σ (ak) = {α1,k, . . . , αn,k} for each k. Since
σ (T (ak)) ⊆ σ (ak) for all k, using (8) and Lemma 5 we obtain that σ (T (ak)) = σ (ak) for all k.
Passing with k to infinity and using the continuity of T and the continuity properties for the spectrum
[1, Corollary 3.4.5], we obtain that σ (T (a)) = σ (a).
Fix now b ∈ Mn and define Tb : Mn → Mn by putting Tb (c) = T (c + b) − T (b). Then Tb is
continuous, Tb (0) = 0, and for all c1, c2 ∈Mn,
σ (Tb (c1) − Tb (c2)) = σ (T (c1 + b) − T (c2 + b))
⊆ σ (c1 − c2).
Applying to Tb what we have obtained at the beginning of the proof, we conclude that σ (Tb (c)) =
σ (c) for all c ∈Mn, and this is exactly (9). 
We are now ready for the proof of Theorem 1.
Proof of Theorem 1. For l = 1, . . . , n, denote by Sl (x) the lth symmetric function on the eigen-
values of x ∈Mn. (For example, S1 (x) is just the trace of x and Sn (x) its determinant.) Then
(tr (x))2 = tr(x2) + 2S2 (x) (x ∈Mn). (10)
By Lemma3wehave that (9) holds. Considering a, b ∈Mn with a−b having n distinct eigenvalues,
then (9) gives tr (a − b) = tr (T (a) − T (b)) and S2 (a − b) = S2 (T (a) − T (b)). We use (10) to
deduce that tr((a−b)2) = tr
(
(T (a) − T (b))2
)
holds for all such a and b. Nowweuse the fact that the
set of matrices having n distinct eigenvalues is dense inMn: for x ∈Mn arbitrary, x = u−1 (d + q) u
with u invertible, d diagonal and q nilpotent, by considering a sequence of diagonal matrices (dk)k
such that dk → d and each dk has n distinct values on the diagonal, then u−1 (dk + q) u → x. Then
the continuity of T gives
tr((a − b)2) = tr
(
(T (a) − T (b))2
)
(a, b ∈Mn). (11)
Taking b = 0 in (11)weobtain that tr(T (a)2) = tra2) for all a ∈Mn. Using this in (11), straightforward
computations give
tr (T (a) T (b)) = tr (ab) (a, b ∈Mn).
Now [4, Proposition 1.1] shows that T isC-linear and bijective fromMn into itself. Since T is spectrum-
preserving, we can use now the result of Marcus and Moyls to deduce that T is indeed of the form (1).

In the case when T satisfies (3), its continuity is automatic.
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Lemma 6. Let T :Mn →Mn with T (0) = 0 such that (3) holds. Then T is continuous.
Proof. Let us prove that T is continuous at 0. We shall apply the technique from [3, Proof of Lemma
2.2]. To use it, we must prove first that T is not far from being surjective. Let a0 ∈ Mn having n
distinct eigenvalues. Using the continuity properties for the spectrum, there exists δ > 0 such that
‖a − a0‖ < δ, ‖b‖ < δ imply that the a − b has n distinct eigenvalues. Then (3) gives
σ (a − b) = σ (T(a) − T(b)) (‖a − a0‖, ‖b‖ < δ). (12)
In particular, tr (a − b) = tr (T(a) − T (b)) and S2 (a − b) = S2 (T (a) − T (b)), and using (10) we
obtain that
tr((a − b)2) = tr
(
(T (a) − T (b))2
)
(‖a − a0‖, ‖b‖ < δ). (13)
In particular, tr(T(a)2) = tr(a2) for ‖a − a0‖ < δ. Analogously, if ‖b‖ < δ and b has n distinct
eigenvalues then tr(T(b)2) = tr(b2). Then (13) gives tr (T (a) T (b)) = tr (ab) for ‖a − a0‖ , ‖b‖ < δ,
with b having n distinct eigenvalues. We use now ideas from [4, Proof of Proposition 1.1]. For every
a = (aij) ∈Mn, let Ra be the n2 row vector
Ra = (a11, . . . , a1n, a21, . . . , a2n, . . . , an1, . . . , ann)
and Ca the n
2 column vector
Ca = (a11, . . . , an1, a12, . . . , an2, . . . , a1n, . . . , ann)t .
By what we have just proved, for all a, b ∈ Mn with ‖a − a0‖ , ‖b‖ < δ and b having n distinct
eigenvalues we have
RT(a)CT(b) = tr (T (a) T (b)) = tr (ab) = RaCb. (14)
Let {b1, . . . , bn2} be a basis of Mn such that
∥∥bj∥∥ < δ and bj has n distinct eigenvalues for all j.
Then (14) gives RT(a)Z = RaY for all a satisfying ‖a − a0‖ < δ, where Y ∈ Mn2 has columns{Cb1 , . . . , Cbn2 } and Z ∈Mn2 has columns {CT(b1), . . . , CT(bn2 )}. To show that Z is invertible, consider
a basis {a1, . . . , an2} of Mn such that
∥∥aj − a0∥∥ < δ for j = 1, . . . , n2. Then WZ = XY , where
X ∈ Mn2 has rows {Ra1 , . . . , Ran2 } and W ∈ Mn2 has rows {RT(a1), . . . , RT(an2 )}. Since X and Y are
invertibleMn2 matrices, then Z is also invertible. Thus, there exists an invertibleMn2 matrix Q such
that RT(a) = RaQ for all a ∈Mn satisfying ‖a − a0‖ < δ. Denoting b0 = T (a0), the invertibility of Q
implies the existence of 	 > 0 such that
{b ∈Mn : ‖b − b0‖ < 	} ⊆ T ({a ∈Mn : ‖a − a0‖ < δ}). (15)
Consider now (ak)k1 inMn such that ak → 0 and let us prove first that (T (ak))k is bounded in
Mn. Let k0 such that ‖ak‖ < δ for k  k0. Then (12) gives σ (a − ak) = σ (T(a) − T(ak)) for all
k  k0 and for all a inMn satisfying ‖a − a0‖ < δ. In particular,
ρ (T(a) − T(ak)) = ρ (a − ak)  ‖a − ak‖  ‖a‖ + ‖ak‖ ,
for all such k and for all such a. Thus, for a in Mn satisfying ‖a − a0‖ < δ we can find ma > 0
such that ρ (T(a) − T(ak))  ma for k  k0. This and (15) imply that given any b inMn satisfying‖b − b0‖ < 	, there existsMb > 0 such that ρ (b − T (ak))  Mb for k  k0. Thus given any b inMn
with ‖b‖ < 	, there existsMb > 0 such that
ρ (b + b0 − T (ak))  Mb (k  k0). (16)
We claim that the sequence (b0 − T (ak))k is bounded. Taking b = 0 in (16), we see that (ρ(b0 −
T (ak))k) ⊆ R is bounded. Thus for l = 1, . . . , n the sequence (Sl (b0 − T (ak)))k is bounded, and this
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implies the existence ofM > 0 such that∣∣∣∣∣∣
∑
i<j
Mij (b0 − T (ak))
∣∣∣∣∣∣  M for all k, (17)
whereMij (x) stands for the following minor of a matrix x,
Mij (x) = det
⎡
⎣ xii xij
xji xjj
⎤
⎦.
If (b0 − T (ak))k were not bounded, it would exist at least one pair of indices i, j such that the entries
((b0 − T (ak)) (i, j))k are not bounded. If i = j for all such pairs of indices, since (ρ(b0 − T (ak))k) is
bounded we would contradict Gershgorin’s Theorem. Now if there exists i = j such that the entries
((b0 − T (ak)) (i, j))k are not bounded, then for b = 	eji/2 ∈Mn, where eji is the matrix having 1 on
the (j, i)th position and zeros everywhere else, using (17) we obtain that(∑
s<t
Mst (b + b0 − T (ak))
)
k
is not bounded. This implies that (ρ(b + b0 − T (ak))k) is not bounded, contradicting (16).
Thus, (T (ak))k is bounded inMn and let (T (as))s be any convergent subsequence of it. In order to
prove that T is continuous at 0, it is sufficient to prove that T (as) → 0. By (12), we have σ (a − as) =
σ (T(a) − T(as)) for all s bigger than some s0 and for all a inMn satisfying ‖a − a0‖ < δ. Suppose
that T (as) → x ∈Mn. Passing with s to infinity and using the continuity properties for the spectrum,
we get σ (a) = σ (T(a) − x) for all a with ‖a − a0‖ < δ, both sets having always n elements. Using
(15), this gives
σ (b) = σ (b − x) (‖b − b0‖ < 	).
(We have used the fact that σ (a) = σ (T(a)) for all a with ‖a − a0‖ < δ.) This gives Sk (b) =
Sk (b − x) for k = 1, . . . , n and ‖b − b0‖ < 	. Using the identity principle for analytic functions,
we conclude that Sk (b) = Sk (b − x) for k = 1, . . . , n and for all b ∈ Mn, which implies that
σ (b) = σ (b − x) for all b ∈ Mn. The characterization of the radical [1, Theorem 5.3.1] and the fact
thatMn is semisimple implies now that x must be indeed the zero matrix.
We have proved that T is continuous at 0. Fix now c ∈Mn and define Tc :Mn →Mn by putting
Tc (a) = T (a + c) − T (c). Then Tc (0) = 0 and for all a1, a2 ∈Mn,
σ (Tc (a1) − Tc (a2)) = σ (T (a1 + c) − T (a2 + c))
⊇ σ (a1 − a2).
By what we had just proved, Tc is continuous at 0 ∈Mn. This means that T is continuous at c. 
We are now ready to prove the last result of our paper.
Proof of Theorem 2. Consider two arbitrary matrices a and b. Let (ck)k be a sequence inMn such
that ck → a − b, having the property that ck has n distinct eigenvalues for each k. Using (3), we have
that σ (ck) = σ(T (b + ck) − T (b)) for all k. By Lemma 6, the map T is continuous and passing with
k to infinity we obtain that
σ (a − b) = σ(T (a) − T (b)) (a, b ∈Mn).
We use now Theorem 1. 
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