Abstract. For two particular classes of elliptic curves, we establish congruences relating the coefficients of their corresponding modular forms to combinatorial objects. These congruences resemble a supercongruence for the Apéry numbers conjectured by Beukers and proved by Ahlgren and Ono in [AO00]. We also consider the trace Tr 2k (Γ 0 (N ), n) of the Hecke operator Tn acting on the space of cusp forms S 2k (Γ 0 (N )). We show that for (n, N ) = 1, these traces interpolate p-adically in the weight aspect.
Introduction and Statement of Results
In 1987, Beukers proved a congruence relating the combinatorially defined Apéry numbers (used in Apéry's proof of the irrationality of ζ(3)) to the coefficients of a weight 4 cusp form over Γ 0 (8).
More precisely, define a(n) for n ≥ 1 by
where q := e 2πiz . For each n ≥ 1, define the Apéry number Beukers proved that for every odd prime p,
and further conjectured that this congruence continues to hold modulo p 2 [Beu87] . This conjecture was proven in 2000 by Ahlgren and Ono by relating the coefficients a(p) to the number of points on a certain Calabi-Yau threefold (over F p ), expressing this number in terms of a Gaussian hypergeometric series, and applying p-adic analysis to relate this series to the Apéry number A( (1 − q 4n ) 2 (1 − q 8n ) 2 ∈ S 2 (Γ 0 (32)), and to try to find combinatorial objects C(n) such that
for all primes p ≥ 3. While the q-series in (1.3) may appear rather unexceptional, the coefficients of the modular form so defined are intimately related to the elliptic curve E : y 2 = x 3 − x.
Indeed, for primes p ≥ 3, if we define N (p) := #{(x, y) ∈ F 2 p : y 2 = x 3 − x} + 1, so that N (p) counts the number of points on E over F p (including the point at infinity), then one can show that c(p) = p + 1 − N (p).
Computing the first few coefficients of the q-series,
c(n)q n = q − 2q 5 − 3q 9 + 6q 13 + 2q 17 − q 25 − 10q 29 − 2q 37 + · · · ,
we compare with the numbers N (p) in Table 1 below. In fact, the above relation is a special case of the following general phenomenon. Define the Legendre family of elliptic curves 2 E 1 (λ) : y 2 = x(x − 1)(x − λ)
for integers λ = 0, 1. (The curve E considered above corresponds to λ = −1.) Letting 2 N 1 (p; λ) := #{(x, y) ∈ F 2 p : y 2 = x(x − 1)(x − λ)} + 1 denote the number of points on the reduction of 2 E 1 (λ) modulo p, we define 2 a 1 (p; λ) := p + 1 − 2 N 1 (p; λ).
Using the Hecke multiplicative relations, we may extend this definition to 2 a 1 (n; λ) for all n ≥ 1. Then it is a consequence of a theorem of Diamond and Kramer [DK95] that
2 a 1 (n; λ)q n is a modular form. Their result, in turn, is a special case of the modularity of elliptic curves, proven through the combined work of Breuil, Conrad, Diamond, Taylor, and Wiles ([TW95] , [Wil95] , [BCDT01] , [CDT99] ). Now let φ denote the Legendre character modulo p, and let (1.5) H n := 1 + 1 2 + · · · + 1 n denote the n th harmonic number. We will prove the following Beukers-like congruences. Remark. When considered only modulo p, this congruence takes the simpler form
Compare (1.6) to the congruence (1.2) of Beukers; both relate modular form coefficients to similar binomial sums. However, our congruence holds for a one-parameter family of modular forms. We note that the method that we will use to prove these congruences can be generalized to find congruences modulo p n for any n. As is to be expected, the calculations become increasingly difficult and result in more and more complicated formulas.
Thus, for the Legendre family of elliptic curves, we obtain congruences very similar to those of Beukers involving the Apéry numbers. Noticing the similarity, one might be led to believe that the coefficients of all modular forms might satisify similar congruences with sums of products of binomial coefficients. However, this is not the case, as we see when we consider a second family of modular forms associated to the elliptic curves
for integers λ = 0. As before, we define M (p; λ) to be the number of points on the reduction of C(λ) modulo p, and define
In the special case λ = 1, the corresponding modular form is
It was difficult to obtain congruences mod p n for n ≥ 3 for the modular forms (1.4) associated to the Legendre family of elliptic curves, and for the form (1.1) from Beukers' conjecture. For the family of curves C(λ), however, we are able to obtain congruences modulo any power of p with little more effort than it takes to establish a congruence modulo p. Theorem 1.2. Let p be a prime.
(
(mod p), and for n ≥ 2,
Remark. As a consequence of (2), we obtain the result that when p λ,
The specific examples of modular forms that we have presented thus far, (1.1), (1.3), and (1.7), belong to the spaces of cusp forms S 4 (Γ 0 (8)), S 2 (Γ 0 (32)), and S 2 (Γ 0 (36)), respectively. Each of these spaces is in fact 1-dimensional. As a result, each of the given forms f is (trivially) an eigenform of the Hecke algebra over its space. For weight 2k cusp forms over Γ 0 (N ), this algebra is generated by the operators T p,2k , defined by
for p N . (In the above formula, a(r) is understood to be zero when r ∈ Z.) Thus, when f is normalized to have leading term q, the eigenvalue of the n th Hecke operator equals the coefficient of q n in the q-series expansion of f .
Over a 1-dimensional space, these considerations may seem like much ado about nothing. (Or perhaps that would be so over a 0-dimensional space.) For general spaces S 2k (Γ 0 (N )) of cusp forms of weight 2k and level N , however, the machinery of the Hecke operators becomes a valuable tool. Indeed, for fixed N , the dimension of S 2k (Γ 0 (N )) grows approximately linearly as k → ∞. On the other hand, it is not clear at the outset how to find, in the general case, even a single form in S 2k (Γ 0 (N )) with integer coefficients.
In our prior examples, we obtained congruences for modular form coefficients by counting points on elliptic curves (or in the proof of the Beukers supercongruence, by counting points on a variety over a higher-dimensional space). Thus, our forms had integer coefficients by construction. One might ask, then, whether it is possible to find integer-coefficient modular forms without an explicit relation to points on a variety.
The Hecke operators provide one way to produce such forms. One can define the Petersson scalar product on S 2k (Γ 0 (N )), under which the Hecke operators form a commutative algebra of hermitian operators. It follows that the space S 2k (Γ 0 (N )) has a basis of normalized forms f 1 , . . . , f d , each of which is a simultaneous eigenform of T 2k (n) for all n [Lan95, Ch. I].
In the second half of this paper, we consider the trace form
Then, defining Tr 2k (Γ 0 (N ), n) to be the trace of the n th Hecke operator T 2k (n) on S 2k (Γ 0 (N )), we have
One can show that each eigenvalue of the Hecke operators T 2k (n) is an algebraic integer, and furthermore, the simultaneous eigenforms f 1 , . . . , f d can be partitioned into sets of Galois conjugates. It follows that the trace form F Tr(2k,N ) has integer coefficients, for any choice of k and N . It will be more convenient, however, for us to consider the similar form
Tr 2k (Γ 0 (N ), n)q n which has nonzero coefficients only at n coprime to the level N . While this form is no longer modular over S 2k (Γ 0 (N )), it is obtained from F Tr(2k,N ) via twisting by the trivial character with conductor N ; hence, it is still modular over at least
Having found a family of modular forms with integer coefficients, we now ask whether it is possible to find congruences among their coefficients. As an example, recall that for k ≥ 2, the Eisenstein series E 2k is a modular form of weight 2k over SL(2, Z), given by
where B 2k are the Bernoulli numbers and σ m−1 (n) := d|n d m−1 for m ≥ 1. Recall that an odd prime p is defined to be regular if p does not divide the numerator of any of B 2 , B 4 , . . . , B p−3 . For regular primes p, it follows from the Kummer congruences [IR90, §15.2] that E 2k is p-integral for all k, and if
In other words, the E 2k are a natural family of modular forms that can be p-adically interpolated in the weight aspect. Motivated by the above congruences, we find the following theorem.
Theorem 1.3. Let p ≥ 5 be a prime, and let r be a nonnegative integer. If k, k > r and
Furthermore, if (n, N ) = 1 and n is not a quadratic residue mod p, then
The two key ingredients in the proof of the p-adic interpolation of E 2k are the Kummer congruences and Euler's theorem. In our proof of Theorem 1.3, the Eichler-Selberg trace formula takes the place of the Kummer congruences, and we extend Euler-type arguments to p-adically consider powers of algebraic integers.
Remark. For N = 1, Theorem 1.3 shows that the trace forms on SL(2, Z) interpolate p-adically (no twisting is necessary in this case, because (n, 1) = 1 for all n). We also know that the Eisenstein series of weight (p 2 − 1)p r satisfies
by (1.9), with 2k = (p 2 − 1)p r and 2k = 0. It follows that the map
is an injection that preserves coefficients mod p r . While ψ does not take eigenforms of S 2k to eigenforms of S 2k+(p 2 −1)p r -the images are only "eigenforms mod p r "-it is nonetheless true that the eigenvalues of each Hecke operator T n in weight 2k are reproduced in weight 2k + (p 2 − 1)p r . In this context, our theorem tells us that the complementary eigenvalues not obtained in this manner "cancel out" mod p r when summed to obtain the trace.
Remark. At first glance, Theorem 1.3 may seem rather divorced from our previous theorems that proved congruences involving "combinatorial numbers." But in fact, it is possible to reformulate Theorem 1.3 in such a way, using expressions for the trace formula proven in [FOP04] . For example, [FOP04, Thm 1.1] shows
In general, these expressions will be more complicated, however, and will involve 2 F 1 classical hypergeometric functions, defined by
Note that in the specific cases that we consider, these series are actually finite, and hence are polynomials.
For brevity, we content ourselves with the special case (1.13), which provides a nice illustration of our result. Taking p = 5, Table 2 gives Tr 2k (Γ 0 (7), 2) (mod 25) for 2k = 24t + 6, t = 1, . . . , 15. Observe that because 2 is not a quadratic residue mod 5, congruence of 2k and 2k mod p 2 − 1 = 24 is enough to obtain agreement of traces mod 5, as claimed in the second statement of Theorem 1.3; congruence mod 120 gives agreement mod 25. It is worth pointing out that a priori, it is not at all clear that the binomial sum on the right side of (1.13) should satisfy such congruences! Finally, note that this example also illustrates that our result is tight-that is, in general, the congruence condition (1.10) cannot be weakened if (1.12) is to hold, and likewise with (1.11).
We pause now to give a brief outline of the remainder of the paper. In section 2, we introduce the p-adic Gamma function, Gauss and Jacobi sums, and Gaussian hypergeometric series, ending the section by evaluating one such series mod p 2 . Section 3 contains the proofs of Theorems 1.1 and 1.2. In section 4 we state the Eichler-Selberg trace formula and perform a few calculations, which we use in Section 5 to prove Theorem 1.3.
Preliminaries
In this section we develop the background material that will be needed to prove Theorems 1.1 and 1.2. Our plan of attack is analogous to that of [AO00] . First, we relate the number of points on each elliptic curve under consideration to a character sum. Second, we express the character sums in terms of the p-adic Gamma function, via the Gross-Koblitz formula. Finally, we use the methods of p-adic analysis to evaluate these expressions modulo powers of p, producing combinatorial objects similar to the Apéry numbers.
It turns out that the expressions involving character sums that we obtain in the case of the Legendre family of elliptic curves belong to the broader class of Gaussian hypergeometric series (not to be confused with the classical 2 F 1 functions defined earlier in (1.14)). We therefore end this section by introducing that formalism and evaluating one such series modulo p 2 ; we will use this evaluation in the section 3.
2.1. The p-adic gamma function. For an introduction to p-adic analysis, the reader can consult [Kob84] . Here we will outline the properties of the p-adic gamma function, Γ p , which will be useful in the proofs of Theorems 1.1 and 1.2. Let Z p , Q p and C p be as usual. Then Γ p is defined on Z p by
In the limit above we may choose any sequence of integers n that approaches x p-adically. We note in particular that
We have the following properties of Γ p for all x ∈ Z p :
p . ¿From the above two statements, it is easy to see that for positive integers n,
Additionally, Γ p satisfies the functional equation
where x 0 ∈ {1, 2, . . . , p} satisfies x 0 ≡ x (mod p). In particular, it follows that
It is also known that for x, y ∈ Z p and n ≥ 1,
We will find this property to be especially useful.
We turn now to the derivative of the p-adic gamma function. In [AO00] Ahlgren and Ono deduce several properties of Γ p and the logarithmic derivative
We summarize the results we will use below.
Proposition 2.1. Let p ≥ 5 be a prime. If x 0 ∈ Z p and z ∈ pZ p , we have
Also,
2.2. Gauss and Jacobi Sums. Let p be an odd prime. We extend multiplicative characters χ of F × p to F p by setting χ(0) := 0. Thus, by "a character of F p ," we mean "the extension to F p of a character of F × p ." As before, let φ denote the quadratic character. Also, let denote the trivial character. Of course, these characters depend on the prime p, but since the prime will always be clear from context, we suppress the p-dependence for notational convenience.
Let π ∈ C p be a fixed root of (2.9)
and let ζ p be the unique p-th root of unity in C p such that ζ p = 1 + π (mod π 2 ). Then for any character χ : F p → C p , we define the Gauss sum
The Jacobi sum for a pair of characters χ 1 , χ 2 is defined by
In the following proposition, we list a few well-known properties of Gauss and Jacobi sums that will be of use.
Proposition 2.2. Let χ, χ 1 , and χ 2 be characters of F p , and let denote the trivial character. Then
(2) If χ 1 and χ 2 are not both trivial, but χ 1 χ 2 = , then J(χ 1 , χ 2 ) = −χ 1 (−1).
Using properties (1) and (2), it is easy to deduce that (2.10) g(φ) 2 = φ(−1)p and J(φ, φ) 2 = 1.
Recall that Z p contains all (p − 1) st roots of unity. Thus, there exists a primitive (multiplicative) character ω : F p → Z p satisfying ω(x) ≡ x (mod p) for all x = 0, 1, . . . , p − 1; ω is called the Teichmüller character. It is not hard to show that
for all n ≥ 1. Finally, the vehicle that we will use to convert Gauss sums to expressions in Γ p is the celebrated Gross-Koblitz formula [GK79] . (2.12) A(x)B(1 − x).
As in Greene [Gre87] , for characters A 0 , A 1 , . . . , A n and B 1 , . . . , B n we define the Gaussian hypergeometric series over F p by
where the sum runs over all characters χ of F p . We will only consider the case in which A i = φ for all i and B j = for all j, so we ease notation by writing
Recall that we defined H n to be partial sums of the harmonic series (1.5). With this notation, we prove the following congruence for n+1 F n (x).
Theorem 2.4. Let n be odd, l = (n + 1)/2, and p prime with p ≥ 5. Then
We begin with a useful lemma.
Lemma 2.5. For primes p ≥ 5, for 0
Proof. Following the proof of [AO00, Lemma 7.2], we apply (2.1) to write
We now apply the functional equation (2.3) to write
Applying the Taylor expansion (2.7),
and substituting φ(−1) = (−1) (p−1)/2 gives the desired congruence.
Proof of Theorem 2.4. Using the relation φχ χ χ(−1) = φ χ derived from properties of Jacobi sums, we obtain
where we use the fact that n + 1 is even in the final equality. Using the definition of the normalized Jacobi sum and parts (2) and (3) of Proposition 2.2, we have
where we used (2.10) to replace g(φ) 2 in the last equation. The next step in the proof is to represent the characters in terms of the Teichmüller character and then apply the Gross-Koblitz formula (2.12) to introduce the p-adic gamma function. We have:
where the last statement was obtained by substituting π p−1 = −p from (2.9). Notice that we broke the sum into two pieces. In the first sum we wrote φ = ω (p−1)/2 , while in the second sum we used φ = ω −(p−1)/2 . This was necessary because the Gross-Koblitz formula (2.12) only holds for 0 ≤ j ≤ p − 2. Now recalling that Γ p (x) ∈ Z × p for all x ∈ Z p , we see that the second term vanishes modulo p 2 , leaving
Observe that from (2.4), Γ p ( 1 2 ) 2 = −φ(−1), and clearly Γ p (1) 2 = 1. It follows that the "extra" term φ(x) corresponds to the summand j = 0 and can be assimilated into the sum:
We now apply p-adic analysis to the Γ p -quotient in the summand, using (2.7) from Proposition 2.1:
where G(x) is the logarithmic derivative of Γ p (x). Using the equation (2.8) along with the congruence (2.6), it is not hard to show that
, which is [AO00, Eq. 7.3]. Hence,
1 + (n + 1)jp H p−1 2 +j − H j from Lemma 2.5. Applying this in (2.13), we have, after some cancellation,
where we have written l = (n + 1)/2. Finally, applying (2.11) to obtain
and multiplying through by φ(x)(p + 1), we obtain the claimed congruence.
3. Proofs of Theorems 1.1 and 1.2
Proof of Theorem 1.1. We have
By [Gre87, §3] , this sum can be converted into a hypergeometric sum:
where the second equivalence follows from Theorem 2.4.
Turning to the proof of Theorem 1.2, we first give a simple lemma.
Lemma 3.1. Let a and b be positive integers such that
Proof. The lemma follows immediately by substituting (2.2) in each Γ p term and cancelling powers of −p.
Proof of Theorem 1.2. We first deal with the case p ≡ 1 (mod 6). In this case, it suffices to observe that the map x → x 3 is a bijection on F p . Hence, as x runs through a complete system of residues modulo p, x 3 + λ does the same. Because there are an equal number of quadratic residues and nonresidues modulo p, it follows that M (p; λ) = p + 1 and b(p; λ) = 0. Now assume p ≡ 1 (mod 6). As before, let ω denote the Teichmüller character. Let χ 3 = ω
denote one of the characters of order 3; note that such a character exists because of the condition on p. Then we may express M (p; λ) as follows:
Therefore,
by the Gross-Koblitz formula (2.12). Using the functional equation (2.3) on the factor Γ p ( 2 3 ) in the second term, we obtain
. We may now use (2.11) to obtain the congruence
Expressing all characters in terms of the Teichmüller character,
Observe that
and likewise for the other Γ p (x) in (3.1). It is then easy to verify that Lemma 3.1 applies with a = (p n − 1)/2, b = (p n − 1)/3 in the first term, and a = (p n−1 − 1)/3, b = (p n−1 − 1)/6 in the second term, completing the proof of the theorem.
The Eichler-Selberg trace formula
We give the version of the Eichler-Selberg trace formula for Tr 2k (Γ 0 (N ), n) due to Hijikata [HPS89, Thm 2.2] and reformulated in [FOP04] and [Rou] . Fix k, N , and n. Let E := {s ∈ Z | s 2 − 4n < 0},
For s ∈ E ∪ H, let t 0 be the largest positive integer such that t 2 0 | (s 2 − 4n). Define t = t(s) according to
Next, for s ∈ E ∪ H, let y and y be the roots of the quadratic x 2 − sx + n = 0, and set
min{|y|, |y|}
Assume now that N and n are coprime. If n is a perfect square, let
where the products are taken over primes dividing N , and par( , N ) are integers given explicitly in [HPS89, §2] . If n is not a perfect square, letσ(k, N, n) := 0.
Theorem 4.1. If N and n are positive coprime integers, and k > 1, then
where b(s, f, n) are rational numbers and c(s, f, N, n, ) are integers independent of k. The product is taken over primes dividing N , as usual.
The numbers b(s, f, n) and c(s, f, N, n, ) are given explicitly in [HPS89, §2] . In the following lemma, we record the properties of these numbers that we will need. Lemma 4.2.
(1) If s ∈ E, then b(s, f, n) has denominator at most 3.
(2) If s ∈ H, then t(s) = √ s 2 − 4n and 
Proof. [HPS89] proves part (2) of our lemma and shows that the denominator of b(s, f, n) is either 2 or half the order of the unit group of an imaginary quadratic field. The only possible orders are 2, 4, and 6, which proves (1). Part (3) of our lemma follows from Case A of [HPS89, Lemma 2.5].
Although the trace formula is complicated, we must keep in mind that we seek only to prove a p-adic statement about Tr 2k (Γ 0 (N ), n) as k varies, with N and n remaining fixed. In particular, Lemma 4.2 implies the following corollary.
is a p-adic integer, independent of k.
We will therefore be able to ignore this factor, provided that we can show that a(s, k, n) can be p-adically interpolated in the way we want. It turns out that we will be able to do so in the case s ∈ E. For s ∈ H, however, the denominator |y − y| of a(s, k, n) poses a problem, and we must be more careful.
For the remainder of this section, assume k, N, n, and s ∈ H are all fixed, with t = √ s 2 − 4n. Then (4.4) takes the form 
with a := ord (t) as in the statement of the lemma. We make use of this result to prove the following lemma.
Lemma 4.4. Let s ∈ H. Then for odd primes ,
Proof. By definition, |y − y| is the difference of the roots of the quadratic x 2 − sx + n = 0, so we have |y − y| = s 2 − 4n = t.
Thus, we are to prove ord (D(s, N, n) ) ≥ ord (t).
In the case t, this is trivial. Assume then that a := ord (t) ≥ 1. By the decomposition (4.5), it suffices to show that ord (D (a, ) ) ≥ a. If N , we are in the second case of (4.6), and we easily obtain
precisely as wanted. Otherwise,
and we must use the formulas for c(f, ) given in Lemma 4.2, considering a few cases.
(1) ν is odd, ν = 2ρ + 1.
(a) 1 ≤ a ≤ ρ − 1. Then the situation is the same as case (i) above.
giving ord (D (a, )) = a + ρ − 1 ≥ a.
Proof of Theorem 1.3
In order to proceed systematically, it is useful to begin by introducing some terminology.
Definition 5.1. Let p be an odd prime and f : N → Q p . We say that f interpolates (p-adically) if for all positive integers r, and k, k > r,
Under this definition, it is easy to see that the following two propositions hold.
Proposition 5.2. The set of functions f that interpolate p-adically form a ring R p (under the usual pointwise addition and multiplication).
With a little more work, we next show that certain exponential functions also interpolate.
Lemma 5.4. For b ∈ Z p , the function
Proof. Fix r ≥ 1. Suppose first that ord p (b) ≥ 1. Then for all k > r, we have ord p (f (k)) ≥ r, and the claim holds trivially. Otherwise, ord p (b) = 0. Abusing notation slightly by writing b also for the projection of b in
which has order ϕ(p r ); hence,
Since ϕ(p r ) = (p − 1)p r−1 divides the desired period 1 2 (p 2 − 1)p r , the result follows.
Lemma 5.5. For α a root of a monic quadratic with coefficients in Z p , the function
is a quadratic extension of Q p . Arguing along the same lines as in the proof of the previous lemma, we first consider the case ord p (α) ≥ 1 2 . Again, for all k > r, we have ord p (f (k)) > r, and the claim holds trivially.
We are left with the case ord p (α) = 0, so L is an unramified extension of Z p . Denote by O L its ring of integers, and let p = pO L denote the unique maximal ideal of O L . Then the residue field O L /p ∼ = F p 2 , and hence (abusing notation again)
We claim that for n ≥ 1,
Indeed, it suffices to write x = 1 + x p n for some x ∈ O L and then apply the binomial expansion to x p . By successive application of (5.2), we thus obtain
and the result follows since
We are now prepared to prove that the trace formula interpolates.
Theorem 5.6. Fix positive coprime integers N and n. Then (as a function of k), Tr 2k (Γ 0 (N ), n) ∈ R p for all primes p ≥ 5.
Proof. The trace formula (Theorem 4.1) gives
with D(s, N, n) defined in (4.4). Note that the sets E and H are independent of k, so it suffices to show thatσ and all terms of the sum interpolate. Proving thatσ ∈ R p requires nothing more than looking back at its definition and applying the lemmas we have already proven. In the case that n is not a perfect square,σ is identically zero and there is nothing to prove. Otherwise,σ is given by (4.2). Then each of the terms interpolate. The first two are constants (with respect to k) in Z p because p 12. The third belongs to R p by Proposition 5.3, and the fourth by Lemma 5.4. Therefore,σ ∈ R p . We now consider the terms a(s, k, n)D(s, N, n). Recalling the definition (4.1) of a(s, k, n), we see that there are two cases to consider, depending on whether s falls in E or H. The case s ∈ H is easier. The key here is that Lemma 4.4 ensures that any powers of p dividing the denominator |y − y| of a(s, k, n) are cancelled by D(s, N, n). Thus, it is enough to prove that the remaining term min{|y|, |y|} 2k−1 ∈ R p . Noting that y, y ∈ Z for s ∈ H, so that min{|y|, |y|} is a fixed positive integer, this is given to us by Lemma 5.5.
We are left with s ∈ E, which requires more work. Here, we simply discard the constant factor D(s, N, n) ∈ Z p , leaving us to prove
First, suppose µ := min{ord p (y), ord p (y)} ≥ 1. Then z := y/p and z := y/p are the roots of the monic quadratic
But the latter fraction is a symmetric polynomial in z and z, hence is an integer. It follows that ord p (a (k)) ≥ 2k − 2 ≥ r for all k, giving a ∈ R p trivially. Now, note that 2µ is a nonnegative integer because y and y belong to a quadratic extension of Z p . Thus, we are left to consider the cases µ = In the case µ = 1 2 , we must have ord p (y) = ord p (y) = 1 2 , because y and y are Galois conjugates. From s = y + y, n = yy, we obtain ord p (s) ≥ 1, ord p (n) = 1. Hence, ord p (y − y) = 1 2 ord p ((y − y)
2 ) = 1 2 ord p (s 2 − 4n) = 1 2 . Therefore, ord p (a (k)) ≥ 1 2 (2k − 2) ≥ r for all k, and again a ∈ R p trivially. We are left with the case µ = 0. Without loss of generality, let ord p (y) = 0. If ord p (y − y) = 0 as well, then we may ignore the denominator of a (k) and apply Lemma 5.5 to show that y 2k−1 , y 2k−1 ∈ R p , from which a ∈ R p follows immediately.
Suppose finally that ν := ord p (y − y) > 0. Then ord p (y) = 0 as well. Also, ν ∈ Z as the extension L := Q p [y] is unramified. (Note: it is possible that the "extension" L is in fact just Q p , but we need not distinguish the two cases.) Letting O L denote the integer ring of L and p denote its maximal ideal as before, we have Proof of Theorem 1.3. The first claim of the theorem is simply a rewording of the interpolation theorem we have just proven. The second claim is that for values of n coprime to the level N , n not a quadratic residue mod p, the interpolation holds with one additional factor of p in the result. The reason is that the full strength of the condition 2k ≡ 2k (mod (p 2 − 1)p r ) is rarely used; for most of our arguments, p r−1 is enough. In fact, the only place in which the congruence mod p r is needed is in (5.5).
This occurs in the context of analyzing the term a(s, k, n) for s ∈ E such that ord p (y) = ord p (y) = 0, ord p (y − y) > 0. Then we have ord p (n) = ord p (yy) = 0 and ord p (s 2 − 4n) = ord p ((y − y) 2 ) > 0,
i.e., s 2 − 4n ≡ 0 (mod p). Since p is odd, it follows that n ≡ ( s 2 ) 2 (mod p) is a quadratic residue mod p if (5.5) is ever applied.
Remark. Although we stated and proved Theorem 1.3 for primes p ≥ 5, a similar result holds for p = 3, and we expect the same is true of p = 2. For p = 3, the results of Theorem 1.3 hold if we require an extra factor of 3 in the congruence condition on 2k and 2k . The reason is not hard to see: from Lemma 4.2, the numbers b(s, f, n) are allowed to have a single factor of 3 in their denominators, and likewise we must take into account the 12 in the denominator of the first term ofσ(k, N, n). These are the only changes that occur, however.
The case p = 2 is somewhat different. In this case, the formulas for c(s, f, N, n, ) given in Lemma 4.2 change, and hence more casework would be required to obtain an analogue of Corollary 4.3. Because proving such a result would not substantially increase our understanding, we opt not to carry out the additional computations.
