Abstract: Most people follow the music to hum or the rhythm to tap sometimes. We may get different meanings of a music style if it is explained or felt by different people. Therefore we cannot obtain a very explicit answer if there is no music notation. Tempo and beats are very important elements in the perceptual music. Therefore, tempo estimation and beat tracking are fundamental techniques in automatic audio processing, which are crucial to multimedia applications. We first develop an artificial neural network to classify the music excerpts into the evaluation preference. And then, with the preference classification, we can obtain accurate estimation for tempo and beats, by either Ellis's method or Dixon's method. We test our method with mixed data set which contains ten music genres from the 'ballroom dancer' database. Our experimental results show that the accuracy of our method is higher than only one individual Ellis's method or Dixon's method.
Introduction
Tempo is one of the basic music elements. It indicates the performance speed of the music. The notation tempo should be distinguished from the perceptual tempo. The notation tempo is a mark which is on the top of the general music staff. The perceptual tempo is the musical feeling tempo that is felt by a listener listening to the music. The listeners (even all of them are expert musicians) cannot come up with a common answer for excerpting the music annotation tempo. They will give you different answers if they are not familiar with the piece. They could tap in different metrical levels because the feelings of music melody for people may be different. Thus people may have different annotation tempos with an identical music.
A beat is a pulse which is a base unit for the sense of hearing. Thus a beat is a base time unit for a piece of music. It specifies every tick of the metronome and each tick is a beat. A beat can be regarded as a pulse wave or an event occurrence in the audio signal.
Tempo (McKinney and Moelants, 2004 ) is the speed of playing a piece of music. It is usually represented by beats per minute (BPM). In brief, we calculate it by counting the number of beats for playing the music per minute.
Since tempo and beat are very important elements in the perceptual music, tempo estimation and beat tracking are fundamental techniques for the automatic audio processing. In the recent research on tempo estimation, the file structure with midi or other representative form is emphasised. Recently, researcher process CD audio recordings directly, so the WAV or Audio MPEG-1 Layer 3 (MP3) files become more popular. The approaches for tracking tempo and beats are usually to analyse audio signal with time frequency (Alonso et al., 2004; Peeters, 2005; Lacoste and Eck, 2007) or subband (Tzanetakis, 2005; Scheirer, 1998) .
Our purpose is to detect the tempo and beat locations of the audio signal. Therefore, we first develop an artificial neural network to classify the music excerpts into the evaluation preference. And then, with the preference classification, we can obtain accurate estimation for tempo and beats, by either Ellis's method or Dixon's method.
The organisation of this paper is as follows: In Section 2, we will introduce the basic concept of the automatic audio process, Ellis's (2006) and Dixon's (2006) methods. In Section 3, we will design a neural network to classify the evaluation preference of an input music excerpt. Then, either Ellis's method or Dixon's method is invoked for tempo calculation and beat tracking. In Section 4, our experimental results will be shown and some discussions will be given. At last, in Section 5, we will give the conclusion of this paper.
Preliminary
An ideal sound wave signal is constituted by four parts: onset, attack, transient and decay (Bello et al., 2005) , as shown in Figure 1 . The onset detection is useful for analysis technology and it can be applied to process the audio signal. It is usually used to look for transient regions on audio signal. For the realistic situation, getting an ideal audio wave is very difficult. In a real music, the signal is polyphonic, which means that many sound objects occur simultaneously in one time interval. In general, it is unable to detect the onset location directly with quantitative time-varying in the transient region. Therefore, the onset positions found by different algorithms may not be the same. The structures in most automatic audio processing are very similar with each other. Alonso et al. (2004) presented the construction method for the automatic audio processing as follows.
Input an audio signal (waveform)
Output the tempo and the beat locations of the audio signal.
Step 1 transform the input signal from time domain to frequency domain
Step 2 extract the significant events from music (onset detection)
Step 3 estimate the periodicity
Step 4 detect the beat locations and marker.
Ellis's method for beat tracking
Ellis (2006) presented a beat tracking system with dynamic programming (Lee et al., 2005) . The first stage of the system processing is to detect the onset locations of the audio signal. The original signal is down-sample to 8 kHz and it is also converted to mono. In order to keep the onset information, the system uses the half-wave rectifier to process each frequency channel then it sums all information of the frequency channels. The system finally uses the high-pass filter to remove DC offset. The second stage is a tempo estimation through autocorrelation function (ACF). In Ellis's method (Ellis, 2006) , Gaussian window with a log-time axis is used to capture the important information. It has the property that the largest position is the tempo (BPM) of the audio signal. Then we can obtain the global tempo, which is important information for beat tracking processing.
The beat tracking system attempts to find out a sequence of the beat times that correspond to the large values in the onset locations of the audio signal. The best cumulative scores are found. They showed that the beat sequence consists of the ends of all possible time samples. The beat tracking system searches a range from 0.5 to 2 beat periods for each time point. And a dynamic programming approach is applied to the searching process. The best predecessor beats at the current time is obtained by choosing the largest value from the range. The value is the current onset signal value added to the best cumulative score. The time point is also stored. After the end of the audio signal, we can choose the best cumulative score and then trace back to obtain the entire sequence of beats through all the time records.
Dixon's method: beatroot
Beatroot, proposed by Dixon (2006) , is a system using multiple agents' architecture. A clustering algorithm looks for the most meaningful metrical units. Based on the way, we can use the multiple agents' architecture to match the sequence of beats with the audio signal, where each agent represents a particular tempo and a sequence of beats with the audio signal.
The onset detector is to find out the peaks in the spectral flux. The spectral flux sums the magnitude changes for each frequency bin. With the onset information, the tempo estimation stage finds out a suitable beat period. The tempo estimation is first calculated by the inter-onset intervals (IOIs), where IOI is defined as an interval between any two onsets which are not necessarily consecutive. Then, a clustering algorithm is used to find out the cluster of IOIs which represent many distinct musical units. With the information, the system combines the information between the clusters on the next stage and passes the combined information to the beat tracking subsystem.
The beat tracking subsystem uses the multiple agents' architecture to find out a sequence of the beat locations which matches the varied tempo (IOI). Each agent has a tempo which is from the tempo estimation subsystem and it also has an onset time at the beginning. Each agent predicts future beats according to the given tempo and the first onset time. Each agent uses a tolerance window to find out the beat times. If an onset falls in the inner window of the predicting beat times, this onset is the real beat time. If it falls in the outer window, it is the probable beat time.
Our method
In our method, we first build a neural network model (Anderson, 1995; Zurada, 1995; Kumar, 2004; Abdi, 1994) to classify a given music excerpt (audio signal) into the preference of either Ellis's method (Ellis, 2006 ) or Dixon's method (Dixon, 2006) . If the preference of an audio signal is Ellis's method, then we think Ellis's method is the better one for estimating the tempo and beat locations of the input audio signal and thus Ellis's method is invoked. If the preference is Dixon's method, then it is done similarly.
The neural network, combining with Ellis's and Dixon's methods, can be used to detect the tempo and beat locations of an audio signal. Because our goal is to establish a neural network model, we need design the input-output pairs of the neural network. The input is the features of music genre, which can be served as the criteria of the evaluation preference classification. A binary bit will be output as the answer of the preference classification and it indicates that either Ellis's method or Dixon's method is preferred to be used for detecting the tempo and beat locations. If Ellis's method (Dixon's method) is the preferred one, then we think Ellis's method (Dixon's method) is an effective method. Table 1 shows that the prediction accuracies of the two methods are various in different music genres. The fields of 'Ellis' and 'Dixon' indicate the accuracies of tempo prediction when Ellis's method and Dixon's method are applied, respectively. The field of 'both' means the accuracies that both Ellis's and Dixon's methods do correct prediction. Therefore, the classification of the music genre may be a good clue for us to decide which prediction method is preferred to be applied. We use the public 'ballroom dancer' music database as our training and testing data set, which can be obtained from the website (http://mtg.upf.edu/ismir2004/contest/tempoContest/node5.html). 
Feature extraction
The common features extracted from the input audio signal include the following six kinds, which are the inputs of our classification neural network.
1 Linear predictive coefficients (LPC) (Scott, 2001 ): The basic principle of LPC is that the current signal value can be represented with the linear combination of the former signal values. This assumption is reasonable because most audio signals have the periodicity property. The mathematical expression of LPC is given as follows. 
where 1 + n e denotes the prediction error, which is the difference between the real sample value and predicted value.
is minimised by the weighted coefficients i w in the least squares sense. LPC is called the p linear prediction if it predicts the current value with the p past sample values. The linear prediction is one of the important ways to represent speech signal waveform. The well-known method is Levinsion-Durbin algorithm (Levinson, 1946; Durbin, 1960; Delsarte and Genin, 1986) . 2 Discrete Fourier transform (DFT) (Jang, website): We first get the audio signal on time domain and then we converts it into the frequency domain with fast Fourier transform (FT) (spectrum), as shown in Figure 2 . Finally, we sum up the data obtained in various down sampling schemes. This method could enhance the data of the low frequency. Therefore, we can obtain most information of the data of the low spectrum portion. Note that the important information of most signals appears in the low spectrum portion.
it plainly, the cepstrum (of signal) is calculated with the FT of log of the spectrum which is the FT of the input signal. Another definition is the inverse Fourier transform (IFT) of log of the decibel spectrum. The latter definition is more commonly used.
5 Mel-scale frequency cepstral coefficients (MFCC) (Jang, website) : This parameter considers human perception sensitivity in terms of different frequency. Therefore, it is usually used on speech recognition. The process of MFCC is given as follows.
Step 1 Get the spectrum of the signal with the FT (the data of frequency domain).
Step 2 Get the log energy of each triangular band-pass filter through the magnitude frequency response multiplied by a set of N triangular band-pass filters. The relationship between the mel-frequency ( ) ( ) mel f and general frequency ( ) f is given as follows. In this paper, we set N = 20, which is the number of triangular band-pass filter.
( ) ( )
Step 3 Take P mel-scale cepstral coefficients by applying discrete cosine transform (DCT) on log energy from Step 2. In this paper, we set L = 12, which is the number of mel-scale cepstral coefficients.
6 Volume (Jang, website): Volume is the strength of sound. It is also called the dynamics, intensity or energy of sound. The volume can be calculated by the amplitude of signals in each frame. Basically, there are two methods for calculating volume as follows.
1 It is the sum of absolute sample values in each frame as follows.
where i x is a sample of frame and n is a frame size. This method needs only integer operations, which make this method easier than the other one.
2 It is calculated as follows. 
where i x is a sample of frame and n is a frame size. The volume calculated by this method is based on decibel. It is relatively a value of intensity, which is more applicable to human perception toward the volume of sound.
Framework of our method
The overview of our method for predicting tempo and beat locations of music is given as follows.
The tempo and beat prediction method
Input An audio signal (waveform)
Output The tempo and beat locations of the audio signal.
Step 1 extract features
Step 2 preprocess (normalise and reduce the input data)
Step 3 build the neural network model
Step 4 perform classification
Step 5 vote
Step 6 predict with either Ellis's method or Dixon's method.
The flow chart of our prediction method is shown in Figure 3 . The input is an audio signal and the output is the tempo and beat locations of the audio signal. The training and testing data set is the public 'ballroom dancer' music database. In
Step 1, the original input audio signal can not be used directly since the quantity of data is very huge. For example, the sample rate of an ordinary music (CD audio recordings) is 44,100 Hz. That is, there are 44,100 samples per second, which is too huge. For this reason, we extract the meaningful feature vectors of the audio signal to represent the audio signal. As we have already introduced, the size of each feature type in our method is shown in Table 2 . To reduce the noise in time domain, we extract important information from frequency domain which contains low and high frequency data (DFT, HPS and cepstrum). We also extract 60 values containing 50 elements of low frequency and ten elements of high frequency in the DFT step, 64 values containing 32 elements of low frequency and 32 elements of high frequency in the HPS step, 60 values containing ten elements of low frequency and 50 elements of high frequency in the cepstrum step and 12 MFCC values from each frame. We also group the above values and then use the five values (mean, sum, maximum, minimum and median) to represent each group. The maximum value among the N difference values between every two adjacent groups are also calculated. Thus we have the number of the discrete FT amplitude values is 60 * 5 + 59 = 359, the number of the HPS coefficients is 64 * 5 + 63 = 383, the number of the cepstrum coefficients is 60 * 5 + 59 = 359 and the number of the MFCC is 12 * 5 + 11 = 71. We also extract two volume values for each frame. Since we use two methods to calculate the maximum value, the number of the volume coefficients is 2 * 5 + 2 = 12. Summing the above amounts, 223 + 359 + 383 + 359 + 71 + 12, we have 1407 which is the total number of features in the six types extracted in Step 1. The MFCC and volume values can be regarded as the characteristic features for the sound.
The 1407 features in the six types extracted in Step 1, is still huge for a neural network. Therefore, in Step 2, we have to reduce the dimension of the feature vector, where a dimension represents a feature type. There are 698 music excerpts in the 'ballroom dancer' music database. We divide the data into three disjoint sets, one for training another for validation and the other for testing. Then, we normalise the training and validation data sets by regulating their average values and the standard deviations. The normalisation procedure is given as follows.
The meanp is the average value of the input vector:
The stdp is the standard deviation of the input vector:
Then, the input vector can be normalised as follows:
where p is the input vector and ′ p is the normalised result of . p The meant is the average value of the target vector:
The stdt is the standard deviation of the target vector:
Then, the target vector can be normalised as follows:
where t is the target vector and ′ t is the normalised result of . t We can also normalise the testing data set with , , and meanp stdp meant stdt similarly. Then, we apply principal components analysis (PCA) (Smith, 2002) to the training and validation data sets for reducing their dimensions to lower dimensions as follows.
Step 1 find a set of orthogonal principal components from the input vector (feature vector)
Step 2 sort the principal components according to the variation degree
Step 3 remove the principal components which have the least contributions.
The principal components can be calculated as follows. First, the covariance matrix of input vector p is calculated by
Then, the eigenvectors U and eigenvalues V of the covariance matrix can be obtained by
Finally, we get the principal components as follows.
where ′ p is the normalised result of the input vector . p We use the principal components whose accumulated contribution exceeds 99.9% of the variation in the training data set to build the neural network model. Table 3 shows the dimension in each feature type remained after PCA. Matrix T U is also used to get the principle components of the testing data set. Figure 4 A four-layer neural network
In
Step 3, we build a four-layer feed-forward back-propagation neural network (Kumar, 2004) , as shown in Figure 4 . The four-layer neural network is more stable than the three-layer. If the number of layers increases from four to five, the execution time will be raised, but the gain in the accuracy improvement will be relatively small. The numbers of neurons in the input, second, third and output layers are 28, 19, 10 and 2, respectively. Before the endings of the input and second layers, tangent sigmoid transfer function (Kumar, 2004 ) is used to convert the calculated element to fall within the range from -1 to 1 as follows:
e e f x e e (13)
The third layer applies the log sigmoid transfer function (Kumar, 2004) to convert the result to fall within the range from 0 to 1 as follows:
( )
No transfer is done in the output layer.
The training function we use is the Levenberg-Marquardt back-propagation algorithm (Levenberg, 1946; Marquardt, 1963; Roweis, website; Kumar, 2004) which is an iterative procedure. The algorithm is a second conjugate gradient method that is a quick optimisation algorithm. The expression used in the algorithm is given as follows:
where J is a Jacobian matrix which includes the first-order partial derivatives of the weight and bias values with respect to the network error vector . e The performance function we use is the mean squared error with regularisation performance function (Zurada, 1995; Kumar, 2004; Abdi, 1994) which estimates the performance of the network with the mean squared error and the mean squared weight and bias. The calculation of mean squared error is given as follows:
The calculation of mean squared weight and bias is given as follows:
Then the mean squared error with regularisation is calculated as follows:
where γ is used to weight the two terms.
The adaptive learning function we use is the gradient descent with momentum weight and bias learning function (Zurada, 1995; Kumar, 2004; Abdi, 1994) which calculates the weight change dw according to gradient descent with momentum:
where lr is learning ratio, mc is momentum constant, gw is the weight from gradient descent and prev dw is the previous weight change.
Step 4, we use two binary bits to represent the classification result predicted by the neural network. '01' means that Ellis's method is the better one for predicting tempo and beat locations for the input music signal and '10' means that Dixon's method is the better one.
Since each neural network model is not very reliable, to increase the classification accuracy, we build 13 neural network models. Then the classification result is determined by the vote of the 13 models with the majority rule. Thus, Step 5 performs the voting procedure.
According to the voting result, Step 6 invokes either Ellis's method or Dixon's method to predict the tempo and beat locations of the input audio signal. Finally, our method outputs the estimated tempo and the predicted beat location by the result obtained from either Ellis's method or Dixon's method.
Experimental results
Our classification method with the neural network is implemented by Matlab 7.1.0.246 (R14) service pack 3. Our simulation environment is a PC with AMD Sempron(tm) 2600+ as processor and 512 MB DDR RAM.
We evaluate our method with a public 'ballroom dancer' database. Suppose the tempo of a music excerpt is estimated by a method. If the absolute difference between the estimated tempo and the real tempo is not greater than P times the real tempo, we say that the estimation of the music excerpt is correct. Usually the error tolerance is 0.01. = P There are ten music genres (types) in the 'ballroom dancer' database, which contains 698 music excerpts (music segments). Here, the training, validation and testing data sets are randomly chosen from the 'ballroom dancer' database with sizes about 1 1 1 , and 2 4 4 of each music genre, respectively. For the experiment purpose, the genre of each excerpt in the training set is assumed to be known. But, the genre of each excerpt in the validation or testing set is assumed to be unknown. When we build a neural network, we try to give three kinds of different parameter settings as follows.
All-parameter:
All parameters included in library function for the neural network in Matlab are set as follows: 5, = max_fail the maximum occurrences of the validation failures. Validation convergence: In addition to the above parameters, the training program may terminate early due to the convergence of the validation data set.
Some-parameter:
The settings in all-parameters and the validation data set are removed. Instead, default settings are used.
We build 13 neural network models for each of the above three parameter settings. Then, we use a voting mechanism to get the final result. In Table 4 , we use 'All', 'Val' and 'Some' to represent 'all-parameter', 'validation convergence' and 'some-parameter', respectively. In each experiment, we form the training, validation and testing data sets by randomly selected from the database. The evaluation preference is decided by the vote of 13 neural network models, each with the three types of parameter settings. In this paper, we perform the above experiment 14 times. The mean and standard deviation of the 14 experimental results is shown in Table 4 . The table shows that the all-parameter setting gets more accurate and more stable solutions. The accuracy of our method is better than the other two methods. In fact, our method gets better solutions in all of the 14 experiments. In addition, we perform another experiment in which the original input data set is changed. We change the classification from the ten music data sets (genres) of the 'ballroom dancer' database to four data sets. The four data sets represent four types which are '01', '10', '00' and '11'respectively. '01' means that Ellis's method is the better one for predicting tempo and beat locations for the input music signal and '10' means that Dixon's method is the better one. '00' means that neither of Ellis's or Dixon's methods can get correct prediction. '11' means that both Ellis's and Dixon's methods can get correct prediction. We choose the training and testing data sets from the four data sets for insuring that the size of the training data set is enough. The training data set is constructed from the '01' and '10' data sets and the testing data set is randomly chosen from the four data sets with sizes from 1 4 to 1 2 of the each data set. The training way and the estimated method are the same as the above description. We also use a neural network to classify the music excerpts into the evaluation preference. And then, with the preference classification, we can obtain accurate estimation for tempo and beats, by either Ellis's method or Dixon's method. We set the evaluation preference to Ellis's method if the music excerpt is not classified by neural network. We perform the experiment 14 times. The mean and standard deviation of the 14 experimental results is shown in Table 5 . We also get better solutions in all of the 14 experiments by this way. We first build a neural network model to classify a given music excerpt (audio signal) into the preference of either Ellis's (2006) method or Dixon's (2006) method. As the experimental results described in Section 4, the accuracy of our method is better than only one individual Ellis's method or Dixon's method. It is not easy to extremely increase the accuracy of detecting the tempo and beat locations of the audio signal.
Moreover, it is difficult to detect the tempo and beat locations of the audio signal for some music genres such as the classical music, jazz music, etc. Detecting the tempo and beat locations by using only one method is certainly unable to obtain a good result. Thus our method is to build a system combining the advantages of the two methods to obtain a good result for each music genre.
