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1 Introduction
On travaille sur un corps de base K, qui sera souvent sous-entendu. Par
exemple, PN = PNK .
Une formule classique de Boole montre que, si K est de caracte´ristique 0,
l’ensemble des hypersurfaces singulie`res de degre´ d dans PN est un diviseur de
degre´ (N+1)(d−1)N dans l’espace projectif de toutes les hypersurfaces. On ob-
tient ici des formules analogues pour des intersections comple`tes de codimension
et de degre´s quelconques dans PN , en toute caracte´ristique.
1.1 E´nonce´ du the´ore`me principal
On fixe 1 ≤ c ≤ N+1 et 1 ≤ d1, . . . , dc des entiers. On notera ei = di−1. On
va s’inte´resser aux intersections comple`tes de codimension c dans PN , solutions
d’e´quations homoge`nes de degre´s d1, . . . , dc : on notera n = N−c leur dimension.
Pour cela, on conside`re V =
⊕
1≤i≤cH
0(PN ,O(di)). Les e´le´ments de V sont
la donne´e de c polynoˆmes homoge`nes de degre´s d1, . . . , dc en N + 1 variables
X0, . . . , XN . Soit D le ferme´ de V constitue´ des (F1, . . . , Fc) tels que {F1 =
. . . = Fc = 0} ne soit pas lisse de codimension c dans P
N . On le munit de sa
structure re´duite. Par le lemme 3.2, la varie´te´ D est irre´ductible. Notons ∆ une
de ses e´quations (par convention, ∆ = 1 si codimV (D) > 1). On appellera D le
lieu discriminant et ∆ le discriminant.
Remarque 1.1. Les lemmes 4.4 et 4.6, au vu du corollaire 3.3, montreront que
codimV (D) > 1 exactement quand d1 = . . . = dc = 1 et c < N + 1.
Le discriminant est visiblement homoge`ne en les coefficients de chacune des
e´quations Fi. Le but de ce texte est de calculer ces degre´s d’homoge´ne´ite´ partiels.
Soyons plus pre´cis.
Plusieurs transformations de V laissent D invariant. C’est le cas des actions
ρ et ρi de Gm et ρ
′ de GLN+1 de´crites ci-dessous :
ρ(λ) : (F1, . . . , Fc) 7→ (λF1, . . . , λFc)
ρi(λ) : (F1, . . . , Fc) 7→ (F1, . . . , Fi−1, λFi, Fi+1, . . . , Fc) (1)
ρ′(M) : (F1, . . . , Fc) 7→ (F1 ◦M
−1, . . . , Fc ◦M
−1).
Les actions duales induites sur Sym• V ∗ pre´servent la droite 〈∆〉. Ces actions
sur 〈∆〉 se font via un caracte`re du groupe. Il existe donc des entiers deg, degi
et degvar tels que
ρ(λ).∆ = λ− deg∆
ρi(λ).∆ = λ
− degi∆ (2)
ρ′(M).∆ = det(M)degvar∆.
Par exemple, deg est le degre´ total du polynoˆme homoge`ne ∆. Les autres
nombres s’interpre`tent comme des degre´s d’homoge´ne´ite´ partiels. Les identite´s
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ρ(λ) = ρ1(λ) ◦ . . .◦ ρc(λ) et ρ
′(λ−1 Id) = ρ1(λ)
◦d1 ◦ . . .◦ ρc(λ)
◦dc montrent qu’ils
sont lie´s par les relations :
deg =
c∑
i=1
degi (3)
(N + 1) degvar =
c∑
i=1
di degi . (4)
Remarque 1.2. On peut aussi de´crire les degi comme suit. Conside´rons comme
espace de parame`tres E =
∏
1≤i≤c PH
0(PN ,O(di)) et notons encore D le ferme´
irre´ductible de E constitue´ des ([F1], . . . , [Fc]) tels que {F1 = . . . = Fc = 0} ne
soit pas lisse de codimension c dans PN , muni de sa structure re´duite. Alors,
quand D est un diviseur de E, sa classe dans Pic(E) ≃ Zc est O(deg1, . . . , degc).
Le re´sultat principal de ce texte est le suivant :
The´ore`me 1.3. On a les e´galite´s suivantes :
degi =
1
µ
d1 . . . dˆi . . . dc
c∑
l=1
1∏
l′ 6=l(el − el′)
(
eN+1i − e
N+1
l
ei − el
)
(5)
degvar =
1
µ
d1 . . . dc
c∑
l=1
eNl∏
l′ 6=l(el − el′)
(6)
ou` µ = 1 si K n’est pas de caracte´ristique 2 ou si n est impair, et µ = 2 si K
est de caracte´ristique 2 et n est pair.
Remarque 1.4. Il faut interpre´ter cet e´nonce´, comme tous les e´nonce´s similaires
de ce texte, de la manie`re suivante : le terme de gauche est une fonction polyno-
miale en les dl dont le polynoˆme est donne´ par le terme de droite. Que le terme
de droite soit un polynoˆme en les dl est conse´quence du lemme 3.6 (i).
Remarque 1.5. Dans l’e´galite´ (5), il faut interpre´ter
eN+1i −e
N+1
i
ei−ei
comme une no-
tation pour le polynoˆme (N + 1)eNi .
Remarque 1.6. Par (3), on peut e´galement calculer deg. Cependant, on ne peut
simplifier avantageusement l’expression obtenue. Meˆme pour c = 2, l’exemple
1.11 montre que la formule pour deg est nettement moins e´le´gante que celles
pour degvar, deg1 et deg2.
On de´duira de ce the´ore`me le re´sultat qui suit :
The´ore`me 1.7. Soit K = Q, de sorte qu’on peut conside´rer le discriminant
∆ comme un polynoˆme irre´ductible a` coefficients entiers. Soit p un nombre
premier. Alors la re´duction modulo p de ∆ est irre´ductible si p 6= 2 ou si n est
impair. C’est le carre´ d’un polynoˆme irre´ductible si p = 2 et n est pair.
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1.2 Quelques exemples
On commence par illustrer le the´ore`me 1.3. On suppose pour simplifier que
µ = 1. Par exemple, on peut prendre K de caracte´ristique diffe´rente de 2.
Exemple 1.8. Quand c = 1, D est l’ensemble des e´quations d’hypersurfaces
singulie`res de degre´ d1 dans P
N : ∆ est donc le discriminant usuel. Les formules
(5) et (6) montrent qu’on a alors :
deg1 = (N + 1)e
N
1
degvar = e
N
1 .
On retrouve la formule classique de Boole, qu’on pourra par exemple trouver
dans [3] Chap.1, 4.15 et Chap.9, 2.10a.
Exemple 1.9. Quand c = N+1, D est l’ensemble des N +1-uplets d’e´quations
homoge`nes admettant une solution commune dans PN : ∆ est donc le re´sultant
usuel.
Pour e´valuer la formule (5) dans ce cas, on peut remarquer que la quantite´∑c
l=1
1∏
l′ 6=l(el−el′ )
(
eN+1i −e
N+1
l
ei−el
)
est un polynoˆme de degre´ 0 en les ej , c’est-a`-
dire une constante. Pour la calculer, on peut faire par exemple dj = j, de sorte
que
∏
l′ 6=l(el−el′) = (−1)
N+1−l(l−1)!(N+1−l)! . L’expression obtenue s’e´value
facilement a` l’aide de la formule du binoˆme. Tous calculs faits, cette constante
vaut 1, et on obtient :
degi = d1 . . . dˆi . . . dN+1
degvar = d1 . . . dN+1.
La` encore, ces formules sont classiques. On peut les trouver dans [3] Chap.13,
1.1.
Exemple 1.10. Quand d1 = . . . = dc = d, D est l’ensemble des syste`mes
line´aires de degre´ d et de dimension c− 1 dont le lieu de base est singulier.
Dans ce cas particulier e´galement, les formules ge´ne´rales se simplifient net-
tement. Comme, par syme´trie, tous les degi sont e´gaux, il suffit par (4) et (3)
de calculer degvar. Dans l’expression (6),
∑c
l=1
eNl∏
l′ 6=l(el−el′ )
est un polynoˆme
homoge`ne de degre´ N − c + 1 en les ej. Par conse´quent, degvar = λd
ceN−c+1
ou` λ est une constante a` calculer. On e´value cette constante en faisant dl = lε
dans le polynoˆme
∑c
l=1
eNl∏
l′ 6=l(el−el′ )
, en calculant cette quantite´ a` l’aide de la
formule du binoˆme, puis en faisant tendre ε vers 0. Tous calculs faits,
degi =
(
N + 1
c
)
dc−1(d− 1)N−c+1
degvar =
(
N
c− 1
)
dc(d− 1)N−c+1.
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Ces formules auraient aussi pu eˆtre obtenues a` l’aide de re´sultats de [3], par
exemple de Chap.13, 2.5.
Supposons de plus d = 1 et c < N+1. Les degre´s s’annulent : cela correspond
aux cas ou` D est de codimension > 1 dans V (voir la remarque 1.1).
Supposons enfin d = 1 et c = N +1, le polynoˆme ∆ est le de´terminant usuel
d’une matrice de taille N + 1 ; on retrouve son degre´ total deg = N + 1.
Exemple 1.11. Spe´cialisons maintenant les formules (5) et (6) au cas d’inter-
sections comple`tes de codimension 2, c’est-a`-dire c = 2. Il vient :
deg1 = d2(e
N−1
2 + 2e1e
N−2
2 + . . .+Ne
N−1
1 )
deg2 = d1(e
N−1
1 + 2e2e
N−2
1 + . . .+Ne
N−1
2 )
degvar = d1d2
eN2 − e
N
1
e2 − e1
.
Illustrons enfin le the´ore`me 1.7 en explicitant un cas particulier classique :
Exemple 1.12. Quand N = 1 et c = 1, ∆ est le discriminant usuel d’un
polynoˆme en une variable, vu comme un polynoˆme homoge`ne en deux variables.
Sa description classique en fonction des racines de ce polynoˆme (voir par exemple
[7] 1.3.2) montre que ce polynoˆme est irre´ductible en caracte´ristique diffe´rente
de 2, et le carre´ d’un polynoˆme irre´ductible en caracte´ristique 2. Comme n = 0
est pair, c’est ce que pre´dit le the´ore`me 1.7.
Signalons le cas particulier bien connu ou` d = 2. Le discriminant du po-
lynoˆme aX2 + bX + c est b2 − 4ac. C’est toujours irre´ductible, sauf en ca-
racte´ristique 2, b2 e´tant visiblement un carre´.
1.3 Strate´gie de la de´monstration
Dans la preuve du the´ore`me 1.3, on peut, quitte a` le remplacer par une
cloˆture alge´brique, choisir K alge´briquement clos. On commence de plus par
supposer K de caracte´ristique 0.
La proposition 3.1 permet d’interpre´ter D comme la varie´te´ duale d’une
varie´te´ torique lisse convenable. Dans leur livre [3], Gelfand, Kapranov et Ze-
levinsky ont e´tudie´ ces varie´te´s ; ils obtiennent notamment une formule combi-
natoire permettant de calculer le degre´ de la varie´te´ duale d’une varie´te´ torique
lisse ([3] Chap.9, 2.8).
Dans la deuxie`me partie de ce texte, on ge´ne´ralise cet e´nonce´ pour obtenir
une formule analogue calculant des degre´s d’homoge´ne´ite´ partiels : c’est l’objet
du the´ore`me 2.3. On utilise de manie`re cruciale les re´sultats de [3].
Dans la troisie`me partie de ce texte, on de´montre le the´ore`me 1.3 en caracte´-
ristique 0 en e´valuant cette formule dans notre cas particulier. Les calculs sont
mene´s dans les propositions 3.9 et 3.10.
Finalement, on explique dans la quatrie`me partie les modifications a` apporter
a` la preuve du the´ore`me 1.3 pour qu’elle fonctionne en toute caracte´ristique.
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Le seul obstacle que l’on rencontre sont les spe´cificite´s de la the´orie de la
dualite´ projective en caracte´ristique finie, qui ont e´te´ e´tudie´es tout d’abord par
Wallace [8], et au sujet desquelles on pourra consulter le survey [4] de Kleiman.
Elles ont pour conse´quence que le re´sultat de [3] que nous utilisons a besoin
d’eˆtre le´ge`rement modifie´ pour valoir en caracte´ristique finie. Cette modification
effectue´e, la preuve est identique.
Il convient de remarquer que si ces arguments supple´mentaires sont indispen-
sables en toute caracte´ristique finie, le the´ore`me 1.3 ne voit son e´nonce´ modifie´
qu’en caracte´ristique 2.
Enfin, le the´ore`me 1.7 se de´duit aise´ment du the´ore`me 1.3.
2 Duale d’une varie´te´ torique
Dans cette partie, K est suppose´ alge´briquement clos de caracte´ristique 0.
L’objectif est de montrer le the´ore`me 2.3. E´tant donne´e une varie´te´ torique
projective lisse, on calcule combinatoirement l’action du tore sur l’e´quation de
sa varie´te´ duale.
2.1 Notations
On commence par fixer des notations.
Soit 0 → Gm → T˜ → T → 0 une suite exacte courte de tores, T˜ e´tant de
dimension k ≥ 1 et T de dimension k − 1. Soit 0 → X(T ) → X(T˜ )
h
→ Z → 0
la suite exacte courte de leurs groupes de caracte`res. On notera X1 = h
−1(1) :
c’est un espace principal homoge`ne sous X(T ).
Soit A = {χ1, . . . , χ|A|} ⊂ X1 un sous-ensemble fini engendrant X1 comme
espace affine. On notera X˜A ⊂ (K
A)∗ la varie´te´ torique affine de tore T˜ associe´e.
C’est, par de´finition, l’adhe´rence des (χ1(t), . . . , χ|A|(t)), t ∈ T˜ . La varie´te´ X˜A
est un coˆne ; on peut conside´rer son projectivise´ XA ⊂ P((K
A)∗) qui est une
varie´te´ torique projective de tore T . Le polytope correspondant est l’enveloppe
convexe Q de A dans X1,R = X1 ⊗Z R.
Notons X∨A ⊂ P(K
A) la varie´te´ duale de XA munie de sa structure re´duite
et X˜∨A ⊂ K
A son coˆne affine. On note ∆A une e´quation homoge`ne de X
∨
A (par
convention, ∆A = 1 si XA est de´fective, c’est-a`-dire si codimP(KA)(X
∨
A) > 1).
Le tore T˜ agit sur (KA)∗ en pre´servant X˜A. Par conse´quent, l’action duale
t ·
∑
caχa 7→
∑
caχ
−1
a (t)χa de T˜ sur K
A pre´serve X˜∨A. L’action induite de T˜ sur
Sym•(KA)∗ pre´serve donc la droite 〈∆A〉 ; cette action se fait via un caracte`re
de T˜ que l’on notera ΞA : t ·∆A = ΞA(t)∆A. Ainsi, on a :
∆A(
∑
caχa(t)χa) = ΞA(t)∆A(
∑
caχa). (7)
En spe´cialisant cette identite´ a` des sous-groupes a` un parame`tre convenables,
on peut calculer les degre´s d’homoge´ne´ite´ partiels de ∆A. Par exemple, en
spe´cialisant au sous-groupe a` un parame`tre correspondant au cocaracte`re h,
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il vient ∆A(λf) = λ
h(ΞA)∆A(f) pour tout f ∈ K
A, soit
deg(∆A) = h(ΞA).
2.2 E´quation de la duale
Le the´ore`me [3] Chap. 9, 2.8 duˆ a` Gelfand, Kapranov et Zelevinsky permet de
calculer deg(∆A) = h(ΞA) en fonction du polytope Q siXA est lisse. Nous allons
ge´ne´raliser cet e´nonce´ en obtenant une formule pour ΞA. La de´monstration est
tre`s proche de celle de [3], et utilise de manie`re essentielle les re´sultats de ce
livre. En particulier, elle repose sur une formule pour ∆A que nous rappelons
dans ce paragraphe.
Si Γ est une face de Q, on conside`rera Γ˜ le coˆne sur Γ de sommet 0 dans
X(T˜ )R, Γ
0 et Γ˜0 leurs inte´rieurs relatifs, ΓR le sous-espace affine de X1,R engendre´
par Γ, et Γ˜R le sous-espace vectoriel de X(T˜ )R engendre´ par Γ˜. L’espace affine
ΓR est muni du re´seau naturel ΓZ = ΓR ∩ X1(T ) ; on notera µΓ la mesure de
Lebesgue sur ΓR normalise´e de sorte a` ce que le simplexe unite´ soit de mesure
1. De meˆme, on notera Γ˜Z le re´seau Γ˜R ∩X(T˜ ) de Γ˜R.
On note S le semi-groupe de X(T˜ ) engendre´ par A. Si u ∈ S, on note Γ˜(u)
la plus petite face de Q˜ contenant u. Si l ≥ 0, on notera Sl (resp. Γ˜l) l’ensemble
des u ∈ S (resp. des u ∈ Γ˜) tels que h(u) = l. Gardons en me´moire que :
Sl = Q˜l ∩ X(T˜ ) pour l ≫ 0. (8)
En effet c’est la traduction combinatoire de la surjectivite´ de l’application de res-
triction H0(P((KA)∗),O(l)) → H0(XA,O(l)), elle-meˆme conse´quence du the´o-
re`me d’annulation de Serre.
On conside`re les K-espaces vectoriels :
Ci(A, l) =
⊕
u∈Si+l
i∧
(Γ˜(u)Z ⊗Z K).
Si f =
∑
caχa ∈ K
A, on de´finit des applications line´aires
∂f : C
i(A, l)→ Ci+1(A, l)
(u, ω) 7→ −
∑
ca(u+ χa, χa ∧ ω),
de sorte que (C•(A, l), ∂f ) soit un complexe. Soit de plus e = (e(i)) la donne´e
de bases de chacun des Ci(A, l).
The´ore`me 2.1 ([3] Chap.9, 2.7). On suppose que XA est lisse. Alors, si l ≫ 0,
on a
∆A(f) = det(C
•(A, l), ∂f , e)
(−1)k ,
ou` chacun des deux termes est bien de´fini a` une constante multiplicative non
nulle pre`s.
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Pour la de´finition du de´terminant d’un complexe exact muni de bases, on
renvoie a` [3] App.A. On rappelle seulement ci-dessous la proposition facile [3]
App.A 9, car nous en aurons besoin pour la suite, et que les signes sont mal-
heureusement faux dans [3].
Proposition 2.2. Soit (W •, d) un complexe exact, et e = (e(i)), e′ = (e′(i))
deux jeux de bases.
SoientM(i) les matrices de transition : e(i)p =
∑dimWi
q=1 M(i)p,qe
′(i)q. Alors,
det(W •, d, e′) = det(W •, d, e)
∏
i
det(M(i))(−1)
i
.
2.3 Action du tore
E´nonc¸ons enfin la formule pour ΞA et de´montrons-la.
The´ore`me 2.3.
ΞA =
∑
Γ⊂Q
(−1)codim(Γ)(dim(Γ) + 1)
∫
Γ
udµΓ(u).
Preuve. Soit t ∈ T˜ . On introduit les applications line´aires :
gi,lt : C
i(A, l)→ Ci(A, l) (9)
(u, ω) 7→ u(t)(u, ω).
On a un diagramme commutatif :
Ci(A, l)
gi,lt

∂f
// Ci+1(A, l)
gi+1,lt

Ci(A, l)
∂
t−1·f
// Ci+1(A, l)
de sorte que g•,lt : (C
•(A, l), ∂f )→ (C
•(A, l), ∂t−1·f) est un morphisme de com-
plexes. Par la proposition 2.2, notant (e′(i)) = (gi,lt )
−1(e(i)), on obtient :
det(C•(A, l), ∂t−1·f , e) = det(C
•(A, l), ∂f , e
′)
= det(C•(A, l), ∂f , e)
∏
i
det(gi,lt )
(−1)i .
Par le the´ore`me 2.1, ceci se re´e´crit :
∆A(t
−1 · f)(−1)
k
= ∆A(f)
(−1)k
∏
i
det(gi,lt )
(−1)i pour l≫ 0.
La de´finition (7) de ΞA montre alors que :
ΞA(t) =
∏
i≥0
det(gi,lt )
(−1)i+k pour l≫ 0.
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Utilisant la de´finition (9) de gi,lt , on calcule alors :
ΞA(t) =
∏
i≥0
∏
u∈Si+l
u(t)(−1)
i+k dimZ
∧i(Γ˜(u)Z) pour l ≫ 0,
ce qui se re´e´crit :
ΞA =
∑
i≥0
∑
u∈Si+l
(−1)i+k dim
i∧
(Γ˜(u)R) · u pour l≫ 0.
On change alors l’ordre de sommation en regroupant les u suivant la plus grande
face de Q˜ a` laquelle ils appartiennent. En prenant de plus (8) en compte, on
obtient :
ΞA =
∑
Γ⊂Q
∑
i≥0
(−1)i+k
(
dim(Γ) + 1
i
) ∑
u∈Γ˜0
i+l
∩X(T˜ )
u pour l≫ 0.
Appliquant alors les lemmes 2.5 et 2.4, il vient :
ΞA =
∑
Γ⊂Q
(−1)dim(Γ)+1+k(dim(Γ) + 1)
∫
Γ
udµΓ(u)
=
∑
Γ⊂Q
(−1)codim(Γ)(dim(Γ) + 1)
∫
Γ
udµΓ(u).
Le lemme ci-dessous est connu et est par exemple conse´quence de [2] 4.5.
Cependant, en l’absence de re´fe´rence ou` il apparaˆıt sous une forme directement
utilisable, j’en donne une preuve rapide utilisant la polynomialite´ de la fonction
d’Ehrhart (voir par exemple [5] 12.2).
Lemme 2.4. Soit Γ une face de Q. Alors, pour l ≥ 0, la fonction
l 7→
∑
u∈Γ˜0
l
∩X(T˜ )
u
est polynomiale de terme dominant l
dim(Γ)+1
dim(Γ)!
∫
Γ udµΓ(u).
Preuve. Montrons d’abord qu’il s’agit d’un polynoˆme de degre´ ≤ dim(Γ) + 1
pour l ≥ 0. En raisonnant par re´currence sur la dimension de Γ et en appliquant
une formule d’inclusion-exclusion pour les faces de Q incluses dans Γ, on voit
qu’il suffit de montrer cette proprie´te´ pour la fonction l 7→
∑
u∈Γ˜l∩X(T˜ )
u.
Il faut montrer que pour toute forme line´aire entie`re ψ sur X(T˜ ), l’application
Pψ(l) =
∑
u∈Γ˜l∩X(T˜ )
ψ(u) est polynomiale pour l ≥ 0. Si ψ = h, cette fonction
est Ph(l) =
∑
u∈Γ˜l∩X(T˜ )
l = lCard(Γ˜l ∩X(T˜ )), soit l fois la fonction d’Erhart de
Γ, et est donc polynomiale en l de degre´ ≤ dim(Γ) + 1.
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Autrement, quitte a` ajouter a` ψ un multiple de h, on peut supposer ψ positive
sur Q. La fonction Pψ est alors la fonction d’Ehrhart du polytope auxilliaire
{(x, y) ∈ R⊕ X1,R|y ∈ Q, 0 ≤ x ≤ ψ(y)}, et est donc polynomiale en l de degre´
≤ dim(Γ) + 1.
Il reste a` calculer le coefficient dominant. C’est :
lim
l→∞
1
ldim(Γ)+1
∑
u∈Γ˜0
l
∩X(T˜ )
u = lim
l→∞
1
ldim(Γ)
∑
u∈Γ˜0
l
∩ 1
l
X(T˜ )
u
=
1
dim(Γ)!
∫
Γ
udµΓ(u),
ou` l’on a identifie´ dans la dernie`re e´galite´ une inte´grale et une limite de sommes
de Riemann en prenant en compte la normalisation que nous avons avons choi-
sie : la mesure du cube unite´ est dim(Γ)! .
Le lemme suivant est facile et classique :
Lemme 2.5. Soit N ≥ 0 et P un polynoˆme de degre´ N et de coefficient domi-
nant aN . Alors
N∑
i=0
(−1)i
(
N
i
)
P (X + i) = (−1)NN !aN .
Preuve. Soit Φ : P (X) 7→ P (X + 1) l’endomorphisme de l’anneau des po-
lynoˆmes. Par la formule du binoˆme, (Id−Φ)N (P ) =
∑N
i=0(−1)
i
(
N
i
)
P (X + i).
C’est alors un calcul imme´diat de ve´rifier que (Id−Φ) fait baisser le degre´
d’un polynoˆme de 1 et multiplie son coefficient dominant par l’oppose´ de son
degre´.
3 Degre´s d’homoge´ne´ite´ du discriminant
Dans toute cette partie, K est encore suppose´ alge´briquement clos de ca-
racte´ristique 0. On applique le the´ore`me 2.3 pour de´montrer le the´ore`me prin-
cipal 1.3 sous cette hypothe`se.
3.1 Interpre´tation torique du lieu discriminant
On commence par expliquer pourquoi notre proble`me s’inscrit dans le cadre
ge´ne´ral de´crit ci-dessus des varie´te´s duales de varie´te´s toriques.
Conside´rons le groupe abe´lien libre de rang c+N+1 engendre´ par (Yi)1≤i≤c
et (Xj)0≤j≤N . On note αi et βj les applications coordonne´es suivant Yi et Xj .
Soit X(T˜ ) le sous-re´seau de rang c+ N de´fini par l’e´quation
∑
i diαi =
∑
j βj .
On note h =
∑
i αi : X(T˜ )→ Z, X(T ) son noyau qui est un groupe abe´lien libre
de rang k = c + N − 1, et X1 = h
−1(1). On a par dualite´ les morphismes de
tores suivants :
(K∗)(c+N+1) → T˜ → T. (10)
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On introduit l’ensemble A = {YiX
e0
0 . . . X
eN
N }1≤i≤c,ej≥0,
∑
ej=di de X1, qui
l’engendre comme espace affine. L’espace vectoriel KA s’identifie naturellement
a` V =
⊕
1≤i≤cH
0(PN ,O(di)).
Proposition 3.1. On a l’e´galite´ suivante entre ferme´s de V = KA :
D = X˜∨A.
Preuve. Soit H l’hyperplan de (KA)∗ d’e´quation f =
∑
i YiFi = 0.
H est tangent a` X˜A en un point de T˜ (11)
⇔{f = 0} n’est pas un diviseur lisse de T˜
⇔{f = 0} n’est pas un diviseur lisse de (K∗)(c+N+1)
⇔∃(y1, . . . , yc, x0, . . . , xN ) ∈ (K
∗)(c+N+1) tels que
Fi(x0, . . . , xN ) = 0 et
∑
i
yi
∂Fi
∂xj
(x0, . . . , xN ) = 0
⇔ les Fi ont un ze´ro commun a` coordonne´es non nulles en lequel leurs
de´rive´es partielles ve´rifient une relation line´aire a` coefficients non nuls.
(12)
Notons U le sous-ensemble de KA constitue´ de ces hyperplans. Par (11) et
la de´finition de la varie´te´ duale, son adhe´rence est X˜∨A. Par (12) et le crite`re
jacobien, U ⊂ D. Mieux : (12) et le lemme 3.2 (i) et (ii) montrent que U est
dense dans D.
Par conse´quent, D = X˜∨A.
Lemme 3.2. La varie´te´ D est irre´ductible. De plus, si (F1, . . . , Fc) est un point
ge´ne´ral de D, les proprie´te´s suivantes sont ve´rifie´es :
(i) La varie´te´ {F1 = . . . = Fc = 0} posse`de un point singulier a` coordonne´es
toutes non nulles.
(ii) Si I ( {1, . . . , c}, la varie´te´ {(Fi = 0)i∈I} est lisse de codimension |I|.
Preuve. Soit Z ⊂ V × PN le ferme´ constitue´ des (F1, . . . , Fc, P ) tels que la
varie´te´ {F1 = . . . = Fc = 0} ait un espace tangent de dimension > c en P . On
notera p1 : Z → V et p2 : Z → P
N les deux projections. Comme D = p1(Z),
pour montrer que D est irre´ductible, il suffit de montrer que Z l’est. Pour cela,
il suffit de montrer que pour tout P ∈ PN , p−12 (P ) est irre´ductible. Utilisant
l’homoge´ne´ite´ sous PGLN+1, il suffit de montrer que p
−1
2 ([1 : 0 : . . . : 0]) est
irre´ductible. En e´crivant le crite`re jacobien en coordonne´es, on voit que c’est
conse´quence du fait classique que l’ensemble des matrices (N + 1) × c de rang
< c est irre´ductible.
Montrons (i). L’ouvert W ⊂ PN des points a` coordonne´es toutes non nulles
est dense. Son image re´ciproque par le morphisme dominant p2 est donc dense
dans Z, et p1(p
−1
2 (W )) est dense dans D = p1(Z), ce qu’on voulait.
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Montrons (ii). Par Bertini, on choisit des (Fi)i∈I tels que {(Fi = 0)i∈I}
soit lisse de codimension |I| dans PN , et on pose Fi = 0 si i /∈ I. Ceci montre
qu’il existe (F1, . . . , Fc) ∈ D tel que {(Fi = 0)i∈I} soit lisse de codimension |I|.
Comme D est irre´ductible, un point ge´ne´ral de D ve´rifie cette proprie´te´.
On de´duit imme´diatement de la proposition 3.1 le corollaire suivant :
Corollaire 3.3. On a codimV (D) > 1 si et seulement si XA est de´fective.
On peut de plus relier les degre´s d’homoge´ne´ite´ qu’on cherche a` calculer au
caracte`re ΞA.
Corollaire 3.4. On a les relations suivantes :
(i) deg = h(ΞA).
(ii) degi = αi(ΞA).
(iii) degvar = βj(ΞA).
Preuve. Montrons (ii), qui est la seule relation que nous utiliserons. Les autres
se prouvent de manie`re analogue. On e´crit, pour f =
∑
caχa ∈ K
A = V :
λdegi∆A(f) = (ρi(λ
−1) ·∆A)(f) par (2)
= ∆A(ρi(λ) · f)
= ∆A(
∑
λαi(χa)caχa) par (1) et la de´finition de αi
= λαi(ΞA)∆A(f) par (7).
Finalement, il vient degi = αi(ΞA), ce qu’on voulait.
3.2 Le polytope Q(c, N, (di)1≤i≤c)
Dans ce paragraphe, et dans ce paragraphe seulement, on prend temporai-
rement des conventions le´ge`rement plus ge´ne´rales : on autorise les di a` eˆtre
des nombres re´els strictement positifs. On de´finit toujours X1,R comme l’es-
pace affine d’e´quations
∑
i diαi =
∑
j βj et
∑
i αi = 1 dans R
c+N+1. On pose
Q(c,N, (di)1≤i≤c) le polytope d’ine´quations {αi ≥ 0}1≤i≤c et {βj ≥ 0}0≤j≤N
dans X1,R. Il est de dimension c+N − 1.
Si I ⊂ {1, . . . , c} et J ⊂ {0, . . .N} sont des parties non vides, le sous-
ensemble ΓI,J de Q de´fini par les e´quations {αi = 0}i/∈I et {βj = 0}j /∈J est une
face de Q isomorphe a` Q(|I|, |J |− 1, (di)i∈I). De plus, toutes les faces de Q sont
de cette forme.
En particulier, quand les di sont entiers, les sommets de Q(c,N, (di)1≤i≤c)
sont des e´le´ments de A. Comme de plus A ⊂ Q(c,N, (di)1≤i≤c), on voit que
Q = Q(c,N, (di)1≤i≤c). On en de´duit le re´sultat suivant :
Proposition 3.5. La varie´te´ torique XA est lisse.
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Preuve. La description explicite des faces de Q obtenue ci-dessus permet de
ve´rifier facilement le crite`re de lissite´ [6] 2.22 (iv).
Nous allons effectuer quelques calculs d’inte´grales qui seront utiles par la
suite. Pour les mener, nous aurons plusieurs fois besoin de la seconde partie du
lemme ci-dessous :
Lemme 3.6. Soit P ∈ Z[d1, . . . , dc][X ]. On introduit :
R =
c∑
l=1
P (dl)∏
l′ 6=l(dl − dl′)
.
(i) R ∈ Z[d1, . . . , dc].
(ii) Si P est de degre´ ≤ c− 2 en X, R = 0.
Preuve. On introduit R′ =
∑c
l=1
P (Xl)∏
l′ 6=l(Xl−Xl′ )
∈ Z[d1, . . . , dc](X1, . . . , Xc).
Multipliant par Xl1 − Xl2 , puis spe´cialisant en Xl1 = Xl2 , on obtient 0. Par
conse´quent, R′ ∈ Z[d1, . . . , dc][X1, . . . , Xc].
En faisant Xl = dl, on montre que R ∈ Z[d1, . . . , dc].
Si de plus P est de degre´ ≤ c− 2 en X , R′ est un polynoˆme de degre´ < 0 en
les Xi, et est donc nul. En faisant Xl = dl, cela implique R = 0.
Calculons tout d’abord le volume du polytopeQ(c,N, (di)1≤i≤c). On rappelle
notre convention d’attribuer une mesure 1 au simplexe unite´.
Proposition 3.7.
µ(Q(c,N, (di)1≤i≤c)) =
c∑
l=1
dc+N−1l∏
l′ 6=l(dl − dl′)
.
Preuve. On proce`de par re´currence sur c. Pour c = 1, c’est la formule du
volume du simplexe de coˆte´ d1. Si c ≥ 2, on applique Fubini en remarquant que
l’image de Q(c− 1, N, (sdi + (1− s)dc)1≤i≤c−1) par l’application
(y1, . . . , yc, x0, . . . , xN ) 7→ ((1− s)y1, . . . , (1− s)yc, x0, . . . , xN )
est Q(c,N, (di)1≤i≤c) ∩ {αc = s}. Entre les espaces affines qui nous inte´ressent
cette application est de de´terminant (1 − s)c−2. On peut alors appliquer l’hy-
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pothe`se de re´currence. Il vient :
µ(Q(c,N, (di)1≤i≤c))
= (c+N − 1)
∫ 1
0
(1 − s)c−2µ(Q(c− 1, N, (sdi + (1− s)dc)1≤i≤c−1))ds
=
c−1∑
l=1
∫ 1
0
((1 − s)dc + sdl)
c+N−2∏
l′ 6=l,c(dl − dl′)
ds
=
c∑
l=1
1∏
l′ 6=l(dl − dl′ )
(dc+N−1l − d
c+N−1
c )
=
c∑
l=1
dc+N−1l∏
l′ 6=l(dl − dl′ )
par le lemme 3.6 (ii).
Enfin, nous utiliserons dans le paragraphe suivant le calcul de l’inte´grale
ci-dessous :
Proposition 3.8.∫
Q(c,N,(di)1≤i≤c)
αc(u)dµ(u) =
1
(c+N)
c∑
l=1
1∏
l′ 6=l(dl − dl′)
(
dc+Nc − d
c+N
l
dc − dl
)
.
Preuve. On applique Fubini comme dans le calcul pre´ce´dent.∫
Q(c,N,(di)1≤i≤c)αc(u)dµ(u)
= (c+N − 1)
∫ 1
0
s(1− s)c−2µ(Q(c− 1, N, (sdi + (1− s)dc)1≤i≤c−1))ds
= (c+N − 1)
c−1∑
l=1
∫ 1
0
s
((1− s)dc + sdl)
c+N−2∏
l′ 6=l,c(dl − dl′ )
ds
=
c−1∑
l=1
[∫ 1
0
((1− s)dc + sdl)
c+N−1∏
l′ 6=l(dl − dl′)
ds−
dc+N−1c∏
l′ 6=l(dl − dl′)
]
,
ou` l’on a inte´gre´ par parties. Calculant l’inte´grale du terme de gauche, et appli-
quant le lemme 3.6 (ii) pour sommer le terme de droite, on obtient :∫
Q(c,N,(di)1≤i≤c)αc(u)dµ(u)
=
1
(c+N)
[
c−1∑
l=1
1∏
l′ 6=l(dl − dl′)
(
dc+Nc − d
c+N
l
dc − dl
)
+
(c+N)dc+N−1c∏
l′ 6=c(dc − dl′)
]
=
1
(c+N)
c∑
l=1
1∏
l′ 6=l(dl − dl′)
(
dc+Nc − d
c+N
l
dc − dl
)
.
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3.3 Homoge´ne´ite´ en les e´quations
Montrons la premie`re partie du the´ore`me 1.3. Par syme´trie, on peut supposer
i = c.
Proposition 3.9.
degc = d1 . . . dc−1
c∑
l=1
1∏
l′ 6=l(el − el′)
(
eN+1c − e
N+1
l
ec − el
)
.
Preuve. On utilise la relation 3.4 (ii), et la formule 2.3 pour ΞA qui s’applique
car XA est lisse par la proposition 3.5 :
degc =
∑
Γ⊂Q(c,N,(di)1≤i≤c)
(−1)codim(Γ)(dim(Γ) + 1)
∫
Γ
αc(u)dµΓ(u).
Les faces de Q(c,N, (di)1≤i≤c) sont les ΓI,J . L’inte´grale qui intervient est nulle
si c /∈ I car αc s’annule alors identiquement sur ΓI,J . Si c ∈ I, on reconnaˆıt
l’inte´grale calcule´e en 3.8. Il vient :
degc =
∑
I⊂{1,...,c−1}
∅ 6=J⊂{0,...,N}
∑
l∈I∪{c}
(−1)c+N−|I|−|J|∏
l′∈I∪{c}
l′ 6=l
(dl − dl′)
(
d
|I|+|J|
c − d
|I|+|J|
l
dc − dl
)
.
En parame´trant J par j = |J |, et en remarquant que le terme j = 0 dans la
somme ci-dessous est nul par le lemme 3.6 (ii), on obtient :
degc =
N+1∑
j=0
(
N+1
j
) ∑
I⊂{1,...,c−1}
∑
l∈I∪{c}
(−1)c+N−|I|−j∏
l′∈I∪{c}
l′ 6=l
(dl − dl′)
(
d
|I|+j
c − d
|I|+j
l
dc − dl
)
.
Appliquons la formule du binoˆme.
degc =
∑
I⊂{1,...,c−1}
∑
l∈I∪{c}
(−1)c−|I|−1∏
l′∈I∪{c}
l′ 6=l
(dl − dl′)
(
d
|I|
c eN+1c − d
|I|
l e
N+1
l
dc − dl
)
.
E´changeons alors les sommations sur I et sur l. On note I¯ le comple´mentaire de I
dans {1, . . . , c−1}, et on remarque que dans la somme ci-dessous la contribution
des termes pour lesquels l ∈ I¯ est nulle.
degc =
c∑
l=1
1∏
l′ 6=l(dl − dl′)
1
dc − dl
Ml, ou`
Ml =
∑
I¯⊂{1,...,c−1}
(−1)|I¯|(dc−1−|I¯|c e
N+1
c − d
c−1−|I¯|
l e
N+1
l )
∏
l′∈I¯
(dl − dl′).
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Calculons Ml. On commence par de´velopper le produit pour obtenir :
Ml =
∑
I¯⊂{1,...,c−1}
H⊂I¯
(dc−1−|I¯|c e
N+1
c − d
c−1−|I¯|
l e
N+1
l )(−1)
|H|+|I¯|d
|I¯|−|H|
l
∏
l′∈H
dl′ .
En sommant d’abord sur H , puis sur le cardinal i = |I¯| − |H |, on obtient pour
Ml l’expression suivante :
∑
H⊂{1,...,c−1}
∏
l′∈H
dl′
c−|H|−1∑
i=0
(
c−|H|−1
i
)
(−dl)
i(d
c−1−i−|H|
c e
N+1
c − d
c−1−i−|H|
l e
N+1
l ).
Appliquons a` nouveau la formule du binoˆme.
Ml =
∑
H⊂{1,...,c−1}
∏
l′∈H
dl′
(
(dc − dl)
c−1−|H|eN+1c − (dl − dl)
c−1−|H|eN+1l
)
.
Le terme de droite se calcule en remarquant que (dl − dl)
c−1−|H| est non nul
seulement si |H | = c− 1, c’est-a`-dire si H = {1, . . . , c− 1}. Quant au terme de
gauche, on peut le factoriser aise´ment. Il reste :
Ml = e
N+1
c
c−1∏
l′=1
(dl′ + dc − dl)− e
N+1
l
c−1∏
l′=1
dl′ .
Reprenant le calcul de degc, on voit que :
degc =
c∑
l=1
1∏
l′ 6=l(dl − dl′)
(
eN+1c
∏c−1
l′=1(dl′ + dc − dl)− e
N+1
l
∏c−1
l′=1 dl′
dc − dl
)
.
Par le lemme 3.6 (ii), comme
eN+1c
∏c−1
l′=1
(dl′+dc−dl)−e
N+1
c
∏c−1
l′=1
dl′
dc−dl
est un polynoˆme
de degre´ c− 2 en dl, on calcule pour conclure :
degc =
c∑
l=1
1∏
l′ 6=l(dl − dl′ )
(
eN+1c
∏c−1
l′=1 dl′ − e
N+1
l
∏c−1
l′=1 dl′
dc − dl
)
= d1 . . . dc−1
c∑
l=1
1∏
l′ 6=l(el − el′)
(
eN+1c − e
N+1
l
ec − el
)
.
3.4 Homoge´ne´ite´ en les variables
Montrons la seconde partie du the´ore`me 1.3.
Proposition 3.10.
degvar = d1 . . . dc
c∑
l=1
eNl∏
l′ 6=l(el − el′)
.
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Preuve. On pourrait proce´der par calcul direct comme en 3.9. On va plutoˆt
profiter du calcul de´ja` effectue´ en 3.9 et de la relation (4). Il vient :
degvar =
1
N + 1
c∑
i=1
di degi
=
d1 . . . dc
N + 1
c∑
i=1
c∑
l=1
1∏
l′ 6=l(el − el′)
(
eN+1i − e
N+1
l
ei − el
)
.
Utilisant alors le calcul reporte´ dans le lemme 3.11, et vu la remarque 1.5, on
obtient :
degvar =
d1 . . . dc
N + 1
c∑
l=1
1∏
l′ 6=l(el − el′)
(
eN+1l − e
N+1
l
el − el
)
= d1 . . . dc
c∑
l=1
eNl∏
l′ 6=l(el − el′)
.
Lemme 3.11.
c∑
l=1
c∑
i=1
i6=l
1∏
l′ 6=l(el − el′)
(
eN+1i − e
N+1
l
ei − el
)
= 0.
Preuve. Fixons l et introduisons Φl =
∑
i6=l
1∏
i′ 6=i(ei−ei′ )
∏
l′ 6=i,l(el−el′), qu’on
conside`re comme une fraction rationnelle en el a` coefficients dans Q((ei)i6=l).
E´crivons sa de´composition en e´le´ments simples Φl =
∑
i6=l
fi
el−ei
. En multipliant
Φl par (el − ei), et en substituant el = ei dans l’expression obtenue, on calcule
fi = −1. On a montre´ :∑
i6=l
1∏
i′ 6=i(ei − ei′)
1
el − ei
= −
1∏
l′ 6=l(el − el′)
∑
i6=l
1
el − ei
.
Multiplions cette identite´ par eN+1l , sommons sur l, puis e´changeons dans le
terme de gauche le roˆle des variables muettes i et l pour obtenir :
c∑
l=1
c∑
i=1
i6=l
1∏
l′ 6=l(el − el′)
eN+1i
ei − el
= −
c∑
l=1
c∑
i=1
i6=l
1∏
l′ 6=l(el − el′)
eN+1l
el − ei
.
Faisons tout passer dans le terme de gauche : le lemme est de´montre´.
4 Caracte´ristique finie
On explique dans cette partie comment modifier la preuve propose´e ci-dessus
pour de´montrer le the´ore`me 1.3 quand K est de caracte´ristique finie. On en
de´duit alors une preuve du the´ore`me 1.7.
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4.1 E´quation de la duale
On conserve les notations de la partie 2.
Le the´ore`me [3] Chap.9, 2.7, que nous que nous avons e´nonce´ en 2.1 de´crivait
l’e´quation de la varie´te´ duale d’une varie´te´ torique lisse XA ⊂ P((K
A)∗). Il ne
vaut tel quel qu’en caracte´ristique 0, et son e´nonce´ doit eˆtre modifie´ en ge´ne´ral.
A` cet effet, on introduit les notations suivantes.
Soit WXA ⊂ P((K
A)∗) × P(KA) la varie´te´ d’incidence de XA, c’est-a`-dire
l’adhe´rence de l’ensemble des couples (x,H) ∈ P((KA)∗) × P(KA) tels que H
soit tangent en le point lisse x de XA. Notons p1 et p2 les projections deWXA sur
XA et X
∨
A = p2(WXA) respectivement. On munit WXA et X
∨
A de leur structure
re´duite.
Si XA n’est pas de´fective, c’est-a`-dire si X
∨
A est une hypersurface de P(K
A),
on note µ le degre´ de l’application ge´ne´riquement finie p2 : WXA → X
∨
A. Le
the´ore`me 2.1 admet alors la ge´ne´ralisation suivante :
The´ore`me 4.1. On suppose que XA est lisse, et l ≫ 0.
(i) Si XA n’est pas de´fective,
∆A(f)
µ = det(C•(A, l), ∂f , e)
(−1)k ,
ou` chacun des deux termes est bien de´fini a` une constante multiplicative
non nulle pre`s.
(ii) Si XA est de´fective, rappelons que ∆A(f) = 1 par convention. Alors
∆A(f) = det(C
•(A, l), ∂f , e)
(−1)k ,
au sens ou` le terme de droite est e´galement une constante non nulle.
Preuve. La preuve de [3] Chap.9, 2.7 ne ne´cessite qu’une modification mineure,
que l’on va de´crire. Cette preuve fait appel au the´ore`me [3] Chap.2, 2.5. Au
cours de la preuve de cet autre the´ore`me, on utilise (page 59) le fait que si XA
n’est pas de´fective, p2 :WXA → X
∨
A est birationnelle. En caracte´ristique 0, c’est
une conse´quence du the´ore`me de re´flexivite´. Cependant, en caracte´ristique finie,
p2 :WXA → X
∨
A est seulement ge´ne´riquement finie, de degre´ µ.
En prenant cette modification en compte, et en adaptant les arguments de
manie`re e´vidente, on prouve le the´ore`me.
Tous les autres arguments que nous avons utilise´s sont encore valables. Nous
utiliserons librement les re´sultats de´ja` obtenus, notamment l’identification de D
a` la varie´te´ duale d’une varie´te´ torique explicite (proposition 3.1).
4.2 Calcul du degre´ µ
Pour appliquer le the´ore`me 4.1, il faut calculer la quantite´ µ dans les cas
ou` XA n’est pas de´fective : c’est le but de la proposition 4.2. On conserve les
notations du paragraphe 3.1.
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Proposition 4.2. Supposons qu’on n’ait pas d1 = . . . = dc = 1 et c < N + 1.
Alors XA n’est pas de´fective. Si K n’est pas de caracte´ristique 2 ou si n est
impair, µ = 1. Sinon, µ = 2.
On commence par montrer plusieurs lemmes. Les arguments qui suivent sont
le´ge`rement alourdis par le fait qu’il faut manipuler avec pre´caution les points
doubles ordinaires en caracte´ristique 2.
Lemme 4.3. (i) Supposons que c = N + 1. Alors pour (F1, . . . , Fc) ∈ D
ge´ne´ral, {F1 = . . . = Fc = 0} est un unique point re´duit.
(ii) Supposons que c < N + 1 et qu’il existe i tel que di ≥ 2. Alors pour
(F1, . . . , Fc) ∈ D ge´ne´ral, {F1 = . . . = Fc = 0} est de codimension c et a
un unique point singulier, qui est un point double ordinaire.
(iii) Supposons qu’on n’ait pas d1 = . . . = dc = 1 et c < N + 1. Alors pour
(F1, . . . , Fc) ∈ D ge´ne´ral, les diffe´rentielles des Fi sont lie´es en un unique
point de {F1 = . . . = Fc = 0}, et ce par une unique relation.
Preuve. (i) Cette proprie´te´ est ouverte dans D qui est irre´ductible par le
lemme 3.2 : il suffit donc d’exhiber un jeu d’e´quations ve´rifiant cette pro-
prie´te´. Par Bertini, on choisit F1, . . . , Fc−1 ge´ne´raux de sorte que le sche´ma
{F1 = . . . = Fc−1 = 0} soit re´union de points re´duits. On choisit alors Fc
de sorte a` ce qu’il passe par un de ces points et e´vite les autres.
(ii) Par description de la de´formation verselle d’un point double ordinaire (voir
[1] Exp. XV Prop. 1.3.1), cette proprie´te´ est ouverte dans D. Comme D
est irre´ductible par le lemme 3.2, il suffit donc d’exhiber un jeu d’e´quations
ve´rifiant cette proprie´te´. On conside`re le syste`me line´aire constitue´ des Fi
passant par P = [0 : . . . : 0 : 1], y e´tant singuliers et dont les termes d’ordre
2 sont un multiple d’une forme quadratique ordinaire fixe´e. Le the´ore`me
de Bertini assure que le membre ge´ne´ral de ce syste`me line´aire a pour
unique point singulier P ; c’est un point double ordinaire. On prend alors
F1, . . . , Fˆi, . . . , Fc ge´ne´rales passant par P . Le the´ore`me de Bertini assure
que (F1, . . . , Fc) convient.
(iii) Les deux premiers points permettent de de´crire, pour (F1, . . . , Fc) ∈ D
ge´ne´ral, les dimensions des espaces tangents de {F1 = . . . = Fc = 0}. On
en de´duit le re´sultat.
Lemme 4.4. Supposons qu’on n’ait pas d1 = . . . = dc = 1 et c < N +1. Alors :
(i) La varie´te´ XA n’est pas de´fective.
(ii) De plus, si H est un e´le´ment ge´ne´ral de D = X˜∨A vu comme un hyperplan
de P((KA)∗), H est tangent a` XA en un unique point.
Preuve. (i) Choisissons H ∈ D ge´ne´ral comme dans les lemmes 4.3 (iii) et
3.2 (i) et (ii). L’e´quivalence entre (11) et (12) dans la preuve de 3.1 montre
alors qu’il existe un unique point t de T en lequel H est tangent a` XA.
En particulier, t est isole´ dans p−12 (H). Comme WXA est irre´ductible, cela
implique que p2 est ge´ne´riquement finie. Ainsi, XA n’est pas de´fective.
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(ii) Soit H ∈ D ge´ne´ral comme au point pre´ce´dent. Choisissons-le de plus hors
de X∨A \ p2(p
−1
1 (XA \T )), qui est un ferme´ strict car p2 est ge´ne´riquement
finie. L’hyperplan H n’est tangent a` XA qu’en des points de T , et est
tangent a` T en un unique point. Cela conclut.
Lemme 4.5. Supposons qu’on n’ait pas d1 = . . . = dc = 1 et c < N + 1. Alors
si H est un e´le´ment ge´ne´ral de D = X˜∨A vu comme un hyperplan de P((K
A)∗),
XA ∩H a un unique point singulier qui est un point double ordinaire.
Preuve. On choisit H = (F1, . . . , Fc) ge´ne´ral comme dans le lemme pre´ce´dent,
et comme dans le lemme 4.3 (i) (resp. (ii)). On notera Z = {F1 = . . . = Fc =
0} ⊂ PN et Z˜ ⊂ AN+1 le coˆne affine sur Z.
Les choix faits montrent que H est tangent a` XA en un unique point t ∈ T .
La preuve de la proposition 3.1 montre que si t′ = (y1, . . . , yc, x0, . . . , xN ) ∈
(K∗)c+N+1 est un ante´ce´dent de t par l’application (10), x = [x0, . . . , xN ] est
l’unique point de Z (resp. l’unique point singulier de Z), que c’est un point re´duit
(resp. un point double ordinaire), et que l’unique relation entre les diffe´rentielles
des Fi en x˜ = (x0, . . . , xN ) est donne´e par
∑
i yi
∂Fi
∂Xj
(x˜) = 0, 0 ≤ j ≤ N .
Soit q la forme quadratique induite parH sur TtT . On raisonne par l’absurde
en la supposant non ordinaire : il existe w ∈ TtT non nul tel que w ∈ rad(q) et
q(w) = 0. On note q′ la forme quadratique que q induit sur Tt′(K
∗)c+N+1 via
l’application (10). Le noyau de la surjection Tt′(K
∗)c+N+1 → TtT est engendre´
par w′1 = (y1, . . . , yc, 0, . . . , 0) et w
′
2 = (−d1y1, . . . ,−dcyc, x0, . . . , xN ). Notons
w′ = (u1, . . . , uc, v0, . . . , vN ) un ante´ce´dent de w, de sorte que w
′ ∈ rad(q′),
q′(w′) = 0 et w′ /∈ 〈w′1, w
′
2〉.
La condition w′ ∈ rad(q′) signifie que w′ appartient au noyau de la matrice
de la forme biline´aire associe´e a` q′, c’est-a`-dire au noyau de la Hessienne de H
en t′. C’est un syste`me d’e´quations qui s’e´crit :
∑
j
vj
∂Fi
∂Xj
(x˜) = 0, 1 ≤ i ≤ c. (13)
∑
j
vj
∂2
∑
i yiFi
∂Xj∂Xk
(x˜) =
∑
i
ui
∂Fi
∂Xk
(x˜), 0 ≤ k ≤ N. (14)
Conside´rons v˜ = (v0, . . . , vN ) comme un vecteur tangent a` A
N+1 en x˜.
L’e´quation (13) montre que le vecteur v˜ appartient a` Tx˜Z˜. Montrons qu’il est
non radial. Si c’e´tait le cas, on pourrait, quitte a` retrancher a` w′ un multiple de
w′2, le supposer nul. L’e´quation (14) fournit alors la relation
∑
i ui
∂Fi
∂Xk
(x˜) = 0,
0 ≤ k ≤ N entre les diffe´rentielles des Fi en x˜. Ce n’est possible par hypothe`se
que si w′ est proportionnel a` w′1, ce qui contredit w
′ /∈ 〈w′1, w
′
2〉. Ainsi v˜ n’est
pas radial.
On distingue alors deux cas.
(i) Supposons que c = N + 1. Un vecteur v ∈ TxZ se relevant en v˜ est alors
un e´le´ment non nul de TxZ, et Z n’est donc pas un point re´duit. C’est la
contradiction recherche´e.
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(ii) Supposons que c < N + 1 et qu’il existe i tel que di ≥ 2.
Vu l’unique relation liant les diffe´rentielles en x˜ des Fi, la forme quadra-
tique qui est l’e´quation dans Tx˜Z˜ du coˆne tangent a` Z˜ en x˜ est la restric-
tion a` Tx˜Z˜ de la forme quadratique induite par les termes d’ordre deux de∑
yiFi. On note Q˜ cette forme quadratique.
Montrons que v˜ ∈ rad(Q˜). L’e´quation (14) signifie que si un vecteur est
orthogonal a` ( ∂∂Xk (
∑
i uiFi)(x˜))0≤k≤N pour le produit scalaire usuel, il est
automatiquement orthogonal a` v˜ pour la forme biline´aire associe´e a` Q˜. Or
tous les vecteurs de Tx˜Z˜ sont orthogonaux a` (
∂
∂Xk
(
∑
i uiFi)(x˜))0≤k≤N , vu
comme un gradient. On a bien montre´ v˜ ∈ rad(Q˜).
On ve´rifie ensuite que l’e´quation q′(w′) = 0 est la meˆme e´quation que
Q˜(v˜) = 0. Soit alors v ∈ TxZ se relevant en v˜, et Q la forme quadratique
sur TxZ, e´quation du coˆne tangent a` Z en x, induisant Q˜ sur Tx˜Z˜. On a
montre´ que v est un e´le´ment non nul de rad(Q) sur lequel Q s’annule. La
forme quadratique Q n’est donc pas ordinaire et x ne peut eˆtre un point
double ordinaire de Z. C’est absurde.
On peut alors prouver la proposition 4.2 :
Preuve de la proposition 4.2. La varie´te´ XA n’est pas de´fective par 4.4 (i),
de sorte que µ est bien de´fini.
Soit H un point ge´ne´ral de X∨A. Soit p
−1
2 (H) ⊂ XA le lieu sche´matique le
long duquel H est tangent a` XA ; par de´finition de µ, on a µ = long(p
−1
2 (H)).
Par [4] I (8) et (9), p−12 (H) = Sing(XA ∩H) ou` le lieu singulier de XA ∩H est
muni de la structure sche´matique donne´e par le (k− 1)-ie`me ide´al de Fitting du
faisceau des diffe´rentielles de Ka¨hler.
Comme H est choisi ge´ne´ral, par le lemme 4.5, XA ∩ H a un unique point
singulier qui est un point double ordinaire. Pour calculer Sing(XA ∩ H), on
peut travailler dans le comple´te´ de XA ∩ H en ce point. Par [1] Exp. XV Th.
1.2.6, celui-ci est isomorphe au le lieu des ze´ros dans K[[x1, . . . , xk]] de la forme
quadratique ordinaire canonique x1x2 + . . . + xk−1xk si k est pair ou x1x2 +
. . .+ xk−2xk−1 + x
2
k si k est impair.
Sur ces e´quations, il est facile de calculer le (k − 1)-ie`me ide´al de Fitting
du faisceau des diffe´rentielles : c’est 〈x1, . . . , xk〉 sauf si k est impair et K est
de caracte´ristique 2 auquel cas c’est 〈x1, . . . , xk−1, x
2
k〉. Dans le premier cas, le
sous-sche´ma qu’il de´finit est un point re´duit et µ = long(p−12 (H)) = 1. Dans le
second cas, il de´finit un sous-sche´ma de longueur 2 et µ = long(p−12 (H)) = 2.
Comme n = N − c est de parite´ oppose´e a` k = c + N − 1, la proposition est
de´montre´e.
4.3 Preuve du the´ore`me principal
On commence par montrer que dans les cas non traite´s par le lemme 4.4,
XA est de´fective.
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Lemme 4.6. Supposons d1 = . . . = dc = 1 et c < N+1. Alors XA est de´fective.
Preuve. Les Fi sont des formes line´aires. La sous-varie´te´D de V correspond au
lieu ou` elles ne sont pas inde´pendantes, et est donc de´crit par l’annulation d’un
certain nombre de mineurs. On en de´duit aise´ment que ce lieu est de codimension
≥ 2 dans V . Par le corollaire 3.3, XA est alors de´fective.
On obtient alors une preuve du the´ore`me 1.3.
Preuve du the´ore`me 1.3. On distingue deux cas.
(i) Supposons qu’on n’ait pas d1 = . . . = dc = 1 et c < N + 1. Alors,
par le lemme 4.4, XA n’est pas de´fective, et la preuve du the´ore`me 1.3
en caracte´ristique nulle fonctionne encore. Il faut seulement remplacer le
the´ore`me 2.1 par le the´ore`me 4.1 (i), et e´valuer µ a` l’aide de la proposition
4.2.
(ii) Si d1 = . . . = dc = 1 et c < N + 1, XA est de´fective par le lemme 4.6. Par
le corollaire 3.3, D est de codimension ≥ 2 dans V , de sorte que ∆ = 1,
et que tous les degre´s qu’on cherche a` calculer sont nuls. D’autre part,
la preuve fournie en caracte´ristique nulle fonctionne sans modifications en
caracte´ristique quelconque, en faisant intervenir le the´ore`me 4.1 (ii) a` la
place du the´ore`me 2.1. Les termes de droite dans l’e´nonce´ du the´ore`me
1.3 sont donc e´galement nuls. Le facteur 1µ ne joue alors aucun roˆle, et le
the´ore`me est de´montre´.
4.4 Re´duction modulo p du discriminant
On montre dans ce paragraphe le the´ore`me 1.7.
Preuve du the´ore`me 1.7. La situation de´crite dans le paragraphe 1.1 se met
en famille sur Spec(Z) : on dispose d’un fibre´ vectoriel ge´ome´trique VZ sur
Spec(Z), et d’un sous-sche´ma ferme´ re´duit DZ de celui-ci. On note ∆Q et ∆Fp
les polynoˆmes discriminant sur Q et Fp.
Si d1 = . . . = dc = 1 et c < N + 1, ∆Q = 1 par le lemme 4.6 et le corollaire
3.3, et le the´ore`me est e´vident. Dans le cas contraire, toutes les fibres sont des
hypersurfaces par le lemme 4.4 et le corollaire 3.3. Elles co¨ıncident ensemblis-
tement avec le lieu discriminant, et sont donc irre´ductibles par le lemme 3.2.
Par conse´quent, la re´duction modulo p de ∆Q s’annule pre´cise´ment sur le lieu
discriminant, et est donc une puissance de ∆Fp . Comparant les degre´s a` l’aide
du the´ore`me 1.3, on voit que cette puissance est 1 sauf si p = 2 et n est pair,
auquel cas cette puissance vaut 2. Comme ∆Fp est irre´ductible par de´finition,
cela conclut.
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