Biofuels production has experienced rapid growth worldwide as one of several strategies to promote green energy economies. Indeed, climate change mitigation and energy security have been frequent rationales behind biofuel policies, but biofuels production could generate negative impacts, such as additional demand for feedstocks, and therefore for land on which to grow them, with a consequent increase in food commodity price. In this context, this paper examines the effect of biofuels and other economic and financial factors on daily returns of a group of commodity futures prices using Generalized Autoregressive Conditional Heteroskedasticity (GARCH) family models in univariate and multivariate settings. The results show that a complex of drivers are relevant in explaining commodity futures returns; more precisely, the Standard and Poor's (S&P) 500 positively affects commodity markets, while the US/Euro exchange rate brings about a decline in commodity returns. It turns out, in addition, that energy market returns are significant in explaining commodity returns on a daily basis, while monetary liquidity does not. Finally, the GARCH model has shown that current variance is influenced more by its past values than by the previous day's shocks, and there is high persistence, meaning that variance slowly decays and prompts a sluggish "revert to the mean." The multivariate BEKK framework confirms the results of the univariate setting.
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Introduction
Over recent years, the production of biofuels has surged significantly, pushed by concerns about climate change, the possibility of fossil fuel scarcity, the need to improve the security of energy supply, and government incentives. In particular, the need to reduce dependency on fossil fuel energy has increased after high price swings registered in many producing countries due to several factors including unstable geopolitics, natural disasters, and financial speculations. Biofuels (e.g., ethanol and biodiesel) would facilitate lessening CO2 emissions and contribute to general rural development. Nevertheless, until new technologies are well developed 1 , using food to produce biofuels might squeeze the already tight supplies of arable land and water on a global level, and would drive food prices even higher (Mercer-Blackman et al. 2007) .
From 2006 to 2012, worldwide ethanol production has more than doubled and biodiesel production has increased more than three-fold (see appendix). Ethanol is an alcohol product usually produced from corn, sugar, wheat, sorghum, potatoes, and biomass such as cornstalks and vegetable waste. When combined with gasoline, it increases octane levels while also promoting more complete fuel burning which reduces harmful tailpipe emissions such as carbon monoxide and hydrocarbons. U.S. ethanol production is primarily fuelled by corn, while in Europe, ethanol is made from wheat and sugar beets, and in Brazil, the ethanol industry relies mainly on sugarcane 2 . Biodiesel is a domestic, renewable fuel for diesel engines derived from natural oils such as soybean oil, rapeseed oil, and palm oil. The biodiesel market is primarily driven by rapeseed oil in Europe; by soybeans in the U.S. and
Brazil, and by palm oil in Malaysia (Ravindrana et al., 2011; USDA, 2013) . Ethanol production is mainly concentrated in the United States and Brazil, while biodiesel production is mainly centered in Europe (see appendix).
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As the production of biofuel derived from cereal, sugar, and oil seeds rises, producers of this feedstock experience an increased demand for their commodities, which in turns leads to price increases. An additional issue is the volume of planting area that could be diverted from producing other crops to producing those crops used for biofuel production. For instance, high corn prices in 2006 stimulated U.S. farmers to intensify corn planting by 18
per cent in 2007 reducing the areas devoted to soybean and wheat production. This decline led to a sharp rise in soybean and wheat prices (Ecofys, 2008) .
The evidence linking biofuels to rising food prices and volatility cannot be ignored and should be investigated in more detail. In this context, the present study examines the impact of biofuels on corn, rapeseed, soybean, soybean oil, sugar and wheat futures returns, i.e.
changes in the log prices, using GARCH family models and controlling for financial and economic factors, such as the Standard & Poor's 500, crude oil, the U.S. dollar/euro exchange rate, and monetary variables.
The study contributes to the existent literature in several ways. First, a systematic assessment of the impact of biofuels and other drivers on commodity futures prices on a daily basis is missing, with the exception of the study by Sariannidis (2010) , which confines his analysis to the case of sugar. Indeed, most of the existing studies examine the link between energy and agricultural markets, disregarding other control variables. These studies use econometric or simulation models to explain price interdependencies, their transmission between markets, and volatility spillovers in order to establish a causal hierarchy between energy and agricultural goods. The present study broadens the perspective as it gauges the influence of different drivers on futures returns. This study includes two measures of "monetary liquidity" to evaluate how monetary policy -and specifically the liquidity generated by the world's main central banks -affect price changes. The importance of "global liquidity" for food and commodity prices has been highlighted and analyzed by Belke et al. (2013) . Furthermore, the analysis first explores the dynamics of commodity returns in a univariate framework then extends the focus to a multivariate setting using a trivariate BEKK parameterization where energy -distinguished in oil and ethanol -and agricultural markets are examined simultaneously. This can be viewed as a robustness check of the univariate framework and as a test for the presence of cross-market spillovers in the mean equation. A 3 final important contribution is the use of futures daily returns to allow for a finer investigation of price changes. Most of the existing studies are based on more aggregated observations; Gardebroek and Hernandez (2013) , and Wu and Li (2013) , for instance, used weekly data.
The remainder of the study is organized as follows: Section 2 reviews the existent literature on the topic, Section 3 depicts the dataset and the descriptive statistics, Section 4 presents the empirical analysis and discusses the results, and Section 5 concludes.
Literature review
The integration between energy and agricultural markets has attracted increasing attention in recent years. Indeed, several studies have investigated both the direct link between oil and food commodity prices (e.g. Harri et al. 2009; Nazlioglu and Soytas, 2011) and the relationship between biofuel and agricultural price variability. This is because energy costs have traditionally influenced agricultural markets through input channels on the supply side, and the expansion of biofuel production has stimulated the demand side of the commodity market, thus affecting prices (Chen et al., 2010) .
The empirical literature offers contrasting results regarding the existence of interdependencies between energy and agricultural markets. Zhang et al. (2009) explored the relationship between the price levels (volatility) of corn, soybeans, oil and ethanol in the U.S., and found no spillovers from ethanol price volatility to corn and soybean price volatility. They further found no long-run relationships between energy and agricultural price levels. Conversely, the studies by Harri and Darren (2009), Du et al. (2011) and Wu and al. (2011) revealed a linkage between oil price and corn price after the introduction of the Energy Policy Act in the U.S. in 2005. These studies, however, have not taken into account ethanol prices explicitly, despite their indication that the inter-linkages between the energy and agricultural markets are due to ethanol production. Trujillo-Barrera et al. (2012) extended Wu and al.'s model (2011) to specifically account for the impact of ethanol on corn, and have identified the presence of volatility spillovers from the crude oil futures markets to ethanol and corn futures markets. The study by Serra et al. (2011) assesses 4 volatility interactions within the Brazilian ethanol markets, and found important volatility spillovers across markets that flow in multiple directions. The results of Balcombe and Rapsomanikis (2008) , also on the Brazilian case, suggest that oil prices are the main long-run drivers of ethanol and sugar prices and that the causal chain runs directly from oil prices to sugar, rather than through the ethanol market. This indicates that sugar prices Grangercause ethanol prices but not vice versa, and thus producers appear to utilize information on oil and sugar prices before making decisions on how much ethanol and sugar to produce. Gardebroek and Hernandez (2013) performed an analysis of the dynamics and cross dynamics of weekly spot price volatility across crude oil, ethanol and corn prices in the U.S.
and do not find important spillover from energy to agricultural spot markets. Wu and Li (2013) analyzed the price volatility spillovers among China's crude oil, corn and fuel ethanol markets and find a higher interaction among crude oil, corn, and fuel ethanol markets, after September 2008. They indicate that there exist unidirectional spillover effects from the crude oil market to the corn and fuel ethanol markets, and double-directional spillovers between the corn market and the fuel ethanol market. However, the spillover effects from the corn and fuel ethanol markets to the crude oil market are not significant.
The literature that identifies a rising linkage between agricultural prices and biofuels can be distinguished into two main groups according to the empirical methodology adopted in analysis.
A first group of studies has investigated the dynamic linkages between biofuels and food commodities using statistical and time series techniques. The influence of biofuels on food prices varies considerably. In particular, as highlighted in Table 1 , the change in food price ascribed to biofuels ranges from 10% to 75%. These differences can be due to the different countries under investigation, the typology of food and fuel taken into account, the selected time dimension, and the adopted methodology. Mitchell (2008) found that the increase in internationally traded food prices from January 2002 to June 2008 was caused by a confluence of factors, but the most significant driver was the large increase in biofuels production from grains and oilseeds in the U.S. and EU. The latter -together with the related consequences of low grain stocks, large land use shifts, speculative activity and export bans -accounted for a 70-75% increase in food commodities prices. Baier et al. (2009) estimated that the increase in worldwide biofuels production pushed up corn, soybean and sugar prices by 27, 21 and 12 percentage points respectively. Sariannidis (2010) estimated that a 10% increase in the demand for biofuels led to a 0.7% rise in sugar price returns.
A second group of studies is based on simulation models, partial equilibrium or computable general equilibrium models that evaluate the projected impact of the introduction of given biofuel trade or policy scenario on food prices and produced quantities. policy of the United States on the agricultural sector in New Zealand. The authors found that the renewable fuel standard policy has a significant impact on corn prices, but a small effect on livestock prices and production. Elobeid and Tokgoz (2006) developed a multicommodity, multi-country system of integrated commodity models to determine the impact of ethanol production on food prices and found that, as the U.S. ethanol industry expands, corn price and wheat price will rise by 58% and 20% respectively, while soybean price will decrease by 5%. Ignaciuk and Dellink (2006) adopted a general equilibrium model to gauge the impact of multi-product crops in response to climate policies and found that the 7 competition between agriculture and biomass for scarce land will decrease the production of agricultural products at most by 5% and increase the price of agricultural goods by 5%.
Partial equilibrium or computable general equilibrium models show several shortcomings.
First of all, they generate the long-term price impacts of specific shocks, but do not capture short-term price dynamics that are significantly more pronounced (Mitchell, 2008; Serra and Zilberman, 2013) . Additionally, PA and GCE are based on too many restrictive assumptions (Pfuderer et al., 2010) . The following analysis investigates the drivers of a set of food commodities with the objective of disentangling some factors behind the daily log futures returns.
Descriptive analysis
Data
To estimate the effect of energy prices, economic and financial variables on commodity Specifically, the daily synchronous closing futures prices of the main food commodities used to produce the first generation of biofuels have been considered as a dependent variable.
They comprise corn, rapeseed, soybeans, soybean oil, sugar, and wheat. The independent variables include energy, economic, and financial factors. In particular, energy factors are distinguished in oil and biofuels. Oil affects commodity prices and returns mainly through the supply side: a rise in oil prices exerts an upward pressure on input costs such as fertilizers, irrigation, and transportation costs, which in turn lead to a decline in profitability and production, with a consequent rise in commodity prices. Biofuels, stimulated by higher crude oil prices and facilitated by indirect or direct subsidies and mandates, impact commodity prices through the demand side. This is because the demand for corn, soybeans and other grains increases in order to produce more biofuels, and this results in higher prices of these grains. The demand for biofuels has been further facilitated by (indirect or direct) subsidies and biofuel mandates. Some banks at the end of the day have surpluses, others do not meet reserve requirements.
The federal funds rate is the rate at which the banks in deficit borrow from those with a surplus 5 . This rate gives an idea of the liquidity: a high rate means that there is little liquidity in the interbank market.
Due to different holidays across exchanges, those days for which we have available information for all exchanges have been included in the estimations.
Detailed data specifications and tickers and are reported in Table 9 , Appendix.
Descriptive statistics
Daily continuous compounded returns for the selected variables are calculated as R t =ln(P t /P t-1 ) where R t are the daily returns, P t is the closing futures price of the day, t is time, and ln is the natural logarithm.
Descriptive summary statistics for log-returns of the considered variables are reported in Table 3 . The latter provides information on the mean return values, their minimum and maximum values, and the dispersion of returns with respect to the mean. The average daily returns for the food commodities futures ranges between 0.03% of rapeseed to 0.06% of corn; these returns are higher than S&P returns and exchange rate. In detail, the average daily returns in corn are roughly 1.5 times higher than returns in oil and 3 times higher than the stock market. Higher average returns are connected with greater risk exposure in futures markets. The gap between the maximum and minimum returns gives evidence of the high variability in price changes. The daily standard deviation confirms the high level of volatility in the commodity markets and points also to the highest risk of the futures returns.
Specifically, volatility is 2% for corn, sugar, and wheat, 1.8% for soybeans, and 1.6% for soybean oil and rapeseed. Positive or negative skewness indicates asymmetry in the series. For a symmetric distribution, like the normal, the median is the average and so the skewness is zero.
Asymmetry, also known as leverage effects, suggests that a decrease in returns is followed by an upsurge in volatility greater than the volatility caused by a rise in returns. This implies that prices tend to depart more from their average trend in a bust than in a boom due to a higher perceived uncertainty (Fama, 1965; Black, 1976) . Aggregate returns for corn, ethanol, rapeseeds, soybeans, soybean oil and sugar, as well as the S&P 500 and the exchange rate are negatively skewed and thus have a long left tail. This implies that there is a propensity to generate negative returns with greater probability than suggested by a symmetric distribution. Conversely, positively skewed distributions, such as returns for wheat and oil, indicate that there is a greater than normal probability of big positive returns.
Similarly to kurtosis and skewness, the Jarque-Bera test rejects normality at the 5% level for all distributions, which could be due to partly to the presence of extreme observations. In case of a normal distribution, the J-B is 0.
Volatility clustering occurs when large changes in returns are followed by further large changes, of either sign, and small changes in returns are followed by periods of small changes. Put differently, the current level of volatility tends to be positively correlated with its level during the immediate previous periods. The daily returns show that volatility occurs in bursts, as highlighted in Chart 1.
Correlation analysis (Table 4) All the correlations between the S&P 500 and the commodity log returns are below 0.3, indicating low co-movements of asset returns. The highest correlation is between the S&P 500 and the soybean oil returns. The correlation of returns between that of the main commodity futures and energy futures, in particular oil, is somewhat higher. 
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Empirical analysis
Model specification
The GARCH family of statistical processes is adopted in order to investigate the nonlinear relationships between variables. Indeed, this class of models allows us to capture the relevant features of the data, namely the high non-normality of price returns, volatility clustering and lack of constant variance of errors. In addition, family GARCH models works better when data are sampled daily rather than at a lower frequency. Engle (1982) introduced the first autoregressive conditional Heteroskedasticity (ARCH) model which allows the conditional variance to change over time as a function of past innovations (or disturbance). Bollerslev (1986) The GARCH (1,1) model has the following form:
Equation 1 is called the conditional mean equation and depicts the first moment of the process. Specifically, conditional on the information available up to time t-1 6 , the commodity price returns at time t (R t ) are a function of a drift coefficient (α) that denotes the average returns, a set of independent economic and financial variables (X t ), with the associated coefficients to be estimated βs, and an error term (ε t ). , which denotes the past values of shocks or news. This implies that the larger the shocks, the greater the volatility in the series. Put differently, the coefficient δ 1 represents the GARCH effect and μ 1 represents the ARCH effect, or short run persistence of shocks to returns. The sum of the ARCH and GARCH coefficients (μ 1 + δ 1 ) measures the persistence of the contribution of shocks to returns to long-run persistence and indicates persistence in volatility clustering. The sum (μ 1 + δ 1 ) varies from 0 to 1. The nearer it is to 1 the more persistent the volatility clustering.
When using the GARCH approach the conditional standard deviation is the measure of volatility, and is given by the square root of each of the fitted values of σ 2 t (equation 3). Unlike the volatility in the absence of the ARCH effect (where it remains constant for the entire period and can hence be presented by a single value), the conditional standard deviation varies over time.
While GARCH models consider non-linearity in the conditional mean equation and are able to capture volatility clustering and leptokurtosis, they fail to model the leverage effect since their distribution is symmetric. Put differently, GARCH models assume that negative and positive shocks of equal magnitude have identical impact on the conditional variance, i.e. they enforce a symmetric response of variance to positive and negative innovations. This arises since the conditional variance in the GARCH model is a function of the magnitudes of the lagged residuals and not their signs (indeed by squaring the lagged error in GARCH the sign is lost). Since the positive and negative shocks on conditional volatility can be asymmetric (leverage effect), variants of the GARCH model have been developed to capture asymmetry. Some of the models include the Exponential GARCH (EGARCH), originally proposed by Nelson (1991) ; the Threshold GARCH (TGARCH) model by Zakoian (1994) ; the GJR-GARCH by Glosten, Jagannathan, and Runkle (1993) ; and the Asymmetric Power ARCH (APARCH) by Ding, Granger and Engle (1993) 7 . In the following analysis, a GARCH model will be tested against three specifications of EGARCH models, which can characterize asymmetric responses to shocks. The EGARCH specification is given by:
7 See Tim Bollerslev (2009) for an extensive reference guide to the long list of ARCH-GARCH family models. Where the coefficient δ 1 represents the GARCH effect, μ 1 represents the ARCH effect and γ 1 is the asymmetry term. When the asymmetry coefficient is negative, then negative shocks tend to produce higher volatility in the immediate future than positive shocks. The opposite would be true if γ 1 were positive.
Empirical results
In the first step, the presence of ARCH effects, as described in Engle (1982) , were tested for each food commodity return estimating an ARMA model via OLS (Table 5) . Then the ARCH test on residuals was performed to check for the presence of autoregressive conditional heteroskedasticity. Table 5 shows that the AR(1) coefficients and the MA(1) coefficients are significant and there are resilient ARCH effects (the values of the heteroskedasticity test statistic for all the samples reject the null of homoskedasticity) that point to the fact that the volatility in the prices of these crops is time varying. Therefore an ARCH-GARCH approach can be used. returns, and to the fact that the production of grains, oils and seeds becomes competitive in the energy sector as feedstock for the production of biofuels. In addition, energy futures, which make up the larger part of the commodity futures portfolio, may dominate investors' behavior, and expectations for increasing energy prices may trigger increases in investments in all commodities. This might transmit upward movements in oil and ethanol prices to food commodities, increasing the correlation across all commodity futures and providing another link between the energy and food markets. The findings show that the stock market (S&P 500) also positively affects the commodity market. The exchange rate enters the equations with the expected negative sign. This can be explained by the fact that the volatility of the U.S. dollar/euro weakens the confidence in commodities markets, creating an unstable environment for investments. The monetary variables entering the models show a positive
sign for the open market operations and a negative sign for the fed interest rate.
Although the coefficients among the five models do not vary that much, on the basis of the information criteria method (minimum values), the maximum likelihood method (maximum values), and the significance of the asymmetric coefficients, the baseline specification is the EGARCH model 3 for all commodities excluding soybeans and soybean oil, for which the baseline specification is the GARCH model 1. The baseline results of the mean equations are summarized in Table 6 , the baseline for the variance equations are in Table 7 . 
In detail, the baseline specifications reveal that ethanol returns have a larger impact on corn (0.6) and wheat (0.4) and less impact on other commodities. This implies that a 1% increase in biofuels returns is associated with 0.6% and 0.4% increases in corn and wheat returns respectively. Ethanol is the variable that exerts the most influential role among other variables on corn and wheat futures returns. In any case, one should mention that there are multiple and complex interactions between factors, and drivers influence each other through various linkages and feedback loops. For instance, the link between energy and nonenergy commodities is much more complex and broad, with a number of additional dimensions. These dimensions include high energy intensity of most agricultural commodities, transmission elasticities that may change overtime and likely spillover-effects from crude oil to non-energy markets through investment fund activity. The oil variable positively impacts commodity futures returns. Its influence ranges between 0.078 for corn and 0.247 for soybean oil. This result testifies that energy and agricultural prices have become increasingly interwoven, in line with Tang and Xiong (2012) and Chen et al. (2010) .
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The exchange rate variable enters the equation with a negative sign and it is significant for all considered commodities. In particular, a 1% U.S. dollar appreciation leads to a decrease in commodity futures prices, with a consequent drop in returns ranging between 0.052 and 0.255%. Wheat is the commodity futures that is most influenced by exchange rate movements, while rapeseed is the less influenced. The S&P 500 returns are generally positive and significant meaning that the movements in stock markets returns put an upward pressure on agricultural commodity futures returns. The variable is not significant only for corn. The highest market's reaction to the S&P 500 price change is observed in the Turning to the variance equations of the baseline models (Table 7) , the coefficients on both the lagged squared residuals (ARCH term) and lagged conditional variance terms (GARCH term) in the conditional variance equation are highly statistically significant. The effect of
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"news" (unexpected shocks) on commodity markets at time t -1 impacts current returns to a different extent, with a higher impact on rapeseed (0.343) and a lesser effect on soybean oil (0.068). The GARCH term (δ1) has a coefficient of 0.99 for corn and sugar and 0.95 for wheat, and a smaller value of 0.81 for soybeans, which implies that 99%, 95% and 81% of a variance shock remains the next day, suggesting the presence of volatility clustering in the daily returns. The persistence parameters (δ+μ) are very large for all commodities,
suggesting that shocks to the conditional variance will be highly persistent and that the variance moves slowly through time, so that volatility takes a long time to die out following a shock. It is worthwhile mentioning that since the ARCH term + GARCH term <1 for all commodities, the second moment and log moment conditions are satisfied in all markets, and this is a sufficient condition for consistency and asymptotic normality of the ML-ARCHMarquardt estimator.
The asymmetry coefficient c(8) in models 3, 4, and 5 is significant for all commodities, with the exception of soybeans and soybean oil. This implies that there are leverage effects for corn, rapeseed, sugar, and wheat, but not for soybeans and soybean oil. This different feature is reflected in the structure of the selected baseline models. In more detail, the variance equations of the baseline models reported in Table 7 show that the asymmetry coefficients are significant and negative for corn and rapeseed, and positive for sugar and wheat. When the coefficient is negative, then negative shocks tend to produce higher volatility in the immediate future than positive shocks, i.e. the variance goes up more after negative news than after good news. The opposite would be true if γ 1 were positive: when the asymmetric coefficient is larger than zero, then positive innovations are more destabilizing than negative innovations. remaining effects, confirming the strength of the adopted models. Only the property of normality is not met; however, this is a common feature of several financial series.
A multivariate extension
The models described thus far are models of single markets. When examining several markets or several assets in the same market, one can ask "does the volatility of one influence the volatility of another?" In particular, the volatility of an individual market or asset could be influenced by the volatility of other markets or assets. This implies that one should estimate the correlations and covariances between individual assets in order to 10 The residual analysis is not reported for reasons of space, but is available upon request. Thus an empirical extension of the models has been carried out to estimate agricultural commodity, oil, and ethanol markets simultaneously and to evaluate their likely interdependency and the presence of spillovers in the mean and/or the variance equations.
To this purpose, a multivariate GARCH model with dynamic covariances and conditional correlation, the BEKK parameterization 11 (Baba, Engle, Kraft, and Kroner, 1990) , has been adopted. This type of model has been shown to be more useful in studying cross-market volatility spillover effects than univariate models, which are likely to occur with increasing market integration.
In each equation, the returns of each food commodity, oil and ethanol are regressed on macroeconomics and financial controls, on the lagged dependent variable and on the lagged returns of the other energy and non-energy commodities.
The diagonal BEKK parameterization (Engle and Kroner, 1995) of the conditional variancecovariance matrix H t is given by:
The matrices A, B, and C possess the dimension (nxn); C is a 3x3 matrix of the constant, A is a matrix containing "a" elements that measure the degree of innovation from market i to market j, and B shows the persistence in the conditional volatility. In the present model A and B are diagonal matrices. The resulting variance and covariance equations for N=3 (commodity, oil and ethanol) are: The results of the estimations for the mean and variance equations are reported in Tables   13-18 in the appendix. The coefficients C(2), C(3), and C(4) in the mean equations capture own and cross-markets dependence for the agricultural commodities, i.e. the dependence of food commodity returns on its lagged value (C(2)), and the dependence of food commodity returns on the lagged returns in the ethanol and oil markets (C(3) and C(4)). In the same way, the two groups of coefficients C(9)-C(10)-C(11), and C(16)-C(17)-C(18) in the mean equations capture own and cross-markets dependence for ethanol and oil markets, respectively.
Specifically, the BEKK model for corn-ethanol and oil points to a linkage between the agriculture and energy markets; indeed in the last period ethanol (C(3)) and oil (C(4)) returns are statistically significant in explaining current corn returns in the first moment of the process. Conversely, last period corn returns do not explain current ethanol (C9) and oil (C16) returns. This means that there are mean spillovers going from energy markets to corn markets, but not vice-versa. This confirms the validity of the results obtained in the univariate setting. The same results are found for wheat, sugar, and soybeans, where the mean equations reveal that current returns are influenced by the lagged returns in oil and ethanol markets. For soybean oil and rapeseed the results point to a weak significance or no significance of past ethanol in explaining returns. This would suggest that the univariate model can have a caveat due to the fact that the proxy for biofuels (ethanol price changes) is not so precise for oilseed commodities, for which it would be better to use biodiesel prices.
An interesting aspect that emerges is that past oil and ethanol returns negatively impact current commodity futures returns, while when considering synchronous timing, as in the univariate case, the current oil and ethanol returns positively impact current commodity futures returns. This points to a sort of J-curve behavior of the effect of price change variations on commodity returns, probably due to the fact that when there is not time idiosyncrasy, an increase in oil and ethanol returns would further increase the demand for 25 these financial products because investors are attracted by higher returns with a consequent drop in the demand for futures contracts in agricultural markets. When instead all markets are considered with synchronous time, the effect of increase in oil and ethanol returns translated to an increase in returns for the agricultural market, too. This is indeed a typical phenomenon in the financial markets: when there is good news there is an overreaction in the affected market, with a partial correction in the following period.
As regards the other exogenous variables, the S&P is always significant and positively linked to commodity markets with the highest impact on sugar, wheat and soybean oil; the exchange rate is always significant and negatively linked to commodity markets, while monetary liquidity is not significant. These results also corroborate the univariate framework.
Turning to the variance-covariance matrix, in the diagonal BEKK it is possible to identify own volatility spillover (A1) reflected by lagged innovations on the current conditional returns, and own volatility persistence (B1) in each markets, i.e. the dependence of volatility in market i on its own past volatility. It emerges that the variance of returns in each market are more influenced by their own lagged values (B1) rather than by "old news" (A1), which is reflected by lagged innovations. In particular, "old news" or past shocks affect more oil markets, while the corn market exhibits the highest own volatility persistence. For the other commodities the past conditional variances affect the current level of conditional variances, as well. Indeed, the GARCH effect (B1) can be interpreted as long term persistence and ARCH effect (A1) as short-term persistence; thus own volatility long-run persistence is larger than short-run persistence.
In sum, energy and agricultural markets seems to be interrelated at a mean level with spillovers going from energy to commodity markets. 
Conclusions
Biofuels production has rapidly increased worldwide as one of several strategies to make economies "greener". The increase in biofuels production, mainly reliant on first-generation technologies, has increased demand for food commodities, and has pushed prices up. This study examined the role of energy factors, namely biofuels and oil, financial factors, and macroeconomic factors on daily commodity futures price returns. Since many relationships in futures markets are non-linear a GARCH approach in an univariate and multivariate framework was adopted. This allowed us to better capture the relevant features of the data, namely leptokurtosis, volatility clustering, and non-constant variance of the errors. Family GARCH models work better when data are sampled daily rather than at a lower frequency.
The results reveal that a complex of factors contributes to movements in daily futures returns including energy factors, macroeconomic variables, and stock market, which require a complex response at the international level. The significance of the Standard & Poor's 500 illustrates the magnified effect of stock market returns on commodity price returns, which is more pronounced for sugar, wheat and soybean oil markets. The evolution in commodity and stock in the same direction reduces their potential substitutability in portfolios and risk diversification for investors. An increase in exchange rate returns has a curbing effect on all commodity futures returns. The results of this analysis further highlight that monetary liquidity does not influence commodity returns on a daily basis. This, however, does not imply that a positive long-run relationship between global liquidity and the development of food commodity price returns could not exist. Generally, monetary policy does not have an immediate effect on the economy, therefore it appears realistic that monetary liquidity does not trigger commodity returns immediately but with lags.
It emerges that the past variance (δ 1 ) has a greater influence on current variance than past innovations (μ 1 ), and that the sum of the coefficients on the lagged squared error and lagged conditional variance is very close to unity. This implies that shocks to conditional variance will be highly persistent and therefore the variance reverts or "decays" toward its long-run average very slowly.
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The results further reveal that the leverage effects γ are negative and significant at a 5% significance level for corn and rapeseed, which means that good news generates less volatility than bad news for these commodity markets, while the contrary happens for wheat and sugar.
The multivariate model supports the findings of the univariate setting and provides evidence of mean spillovers in the price returns across energy and agricultural markets. Both lagged oil and ethanol returns have a significant influence on corn, wheat, sugar and soybeans. This implies that energy markets can influence price changes, and thus increase volatility in agricultural markets. This would indicate that biofuel policies should be carefully monitored and in some cases changed to avoid unnecessary first-generation subsidization. It would be appropriate to ameliorate technology to move toward second-generation biofuels and offer incentives to use food wastes. LOG(GARCH) = C(6) + C(7)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(8) *RESID(-1)/@SQRT(GARCH(-1)) + C(9)*LOG(GARCH(-1)). D(⋅) is the differentiation operator. 05, *p<0.10. Model 3, 4 , 5: LOG(GARCH) = C(6) + C(7)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(8) *RESID(-1)/@SQRT(GARCH(-1)) + C(9)*LOG(GARCH(-1)). D(⋅) is the differentiation operator. 05, : LOG(GARCH) = C(6) + C(7)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(8) *RESID(-1)/@SQRT(GARCH(-1)) + C(9)*LOG(GARCH(-1)). D(⋅) is the differentiation operator. 01, **p<0.05, : LOG(GARCH) = C(6) + C(7)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(8) *RESID(-1)/@SQRT(GARCH(-1)) + C(9)*LOG(GARCH(-1)). D(⋅) is the differentiation operator. 01, **p<0.05, : LOG(GARCH) = C(6) + C(7)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(8) *RESID(-1)/@SQRT(GARCH(-1)) + C(9)*LOG(GARCH(-1)). D(⋅) is the differentiation operator. 01, **p<0.05, : LOG(GARCH) = C(6) + C(7)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(8) *RESID(-1)/@SQRT(GARCH(-1)) + C(9)*LOG(GARCH(-1)). D(⋅) is the differentiation operator. 
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