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Kapitola 1
U´vod a za´kladne´ pojmy
Kurzy mien a obchodny´ch spolocˇnost´ı na akciovy´ch trhoch, vy´voj meteorolo-
gicky´ch da´t ako je teplota cˇi tlak, pr´ıpadne vy´voj vy´sˇky, cˇi va´hy cˇloveka v
za´vislosti na cˇase su´ iba niektore´ z proble´mov pri ktory´ch je prirodzene´ uvazˇovat’
funkciona´lny charakter vstupny´ch da´t. Analy´za funkciona´lnych da´t, ktora´ sa
zaobera´ podobny´mi proble´mami, zaznamenala vel’ky´ rozmach v posledny´ch trid-
siatich rokoch najma¨ z nasleduju´cich doˆvodov:
• cˇasto je prirodzene´ uvazˇovat’ funkciona´lny charakter vstupny´ch da´t;
• vd’aka meto´dam na odhadnutie (viacna´sobnej) deriva´cie na´hodnej funkcie
je mozˇne´ z´ıskat’ d’alˇsiu informa´ciu o sku´many´ch da´tach;
• sta´le va¨cˇsˇie mnozˇstvo vedcov a vy´skumny´ch pracovn´ıkov ma´ pr´ıstup k
ry´chlejˇsej a vy´konnejˇsej vy´pocˇtovej technike potrebnej k va¨cˇsˇinou cˇasovo
na´rocˇny´m vy´pocˇtom.
Vel’ke´ mnozˇstvo d’alˇs´ıch pr´ıkladov na funkciona´lne da´ta spolu s rozsiahlym
komenta´rom je uvedeny´ch v [22].
1.1 Za´kladne´ pojmy a znacˇenie
Rea´lna na´hodna´ velicˇina X , definovana´ ako meratelne´ zobrazenie z nejake´ho
pravdepodobnostne´ho priestoru
X : (Ω,A,P)→ (R,B), (1.1)
kde B je Borelovsky´ syste´m podmnozˇ´ın, je za´kladny´m kamenˇom teo´rie pravde-
podobnosti a matematickej sˇtatistiky. Samozrejme namiesto rea´lnych cˇ´ısel by
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sme mohli, na pravej strane (1.1), uvazˇovat’ mnozˇinu komplexny´ch cˇ´ısel, ale v
ra´mci tejto pra´ce si vystacˇ´ıme s rea´lnou na´hodnou velicˇinou.
Prirodzeny´m rozsˇ´ıren´ım tohto pojmu je na´hodny´ vektor X = (X1, . . . , Xn),
ktory´ moˆzˇeme cha´pat’ ako vektor n na´hodny´ch velicˇ´ın, alebo aj ako zobrazenie
X : (Ω,A,P)→ (⊗ni=1R,⊗ni=1B).
Konecˇne dimenziona´lny priestor moˆzˇeme d’alej rozsˇ´ırit’ na nekonecˇne dimen-
ziona´lny. Ak T je nepra´zdna indexova´ mnozˇina obsahuju´ca nekonecˇne vel’a prvkov,
potom zobrazenie
X(t) : (Ω,A,P)→ (⊗t∈TR,⊗t∈TB),
nazy´vame na´hodny´ proces. Pokial’ je mnozˇina T spocˇetna´ hovor´ıme o na´hodnom
procese s diskre´tnym cˇasom, pokial’ je T rea´lny interval hovor´ıme o procese so
spojity´m cˇasom.
Na´hodny´ proces je mozˇne´ cha´pat’ ako funkciu dvoch premenny´ch ω a t. Pre
pevne´ t ∈ T je X(t) na´hodna´ velicˇina, pre pevne´ ω ∈ Ω je X(.) rea´lna funkcia
argumentu t, ktora´ sa nazy´va trajekto´ria procesu. To na´s priva´dza k d’alˇsej
mozˇnosti ako cha´pat’ na´hodny´ proces a to ako zobrazenie
X(t) : (Ω,A,P)→H,
kde H je priestor nejaky´ch funkci´ı, obsahuju´ci vsˇetky mozˇne´ trajekto´rie procesu
X(t).
Strednu´ hodnotu na´hodne´ho procesu X(t) definujeme
µ(t) = E [X(t)] ∀t ∈ T.
Pre vsˇetky t, s ∈ T moˆzˇeme esˇte definovat’ autokovariancˇnu´ funkciu procesu X(t)
predpisom
K(s, t) = E {[X(s)− µ(s)] [X(t)− µ(t)]} .
Na´hodny´ proces pre ktory´ plat´ı
K(s, t) <∞ ∀s, t ∈ T
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budeme nazy´vat’ proces s konecˇny´mi druhy´mi momentami.
V ra´mci pra´ce s funkciami budeme cˇasto vyuzˇ´ıvat’ deriva´cie. Okrem sˇtandart-
ne´ho znacˇenia m-tej deriva´cie funkcie f podl’a premennej t ∂
mf
∂mt
budeme pouzˇ´ıvat’
aj znacˇenie f (m)(t) pokial’ bude z kontextu jasne´, podl’a ktorej premennej sa
derivuje.
1.2 Sˇtruktu´ra pra´ce
V tejto pra´ci sa zameriame na su´cˇasne´ mozˇnosti analy´zy funkciona´lnych da´t a
sˇpecia´lne na analy´zu hlavny´ch komponent.
Ako uzˇ na´zov pra´ce napoveda´, vel’ka´ cˇast’ pra´ce je zalozˇena´ na pojmoch a
vy´sledkoch dosiahnuty´ch vo funkciona´lnej analy´ze. Tie, z hl’adiska tejto pra´ce
najdoˆlezˇitejˇsie, su´ zhrnute´ v kapitole 2, pricˇom doˆraz je kladeny´ na ich prepoje-
nie s teo´riou pravdepodobnosti a na´hodny´ch procesov.
Hned’ prvy´m proble´mom na ktory´ sa nara´zˇa pri analy´ze funkciona´lnych da´t,
je nasˇa schopnost’ zaznamenat’ iba konecˇne vel’a pozorovan´ı, cˇo je v ostrom kon-
traste s defin´ıciou funkcie. Preto je kapitola 3 zamerana´ na uka´zˇku mozˇnost´ı
reprezenta´cie taky´chto da´t.
V kapitole 4 si v strucˇnosti pripomenieme analy´zu hlavny´ch komponent pre
na´hodny´ vektor tak, ako sa pouzˇ´ıva uzˇ skoro sto rokov a zameriame sa d’alej na
mozˇnost’ cha´pat’ funciona´lnu analy´zu hlavny´ch komponent ako prirodzene´ zobec-
nenie viacrozmerne´ho pr´ıpadu.
Najdoˆlezˇitejˇsia je kapitola 5 v ktorej si uka´zˇeme ako je mozˇne´ spocˇ´ıtat’ odhad
funkciona´lnych hlavny´ch komponent za predpokladu diskre´tneho pocˇtu pozoro-
van´ı a uka´zˇeme si ry´chlost’ konvergencie ty´chto odhadov, za predpokladu splnenia
isty´ch, nie pr´ıliˇs obmedzuju´cich predpokladov.
V za´verecˇnej kapitole tejto pra´ce sa zameriame na prakticku´ uka´zˇku analy´zy
da´t o magnetickom poli Zeme.
Na prilozˇenom CD sa, okrem elektronickej ko´pie tejto pra´ce, nacha´dza aj
skript slu´zˇiaci na vy´pocˇty robene´ v sˇiestej kapitole, spolu s da´tami tam analy-
zovany´mi. Tento skript bol p´ısany´ v programe R, verzia 2.10.
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Kapitola 2
Poznatky z funkciona´lnej analy´zy
Pripomenˇme si, zˇe nepra´zdny u´plny´ vektorovy´ priestor H s definovanou normou
sa nazy´va Banachov. Ak je ta´to norma navysˇe generovana´ skala´rnym su´cˇinom,
potom sa tento priestor nazy´va Hilbertov. Skala´rny su´cˇin budeme znacˇit’
〈x, y〉H ∀x, y ∈ H
a normu generovanu´ ty´mto skala´rnym su´cˇinom budeme znacˇit’
‖x‖H = 〈x, x〉H ∀x ∈ H.
2.1 Priestory Lp
Nech S je uzavreta´ podmnozˇina Rn, n ∈ N, na ktorej je definovana´ σ−konecˇna´
Borelovska´ miera ν. Oznacˇme Lp(S) mnozˇinu vsˇetky´ch funkci´ı f : S → R, pre
ktore´ plat´ı ∫
S
|f(t)|p dν(t) <∞.
Ta´to mnozˇina evidentne tvor´ı vektorovy´ priestor na ktorom definujme, pre vsˇetky
f, g ∈ Lp, ekvivalenciu
f ∼ g ⇔
∫
S
|f(t)− g(t)|p dν(t) = 0.
Priestor tried ekvivalencie na Lp(S) oznacˇme Lp(S). Na tomto priestore moˆzˇeme
zaviest’ normu
‖f‖Lp = p
√∫
S
|f(t)|p dν(t),
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Je evidentne´, zˇe norma neza´vis´ı na vol’be reprezentanta, preto nie je d’alej nutne´
rozliˇsovat’ medzi Lp(S) a Lp(S).
Pre p ∈ 〈1,∞) je Lp(S) u´plny´ normovany´ linea´rny priestor (to znamena´
Banachov), pre p = 2 je norma ‖.‖L2 generovana´ skala´rnym su´cˇinom
〈f, g〉L2 =
∫
S
f(t)g(t)dν(t) ∀f, g ∈ L2(S)
a L2(S) je teda Hilbertov priestor (podrobny´ doˆkaz je uvedeny´ v [25]).
Obdobne moˆzˇeme vybudovat’ priestor Lp(Ω,A,P). Oznacˇme Lp(Ω,A,P) mno-
zˇinu na´hodny´ch velicˇ´ın X pre ktore´ plat´ı
E |X|p <∞.
Potom ta´to mnozˇina tvor´ı vektorovy´ priestor, na ktorom moˆzˇeme definovat’ ana-
logicky ekvivalenciu pre vsˇetky X, Y ∈ Lp(Ω,A,P)
X ∼ Y ⇔ P(X = Y ) = 1.
Priestor Lp(Ω,A,P) potom definujeme ako triedy ekvivalencie Lp(Ω,A,P). Nor-
mu tohto priestoru definujeme
‖X‖Lp = p
√
E|X|p,
pre p = 2 je ta´to norma generovana´ skala´rnym su´cˇinom
〈X, Y 〉L2 = EXY ∀X, Y ∈ L2(Ω,A,P).
Aj pre priestory Lp(Ω,A,P) plat´ı, zˇe su´ u´plne´ a teda Banachove pre vsˇetky
p ∈ 〈1,∞), priestor L2(Ω,A,P) je navysˇe Hilbertov (veta 2.3 [21]).
Je vel’mi doˆlezˇite´ si uvedomit’, zˇe ak X(t) je proces s konecˇny´mi druhy´mi
momentami, tak pre vsˇetky t ∈ T plat´ıX(t) ∈ L2(Ω,A,P). Tieto procesy takisto
patria do priestoru L2(Ω,A,P).
2.2 Vlastne´ cˇ´ısla a vlastne´ funkcie
Nech H je Banachov priestor a R je linea´rny opera´tor definovany´ na tomto
priestore. Potom vlastny´m cˇ´ıslom opera´tora R nazveme komplexne´ cˇ´ıslo λ, ktore´
je riesˇen´ım rovnice
R(x) = λx ∀x ∈ H.
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Iny´mi slovami, λ je vlastne´ cˇ´ıslo opera´tora R pra´ve vtedy, ked’ opera´tor R− λI,
kde I je identicky´ opera´tor na H , nie je prosty´.
Pre kazˇdy´ opera´tor R definovany´ na H moˆzˇeme dal’ej definovat’ mnozˇinu
ker(R) = {x; x ∈ H,R(x) = 0˜},
kde 0˜ je nulovy´ prvok priestoru H .
Ekvivalentne moˆzˇeme potom vlastne´ cˇ´ıslo λ opera´tora R definovat’ ako kom-
plexne´ cˇ´ıslo, pre ktore´
ker(R − λI) 6= {0˜}.
Nenulove´ prvky mnozˇiny ker(R−λI) sa nazy´vaju´ vlastne´ vektory, alebo vlastne´
funkcie. My v tejto pra´ci budeme da´vat’ prednost’ pomenovaniu vlastne´ funkcie.
Samozrejme vlastne´ cˇ´ıslo nie je urcˇene´ jednoznacˇne a opera´tor moˆzˇe mat’ via-
cero vlastny´ch cˇ´ısel. V pr´ıpade, zˇe H je nekonecˇne rozmerny´, moˆzˇe byt’ pocˇet
vlastny´ch cˇ´ısel opera´tora definovane´ho na tomto priestore takisto nekonecˇny´.
2.3 Mercerova veta
Rovnako ako v u´vode kapitoly oznacˇ´ıme ν σ−konecˇnu´ Borelovska´ mieru na S,
kde S je uzavreta´ podmnozˇina Rn, n ∈ N. Funkcia
K(s, t) : S× S→ R
sa nazy´va pozit´ıvne semidefinitna´ pra´ve vtedy, ked’ pre kazˇdu´ konecˇnu´ postup-
nost’ prvkov {ti}mi=1 patriacich do S a rea´lnych cˇ´ısel {ai}mi=1 plat´ı
m∑
i,j=1
aiajK(ti, tj) ≥ 0.
Ak navysˇe ta´to funkcia sp´lnˇa podmienku∫
S
∫
S
[K(s, t)]2 dν(t)dν(s) <∞ (2.1)
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potom moˆzˇeme definovat’ opera´tor
LK : L
2(S)→ L2(S)
LK(f) =
∫
S
K(., t)f(t)dν(t). (2.2)
O tomto opera´tore je zna´me, zˇe vsˇetky jeho vlastne´ cˇ´ısla {λi; i ∈ N} su´ neza´porne´,
sp´lnˇaju´ ∑
i∈N
λi ≤ ∞
a pr´ıslusˇne´ vlastne´ funkcie {ψi; i ∈ N} tvoria ortonorma´lnu ba´zu priestoru L2(S)
(cvicˇenie 15 kapitola 4 [25]).
V roku 1909 anglicky´ matematik John Mercer prvy´kra´t doka´zal, zˇe funkciu
K je mozˇne´ rozvinu´t’ do konvergentnej rady pomocou vlastny´ch cˇ´ısel a vlastny´ch
funkci´ı opera´tora LK .
Veta 2.1 (Mercer) Prepokladajme, zˇe S ⊂ Rn je uzavreta´ a ν je Borelovska´
miera definovana´ na S spl´nˇaju´ca ν(G) > 0 pre vsˇetky G ∈ S nepra´zdne, otvorene´.
Predpokladajme d’alej, zˇe funkcia K : S×S→ R je pozit´ıvne semidefinitna´ a spl´nˇa
podmienku (2.1). Oznacˇme {λi; i ∈ N} vlastne´ cˇ´ısla, spl´nˇaju´ce λ1 ≥ λ2 ≥ . . ., a
{ψi; i ∈ N} pr´ıslusˇne´ vlastne´ funkcie opera´tora LK definovane´ho (2.2), potom
K(t, s) =
∞∑
i=1
λiψi(t)ψi(s),
pricˇom suma na pravej strane tejto rovnosti konverguje k funkcii K rovnomerne
na S.
Doˆkaz. Doˆkaz tohto tvrdenia je uvedeny´ napr´ıklad v [24]. 
2.4 Karhunenova-Loe`vova veta
Azˇ do konca kapitoly moˆzˇeme bez ujmy na obecnosti predpokladat’, zˇe
I ≡ [0, 1].
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Predpokladajme d’alej, zˇe X(t) je na´hodny´ proces so spojity´m cˇasom t ∈ I, defi-
novany´ na nejakom pravdepodobnostnom priestore (Ω,A,P). Nech ma´ tento pro-
ces konecˇne´ druhe´ momenty a teda patr´ı do Hilbertovho priestoru L2(Ω,A,P).
Pre pevne´ ω ∈ Ω je X(., ω) funkcia patriaca do priestoru L2(I). Preto oznacˇ-
me K(s, t) autokovariancˇnu´ funkciu procesu X(t) a definujme opera´tor LK rov-
nako ako v (2.2)
LK(X) =
∫
I
K(., s)X(s)dν(s). (2.3)
Na tento oprera´tor moˆzˇeme teraz aplikovat’ Mercerovu vetu.
Veta 2.2 (Karhunen-Loe`ve) Predpokladajme, zˇe X(t), t ∈ I, je na´hodny´
proces so spojitou strednou hodnotou µ(t), spojitou autokovariancˇnou funkciou
K(s,t) a konecˇny´mi druhy´mi momentami. Nech opera´tor LK je definovany´ vzt’a-
hom (2.3), {λi}∞i=1 su´ jeho nenulove´ vlastne´ cˇ´ısla, spl´nˇaju´ce λ1 ≥ λ2 ≥ . . ., a
{ψi}∞i=1 su´ pr´ıslusˇne´ vlastne´ funkcie tohto opera´tora. Mercerov rozvoj autokovar-
iancˇnej funkcie ma´ tvar
K(s, t) =
∞∑
i=1
λiψi(t)ψi(s).
Potom centrovany´ proces X(t)− µ(t) je mozˇne´ rozvinu´t’ do tvaru
X(t)− µ(t) =
∞∑
i=1
Ziψi(t). (2.4)
kde na´hodna´ velicˇina Zi je definovana´
Zi =
∫
I
ψi(t) [X(t)− µ(t)] dt.
Rovnost’ (2.4) sa nazy´va Karhunenov-Loe`vov rozvoj centrovane´ho na´hodne´ho pro-
cesu.
Doˆkaz. Ta´to veta je doka´zana´ napr´ıklad v [2] ako veta 1.4.1. 
Vsˇimnime si, zˇe pre na´hodnu´ velicˇinu Zi plat´ı
Zi =
∫
I
ψi(t) [X(t)− µ(t)] dt = 〈ψi, X − µ〉L2
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a Karhunenov-Loe`vov rozvoj ma´ potom tvar
X(t)− µ(t) =
∞∑
i=1
〈ψi, X − µ〉L2 ψi(t).
Na´hodna´ velicˇina Zi ma´ nulovu´ strednu´ hodnotu, pretozˇe podl’a Lebesguevo-
vej vety o za´mene dvoch integra´lov je
EZi = E
∫
I
ψi(t) [X(t)− µ(t)] dt =
∫
I
ψi(t)E [X(t)− µ(t)] dt = 0.
Rozptyl na´hodnej velicˇiny Zi je rovny´ λi a cov(Zi, Zj) = 0 pre i 6= j pretozˇe
cov(Zi, Zj) = E
[∫
I
ψi(t) [X(t)− µ(t)] dt
∫
I
ψj(s) [X(s)− µ(s)] ds
]
=
∫
I
ψi(t)
∫
I
ψj(s)K(t, s)dsdt = λj
∫
I
ψi(s)ψj(t)dt
=
{
0 ak i 6= j
λi ak i = j.
kde sme pouzˇili tvrdenie 1.3.10 z [2] a ortonormalitu vlastny´ch funkci´ı.
Pr´ıklad Spocˇ´ıtajme Karhunenov-Loe`vov rozvoj pre Wienerov proces {Wt, t ∈
I} s parametrom σ2 = 1. To znamena´, zˇe na´hodna´ velicˇina Ws −Wt bude mat’
norma´lne rozdelenie s nulovou strednou hodnotu a rozptylom s − t pre vsˇetky
0 ≤ t < s ≤ 1 . Wienerov proces je centrovany´ a jeho autokovariancˇna´ funkcia
je
K(s, t) = min(s, t).
Opera´tor LK : L
2(I)→ L2(I) bude mat’ pre ψ ∈ L2(I) nasleduju´ci tvar
LK (ψ)→
∫
I
K(., x)ψ(x)dx.
Vlastne´ cˇ´ısla opera´tora LK z´ıskame riesˇen´ım rovnice∫
I
min(x, t)ψ(x)dx = λψ(t).
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Tu´to rovnicu moˆzˇeme prep´ısat’ do tvaru∫ t
0
xψ(x)dx+ t
∫ 1
t
ψ(x)dx = λψ(t),
z ktore´ho vyply´va, zˇe mus´ı platit’ ψ(0) = 0. Dvojna´sobny´m derivovan´ım tejto
rovnice podl’a t dostaneme postupne∫ 1
t
ψ(x)dx = λψ′(t), (2.5)
−ψ(t) = λψ′′(t). (2.6)
Z (2.5) vyply´va, zˇe ψ′(1) = 0. Obecne´ riesˇenie (2.6) ma´ tvar
ψ(t) = A sin
(
t√
λ
)
+B cos
(
t√
λ
)
,
kde A,B su´ konsˇtanty. Uzˇ sme zistili, zˇe ψ(0) = 0 a preto mus´ı platit’ aj B = 0.
Dˇalej sme zistili, zˇe ψ′(1) = 0 a preto λ mus´ı nadobu´dat’ hodnoty
4
(2j + 1)2pi2
, j = 0, 1, 2, . . .
Vlastne´ funkcie {ψj} musia byt’ ortonorma´lne, preto pre konsˇtantu A plat´ı
1 =
∫
I
[ψ(t)]2dt = A2
∫
I
sin2
((
j +
1
2
)
pit
)
dt =
A2
2
.
Mercerov rozvoj autokovariancˇnej funkcie je
K(s, t) =
∞∑
j=0
8
(2j + 1)2pi2
sin
((
j +
1
2
)
pis
)
sin
((
j +
1
2
)
pit
)
a Karhunenov-Loe`vov rozvoj Wienerovho procesu ma´ tvar
Wt =
√
2
∞∑
j=0
Zj
2
(2j + 1)pi
sin
((
j +
1
2
)
pit
)
,
kde Zj su´ navza´jom neza´visle´ na´hodne´ velicˇiny s norma´lnym rozdelen´ım s nulovou
strednou hodnotou a jednotkovy´m rozptylom N(0, 1).
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Kapitola 3
Reprezenta´cia funkciona´lnych
da´t
V rea´lnom svete nikdy nie je mozˇne´ pozorovat’ na´hodne´ javy ako spojite´ funkcie,
pretozˇe to by si vyzˇadovalo mat’ k dispoz´ıcii nekonecˇne, dokonca nespocˇetne, vel’a
pozorovan´ı. V skutocˇnosti vzˇdy pozorujeme dvojice (yj, tj), j = 1, . . . , n, medzi
ktory´mi predpoklada´me nejaky´ funkciona´lny vzt’ah. Tu´to situa´ciu si moˆzˇeme
pop´ısat’ jednoduchy´m modelom
yj = X(tj) + ej , j = 1, . . . , n, (3.1)
kde ej je na´hodna´ zlozˇka modelu a o funkcii X predpoklada´me, zˇe ma´ spojite´
deriva´cie azˇ do urcˇite´ho stupnˇa. Keby sme nepredpokladali existenciu deriva´ci´ı,
nez´ıskali by sme, funkciona´lnym pr´ıstupom, skoro zˇiadnu vy´hodu oproti analy´ze
pomocou viacrozmerny´ch sˇtatisticky´ch meto´d.
Je teda potrebne´ mat’ meto´du ako z ty´chto pozorovan´ı vytvorit’ funkciu. Je
prirodzene´ ocˇaka´vat’, zˇe ta´to meto´da
• zabezpecˇ´ı aby vzniknuta´ funkcia X(t) bola dostatocˇne hladka´,
• by mala byt’ schopna´ zachytit’ a pop´ısat’ l’ubovol’ne zlozˇity´ tvar vstupny´ch
da´t,
• by mala byt’ dostatocˇne ry´chla, aby ju bolo mozˇne´ pouzˇit’ aj pri velkom
mnozˇstve da´t.
Jedna z meto´d, ktora´ sp´lnˇa vsˇetky tieto pozˇiadavky, sa nazy´va rozvoj pomocou
syste´mu ba´zicky´ch funkci´ı.
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3.1 Syste´m ba´zicky´ch funkci´ı
Defin´ıcia 3.1 Predpokladajme, zˇe pre kazˇde´ prirodzene´K je definovana´ mnozˇina
funkci´ı SK = {f1(t), . . . , fK(t)}, spl´nˇaju´cich nasleduju´ce podmienky:
1. vsˇetky funkcie su´ navza´jom linea´rne neza´visle´,
2. vol’bou dostatocˇne vel’ke´ho K moˆzˇeme l’ubovol’nu´ spojitu´ funkciu aproximo-
vat’ pomocou linea´rnej kombina´cie funkci´ı z SK s dopredu stanovenou pres-
nost’ou.
Potom funkcie f1(t), . . . , fK(t) nazy´vame ba´zicke´ funkcie a mnozˇinu SK nazy´vame
syste´m K ba´zicky´ch funkci´ı.
Najjednoduchsˇ´ı syste´m ba´zicky´ch funkci´ı je SK = {1, t, t2, . . . , tK}. Tento
syste´m sa vsˇak v praxi uzˇ takmer voˆbec nepouzˇ´ıva a bol nahradeny´ B-splajnami,
ktory´mi sa budeme zaoberat’ neskoˆr.
Funkciu X(t) potom reprezentujeme rozvojom pomocou syste´mu ba´zicky´ch
funkci´ı
X(t) =
K∑
k=1
ckfk(t), (3.2)
kde c = (c1, . . . , cK)
⊤ je vektor koeficientov rozvoja funkcie X(t). Ak oznacˇ´ıme
esˇte f = (f1, . . . , fK)
⊤ vektor ba´zicky´ch funkci´ı, moˆzˇeme potom rovnost’ (3.2)
prep´ısat’ do maticove´ho tvaru
X = c⊤f = f⊤c. (3.3)
pre deriva´cie funkcie X(t) potom plat´ı
X(l)(t) =
K∑
k=1
ckf
(l)
k (t),
pre l ∈ N take´, zˇe l-ta´ deriva´cia ba´zicky´ch funkci´ı existuje.
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3.1.1 Fourierov syste´m
Defin´ıcia 3.2 Nech ω ∈ R, a funkcie F1, . . . ,FK su´ definovane´ takto
F1(t) = 1,
Fk(t) =
{
sin(mωt) pre k = 2m
cos(mωt) pre k = 2m+ 1,
kde k = 2, . . . , K. Funkcie F1, . . . ,FK su´ potom periodicke´ s perio´dou
2pi
ω
a tvoria
Fourie´rov syste´m K ba´zicky´ch funkci´ı.
Tento syste´m je zna´my uzˇ od deva¨tna´steho storocˇia a v su´cˇasnosti sa sta´le
cˇasto pouzˇ´ıva v pr´ıpadoch ked’ sa ocˇaka´va, zˇe sku´mane´ da´ta v sebe obsahuju´
nejaku´ periodicitu. Hoci je mozˇne´ vytvorit’ tento syste´m pre l’ubovol’ne´ K ∈
N, v skutocˇnosti sa pouzˇ´ıvaju´ iba nepa´rne K. V pr´ıpade, zˇe pocˇet funkc´ı je
prirodzenou mocninou cˇ´ısla 2 a za predpokladu, zˇe da´ta su´ ekvidistantne roz-
lozˇene´, existuju´ algoritmy pocˇ´ıtaju´ce vektor koeficientov, zalozˇene´ na ry´chlej
Fourierovej transforma´cii, so zlozˇitost’ou O(n logn). Fourie´rovou tranforma´ciou
sa zaoberaju´ takmer vsˇetky skripta´ z matematickej analy´zy a preto nebudeme
dokazovat’, zˇe takto definovany´ syste´m funkci´ı sp´lnˇa vsˇetky predpoklady defin´ıcie
3.1. Tieto doˆkazy je mozˇne´ na´jst’ napr´ıklad v sˇtvrtej kapitole knihy [26].
Pretozˇe s´ınus a kos´ınus su´ nekonecˇne diferencovatel’ne´ funkcie, bude aj funk-
cia vytvorena´ pomocou tohoto syste´mu nekonecˇne diferencovatel’na´. Pouzˇit´ım
maticove´ho za´pisu (3.3), pre vsˇetky l ∈ N plat´ı
X(l) = c(l)⊤F
kde vektor c(l)⊤ = (0, c
(l)
2 , c
(l)
3 , . . . , c
(l)
K ) je vel’mi jednoduche´ spocˇ´ıtat’. Napr´ı-
klad nech S3 je Fourie´rov syste´m 3 ba´zicky´ch funkci´ı s parametrom ω potom pre
vsˇetky l ∈ N plat´ı
c(l)⊤ =


(0, c2ω
l,−c3ωl) pre l = 4m+ 1
(0,−c2ωl,−c3ωl) pre l = 4m+ 2
(0,−c2ωl, c3ωl) pre l = 4m+ 3
(0, c2ω
l, c3ω
l) pre l = 4m.
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Obr. 3.1: Fourierov syste´m 5 ba´zicky´ch funkci´ı na intervale (0, 1)
.
3.1.2 B-splajnovy´ syste´m
B-splajny
B-splajny su´ zna´me priblizˇne od polovice dvadsiateho storocˇia. Kombinuju´ efek-
t´ıvny spoˆsob vy´pocˇtu koeficientov s mozˇnost’ou aproximovat’ aj vel’mi zlozˇite´
funkcie. My si uvedieme iba rekurentnu´ formulu na vy´pocˇet B-splajnov. Po-
drobnejˇsie informa´cie o splajnoch a mozˇnostiach aproximovat’ funkcie pomocou
splajnov je mozˇne´ na´jst’ napr´ıklad v [10].
Defin´ıcia 3.3 Nech {τl}, l ∈ Z je neklesaju´ca postupnost’ rea´lnych, nie nutne
roˆznych, cˇ´ısel. Potom l-ty B-splajn prve´ho stupnˇa definujeme
B1l (t) =
{
I[τl, τl+1) ak τl 6= τl+1
0 inak,
(3.4)
kde I[τl, τl+1) je indika´tor intervalu [τl, τl+1). Rekurentne potom, pre l > 1,
l-ty B-splajn m-te´ho stupnˇa definujeme
Bml (t) =
t− τl
τl+m−1 − τlB
m−1
l (t) +
τl+m − t
τl+m − τl+1B
m−1
l+1 (t). (3.5)
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Cˇı´sla τl sa nazy´vaju´ uzly. Pocˇet vy´skytov uzla v postupnosti uzlov sa nazy´va
na´sobnost’ uzla.
Uzˇ z tejto defin´ıcie je vidiet’, zˇe B-splajn je funkcia definovana´ na celej
rea´lnej ose a na jednotlivy´ch intervaloch [τl, τl+1) je alebo nulova´, alebo je to
polyno´m ra´du o jedna nizˇsˇieho ako je stupenˇ B-splajnu. Pretozˇe v slovenskej
terminolo´gii moˆzˇe l’ahko doˆjst’ k za´mene stupnˇa polyno´mu a stupnˇa B-splajnu,
budeme odteraz pod pojmom stupenˇ mysliet’ vzˇdy stupenˇ B-splajnu, ktory´ je
o 1 vysˇsˇ´ı ako stupenˇ (ra´d) polyno´mu, ktory´ tento B-splajn vytvoril. B-splajny
su´ teda jednoznacˇne urcˇene´ postupnost’ou uzlov a stupnˇom. Na obra´zku 3.2 su´
nakreslene´ vsˇetky B-splajny druhe´ho, tretieho a sˇtvrte´ho stupnˇa nenulove´ na
intervale (0, 1), kde uzly sme volili τl = l/5 pre vsˇetky l ∈ Z.
Oznacˇme pre l > 1
βml (t) =
{
t−τl
τl+m−1−τl
pre t ∈ [τl, τl+m−1)
0 inak.
potom (3.5) moˆzˇeme prep´ısat’ do tvaru
Bml (t) = β
m
l (t)B
m−1
l (t) + (1− βml+1(t))Bm−1l+1 (t).
Rekurentne moˆzˇeme pocˇ´ıtat’ B-splajny aj nasleduju´cim spoˆsobom
B2l = β
2
l B
1
l + (1− β2l+1)B1l+1,
B3l = β
3
l B
2
l + (1− β3l+1)B2l+1,
= β3l β
2
l︸︷︷︸
b3
l
B1l +
[
β3l (1− β2l+1) + (1− β3l+1)β2l+1
]︸ ︷︷ ︸
b3
l+1
B1l+1 + (1− β3l+1)(1− β2l+2)︸ ︷︷ ︸
b3
l+2
B1l+2,
kde b3l , b
3
l+1, b
3
l+2 su´ polyno´my ra´du 2. Ked’ taky´to spoˆsob rozp´ısania pouzˇijeme
m− 1 kra´t na Bml zist´ıme, zˇe sa da´ zap´ısat’ v tvare
Bml =
l+m−1∑
j=l
bmj B
1
j ,
kde bml , . . . , b
m
l+m−1 su´ polyno´my ra´du m − 1. Priamym doˆsledkom tohoto po-
zorovania spolu s (3.4) je, zˇe pre vsˇetky m ∈ N a l ∈ Z plat´ı
τl = τl+m ⇒ Bml ≡ 0.
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Obr. 3.2: B-splajny s pocˇtom stupnˇov 2, 3 a 4 nenulove´ na intervale (0, 1).
Cˇervenou zvislou cˇiarou su´ zvy´raznene´ jednotlive´ uzly.
22
Dˇalˇsie zauj´ımave´ a potrebne´ vlastnosti B-splajnov uzˇ uvedieme bez na´znaku
doˆkazov, ktore´ je mozˇne´ na´jst’ v deviatej kapitole knihy [10]. Nech teda opa¨t’ je
m ∈ N a l ∈ Z, potom plat´ı
• Bml (t) > 0 pre vsˇetky t ∈ (τl, τl+m),
• Bml ma´m−1 spojity´ch netrivia´lnych deriva´ci´ı na kazˇdom intervale (τj, τj+1),
kde j = l, . . . , l +m− 1,
• ak ma´ uzol τl ma´ na´sobost’ n, potom existuje m − n − 1 netrivia´lnych
deriva´cii Bml v bode tl.
Syste´m ba´zicky´ch funkci´ı
V predcha´dzaju´cej sekcii sme si uka´zali ako je mozˇne´ vytvorit’ B-splajny a to, zˇe
B-splajny su´ jednoznacˇne urcˇene´ uzlami a stupnˇom. Stupenˇ na´m urcˇuje pocˇet
netrivia´lnych deriva´ci´ı, preto je ho treba volit’ s ohl’adom na to, aky´ pocˇet de-
riva´ci´ı na´hodnej funkcie X chceme odhadovat’. Ak m je stupenˇ B-splajnu tak
m − 1 deriva´cia je linea´rna, preto sa odporu´cˇa volit’ stupenˇ ba´zicky´ch funkci´ı
asponˇ o 2 va¨cˇsˇ´ı, ako je pocˇet pozˇadovany´ch deriva´ci´ı.
Pretozˇe jeden z predpokladov znie, zˇe funkcia X je definovana´ na nejakom
konecˇnom intervale [a, b], pracujeme iba s konecˇny´m pocˇtom uzlov a uzlovy´
vektor τ je definovany´ τ = (τ0, . . . , τL)
⊤. Uzly moˆzˇeme rozlozˇit’ na intervale
bud’ rovnomerne, alebo, pokial’ z nejake´ho doˆvodu predpoklada´me vel’mi roz-
manite´ chovanie funkcie X na roˆznych cˇastiach intervalu, tak je dobre´ umiest-
nit’ viac uzlov do ty´ch miest, kde sa predpoklada´, zˇe bude mat’ funkcia X viac
skokov. Uzly ale mus´ıme vzˇdy volit’ tak, aby medzi dvomi uzlami bolo asponˇ
jedno pozorovanie. Pokial’ nepredpoklada´me, zˇe by funkcia X mala mat’ v niek-
torom konkre´tnom bode proble´m s hladkost’ou, vol´ıme vsˇetky uzly jednona´sobne´.
Krajne´ uzly sa zvyknu´ volit’ s na´sobnost’oum−1. Pri tejto vol’be z´ıskavame d’alˇsiu
zauj´ımavu´ vlastnost’ tohoto syste´mu a to
L∑
l=0
Bml ≡ 1 ∀m ∈ N.
Oznacˇme L˜ pocˇet vnu´torny´ch uzlov, potom pre syste´m K ba´zicky´ch B-
splajnov stupnˇa m plat´ı
K = m+ L˜, (3.6)
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cˇizˇe vid´ıme, zˇe aj pocˇet ba´zicky´ch funkci´ı za´vis´ı na pozˇadovanom stupni B-
splajnov a zvolenom uzlovom vektore. Na obra´zku 3.3 su´ nakreslene´ syste´my
B-splajnovy´ch ba´zicky´ch funkci´ı stupnˇov dva, tri a sˇtyri s uzlovy´m vektorom
τ = (0, 0, 0, 1
8
, 2
8
, . . . , 7
8
, 1, 1, 1)⊤.
3.1.3 Dˇalˇsie syste´my
Waveletovy´ syste´m je zna´my priblizˇne od polovice osemdesiatych rokov minule´ho
storocˇia. Wavelety su´, podobne ako B-splajny, funkcie definovane´ na celej rea´lnej
ose predpisom
Wi,j(t) = 2
i/2W (t)(2it− j),
kde i, j ∈ Z, W (t) sa nazy´va materska´ waveletova´ funkcia a je potrebne´ ju
volit’ tak, aby jednotlive´ wavelety boli ortogona´lne. Je zna´me vel’ke´ mnozˇstvo
matersky´ch waveletovy´ch funkci´ı a ta´to te´ma je podrobne rozpracovana´ v [8].
Polynomia´lny syste´m sme si uva´dzali uzˇ na zacˇiatku ako najjednoduchsˇ´ı
pr´ıpad. Ba´zicke´ funkcie su´ definovane´
Pk(t) = (t− τ)k
pre k = 0, 1, 2, . . . a τ je parameter polohy, cˇasto voleny´ ako stred intervalu na
ktorom je funkcia X definovana´. Polyno´my, ako ba´zicke´ funkcie, boli v praxi
nahradene´ B-splajnami, pretozˇe zatial’ cˇo takto vytvorene´ polyno´my vy´borne
aproximuju´ funkcie v okol´ı bodu τ , tak vo vzdialenejˇs´ıch bodoch je k presnej
aproxima´cii potrebne´ vel’ke´ mnozˇstvo ba´zicky´ch funkci´ı.
Niekedy sa esˇte pouzˇ´ıva exponencia´lny syste´m. Ba´zicke´ funkcie su´ pre, k ∈ N,
definovane´
Ek(t) = exp{λkt},
kde λk su´ roˆzne rea´lne cˇ´ısla. Napr´ıklad riesˇenia linea´rnych diferencia´lnych rovn´ıc
s konsˇtantny´mi koeficientami sa nacha´dza vo vektorovom priestore vytvorenom
ty´mito ba´zicky´mi funkciami.
3.2 Vy´pocˇet vektoru koeficientov
Syste´m K ba´zicky´ch funkci´ı sme si vytvorili a teraz n´ım chceme reprezentovat’
nasˇe da´ta. Na vy´pocˇet vektoru koeficientov c = (c1, . . . , cK)
⊤ vyuzˇijeme klasicku´
meto´du najmensˇ´ıch sˇtvorcov. Mus´ıme vsˇak rozl´ıˇsit’ dve situa´cie
24
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
B−splajny  2. st.
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
B−splajny  3. st.
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
B−splajny  4. st.
Obr. 3.3: B-splajnovy´ syste´m 10 ba´zicky´ch funkci´ı stupnˇov 2, 3 a 4 na intervale
(0, 1). Zvislou cˇervenou cˇiarou su´ zna´zornene´ jednotlive´ uzly.
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• na´hodne´ chyby su´ neza´visle´,
• medzi na´hodny´mi chybami existuje za´vislost’.
Oznacˇme postupne c = (c1, . . . , cK)
⊤, y = (y1, . . . , yn)
⊤, t = (t1, . . . , tn)
⊤,
e = (e1, . . . , en)
⊤ a predpokladajme platnost’ modelu (3.1). Definujme esˇte maticu
S, rozmerov n×K, tak, zˇe pre jej prvok na mieste i, j plat´ı
[S]i,j = fj(ti).
3.2.1 Neza´visle´ na´hodne´ chyby
Predpokladajme, zˇe pre na´hodnu´ e zlozˇku plat´ı
Ee = 0,
var e = σ2I.
Vektor c potom spocˇ´ıtame
min
c∈Rk
{
n∑
i=1
(yi − yˆi)2
}
= min
c∈Rk


n∑
i=1
(
yi −
K∑
k=1
ckfk(ti)
)2
 (3.7)
= min
c∈Rk
{
(Y − Sc)⊤(Y − Sc) (3.8)
Deriva´ciou (3.8) podl’a c moˆzˇeme prejst’ k rovnici
S⊤Sc− S⊤y = 0, (3.9)
ktorej vyriesˇenie je ekvivalentne´ s (3.7). Dosaden´ım do (3.9) sa ihned’ over´ı, zˇe
riesˇen´ım tejto rovnice je
cˆ = (S⊤S)−1S⊤y. (3.10)
Vy´sledok (3.10) pripomı´na odhad parametrov meto´dou najmensˇ´ıch sˇtvorcov
v linea´rnej regresii. Uvedomme si, zˇe u´loha na´jst’ vektor c je analogicka´ bodovy´m
odhadom parametrov v linea´rnej regresii. Akura´t v linea´rnej regresii sa snazˇ´ıme
da´ta prelozˇit’ priamkou a tu sa snazˇ´ıme da´ta prelozˇit’ linea´rnou kombina´ciou
ba´zicky´ch funkci´ı.
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3.2.2 Za´visle´ na´hodne´ chyby
Predpokladajme teda, zˇe pre vektor e teraz plat´ı
Ee = 0,
var e = Σe,
kde Σe je pozit´ıvne definitna´ matica. Definujme W ≡ Σ−1e . Potom hl’ada´me
min
c∈Rk
{
(y− Sc)⊤W(y− Sc)} . (3.11)
Podobne ako v predcha´dzaju´com pr´ıpade, rovnost’ (3.11) zderivujeme, polozˇ´ıme
rovnu´ nule
S⊤WSc− S⊤Wy = 0
a dosaden´ım sa moˆzˇeme presvedcˇit’, zˇe riesˇenie je
cˆ = (S⊤WS)−1S⊤Wy. (3.12)
Vol’bou W = σ2I moˆzˇeme prejst’ k jednoduchsˇiemu modelu pop´ısane´mu v 3.2.1.
3.2.3 Vyhladenie
Vol’bou ba´zicky´ch funkci´ı, ktore´ maju´ spojite´ deriva´cie sme si zabezpecˇili, zˇe aj
odhadnuta´ funkcia Xˆ(t) bude mat’ pozˇadovany´ pocˇet deriva´ci´ı. Na´hodna´ zlozˇka
e vsˇak cˇastokra´t spoˆsobuje, zˇe skutocˇna´ funkcia X(t) je vy´razne hladsˇia ako
nami zostrojeny´ odhad. Aby sme sa tomuto efektu bra´nili, pouzˇ´ıvaju´ sa meto´dy
na takzvane´ vyhladenie funkcie Xˆ(t). Za ty´mto u´cˇelom definujme
PENp(X) =
∫ b
a
[X(p)(t)]2dt, (3.13)
cˇo je vlastne strata spoˆsobena´ zasˇumen´ım. Najcˇastejˇsie sa pouzˇ´ıva p = 2.
Pripomenˇme, zˇe sme si oznacˇili vektor f = (f1, . . . , fK)
⊤. Potom c vypocˇ´ıtame
minimalizovan´ım penalizovane´ho su´cˇtu sˇtvorcov
PENSSEp = (y − Sc)⊤W(y − Sc) + ρPENp(c⊤f), (3.14)
(oznacˇenie PENSSE pocha´dza z anglicke´ho vy´razu penalized sum of squared
errors), ρ > 0 sa nazy´va vyhladzovac´ı parameter. Cˇ´ım va¨cˇsˇ´ı tento parameter
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zvol´ıme, ty´m viac bude odhadnuta´ funkcia linea´rna. Na urcˇenie parametra ρ sa
cˇasto pouzˇ´ıva meto´da kr´ızˇove´ho overovania (cross-validation) a tento postup je
podrobne pop´ısany´ v piatej kapitole knihy [23].
Oznacˇme, pre p ∈ N take´, zˇe existuje p-ta netrivia´lna deriva´cia ba´zicky´ch
funkci´ı, f (p) = (f
(p)
1 , . . . , f
(p)
K )
⊤, potom
PENp(Xˆ) =
∫ b
a
[Xˆ(p)(t)]2dt =
∫ b
a
[c⊤f
(p)
(t)]2dt
=
∫ b
a
[c⊤f
(p)
(t)]2dt =
∫ b
a
c⊤f (p)f (p)⊤c(t)dt
= c⊤R(p)c
kde R(p) = (rij)
K
i,j=1 je matica rozmerov K×K, ktorej prvky su´ definovane´ takto
rij =
∫ b
a
f
(p)
i (t)f
(p)
j (t)dt.
Dosad’me tento tvar PENp do (3.14)
PENSSEp = (y − Sc)⊤W(y− Sc) + ρc⊤R(p)c,
derivovan´ım tohoto vy´razu zist´ıme, zˇe u´loha na´jst’ vektor c, ktory´ minimalizuje
(3.14), je ekvivalentna´ s vyriesˇen´ım rovnice
S⊤WSc+ ρR(p)c− S⊤Wy = 0.
Rˇiesˇen´ım tejto u´lohy je
cˆ =
(
S⊤WS+ ρR(p)
)−1
S⊤Wy.
Namiesto deriva´cie je pri pocˇ´ıtan´ı PEN mozˇne´ vyuzˇit’ aj nejaky´ iny´ linea´rny
opera´tor L a strata ma´ potom tvar
PENL(X) =
∫ b
a
[L(X)]2 dt.
Tento postup je d’alej rozvinuty´ v 19. a 21. kapitole knihy [23].
Pre zauj´ımavost’ esˇte dodajme, zˇe v knihe [10] je doka´zane´, zˇe PENSSE je
absolu´tne minimalizovane´ v pr´ıpade, zˇe ako ba´zicke´ funkcie zvol´ıme B-splajny
sˇtvrte´ho stupnˇa s uzlami voleny´mi v jednotlivy´ch pozorovany´ch bodoch.
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Kapitola 4
Analy´za hlavny´ch komponent
4.1 Viacrozmerny´ pr´ıpad
Hlavnou mysˇlienkou analy´zy hlavny´ch komponent (v anglicˇtine principal com-
ponent analysis - PCA) je zn´ızˇenie dimenzie da´t, ktore´ pozosta´vaju´ obvykle
z vel’ke´ho mnozˇstva vza´jomne za´visly´ch na´hodny´ch velicˇ´ın. Za jednu z prvy´ch
zmienok o tejto meto´de sa povazˇuje cˇla´nok [20] anglicke´ho matematika Karla
Pearsona z roku 1901. Ako algebraicky´ proble´m bola ta´to meto´da prezento-
vana´ prvy´kra´t v tridsiatych rokoch minule´ho storocˇia Americˇanom Haroldom
Hotellingom v [14]. V tejto kapitole si tu´to meto´du v strucˇnosti pripomenieme.
Predpokladajme, zˇe X = (X1, . . . , Xp) je na´hodny´ vektor, p ∈ N. Aby sme
tu´to meto´du mohli pouzˇit’, mus´ıme predpokladat’ konecˇnost’ druhy´ch momentov
t.j.
EX2j <∞ ∀ j = 1, . . . , p.
Prvy´m krokom je na´jst’ vektor α1 taky´, zˇe na´hodna´ velicˇina
α′1X = α11X1 + · · ·+ α1pXp =
p∑
j=1
α1jXj (4.1)
ma´ maxima´lny rozptyl a za´rovenˇ plat´ı
‖α1‖2 =
p∑
j=1
α21j = 1.
29
V k-tom kroku je potom potrebne´ na´jst’ vektor αk taky´, zˇe rozptyl na´hodnej
velicˇiny
α⊤kX = αk1X1 + · · ·+ αkpXp =
p∑
j=1
α1jXj
je maxima´lny, ‖αk‖2 = 1 a za´rovenˇ α⊤kX je nekorelovana´ s α⊤j X pre vsˇetky
j = 1, . . . , k−1. Takto z´ıskame p novy´ch na´hodny´ch velicˇ´ın α⊤1X, . . . , α⊤pX, ktore´
su´ navza´jom nekorelovane´ a nazy´vaju´ sa hlavne´ komponenty. V praxi sa pracuje
s prvy´mi m komponentami, m << p, pricˇom m sa vol´ı tak, aby α⊤1X, . . . , α
⊤
mX
vysvetlovali va¨cˇsˇinu (obvykle 95 %) rozptylu poˆvodny´ch velicˇ´ın.
Analy´za hlavny´ch komponent pre viacrozmerne´ da´ta je teda vlastne pomerne
jednoduchy´ algebraicky´ proble´m. Oznacˇme Σ variancˇnu´ maticu vektoru X. Po-
tom u´lohu (4.1) moˆzˇeme preformulovat’
max
‖α1‖2=1
var α⊤1X = max
‖α1‖2=1
α⊤1Σα1. (4.2)
Takto formulovane´ u´lohy vieme riesˇit’ meto´dou Lagrangeovy´ch multiplika´torov
a u´lohu (4.2) tak moˆzˇeme riesˇit’ hl’adan´ım maxima vy´razu
α⊤1 Σα1 − λ(α⊤1 α1 − 1).
Teda na´s zauj´ıma kedy plat´ı
0 = Σα1 − λα1 = (Σ− λIp)α1,
kde Ip je jednotkova´ matica rozmeru p × p. Z posledne´ho vzt’ahu vyply´va, zˇe
α1 je vlastny´ vektor matice Σ. Riesˇenie proble´mu (4.1) sme teda previedli na
hl’adanie vlastny´ch cˇ´ısel a vlastny´ch vektorov matice Σ. Osta´va na´m esˇte urcˇit’,
ktory´ vlastny´ vektor je riesˇen´ım (4.1). K tomu si stacˇ´ı uvedomit’, zˇe plat´ı
α⊤1 Σα1 = α
⊤
1 λα1 = λα
⊤
1 α1 = λ,
takzˇe α1 maximalizuje rozptyl na´hodnej velicˇiny (4.1) pra´ve vtedy, ked’ α1 je
vlastny´ vektor pr´ıslusˇny´ najva¨cˇsˇiemu vlastne´mu cˇ´ıslu matice Σ. Podobne k-
tu komponentu spocˇ´ıtame ako vlastny´ vektor pr´ıslusˇny´ k-temu vlastne´mu cˇ´ıslu
matice Σ. Podiel variability, ktoru´ vysvetl’uje j-ta hlavna´ komponenta, sa da´
spocˇ´ıtat’
λj∑p
i=1 λi
.
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V praxi variancˇnu´ maticu nepozna´me a tak pri vy´pocˇte hlavny´ch komponent
mus´ı byt’ pouzˇity´ nejaky´ jej odhad. Podrobne sa analy´zou hlavny´ch komponent
pre na´hodne´ vektory zaobera´ [16].
4.2 Funkciona´lny pr´ıpad
4.2.1 Teoreticky´ pr´ıpad
Prve´ zmienky o funkciona´lnej analy´ze hlavny´ch komponent pocha´dzaju´ priblizˇne
z pa¨t’desiatych rokov minule´ho storocˇia. No pre vedcov sa stala vel’mi zauj´ımavou
azˇ v osemdesiatych a deva¨t’desiatych rokoch minule´ho storocˇia, a to hlavne vd’aka
rozvoju vy´pocˇtovej techniky.
Nasˇ´ım ciel’om je teda poku´sit’ sa rozvinu´t’ na´hodny´ proces X(t), t ∈ I ⊂ R.
Podobne ako v kapitole 2 moˆzˇeme bez u´jmy na obecnosti predpokladat’, zˇe
I ≡ [0, 1].
Za predpokladu, zˇe X(t) je proces s konecˇny´mi druhy´mi momentami, spojitou
strednou hodnotou µ(t) a zna´mou autokovariancˇnou funkciou K(s, t), moˆzˇeme
vyuzˇit’ Karhunenov-Loe`vov rozklad (veta 2.2) centrovane´ho procesu
X(t)− µ(t) =
∞∑
i=1
Ziψi(t),
Zi =
∫
I
ψi(t) [X(t)− µ(t)] dt,
ψi(t), i ∈ N su´ vlastne´ funkcie opera´tora LK definovane´ho (2.3) a pre pr´ıslusˇne´
vlastne´ cˇ´ısla λi, i ∈ N mus´ı platit’
λ1 ≥ λ2 ≥ λ3 ≥ . . .
Vlastne´ funkcie nazy´vame aj hlavny´mi komponentami, pricˇom podiel varia-
bility vysvetlenej j-tou komponentou na celkovej variabilite, je podobne ako vo
viacrozmernom pr´ıpade,
λj∑∞
i=1 λi
.
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Obr. 4.1: Prvy´ch sˇest’ hlavny´ch komponent Wienerovho procesu.
Pr´ıklad V kapitole 2 sme spocˇ´ıtali Karhunenov-Loe`vov rozvoj Wienerovho
procesu W (t), t ∈ I
Wt =
√
2
∞∑
j=0
Zj
2
(2j + 1)pi
sin
((
j +
1
2
)
pit
)
,
Zj ∼ N(0, 1),
a vlastne´ cˇ´ısla jeho autokovariancˇne´ho opera´tora
λj =
4
(2j + 1)2pi2
, j = 0, 1, 2, . . .
Hlavne´ komponenty Wienerovho procesu maju´ teda tvar
2
√
2 sin
((
j + 1
2
)
pit
)
(2j + 1)pi
j = 0, 1, 2, . . .
a prve´ sˇtyri komponenty vysvetl’uju´ postupne 81, 06%, 9, 01%, 3, 24% a 1, 65%
celkovej variability Wienerovho procesu. Spolu teda prve´ sˇtyri komponenty vys-
vetl’uju´ viac ako 95% celkovej variability. Prvy´ch sˇest’ hlavny´ch komponent Wie-
nerovho procesu je nakresleny´ch na obra´zku 4.1. ♦
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4.2.2 Pozorovane´ funkcie
V predcha´dzaju´com pr´ıklade sme vyuzˇili znalost’ autokovariancˇnej funkcie. Pri
sku´man´ı rea´lnych da´t vsˇak autokovariancˇnu´ funkciu nikdy nepozna´me a tak
postup ktory´ sme pouzˇili v pr´ıklade je v praxi nemozˇny´.
Idea´lna situa´cia by bola, keby sme doka´zali pozorovat’ N na´hodny´ch procesov
Y1(t), . . . , YN(t), t ∈ I, vo vsˇetky´ch mozˇny´ch hodnota´ch t. Pretozˇe Karhunenov-
Loe`vov rozklad plat´ı pre centrovane´ na´hodne´ procesy, oznacˇme µ(t) strednu´ hod-
notu a µ¯(t) jej nestranny´ odhad
µ¯(t) =
1
N
N∑
i=1
Yi(t).
Sˇtandartny´ pouzˇ´ıvany´ odhad autokovariancˇnej funkcie je
Kˆ(t, s) =
1
N
N∑
i=1
{[Yi(t)− µ¯(t)] [Yi(s)− µ¯(s)]} .
Empiricka´ autokovariancˇna´ funkcia sp´lnˇa vsˇetky predpoklady Mercerovej vety
2.1 a teda plat´ı
Kˆ(t, s) =
∞∑
i=1
λˆiψˆi(t)ψˆi(s)
kde λˆi a ψˆi(t) su´ vlastne´ cˇ´ısla a vlastne´ funkcie opera´tora
LKˆ(f) =
∫
I
Kˆ(., t)f(t)dt, f ∈ L2(I). (4.3)
Vlastne´ cˇ´ısla a funkcie opera´tora LK , kde K je skutocˇna´ autokovariancˇna´ funk-
cia pozorovany´ch funkci´ı, moˆzˇeme potom odhadnu´t’ pomocou vlastny´ch cˇ´ısel
a funkci´ı opera´toru LKˆ . Jediny´ technicky´ proble´m moˆzˇe byt’, zˇe vlastne´ funkcie
linea´rneho opera´tora su´ definovane´ azˇ na znamienko. V praxi moˆzˇeme znamienko
ψˆj(t) definovat’ l’ubovol’ne, pri dokazovan´ı teoreticky´ch vlastnost´ı o ty´chto odha-
doch je toto znamienko nutne´ volit’ tak, aby bol minimalizovany´ vy´raz∥∥∥ψj − ψˆj∥∥∥
L2
=
√∫
I
[
ψj(t)− ψˆj(t)
]2
dt
=
√∫
I
ψ2j (t)dt+
∫
I
ψˆ2j (t)dt− 2
∫
I
ψj(t)ψˆj(t)dt,
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tento vy´raz je minimalizovany´ pra´ve vtedy ked’∫
I
ψj(t)ψˆj(t)dt > 0. (4.4)
Cˇizˇe znamienko ψˆi(t) sa vol´ı tak, aby platila (4.4). Geometricky sa ta´to nerovnost’
da´ interpretovat’, ako pozˇiadavok, aby bol uhol medzi ψi(t) a ψˆi(t) ostry´.
Pra´ca [12] sa zaobera´ podmienkami, za ktory´ch konverguju´ ψˆj k ψj v pravde-
podobnosti, pr´ıpadne skoro vsˇade a tiezˇ ry´chlost’ou tejto konvergencie. Asymptotic-
ky´mi vlastnost’ami ψˆi a λˆi sa zaobera´ pra´ca [9].
Pr´ıpad, ktory´m sme sa teraz zaoberali, sme uzˇ od zacˇiatku oznacˇili ako
idea´lny. Pozorovat’ na´hodny´ proces Y (t) pre vsˇetky pr´ıpustne´ hodnoty t nikdy
nie je mozˇne´ a preto sa odteraz, azˇ do konca pra´ce, budeme venovat’ situa´cii, zˇe
na´hodny´ proces ma´me pozorovany´ iba v konecˇnom pocˇte bodov.
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Kapitola 5
Funkciona´lna analy´za hlavny´ch
komponent pre diskre´tne da´ta
Uka´zali sme si ako je mozˇne´ odhadnu´t’ hlavne´ komponenty v pr´ıpade, zˇe ma´me
pozorovany´ch N funkci´ı. Teraz sa vsˇak zamyslime nad ty´m, ako by sme postupo-
vali v pr´ıpade, zˇe by sme kazˇdu´ z ty´chto funkc´ı mali pozorovanu´ iba v ni bodoch.
Navysˇe nemoˆzˇeme vylu´cˇit’ chybu merania a ani sˇum obsiahnuty´ v da´tach.
5.1 Model a predpoklady
K dispoz´ıcii ma´me teda dvojice pozorovan´ı (yij, tij), tij ∈ I, i = 1, . . . , N ,
j = 1, . . . , ni. Presnejˇsie by malo byt’ nap´ısane´ y(tij), pretozˇe tieto da´ta priamo
za´visia na bode v ktorom boli pozorovane´, ale pre zjednodusˇenie za´pisu budeme
p´ısat’ iba yij. Model, ktory´ budeme uvazˇovat’, moˆzˇeme symbolicky zap´ısat’
Y (t) = µ(t) +X(t)︸ ︷︷ ︸
Z(t)
+e = Z(t) + e, (5.1)
kde µ(t) je stredna´ hodnota procesu Z(t). Pre pozorovane´ da´ta teda plat´ı
yij = µij + xij + eij = zij + eij pre i = 1, . . . , N, j = 1, . . . , ni.
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kde xij , µij, zij samozrejme nepozna´me, eij je na´hodna´ chyba, o ktorej budeme
predpokladat’, zˇe pre vsˇetky i = 1, . . . , N, j = 1, . . . , ni,
Eei = 0,
var (ei) = σ
2I,
cov (eie
⊤
j ) = 0 pre i 6= j,
E [zijeij ] = 0 pre i = 1, . . . , N, j = 1, . . . , ni,
σ2 je nezna´ma konsˇtanta, pricˇom sme pouzˇili znacˇenie, ktore´ho sa budeme drzˇat’
v ra´mci tejto kapitoly a to
yi = (yi1, . . . , yini)
⊤,
xi = (xi1, . . . , xini)
⊤,
zi = (zi1, . . . , zini)
⊤,
ei = (ei1, . . . , eini)
⊤.
pre i = 1, . . . , N .
O na´hodnom procese Z(t) predpoklada´me, zˇe ma´ konecˇne´ druhe´ momenty
a patr´ı, s pravdepodobnost’ou 1, do q-dimenziona´lneho priestoru Hq, ktory´ je
podpriestor Sobolevovho priestoru Wp(I).
Priestor Hq je bud’ dopredu zvoleny´, alebo existuju´ meto´dy na jeho odhad-
nutie. Tieto meto´dy su´ diskutovane´ v 4 kapitole pra´ce [4] a su´ zalozˇene´ bud’
na vol’be stratovej funkcie, alebo na meto´de jack-knife. Podrobnejˇsie je tento
proble´m diskutovany´ v [3, 5].
Sobolevov priestor Wp(I) je tvoreny´ funkciami f : I → R, ktore´ maju´ p− 1
absolu´tne spojity´ch deriva´ci´ı a f (p) ∈ L2(I). Na tomto priestore moˆzˇeme zaviest’
seminormu
‖f‖Wp =
∫
I
[
f (p)
]2
(t)dt.
O procese Z(t) budeme d’alej predpokladat’, zˇe plat´ı
E ‖Z‖Wp < c, (5.2)
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pre nejake´ c > 0. Oznacˇme K(s, t) autokovariancˇnu´ funkciu. Pretozˇe pred-
poklada´me, zˇe proces Z(t) a teda aj X(t) patria, s pravdepodobnost’ou 1, do
q-dimenziona´lneho priestoru, ich Karhunenov-Loe`vov rozklad (veta 2.2) ma´ tvar
X(t) =
q∑
i=1
∫
I
ψi(s)X(s)dsψi(t) (5.3)
a funkcie ψ1(s), . . . , ψq(s) tvoria ortonorma´lnu ba´zu priestoru Hq.
Funkcie budeme reprezentovat’ pomocou B-splajnov stupnˇa m, m >> p,
pop´ısany´ch v 3.1.2. Oznacˇme τ1 < · · · < τl vnu´torne´ uzly na intervale I, tie-
to uzly nemusia byt’ nutne rovnomerne rozlozˇene´. V krajny´ch bodoch intervalu
umiestnime uzly s na´sobnost’ou m− 1. Uzlovy´ vektor τ ma´ potom tvar
τ = ( 0, . . . , 0︸ ︷︷ ︸
(m−1) kra´t
, τ1, . . . , τl, 1, . . . , 1︸ ︷︷ ︸
(m−1) kra´t
)⊤.
Z toho vyply´va, zˇe celkovy´ pocˇet ba´zicky´ch funkci´ı je r = m + l. Tieto funkcie
budeme znacˇit’ B1m,l, . . . ,B
r
m,l a Bm,l budeme znacˇit’ priestor generovany´ ty´mito
ba´zicky´mi funkciami. Vektor Bm,l(t) oznacˇuje
Bm,l(t) = (B
1
m,l(t), . . . ,B
r
m,l(t))
⊤.
Aby sme mohli neskoˆr doka´zat’ asymptoticke´ vlastnosti odhadov, mus´ıme esˇte
uviest’ niekol’ko predpokladov na vol’bu uzlov a na rozmiestnenie pozorovany´ch
da´t tij. Nech τ1 < · · · < τl su´ vnu´torne´ uzly a definujme τ0 = 0, τl+1 = 1. Potom
vieme, zˇe existuje spojita´ kladna´ hustota h na I sp´lnˇaju´ca∫ τi
0
h(t) =
i
l + 1
pre vsˇetky i = 0, . . . , l + 1. (5.4)
A definujeme esˇte
δl = max
0≤i≤l
(τi+1 − τi) . (5.5)
Vytvorit’ taku´to funkciu, aj s pozˇiadovkom aby bola spojita´, voˆbec nie je zlozˇite´.
Oznacˇme si τ ∗i , i = 0, . . . , l, stred intervalu (τi, τi+1) a definujme funkciu h nasle-
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Obr. 5.1: Pr´ıklad funkcie h(t) na intervale (0, 1). Vnu´torne´ uzly su´ nakreslene´
zvislou prerusˇovanou cˇiarou.
dovne
h(τi) =
1
δl(l + 1)
pre i = 0, . . . , l + 1
h(τ ∗i ) =
1
δl(l + 1)
+
2
l + 1
(
1
τi+1 − τi −
1
δl
)
pre i = 0, . . . , l.
a pre vsˇetky t ∈ (τi, τ ∗i ), i = 0, . . . , l ju definujme linea´rne. Potom plat´ı∫ τi+1
τi
h(t)dt =
1
δl(l + 1)
(τi+1 − τi) + τi+1 − τi
2
2
l + 1
(
1
τi+1 − τi −
1
δl
)
=
τi+1 − τi
δl(l + 1)
+
1
l + 1
− τi+1 − τi
δl(l + 1)
=
1
l + 1
.
Pr´ıklad takto vytvorenej funkcie na intervale (0, 1), je nakresleny´ na obra´zku 5.1.
Oznacˇme N∗ =
∑N
i=1 ni celkovy´ pocˇet pozorovan´ı a N˜ nech je pocˇet roˆznych
hodnoˆt tij . Potom tieto roˆzne hodnoty moˆzˇeme oznacˇit’ w1, . . . , wN˜ , tak, aby
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platilo w1 < . . . < wN˜ a kazˇda´ z ty´chto hodnoˆt sa v da´tach vyskytuje pra´ve
n˜i-kra´t. Definujme
νi =
n˜i
N∗
Potom νi je pravdepodobnostna´ miera definovana´ na mnozˇine {w1, . . . , wN˜},
iny´mi slovami νi je cˇetnost’ wi. Na za´klade tejto miery moˆzˇeme vytvorit’ kumu-
lat´ıvnu distribucˇnu´ funkciu GN∗(t), definovanu´ na I. Budeme prepokladat’, zˇe
plat´ı
lim
N∗→∞
GN∗(t) = G(t) pre vsˇetky t ∈ I, (5.6)
kde G(t) je zna´ma distribucˇna´ funkcia, ktorej hustota g(t) je spojita´ a kladna´ na
I. Je ale potrebne´ zdoˆraznit’, zˇe konvergencia N∗ v (5.6) mus´ı byt’ cha´panna´ tak,
zˇe s rastu´cim pocˇtom pozorovan´ı idu´ do nekonecˇna aj vsˇetky ni a to dokonca
priblizˇne rovnako ry´chlo.
Doˆsledkom predcha´dzaju´ceho odstavca je, zˇe si mus´ıme uvedomit’, zˇe po-
zorovania tij nie su´ na´hodne´. Na´hodny´ je iba pocˇet, kol’kokra´t pozorujeme proces
Y (t) v bode tij , pricˇom tento pocˇet konverguje k nejake´mu zna´memu rozdeleniu.
Zhrnˇme si esˇte raz v ry´chlosti vsˇetky predpoklady, ktore´ sme si uviedli a
ktore´ budeme neskoˆr potrebovat’ k stanoveniu ry´chlosti konvergencie odhadov,
odvodeny´ch v d’alˇs´ıch cˇastiach tejto kapitoly.
Predpoklady 5.1 Predpokladajme, zˇe
• plat´ı model (5.1),
• na´hodne´ chyby tohoto modelu su´ navza´jom neza´visle´, rovnako rozdelene´ a
su´ neza´visle´ aj na pozorovany´ch da´tach ,
• pre tij plat´ı (5.6) a distribucˇna´ funkcia G(t), tam definovana´, ma´ spojitu´
kladnu´ deriva´ciu g(t) na I,
• hustota h(t), definovana´ (5.4), je kladna´, spojita´ na I,
• so zva¨cˇsˇuju´cim sa mnozˇstvom uzlov l, ide δl, definovane´ (5.5) k nule,
• vsˇetky vlastne´ cˇ´ısla λ1, . . . , λq su´ navza´jom roˆzne.
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5.2 Odhady s pouzˇit´ım vyhladzovania
Pocˇet vnu´torny´ch uzlov l a stupenˇ B-splajnov m sme si pevne zvolili a preto,
z doˆvodu prehl’adnosti, budeme tieto dva indexy vynecha´vat’ pri oznacˇovan´ı ba´-
zicky´ch funkci´ı. Bez ujmy na obecnosti moˆzˇeme teda ba´zicke´ funkcie oznacˇovat’
iba B1(t), . . . ,Br(t) a vektor B(t) = (B1(t), . . . ,Br(t))
⊤.
Na odhadnutie Z(t) pouzˇijeme podobnu´ meto´du ako v 3.2.3.Nasˇ´ım ciel’om
teraz bude, pre vsˇetky i = 1, . . . , N , rozvinu´t’ Zi(t) do tvaru
Zi(t) =
r∑
j=1
cijBj(t)
a odhadnu´t’ vektor c. Z (3.10) vieme, zˇe odhad tohoto vektoru je
cˆi =
[
S⊤(ti)S(ti)
]−1
S⊤(ti)yi
kde sme S(ti) oznacˇili maticu rozmerov ni × r s prvkami
[S(ti)]j,k = Bk(tij).
Ta´to matica vlastne obsahuje diskretizovane´ hodnoty ba´zicky´ch funkci´ı. Odhad
Zi(t) ma´ potom tvar
Zˆi(t) =
r∑
j=1
cˆijBj. (5.7)
Je zrejme´, zˇe Zˆi patr´ı do priestoru Bm,l a pretozˇe B-splajny su´ po cˇastiach poly-
nomia´lne funkcie, je tiezˇ zrejme´, zˇe Bm,l je podpriestor Wp(I). Avsˇak nema´me
zarucˇene´, zˇe sa tento odhad nacha´dza v priestore Hq, ani splnenie podmienky
(5.2). Preto odhad (5.7), zalozˇeny´ na meto´de najmensˇ´ıch sˇtvorcov, na´s vedie k
mysˇlienke hl’adat’ riesˇenie u´lohy
min
Z˜∈Hmq
{
1
N
N∑
i=1
(
‖Zˆi − Z˜i‖2L2 + ρ‖Z˜i‖2Wp
)
; Z˜i ∈ Hq; dim Hq = q
}
, (5.8)
kde ρ je vyhladzovac´ı parameter, ktory´ je ale rovnaky´ pre vsˇetky odhadovane´
funkcie, na rozdiel od sekcie 3.2.3, kde sme predpokladali vol’bu jedne´ho vyhla-
dzovacieho parametra pre jednu odhadovanu´ funkciu.
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Oznacˇme esˇte A, R matice rozmerov r × r obsahuju´ce prvky
[A]i,j =
∫
I
Bi(t)Bj(t)dt,
[R]i,j =
∫
I
B
(p)
i (t)B
(p)
j (t)dt.
MaticeA,R su´ pozit´ıvne semidefinitne´, maticaA je dokonca pozit´ıvne definitna´,
preto pomocou nich moˆzˇeme definovat’ seminormu pre vsˇetky vektory b ∈ Rr
‖b‖2A = b⊤Ab,
‖b‖2R = b⊤Rb.
Pre Zˆi a cˆi potom plat´ı
‖cˆi‖2A = ‖Zˆi‖2L2 ,
‖cˆi‖2R = ‖Zˆi‖2Wp .
U´lohu (5.8) tak moˆzˇeme previest’ na u´lohu
min
ui∈Λq
{
1
N
N∑
i=1
(‖cˆi − ui‖2A + ρ‖ui‖2R) ; u ∈ Λq; dim Λq = q
}
, (5.9)
Λq je podpriestor R
r. Oznacˇme cˆ vektor priemerny´ch koeficientov c¯ = 1
N
∑N
i=1 cˆi,
definujeme vektor ri = (cˆi − c¯), pre ktory´ tiezˇ definujeme priemerny´ vektor
r¯ = 1
N
∑N
i=1 ri. Minimalizovany´ vy´raz z (5.9) tak moˆzˇeme rozp´ısat’ pomocou
ty´chto vektorov
1
N
N∑
i=1
(‖ri − (ui − u¯)‖2A + ρ‖(ui − u¯)‖2R)+ ‖c¯− u¯‖2A + ρ‖u¯‖2R,
posledne´ dva cˇleny na´s nava´dzaju´ odhadnu´t’ u¯ pomocou
ˆ¯u = H−1ρ Ac¯,
kde matica Hρ je definovana´
Hρ = (A+ ρR)
−1.
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Ty´m prevedieme u´lohu (5.9) na minimalizovanie vy´razu
1
N
N∑
i=1
(‖ri − (ui − ˆ¯u)‖2A + ρ‖(ui − ˆ¯u)‖2R)︸ ︷︷ ︸
Qi
=
1
N
N∑
i=1
Qi (5.10)
cez vsˇetky ui ∈ Λq. Teraz vid´ıme, zˇe Λq = c¯+ Rq.
Matica A je pozit´ıvne definitna´ a preto pre vsˇetky b ∈ Rr plat´ı
b⊤Ab = tr b⊤Ab = tr bb⊤A = tr Abb⊤,
vyuzˇit´ım tejto vlastnosti dosta´vame
‖ri − (ui − ˆ¯u)‖2A = tr rir⊤i A− 2tr ri(ui − ˆ¯u)⊤A
+ tr (ui − ˆ¯u)(ui − ˆ¯u)⊤A. (5.11)
Definujme linea´rnu transforma´ciu
r˜i = HρAri (5.12)
a dosad’me takto transformovane´ r˜i doQi, definovane´ho v (5.10). Spolu s vyuzˇit´ım
(5.11) potom dosta´vame
Qi = tr H
−1
ρ r˜ir˜
⊤
i H
−1
ρ A
−1 − 2tr r˜i(ui − ˆ¯u)H−1ρ + tr (ui − ˆ¯u)(ui − ˆ¯u)H−1ρ
= tr r˜ir˜
⊤
i H
−1
ρ + tr (ui − ˆ¯u)(ui − ˆ¯u)H−1ρ − 2tr r˜i(ui − ˆ¯u)H−1ρ
+ tr r˜ir˜
⊤
i (ρR+ ρ
2RA−1R)
= ‖r˜i − (ui − ˆ¯u)‖2H−1ρ + tr r˜ir˜
⊤
i (ρR+ ρ
2RA−1R), (5.13)
kde ‖.‖H−1ρ je norma na priestore Rr definovana´ pre vsˇetky b ∈ Rr
‖b‖2
H
−1
ρ
= b⊤H−1ρ b.
Iba prvy´ cˇlen (5.13) za´vis´ı na ui, preto je minimaliza´cia (5.10) ekvivalentna´ s
riesˇen´ım
min
ui∈Λq
{
1
N
N∑
i=1
‖r˜i − (ui − ˆ¯u)‖2H−1ρ
}
. (5.14)
Definujme
KˆN =
1
N
N∑
i=1
rir
⊤
i . (5.15)
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potom riesˇenie (5.14) spocˇ´ıtame spektra´lnym rozkladom (rozkladom na vlastne´
cˇ´ısla) matice
1
N
N∑
i=1
rˆirˆ
⊤
i = HρAKˆNAHρ (5.16)
vzhl’adom k metrike ‖.‖H−1ρ . Nech λ1 > . . . > λr su´ vlastne´ cˇ´ısla a ψ1, . . . , ψr
pr´ıslusˇne´ ortonorma´lne vlastne´ vektory matice (5.16). Potom oznacˇme matice
rozmerov r × r
V˜ = (ψ1, . . . , ψr), L˜ = diag{λ1, . . . , λr}.
Pre maticu (5.16) potom plat´ı
HρAKˆNAHρH
−1
ρ V˜ = HρAKˆNAV˜ = V˜L˜. (5.17)
Matica Hρ je pozit´ıvne definitna´, preto podl’a vety A.6 z knihy [27], existuje
odmocninova´ matica H
1
2
ρ taka´, zˇe
Hρ = H
1
2
ρH
1
2
ρ .
Vyna´soben´ım (5.17) zl’ava maticou H
− 1
2
ρ , ktora´ je inverzna´ k matici H
1
2
ρ (exis-
tencia inverznej matice plynie z regularity poˆvodnej matice), dosta´vame
H
− 1
2
ρ H
1
2
ρH
1
2
ρAKˆNAH
1
2
ρH
1
2
ρH
− 1
2
ρ H
− 1
2
ρ V˜ = H
1
2
ρAKˆNAH
1
2
ρH
− 1
2
ρ V˜ = H
− 1
2
ρ V˜L˜.
(5.18)
Oznacˇme
V = H
− 1
2
ρ V˜
potom (5.18) uprav´ıme na tvar
H
1
2
ρAKˆNAH
1
2
ρV = VL˜.
Pretozˇe V˜ je po st´lpcoch tvorena´ ortonorma´lnymi vlastny´mi vektormi matice
(5.16) vzhl’adom k metrike ‖.‖H−1ρ , plat´ı
I = V˜H−1ρ V˜ = VV
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a L˜ a V su´ vytvorene´ z vlastny´ch cˇ´ısel a ortonorma´lnych vlastny´ch vektorov
matice
H
− 1
2
ρ AKˆNAH
− 1
2
ρ . (5.19)
Oznacˇme Vˆq maticu rozmerov r×q, ktora´ je tvorena´ ortonorma´lnymi vlastny´mi
vektormi matice (5.19) pr´ıslusˇiacimi ku q najva¨cˇsˇ´ım vlastny´m cˇ´ıslam (5.19).
Definujme esˇte projekcˇnu´ maticu
Pˆq = VˆqVˆ
⊤
q H
−1
ρ (5.20)
potom jej aplika´ciou na linea´rnu transforma´ciu (5.12) sa dosta´vame k vy´sledku
u´loh (5.8) a (5.9)
uˆi = H
1
2
ρ PˆqH
1
2
ρAri +HρAc¯. (5.21)
Odhad Zi(t) ma´ teda tvar
Zˆi,ρ(t) =
(
H
1
2
ρ PˆqH
1
2
ρAri +HρAc¯
)⊤
B(t)
=
(
H
1
2
ρ PˆqH
1
2
ρAri
)⊤
B(t) + (HρAc¯)
⊤B(t)
= µˆρ(t) + Xˆi,ρ(t)
cˇ´ım sme sa dostali k odhadom pre strednu´ hodnotu µ(t) a na´hodny´ proces X(t)
µˆρ(t) = (HρAc¯)
⊤B(t), (5.22)
Xˆi,ρ(t) =
(
H
1
2
ρ PˆqH
1
2
ρAri
)⊤
B(t). (5.23)
Odhad vlastny´ch funkci´ı, cˇizˇe hlavny´ch komponent procesu X(t), je rovny´
ψˆ(t)j,ρ = vˆj,ρB(t) j = 1, . . . , q, (5.24)
kde vˆj,ρ je vlastny´ vektor pr´ıslusˇny´ j-temu najva¨cˇsˇiemu vlastne´mu cˇ´ıslu matice
(5.19).
Pri vsˇetky´ch odhadoch pouzˇ´ıvame ρ ako spodny´ index a to preto, aby sme
si uvedomili, zˇe teraz odvodene´ odhady priamo za´visia na vol’be ρ. Ku spoˆsobu
vol’by tohto parametra sa esˇte v strucˇnosti vra´time v cˇasti 5.5.
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5.3 Konvergencia vyhladeny´ch odhadov
Pripomenˇme, zˇe pre strednu´ sˇtvorcovu´ chybu (MSE - mean square error), vy-
chy´lenie (Bias) a rozptyl (var) odhadu plat´ı
MSE = Bias2 + var.
5.3.1 Stredna´ hodnota
Oznacˇme si µ˜ρ(t) strednu´ hodnotu odhadu µˆρ(t), definovane´ho (5.22). Stredna´
sˇtvorcova´ chyba sa rovna´
MSE (µˆρ) = E‖µ− µˆρ‖2L2,
vychy´lenie je rovne´
Bias (µˆρ) =
√
‖µ− µˆρ‖2L2
a rozptyl je
var (µˆρ) = E‖µˆρ − µ˜ρ‖2L2
Veta 5.2 Nech platia vsˇetky predpoklady 5.1, potom pre odhad µˆρ(t) plat´ı
Bias2 (µˆρ) = ‖µ− µˆρ‖2L2 = O(ρ2l4p) +O
(
1
l2p−1
)
(5.25)
var (µˆρ) = E‖µˆρ − µ˜ρ‖2L2 = O(N−1) (5.26)
celkovo teda
MSE (µˆρ) = E‖µ− µˆρ‖2L2 = O(N−1) +O(ρ2l4p) +O
(
1
l2p−1
)
Doˆkaz. Oznacˇme νˆ(t) odhad µ(t) meto´dou najmensˇ´ıch sˇtvorcov bez vyhla-
dzovania a ν˜(t) strednu´ hodnotu νˆ(t). Potom pre vy´chy´lenie plat´ı
‖µ− µˆρ‖2L2 ≤ ‖µ− ν˜‖2L2 + ‖ν˜ − µˆρ‖2L2.
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Index n Bernoulliho cˇ´ıslo bn Index n Bernoulliho cˇ´ıslo bn
0 0 8 − 1
30
1 −1
2
10 5
66
2 1
6
12 − 691
2730
4 − 1
30
14 7
6
6 1
42
16 −3617
510
Tabul’ka 5.1: Prvy´ch desat’ nenulovy´ch Bernoulliho cˇ´ısel.
Podl’a vety 3.1(B) z [1] plat´ı
‖µ− ν˜‖2L2 ≈
( |b2p|
2pl2p
)∫
I
(
µ(p)(t)
hp(t)
)2
dt ≤
( |b2p|
2pl2p
)∫
I
1
h2p(t)
dt
∫
I
(
µ(p)(t)
)2
dt,
(5.27)
kde b2p je Bernoulliho cˇ´ıslo s indexom 2p. Funkciu h sme si definovali v (5.4).
Bernoulliho cˇ´ısla, bn, n = 0, 1, 2, . . ., su´ definovane´ ako jednoznacˇne´ riesˇenie
rovnice
x
exp(x)− 1 =
∞∑
n=0
bnx
n
n!
∀x ∈ R. (5.28)
Tieto cˇ´ısla maju´ viacero pozoruhodny´ch vlastnost´ı, ktore´ su´ uvedene´ v [13].
Napr´ıklad je zauj´ımave´, zˇe vsˇetky Bernoulliho cˇ´ısla s nepa´rnym indexom, okrem
indexu jeden, su´ nulove´. Bernoulliho cˇ´ısla nie su´ obmedzene´ a plat´ı
lim sup
n−>∞
bn =∞,
ale pretozˇe p je podl’a predpokladov volene´ pevne, moˆzˇeme b2p povazˇovat’ za
konsˇtantu. Prvy´ch desat’ nenulovy´ch Bernoulliho cˇ´ısel ma´ hodnoty uvedene´ v
tabul’ke 5.1.
Dˇalej plat´ı
∫
I
1
h2p(t)
dt =
l∑
i=0
∫ τi+1
τi
1
h2p(t)
dt ≤ (l + 1)δl
[
min
t∈I
h(t)
]p
(5.29)
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Spojen´ım posledny´ch dvoch nerovnost´ı spolu s (5.2) dosta´vame
‖µ− ν˜‖2L2 ≤ M
(l + 1)δl
l2p
. (5.30)
kde M je nejaka´ vhodne zvolena´ konsˇtanta. K dokoncˇeniu dokazovania (5.25) uzˇ
stacˇ´ı iba uka´zat’, zˇe
‖ν˜ − µˆρ‖2L2 = O(ρ2l4p) (5.31)
a ta´to rovnost’ spolu s (5.30) uzˇ da´va (5.25).
Doˆkaz platnosti (5.31) a (5.26) vsˇak neza´vis´ı na vol’be vnu´torny´ch uzlov a
preto je identicky´ s druhou cˇast’ou doˆkazu vety 3.1 a lemmatu 6.2 z [7].

V pr´ıpade, zˇe by sme v predcha´dzaju´cej vete predpokladali, zˇe uzly su´ roz-
miestnene´ rovnomerne na I a vsˇetky pozorovania tij ma´me v rovnaky´ch bodoch
takisto rovnomerne rozmiestneny´ch na I, potom by sa odhad vychy´lenia (5.25)
zmenil
Bias2 (µˆρ) = ‖µ− µˆρ‖2L2 = O(ρ2l4p) +O
(
1
l2p
)
,
odhad rozptylu (5.26) by sa nezmenil (veta 3.1 [7]).
5.3.2 Hlavne´ komponenty
Konvergencia hlavny´ch komponent sa dokazuje analogicky ako veta 5.2, ale je
nutne´ sa esˇte podrobnejˇsie zaoberat’ cely´m odvoden´ım ty´chto odhadov uvedeny´ch
v cˇasti 5.2. Za platnosti pr´ısnejˇs´ıch predpokladov vsˇak plat´ı nasleduju´ce tvrdenie.
Veta 5.3 Nech platia vsˇetky predpoklady 5.1 a navysˇe nech plat´ı
• vnu´torne´ uzly τ1, . . . , τl su´ rovnomerne rozlozˇene´ na I,
• vsˇetky pozorovania na´hodne´ho procesu Yi(t), i = 1, . . . , N su´ zaznamenane´
v rovnaky´ch bodoch t1, . . . , tn a tieto body su´ taktiezˇ rovnomerne rozlozˇene´
na I.
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potom pre odhady hlavny´ch komponent procesu X(t), definovany´ch (5.24) plat´ı
E‖ψj − ψˆ(t)j,ρ‖L2 = O(N−1) +O(l−2p) +O(ρ2l4p) +O(n−2), (5.32)
pre vsˇetky j = 1, . . . , q, ψj su´ skutocˇne´ hlavne´ komponenty procesu X(t).
Doˆkaz. Toto tvrdenie je uvedene´ ako veta 3.8 v [7]. 
5.4 Nevyhladeny´ odhad hlavny´ch komponent
Bez ujmy na obecnosti moˆzˇeme predpokladat’, zˇe z modelu (5.1) uzˇ bola odcˇ´ıtana´
stredna´ hodnota. Pracujeme teda s modelom
Yi(t) = Xi(t) + ei i = 1, . . . , N.
Oznacˇme Yˆi(t) odhad Yi(t) meto´dou najmensˇ´ıch sˇtvorcov pomocou syste´mu B-
splajnovy´ch ba´zicky´ch funkci´ı stupnˇa m s l vnu´torny´mi uzlami zalozˇeny´ na
diskre´tnych pozorovaniach (yij, tij). Oznacˇme K(s, t) skutocˇnu´ autokovariancˇnu´
funkciu na´hodne´ho procesu X(t) a LK nech je autokovariancˇny´ opera´tor defino-
vany´ (4.3).
Na priestore L2(I) je mozˇne´ definovat’ opera´tor ⊗ predpisom
(f ⊗ g)(h)(.) = 〈f, h〉L2 g =
∫
I
f(t)h(t)dt g(.), f, g, h ∈ L2(I).
Definujme opera´tor ΓˆN na´sledovne
ΓˆN : L
2(I)→ L2(I),
ΓˆN =
1
N
N∑
i=1
(
Yˆi ⊗ Yˆi
)
. (5.33)
Oznacˇme
ϕˆN1, . . . , ϕˆNq (5.34)
vlastne´ funkcie ΓˆN pr´ıslusˇne´ k prvy´m q najva¨cˇsˇ´ım vlastny´m cˇ´ıslam ΓˆN . Potom
ΓˆN je odhad LK a
ϕˆNj → ψj , j = 1, . . . , q
kde {ψj} su´ vlastne´ funkcie LK zoradene´ vzostupne podl’a vel’kosti pr´ıslusˇny´ch
vlastny´ch cˇ´ısel.
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5.4.1 Konvergencia nevyhladeny´ch odhadov
Pre kazˇde´ obmedzene´ linea´rne zobrazenie
Π : L2(I)→ L2(I)
je podl’a vety 4.1 z [25] definovana´ norma
‖Π‖∗ = sup
{‖Π(f)‖L2 : f ∈ L2(I), ‖f‖L2 = 1} .
V kapitole XI. knihy [11] je uka´zane´, zˇe ak navysˇe pre opera´tor Π a kazˇdu´
ortonorma´lnu ba´zu priestoru L2(I) {γi; i ∈ N} plat´ı
∞∑
i=1
‖Π(γi)‖L2 <∞
potom existuje jednoznacˇne urcˇena´ funkcia Π˜(s, t) : I × I → R, pre ktoru´ plat´ı
Π(f) =
∫
I
Π˜(s, .)f(s)ds, ∀f ∈ L2(I).
Take´to opera´tory sa nazy´vaju´ Hilbertove-Schmidtove opera´tory a vytva´raju´ Ba-
nachov priestor, na ktorom je mozˇne´ definovat’ normu
‖Π‖∗∗ =
∫
I
∫
I
[
Π˜(s, t)
]2
dsdt.
Je evidentne´, zˇe pre opera´tor LK plat´ı
‖LK‖∗∗ =
∫
I
∫
I
[K(s, t)]2 dsdt.
Veta 5.4 Ak su´ splnene´ vsˇetky predpoklady 5.1 a za´rovenˇ plat´ı, zˇe
n1 = n2 = . . . = nN = n,
to znamena´, zˇe vsˇetky Yi ma´me pozorovane´ v rovnakom pocˇte bodov. Potom pre
nevyhladene´ odhady autokovariancˇne´ho opera´tora definovane´ho (5.33) plat´ı
E‖Γ˜N − LK‖2∗ = O(N−1) +O(n−2) +O
(
1
l2p−1
)
(5.35)
a pre vlastne´ cˇ´ısla opera´tora LK potom plat´ı
E‖ϕ˜Nj − ψj‖2L2 = O(N−1) +O(n−2) +O
(
1
l2p−1
)
. (5.36)
49
Doˆkaz. Pretozˇe predpoklada´me, zˇe na´hodny´ proces patr´ı do q-dimenziona´lne-
ho priestoru, tak Mercerov rozvoj (veta 2.1) skutocˇnej autokovariancˇnej funkcie
je
K(s, t) =
q∑
i=1
λiψi(s)ψit
a pre opera´tor LK plat´ı
LK =
q∑
i=1
λiψi ⊗ ψi
Definujme K˜ ako priemet skutocˇnej autokovariancˇnej funkcie K do priestoru
Bl,m. Analogicky oznacˇme ψ˜i priemety ψi do Bl,m. Potom plat´ı
LK˜ =
q∑
i=1
λiψ˜i ⊗ ψ˜i.
Pouzˇit´ım vety 3.1B z [1] a vzt’ahu (5.29)
‖ψi − ψ˜i‖L2 ≈
( |b2p|
2pl2p
)∫
I
(
ψ
(p)
i (t)
hp(t)
)2
dt
≤
( |b2p|
2pl2p
)∫
I
1
h2p(t)
dt
∫
I
(
ψ
(p)
i (t)
)2
dt
≤M (l + 1)δl
l2p
(5.37)
kde b2p je Bernoulliho cˇ´ıslo s indexom 2p definovane´ (5.28), h je funkcia defino-
vana´ (5.4) a M je vhodne zvolena´ konsˇtanta.
Podl’a cvicˇenia 15, kapitoly 4, knihy [25] plat´ı ‖.‖∗ ≤ ‖.‖∗∗ pre vsˇetky opera´tory,
pre ktore´ su´ tieto dve normy definovane´. Preto
‖LK − LK˜‖∗ ≤ ‖LK − LK˜‖∗∗ =
∥∥∥∥∥
q∑
i=1
λi
[
(ψi ⊗ ψi)− (ψ˜i ⊗ ψ˜i)
]∥∥∥∥∥
∗∗
=
∥∥∥∥∥
q∑
i=1
λi
[(
ψi − ψ˜i
)
⊗ ψi − ψ˜i ⊗
(
ψi − ψ˜i
)]∥∥∥∥∥
∗∗
≤
q∑
i=1
λi‖ψi − ψ˜i‖L2
(
‖ψi‖L2 + ‖ψ˜i‖L2
)
. (5.38)
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Podl’a vety 3.5 z [7] spolu s druhou cˇast’ou lemmatu 3.6 z tej istej pra´ce, vy´raz
E‖ΓˆN − LK˜‖∗∗
neza´vis´ı na vol’be uzlov a rozmiestnen´ı vstupny´ch da´t a plat´ı
E‖ΓˆN − LK˜‖∗∗ = O
(
N−1
)
+O (n−2) . (5.39)
Spojen´ım (5.38) a (5.39) dosta´vame (5.35).
Rovnost’ (5.36) sa doka´zˇe iba aplikovan´ım lemmatu 3.1 z [6].

Ak by sme predpokladali navysˇe, zˇe vnu´torne´ uzly su´ na I rovnomerne ro-
zlozˇene´, plat´ı odhad uvedeny´ vo vete 3.7 v [7]
E‖ϕ˜Nj − ψj‖2L2 = O(l−2p) +O(N−1) +O(n−2) (5.40)
pre vsˇetky j = 1, . . . , q.
5.5 Pozna´mky
Vsˇetky odhady definovane´ v tejto kapitole konverguju´ k skutocˇny´m hodnota´m aj
bez predpokladu, zˇe proces Z(t) patr´ı do konecˇne dimenziona´lneho priestoru Hq.
Bez tohoto predpokladu vsˇak nie je mozˇne´ urcˇit’ ry´chlost’ konvergencie spoˆsobom
uvedeny´m v tejto pra´ci a musia sa vyuzˇit’ ine´ meto´dy.
Postup, ktory´m sme odhadli spojity´ na´hodny´ proces a jeho strednu´ hodnotu
v 5.2 sa niekedy nazy´va aj hybridny´ splajn a blizˇsˇie sa n´ım zaobera´ napr´ıklad
[17], kde je aplikovany´ tento postup aj na prakticky´ch pr´ıpadoch. Vol’ba parame-
tra ρ je diskutovana´ bud’ v spomı´nanej pra´ci, alebo aj v pra´ci [4].
Pozˇiadavok, aby vsˇetky vlastne´ cˇ´ısla λ1, . . . , λq boli roˆzne, taktiezˇ nie je ob-
medzuju´ci. V pr´ıpade, zˇe by nemohol byt’ splneny´, tak je akura´t nutne´ pracovat’ s
podpriestormi generovany´mi vlastny´mi funkciami opera´tora LK a s projekciami
vlastny´ch funkci´ı na tieto podpriestory. Blizˇsˇie je tento postup vysvetleny´ v [9].
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Moˆzˇeme si vsˇimnu´t’, zˇe ry´chlost’ konvergencie vyhladeny´ch (5.32) a nevyhla-
deny´ch odhadov (5.40) hlavny´ch komponent je vel’mi podobna´. V sˇtvrtej a piatej
kapitole [7] je heuristicky´mi meto´dami a simula´ciami sku´many´ vplyv vol’by vy-
hladzovacieho parametra ρ na kvalitu odhadu hlavny´ch komponent. Ukazuje sa,
zˇe vyhladzovac´ı parameter ma´ vplyv na kvalitu odhadov iba v pr´ıpade, zˇe ma´me
pozorovany´ proces Y (t) iba v malom pocˇte bodov.
Rovnako si treba uvedomit’, zˇe tieto odhady su´ kvalitne´ iba v pr´ıpade, zˇe
su´ zalozˇene´ na dostatocˇne vel’kom pocˇte za´znamov jednotlivy´ch pozorovan´ı Yi,
i = 1, . . . , N . To znamena´, zˇe sa predpoklada´, zˇe kazˇdy´ proces je pozorovany´
ra´dovo asponˇ v desiatkach bodov. V pr´ıpade naozaj n´ızkeho pocˇtu za´znamov
pre jednotlive´ pozorovania (ra´dovo jednotky pozorovan´ı) nie je vsˇetko stratene´
a daju´ sa pouzˇit’ meto´dy pop´ısane´ v [15].
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Kapitola 6
Analy´za geomagneticky´ch da´t
Za poskytnutie da´t a vy´pocˇet modelu CHAOS-2 by som chcel esˇte raz pod’akovat’
RNDr. Jakubovi Vel´ımske´mu, Ph.D z katedry geofyziky, MFF UK.
6.1 Popis da´t
Da´tovy´ su´bor, ktory´ ma´me k dispoz´ıci´ı, obsahuje merania magnetickej indukcie
pol’a vytvorene´ho okolo Zeme satelitom CHAMP.
Satelit CHAMP bol do vesmı´ru vypusteny´ 15. ju´la 2000 a odvtedy zazna-
mena´va kazˇdu´ sekundu magneticku´ indukciu pol’a, ktore´ sa nacha´dza okolo nasˇej
plane´ty. My sa budeme zaoberat’ da´tami zaznamenany´mi od 1. janua´ra 2003 do
24. marca 2003. Jeden oblet trva´ satelitu priblizˇne 94 minu´t, cˇo znamena´, zˇe v
priebehu nami sledovane´ho obdobia obletel tento satelit Zem viac ako 1200 kra´t.
Satelit sa pohybuje vo vy´sˇke 310 − 450 km nad zemsky´m povrchom. O tento
satelit sa stara´ Nemecka´ organiza´cia GFZ, na ktorej internetovy´ch stra´nkach
(http://op.gfz-potsdam.de/champ/) je mozˇne´ na´jst’ aj blizˇsˇie u´daje o tejto
misii.
Magneticka´ indukcia, niekedy nazy´vana´ aj hustota magneticke´ho toku, je vek-
torova´ fyzika´lna velicˇina, charakterizuju´ca silove´ u´cˇinky magneticke´ho pol’a na
pohybuju´ci sa na´boj. Moˆzˇeme si ju predstavit’ ako silu, ktorou magneticke´ pole
poˆsob´ı na pohybuju´ci sa elektricky´ na´boj. Vel’kost’ magnetickej indukcie v danom
bode je definovana´ ako maxima´lna sila, ktorou poˆsob´ı pole na na´boj, pohybuju´ci
sa urcˇitou ry´chlost’ou. Jednotkou magnetickej indukcie je, podl’a su´stavy SI, 1
Tesla. Pre vektor magnetickej indukcie sa bezˇne pouzˇ´ıva aj vy´raz magneticke´
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pole.
V pouzˇitom da´tovom su´bore ma´me ku kazˇde´mu za´znamu nasledovne´ in-
forma´cie:
• cˇas a da´tum za´znamu,
• vy´sˇku nad zemsky´m povrchom, v ktorej sa pra´ve satelit nacha´dzal,
• su´radnice, to jest zemepisnu´ sˇ´ırku a d´lzˇku polohy satelitu. Zemepisnu´ sˇ´ırku
uvazˇujeme klasicky na intervale (−90, 90), zemepisnu´ d´lzˇku budeme ale
uvazˇovat’ na intervale (0, 360),
• vektor (X, Y, Z) magneticke´ho pol’a Zeme.
Jednotlive´ zlozˇky magneticke´ho pol’a su´, z historicky´ch doˆvodov, zavedene´
tak, zˇe zlozˇka X smeruje na geograficky´ sever, zlozˇka Y smeruje na geograficky´
vy´chod a zlozˇka Z smeruje do stredu Zeme. Take´to zavedenie zachova´va pravo-
tocˇivost’ syste´mu.
6.1.1 Magneticke´ pole Zeme a jeho reprezenta´cia har-
monicky´mi funkciami
Geomagneticke´ pole, ktore´ meriame na povrchu Zeme, alebo v jej bl´ızkosti, na
n´ızkych satelitny´ch dra´hach (200-1200 km nad zemsky´m povrchom), je vy´sled-
nicou magneticky´ch pol´ı zpoˆsobeny´ch roˆznymi geofyzika´lnymi javmi s roˆznymi
cˇaso-priestorovy´mi charakteristikami.
Jeho najvy´znamnejˇsou zlozˇkou je pole generovane´ magnetokonvekciou v zem-
skom jadre - geodynamitom. Toto pole ma preva´zˇne, ale nie vy´hradne, dipo´lovy´
charakter. Os dipo´lu je vychy´lena´ od rotacˇnej osy Zeme o prilizˇne 11 stupnˇov
a v cˇase sa toto vychy´lenie vel’mi pomaly men´ı. Charakteristicke´ cˇasy zmeny su´
od jedne´ho roku vysˇsˇie.
Horniny zemskej litosfe´ry, ktory´ch teplota je nizˇsˇia ako Curierova teplota
odpovedaju´ceho mater´ıalu, su´ permanentne zmagnetizovane´. Vzhl’adom k zlozˇitej
sˇtruktu´re litosfe´ry ma´ ta´to zlozˇka vel’mi jemnu´ priestorovu´ sˇtruktu´ru, ale v cˇase
sa nemen´ı.
Geomagneticke´ pole Zeme je navysˇe ovplyvnˇovane´ esˇte d’alˇs´ımi zdrojmi
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Obr. 6.1: Zlozˇka X magneticke´ho pol’a Zeme, spocˇ´ıtana´ pomocou 60 harmonic-
ky´ch funkci´ı modelu CHAOS-2.
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Obr. 6.2: Zlozˇka Y magneticke´ho pol’a Zeme, spocˇ´ıtana´ pomocou 60 harmonic-
ky´ch funkci´ı modelu CHAOS-2.
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Obr. 6.3: Zlozˇka Z magneticke´ho pol’a Zeme, spocˇ´ıtana´ pomocou 60 harmonic-
ky´ch funkci´ı modelu CHAOS-2.
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• zlozˇity´m syste´mom elektricky´ch pru´dov nabity´ch cˇast´ıc v magnetosfe´re a
ionosfe´re,
• odpovedaju´cimi sekunda´rnymi pru´dmi indukovany´mi vo vodivej zemi.
Tieto javy sa odohra´vaju´ v cˇasovy´ch sˇka´lach od zlomkov sekundy azˇ po mesiace.
Podrobnejˇsie je geomagneticke´ pole Zeme pop´ısana´ napr´ıklad v u´vode [18].
Jedny´m z najnovsˇ´ıch modelov pre magneticke´ pole Zeme je model CHAOS-2,
uvedeny´ v [19]. Tento model pocˇ´ıta magneticke´ pole Zeme pomocou rozvoja do
60 harmonicky´ch funkci´ı. Pre ilustra´ciu je na obra´zkoch 6.1, 6.2 a 6.3 nakreslena´
za´visloslost’ jednotlivy´ch zlozˇiek magneticke´ho pol’a Zeme na zemepisny´ch su´rad-
niciach.
6.2 Analy´za hlavny´ch komponent geomagnetic-
ky´ch da´t
Na predlozˇeny´ch da´tach si vysku´sˇame meto´dy pop´ısane´ v predcha´dza´dzaju´cich
kapitola´ch. Na vy´pocˇty bol pouzˇity´ program R, verzia 2.10, spolu s bal´ıcˇkom
funkci´ı fda, verzia 2.2.1.
Budeme predpokladat’ platnost’ modelu, ktory´ bol podrobne pop´ısany´ v cˇasti
5.1. Jednotlive´ zlozˇky magneticke´ho pol’a Zeme budu´ uvazˇovane´ ako funkcie
zemepisnej sˇ´ırky. Celkovo, pocˇas sledovane´ho obdobia, letela druzˇica CHAMP
2463−kra´t z jedne´ho po´lu na druhy´. To znamena´, zˇe ma´me k dispoz´ıcii presne
2463 pozorovan´ı jednotlivy´ch zlozˇiek X, Y, Z. Pre zjednodusˇenie cˇasovej na´rocˇ-
nosti vy´pocˇtov pocˇ´ıtame pre kazˇdy´ oblet s 200 priblizˇne rovnomerne rozlozˇeny´mi
za´znamami.
Jednotlive´ zlozˇky sa najprv poku´sime rozlozˇit’ na hlavne´ komponenty bez
ohl’adu na zemepisnu´ d´lzˇku pr´ıslusˇne´ho pozorovania. Ako sa vsˇak uka´zalo v
priebehu vy´skumu, v praxi je takmer nemozˇne´ takto spocˇ´ıtane´ komponenty in-
terpretovat’ a je mozˇne´ v da´tach rozl´ıˇsit’ iba dipo´lovy´ charakter pol’a. Vsˇetky
d’alˇsie efekty uzˇ maju´ porovnatel’nu´ za´vislost’ aj na zemepisnej sˇ´ırke aj na ze-
mepisnej d´lzˇke. Preto neskoˆr pozorovania rozdel´ıme do viacery´ch skup´ın podl’a
zemepisnej d´lzˇky.
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6.2.1 Vol’ba ba´zicky´ch funkci´ı
Da´ta budeme reprezentovat’ pomocou B-splajnovy´ch ba´zicky´ch funkci´ı sˇtvrte´ho
stupnˇa. Uzlovy´ vektor rozlozˇ´ıme rovnomerne na intervale (-90,90). Z (3.6) vieme,
zˇe pocˇet uzlov su´vis´ı priamo s pocˇtom zvoleny´ch ba´zicky´ch funkci´ı. Na vol’bu
pocˇtu ba´zicky´ch funkci´ı pouzˇijeme postup pop´ısany´ v cˇasti 4.5 [23]. Tento postup
je zalozˇeny´ na spocˇ´ıtan´ı s2 odhadu σ2, ktory´ ma´ v tomto pr´ıpade tvar, pre
i = 1, . . . , 2463
s2i =
1
200−K
200∑
j=1
(
X(tij)− Xˆ(tij)
)2
kde K je pocˇet ba´zicky´ch funkci´ı, ti1, . . . , ti200 su´ hodnoty zemepisnej sˇ´ırky, v
ktory´ch ma´me zaznamenane´ dane´ pozorovanie a Xˆ je odhad pomocou rozvoja
do syste´mu ba´zicky´ch funkci´ı.
Potom sa odporu´cˇa (kapitola 5 [23]) zvolit’ taky´ pocˇet ba´zovy´ch funkci´ı, pri
ktorom prestane s2 vy´razne klesat’. Po spocˇ´ıtan´ı ty´chto odhadov, pre viacere´ hod-
noty pocˇtu ba´zicky´ch funkci´ı, sa ako optima´lna jav´ı vol’ba 20 ba´zicky´ch funkci´ı
pre X , 40 pre Y a 12 pre Z. Obra´zok obsahuju´ci odhad pre vsˇetky hodnoty
i by bol znacˇne neprehl’adny´, no pre ilustra´ciu si vsˇimnime asponˇ obra´zok 6.4
obsahuju´ci za´vislost’ vy´razu
S =
1
2463
2463∑
i=1
s2i
na vol’be pocˇtu ba´zicky´ch funkci´ı.
6.2.2 Odhady hlavny´ch komponent
Na jednotlive´ zlozˇky magnetickej indukcie teraz moˆzˇeme aplikovat’ analy´zu hlav-
ny´ch komponent. A to postupne najprv bez pouzˇitia vyhladzovania a potom aj
s vyhladzovan´ım.
Vyhladzovac´ı parameter ρ bol voleny´ pomocou meto´dy cross-validation, mi-
nimalizovan´ım vy´razu GCV, definovane´ho rovnost’ou (5.19) v knihe [23] a po-
drobne pop´ısane´ho v odseku 5.4.3 citovanej knihy. Obra´zok 6.5 na´m ukazuje ako
sa vyv´ıja hodnota GCV pre roˆzne hodnoty vyhladzovacieho parametra. Vid´ıme,
zˇe zlozˇky X a Y nie je voˆbec potrebne´ vyhladit’. Pre zlozˇku Z ma´ optima´lny
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Obr. 6.4: Za´vislost’ S na pocˇte ba´zicky´ch funkci´ı pre jednotlive´ zlozˇky.
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Obr. 6.5: Krite´rium GCV v za´vislosti na vyhladzovacom parametri.
X Y Z
1. komponenta 61,749% 75,895% 77,514%
2. komponenta 18,535% 12,870% 17,541%
3. komponenta 16,045% 8,744% 4,598%
4. komponenta 3,192% 1,989% 0,217%
5. komponenta 0,207% 0,321% 0,081%
Tabul’ka 6.1: Pomer variability vysvetl’ovany´ jednotlivy´mi komponentami pre
jednotlive´ zlozˇky.
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vyhladzovac´ı parameter hodnotu 0,85.
Tabul’ka 6.1 uva´dza, kol’ko variability vysvetl’uje prvy´ch 5 nevyhladeny´ch
hlavny´ch komponent pre jednotlive´ zlozˇky. Na obra´zku 6.6 su´ nakreslene´ prve´
tri hlavne´ komponenty, spolu so strednou hodnotou, ktoru´ je mozˇne´ cha´pat’ ako
nultu´ komponentu. Pra´ve stredna´ hodnota poukazuje na dipolovu´ charakteris-
tiku magneticke´ho pol’a, kde zlozˇka X ma´ charakter kos´ınusu zemepisnej sˇ´ırky a
zlozˇka Z ma´ charakter s´ınusu zemepisnej sˇ´ırky.
Obra´zok 6.7 porovna´va vyhladene´ a nevyhladene´ odhady komponent pre
zlozˇku Z. Vid´ıme, zˇe tieto odhady su´ takmer identicke´, rovnako pomer vys-
vetl’ovanej variability vyhladeny´ch odhadov je identicky´ s u´dajmi uvedeny´mi v
tabul’ke 6.1.
6.3 Analy´za da´t rozdeleny´ch podl’a zemepisnej
d´lzˇky
V d’alˇsom kroku rozdel´ıme pozorovania podl’a zemepisnej d´lzˇky do 62 skup´ın
podl’a podobnosti priebehu letu druzˇice nad zemsky´m povrchom. Dva lety pre-
hla´sime za podobne´ v pr´ıpade, zˇe rozdiel v zemepisnej d´lzˇke polohy satelitu, v
priebehu letu, nebol nikdy viac ako 15 stupnˇov. Rozdelenie do skup´ın urob´ıme
tak, aby kazˇde´ dva lety v kazˇdej skupine boli podobne´.
Pre ilustra´ciu aplikujeme analy´zu hlavny´ch komponent na prvu´ skupinu po-
zorovan´ı. V tejto skupine ma´me k dispoz´ıcii 55 pozorovan´ı. Stredna´ hodnota
spolu s prvou komponentou, pre jednotlive´ zlozˇky, su´ nakreslene´ na obra´zku 6.8.
V prvej skupine vysvetl’uju´ prve´ komponenty jednotlivy´ch zlozˇiek postupne
97, 8% variability zlozˇkyX , 93, 5% variability zlozˇky Y a 99, 6% variability zlozˇky
Z. Vo vsˇetky´ch skupina´ch vysvetl’uju´ prve´ komponenty viac ako 90% variability.
To na´s priva´dza k mysˇlienke, zˇe by mohlo byt’ mozˇne´ pop´ısat’ magneticke´ pole
Zeme pomocou strednej hodnoty a jednej komponenty.
Preto sme pomocou da´t rozdeleny´ch podl’a zemepisnej d´lzˇky vytvorili trojdi-
menzina´lne obra´zky 6.9, 6.10, 6.11. Tieto obra´zky sa vel’mi podobaju´ na obra´zky
rozvoja pomocou modelu CHAMP-2 6.1, 6.2, 6.3 s vy´nimkou okrajovy´ch hodnoˆt,
cˇo je ale do vel’kej miery spoˆsobene´ mensˇ´ım pocˇtom pozorovan´ı v ty´chto oblas-
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Obr. 6.6: Prve´ tri nevyhladene´ komponenty spolu so strednou hodnotou pre
jednotlive´ zlozˇky magneticke´ho pol’a.
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Obr. 6.7: Porovnanie vyhladeny´ch a nevyhladeny´ch odhadov prvy´ch troch
hlavny´ch komponent a strednej hodnoty pre zlozˇku Z.
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Obr. 6.8: Stredna´ hodnota a prva´ komponenta, prvej skupiny obletov, pre jed-
notlive´ zlozˇky magneticke´ho pol’a.
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tiach a hlavne faktom, zˇe satelit pri prelete v bl´ızkosti po´lu vel’mi ry´chlo men´ı
zemepisnu´ sˇ´ırku, cˇo zrejme spoˆsobuje iste´ zasˇumenie nami vypocˇ´ıtane´ho rozvoja.
Na´sledne moˆzˇeme porovnat’ rozvoj pomocou hlavny´ch komponent s rozvojom
podl’a modelu CHAOS-2 (obra´zok 6.12). Najva¨cˇsˇie rozdiely su´ opa¨t’ v bl´ızkosti
po´lov. Navysˇe cˇast’ rozdielu je spoˆsobena´ aj zaokru´hlovan´ım, nevyhnutny´m k
vytvoreniu trojrozmerny´ch obra´zkov. Dˇalˇsie odchy´lky su´ spoˆsobene´ faktom, zˇe
nami uvazˇovany´ model pocˇ´ıtal magneticke´ pole s pozorovaniami pocˇas troch
mesiacov, ky´m model CHAOS-2 bol vyvinuty´ pomocou pozorovan´ı nazbierany´ch
v priebehu niekol’ky´ch rokov. Je potrebne´ rovnako zdoˆraznit’, zˇe model CHAOS-
2 bol od zacˇiatku vytva´rany´ ako model dvoch premenny´ch, zatial’ cˇo my sme
analy´zu hlavny´ch komponent odvodili ako analy´zu pre funkciu jednej premennej.
Analy´za geomagneticky´ch da´t je, ako sa ukazuje, vel’mi komplexny´ proble´m a
pre d’alˇsie hlbsˇie sˇtu´dium ty´chto da´t bude potrebne´ zamysliet’ sa nad mozˇnost’ou
reprezentovat’ geomagneticke´ da´ta ako funkcie dvoch, mozˇno dokonca azˇ troch,
premenny´ch, zemepisnej sˇ´ırky, d´lzˇky a pr´ıpadne cˇasu. K tomu by vsˇak bolo
potrebne´ rozvinu´t’ teo´riu meto´dy hlavny´ch komponent pre na´hodne´ funkcie s via-
cery´mi premenny´mi. Toto by mohla byt’ jedna z ciest, ako rozsˇ´ır´ıt’ v budu´cnosti
tu´to pra´cu.
Netreba vsˇak zabu´dat’, zˇe analy´za hlavny´ch komponent je neparametricka´
meto´da. Aj ked’ sa na´m s urcˇitou presnost’ou podarilo nahradit’ 60 harmonicky´ch
funkci´ı modelu CHAOS-2 jednou komponentou a strednou hodnotou, nezaobera-
li sme sa ota´zkou, kol’ko jednoduchy´ch funkci´ı by bolo potrebny´ch na explicitne´
vyjadrenie komponent, cˇo je ota´zka, ktora´ by najviac zauj´ımala geofyzikov.
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Obr. 6.9: Trojdimeziona´lny obra´zok strednej hodnoty scˇ´ıtanej s prvou kompo-
nentou zlozˇky X .
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Obr. 6.10: Trojdimeziona´lny obra´zok strednej hodnoty scˇ´ıtanej s prvou kompo-
nentou zlozˇky Y .
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Obr. 6.11: Trojdimeziona´lny obra´zok strednej hodnoty scˇ´ıtanej s prvou kompo-
nentou zlozˇky Z.
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Obr. 6.12: Absolu´tny rozdiel rozvoja pomocou jednej hlavnej komponenty a
rozvoja podl’a modelu CHAOS-2.
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