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Abstract
We propose a new hybridizable discontinuous Galerkin (HDG) method to approximate the
solution of a Dirichlet boundary control problem governed by an elliptic convection diffusion
PDE. Even without a convection term, Dirichlet boundary control problems are well-known
to be very challenging theoretically and numerically. Although there are many works in the
literature on Dirichlet boundary control problems for the Poisson equation, the authors are not
aware of any existing theoretical or numerical analysis works for convection diffusion Dirichlet
control problems. We make two contributions. First, we obtain well-posedness and regularity
results for the Dirichlet control problem. Second, under certain assumptions on the domain
and the target state, we obtain optimal a priori error estimates in 2D for the control for the
new HDG method. As far as the authors are aware, there are no existing comparable results in
the literature. We present numerical experiments to demonstrate the performance of the HDG
method.
1 Introduction
We consider the following Dirichlet boundary control problem. Let Ω ⊂ Rd (d ≥ 2) be a Lipschitz
polyhedral domain with boundary Γ = ∂Ω. The goal is to find the optimal control u ∈ L2(Γ) that
minimizes the cost function
J(u) =
1
2
‖y − yd‖2L2(Ω) +
γ
2
‖u‖2L2(Γ), γ > 0, (1.1)
subject to the elliptic convection diffusion equation
−∆y + β · ∇y = f in Ω,
y = u on ∂Ω,
(1.2)
where f ∈ L2(Ω) and the vector field β satisfies
∇ · β ≤ 0. (1.3)
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We make other smoothness assumptions on β for our analysis.
Optimal control problems governed by convection diffusion equations play an important role
in many scientific and engineering problems [39]. Efficient and accurate numerical methods are
essential to successful applications of such optimal control problems. There exist many contributions
[4,6,7,25,31,53] to numerical methods and algorithms for this kind of problem. Despite this large
amount of existing work on numerical methods for convection diffusion optimal control problems
and also Dirichlet boundary control problems for the Poisson equation and other PDEs [2, 3, 5, 10,
11, 13, 17, 24, 27, 29, 30, 32, 41, 45, 47, 51], we are not aware of any existing work on the analysis and
approximation of solutions for the above convection diffusion Dirichlet boundary control problem.
Work on this problem is an important step towards the analysis and approximation of Dirichlet
boundary control problems for the Navier-Stokes equations and other fluids models.
In recent years, the discontinuous Galerkin (DG) methods have been proved very useful in
solving a large range of computational fluids problems [22,23,35,48] and optimal control problems
for convection diffusion PDEs [36,50,52, 54–57]. However, one disadvantage of DG methods is the
high number of degree of freedom compared to standard finite element methods.
Hybridizable Discontinuous Galerkin (HDG) methods, proposed by Cockburn et al. in [18], have
the same advantages as typical DG methods but have many less globally coupled unknowns. HDG
methods are currently undergoing rapid development and have been used in many applications;
see, e.g., [12, 16,19–21,42–44,49].
Formally, the optimal control u ∈ L2(Γ) and the optimal state y ∈ L2(Ω) minimizing the cost
functional satisfy the optimality system
−∆y + β · ∇y = f in Ω, (1.4a)
y = u on ∂Ω, (1.4b)
−∆z −∇ · (βz) = y − yd in Ω, (1.4c)
z = 0 on ∂Ω, (1.4d)
∇z · n− γu = 0 on ∂Ω. (1.4e)
Even in the absence of the convection term, theoretical analysis, numerical discretization, and
numerical analysis for the above optimal Dirichlet control problem and optimality system can be
very challenging. Difficulties arise due to the control entering in the Dirichlet boundary condition
(1.4b) and also due to the normal derivative of the dual state on the boundary in (1.4e). See the
references above on the Dirichlet boundary control problems for the Poisson equation for more
information.
In order to apply an HDG method, a mixed formulation of the state equation (1.4a)–(1.4b) and
of the adjoint state equation (1.4c)–(1.4d) must be used. The meaning of the state equation (1.4a)
for Dirichlet boundary data in L2(Γ) must be made clear for this kind of formulation. In Section 2,
we perform this analysis for the case of a 2D polygonal domain and also establish well-posedness
and regularity results for the optimality system (1.4).
In a recent work [34], we approximate the solution of the Dirichlet boundary control problem for
the Poisson equation using an existing HDG method. This method uses polynomials of degree k+1
to approximate the state y and dual state z and polynomials of degree k ≥ 0 for the fluxes q = −∇y
and p = −∇z, respectively. Moreover, we also used polynomials of degree k to approximate the
numerical trace of the state and dual state on the edges (or faces) of the spatial mesh, which are
the only globally coupled unknowns. We obtained a superlinear convergence rate for the optimal
control under certain basic assumptions on the desired state yd and the domain Ω. Despite the large
amount of existing work on this problem, a similar convergence rate has only very recently been
proved for one other numerical method: a finite element method on a special class of meshes [2].
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However, it is not clear to the authors if existing HDG methods can guarantee the superlinear
convergence rate as we obtained in [34] for elliptic convection diffusion PDEs. Therefore, we devise
a new HDG method in Section 3 using polynomials of degree k + 1 to approximate the state y,
dual state z, and the numerical traces. Moreover, we use polynomials of degree k ≥ 0 for the
fluxes q = −∇y and p = −∇z, respectively. In Section 4, we prove the same superlinear rate of
convergence as in [34] for the control in 2D under certain assumptions on the largest angle of the
convex polygonal domain and the smoothness of the desired state yd. To give a specific example,
for a rectangular 2D domain and yd ∈ H1−ε(Ω), we obtain the following a priori error bounds for
the state y, adjoint state z, their fluxes q = −∇y and p = −∇z, and the optimal control u:
‖y − yh‖0,Ω = O(h3/2−ε), ‖z − zh‖0,Ω = O(h3/2−ε),
‖q − qh‖0,Ω = O(h1−ε), ‖p− ph‖0,Ω = O(h3/2−ε),
and
‖u− uh‖0,Γ = O(h3/2−ε),
for any ε > 0. The rate of convergence for the control is optimal. We present numerical results in
Section 5 that precisely match the convergence theory for the control in 2D.
In the second part of this work [33], we remove the assumptions required here on the convex
polygonal domain and the desired state yd and prove optimal convergence rates for the control.
Removing these assumptions on the domain and the desired state lower the regularity of the solution
of the optimality system; therefore, regular HDG error analysis techniques are not applicable. We
perform a nonstandard HDG error analysis based on techniques from [37, 38] to establish the low
regularity convergence results.
We emphasize that this new HDG method may be of primary interest for boundary control
problems such as the one considered here. Existing HDG methods use order k polynomials for
the numerical traces, which are the only globally coupled unknowns. This new HDG method uses
order k + 1 polynomials for the numerical traces, and therefore it has a higher computational cost
compared to existing HDG methods. However, adding one polynomial degree to the space for the
numerical traces is the only way we have found to guarantee the optimal convergence rate for the
control. The authors are not aware of any other application where this new HDG method will lead
to an improved convergence analysis over existing HDG methods.
2 Analysis of the Dirichlet Control Problem
To begin, we set notation and prove some fundamental results concerning the optimality system
for the control problem in the 2D case.
Throughout the paper we adopt the standard notation Wm,p(Ω) for Sobolev spaces on Ω with
norm ‖ · ‖m,p,Ω and seminorm | · |m,p,Ω . We denote Wm,2(Ω) by Hm(Ω) with norm ‖ · ‖m,Ω and
seminorm | · |m,Ω. Specifically, H10 (Ω) = {v ∈ H1(Ω) : v = 0 on ∂Ω}. We denote the L2-inner
products on L2(Ω) and L2(Γ) by
(v, w)Ω =
∫
Ω
vw ∀v, w ∈ L2(Ω),
〈v, w〉Γ =
∫
Γ
vw ∀v, w ∈ L2(Γ).
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Define the space H(div,Ω) as
H(div,Ω) = {v ∈ [L2(Ω)]d,∇ · v ∈ L2(Ω)}.
Duality between H1(Ω)∗ and H1(Ω) will be denoted [q, r]Ω, while duality between H−ε(Γ) and
Hε(Γ) for 0 ≤ ε ≤ 1/2 will be denoted [u, v]Γ.
Throughout this section, we consider Ω a polygonal domain, not necessarily convex, and denote
ω its biggest interior angle. Notice that 1/2 < pi/ω < 1 for nonconvex domains and 1 < pi/ω ≤ 3
for convex domains. Furthermore, we assume in this section β satisfies the following conditions:
β ∈ [L∞(Ω)]d, ∇ · β ∈ L∞(Ω), ∇ · β ≤ 0 for any Ω, and also
∇∇ · β ∈ [L2(Ω)]d if Ω is convex. (2.1)
Moreover, we assume the forcing f is identically zero in this section. If this is not the case, then a
simple change of variable as in [1, pg. 3623] can be used to eliminate the forcing.
2.1 Study of the state equation
Notice that for data u ∈ L2(Γ), we cannot expect to have a variational solution of the state equation
(1.2). Therefore, we need a suitable concept of solution that makes the control-to-state operator
continuous and that coincides with the variational solution for regular data. Moreover, since HDG
is based on a mixed formulation, it is also important to see how this concept of very weak solution
extends to mixed formulations.
To define the concept of a very weak solution, we first introduce the adjoint problem and recall
its regularity properties.
Lemma 2.1. For every g ∈ L2(Ω) there exists a unique zg ∈ H10 (Ω) ∩ Ht(Ω) for all t ≤ 2 with
t < 1 + pi/ω such that
−∆zg −∇ · (βzg) = g in Ω, zg = 0 on Γ. (2.2)
Moreover, ∂nzg ∈ Hs(Γ) for all s ≤ 1/2 such that s < pi/ω − 1/2.
If, further, g ∈ Ht∗(Ω) for some 0 ≤ t∗ < 1, then zg ∈ H10 (Ω) ∩Ht(Ω) for all t ≤ 2 + t∗ with
t < min{3, 1 + pi/ω} and ∂nzg ∈ Hs(Γ) for all s ≤ 1/2 + t∗ such that s < min{3/2, pi/ω − 1/2}.
Proof. Existence and uniqueness of the solution is standard. The regularity of β implies that
∇ · (βzg) ∈ L2(Ω), and hence zg ∈ Ht(Ω) for all t ≤ 2 such that t < 1 + pi/ω. For the regularity
of the normal derivative in the case s < 1/2, apply [1, Corollary 2.3] and trace theory in [28]. For
s = 1/2, apply [9, Lemma (A2)].
For the extra regularity result, we use that zg ∈ Ht(Ω) for all t ≤ 2 such that t < 1 + pi/ω,
∇ · β ∈ L∞(Ω), and ∇∇ · β ∈ [L2(Ω)]d to obtain that ∇ · (βzg) ∈ Ht∗(Ω). Now we have that
−∆zg ∈ Ht∗(Ω) and standard regularity results in [28] lead to zg ∈ H10 (Ω)∩Ht(Ω) for all t ≤ 2+ t∗
with t < min{3, 1+pi/ω}. The normal trace then satisfies that ∂nzg ∈ Πmi=1Hs(Γi) for all s ≤ 1/2+t∗
such that s < min{3/2, pi/ω − 1/2}, where Γi denotes side i of the boundary of Ω. If pi/ω < 1,
then s < 1/2 and Πmi=1H
s(Γi) = H
s(Γ). If pi/ω > 1, we use that zg = 0 on Γ as in [8, Section 4] to
prove that ∂nzg = 0 on the corners of the domain. This implies that ∂nzg is continuous and hence
it belongs to Hs(Γ).
Definition 2.2. Let ε be a real number such that 0 ≤ ε ≤ 1/2 and ε < pi/ω−1/2. For u ∈ H−ε(Γ),
we say that y ∈ L2(Ω) is a very weak solution of
−∆y + β · ∇y = 0 in Ω, y = u on Γ (2.3)
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if and only if
(y, g)Ω + [u, ∂nzg]Γ = 0, (2.4)
for all g ∈ L2(Ω), where zg is the unique solution of (2.2).
Remark 2.3. The definition is meaningful thanks to the regularity of the normal derivative of zg
provided in Lemma 2.4. Eventually the case ε = 1/2 must be discarded, but we keep it while we can
cope with it. For our problem we need only to consider the case ε = 0. We include the other cases
for the sake of completeness and because the definition may be useful for problems with control or
state constraints; see e.g., [40, Section 6.2]
Lemma 2.4. Let s be a real number such that −1/2 ≤ s < 3/2 and s > 1/2 − pi/ω. For every
u ∈ Hs(Γ), there exists a unique very weak solution y ∈ H1/2+s(Ω) of (2.3) and
‖y‖H1/2+s(Ω) ≤ C‖u‖Hs(Γ).
Proof. The case s = −1/2 can only happen in a convex domain and we can use the classic trans-
position method. The proof for −1/2 < s < 0 is as the the proof of Lemma 2.5 in [1].
For 1/2 ≤ s < 3/2 we have that (2.3) has a unique variational solution y and that it belongs to
Hs+1/2(Ω); see [1, Proof of Corollary 4.2]. Integration by parts shows that y is also a very weak
solution.
For 0 ≤ s < 1/2 the result follows from interpolation.
Next we do the same for the mixed formulation. From now on, we assume the polygonal domain
Ω is convex so that 1 < pi/ω ≤ 3. First we state an existence and regularity result for the mixed
formulation of the convection diffusion equation with regular data.
Lemma 2.5. For every g ∈ L2(Ω), there exists a unique pair (zg,pg) ∈ H10 (Ω) ×H(div,Ω) such
that
(pg, r)Ω − (zg,∇ · r)Ω = 0, (2.5a)
(∇ · (pg − βzg), w)Ω = (g, w)Ω, (2.5b)
for all (r, w) ∈ H(div,Ω) × L2(Ω). Moreover, (zg,pg) ∈ (H2(Ω) ∩ H10 (Ω)) × [H1(Ω)]d, ∂nzg =
pg · n ∈ H1/2(Γ) and
−∆zg −∇ · (βzg) = g in Ω, zg = 0 on Γ and pg = −∇zg. (2.6)
If, further, g ∈ Ht∗(Ω) for some 0 ≤ t∗ < 1, then (zg,pg) ∈ (Ht(Ω) ∩ H10 (Ω)) × [Ht−1(Ω)]d for
all t ≤ 2 + t∗ with t < min{3, 1 + pi/ω} and ∂nzg = pg · n ∈ Hs(Γ) for all s ≤ 1/2 + t∗ such that
s < min{3/2, pi/ω − 1/2}.
Notice that the notation zg is not contradictory. If zg is the solution of (2.2), then (zg,−∇zg) is
the solution of (2.5a)–(2.5b). Also, if (zg,pg) is the solution of (2.5a)–(2.5b), then zg is the solution
of (2.2). Therefore this lemma is a straightforward consequence of Lemma 2.1
Now we must drop the case ε = 1/2.
Definition 2.6. Let ε be a real number such that
0 ≤ ε < 1/2.
For u ∈ H−ε(Γ), we say that (y, q) ∈ L2(Ω)× [H1(Ω)∗]d is a very weak solution of
−∆y + β · ∇y = 0 in Ω, y = u in Γ, q = −∇y (2.7)
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if and only if
[q, r]Ω − (y,∇ · r)Ω + [u, r · n]Γ = 0, (2.8a)
[q + βy,pg]Ω − (y∇ · β, zg)Ω = 0, (2.8b)
for all (r, g) ∈ [H1(Ω)]d×L2(Ω), and (zg,pg) ∈ (H2(Ω)∩H10 (Ω))× [H1(Ω)]d is the unique solution
of (2.5a)–(2.5b).
Remark 2.7. For ε = 1/2, the expression [u, r · n]Γ is meaningless even for r ∈ [C∞(Ω)]d, since n
has jump derivatives, and hence r · n 6∈ H1/2(Γ).
Theorem 2.8. For every u ∈ H−ε(Γ), there exists a unique very weak solution (y, q) ∈ L2(Ω) ×
[H1(Ω)∗]d of (2.7). Moreover, (y, q) ∈ H1/2−ε(Ω)× [H1/2+ε(Ω)∗]d and y is the very weak solution
of (2.3).
Proof. Let us first prove uniqueness of solution in the space L2(Ω) × [H1(Ω)∗]d. Take u = 0 and
let (y, q) ∈ L2(Ω)× [H1(Ω)∗]d be functions satisfying:
[q, r]Ω = (y,∇ · r)Ω, (2.9a)
[q + βy,pg]Ω − (y∇ · β, zg)Ω = 0, (2.9b)
for all (r, g) ∈ [H1(Ω)]d × L2(Ω). Consider g = y. From equation (2.5b) and taking into account
that py = −∇zy, we have that
(y,∇ · py)Ω + (βy,py)Ω − (y∇ · β, zy)Ω = (y, y)Ω. (2.10)
Take r = py in (2.9a). We obtain
[q,py]Ω = (y,∇ · py)Ω.
Substitute this in (2.9b)
(y,∇ · py)Ω + (βy,py)Ω − (y∇ · β, zy)Ω = 0. (2.11)
From (2.10) and (2.11), it is clear that y = 0. From (2.9a) we have that q = 0 and uniqueness is
proved.
Existence is as follows. Take y ∈ L2(Ω) the unique very weak solution of (2.3) and define
q ∈ [H1(Ω)∗]d by
[qi, r]Ω = (y, ∂xir)Ω − [u, rni]Γ,
for all r ∈ H1(Ω), and ni is the i−th component of the vector n. Again, this is well defined because
we have made sure that ε < 1/2, and the functions in Hε(Γ) now can have jump discontinuities.
Corollary 2.9. If u ∈ H1/2+t∗(Γ) for some 0 ≤ t∗ < 1, then (y, q) ∈ H1+t∗(Ω) × ([Ht∗(Ω)]d ∩
H(div,Ω)) and
(q, r)Ω − (y,∇ · r)Ω + 〈u, r · n〉Γ = 0, (2.12a)
(∇ · (q + βy), w)Ω − (y∇ · β, w)Ω = 0, (2.12b)
for all (r, w) ∈ H(div,Ω)× L2(Ω).
For the sake of completeness, we say that (y, q) is a very weak solution of the mixed formulation
(2.12a)–(2.12b) if it is a very weak solution of (2.7) in the sense of Definition 2.6.
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2.2 Study of the control problem
Now we are ready to study the control problem. Let us first formulate it using the mixed formula-
tion.
(P) min
u∈L2(Γ)
J(u) =
1
2
‖yu − yd‖2L2(Ω) +
γ
2
‖u‖2L2(Γ),
where (yu, qu) ∈ L2(Ω)× [H1(Ω)∗]d is the very weak solution of
(qu, r)Ω − (yu,∇ · r)Ω + 〈u, r · n〉Γ = 0, (2.13a)
(∇ · (qu + βyu), w)Ω − (yu∇ · β, w)Ω = 0, (2.13b)
for all (r, w) ∈ H(div,Ω)× L2(Ω).
Theorem 2.10. Assume Ω is convex. If yd ∈ Ht∗(Ω) for some 0 ≤ t∗ < 1, then problem (P) has a
unique solution u¯ ∈ L2(Γ). Moreover, for any s ≥ 1/2 satisfying s ≤ 12 + t∗ and s < min{32 , piω − 12},
we have u¯ ∈ Hs(Γ),
(p¯, y¯, z¯) ∈ [Hs+ 12 (Ω)]d ×Hs+ 12 (Ω)× (Hs+ 32 (Ω) ∩H10 (Ω)),
q¯ ∈ [Hs− 12 (Ω)]d ∩H(div,Ω),
and ∂nz¯ = p¯ · n ∈ Hs(Γ) such that
(q¯, r)Ω − (y¯,∇ · r)Ω + 〈u¯, r · n〉Γ = 0, (2.14a)
(∇ · (q¯ + βy¯), w)Ω − (y¯∇ · β, w)Ω = 0, (2.14b)
(p¯, r)Ω − (z¯,∇ · r)Ω = 0, (2.14c)
(∇ · (p¯− βz¯), w)Ω = (y¯ − yd, w)Ω, (2.14d)
〈γu¯+ p¯ · n, v〉Γ = 0, (2.14e)
for all (r, w, v) ∈ H(div,Ω)× L2(Ω)× L2(Γ).
Proof. The functional J(u) is bounded from below and strictly convex, because thanks to Theo-
rem 2.8 and Lemma 2.4, the control-to-state mapping is linear continuous. Using that it is also
coercive, existence of solution follows from the standard argument of taking a minimizing sequence.
Uniqueness of solution follows from the strict convexity.
Since the equation is linear, the functional is differentiable (it is C∞ indeed) and a standard
argument leads to the necessary optimality conditions (2.14a)–(2.14e), where the first two equations
must be understood in the very weak sense of Definition 2.6. Since the problem is strictly convex,
these conditions are also sufficient, and therefore the optimality system has a unique solution.
Let us study the regularity of the solution. We already have that y¯ ∈ L2(Ω), so Lemma 2.5
leads in a first step to (z¯, p¯) ∈ (H2(Ω) ∩H10 (Ω))× [H1(Ω)]d, ∂nz¯ = p¯ ·n ∈ H1/2(Γ). Noticing that
from (2.14e) we have that u¯ = −γ−1p¯ ·n, it is clear that the optimal control satisfies u¯ ∈ H1/2(Γ).
From Lemma 2.4 we deduce y¯ ∈ H3/2(Ω).
Using the just deduced regularity of y¯ and bootstrapping the argument once, we achieve the
desired result.
3 HDG Formulation and Implementation
Next, we describe a new HDG method to approximate the solution of the mixed weak form of the
optimality system (2.14a)–(2.14e). Throughout this section, we assume Ω is a polyhedral domain,
not necessarily convex, with d ≥ 2.
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Before we introduce the HDG method, we first set some notation. Let Th be a collection of
disjoint elements that partition Ω. We denote by ∂Th the set {∂K : K ∈ Th}. For an element K of
the collection Th, let e = ∂K ∩ Γ denote the boundary face of K if the d− 1 Lebesgue measure of
e is non-zero. For two elements K+ and K− of the collection Th, let e = ∂K+ ∩ ∂K− denote the
interior face between K+ and K− if the d − 1 Lebesgue measure of e is non-zero. Let εoh and ε∂h
denote the set of interior and boundary faces, respectively. We denote by εh the union of ε
o
h and
ε∂h. We finally introduce
(w, v)Th =
∑
K∈Th
(w, v)K , 〈ζ, ρ〉∂Th =
∑
K∈Th
〈ζ, ρ〉∂K .
Let Pk(D) denote the set of polynomials of degree at most k on a domain D. We introduce the
following discontinuous finite element spaces
Vh := {v ∈ [L2(Ω)]d : v|K ∈ [Pk(K)]d, ∀K ∈ Th}, (3.1)
Wh := {w ∈ L2(Ω) : w|K ∈ Pk+1(K), ∀K ∈ Th}, (3.2)
Mh := {µ ∈ L2(εh) : µ|e ∈ Pk+1(e), ∀e ∈ εh} (3.3)
for the flux variables, scalar variables, and boundary trace variables, respectively. Note that the
polynomial degree for the scalar and boundary trace variables is one order higher than the poly-
nomial degree for the flux variables. As far as the authors are aware, this combination of spaces
has not been used for an HDG method in the literature. The boundary trace variables will be
used to eliminate the state and flux variables from the coupled global equations, thus substantially
reducing the number of degrees of freedom.
Let Mh(o) and Mh(∂) denote the subspaces of Mh consisting of e ∈ εoh and e ∈ ε∂h, respectively.
Note that Mh consists of functions which are continuous inside the faces (or edges) e ∈ εh and
discontinuous at their borders. In addition, for any functions w ∈ Wh and r ∈ Vh we use ∇w and
∇ · r to denote the gradient of w and the divergence of r taken piecewise on each element K ∈ Th.
3.1 The HDG Formulation
To approximate the solution of the mixed weak form (2.14a)-(2.14e) of the optimality system, the
HDG method seeks approximate fluxes qh,ph ∈ Vh, states yh, zh ∈Wh, interior element boundary
traces ŷoh, ẑ
o
h ∈Mh(o), and boundary control uh ∈Mh(∂) satisfying
(qh, r1)Th − (yh,∇ · r1)Th + 〈ŷoh, r1 · n〉∂Th\ε∂h + 〈uh, r1 · n〉ε∂h = 0, (3.4a)
−(qh + βyh,∇w1)Th − (∇ · βyh, w1)Th + 〈q̂h · n, w1〉∂Th
+〈β · nuh, w1〉ε∂h = (f, w1)Th , (3.4b)
for all (r1, w1) ∈ Vh ×Wh,
(ph, r2)Th − (zh,∇ · r2)Th + 〈ẑoh, r2 · n〉∂Th\ε∂h = 0, (3.4c)
−(ph − βzh,∇w2)Th + 〈p̂h · n, w2〉∂Th − 〈β · nẑoh, w2〉∂Th\ε∂h
−(yh, w2)Th = −(yd, w2)Th , (3.4d)
for all (r2, w2) ∈ Vh ×Wh,
〈q̂h · n+ β · nŷoh, µ1〉∂Th\ε∂h = 0, (3.4e)
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for all µ1 ∈Mh(o),
〈p̂h · n− β · nẑoh, µ2〉∂Th\ε∂h = 0, (3.4f)
for all µ2 ∈Mh(o), and the optimality condition
〈uh, µ3〉ε∂h + 〈γ
−1p̂h · n, µ3〉ε∂h = 0, (3.4g)
for all µ3 ∈Mh(∂).
The numerical traces on ∂Th are defined as
q̂h · n = qh · n+ h−1(yh − ŷoh) + τ1(yh − ŷoh) on ∂Th\ε∂h, (3.4h)
q̂h · n = qh · n+ h−1(yh − uh) + τ1(yh − uh) on ε∂h, (3.4i)
p̂h · n = ph · n+ h−1(zh − ẑoh) + τ2(zh − ŷoh) on ∂Th\ε∂h, (3.4j)
p̂h · n = ph · n+ h−1zh + τ2zh on ε∂h, (3.4k)
where τ1 and τ2 are stabilization functions defined on ∂Th. This completes the formulation of the
HDG method.
To guarantee the stability for existing HDG methods, the stabilization functions τ1 and τ2 for
the (uncoupled) convection diffusion equation and the dual problem are chosen to satisfy
τ1 ≥ 1
2
β · n, τ2 ≥ −1
2
β · n
on ∂Th; see, e.g., [14, 15, 26, 46]. However, in our convergence analysis in Section 4 for the fully
coupled optimality system we require the stabilization functions to be chosen very specifically.
These requirements on the stabilization functions arise naturally in our analysis.
3.2 Implementation
For the HDG implementation, we proceed similarly to our earlier work [34]. A fundamental aspect
of the HDG method is the local solver, which reduces the number of globally coupled unknowns.
The standard approach is to implement the local solver element-by-element independently and then
assemble the global system. As in [34], here we first assemble a large global system and then reduce
the size of the system using simple block-diagonal matrix operations. This process is equivalent to
the standard approach.
Substitute (3.4h)-(3.4k) into (3.4a)-(3.4g) and perform some simple manipulations to obtain
(qh,ph, yh, zh, ŷ
o
h, ẑ
o
h, uh) ∈ Vh × Vh ×Wh ×Wh ×Mh(o)×Mh(o)×Mh(∂)
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is the solution of the following weak formulation:
(qh, r1)Th − (yh,∇ · r1)Th + 〈ŷoh, r1 · n〉∂Th\ε∂h + 〈uh, r1 · n〉ε∂h = 0, (3.5a)
(ph, r2)Th − (zh,∇ · r2)Th + 〈ẑoh, r2 · n〉∂Th\ε∂h = 0, (3.5b)
(∇ · qh, w1)Th − (βyh,∇w1)Th − (∇ · βyh, w1)Th
+〈(h−1 + τ1)yh, w1〉∂Th + 〈(β · n− τ1 − h−1)ŷoh, w1〉∂Th\ε∂h
+〈(β · n− τ1 − h−1)uh, w1〉ε∂h = (f, w1)Th , (3.5c)
(∇ · ph, w2)Th − (yh, w2)Th + (βzh,∇w2)Th + 〈(h−1 + τ2)zh, w2〉∂Th
−〈(h−1 + τ2 + β · n)ẑoh, w2〉∂Th\ε∂h = −(yd, w2)Th , (3.5d)
〈qh · n, µ1〉∂Th\ε∂h + 〈(h
−1 + τ1)yh, µ1〉∂Th\ε∂h
+〈(β · n− τ1 − h−1)ŷoh, µ1〉∂Th\ε∂h = 0, (3.5e)
〈ph · n, µ2〉∂Th\ε∂h + 〈(h
−1 + τ2)zh, µ2〉∂Th\ε∂h
−〈(β · n+ τ2 + h−1)ẑoh, µ2〉∂Th\ε∂h = 0, (3.5f)
〈ph · n, µ3〉ε∂h + γ〈uh, µ3〉ε∂h + 〈(h
−1 + τ2)zh, µ3〉ε∂h = 0, (3.5g)
for all (r1, r2, w1, w2, µ1, µ2, µ3) ∈ Vh × Vh ×Wh ×Wh ×Mh(o)×Mh(o)×Mh(∂).
For Vh = span{ϕi}N1i=1, Wh = span{φi}N2i=1, Moh = span{ψi}N3i=1, and M∂h = span{ψi}N4i=1+N3 ,
assume
qh =
N1∑
j=1
qjϕj , ph =
N1∑
j=1
pjϕj yh =
N2∑
j=1
yjφj zh =
N2∑
j=1
zjφj ,
ŷoh =
N3∑
j=1
αjψj , ẑ
o
h =
N3∑
j=1
γjψj , uh =
N4∑
j=1+N3
βjψj .
(3.6)
Substitute (3.6) into (3.5a)-(3.5f) and use the corresponding test functions to test (3.5a)-(3.5f),
respectively, to obtain the matrix equation

A1 0 −A2 0 A20 0 A21
0 A1 0 −A2 0 A20 0
AT2 0 A18 0 A22 0 A23
0 AT2 −A12 A19 0 A24 0
AT20 0 A25 0 A26 0 0
0 AT20 0 A24 0 A25 0
0 A26 0 A27 0 0 γA28


q
p
y
z
ŷ
ẑ
u

=

0
0
b1
−b2
0
0
0

, (3.7)
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where q, p, y, z, ŷ, ẑ, u are the coefficient vectors for qh,ph, yh, zh, ŷ
o
h, ẑ
o
h, uh, respectively, and
A1 = [(ϕj ,ϕi)Th ], A2 = [(φj ,∇ ·ϕi)Th ], A3 = [(ψj ,ϕi · n)Th ],
A4 = [(βφj ,∇φi)Th ], A5 = [(∇ · βφj , φi)Th ], A6 = [(βφj ,∇φi)Th ],
A7 = [〈h−1φj , φi〉∂Th ], A8 = [〈τ1φj , φi〉∂Th ], A9 = [〈τ2φj , φi〉∂Th ],
A10 = [〈β · nψj , φi〉∂Th ], A11 = [〈τ1ψj , φi〉∂Th ], A12 = [
〈
h−1ψj , φi
〉
∂Th ],
A13 = [(φj , φi)Th ], A14 = [〈τ1ψj , ψi〉∂Th ], A15 = [
〈
h−1ψj , ψi
〉
∂Th ],
A16 = [〈β · nψj , ψi〉∂Th ], A17 = [〈τ2ψj , ψi〉∂Th ],
A18 = A7 +A8 −A4 −A5, A19 = A4 +A7 +A9,
b1 = [(f, φi)Th ], b2 = [(yd, φi)Th ].
The remaining matrices are constructed by extracting the corresponding rows and columns from
linear combinations of A3 to A17.
Equation (3.7) can be rewritten as B1 B2 B3−BT2 B4 B5
B6 B7 B8
 αβ
γ
 =
 0b
0
 , (3.8)
where α = [q; p], β = [y; z], γ = [ŷ; ẑ; u], b = [b1;−b2], and {Bi}8i=1 are the corresponding blocks of
the coefficient matrix in (3.7).
As in [34], we use the first two equations of (3.8) to solve for α and β using simple and
efficient block-diagonal matrix computations. Eliminating α and β gives a reduced globally coupled
equation for γ only:
Kγ = F. (3.9)
Note that the globally coupled system only involves the vector γ, which contains the coefficients of
the approximate boundary traces. Therefore, the number of globally coupled degrees of freedom is
much smaller than the total number of degrees of freedom for all variables.
The details of the above procedure are similar to our previous work [34]. We only need to show
the following result.
Proposition 3.1. If min (τ1 − 12β · n)|∂K > 0 and min (τ2 + 12β · n)|∂K > 0 for any K ∈ Th, then
the matrices A18 and A19 in (3.7) are positive definite.
Proof. We only prove A18 is positive definite; a similar argument applies to A19. The matrix A18 is
positive definite if and only if xTA18x > 0 for any x = [x1, x2, · · · , xN2 ] ∈ RN2 . For x =
∑N2
j=1 xjφj ,
we have
xTA18x = 〈h−1x, x〉∂Th + 〈τ1x, x〉∂Th − (βx,∇x)Th − (∇ · βx, x)Th .
Moreover,
(βx,∇x)Th = (β · ∇x, x)Th = (∇ · (βx), x)Th − (∇ · βx, x)Th
= 〈β · nx, x〉∂Th − (βx,∇x)Th − (∇ · βx, x)Th ,
which implies
(βx,∇x)Th =
1
2
〈β · nx, x〉∂Th −
1
2
(∇ · βx, x)Th .
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Therefore,
xTA18x = 〈(h−1 + τ1 − 1
2
β · n)x, x〉∂Th −
1
2
(∇ · βx, x)Th > 0,
by the assumption concerning τ1 and the condition ∇ · β ≤ 0.
4 Error Analysis
Next, we provide a convergence analysis of the above HDG method for the Dirichlet boundary
control problem. We assume the solution of the optimality system has certain regularity properties.
In 2D, due to the theoretical results in Section 2, we can give simple conditions that guarantee
the unique solution has the necessary regularity. In 3D, we lack the necessary regularity theory;
however, our convergence results still apply if there exists a unique solution of the optimality system
with the required regularity.
We begin with a precise statement of our assumptions and the main convergence result.
4.1 Assumptions and Main Result
Throughout this section, we assume Ω is a bounded convex polyhedral domain. We assume through-
out that β satisfies
β ∈ [C(Ω)]d, ∇ · β ∈ L∞(Ω), ∇ · β ≤ 0, ∇∇ · β ∈ [L2(Ω)]d. (4.1)
Note that this condition is slightly stronger than the condition (2.1) made for the analysis in
Section 2. Here, we assume β is continuous on Ω, while before we assumed β ∈ [L∞(Ω)]d.
For our theoretical results, we choose the stabilization functions τ1 and τ2 to satisfy
(A1) τ2 is piecewise constant on ∂Th.
(A2) τ1 = τ2 + β · n.
(A3) For any K ∈ Th, min (τ2 + 12β · n)|∂K > 0.
We note that (A2) and (A3) imply
min (τ1 − 1
2
β · n)|∂K > 0 for any K ∈ Th. (4.2)
In our analysis, we use the conditions (A3) and (4.2) frequently and therefore we rarely mention
them explicitly. However, we use (A1) and (A2) less frequently, and therefore we typically mention
these conditions when we use them.
We also assume throughout that there exists a unique solution of the optimality system (2.14a)–
(2.14e) that satisfies
y ∈ Hry(Ω), z ∈ Hrz(Ω) ∩H10 (Ω), q ∈ [Hrq(Ω)]d, p ∈ [Hrp(Ω)]d, (4.3)
where
ry > 1, rz > 2, rq > 1/2, rp > 1. (4.4)
This regularity condition ensures that the convergence rates in Theorem 4.1 below are positive for
all variables.
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We note that we require rq > 1/2 (instead of rq > 0) here in order to guarantee q has a
well-defined boundary trace in L2(Γ). We use this property in our analysis. As mentioned in the
introduction, we relax this assumption in the second part of this work and only require rq > 0.
Dealing with the very low regularity of q requires entirely different HDG analysis techniques than
we use here.
In the 2D case, simple conditions on the desired state yd and the domain Ω guarantee that the
solution has the above regularity; see Corollary 4.2 below. In the 3D case, we do not have theory
that gives simple conditions guaranteeing such solutions exist.
We now state our main convergence result.
Theorem 4.1. Let
sq = min{rq, k + 1}, sy = min{ry, k + 2},
sp = min{rp, k + 1}, sz = min{rz, k + 2}.
(4.5)
If the above assumptions hold, then
‖u− uh‖ε∂h . h
sp− 12 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz ,Ω + hsq+
1
2 ‖q‖sq ,Ω + hsy−
1
2 ‖y‖sy ,Ω ,
‖y − yh‖Th . hsp−
1
2 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz ,Ω + hsq+
1
2 ‖q‖sq ,Ω + hsy−
1
2 ‖y‖sy ,Ω ,
‖p− ph‖Th . hsp−
1
2 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz ,Ω + hsq+
1
2 ‖q‖sq ,Ω + hsy−
1
2 ‖y‖sy ,Ω ,
‖z − zh‖Th . hsp−
1
2 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz ,Ω + hsq+
1
2 ‖q‖sq ,Ω + hsy−
1
2 ‖y‖sy ,Ω .
If in addition k ≥ 1, then
‖q − qh‖Th . hsp−1 ‖p‖sp,Ω + hsz−2 ‖z‖sz ,Ω + hsq ‖q‖sq ,Ω + hsy−1 ‖y‖sy ,Ω .
Now we specialize to the 2D case. For a convex polygonal domain Ω, let ω denote its largest
interior angle. As mentioned before, ω must satisfy 1 < pi/ω ≤ 3, i.e., ω ∈ [pi/3, pi). The limiting
regularity condition is rq > 1/2. Therefore, to guarantee the regularity condition (4.3)-(4.4), by
Theorem 2.10 we need two conditions:
1. pi/ω − 1/2 > 1, i.e., ω < 2pi/3, and
2. yd ∈ Ht∗(Ω) for some t∗ ∈ (1/2, 1).
As mentioned earlier, we remove these restrictions in the second part of this work.
Applying Theorem 2.10 and the main theorem above gives the following result.
Corollary 4.2. Suppose d = 2, f = 0, and yd ∈ Ht∗(Ω) for some t∗ ∈ (1/2, 1). Let ω ∈ (pi/3, 2pi/3)
be the largest interior angle of Γ, and define rΩ by
rΩ = min
{
3
2
,
pi
ω
− 1
2
, t∗ +
1
2
}
∈ (1, 3/2).
Then the regularity condition (4.3)-(4.4) is satisfied. Also, if k = 1, then for any r < rΩ we have
‖u− uh‖ε∂h . h
r(‖p‖Hr+1/2(Ω) + ‖z‖Hr+3/2(Ω) + ‖q‖Hr−1/2(Ω) + ‖y‖Hr+1/2(Ω)),
‖y − yh‖Th . hr(‖p‖Hr+1/2(Ω) + ‖z‖Hr+3/2(Ω) + ‖q‖Hr−1/2(Ω) + ‖y‖Hr+1/2(Ω)),
‖q − qh‖Th . hr−1/2(‖p‖Hr+1/2(Ω) + ‖z‖Hr+3/2(Ω) + ‖q‖Hr−1/2(Ω) + ‖y‖Hr+1/2(Ω)),
‖p− ph‖Th . hr(‖p‖Hr+1/2(Ω) + ‖z‖Hr+3/2(Ω) + ‖q‖Hr−1/2(Ω) + ‖y‖Hr+1/2(Ω)),
‖z − zh‖Th . hr(‖p‖Hr+1/2(Ω) + ‖z‖Hr+3/2(Ω) + ‖q‖Hr−1/2(Ω) + ‖y‖Hr+1/2(Ω)).
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Furthermore, if k = 0, then for any r ∈ (1, rΩ) we have
‖u− uh‖ε∂h . h
1/2(‖p‖H1(Ω) + ‖z‖H2(Ω) + ‖q‖Hr−1/2(Ω) + ‖y‖Hr+1/2(Ω)),
‖y − yh‖Th . h1/2(‖p‖H1(Ω) + ‖z‖H2(Ω) + ‖q‖Hr−1/2(Ω) + ‖y‖Hr+1/2(Ω)),
‖p− ph‖Th . h1/2(‖p‖H1(Ω) + ‖z‖H2(Ω) + ‖q‖Hr−1/2(Ω) + ‖y‖Hr+1/2(Ω)),
‖z − zh‖Th . h1/2(‖p‖H1(Ω) + ‖z‖H2(Ω) + ‖q‖Hr−1/2(Ω) + ‖y‖Hr+1/2(Ω)).
Theorem 2.10 gives u ∈ Hr(Γ), and so the convergence rate for the control is optimal for k = 1.
Similarly, the convergence rate for the flux q is optimal for k = 1. The convergence rates are
suboptimal for the other variables when k = 1 and for all variables when k = 0.
Since rΩ ∈ (1, 3/2), when k = 1 this result guarantees a superlinear convergence rate for all
variables except q. Also, if Ω is a rectangle (i.e., ω = pi/2), yd ∈ H1−ε(Ω), and k = 1, then
rΩ = 3/2− ε and therefore for any ε > 0 all variables except q converge at the rate O(h3/2−ε), and
q converges at the rate O(h1−ε).
4.2 Preliminary material
Next, we discuss L2 projections, HDG operators B1 and B2, and the well-posedness of the HDG
equations.
We first define the standard L2 projections Π : [L2(Ω)]d → Vh, Π : L2(Ω) → Wh, and PM :
L2(εh)→Mh, which satisfy
(Πq, r)K = (q, r)K , ∀r ∈ [Pk(K)]d,
(Πy, w)K = (y, w)K , ∀w ∈ Pk+1(K),
〈PMm,µ〉e = 〈m,µ〉e , ∀µ ∈ Pk+1(e).
(4.6)
In the analysis, we use the following classical results:
‖q −Πq‖Th . hsq ‖q‖sq ,Ω , ‖y −Πy‖Th . hsy ‖y‖sy ,Ω , (4.7a)
‖y −Πy‖∂Th . hsy−
1
2 ‖y‖sy ,Ω , ‖q · n−Πq · n‖∂Th . hsq−
1
2 ‖q‖sq ,Ω , (4.7b)
‖w‖∂Th . h−
1
2 ‖w‖Th , ∀w ∈Wh, (4.7c)
We have the same projection error bounds for p and z.
We define the following HDG operators B1 and B2.
B1(qh, yh, ŷ
o
h; r1, w1, µ1)
= (qh, r1)Th − (yh,∇ · r1)Th + 〈ŷoh, r1 · n〉∂Th\ε∂h
− (qh + βyh,∇w1)Th − (∇ · βyh, w1)Th
+ 〈qh · n+ (h−1 + τ1)yh, w1〉∂Th + 〈(β · n− h−1 − τ1)ŷoh, w1〉∂Th\ε∂h
− 〈qh · n+ β · nŷoh + (h−1 + τ1)(yh − ŷoh), µ1〉∂Th\ε∂h , (4.8)
B2(ph, zh, ẑ
o
h; r2, w2, µ2)
= (ph, r2)Th − (zh,∇ · r2)Th + 〈ẑoh, r2 · n〉∂Th\ε∂h − (ph − βzh,∇w2)Th
+ 〈ph · n+ (h−1 + τ2)zh, w2〉∂Th − 〈(β · n+ h−1 + τ2)ẑoh, w2〉∂Th\ε∂h
− 〈ph · n− β · nẑoh + (h−1 + τ2)(zh − ẑoh), µ2〉∂Th\ε∂h . (4.9)
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By the definition of B1 and B2, we can rewrite the HDG formulation of the optimality system (3.4),
as follows: find (qh,ph, yh, zh, ŷ
o
h, ẑ
o
h, uh) ∈ Vh×Vh×Wh×Wh×Mh(o)×Mh(o)×Mh(∂) such that
B1(qh, yh, ŷ
o
h; r1, w1, µ1) = (f, w1)Th − 〈uh, r1 · n〉ε∂h
− 〈(β · n− h−1 − τ1)uh, w1〉ε∂h , (4.10a)
B2(ph, zh, ẑ
o
h; r2, w2, µ2) = (yh − yd, w2)Th , (4.10b)
γ−1〈ph · n+ h−1zh + τ2zh, µ3〉ε∂h = −〈uh, µ3〉ε∂h , (4.10c)
for all (r1, r2, w1, w2, µ1, µ2, µ3) ∈ Vh × Vh ×Wh ×Wh ×Mh(o)×Mh(o)×Mh(∂).
Next, we present a basic property of the operators B1 and B2, and show the HDG equations
(4.10) have a unique solution.
Lemma 4.3. For any (vh, wh, µh) ∈ Vh ×Wh ×Mh(o), we have
B1(vh, wh, µh;vh, wh, µh)
= (vh,vh)Th + 〈(h−1 + τ1 −
1
2
β · n)(wh − µh), wh − µh〉∂Th\ε∂h
− 1
2
(∇ · βwh, wh)Th + 〈(h−1 + τ1 −
1
2
β · n)wh, wh〉ε∂h ,
B2(vh, wh, µh;vh, wh, µh)
= (vh,vh)Th + 〈(h−1 + τ2 +
1
2
β · n)(wh − µh), wh − µh〉∂Th\ε∂h
− 1
2
(∇ · βwh, wh)Th + 〈(h−1 + τ2 +
1
2
β · n)wh, wh〉ε∂h .
Proof. We only prove the first identity; the second can be obtained by the same argument.
B1(vh, wh, µh;vh, wh, µh)
= (vh,vh)Th − (wh,∇ · vh)Th + 〈µh,vh · n〉∂Th\ε∂h
− (vh + βwh,∇wh)Th − (∇ · βwh, wh)Th
+ 〈vh · n+ (h−1 + τ1)wh, wh〉∂Th + 〈(β · n− h−1 − τ1)µh, wh〉∂Th\ε∂h
− 〈vh · n+ β · nµh + (h−1 + τ1)(wh − µh), µh〉∂Th\ε∂h
= (vh,vh)Th − (βwh,∇wh)Th − (∇ · βwh, wh)Th
+ 〈(h−1 + τ1)wh, wh〉∂Th + 〈(β · n− h−1 − τ1)µh, wh〉∂Th\ε∂h
− 〈β · nµh + (h−1 + τ1)(wh − µh), µh〉∂Th\ε∂h .
Moreover,
(βwh,∇wh)Th = (β · ∇wh, wh)Th = (∇ · (βwh), wh)Th − (∇ · βwh, wh)Th
= 〈β · nwh, wh〉∂Th − (βwh,∇wh)Th − (∇ · βwh, wh)Th ,
which implies
(βwh,∇wh)Th =
1
2
〈β · nwh, wh〉∂Th −
1
2
(∇ · βwh, wh)Th .
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Then we obtain
B1(vh, wh, µh;vh, wh, µh)
= (vh,vh)Th + 〈(h−1 + τ1 −
1
2
β · n)(wh − µh), wh − µh〉∂Th\ε∂h
− 1
2
(∇ · βwh, wh)Th + 〈(h−1 + τ1 −
1
2
β · n)wh, wh〉ε∂h −
1
2
〈β · nµh, µh〉∂Th\ε∂h .
Since µh is single-valued across the interfaces, we have
−1
2
〈β · nµh, µh〉∂Th\ε∂h = 0.
This completes the proof.
Next, we give a property of the HDG operators B1 and B2 that is critical to our error analysis
of the method.
Lemma 4.4. If (A2) holds, then
B1(qh, yh, ŷ
o
h;ph,−zh,−ẑoh) +B2(ph, zh, ẑoh;−qh, yh, ŷoh) = 0.
Proof. By the definition of B1 and B2,
B1(qh, yh, ŷ
o
h;ph,−zh,−ẑoh) +B2(ph, zh, ẑoh;−qh, yh, ŷoh)
= (qh,ph)Th − (yh,∇ · ph)Th + 〈ŷoh,ph · n〉∂Th\ε∂h
+ (qh + βyh,∇zh)Th + (∇ · βyh, zh)Th − 〈qh · n+ (h−1 + τ1)yh, zh〉∂Th
− 〈(β · n− τ1 − h−1)ŷoh, zh〉∂Th\ε∂h
+ 〈qh · n+ β · nŷoh + (h−1 + τ1)(yh − ŷoh), ẑoh〉∂Th\ε∂h
− (ph, qh)Th + (zh,∇ · qh)Th − 〈ẑoh, qh · n〉∂Th\ε∂h − (ph − βzh,∇yh)Th
+ 〈ph · n+ (h−1 + τ2)zh, yh〉∂Th − 〈(β · n+ τ2 + h−1)ẑoh, yh〉∂Th\ε∂h
− 〈ph · n− β · nẑoh + (h−1 + τ2)(zh − ẑoh), ŷoh〉∂Th\ε∂h .
Integration by parts gives
B1(qh, yh, ŷ
o
h;ph,−zh,−ẑoh) +B2(ph, zh, ẑoh;−qh, yh, ŷoh)
= 〈(τ2 + β · n− τ1)yh, zh〉∂Th + 〈(τ2 + β · n− τ1)ŷoh, ẑoh〉∂Th\ε∂h .
The proof is complete by assumption (A2).
Proposition 4.5. If (A2) holds, there exists a unique solution of the HDG equations (4.10).
Proof. Since the system (4.10) is finite dimensional, we only need to prove the uniqueness. There-
fore, we assume yd = f = 0 and we show the system (4.10) only has the trivial solution.
First, take (r1, w1, µ1) = (ph,−zh,−ẑoh), (r2, w2, µ2) = (−qh, yh, ŷoh), and w3 = −γuh in the
HDG equations (4.10a), (4.10b), and (4.10c), respectively, by Lemma 4.4 and sum to obtain
B1(qh, yh, ŷ
o
h;ph,−zh,−ẑoh) +B2(ph, zh, ẑoh;−qh, yh, ŷoh)
= (yh, yh)Th + γ ‖uh‖2ε∂h
= 0.
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This implies yh = uh = 0 since γ > 0.
Next, taking (r1, w1, µ1) = (qh, yh, ŷ
o
h) and (r2, w2, µ2) = (ph, zh, ẑ
o
h) in Lemma 4.3 gives qh =
ph = 0, ŷ
o
h = 0, zh = 0 on ε
∂
h, and zh − ẑoh = 0 on ∂Th\ε∂h. Also, since ẑh = 0 on ε∂h we have
zh − ẑh = 0. (4.11)
Substituting (4.11) into (3.4c), and remembering again ẑh = 0 on ε
∂
h, we get
−(zh,∇ · r2)Th + 〈zh, r2 · n〉∂Th = 0.
Integrate by parts, and take r2 = ∇zh to obtain
(∇zh,∇zh)Th = 0.
Thus, zh is constant on each K ∈ Th, and also zh = ẑh on ∂Th. Since ẑh = 0 on ε∂h and single
valued on each face, we have zh = 0 on each K ∈ Th, and therefore also ẑoh = 0.
4.3 Proof of Main Result
To prove the main result, we follow the strategy of our earlier work [34] and split the proof into
seven steps. We consider the following auxiliary problem: find
(qh(u),ph(u), yh(u), zh(u), ŷ
o
h(u), ẑ
o
h(u)) ∈ Vh × Vh ×Wh ×Wh ×Mh(o)×Mh(o)
such that
B1(qh(u), yh(u), ŷh(u); r1, w1, µ1) = (f, w1)Th − 〈PMu, r1 · n〉ε∂h
− 〈(β · n− h−1 − τ1)PMu,w1〉ε∂h , (4.12a)
B2(ph(u), zh(u), ẑh(u); r2, w2, µ2) = (yh(u)− yd, w2)Th , (4.12b)
for all (r1, r2, w1, w2, µ1, µ2) ∈ Vh × Vh ×Wh ×Wh ×Mh(o) ×Mh(o). We first bound the error
between the solutions of the auxiliary problem and the mixed form (2.14a) - (2.14d) of the optimality
system. We use the following notation:
δq = q −Πq, εqh = Πq − qh(u),
δy = y −Πy, εyh = Πy − yh(u),
δŷ = y − PMy, εŷh = PMy − ŷh(u),
δ̂1 = δ
q · n+ β · nδŷ + (h−1 + τ1)(δy − δŷ),
(4.13)
where ŷh(u) = ŷ
o
h(u) on ε
o
h and ŷh(u) = PMu on ε
∂
h. Note that this implies ε
ŷ
h = 0 on ε
∂
h.
4.3.1 Step 1: The error equation for part 1 of the auxiliary problem (4.12a).
Lemma 4.6. We have
B1(ε
q
h, ε
y
h, ε
ŷ
h, r1, w1, µ1) = (βδ
y,∇w1)Th + (∇ · βδy, w1)Th
− 〈δ̂1, w1〉∂Th + 〈δ̂1, µ1〉∂Th\ε∂h . (4.14)
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Proof. By the definition of the operator B1 in (4.8), we have
B1(Πq,Πy, PMy, r1, w1, µ1)
= (Πq, r1)Th − (Πy,∇ · r1)Th + 〈PMy, r1 · n〉∂Th\ε∂h
− (Πq + βΠy,∇w1)Th − (∇ · βΠy, w1)Th
+ 〈Πq · n+ (h−1 + τ1)Πy, w1〉∂Th + (β · n− h−1 − τ1)PMy, w1〉∂Th\ε∂h
− 〈Πq · n+ β · nPMy + (h−1 + τ1)(Πy − PMy), µ1〉∂Th\ε∂h .
By properties of the L2 projections (4.6), we have
B1(Πq,Πy, PMy, r1, w1, µ1)
= (q, r1)Th − (y,∇ · r1)Th + 〈y, r1 · n〉∂Th\ε∂h
− (q + βy,∇w1)Th + (βδy,∇w1)Th − (∇ · βy, w1)Th + (∇ · βδy, w1)Th
+ 〈q · n, w1〉∂Th − 〈δq · n, w1〉∂Th + 〈(h−1 + τ1)Πy, w1〉∂Th
+ 〈β · ny, w1〉∂Th\ε∂h − 〈β · nδ
ŷ, w1〉∂Th\ε∂h − 〈(h
−1 + τ1)PMy, w1〉∂Th\ε∂h
− 〈q · n, µ1〉∂Th\ε∂h + 〈δ
q · n, µ1〉∂Th\ε∂h − 〈β · ny, µ1〉∂Th\ε∂h
+ 〈β · nδŷ, µ1〉∂Th\ε∂h + 〈(h
−1 + τ1)(δy − δŷ), µ1〉∂Th\ε∂h .
Note that the exact state y and exact flux q satisfy
(q, r1)Th − (y,∇ · r1)Th + 〈y, r1 · n〉∂Th = 0,
−(q + βy,∇w1)Th − (∇ · βy, w1)Th + 〈(q + βy) · n, w1〉∂Th = (f, w1)Th ,
〈(q + βy) · n, µ1〉∂Th\ε∂h = 0,
for all (r1, w1, µ1) ∈ Vh ×Wh ×Mh(o). Then we have
B1(Πq,Πy, PMy, r1, w1, µ1)
= −〈u, r1 · n〉ε∂h − 〈β · nu,w1〉ε∂h + (f, w1)Th + (βδ
y,∇w1)Th
+ (∇ · βδy, w1)Th − 〈δq · n, w1〉∂Th + 〈(h−1 + τ1)Πy, w1〉∂Th
− 〈β · nδŷ, w1〉∂Th\ε∂h − 〈(h
−1 + τ1)PMy, w1〉∂Th\ε∂h + 〈δ
q · n, µ1〉∂Th\ε∂h
+ 〈β · nδŷ, µ1〉∂Th\ε∂h + 〈(h
−1 + τ1)(δy − δŷ), µ1〉∂Th\ε∂h .
Subtract part 1 of the auxiliary problem (4.12a) from the above equality to obtain the result:
B1(ε
q
h, ε
y
h, ε
ŷ
h, r1, w1, µ1)
= (βδy,∇w1)Th + (∇ · βδy, w1)Th − 〈δq · n, w1〉∂Th
+ 〈(h−1 + τ1)Πy, w1〉∂Th − 〈β · nδŷ, w1〉∂Th − 〈(h−1 + τ1)PMy, w1〉∂Th
+ 〈δq · n, µ1〉∂Th\ε∂h + 〈β · nδ
ŷ, µ1〉∂Th\ε∂h + 〈(h
−1 + τ1)(δy − δŷ), µ1〉∂Th\ε∂h
= (βδy,∇w1)Th + (∇ · βδy, w1)Th − 〈δ̂1, w1〉∂Th + 〈δ̂1, µ1〉∂Th\ε∂h .
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4.3.2 Step 2: Estimate for εqh.
We begin with a key inequality that has been proved for an existing HDG method in [46].
Lemma 4.7. We have
‖∇εyh‖Th ≤ ‖εqh‖Th + Ch−
1
2 ‖εyh − εŷh‖∂Th .
In the HDG method in [46], degree k polynomials are used for the space Mh instead of degree
k + 1 here. Increasing this degree does not lead to any change in the proof of the above lemma;
therefore, we omit the proof.
Lemma 4.8. We have∥∥εqh∥∥2Th + h−1‖εyh − εŷh‖2∂Th . h2sq ‖q‖2sq ,Ω + h2sy−2 ‖y‖2sy ,Ω . (4.15)
Proof. First, since εŷh = 0 on ε
∂
h, the basic property of B1 in Lemma 4.3 gives
B(εqh, ε
y
h, ε
ŷ
h, ε
q
h, ε
y
h, ε
ŷ
h)
= (εqh, ε
q
h)Th + ‖(h−1 + τ1 −
1
2
β · n) 12 (εyh − εŷh)‖2∂Th +
1
2
‖(−∇ · β) 12 εyh‖2Th .
Then, taking (r1, w1, µ1) = (ε
q
h, ε
y
h, ε
ŷ
h) in (4.14) in Lemma 4.6 gives
(εqh, ε
q
h)Th + ‖(h−1 + τ1 −
1
2
β · n) 12 (εyh − εŷh)‖2∂Th +
1
2
‖(−∇ · β) 12 εyh‖2Th
= (βδy,∇εyh)Th + (∇ · βδy, εyh)Th − 〈δ̂1, εyh − εŷh〉∂Th
=: T1 + T2 + T3.
(4.16)
For the terms T1 and T2, simply applying Lemma 4.7 and Young’s inequality gives
T1 = (βδ
y,∇εyh)Th ≤ C‖δy‖2Th +
1
4
‖εqh‖2Th +
1
4h
‖εyh − εŷh‖2∂Th ,
T2 = (∇ · βδy, εyh)Th ≤ C‖δy‖2Th +
1
2
‖(−∇ · β) 12 εyh‖2Th ,
T3 = −〈δ̂1, εyh − εŷh〉∂Th ≤ 4h‖δ1‖2∂Th +
1
4h
‖εyh − εŷh‖2∂Th .
Sum all the estimates for {Ti}3i=1 to obtain
‖εqh‖2Th + h−1‖εyh − εŷh‖2∂Th . h‖δ1‖2∂Th + ‖δy‖2Th
. h2sq ‖q‖2sq ,Ω + h2sy−2 ‖y‖2sy ,Ω .
4.3.3 Step 3: Estimate for εyh by a duality argument.
Next, we introduce the dual problem for any given Θ in L2(Ω) :
Φ−∇Ψ = 0 in Ω,
∇ ·Φ +∇ · (βΨ) = Θ in Ω,
Ψ = 0 on ∂Ω.
(4.17)
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Since the domain Ω is convex, we have the regularity estimate
‖Φ‖1,Ω + ‖Ψ‖2,Ω ≤ Creg ‖Θ‖Ω . (4.18)
Before we estimate εyh, we introduce the following notation, which is similar to the earlier
notation in (4.13):
δΦ = Φ−ΠΦ, δΨ = Ψ−ΠΨ, δΨ̂ = Ψ− PMΨ. (4.19)
Lemma 4.9. We have
‖εyh‖Th . hsq+1 ‖q‖sq ,Ω + hsy ‖y‖sy ,Ω .
Proof. Consider the dual problem (4.17) and let Θ = −εyh. Take (r1, w1, µ1) = (ΠΦ,ΠΨ, PMΨ) in
(4.14) in Lemma 4.6, and since Ψ = 0 on ε∂h, we have
B1(ε
q
h, ε
y
h, ε
ŷ
h; ΠΦ,ΠΨ, PMΨ)
= (εqh,ΠΦ)Th − (εyh,∇ ·ΠΦ)Th + 〈εŷh,ΠΦ · n〉∂Th\ε∂h
− (εqh + βεyh,∇ΠΨ)Th − (∇ · βεyh,ΠΨ)Th + 〈εqh · n+ (h−1 + τ1)εyh,ΠΨ〉∂Th
+ 〈(β · n− h−1 − τ1)εŷh,ΠΨ〉∂Th
− 〈εqh · n+ β · nεŷh + (h−1 + τ1)(εyh − εŷh), PMΨ〉∂Th
= (εqh,Φ)Th − (εyh,∇ ·Φ)Th + (εyh,∇ · δΦ)Th − 〈εŷh, δΦ · n〉∂Th − (εqh + βεyh,∇Ψ)Th
+ (εqh + βε
y
h,∇δΨ)Th − (∇ · βεyh,Ψ)Th + (∇ · βεyh, δΨ)Th
− 〈εqh · n+ β · nεŷh + (h−1 + τ1)(εyh − εŷh), δΨ − δΨ̂〉∂Th .
Here we used 〈εŷh,Φ ·n〉∂Th = 0, which holds since εŷh is single-valued function on interior edges and
εŷh = 0 on ε
∂
h.
Next, integration by parts gives
(εyh,∇ · δΦ)Th = 〈εyh, δΦ · n〉∂Th − (∇εyh, δΦ)Th = 〈εyh, δΦ · n〉∂Th ,
(εqh,∇δΨ)Th = 〈εqh · n, δΨ〉∂Th − (∇ · εqh, δΨ)Th = 〈εqh · n, δΨ〉∂Th ,
(βεyh,∇δΨ)Th = 〈β · nεyh, δΨ〉∂Th − (∇ · βεyh, δΨ)Th − (β∇εyh, δΨ)Th .
(4.20)
We have
B1(ε
q
h, ε
y
h, ε
ŷ
h; ΠΦ,ΠΨ, PMΨ)
= ‖εyh‖2Th + 〈εyh − εŷh, δΦ · n+ β · nδΨ〉∂Th − (∇εyh,βδΨ)Th
− 〈(h−1 + τ1)(εyh − εŷh), δΨ − δΨ̂〉∂Th .
On the other hand, Ψ = 0 on ε∂h and (4.14) in Lemma 4.6 give
B1(ε
q
h, ε
y
h, ε
ŷ
h; ΠΦ,ΠΨ, PMΨ)
= (βδy,∇ΠΨ)Th + (∇ · βδy,ΠΨ)Th + 〈δ̂1, δΨ − δΨ̂〉∂Th .
20
HDG for Dirichlet Boundary Control of Convection Diffusion I
Comparing the above two equalities, we get
‖εyh‖2Th = −〈εyh − εŷh, δΦ · n+ β · nδΨ〉∂Th
+ (∇εyh,βδΨ)Th + (βδy,∇ΠΨ)Th + (∇ · βδy,ΠΨ)Th
+ 〈(h−1 + τ1)(εyh − εŷh)δ̂1, δΨ − δΨ̂〉∂Th
=: R1 +R2 +R3 +R4 +R5.
For the terms R1 and R2, Lemma 4.7 and Lemma 4.8 give
R1 = −〈εyh − εŷh, δΦ · n+ β · nδΨ〉∂Th
≤ h− 12 ‖εyh − εŷh‖∂Th h
1
2 ‖δΦ · n+ β · nδΨ‖∂Th
≤ h− 12 ‖εyh − εŷh‖∂Th‖δΦ · n+ β · nδΨ‖Th
≤ Ch− 12 ‖εyh − εŷh‖∂Th(‖δΦ‖Th + ‖δΨ‖Th)
≤ C(hsq+1 ‖q‖sq ,Ω + hsy ‖y‖sy ,Ω)‖εyh‖Th ,
R2 = (∇εyh,βδΨ)Th ≤ C‖∇εyh‖Th‖δΨ‖Th
≤ C(hsq+1 ‖q‖sq ,Ω + hsy ‖y‖sy ,Ω)‖εyh‖Th .
By a simple triangle inequality for terms R3 and R4, we have
R3 = (βδ
y,∇ΠΨ)Th ≤ C‖δy‖Th‖∇ΠΨ‖Th
≤ C‖δy‖Th(‖∇δΨ‖Th + ‖∇Ψ‖Th)
≤ C‖δy‖Th(h‖Ψ‖2,Ω + ‖Ψ‖1,Ω) ≤ C‖δy‖Th‖Ψ‖2,Ω
≤ C(hsq+1 ‖q‖sq ,Ω + hsy ‖y‖sy ,Ω)‖εyh‖Th ,
R4 = (∇ · βδy,ΠΨ)Th ≤ C‖δy‖Th‖ΠΨ‖Th
≤ C‖δy‖Th(‖δΨ‖Th + ‖Ψ‖Th)
≤ C‖δy‖Th(h2‖Ψ‖2,Ω + ‖Ψ‖Ω) ≤ C‖δy‖Th‖Ψ‖2,Ω
≤ C(hsq+1 ‖q‖sq ,Ω + hsy ‖y‖sy ,Ω)‖εyh‖Th .
For the term R5, we have
R5 = 〈(h−1 + τ1)(εyh − εŷh) + δ̂1, δΨ − δΨ̂〉∂Th
≤ C(h−1‖(εyh − εŷh)‖∂Th + ‖δ̂1‖∂Th)‖δΨ − δΨ̂‖∂Th
≤ C(hsq+1 ‖q‖sq ,Ω + hsy ‖y‖sy ,Ω)‖εyh‖Th .
Finally, we complete the proof by summing the estimates for R1 to R5.
As a consequence, a simple application of the triangle inequality gives optimal convergence rates
for ‖q − qh(u)‖Th and ‖y − yh(u)‖Th :
Lemma 4.10.
‖q − qh(u)‖Th ≤ ‖δq‖Th + ‖εqh‖Th . hsq ‖q‖sq ,Ω + hsy−1 ‖y‖sy ,Ω , (4.21a)
‖y − yh(u)‖Th ≤ ‖δy‖Th + ‖εyh‖Th . hsq+1 ‖q‖sq ,Ω + hsy ‖y‖sy ,Ω . (4.21b)
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4.3.4 Step 4: The error equation for part 2 of the auxiliary problem (4.12b).
Next, we focus on the dual variables, i.e., the state z and the flux p, and estimate the error between
the solutions of the auxiliary problem and the mixed form (2.14a) - (2.14d) of the optimality system.
Define
δp = p−Πp, εph = Πp− ph(u),
δz = z −Πz, εzh = Πz − zh(u),
δẑ = z − PMz, εẑh = PMz − ẑh(u),
δ̂2 = δ
p · n+ β · nδẑ + (h−1 + τ2)(δz − δẑ).
(4.22)
Lemma 4.11. We have
B2(ε
p
h, ε
z
h, ε
ẑ
h, r2, w2, µ2)
= (βδz,∇w2)Th − 〈δ̂2, w2〉∂Th + 〈δ̂2, µ2〉∂Th\ε∂h + (y − yh(u), w2)Th . (4.23)
The proof is similar to the proof of Lemma 4.11 and is omitted.
4.3.5 Step 5: Estimate for εph.
Before we estimate εph, we give the following discrete Poincare´ inequality from [46].
Lemma 4.12. We have
‖εzh‖Th ≤ C(‖∇εzh‖Th + h−
1
2 ‖εzh − εẑh‖∂Th). (4.24)
Lemma 4.13. We have∥∥εph∥∥Th + h− 12 ‖εzh − εẑh‖∂Th
. hsp ‖p‖sp,Ω + hsz−1 ‖z‖sz ,Ω + hsq+1 ‖q‖sq ,Ω + hsy ‖y‖sy ,Ω , (4.25a)
‖εzh‖Th . hsp ‖p‖sp,Ω + hsz−1 ‖z‖sz ,Ω + hsq+1 ‖q‖sq ,Ω + hsy ‖y‖sy ,Ω . (4.25b)
Proof. First, we note the key inequality in Lemma 4.7 is valid with (z,p, zˆ) in place of (y, q, yˆ).
This gives
‖∇εzh‖Th ≤ ‖εph‖Th + Ch−
1
2 ‖εzh − εẑh‖∂Th , (4.26)
which we use below. Next, since εẑh = 0 on ε
∂
h, the basic property of B2 in Lemma 4.3 gives
B2(ε
p
h, ε
z
h, ε
ẑ
h, ε
p
h, ε
z
h, ε
ẑ
h) = (ε
p
h, ε
p
h)Th + ‖(h−1 + τ2 +
1
2
β · n) 12 (εzh − εẑh)‖2∂Th .
Then taking (r2, w2, µ2) = (ε
p
h, ε
z
h, ε
ẑ
h) in (4.23) in Lemma 4.11 gives
(εph, ε
p
h)Th + ‖(h−1 + τ2 +
1
2
β · n) 12 (εzh − εẑh)‖2∂Th
= (βδz,∇εzh)Th − 〈δ̂2, εzh − εẑh〉∂Th + (y − yh(u), εzh)Th
=: T1 + T2 + T3.
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By the same argument as in Lemma 4.8, simply applying (4.26) and Young’s inequality gives
T1 = (βδ
z,∇εzh)Th ≤ C‖δz‖2Th +
1
4
‖εph‖2Th +
1
4h
‖εzh − εẑh‖2∂Th ,
T2 = −〈δ̂2, εzh − εẑh〉∂Th ≤ 4h‖δ̂‖2∂Th +
1
4h
‖εzh − εẑh‖2∂Th .
Finally, for the term T3, we have
T3 = (y − yh(u), εzh)Th ≤ ‖y − yh(u)‖Th‖εzh‖Th
≤ C‖y − yh(u)‖Th(‖∇εzh‖Th + h−
1
2 ‖εzh − εẑh‖∂Th)
≤ C‖y − yh(u)‖Th(‖εph‖Th + h−
1
2 ‖εzh − εẑh‖∂Th)
≤ C‖y − yh(u)‖2Th +
1
4
‖εph‖2Th +
1
4h
‖εzh − εẑh‖2∂Th .
Summing T1 to T3 gives∥∥εph∥∥Th + h− 12 ‖εzh − εẑh‖∂Th
. hsp ‖p‖sp,Ω + hsz−1 ‖z‖sz ,Ω + hsq+1 ‖q‖sq ,Ω + hsy ‖y‖sy ,Ω .
Finally, (4.24), (4.25a), and (4.26) together imply (4.25b).
As a consequence, a simple application of the triangle inequality gives optimal convergence rates
for ‖p− ph(u)‖Th and ‖z − zh(u)‖Th :
Lemma 4.14. We have
‖p− ph(u)‖Th . hsp ‖p‖sp,Ω + hsz−1 ‖z‖sz ,Ω + hsq+1 ‖q‖sq ,Ω + hsy ‖y‖sy ,Ω , (4.27a)
‖z − zh(u)‖Th . hsp ‖p‖sp,Ω + hsz−1 ‖z‖sz ,Ω + hsq+1 ‖q‖sq ,Ω + hsy ‖y‖sy ,Ω . (4.27b)
4.3.6 Step 6: Estimate for ‖u− uh‖ε∂h and ‖y − yh‖Th.
Next, we bound the error between the solutions of the auxiliary problem and the HDG prob-
lem (4.10). We use these error bounds and the error bounds in Lemma 4.10, Lemma 4.13, and
Lemma 4.14 to obtain the main results.
For the remaining steps, we denote
ζq = qh(u)− qh, ζy = yh(u)− yh, ζŷ = ŷh(u)− ŷh,
ζp = ph(u)− ph, ζz = zh(u)− zh, ζẑ = ẑh(u)− ẑh.
Subtracting the auxiliary problem and the HDG problem gives the following error equations
B1(ζq, ζy, ζŷ; r1, w1, µ1) = −〈PMu− uh, r1 · n+ (β · n− h−1 − τ1)w1〉ε∂h , (4.28a)
B2(ζp, ζz, ζẑ; r2, w2, µ2) = (ζy, w2)Th . (4.28b)
Lemma 4.15. If (A1) and (A2) hold, then
γ ‖u− uh‖2ε∂h + ‖ζy‖
2
Th = 〈γu+ ph(u) · n+ h
−1zh(u) + τ2zh(u), u− uh〉ε∂h
− 〈γuh + ph · n+ h−1zh + τ2zh, u− uh〉ε∂h .
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Proof. First, we have
〈γu+ ph(u) · n+ h−1zh(u) + τ2zh(u), u− uh〉ε∂h − 〈γuh + ph · n+ h
−1zh + τ2zh, u− uh〉ε∂h
= γ ‖u− uh‖2ε∂h + 〈ζp · n+ h
−1ζz + τ2ζz, u− uh〉ε∂h .
Next, Lemma 4.4 gives
B1(ζq, ζy, ζŷ; ζp,−ζz,−ζẑ) +B2(ζp, ζz, ζẑ;−ζq, ζy, ζŷ) = 0.
On the other hand, since τ2 is piecewise constant on ∂Th, we have
B1(ζq, ζy, ζŷ;ζp,−ζz,−ζẑ) +B2(ζp, ζz, ζẑ;−ζq, ζy, ζŷ)
= (ζy, ζy)Th − 〈PMu− uh, ζp · n+ (h−1 + τ1 − β · n)ζz〉ε∂h
= (ζy, ζy)Th − 〈PMu− uh, ζp · n+ h−1ζz + τ2ζz〉ε∂h
= (ζy, ζy)Th − 〈u− uh, ζp · n+ h−1ζz + τ2ζz〉ε∂h .
Comparing the above two equalities gives
(ζy, ζy)Th = 〈u− uh, ζp · n+ h−1ζz + τ2ζz〉ε∂h .
Theorem 4.16. We have
‖u− uh‖ε∂h . h
sp− 12 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz ,Ω + hsq+
1
2 ‖q‖sq ,Ω + hsy−
1
2 ‖y‖sy ,Ω ,
‖y − yh‖Th . hsp−
1
2 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz ,Ω + hsq+
1
2 ‖q‖sq ,Ω + hsy−
1
2 ‖y‖sy ,Ω .
Proof. Since γu+ p · n = 0 on ε∂h and γuh + ph · n+ h−1zh + τ2zh = 0 on ε∂h we have
γ ‖u− uh‖2ε∂h + ‖ζy‖
2
Th = 〈γu+ ph(u) · n+ h
−1zh(u) + τ2zh(u), u− uh〉ε∂h
= 〈(ph(u)− p) · n+ h−1zh(u) + τ2zh(u), u− uh〉ε∂h .
Next, since ẑh(u) = z = 0 on ε
∂
h we have
‖ph(u)− p‖∂Th ≤ ‖ph(u)−Πp‖∂Th + ‖Πp− p‖∂Th
. h− 12
∥∥εph∥∥Th + hsp− 12 ‖p‖sp,Ω ,
‖zh(u)‖ε∂h = ‖zh(u)−Πz + PMz − ẑh(u)‖ε∂h = ‖ε
z
h − εẑh‖∂Th .
Some simple manipulations gives
‖u− uh‖ε∂h + ‖ζy‖Th . h
− 1
2
∥∥εph∥∥Th + hsp− 12 ‖p‖sp,Ω + h−1‖εzh − εẑh‖∂Th .
By Lemma 4.13 and properties of the L2 projection, we have
‖u− uh‖ε∂h + ‖ζy‖Th
. hsp− 12 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz ,Ω + hsq+
1
2 ‖q‖sq ,Ω + hsy−
1
2 ‖y‖sy ,Ω .
Then, by the triangle inequality and Lemma 4.10 we obtain
‖y − yh‖Th . hsp−
1
2 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz ,Ω + hsq+
1
2 ‖q‖sq ,Ω + hsy−
1
2 ‖y‖sy ,Ω .
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4.3.7 Step 7: Estimates for ‖p− ph‖Th, ‖z − zh‖Th and ‖q − qh‖Th .
Lemma 4.17. We have
‖ζp‖Th . h
sp− 12 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz ,Ω + hsq+
1
2 ‖q‖sq ,Ω + hsy−
1
2 ‖y‖sy ,Ω ,
‖ζz‖Th . hsp−
1
2 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz ,Ω + hsq+
1
2 ‖q‖sq ,Ω + hsy−
1
2 ‖y‖sy ,Ω .
Proof. By Lemma 4.3, the error equation (4.28b), and since ζẑ = 0 on ε
∂
h, we have
B2(ζp, ζz, ζẑ; ζp, ζz, ζẑ)
= (ζp, ζp)Th + 〈(h−1 + τ2 +
1
2
β · n)(ζz − ζẑ), ζz − ζẑ〉∂Th
= (ζy, ζz)Th
≤ ‖ζy‖Th ‖ζz‖Th
. ‖ζy‖Th (‖∇ζz‖Th + h
− 1
2 ‖ζz − ζẑ‖∂Th)
. ‖ζy‖Th (‖ζp‖Th + h
− 1
2 ‖ζz − ζẑ‖∂Th),
where we used the discrete Poincare´ inequality in Lemma 4.12 and also Lemma 4.7. This implies
‖ζp‖Th + h
− 1
2 ‖ζz − ζẑ‖∂Th
. hsp− 12 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz ,Ω + hsq+
1
2 ‖q‖sq ,Ω + hsy−
1
2 ‖y‖sy ,Ω .
The discrete Poincare´ inequality in Lemma 4.12 also gives
‖ζz‖Th . ‖∇ζz‖Th + h−
1
2 ‖ζz − ζẑ‖∂Th
. hsp− 12 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz ,Ω + hsq+
1
2 ‖q‖sq ,Ω + hsy−
1
2 ‖y‖sy ,Ω .
Lemma 4.18. If (A1) and k ≥ 1 hold, then
‖ζq‖Th . h
sp−1 ‖p‖sp,Ω + hsz−2 ‖z‖sz ,Ω + hsq ‖q‖sq ,Ω + hsy−1 ‖y‖sy ,Ω .
Proof. By Lemma 4.3, the error equation (4.28a), and since τ2 is piecewise constant on ∂Th, we
have
B1(ζq, ζy, ζŷ; ζq, ζy, ζŷ)
= (ζq, ζq)Th + 〈(h−1 + τ1 −
1
2
β · n)(ζy − ζŷ), ζy − ζŷ〉∂Th\ε∂h − (∇ · βζy, ζy)Th
+ 〈(h−1 + τ1 − 1
2
β · n)ζy, ζy〉ε∂h
= −〈PMu− uh, ζq · n+ (β · n− h−1 − τ1)ζy〉ε∂h
= −〈PMu− uh, ζq · n− (h−1 + τ2)ζy〉ε∂h
= −〈u− uh, ζq · n− (h−1 + τ2)ζy〉ε∂h
. ‖u− uh‖ε∂h (‖ζq‖ε∂h + h
−1 ‖ζy‖ε∂h)
. h− 12 ‖u− uh‖ε∂h (‖ζq‖Th + h
− 1
2 ‖ζy‖ε∂h),
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which gives
‖ζq‖Th . h
− 1
2 ‖u− uh‖ε∂h
. hsp−1 ‖p‖sp,Ω + hsz−2 ‖z‖sz ,Ω + hsq ‖q‖sq ,Ω + hsy−1 ‖y‖sy ,Ω .
The above lemma along with the triangle inequality, Lemma 4.10, and Lemma 4.14 complete
the proof of the main result:
Theorem 4.19. We have
‖p− ph‖Th . hsp−
1
2 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz ,Ω + hsq+
1
2 ‖q‖sq ,Ω + hsy−
1
2 ‖y‖sy ,Ω ,
‖z − zh‖Th . hsp−
1
2 ‖p‖sp,Ω + hsz−
3
2 ‖z‖sz ,Ω + hsq+
1
2 ‖q‖sq ,Ω + hsy−
1
2 ‖y‖sy ,Ω .
If in addition k ≥ 1, then
‖q − qh‖Th . hsp−1 ‖p‖sp,Ω + hsz−2 ‖z‖sz ,Ω + hsq ‖q‖sq ,Ω + hsy−1 ‖y‖sy ,Ω .
5 Numerical Experiments
We present numerical results for a 2D example problem on a square domain Ω = [0, 1/8]× [0, 1/8].
For the results presented below, we chose τ1 = τ2 = 1 for the stabilization functions. In other
numerical experiments not reported here, we also chose τ1 and τ2 to satisfy the conditions (A1)-
(A3) and we obtained similar results.
The problem data is chosen as
f = 0, yd = (x
2 + y2)s, β = [1, 1], and γ = 1,
where s = −10−5. Therefore yd has a singularity, but yd ∈ H1−ε(Ω) for all ε > 2× 10−5. Since the
largest interior angle is ω = pi/2, we have rΩ = 3/2− ε for all ε > 2× 10−5.
An exact solution for this problem is not known, and therefore we compare the approximate
solutions computed using various values of h and a reference solution computed on a fine mesh with
524288 elements and h = 2−12
√
2.
For k = 1, Corollary 4.2 in Section 4 gives the convergence rates
‖y − yh‖0,Ω = O(h3/2−ε), ‖z − zh‖0,Ω = O(h3/2−ε),
‖q − qh‖0,Ω = O(h1−ε), ‖p− ph‖0,Ω = O(h3/2−ε),
and
‖u− uh‖0,Γ = O(h3/2−ε).
Table 1 shows the computed errors for a variety of mesh sizes. The convergence rates for the
optimal control u and the flux q are precisely predicted by the convergence theory presented
here. The convergence rates for the other variables are higher than predicted by the theory; this
phenomenon has been observed numerically in other works on numerical methods for boundary
control problems [27,34,41,45].
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h/
√
2 2−4 2−5 2−6 2−7 2−8
‖q − qh‖0,Ω 2.57e-2 1.32e-2 6.66e-3 3.35e-3 1.68e-3
order - 0.96 0.98 1.00 1.00
‖p− ph‖0,Ω 5.01e-4 1.57e-4 4.57e-5 1.29e-5 3.55e-6
order - 1.68 1.78 1.83 1.86
‖y − yh‖0,Ω 2.00e-4 5.04e-5 1.29e-5 3.26e-6 8.21e-7
order - 1.99 1.99 1.98 1.99
‖z − zh‖0,Ω 3.41e-6 5.20e-7 7.60e-8 1.08e-8 1.49e-9
order - 2.71 2.77 2.82 2.85
‖u− uh‖0,Γ 2.40e-3 9.04e-4 3.27e-4 1.17e-4 4.18e-5
order - 1.41 1.47 1.48 1.49
Table 1: 2D Example with k = 1: Errors for the control u, state y, adjoint state z, and the fluxes
q and p.
h/
√
2 2−4 2−5 2−6 2−7 2−8
‖q − qh‖0,Ω 4.67e-2 3.27e-2 2.01e-2 1.18e-2 6.66e-3
order - 0.51 0.70 0.76 0.82
‖p− ph‖0,Ω 1.61e-3 9.22e-4 4.81e-4 2.44e-4 1.22e-4
order - 0.80 0.94 0.98 1.00
‖y − yh‖0,Ω 6.54e-4 2.77e-4 9.10e-5 2.83e-5 8.80e-6
order - 1.24 1.60 1.68 1.69
‖z − zh‖0,Ω 6.54e-5 1.82e-5 4.74e-6 1.20e-6 3.02e-7
order - 1.85 1.94 2.00 2.00
‖u− uh‖0,Γ 5.88e-3 3.50e-3 1.92e-3 1.01e-3 5.21e-4
order - 0.75 0.87 0.92 0.96
Table 2: 2D Example with k = 0: Errors for the control u, state y, adjoint state z, and the fluxes
q and p.
For the case k = 0, Corollary 4.2 in Section 4 gives the convergence rates
‖y − yh‖0,Ω = O(h1/2), ‖z − zh‖0,Ω = O(h1/2), ‖p− ph‖0,Ω = O(h1/2),
and
‖u− uh‖0,Γ = O(h1/2).
As mentioned in Section 4, the convergence rates for k = 0 obtained in Corollary 4.2 are suboptimal.
Numerical results are reported in Table 2, and all convergence rates are higher than predicted by
the theory. Obtaining optimal convergence rates for the k = 0 case is an interesting topic for future
work.
6 Conclusion
We considered a Dirichlet boundary control problem for an elliptic convection diffusion equation
and made two contributions. First, for a polygonal domain we considered a very weak mixed
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formulation of the PDE, and established well-posedness and regularity results for the PDE and
the optimal control problem. Next, we proposed a new HDG method to approximate the solution
of the optimality system and established optimal superlinear convergence rates for the control
under certain assumptions on the domain and the desired state. We presented numerical results to
demonstrate the performance of the method.
In the second part of this work [33], we remove the restrictions on the domain and the desired
state and use very different analysis techniques to prove optimal convergence rates for the control.
As far as we are aware, this is the first work to explore the analysis of this Dirichlet control
problem and the numerical analysis of a computational method for this problem. There are a
number of topics that can be explored further, including an improved numerical analysis for the
k = 0 case, the convergence analysis of other HDG methods for this problem, and HDG methods
for more challenging Dirichlet control problems.
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