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Avant-propos 
Depuis leurs débuts, les recherches dans le domaine de lare-
connaissance automatique de la parole n'ont cessé de progresser, sur-
tout pendant la dernière quinzaine d'années. Les résultats qui ont été 
obtenus sont dus à des faits intervenant à différents niveaux. Au ni-
veau acoustico-phonétique, la puissance des algorithmes de traitem.ent 
du signal acoustique va en croissant, en particulier depuis l'intre-
duction de la programmation dynamique, utilisée pour la normalisation 
dans le temps. A un niveau plus élevé, qu'on pourrait appeler syn.taxi-
co-sémantique, l'utilisation de connaissances linguistiques de haut 
niveau s'est réTélée très utile. 
C'est ce dernier aspect que· nous allons étudier plus en détail 
' tout au long de ce mémoire. Nous allons voir com.111ent mettre en oeuvre 
des connaissances sur la structure du langage dans un système de re-• 
connaissance automatique de la parole. Pour cela, certains cencepts de 
base seront définis dans une première partie. Nous verrons ce qu' e·st 
1 
en fait un système communication wcale homme-machine, nous verrons 
l'évolution des systèmes de reconnaissance automatique de la parole 
pendant les trente dernières an~ées ainsi que les conditions dans les-
quelles ils sont employés. Ce bref historique sera suivi du surYOl des 
principaux domaines de la linguistique dont l~s connaissances sont uti-
lisées pour la reconnaissance de la parole. Quelques stratégies et or-
ganisations passibles de systèmes sont ensuite présentées a~ant l'ex-
posé des moyens de mise en oeuvre de connaissances syntaxico-sémantiques 
dans ces systèmes. 
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Pour illustrer tout cela, une étude de cas sera effectuée dans une 
deuxième partie. Cette étude sera consacrée au système MYRTILLE II• ~é-
veloppé au Laboratoire d1 Intelligence Artificielle du Centre de Re-
cherches en Informatique de l'Université de Nancy. C1 est à la réalisa-
tion de deux procédures de ce système que l'auteur a participé dans le 
cadre d1 un stage effectué à Nancy durant l'année académique 82/83. Ces 
procédures sont UJ1e procédure de création de réseau à noeuds procédu-
raux et une procédure d'analyse syntaxique. Elles seront présentées 
dans cette deuxième partie, les détails de l'analyse et de la p::rograœ-
mation pouvant ~tre retrouvés en annexe. 
Enfin, l'auteur tien.t à remercier Messieurs Jacques Berleur, Jean-
Paul Haton et Jean-Marie Pierrel, sans l'aide ~esquels ce mémoire ne 
serait pas. 
r 
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Cette partie sera consacrée à l'explication de toutes les notions 
utiles et nécessaires à la réalisation pratique, au niveau syntaxico-
séllllantique, d 1 un système de reconnaissance automatique de la parole, 
c.à.d. un ensemble structuré, organisé, conçu par l'esprit, coordonaé 
de fonctions tendant à obtenir un résultat, qui est la rec·onnaissanc e 
de la parole, et fermant à la fois une construction théorique et u~e 
méth0de pratique. La parole est comprise ici comme le fait de com1mwmi.-
quer la pensée par un système de s0ns articulés émis par les organes 
de la phonation et est opp0sée à l'écriture qui est l'autre moyen de 
mise em oeuvre d'un langage. Reconnai s sance automatique signifie qu 10n 
veut, à partir d* signal vocal, élris par les organes de la phonati0n 
d 1 un émetteur, et d 1 un certain nombre de méthodes et de mo dèles, éta-
blir une représentation interne dans la machine, jouant le rôle de ré-
cepteur, qui peI'Dl!ette d'interpréter ce signal et d 1 y répondre évE:tn-
tuellement par une action précise. 
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La reconnaissance automatique de la parole n'étant qu'un axe des 
recherches qui se font aujourd'hui en informatique sur la parole, l. 1 au-
tre étant la production automatique ou synthèse de la parole, j'essaie-
rai de délimiter clairement ces deux domaines. 
Je donnerai ensuite un aperçu historique sur les réalisations qui 
ont été faites en reconnaissance de la parole; aperçu dont j'essaierai 
de dégager les buts poursui'Yis aujourd'hui. 
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Afin de délimiter le cadre des recherches en informatique sur la 
parole, il iaporte de définir ce qu'est un système de communication 
vocale homme-machine. Partons de la définition la plus générale d'un 
système de communication (1). 
La figure 1.1. décrit de manière générale un système de com.m.uni-
cation: 
CANAL 
~~-- -- ---0------~~c=v 
-~ _l_ : 
~ 
CODE 
fig. 1.1. Structure d 1 un système 
de communication 
CONTENANT 
SIGNAL 
SIGNE 
INFOR-
MATION 
CONTENU 
(1) La figure ainsi que les définitions générales d'un système de 
communication sont extraites de l'ouvrage collectif par: 
Herrlitz W. & Hundsnurscher F. en coll. avec Baumgartner K. & Steger H. 
Eine Einführung in diie moderne Linguistik 
Deutsches Institut für Fernstudien an der Universitat Tübingen 
Verlag Julius Beltz, Weinheim 1971 
;;;. 
L...---------------------------------~ ..,. 
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Par com~unication on comprend l'échange d'informations entre e~-
tités capables d 1 enTOyer et/ou:. de recevoir de l'information. La direc-
tion de ce •transport• d'informations détermine le récepteur et l'é-
metteur. 
Un système· de communication est donc un ensemble structuré d'en-
tités dont le but est l'échange d 1infonnations. 
Est émetteur toute entité qui envoie de 1 1 information, est récep-
teur toute entité qui reçoit de l'in.formatio,n (EM resp. RE). 
Le CANAL est la liaison matérielle entre un émetteur et un récep-
teur, pouvant transmettre des signaux de l'émetteur vers le récepteur. 
Le signal (SIG) est 1 1'état matériel d•un canal et, comme tel, por-
teur potentiel d'information. 
L'émetteur émet une information, issue d'une certaine sour~e (S), 
que le récepteur destine à une certaine utilisation (U). 
Les bruits (BR) sont tous les facteurs capables d 1 emp~cher ou de 
g~ner la transmission du signal sur le canal. 
Le SIGNE est une entité, dans laquelle, à un signal,. est ass0ciée 
une information précise. Cette association se fait par convention. 
Le CODE d'un système de communicatio.n est l'inventaire des signes 
de ce système, en relation avec les règles de · combinaison des signes 
de cet inventaire. 
Un système de communication vocale est un système de com unica-
tion o~ le canal est constitué d'une atmosphère pouvant transmettre 
des ondes acoustiques et le signal transmis est un signal acoustique 
représentant une chaine de sons, déterminée par le code utilisé, ici 
un langage. 
Un système de communication vocale hom~e-machine est un système 
de communication vocale o~ l'entité récepteur (ou émetteur) est un 
homae et 1 1 en~ité émetteur (ou récepteur) est une machine. 
'----------------------------------------------.....J .:. 
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Toutes les recherches sur l'implémentation de machines comme é-
metteurs dans un tel système de communication vocale homme-machine 
sont du domaine de la recherche sur la production automatique de la 
parole, encore appelée synthèse de la parole, tandis que les rec:herches 
sur l'implémentation de machines comae récepteurs dans un tel système 
sont du domaine de la recherche sur la reconnaissance automatique de 
la parole. 
L----------------------------------------------.....J -'< 
r 
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- Reconnaissance de mots isolés: Dans un tel système, le locuteur ne 
parle pas d'une manière naturelle, mais doit marquer après chaque mot 
émis un certain temps d1 arr~t, ce qui permet au système de bien déli-
miter l es frontières de mots composant une phrase. 
- Reconnaissance continue par mots clés: Dans ce cas, le système re-
cherche dans la chaine acoustique émise certains mots clés qui lui 
permet t ront de reconnaitre l'énoncé. 
- Reconnaissance continue avec contraintes sévères: Ce système permet 
au locuteur d'émettre des sons d'une manière naturelle (sans temps 
d'arrêt ), mais lui impose un vocabulaire et une syntaxe réduits. 
- Compréhension restreinte de phrases: Il s'agit de systèmes de re-
connaissance continue travaillant sur une syntaxe proche des lam.gues 
naturel les, des limitations dans le vocabulaire étant imposées par 
un con t exte. 
- Reconnaissance continue et autonome de la parole: Ce serait llll. sys-
tème capable de reconna1tre n'importe quelle chaine de sons émise, 
m~me des suites de sons sans aucun sens. La réalisation d'un tel 
système est reconnue comae impossible ou, e~ tout cas, très diffi-
cile, selon les chercheurs. 
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L'examen de la 'pré-histoire' des systèmes de reconnaissance au-
tomatique de la parole (qu'on appellera parfois SRP par la suite) per-
met de dégager les tendances principales qui se sont développées depuis 
le début des recher~hes. 
Un aperçu sur l'évolution des systèmes de reconnaissance de mots 
isolés et de celle des systèmes de reconnaissance du discours continu 
nous permettra de décrire l'état actuel des recherches en mentionnant 
les principaux domaines d'application des SRP et servira de point de 
départ à l'analyse des · buts poursuivis en reconnaissance de la parole. 
L'histoire des SRP est celle de l'évoluti'on d'un. compromis entre 
besoins et désirs de l'homme et des possibilités de l'ordinateur. Cette 
évolution est caractérisée par une complexité croissante des systèmes 
dans le temps, oomm.e le résume la figure 1.2. (1) : 
évolution 
des 
SRP 
" 
- Reconnaissance de mots isolés 
- Reconnaissance continue par mots clés 
- Reconnaissance continue avec contraintes sévères 
- Compréhension restreinte de phrases 
- Reconnaissance continue et autonome de la parole 
fig. 1.2. Evolution des SRP 
(1) Un très bon historique de l'évolution des SRP peut ~tre t rouvé 
dans l'article par: 
Lea w. A. 
Speech recognition: Past, Present, an~ Future in 
Trends in Sp eech Recognition, Lea w. A. ed., Prentice Hall, 
New J ersey 1980, p 39-98 
r-
Mémoire •••••• : 
Chapitre ••••• : 
Section •••••• : 
Paragraphe ••• : 
Utilisation de ctrtes synt.-sém. ds un SRP 
Introduction 
Historique des SRP 
Pré-histoire 
1.2.1._Pré-histoire 
Page : 
14 
Le problème de la reconnaissance automatique de la parole est en 
fait un problème interdisciplinaire. Il suppose des connaissances dans 
les domaines des études du langage, du son, de la physiologie, de la 
psychologie, des automates etc. 
Certains domaines étant déjà à l'étude depuis des siècles, ce n'est 
cependant que vers le début du XXème siècle que les premiers résultats 
pratiques, utiles à la recollI!laissance automatique de la parole~ furent 
obtenus. En effet on reconnut à cette époque que le signal wocal pou-
vait ~tre étudié comme tous les autres phénomènes ondulatoires. Il pou-
vait dès lors être décomposé en plusieu~s signaux sinusoidaux simples 
par une analyse du spectre des fréquences. Cette décomposition était 
réalisée par un certain nombre de filtres électroniques. Ce sont ces 
connaissances qui ont servi de point de départ à la reconnaissance au-
tomatique de la parole. 
Dès le début du développement des recherches en reconnaissance 
automatique de la parole, deux tendances principales se sont profilées: 
- Certains chercheurs trouvaient qu'il était nécessaire de comprendre 
comment le signal vocal était produit par les organes de la phonatio,n 
de l'homae et qu'il était nécessaire d'utiliser les distinctions que 
l'homae utilise en produisant et en percevant différentes voyelles 
et consonnes (1). 
- D'autres, plus orientés ingénieurs ou mathématiques suggéraient qu'on 
devrait plutôt faire des comparaisons ou corrélations entre les sig-
naux à analyser et des échantillons mémorisés. 
(1) Un exemple d'étude de ces phénomènes peut être trouYé dans l'ouvrage 
de : 
Haton J.-P. & Pérennou G. 
Reconnaissance Automatique de la parole 
Actes de la 8ème école d 1 été d'informatique de 1 1 AFCET 
Namur 10-22 Juillet 1978 
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Les premiers adoptèrent donc un point de vue plus orienté lin-
guistique que les seconds. En effet, les linguistes ont bien mis en é-
vidence le caractère de double articulation du langage (1), une pre-
mière articulation s'ordonne en unités minima sémantiques ou de sens, 
une seconde en unités successives minima de fonctions uniquement dis-
tinctives. Les unités de première articulation sont généralement appe-
lés •morphèmes• ou 'monèmes', celle de seconde 'phonèmes•. L~atude des 
organes de phonation de l'homme sert en fait à dégager les traits per-
tinents des phonèmes en vue de leur différenciation. A partir des ph0-
nèmes on peut ensuite essayer de reconstruire les morphèmes et ainsi 
la phrase. Les méthodes adoptant ce point de vue sont appelées •méthodes 
analytiques', celles orientées plutôt mathématiques sont appeléea 'mé-
thodes globales•. 
( 1 ) Ce trait est, parait-il, celui qui distingue spécifiquement le lan-
gage humain, compris comme l'ensemble des langues naturelles par-
lées par les homm.es. En fait, il semblerait que les langues natu-
relles soient les seuls codes à être construits sur une codifica-
tion systématique à deux étages. Un premier étage constituant une 
articulation suivant des unités minimales dites de signification oa 
significatives ('monèmes' ou 'morphèmes'), unités à deux faces: 
une face signifiante et une face signifiée. Gràce à ces unités sig-
nificatives et un certain nombre de règles de combinaisons de ces 
unités, il devient possible de construire infiniment plus de messages 
que si chaque message devait ~tre constitué d 1 un signifiant diffé-
rent. Ces unités sont construites à leur tour, et on se trouve alors 
au deuxième niveau d'articulation, à l'aide d'unités plus petites, 
no~-signifiantes mais uniquement distinctives, les 'phonèmes•. Ces 
phonèmes, toujours en nombre très réduit dans une langue, permettent 
de construire une infinité de monèmes, une impossibilité si chaque 
monème devait posséder un signifiant entièrement distinct de tous 
les autres. A l'aide de cette double économie dans la structuration, 
on arrive à construire une quanti té extraordinaire de me:ssage·s. 
Pour plus de détails sur la double articulation du langage, le lec-
teur pourra consulter: 
Martinet A. 
La double articulation linguistique dans 
Travaux du Cercle Linguistique de Copenhague, 5, 1949, ~p. cit. in 
Mounin G. 
Introduction à la sémiologie 
Editions de minuit, coll. Le sens commun, Paris 1970 
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Malgré les différences, un point de vue commun a cependant été a-
dopté par tous les chercheurs en reconnaissance de la parole (1) : 
•un SRP doit. ~tre un ordinateur ou une machine acceptant des 
commandes ou des questions introduites par téléphone ou micro et géRé-
rant une réponse ou action appropriée.• 
Ainsi, dès le début, les chercheurs furent confrontés aux pro-
blèmes qu'on rencontre encore aujourd'hui dans ce domaine, à savoir: 
les problèmes posés par des locuteurs différents,. le bruit et la parole 
continue. Très tôt on a donc commencé à limiter le problème, c.à.œ. : 
N'admettre qu'une population réduite de locuteurs, imposer une bonne 
isolation acoustique, ne reconnaitre que des mots isolés et un vocabu-
laire réduit. 
Pour terminer, mentionnons encore brièvement la différence que 
font certains chercheurs entre reconnaissance et compréhension de la 
parole. 
- Dans la recon~aissance de la parole, on s'efforce de reconna1-
tre absolument tous les phonèmes dans la chaine acoustique. 
- Dans la compréhension de la parole, on s'attache plus au conte.nu 
global de la phrase en vue de générer une réponse appropriée. 
La plupart des réalisations étant du domaine de la compréhension 
de la parole, et la reconnaissance au sens strict étant reconnue crom.ae 
très difficile ou même impossible, je ne ferai plus de distinction en-
tre les deux conceptions par la suite. Cependant comme l'indique le 
titre du mémoire, l'approche adoptée par l'auteur est orientée compré-
hension de la parole. 
(1) art. cit. page 13 (1), p. 60 
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Mettons brièvement en évidence les principales étapes de l'évolu-
tion de ces systèmes sans aller dans le détail des différentes réalisa-
tions (1). 
Il est assez amusant de voir que le premier outil de reconnaissance 
était un jouet appelé 'RADIO REX'• C'était un chien qui répondait quan.d 
on l'appelait par son mom 'REX'• Il n'écoutait 1 que la voix de son ma1-
tre', mais répondait aussi quand son maitre prononçait des mots analogues 
à son nom comme par exemple 1 TEX 1 • 
Ce n'est qu'en 1950 qu'ont lieu les premières tentatives sérieuses. 
On voit l'apparition du 1 Stenosomograph', réalisé par Dreyfus-Graf. Il 
s 1 ag;i.t d'un. dispositif à six filtres,. transformant le signal acoustique 
en signal électronique projeté sur un tube cathodlique .• 
L'année 1952 voit l'apparition du premier appareil de reconnaissance 
de la parole. Il a été réalisé par l'équipe Davis, Biddulph & Balashek 
des Bell Telephone Laboratories. Ce 1 reeonnaisseur 1 avait un taux de re-
connaissance de 97%, acceptait un vocabulaire de 10 mots, était monolo-
cuteur et orienté signal acoustique. 
En 1958 Dudley et Balashek réalisent un système intéressant. Le 
système 'AUDREY' est en effet le premier à utiliser la segmentation des 
mots en phonèmes. Il donne une reconnaissance presque parfaite en mode 
monolocuteur. 
C'est pendant les années 1959/60 que pour la première fois on uti-
lise l'ordinateur digital pour la reconnaissance de la parole. Il est 
utilisé par Denes et Mathews pour faire de la normalisation dans le 
temps (2). 
(1) art. cit. page 13 (1) 
(2) Avant de comparer le signal acoustique d'entrée aux différents 
échantillons mémorisés, on peut essayer de faire correspondre la 
durée de ce signal à celle des différents échantillons. Ce pro-
cessus s'appelle 'normalisation dans le temps' et s' est révélé très 
utile dans certains systèmes. Pour plus de détails, le lecteur 
pourra consulter: 
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Des contraintes syntaxiques sont utilisées par Vicens et Tubach 
en 1969/70. 
Ce n'est qu'en 1972 qu'apparaissent les premiers produits commer-
ciaux. Ils sont ·vendus par la Scope Electronics Incorporated et la 
Threshold Technology Incorporated. 
En 1975 finalement, Itakura introduit la programmation dynamique 
pour la normalisation dans le temps. 
Depuis, les développements vont dans le sens d 1 une augmentation 
du volume du vocabulaire et de la population des locuteurs. 
- Levinson s. & Liberman M. 
La reconnaissance de la parole par ordinateur 
Pour la science, Juin 1981, p. 88- 101 
- Wellekens Chr. J. 
Un aperçu général sur les algorithmes de re~onnaissance de la parole 
Exposé à la journée ATHENA le 17 Mai 1983 à Louvain-la-Neuve 
r 
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D'après Lea w. A., personne n•a jamais pu clairement détermi.D.er 
si le discours continu est souhaité ou nécessaire comme moyen de commu-
nication avec l'ordinateur. Cependant fin des années soixante, début des 
années septante, plusieurs projets furent réalisés en vue de construire 
1.lllll tel système reconnaissant des mots connectés, certains travaux de 
base ayant déjà été faits une vingtaine d'années avant. 
C'est en effet à partir des années cinquante qu'on a commencé à 
reconna1tre la nécessité d'introduire des informations linguistiques 
dans le traitement de la parole. Depuis 1953 o,n a vu la mise en. oeuvre 
de connaissances linguistiques, mais d'un niveau toujours assez bas. 
Ce m'est qu•e~ 1965 que commence vraiment à se profiler une de-
mande d'information linguistique de haut niveau. 
En 1969 un poiat d 1 arr~t fut marqué par 1a publication du rapport 
Pierce (1), qui, dans son article, attaquait les chercheurs en recon-
naissance de la aprole. Il ne réussit cependant qu'à retarder le début 
des recherches dans le domaine de la reconnaissance du discours contiml 
et c • est en 1971 que le plus vaste pro jet de recherc·he dans ce domaine 
fut lancé. 
(1) Pour plus de détails, voir: 
Pierce J. R. 
Whither Speech Recognition 
Journal of the Acoustic Society of America, vol. 46 n~ 6, 
0ctober 1969, p. 1049-1051 
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C'est 1 1 Advanced Research Project Agency (ARPA) du département de 
la défense des Etats Unis qui fut responsable de cette reprise. Un bud-
get de 15 millions de dollars couvrant une période de 5 ans fut dégagé 
pour développer des machines capables de comprendre des phrases de mots 
connectés faisant appel à un vocabulaire de quelques 1000 mots. Parallè-
lement, au début des années septante, o~ assiste à un grand nombre de 
progrès dans la technologie des ordinateurs et dans le domaine de l' in-
telligence artificielle, qui ont grandement facilité la mise en oeuvre 
pratique de ces systèmes. Le projet ARPA toucha à sa fin en 1976 avec 
la démonstration des systèmes HARPY, HEARSAY II, HWIM, SDC, dont cer-
tains ont m~me dépassé les spécifications (1). 
Signalons encore qu'en m~me temps des recherches fructueuses 
furent menées aux laboratoires IBM, TI et Bell ainsi que dans certains 
laboratoires en Europe et au Japon (citons les systèmes MYRTILLE I et 
MYRTILLE II développés au laboratoire d'intelligence artificielle du 
centre de recherches en informatique de l'université de Nancy), abou-
tissant à des systèmes opératiol',lJlels avec des résultats prometteurs. 
Ceci nous amène à considérer l'état actuel des recherches dans ce d!o-
maine. 
( 1 ) Pour plus de détails sur ces systèmes, le lecteur pourra consulter 
les chapitres qui leur sont consacrés dans l'ouvrage: 
Lea W • A. e-d • 
Trends in Speech Recognition 
Prentice Hall, New Jersey 1980 
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Ici non plu_s, nous ne donnons pas une liste exhaustive de·s systèmes 
actuellement sur le marché ou en étude dans les laboratoires. Bornons 
nous à mettre en évidence les problèmes principaux pour lesquels une 
solution ayant recours à des systèmes de reconnaissance de la parole 
est envisagée ou proposée. Notons tout d'abord que nous disposons au-
jourd'hui d'une tecluatologie de reconnaisseurs de mots isolés bien éta-
blie. La marge des prix pour ces systèmes varie de 200 dollars (kit a-
mateur) jusqu'à 80.000 dollars (systèmes professionnels). Les petits 
systèmes ne sont en général que des frontaux devant encore ~tre. reliés 
à un ordinateur, tandis que les plus grands sont généralement des sys-
tèmes de reconnaissance complets. Dans le domaine des applications cos-
merciales, nous pouvons citer (1) : 
- Systèmes de contrôle d'environnement, p. ex. : Dialog propose 
un tel système hospitalier pour des malades immobilisés per-
mettant le contrôle vocal des mouvements du lit, de la climati-
sation, de la télé etc. Co~t d 1 un tel système: env. 70.000 dol. 
- Systèmes de tri pour les PTT ou les compagnies aériennes. 
- Standards téléphoniques. 
- Systèmes utilisé s dans le contrôle de qualité et l'inspection, 
permettant à un contrôleur de vérifier la qualité d 1 une pièce 
et d'enregistrer les défauts simultanément. De tels systèmes 
fonctionnent dans la production de psotes de télévision, d'auto-
mobiles etc. 
- Systèmes de 1 Home Ban.king• (par téléphone), actuellement à l'é-
tude. 
- Systèmes de sécurité, permettant l'identification du locuteur 
par sa voix, apparemment plus fiables que d'autres systèmes. 
(1) art. cit. page 13 (1) 
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La plupart de ces systèmes fonctionnent déjà dans des environne-
ments réels et les utilisateurs rapportent généralement des économies 
de personnel variant de 50 à 90 %. 
Enfin n'oublions pas les applications dans le domaine militaire, 
les militaires formant la source la plus importante de fonds pour le 
développement de tels systèmes {1) : 
- Systèmes de cartographie 
- Systèmes de contrôle du traffic aérien 
- Systèmes de communication dans les cabines de pilotage 
- Systèmes de surveillance de conversations 
- Systèmes facilitant l'accès aux ordinateurs à des officiers 
supérieurs 
Ayant fait un bref survol de l'évilution des systèmes de reco~ais-
sance de la parole, connaissant les milieux d•oa proviennent les prin-
cipales impulsions pour ces recherches et considérant les domaines 
d'application les plus importants et l'effet de la mise en oeuvre de 
systèmes de reconnaissance de la parole dans ces domaines, essayons 
d'en dégager les buts poursuivis. 
(1) art. cit. page 13 (1) 
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Il est in té.ressant de remarquer que quand on se demande quels sont 
en fait les buts poursuivis par les chercheurs en reconnaissance auto-
matique du discours et qu'on essaie de trouver une réponse à cette ques-
tion dans des articles et ouTrages rédigés par ces chercheurs eux-m~mes~ 
on trouvera partout des arguments humanitaires en faveur de ces recherche·s. 
Ce que l'on prétend souvent vouloir réaliser, ce sont des systèmes d'aide 
aux handicapés, des systèmes d'enseignement assisté par ordinateur et 
autres bienfaits pour l'humanité. Non que je veuille insinuer que les 
recherches dans ces domaines soient nulles (ne citons que les systèmes 
SIRENE, outil d'aide à la rééducation d 1 enfants malentendants et se tro,u-
vant encore dans le stade expérimental (1), et DIALOG, système de contrôle 
d 1 environnement hospitalier pour malades immobilisés), mais il est quaa.à 
m~me frappant de constater que la source la plus importante de fonds 
pour ces recherches sont les militaires dont les préoccupations sont, 
en général, assez éloignées de l'aide aux handicapés. Je pense donc que 
les buts de ces recherches ne sont pas ceux énoncés mais bien d'autres. 
Les systèmes militaires qu'on développe ou qu'on est en train de déve-
lopper me font plutôt penser à des champs de bataille automatisés. De 
plus quand j'entends parler de systèmes de surveillance de conversations, 
cela me fait penser à 1 1984' de George Orwell, allez savoir pourquoi1 
Il est vrai cependant qu'il n'y a pas que des systèmes militaires. A cô-
té de ceux-ci, il y a déjà u:n: bon nombre de systèmes commercialisés. Ua 
des multiples effets remarquables de ces systèmes est une réduction de 
personnel qui, chez certains utilisateurs, varie de 50 à 90 % (pour les 
postes de travail concernés). 
(1) Ce système est actuellement en cours de développement au laboratoire 
d'in t elligence artificielle du c entre de recherche s en informatique 
de l'université de Nancy. Pour une description sommaire de ce- s ys-
tème ainsi que des autres système s développés dan s ce centre, woir : 
Rapport scientifique 
Centre de rec·herches en Informa tique de Nancy, Mars 1982 
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Dans une société o~ le travail et le produit du travail étaient 
équitablement répartis, cela ne poserait pas de problème. Malheureuse-
ment nous ne vivons pas dans une telle société et il suffit de regar-
der les statistiques de l'évolution du c.hômage dans le monde entier 
pour s'en rendre compte. Dès lors, dire que par l'implantation de tels 
systèmes on libère des forces qui deviennent disponibles pour d•a~tres 
tâches est absurde, parcequ'il n' 'y a pas d'autres tâches. De plus, la 
répartition équitable du produit du travail est plus que douteuse dans 
le monde o~ nous vivons actuellement. Il me semble donc que quand on 
travaille dans le domaine de la reconnaissance automatique de la parole, 
la prudence est de rigueur comme dans beaucoup d'autres domaines de re-
cherche, car comme tout homme, le chercheur est responsable de ses actes 
et des effets que pourrait avoir son travail. 
Indépendamment des buts pour lesquels ils sont utilisés, ces sys-
tèmes de reconnaissance de la parole présentent un certain nombre d'a-
vantages et d'inconvénients, reconnus par la plupart des chercheurs et 
que l'on peut classer en trois groupes. 
A) Utilisation des facùltés de communication de l'homme 
En effet, ces systèmes utilis~nt le moyen. de communication qui est 
le plus naturel, spontané et familier à l'homme, le langage. Cependant 
l'homme peut émettre des occurences que la machine ne va pas reconna1tre. 
Comme c'est le moyen le plus naturel, il ne nécessite pas d'entraine-
ment de la part de l'utilisateur. Malheureusement ceci n'est pas le cas 
pour les systèmes à fortes contraintes. C'est aussi le moyen de comau-
nication le plus rapide pour l'homme mais qui est ralenti quand il s'a-
git de prononcer des mots isolés ou des phrases ayant une construction 
peu courante. Enfin ces systèmes permettent la communication multi-
modes entre la machine et l'homme et la communication simultanée entre 
un homme et un autre homme et une machine. L'inconvénient y est qu'on 
oubl ie parfois à qui on s'adresse. 
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Ces systèmes peuvent être utilisés dans le noir, à travers cer-
tains obstacles, par des aveugles et des handicapés. Ils fonctionnent 
même en l'absence de pesanteur, ce facteur étant cependant rarement im-
portant. De m~me, ils sont insensibles à de fortes accélerations ou des 
contraintes mécaniques. Ils permettent la vérification de l'identité 
du locuteur, mais sont sensibles à des dial ectes ou des prononciations 
diffé rentes. Grâce à eux, on peut surveiller Ul'll. environnement acous-
tique: ce qui entraine malheureusement qu'ils sont aussi sensibles 
aux bruits environnants et aux distorsions. Ils n' exigent pas de sur-
face d'affichage ni d'appareillage compliqué, par contre un micro doit 
~tre porté en permanence. 
C) Mobilité et liberté d ' action 
On peut utiliser ces systèmes à distance ou dans diffé rentes posi-
tions, de même qu'on peut simultaném ent utiliser les yeux et les mains 
pour d'autres tlches. Enfin ils permettent l'utilisation de t éléphones 
comme terminaux d'ordinateurs, à condition qu'on résolve le problème 
des vastes population de locuteurs, de bruits et de distorsions. 
Ayant maintenant clairement défini ce qu'est un système de recon-
nais s ance d e la parole, ayant donné un bref aperçu sur l'évolution de 
ces systèmes depuis les anné es cinquante et ayant discuté les avantages 
et inconvénients que présente l'utilisation de tels systèmes, passons 
à l'examen des connaiss ances nécessaires pour les r éaliser. 
L-.---------------------------------------------......J ~ 
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Comme la reconnaissance de la parole est un problème interdisci-
plinaire, on y fait appel à un certain nombre de connaissances traitant 
différents aspects du langage. Après avoir proposé une classification 
de ces éléments constitutifs d'un langage~ on essaiera de classer les 
langages en fonction de 1 1 i~portance de chacun de ces élé•ents et de 
déterminer à quoi ces éléments sont liés. 
j 
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Pour réaliser un système de reconnaissance de la parole performant, 
c.à.d. reconnaissant le discours continu, acceptant un vocabulaire et 
une population de locuteurs importants, il est indispensable, et cela 
on l'a remarqué dès la fin des années soixante, de mettre en oeuvre un 
maximum de connaissances et spécialement des connaissances linguistiques 
de haut niveau (1). Ces connaissances deviennent alors pour un système 
de reconnaissance de la parole des sources d'informations auxquelles le 
système peut faire appel pour résoudre son problème, c.à. dl. reconna1 tre 
une phrase. 
Jean-Marie Pierrel propose une classification de ces sources d•in-
formations (2), nous permettant un essai de définition de ces différents 
éléments du point de vue linguistique et une définition que nous appli-
querons dans le cadre de la recherche sur la reconnaissance de la paro,leo 
Il distingue entre: 
-
Le lexique et la morphologie 
-
La syntaxe 
-
La sémantique 
-
La pragmatique 
- La prosodie 
-
La phonétique 
- La phonologie (- La phonématique) 
Essayons maintenant de définir ces domaines du point de YUe lin-
guistique d'abord, du point de vue SRP P,nsuite. 
(1) En fait J. Weizenbaum mettait déjà en évidence l'importance d'in-
formations contextuelles dans la communication à l'aide des langues 
naturelles entre l'homme et la machine, et ce dans deux articles 
parus en 1966 et 67: 
Weizenbaum J. 
ELIZA - A computer program for the study of natural language commu-
nication betwe en man and machine 
CACM vol 9 n~ 1, January 1966 
1-----------------------------------------.------·-
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(2) Cette classification est proposé dans l'ouvrage: 
Pierrel J.-M. 
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Etude et mise en oeuvre de contraintes linguistiques en compréhen-
sion automatique du discours continu 
Thèse présentée pour l'obtention du grade de Dr. ès-Sc. Math.(Inf.) 
Nancy, Mars 1981 
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Pour R. Vion, comme il l' ;écrit dans l'Encyclopaedia Universalis (1)~ 
la phonologie se présente comme la discipline scientifique ayant pour 
domaine l'étude de l'aspect phonique des langues naturelles. Ce domaine 
en apparence bien délimité a néanmoins permis 1 1 existance de plusieurs 
disciplines distinctes: 
- La phonétique historique 
- La phonétique générale 
- La phonologie 
La phonologie se distingue de l'analyse physiologique et acous-
tique des sons du langage qu'est la phonétique. Elle se distingue éga-
lement de l'étude histirique des sons telle que la formulèrent les lin-
guistes du XIXèmesiècle. C'est précisément l'existence de la pho~étique~ 
traitant déjà de l'aspect phonique des langues, qui allait obliger la 
phonologie à se définir en opposition à celle-ci. On pourrait dire briè-
vement que la phonétique étudie les sons de la parole à la manière des 
sc i ences physiques: Elle opère une analyse physiquP des sons du lang~ge. 
Or un classement physique des sons du langage ne peut satisfaire l e s exi-
gences d'une étude linguistique, car la phonétique se trouve dans l'im-
possibilité de décider de la fonction linguistique des différences pho-
niques qu'elle constate. Il y a donc place pour une discipline spéci-
fique abordant linguistiquement l'aspect phonique des langues naturelles: 
la phonologie. Celle-ci doit ~tre en premier lieu capable de décider de 
la valeur linguistique des différences phoniques. Dans une l angue donnée, 
la valeur d'une différence phonique est déterminée par la manière dont 
elle contribue à l'établissement de la fonction communicative, c.à.d. 
par la manière dont elle participe à l'établissement des messages lin-
guistiques. 
(1) Vion R. 
Phonologie 
Encyclopaedia Universalis vol 12 pages 992-994 
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L'objet de cette discipline peut dès lors ~tre défini comme suit: 
La phonologie permet d'affecter à chaque différence phonique une fonc-
tion linguistique déterminée dans la langue o~ elle appara1t. Elle pré-
sente ainsi une hiérarchie parmi les différences phoniques correspon-
dant à la hiérarchie de fonctions envisagées. Cette hiérarchie possède 
en fait deux niveaux: d'une part, les différences phoniques assurant 
la fonction distinctive, d'autre part celles, qui, ne l'assumant pas~ 
remplissent au moins l'une des autres fonctions secondaires (expressive 
ou démarcative). Coffi.lDte il est délicat de hiérarchiser ces fonctions se-
condaires, la phonologie classe en fait les différences phoniques selon 
un seul critère : la fane tian distinctive. L I objet de la phonologie est 
donc l'analyse de l'aspect phonique des langues du point de vue de la 
fonction distinctive . 
Pour nous, dans le domaine de la recherche sur la reconnaissance 
àe la parole, cette définition sera quelque peu apauvrie . Pour J. - M. 
Pierrel, la phonologie se ramène à l'étude des altérations possibles 
d'un phonème ou d'un mot suivant son contexte, à l'exclusion des aspects 
combinatoires de traits ou de phonèmes. Il distingue trois types d'al-
térations phonologiques (1) : 
Altérations phonologiques à l'intérieur d'un mot, o~ on peut 
distinguer : 
= les altérations dues à l'influence mutuel le de mouvements ar-
ticulatoires voisins 
anticipation ••• 
assimilation, fusion, coarticulation, 
= les altérations dues aux accents 
Altérations en fin de mots dues aux conjugaisons ou déclinaisons 
- Altérations à la jonction des mots des types: 
= élisions 
= insertions 
= substitutions 
= liaisons 
En traitement automatique de la parole, seul cet aspect altératio,ns 
est i mportant. 
(1) op. cit. page 28 (2) 
, 
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Une des deux branches de la phonologie, toujours d'après 1 1Encyclo-
paedia Universalis, est la prosodie, l'autre étant constituée par la piho-
nématique. La prosodie étudie les phén:om.ènes 'suprasegm:ientaux•, c.à.d. 
ceux qui ne sont pas segmentables dans le cadre de la double articulation 
(caractéristique du langage humain, rappelons le, et se faisant en mor-
phèmes d'abord, en phonèmes ensuite. Cfr. page 15). On peut aussi dis-
tinguer comme faits relevant de l'approche prosodique: 
- L'accent tonique, qui, par la mis e en relief d'une syll abe par 
rapport aux autres, permet de di s tinguer le sens de deux suites 
phoniques phonétiquement semblables. 
- L'intonation qui permet par exemple en français de distinguer 
l'affirmation de l' interrogatio,n dans deux sui tes semblables du 
point de vue des unités de première et de s econde articulation. 
- Le degré d'allongement dont la pertinence est variable. Dans la 
langue arabe, la longueur est un trait pertinent au sens phono-
logique du terme, mais dans une langue comme le français, l'al-
longement peut avoir une fonction expressive. 
L'importance de ce qu'on englobe sous le nom de prosodie, ou en-
core faits suprasegmentaux, a é t é démontrée par des recherches en labo-
ratoire sur la synthèse de la parole. Cette définition étant celle des 
linguistes, les phénomènes prosodiques qui nous inté ressen t dans le do-
maine du traitement automatique de la parol e sont de deux types seule-
ment : 
- Les marqueurs prosodiques dé limitant des unités successives. Ces 
marqueurs sont les seuls à pouvoir lever certaines ambiguïtés. 
Malheureusement les études de ces phénomènes ne sont pas encore 
assez avancées pour qu'on puisse automatiser leu:r traitement. 
- La mélodie générale de la phrase. Ce phénomène permet de distin-
guer trois s uites phoniques phonétiquement s emblabl es dont une 
serait énon ciative, l'autre int erro gative e t la troisième impé-
rative. Cependant la prudence est de rigueur, car le contenu mé-
lodique est souvent assez c.ompl ex e. 
( 1) Prosodie 
Encyclopaedia Universalis vol. 20 p 1577 
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La phollllématique, pour les linguistes ( 1), est à cOté de la prosodie 
la deuxième branche de la phonologie. Il s'agit de la partie de la pho-
nologie qui aborde l'étude du matériel phonique ne relevant que du ni-
veau de la deuxième articulation, elle traite donc du dégagement des 
phonèmes, de leur définition et de leur classement de manière à consti-
tuer le système phonologique. Elle traite également des combinaisons de 
phonèmes à l''intérieur des unités immédiatement supérieures : les monèmes. 
Mais elle n'aborde généralement pas l'étude de l'intonation ou de l'accen-
tuation qui ne relèvent pas du m~me niveau d'analyse que les phonèmes. 
Ces faits prosodiques et accentuels sont d'ailleurs assez souvent nommés 
éléments marginaux ou suprasegmentaux. L'étude du point de vue de la 
fonction distinctive de ces éléments marginaux relève de la partie non 
phonématique de la phonologie, souvent appelée prosodieo Cette m~me par-
tie traite également de l'étude des fonctions secondaires. Elle est donc 
loin de posséder l'unité de la phonématique. Elle est également loin 
d'avoir subi les m~mes développements qu'elle. Il en résulte que d'une 
manière générale, lorsqu'on parle de phonologie ou de méthode phonolo-
gique c'e s t en fait de phonématique qu'il s'agit. On emploie donc sou-
vent indiffé remment, mais à tort, les termes phonologie et phonématique 
pour parler de cette dernière. C'es t en fait ce qu'a fait J.-M. Pierrel 
dans sa classification qui distingue entre phonologie et prosodd.e, ne 
parlant pas de la phonématique. Ce qu'il dé finit comme étant la phono-
logie est en réalité la phonématique, la phonologie regroupant les deux 
domaines que sont la prosodie et la phonématique. 
(1) art. cit. page 29 (1) 
Mémoire •••••• : Utilisation de ctrtes synt.-sém. ds un SRP 
Chapitre ••••• : Classification des élts. d'un langage 
section •••••• : Les diff. connaissances sur les langages 
Paragraphe ••• : La phonétique 
Page : 
33 
La phonétique est définie (1), à peu près unanimement, comme 
1 1 1 étude des sons du langage•. Cet accord sur une formule particulière-
ment vague ne suffit pas à masquer les dissensions profondes qui se ma-
nifestent lorsqu 1 il s'agit de préciser 1 1 objet, les méthodes, en somme 
le statut scientifique de cette discipline. Toute la problématique qui 
surgit ainsi, constitue un raccourci particulièrement représentatif des 
problèmes épistémologiques posés dans le contexte scientifique contempo-
rain, par la délimitation du domaine de certaines sciences d'autonomie 
récente (surtout des sciences humaines) dont l'évolution des conceptions 
internes a été particulièrement rapide depuis le début du XXème siècle. 
La phonétique fait-elle partie des sciences humaines ou des sciences na-
turelles? Est-elle particulièrement une science abs t raite - de la forme 
linguistique - ou exclusivement une science concrète - de la substance 
sonore - ? L'existence d'un aspect théorique (surtout linguistique) et 
d 1 un aspect expérimental (utilisant des moyens techniques perfectionnés 
et des méthodes d'investigations empruntées aux sciences physiques) re-
met-elle en question 1 1 U1!l!ité de cette discipline et son intégration dans 
le domaine linguistique? Telles sont les questions fondamentales qui ~e 
posent dans le domaine de la phonétique. 
(1) Autesserre D. 
Phoné tique 
Encyclopaedia Universalis vol 12 p 988- 992 
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Pour les chercheurs dans la reconnaissance de la parole, le terme 
'phonétique• regroupe un ensemble d'informations acoustico-phonétiques, 
J.-M. Pierrel parle même d'informations acoustico-phonémiques se décom-
posant en deux types d'informations: 
- Les résultats du niveau de traitement acoustico phonétique (les 
deux grands niveau~ de traitement étant le niveau acoustic.o-pho-
nétique et le niveau syntaxico-sémantique (1)) dans le système 
de reconnaissance de la parole. Ces résultats peuvent être consti-
tués d'une pseudo-cha1ne d'éléments • inimaux de type phonème ou 
de paramêtres divers. On parlera de pseudo-phonèmes parce que 
premièrement un phonéticien n'appellerait pas ces éléments mini-
maux des phonèmes, un phonème étant une unité abstraite n'ayant 
d'existence que phonologique, et deuxièmement à cause des erreurs 
potentielles de détermination de ces segments minimaux. 
- L'ensemble des représentatio ns phonétiques des mots du lexique. 
(1) Les systèmes de reconnaissance du discours continu travaillent sou-
vent en de ux étapes. Dans un premier temps, le signal acoustique 
est soumis à un traitement de base, encore appelé traitement acous-
tico-phonétique. Le but de ce traitement est d'obtenir un treilli 
ou cha1ne de pseudo-phonèmes, représentant la phrase prononc:é e. Les 
éléments de cette cha1ne sont appelés pseudo-phonèmes parce que, 
ressemblant à des éléments de type phonème, ils ne vérifient cepen-
dant pas la définition qu'en donnerait un linguiste. De plus, des 
erreurs s'infiltrent lors de la prononciation de la phrase et lors 
de son traitement de base, ce qui est une raison supplémentaire de 
ne pas parler de phonèmes. En plus de cette cha1ne de pseudo-phonèmes 
ce traitement fournit encore des paramêtres divers. Après avoir été 
soumis à ce traitement acoustico phonétique, la cha1ne de pseudo-
phonèmes est soumise à un traitement syntaxico-sémantj_que dont le 
but est la reconstruction de la phrase à l'aide de la pseudo-chaine 
de phonèmes et des informations sur la structure du langage dont 
le système dispose. 
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L'Encyclopaedie Universalis (1) nous apprend qu'en général l'étude 
d'une langue se fait sous trois aspects : un aspect sémantique (lexical), 
un aspect morphologique et un aspect syntaxique. On peut défilmir la syn-
taxe comme étant essentiellement l'étude de la combinaison des mots dans 
la phrase, de la construction des propositions et des rapports qu'elles 
entretiennent. La syntaxe se consacre à la première articulation du lan-
gage, fait la liste des monèmes et les classe selon les fonctions qu'ils 
peuvent remplir dans la phrase. D'o~ le nom de •syntaxe fonctionnelle•. 
Cette syntaxe est complétée par une étude phonologique s'attachant à la 
deuxième articulation. 
Pour des gens comme Chomsky, la syntaxe est la partie génératiwe 
d'une grammaire, c.à.d. de la description complète d'une langue, en ce 
qu'elle engendre, selon des mécanismes purement formels, toutes les suites 
de morphèmes considérées comme grammaticalement correctes et uniquement 
ces suites. Elle peut ~tre conçue comme un mécanisme fini engendrant un 
nombre infini de phrases grammaticales grâce aux processus récursifs 
qu'elle comprend. Les rapports entre syntaxe et sémantique sont actuelle-
ment très mal connus et compris. C'est cet aspect de mécanisme formel 
génératif qui nous intéresse dans le domaine de la reconnais sance de la 
parole. Cependant il faut encore r emarqu er que le niveau de dé tail de 
la spécification des règles de production de ce système formel joue un 
rôle très important et que le choix d'un bon niveau de description est 
un facteur déterminant lors de la mise en oeuvre d'un système de racon-
naissance de la parole. 
(1) Syntaxe 
Encyclopaedia Universalis vol 20 p 1862 
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Il s'agit là d'un domaine particulièrement difficile à définir et 
à délimiter, sel·on Georges Moun.i:ru dans son article dans 1 1 Encyclopaedia 
Universalis (1). Grossièrement, c'est l'étude du sens des mots. C'est 
l'étude des relations entre le signifiant du signe, le signifié du si@,llle 
et le référent du signe. 
Le l inguiste Uriel Weinreich (2) la définit comme suit: 'La séman-
tique étudie la transmis sion du sens au moyen des mécanismes grammaticaux 
et lexicaux d 1 une langue.• 
Après 1930, l'attention des chercheurs en linguistique s 1 est concen-
trée surtout sur l'étude des structures formelles du langage afin de ren-
dre plus rigoureuse et plus fine la description de celui-ci. Malheureu-
sement, les structures formelles ne sont qu'un moyen pour la communica-
tion linguistique, tandis que la fin est la transmission d 1 une signifi-
cat ion, et 1 1 étude de ces significations n'a guère avancée, comparée à 
celle des structures formelles. Les difficultés qu'on rencontre dans l'é-
tude de ces significations ont bien été mises en évidence dans l'article 
de Chomsky : 'La forme et le sens dans le langage nature:.• (3). 
Pour les chercheurs dans le traitement automatique de la parole, 
la sémantique est essentiellement un ensemble de contraintes limitant 
les constructions syntaxi ques possibles . Ces contraintes sont fortement 
liées à l'application qu'on a l'intention de réaliser, on parlera donc 
de la sémantique d'une application. 
(1) Mounin G. 
Sémantique 
Encyclopaedia Universalis vol 14 p 854 
(2) Weinreich u. 
Explorations in semantic theory 
Current trends in linguistics vol III, La Haye 1966 
art . cit. in (1) 
(3) Chomsky N. 
La forme et le sens dans le langage na turel 
Hypothèses , Ed Seghers, Coll. Change , Série Hypothè s es, 1972 
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Ce mot vient du grec 1 pragma' qui signifie •action•. On peut la dé-
finir comme un ensemble de connaissances qu'on a sur un certain sujet (1). 
(Le pragmatisme est la philosophie de la science, c 1 est un expérimenta-
lisme. L'esprit du pragmatisme est l'esprit de laboratoire.) 
Pour J.-M. Pierrel, c'est l'ensemble des connaissances à priori, 
que l'on possède sur l'application mise en oeuvre et recouvre aussi cer-
tains présupposés nécessaires au dialogue. 
(1) Deledalle G. 
Pragmatisme 
Encyclopaedia Universalis vol 13 p 441-443 
1 
Mémoire •••••• : Utilisation de ctrtes synt.-sém. ds un SRP 
Chapitre ••••• : Classification des élts. d 'un langage 
section •••••• : Les diff. connaiss ances sur les langages 
Paragraphe ••• : Le lexique - la morphologie 
Ces deux concepts ont été groupés pour des raisons de mise en 
oeuvre pratique. 
Page : 
38 
La lexicologie (1) est l'étude des mots. Elle constitue donc une 
des trois parties de la linguistique avec la phonologie, ou étude des 
sons consti tuti-fs des mots, e t la grammaire, o,u étude des relations en-
tre les mots (syntaxe) et des marques qui signifient ces relations (mor-
phologie). 
Au sens étroit (2), la morphologie est la partie de la grammaire 
qui s'occupe de la formation des mots par adjo,nc tion d'affixes à des 
thèmes. En ce sens, morphologie s'oppose essentiellement à syntaxe, cette 
dernière étant l'étude des rapports entre les éléments de la pjrase. 
Dans le domaine du traitement de la parole sur ordinateur, le 
lexique va contenir l'ensemble des informations relatives aux mots. Le 
contenu de ce lexique peut aller du 'lexique dictionnaire•, s imple énu-
mération des mots acceptés par le langage, au lexique •ensemble homogène 
par niveaux contenant des informations ac oustiques, phonologiques, syn-
taxiques et sémantiques•. 
1 
( 1 ) Guiraud P. 
Lexicologie 
Encyclopaedia Universalis vol 9 p 943 
( 2) Mo rEhologie 
Encyclopaedia Universalis vol 19 p 13 12 1 
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Après ce survol des aspects principaux que nous fournissent les 
connai s sances actuelles sur les langages, tant du point de vue du lin-
guiste que du point de vue du chercheur dans le domaine du traitement 
automatique de la parole, nous pouvons classifier les langages en fonc-
tion de l'importance de s différents éléments et déterminer ce à quoi ces 
éléments sont liés. 
,-
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2.2. Classification d es l angages selon l'importance 
des é léments constitutifs 
L'histoire · du développement des systèmes de traitement automatique 
de la parole nous montre que toutes les sources d'informations linguis-
tiqu es t el les que nous les avons exposées dans la section précédente 
n'ont pas é té exploitées dès le début. Certains aspects sont encore as-
sez obscurs, m~me aujourd'hui. La conséquence en est que les langages 
qui sont t raités pae des système s d e r econnaissanc e automatique de la 
parole sont encore assez éloigné s des langues naturelles. Cependant 1 1 u-
, 
tilisation plus ou moins poussé e de connaissances linguistiques de haut 
niveau permet déjà de pro po ser une c ertaine class ification des langages 
traités au t omatiquement. 
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Par langues naturelles on comprend toutes les langues que les 
hommes apprennent à partir de leur enfance en vu e de communiquer entre 
. 
eux. Ces langues sont trop complexes et leurs structures sont encore 
trop mal ma1trisées pour qu'elles puissent être t raité es automatique-
ment dans l'ensemble. 
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Ce sont des langages qui ont une syntaxe souvent limitée qui se 
rapproche très fort de celle d•une langue naturelle, mais un lexique 
spécifique à un domaine précis d'application. Les avantages générale-
ment reconnus d'un tel langage sont les suivants: 
- La communication est quasi naturelle. 
- L'apprentissage n'est pas nécessaire pour autant qu'on n'utilise 
pas de concepts qui sortent du cadre de l'application prévue. 
On voit ici l'importance d'un lexique bien construit. 
- Le passage est facile d'une application à une autre. 
Dans ce type de langage, les informations sémantiques et lexicales 
seront donc particulièrement importantes, car ,ce seront elles qui reflè-
teront la spécifité de l'application. Ce sont en effet ces informations 
qui contraignent le système, il faut donc porter un soin particulier à 
leur élaboration si on veut obtenir un traitement efficace et performaat. 
t. 
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Leur caractéristique est une syntaxe et un vocabulaire très rigides. 
Ils ne ressemblent qu'à première vue à une langue naturelle. Du fait de 
leur rigidité, ils demandent une phase d'apprentissage pour pouvoir ~tre 
utilisés par l'homme. La définition des structures de ces langages dé-
pendant fortement de 1•·application pour laquelle ils sont conçus, un 
changement d'application demande en géné ral une re~éfinition complète 
de ceux-cio 
Après cette classification des langages, selon l'importance de 
certains é l éments constitutifs de ces l angages, vo yons maintenant à 
quoi ces éléments sont liés. Pour cela j'adopte également la classifi-
cation proposée par J.M. Pi~rr el (1) : 
- Informations liées à la structure du langage . 
- Informations lié es à l'application. 
- Informations propres à la parole e t / ou au locuteur. 
Afin de réaliser un système de reconnais sance automatique de la 
parole efficace et performant, qui de plus est facil ement modifiable,, 
il faut essayer de prendre en compte un maximum d'informations et de 
voir quels sont les facteurs influençant ces informations. De cette 
maniè re on sait quelles sont les informations ,à changer si l'on change 
de langage, d'application ou de locuteur. 
(1) op. cit. page 28 (2) 
t 
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La première chose qui nous vient à l'esprit lorsque nous disons 
•structure du langage', c'est: 'syntaxe•. Mais, déjà, une première re-
marque s'impose: 
- Si la définition de la syntaxe du langage ne doit pas aller plus 
bas dans le niveau de détail que jusqu'aux différentes classes 
grammaticales, alors ce n'est pas seulement dans le cadre des 
informations liées à la structure du langage que la syntaxe doit 
intervenir. En effet, à un certain moment, il sera nécessaire 
d'établir un lien entre les classes grammaticales et les diffé-
rents mots qui ~onstituent le lexique. 
- De m~me l'ensemble des informations liées à la structure du lan-
gage ne se limite pas à la seule syntaxe. On y retrouve de fait: 
= Des informations lexicales re gr oupant essentiellement les mots 
grammaticaux, qui tout en étant partie intégrante du lexique, 
n'en restent pas moins fortement liés à la structure du langage. 
= Des informations prosodiques. La mélodie générale d'une phrase 
renseigne en effet souvent sur sa structure. 
= Des informations sémantiques. En effet la syntaxe du langage 
propose un certain nombre de choix et d'alternatives. La prise 
en compte d'informations sémantiques permet alors de restrein-
dre fortement ces alternatives et le ,choix de s structures 
possibles. 
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On peut iei se rep0rter à la définition des unités linguistiques 
ou mots du langage. Cette définition comprend des aspects syn-
taxiques et sémantiques. 
- La sémantique. 
Il s'agit non seulement de la signification de chaque mot, mais 
également de la définition des liaisons possibles entre les diffé-
rents mots, compte tenu de l'application particulière choisie. 
- La syntaxe . 
Elle intervient sous deux aspects: 
= Informations syntaxiques liées aux mots du lexique . Elles per-
mettent de faire la liaison entre la .définition de la structure 
du langage et les différents mots du lexique. 
= Restrictions syntaxiques portant sur la structure générale des 
phrases. La dé finition de la structure du langage étant indé-
pendante de l'application, il faut avoir la possibilité d'éli-
miner certaines constructions que l'application donnée ignore. 
- La pragmatique. 
Elle regroupe ici: 
= Un ensemble de conn.aiss.ances a priori sur 1 1 application. 
= Une liste de scénarios possibles de dialogues. 
= Un ensemble de valeurs par défaut pour certaines fonctions 
sémantiques. 
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Paragraphe ••• : Informations liées à la parole, au locuteur 
On y retrouve : 
- Les informations liées au lexique. 
C'est la définition acoustico-phonétique des motso Elle comprend: 
= La représentation acoustico-phonétique des mots. 
= Les numéro s de r ègles d'altérations phonologiques exprimant les 
diverses désinences possibles du mot (dans le lexique on ne 
conserve que le radical de chaque mot). 
= D'autres informations plus pragmatiques, tels que la longueur 
phonétique et le patron phonétique du mot. 
- Les informations li~es au locut eur. 
Ce sont des informations rendant compte des habitudes du locuteur. 
Dans un ,système mono-locuteur ou fonct~onnant faus s ement en multi-
locuteur, c 1 est à ce niveau que se fera la prise en compte du 
lexique propre à chaque locuteur. 
Ayant propo sé une classification des informations pouvant ~tre uti-
lisées par un système de traitement automatique de la parole, ayant déga-
gé les éléments auxquels ces informa tions sont lié es, passons à la des-
, 
cription des différentes stratégies d'utilisation de ces informations en 
vue de la reconnaissance d'une phrase . 
Mémoire •••••• : Utilisation de ctrtes synt.-sém. ds un SRP 
Chapitre ••••• : Stratégies d 1 utilisation 
Section •••••• : 
Paragraphe ••• : 
3. LES DIVERSES STRATEGIES D'UTILISATION DES 
INFORMATIONS (1) 
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Comme le but d'un système de reconnaissance de la parole est de 
reconroa1tre une phrase du langage accepté par ce système, en faisant 
appel à une multitude de connaissances sur ce langage, il est possible 
d'envisager l'exploitation de ces connaissances sous différents aspects 
et d 'adop ter des stratégies d'utilisation diverses de ces informations. 
Il y aura lieu d'abord les méthodes d'analyse d 1 une phrase, puis 
les différentes organisations possibles des modules à l'intérieur du 
système et enfin les différentes manières d•a~ancer dans l'espace des 
solutions. Mais, avant tout, une remarque préliminaire s'impose: 
Comme nous travaillons au niveau syntaxico-sémantique, chaque fois que 
nous parlerons du signal vocal, nous nous référons, en fait, à sa re-
présentation sous forme de pseudo-phonèmes (L~ signal physique ayant 
déjà été traité par le :niveau acoustico-phonétique. Cfr. page 34 (1).). 
(1) Source: op. cit. page 28 (2) 
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3.1. Les méthod es d'analyse et de traitement 
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Essentiellement deux approches de base se profilent dans les sys-
tèmes de reconnaissance de la parole, de ux approches qu'on retrouve 
aussi en compilation: 
- L'approche descendante, qui consiste à partir des connaissances 
linguistiques. 
- L'approche ascendante, qui consiste à partir du signal vocal. 
Ces deux méthodes d'analyse peuvent ~tre combinées à d e ux méthodes 
de traitement du signal vocal généralement utilisées dans les systèmes 
de reconnaissance de la parole: 
- Un traitement gauche-droite du signal 
- Un traitement du milieu vers les côtés du signal 
Chacune de ces méthodes présen t e ses avantages et ses désavantages 
que nous allons analyser plus en détail. 
1 
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Elles consistent à partir du signal vocal (c.à.d. de sa transcrip-
tion sous forme de pseudo-phonèmes) et de reconnaitre la phrase en re-
montant les différents niveaux de connaiss ances linguistiques, depuis 
les connaissances phonétiques jusqu'aux connaissances sémantiques. 
Les avantages et inconvénients gé néralement reconnus de ces méthodes 
sont les suivants: 
Comme pour ces méthodes, il faut construire le treillis (ou la 
chaine) de tous les mots reconnaissables à partir de la pseudo-
chaîne de phonèmes, ce treillis risque de devenir vite assez vo-
lumineux et la méthode très co~teuse. Par contre, le fait de dis-
' poser de l'ensemble des mots reconnaissables nous procure une 
relative immunité contre les erreurs de transcription de la phrase. 
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Contrairem·ent aux méthodes d'analyse ascendantes on part ic::i des 
connaissances linguistiques de plus haut niveau, c.à.d. des connaissances 
sur la structure du langage (syntaxico-sémantiques). Ceci permet de pré-
dire l' existence éventuelle d'un certain nombre de mots, existence qui 
sera vérifiée grâce au lexique o~ on trouvera la représentation phoné-
mique des mots, laquelle pourra ~tre comparée avec le signal vocal. 
Les avantages et les inconvénients géné ralement reconnus de ces 
' 
méthodes sont les suivants: 
Grâce aux connais·sances de très haut niveau desquelles on part,. on 
élimine tout de suite un certain nombre de mo ts candidats dans le 
cas de l'analyse ascendante. Ces méthodes sont donc en général 
beaucoup moins conteuses de ce point de vue. Cependant , dans les 
systèmes à vocabulaire volumineux, le nombre d'hypothèses à véri-
fier reste très élevé et on perd son temps à éliminer des construc-
tions erronnées. Ce type d'anal yse est également plus sensible 
aux phénomènes de brui t age. Comme on part de connaissances linguis-
tiques de haut niveau et comme il faudra à un certain moment véri-
fier la pertinence des hypothèses émises grâce à ces connaissances 
sur le signal vocal, ces mé thodes d 'analyse exigent des procédures 
de synchronisation sur ce signal vocal. 
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Plusieurs systèmes, alin de pallier les désavantages des méthodes 
' d'analyse ascendantes ou descendantes pures, proposent des solutions 
s'inspirant à la fois des unes et des autres. Ces méthodes qu 'on pourrait 
appeler méthodes mixtes fonctionnent suivant un processus d'hypothèses-
tests se basant principalement sur les méthodes descendantes. 
Les apports principaux de s différentes approches sont respective-
ment : 
- Pour 1 1'approche de scendante : Elle permet d'éliminer les indéter-
minations liées à la structure du langage . 
- Pour l'approche ascendante: Elle pe rmet de synchroniser les 
traitements sur le signal, c.à.d. de déterminer les points de 
départ et les points de reprise du t raitement sur le signal ~o-
cal. 
Signalons enfin que c'est une telle métho'de d'analyse mixte qui a 
été adoptée dans le système MY RTILLE II que nous examinerons dans notre 
deuxième partie . 
r 
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Cette méthode semble la plus naturelle pour traiter la parole. 
Elle consiste en effet à traiter le signal vocal dans l'ordre de sa 
production du début à la fin. On utilise donc pleinement les p·ossibi-
lités de prédiction des connaissances sur la structure du langage. 
Deux inconvénients se profilent cependant: 
- Le commencement et la fin d'une phrase sont parfois difficiles 
à détecter. 
- Les bruits perturbent fortement les traitements et provoquent 
de fréquents retours en arrière. 
Signalons toute fois que l'analyseur du système MYRTILLE II effec-
tue un tel traitement de la gauche vers la drqiteo 
--------------------------------------..-------------. 
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C'est une méthode qui travaille à partir d'un certain nombre d 1 1-
lots de confiance (par 1lot de confiance on comprend une partie de phrase 
qu 'on est sür d'avoir bien transcrite en pseudo-phonèmes) pour recon-
na1tre la phrase, en essayant de la reconstruire à partir d 1 un certain 
nombre de représentations partielles. Les désavantages du traitement 
gauche-droite sont donc éliminés. Cependant d'autres difficultés appa-
raissent: 
- Des problèmes de concordance entre les différentes repré senta-
tions partielles. 
Des problèmes de choix des critères de sélection des ilots da 
confiance. 
Ainsi les différentes méthodes d 1 analyse , du signal vocal qu'un 
système de reconnaissance de la parole peut utiliser, nous conduisent 
à examiner les différentes or ganisations internes possibles de ces sys-
tèmes et à voir le s interactions entre leurs différents modules . 
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3. 2. Organisation in t erne d 1 un s ystème de 
reconnais sance de la parole 
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Comme un 'reconnaisseur' de la parole est censé faire appel à une 
multitude de connaissances linguistiques, il faut organiser l'interac-
tion entre les différents modules chargés de la prise en compte des 
différentes connaissances. En général on dispose de trois modules diffé-
rents et ce pour la pri se en compte des informations: 
- sur la structure du langage 
- lexicales 
- prosodiques et phonétiques. 
C'est le jeu de la mise en oeuvre de ces informations en v.ue de la 
reconnaissance d 1 une phrase que l'organisation doit déterminer. Tentons 
de donner une classification des différentes organisations qui ont été 
adoptées dans les systèmes de reconnaissance de la parole. 
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Cette organisation doit permettre la mise en oeuvre des informa-
tions au fur et à mesure des besoins du traitement sans schéma prééta-
bli. On doit donc pouvoir activer à n'importe quelle phase du traite-
ment les modules exploitant les informations liées à la structure du 
langage, celles liées à l'application ou celles liées au locuteur (cfr. 
pages 44-46). Cependant dans les systèmes actuels ayant une organisa-
tion non-hiérarchisée (p. ex. le système HEARSAY II), on constate une 
structure implicite prévue par le concepteur en fonction des différents 
cas pouvant se présenter, l'ordinateur ne pouvant pas encore prendre 
certaines décisions, vu l'état actuel de nos connaissances. 
Contrairement à 1 1'organisation précédente, celle-ci impose une 
forte hiérarchie entre les modules de prise en compte des informations. 
Cette hiérarchie peut varier de système à système (p. ex. : MYRTILLE I 
utilise une hiérarchie structure-lexique alors que le système KEAL uti-
lise une hiérarchie lexique-structure (1)). A cause de cette structure 
préétablie et trop rigide, les systèmes organisés de cette manière 
ne sont pas adaptés au traitement des langages pseudo-naturels, pour 
lesquels le processus de mise Ml oeuvre des informations varie souvent 
en fonction du contexte. 
(1) Mercier G., Quinton P. & Vires R. 
KEAL: un système pour un dialogue oral avec une machine 
Congrès AFCET, TTI, Paris, Novembre 1978, p. 304-314 
art. cit. in op. cit. page 28 (2) 
Pi errel J.-M. 
Un système de compréhension du discours continu utilisant des con-
trainte s morpholigigues 2 s yntaxiqu es e t s émantiques 
RAIRO, Informatique/ Computer science, vol 12, n~ 2, 1978 
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Afin de pallier les inconvénients des deux autres organisations, 
on peut choisir cette organisation o~ la hiérarchie est établie dyna-
miquement lors de 1 11exécution par un module superviseur. Ce superviseur 
décide de cette hiérarchie en fonction d'un certain nombre de critères 
eux mêmes hiérarchisés de manière à ce que le système dispose d'une hié-
rarchie par défaut. Les conséquences d'une telle organisation sont: 
- L'indépendance entre les diffé rentes définitions des sources 
d'informations. 
- La nécessité de la compatibilité entre les r ésultat s de la mise 
en oeuvre des différentes informations. 
Au vu de ces différentes manières d'organiser l'enchaînement des 
traitements sur les différentes sources d'informations, nous pouvons 
examiner les façons de se déplacer dans 1 1'espace des solutions. 
r 
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On peut comparer le problème de la compréhension d'une phrase avec 
la recherche d'une solution dans l'espace des solutions c.à.d. des 
phrases possibles en fonction des contraintes posées par la structure 
du langage, le lexique et la chaine de phonèmes représentant la phrase. 
Les règles régissant ce parcours constituent la stratégie de recherche. 
L'utilisation d'une stratégie de recherche peut aboutir dans tous les 
cas à la solution optimale. On dira alors que la stratégie est une stra-
tégie totale. 
D'autre part, en imposant une contrainte supplémentaire , p. ex . 
temporelle, on peut n'aboutir qu'à une solution possible, pas nécessai-
rement optimale. Les stratégies de recherche tenant compte de telles 
contraintes sont appelées stratégies heuri stiques . Analysons maintenant 
ces différentes stratégies de rec,herche. 
r_ 
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Les systèmes utilisant ces stratégies de recherche, parcourent 
tout l'espace des poss.ibilités et garantissent donc l'obtention d'une 
solution optimale. Cependant dès que cet espace de recherche devient 
volumineux, ce qui e st pr esque toujours le cas pour les langages pseudo-
naturels, le temps que met un tel système à trouver la solution opti-
male devient prohibitif. Ces s traté gies ne sont donc pas du tout adap-
tées aux langages pseudo-naturels dans le cas de systèmes exigeant une 
réponse immédiate ou t out au moins rapide. 
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Afin de tenir compte de cette contrai nte temporelle, d'autres rè-
gles de recherche ont été définies. Les pl us connues sont: 
A) La stratégie du •meilleur d'abord ' 
La caractéristique de cette stratégie est qu'on n'explore que les 
hypothè ses ayant la plausibilité la plus é levée. Si 1 11exploration de 
cette hypothèse conduit à une impasse, on r evient en arrière pour re-
prendre le traitement avec l'hypothèse sui vante présentant la plausibi-
lité la plus élevée . Du moment qu ' on a t rouvé une solution, on arr~te 
les traitements sans que rien ne garantisse qu'on ait trouvé une solu-
tion optimale . A chaque fois qu 1 on décide d'explorer un e hypothèse, on 
retient les autres hypothèses comme points de reprise éventuels . 
C'est cette stratégie qui a été util i sée dans l'analyseur syntaxique 
de MYRTILLE II présenté dans la deuxième partie de ce mémoire. Les avan-
tages de cette approche sont la simplicité de réalisation et la rapidi-
té d' exé cution. Par contre l'inconvénient majeur de cette méthode est 
le risque d'erreur élevé qui en traine par fo is un nombre de reto urs en 
arrière prohibitif . 
B) La recherche en faisceau 
Cette stratégie n'explore que les hypothèses les plus plausibles, 
c.à.d. les poursuit en parallèle et de façon synchronisée . C'est donc 
une stratégies des 'quelques meilleurs d'abord' . L'avantage en est que 
de cette manière on augmente la partie de l'espace explorée~ ce qui en 
~ême temps implique un inconvénient car le parcours risque de devenir 
conteux. 
1 
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C'est une stratégie de recherche où on parcourt simultanément plu-
sieurs chemins possibles en parallèle. La limitation du nombre de che-
mins peut se faire de différentes manières. On peut m~me aller jusqu'à 
explorer tou tes· les solu tiens et se rapprocher ainsi des stratégi es to-
tales. Un avantage en est qu'on a à sa disposition un grand nombre de 
choix tandis que comme on mène plusieurs analyses simultanément (à la 
manière de la recherche en faisceau), le parcours risque de prendre 
beaucoup de temps. 
D) La recherche par ilots de confiance 
C' est la stratégie qu'on applique dans le cas d 1 une analyse du 
milieu vers les catés 1 les autres n'étant valables que dans le cas d'une 
analyse gauche-droite. Elle consiste à s 'appuyer s ur un certain nonbre 
de mots bien reconnus e t d'essayer de faire c1;mcorder di ffé rentes in.-
terpré tations partielles, ceci restant la difficulté principale. 
Ayant ainsi présenté le s diffé rentes stratégies d ' utilisation des 
informations linguisti ques , nous pouvons pa sser aux différents modèl es 
de représentation couramment utilisés . 
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4. MODELES DE REPRESENTATION DES LANGAGES 
PSEUOO- NATURELS (1) 
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Nous arrivon s maintenant au dernier chapitre de la par tie consa-
crée aux connaissances géné ral es nécessaires pour réaliser un système 
de reconnaissance automatique de la parole . Ce chapitre est cependant 
un peu plus spé ciali sé car i l insiste surtou t sur les modèles de repré-
sentatio n des langages pseudo-naturels, modèles gén é ralement assez com-
plexes à cause des info r mations sémanti ques à prendre en co mpt e. Les 
langages artificiels se bas ent en effet sur une description essentielle-
ment syntaxiqu e . 
Dans ce chapitre comme dans le précédent, je respecte la clas s ifi-
cation proposée par J . M. Pierrel: 
- Modè l es purement s yntaxi ques 
- Mo dèles syntaxico-sé manti ques 
- Modè les lexicaux e t / ou s éman t i ques . 
(1) op. ci t . page 28 (2) 
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C'est le modèle le plus connu, qui permet de décrire à l'aide règles 
de production l'ensemble des phrases possibles d'un langage suivant un 
mécanisme génératif (1). 
Dans ce genre de modèle on dispose d'un ensemble de •terminaux•, 
d'un ensemble de •non-terminaux• d 1 un axiome et d'un certain nombre de 
règles de production. Les règles de production sont constituées en par-
tie gauche d'un non-terminal et en partie droite d'une suite de termi-
naux et non-terminaux, la signification d'une telle règle étant la possi-
bilité de substituer le non-terminal de gauche par la suite de droite. 
Une règle de production au moins doit avoir en partie gauche l'axiome. 
Aucune ne peut le contenir dans le membre droit. Chaque non-terminal 
doit apparaître au moins une fois dans le membre gauche d'une règle de 
production. L'application en cours de traitement de n'importe quelle 
règle de production doit toujours permettre d'aboutir finalement à une 
suite constituée exclusivement de terminaux. N'impor te quel l e suite de 
terminaux obtenue par ce mécani sme de substitution à partir de l' axiome 
es t une phrase du langage (encore appelée expression bien formée). 
Exemple : ' 
Soit l'axiome A d 1 un langage quelconque, 
soit l'ensemble des non-terminaux [ a, b} , 
soit l'ensemble des terminaux l c, d, e} , 
et soient les règles de production suivantes: 
A-a 
a- ab 
a-c 
b-ab 
b -de 
alors la suite 'cde' est une expression bien formée . 
(1) voir Leroy H. 
Cours de théorie des langages ( 2ème licence Info.) 
Namur 1981-82 
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Ce modèle est parfaitement adapté à la représentation des langages 
artificiels. Il peut ~tre utilisé pour la représentation des langages 
pseudo-naturels, mais les informations qu'il fournit doivent alors être 
complétées par des informations sémantiques. Les avantages en sont: 
- Facilité d' emploi du modèle. 
- Spécification précise des procédures d'analyse. 
- Facilité de traitement automatique, obtention rapide d 1 une repré-
sentation de la structure de la phrase analysé e. 
- Indépendance de la définition de la structure vis-à-ris du voca~ 
bulaire. 
Les dé savantages en sont: 
- Lourdeur, c.à.d. nombre é levé de règles de production et indéter-
mination dans le cas de langages p seudo-naturels. 
- Perte de temps due à l'utilisation d ' un modèle générati f pour la 
reconnaissance. 
- Trop grande importance de petits mots dont la reconnaissance est 
difficile et sur le squels la structure est axée. 
- Difficulté de prendre en compte des informations contextuelles. 
- Lorsque pour les terminaux on ne de s c end qu'au niveau des classes 
gr ammatical es , trop peu d'infor mati on s so nt fournies par ces ter-
minaux. 
- Séparation trop ca tégorique entre syntaxe e t sémantique . 
Les autres modèles qui se rapprochent tous de ce modèle Chomskyen 
sont les suivants : 
::.. 
Mémoire •••••• : 
Chapitre ••••• : 
Section •••••• : 
Paragraphe ••• : 
Utilisation de ctrtes synt.-sém. ds un SRP 
Modèles de représentation des langages 
Les modèles purement syntaxiques 
Matrices d'adjacence/Automates d'états finis 
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Ce sont des matrices qu'on utilise pour décrire les aut9,mates fi-
nis (cfr. paragraphe suivant). Un élément de cette matrice indique dans 
quel état va tomber l'automate en fonction de l'état actuel de l'auto-
mate (qui détermine la ligne) et des conditions qui sont vérifiées 
(qui déterminent la colonne). Elle décrit donc les transitions posci.-
bles entre les diffé rents états (1). 
Un automate d'états finis est caractérisé par un certain nombre 
fini d'états et des transitions possibl es entre ces états. L'automate 
se trouve dans un état et un seul à la fois. La transition d'un état 
vers un autre se fait lorsqu'une certaine condition est réalisée, en 
général lorsqu'un. certain caractère ou un certain •terminal' est pré-
sent à 1•·entrée (2). 
(1) & (2) Leroy H. 
Cours de théorie des langages (2ème licence Info.) 
Namur 1981-82 
Mémoire •••••• : 
Chapitre ••••• : 
Section •••••• : 
Paragraphe ••• : 
Utilisation de ctrtes synt.-sém. ds un SRP 
Mo dèl es de représentation des langages 
Les modèles purement syntaxiques 
Les grammaires transformationnelles 
~-l•~--L~s_gr~m§:ire~ transformationnelles 
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Elles permettent, par des manipulations de structure , d'obtenir 
différentes représentations de la structure d'une phrase, possédant 
toutefois la même signification. Il s'agit d'un ensemble de règles 
permettant de passer de la représentation de la structure profonde 
d'une phrase à la représentation de sa structure de surface et inver-
sément. 
Mémoire •••••• : Utilisation de ctrtes synt.-sém. ds un SRP 
Chapitre ••••• : Modèles de représentation des langages 
Section •••••• : Les modèles syntaxico-sémantiques 
Paragraphe ••• : 
4.2. Les modèles syntaxico-sémantigues 
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Les modèles purement syntaxiques se révélèrent très vite ineffi-
caces pour le traitement automatique des langages pseudo-naturels. 
C'est pourquoi on a commencé â é laborer des modèles faisant inter-
venir autant que possible la sémantique en lien avec la syntaxe dans 
la représentation de la structure des langages naturels ou pseudo-na-
turels. Actuellement, les plus connus sont: 
1 ~=-····' 1 1 ~t:~i tre ••••• : 
Section •••••• : 
Paragraphe ••• : 
Utilisation de ctrtes synt.-sém. ds un SRP 
Mo dèles de représentation des langages 
Les modè l es syntaxico-sémantiques 
Grammaires sémantiques/par cas 
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Ce modèle s'inspire très fortement des grammaires hors contexte 
de Chomsky. Il s'agit en fait d'une grammaire du même type, mais 1 1 en-
semble des terminaux n'est plus un ensemble de classes grammaticales 
mais un ensemble de clas ses sémantiques définies par le concepteur de 
manière à avoir un sens précis en fonction du contexte. Les avantages 
d 1 une telle grammaire sont: 
- On obtient un lien étroit ent re syntaxe et sémantique. 
Les désavantages en sont: 
- On obtient trop vite une dépendance de la structure du lan gag e 
vis-à-vis de l 1'applica tion envisagée. 
A part c ela, les grammai r es sémanti ques pré s ent ent le s m~mes avan-
tages at inconvénients que les grammaires hors contexte. 
Ce modèle repose en grande partie sur 1 1i à é e que, pour cor.i.prendre 
une phrase, il n 1 est pas nécessaire de pouvoir établir l' arbre syntaxique 
complet de cette phrase. On essaie plutôt de retrouver les compo sants 
essentiels de la phrase. Pour cela on cherche à construire un 'frame•, 
qui est un ensemble d'attributs, pour chaque verbe. Ce modèle bien adap-
té à une reconnaissance commençant par le verbe possède l e s inconvénients 
suivants 
Trop grande importance des mots gramr.i.a ticaux permettant de re-
trouve r les argum en ts d 1 un verbe. 
Mémoire •••••• : Utilisation de ctrtes synt.-sém. ds un SRP 
Chapitre ••••• : Modèles de représentation des langages 
Section •••••• : Les modèles syntaxico-sémantiques 
Paragraphe ••• : Grammaires par cas/systémiques 
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- Difficulté dans l'émission des hypothèses sur la position des 
différents mots . Ce modèle est donc mal adapté aux méthodes 
descendantes . 
- Un nombre trop impor tant de ' frames' à définir pour les verbes 
en franç ~is. 
Ce sont des modèles qui, à l'ai de d 'un graphe, font ressortir les 
différentes possibilités, c.à.d. les décisions à prendre, lors de l'ana-
lyse d 'une phrase. Les inconvénients de ces modèles sont assez compar~ 
bles à ceux des grammaires par cas. Le problème de ces modèles est que 
leur valeur théorique ne va pas nécessairement: de pai r avec leur effi-
cacité qui dépend de procédures de traitement bien adaptées . Selon J.M. 
Pierrel, deux réalisations pratiques sont assez générales pour fonc-
tionner avec différents modèles linguistiques: 
- Les ré seaux de transi tian de WOODS ( 1) , 
- Les procédures de WI NOGRAD (2) 
Une des contraintes principales dans le traitement de la parole 
est une contrainte temporelle; il s ' agit donc - et c' est ce à . quoi 
s 'appliquent ces r éalisations - de réduire à un minimum le temps perdu 
par des retours en arrière. 
(1) Woods w. A. 
Tr ansition Ne twork Grammars for natural language analysis 
CACM , vol 13, n! 10, Octob er 1970 , p 59!-602 
art. cit . in op. cit . page 28 ( 2 ) 
(2) Wino grad T. 
Unde r standing natural language 
Academic press , Ne w York 1972 
op . cit. in op . cit. page 28 (2) 
n Mémoire •••••• : Utilisation de ctrtes synt.-sém. ds un SRP Chapitre ••••• : Mo dèles de représentation des langages Section.•••••: Les modèles s yn taxico-sémantique s 
Paragraphe.••: Grammaires systémiques 
A) Les ré seaux de transi tian de WOODS 
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Wo ods, dans ce tte r éalisation, se base sur les grammaires hor s con-
texte de Chomsky qui peuvent également ~tre représentées par des réseaux 
et non seulement par des rè gl es de production tel que nous l' 'awons vu 
dans le paragraphe 4.1.1 •• Ces r éseaux , Woods les élargi t en associant 
à chaque arc du r éseau une p r o cédure pe rmettant de construire la struc-
ture de la phr a se e t de prendre en compte l e côté t ransformationnel des 
grammaires p ro posées par Chomsky. D'o~ le nom de A.T.N. (Augment ed 
Transition Ne t wo rks ). Ces ATN sont composés de noeuds e t d ' a rcs repré-
sentant l es états et les t ransi tio n s possibles . A chaque a rc, corres-
pondant à une transition, est associée une condition indiquant si cette 
transition est po ssible et s i oui, un certain nombre d' a c tions à e f~ec-
tuer. Ces a ctions correspondent aux procédures dont on a parlé plus haut 
e t ont pour but la cons t ruction de la structure de la phrase. 
La dé finition de s structures du langage dans le système MYRTILLE II 
' 
s 'inspire de c e genre de r éalisation . Les principaux avantage s des ATN 
sont 
- La prise en compte des transformatio-ns de façon dynamique lors 
de l ' a nal yse . 
- La po ssibilité d'analyser séparément diffé r ents fragm.ents de la 
phrase grâce à l'·utilisation de r éseaux partiels, d 1 oà la po ssi-
bilité d ' interr ompre une analyse et de n e la reprendre que lors-
qu'apparaissent les informations la concernant . 
- L'adjonction de procédures a ux arcs p e rm ettant la prise en compte 
de toutes sortes d'informations cont extuelles. 
Les inconvénients sont essentiellement l es mêmes que c eux de s mo-
dèles linguistiques dont il s'inspire: Les gram.maires de Chomsky et 
les grammaires par cas. M~me si Woods , afin de dépasser ces limites, 
utilise des ATN traitant une grammaire sémantique (dans le cas du sys-
tème HWIM ), c e système possède les mêmes désavantages que les grammaires 
sémanti ques , c.à.d. une trop gr ande spé cificité de l a dé finition de s 
s t ruc tures du lan gage vis- à - vis de l' application cho i sie . 
Mémoire •••••• : Utilisation de ctrtes synt.-sém. ds un SRP 
Chapitre ••••• : Modèles de représentation des langages 
Section •••••• : Les modèles syn taxico-séman tiques 
Paragraphe ••• : Grammaire s systémiques 
B) Les procédures de WINOGRAD 
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L'approche de Winograd re s semble à celle de Wo ods. Cependant il re-
proche à ce d ernier l'indéterminisme inhé rent à son modèle et la con-
struction d'une structure dont on ne voit pas l' 'utilité. 
Pour sa part Winograd, lors de 1 1 analyse, ne propose jamais qu'une 
possibilité unique et ce n'est qu'en cas d'impasse qu'il revient en 
arrière dans son analyse en exploitant au maximum les renseignements 
déjà receuillis. De plus il ne con struit pas d ' a rbre syntaxique mais 
ses commandes sont directement élaboré es par un robot. 
L'inconvénient essentiel de cette méthode est, comme pour les ATN 
sémantiques, la trop grande dépendance des procédures associées à chaque 
cas vis-à-vis de l'application choisie. 
1 
Mémoire •••.•• : Utilisation de ctrtes synt.-sém. ds un SRP 
Chapitre ••••• : Modèles de r ep rés entation des langages 
Section •••••• : Le s mo dè les lexicaux e t/ou sémantiques 
Paragraphe ••• : 
4.3. Les modèles lexicaux et/ou sémantiques 
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Contra irement à ce qui se passait dans l es deux p r emi e rs types de 
modèles , on ne se ba se plus ici s ur une défini tio n de l a structure du 
lan gage pour représenter l es connaissances linguistiq u e s n é cessaires à 
la reconnaissance et la compréhen s ion d 'un e phrase mais s ur la défini-
tion des mot s et de leur contexte. On peut distingue r de ux types: 
~--------------------------.-------, -i 
Mémoire •••••• : 
Chapitre ••••• : 
Section •••••• : 
Paragraphe ••• : 
Utilisation de ctrtes synt.-sém. ds un SRP 
Modèles de représentation des langages 
Les modèles l exi caux et/ou sémantiques 
Transitions entre mots/fonc tions liées aux mots 
!±· 3. 1. Mo dè les_lexicaux sur Èa~e-d~ ,!a_ d~f1A:b t1:_og -9:e_ 
t ransitions entre les mo ts 
--------------
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Dan s ce genre de modèle on dé finit tau tes les transi tiens possibles 
entre les différents mots du langage. Cette définition est à la fois une 
définition syntaxique et sémantique de ce langage. L'avantage en est la 
rapidité d' exéc ution gra~e aux réseaux précompilés, tandis que l'incon-
vénient en est une forte dépendance du rés eau vis-à-·lis de l'application 
choisie. 
!±•2•2• Modè les lexicaux sur la base -9:e_l~ ,9;é!igi1i2n_d~ 
fonctions lié es aux mots 
-------------
Dans ce type de modèle on ne décrit pas l' ensemble des phrases possi-
bles comme c'était le cas pour les modèles se basant sur les t ransitions 
entre l es mots mais on associe un certaj_n nombre d 1 attributs ~-yntaxiques 
et sémantiques à chaque mot . 
Ces mo dèles sont en général très bi en adap tés à l 'in terprétation 
d'une phrase mais ne donnent pas la moindre inîormation s ur la position 
des mots dans la phrase d 1 ot des difficultés pour l' émiss ion d'hypothèses. 
1 
r-
Mémoire •••••• : Utilisation de ctrtes s yn t.-sém. ds un SRP 
Chapitre ••••• : Mo dèles de r epré sentation des langages 
Section •••••• : 
Paragraphe ••• : 
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Comme dans le système MYRTILLE II nous voulons reconnaitre un lan-
gage pseudo-naturel don t la description dépasse le s simples C- grammai res 
dont les terminaux sont les mo t s du langage , il faut introduire un cer-
tain nombr e d ' informations lexicales dans ce système . Ces info rma t ions 
ne doivent pas consti t uer une définition complète de s connaissances s ur 
l e langage mai s doivent complé ter l es info rma tions fournies par d'autres 
sources contrairement aux deux modèles lexicaux précé dents . Comm e nous 
n'allons plus y revenir, signalons que les informations qui y sont prises 
en compte sont : 
- Des informations s yntaxi ques . 
- Des informations syntaxico-sémantiques . 
- Des i nfo rmations phonéti ques et phonologiques . 
Ayant maintenant terminé la partie sur le s connaissances gé né ral es 
nous passons à 1 1 exposé du système MYRTILLE I:t . Pour comprendre cet 
exposé, le lecteur doit bi en connai t re les sources d 'informations dont 
dispo.se le système et qui ont é té exposé es dans le chapitre 2. De plus 
il est important de bien comprendre le fo nc tionnement des méthodes d ' a -
nalyse mixte s et du trai temen t gauche droite du signal. Rappe lons enfin 
que le modèle de r epr ésenta t ion du langage utilisé dans le cadre de ce 
système est du type syntaxico- sémantique et plus particulièrement du 
type systémi que , analogue aux ATN de Woods . 
Mémoire •••••• : Utilisation de ctrtes synt.-sém. ds un SRP 
Chapitre ••••• : 
Section •••••• : 
Paragraphe ••• : 
1 PARTIE II 1 
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MYRTILLE II est un système de compréhension automatique du discours 
reconnaissant un langage pseudo-naturel , sous- ensemble assez vaste du 
français parlé. Le modâle sur lequel se base la description de la srtuc-
ture de ce langage est du type syntarico - sémantique , complété par un cer-
tain nombre d 'informations lexicales (cfr . chapitre 4). 
Après avoir examiné le fonctionnem ent général du système~ nous étu-
dierons en détail la définition des structures du lanage à l'aide des 
RNP (Réseaux à Noeuds Procéduraux) et nous t rait erons de l'implémentation 
sur ordinateur des RNP et de l'analyseur chargé de l ' exploitation des 
informations contenues dans c es RNP. 
r-
Mémoire •••••• : 
Chapitre ••••• : 
Section •••••• : 
Paragraphe ••• : 
Utilisation de ctrtes synt.-sém. ds un SRP 
Description de MYRTILLE II 
5. Descrip tion du système MYRTILLE II 
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Ce système utilisant des contraintes hiérarchisées de types morpho -
logiques , syntaxiqu es et sémantiques (cfr . chapitre 2: éléments d'un 
l angage; et chapitre 3: organisation interne d ' un SRP) se divise en 
deux grands sous-systèmes (1) : 
- Le système aco ustico-phonétique 
- Le système syntaxico- sémantique. 
(1) Haton J .-P., Messen a t G., Pierrel J .-M. & Sanche z c. 
La chaîne de compréhension parlée du systè me MYRTILLE II 
Actes du congrès de l' AFCET, tome 2 , 13-15 nov embre 1978 , p 315-32b 
Pierrel J .-M. 
MYRTILLE II : Un s ystèm e de compr éhension du di s cours con t inu 
Exposé à l' écol e d ' é t é de 1 1 AFCET , Namur, Juille t 1978 
Pi errel J .-M. & Hato n J .-Po 
Syntactic- s eman ti c int erpre tation o f sentences in MYRTILLE II speech 
und erstanding s yst em 
IEEE 4 - 1980 
Pierrel J.-M. 
Utilisation de contraint es linguistiqu es en co mpréhen s ion a utomatique 
de la parole continue: le s ys tème MYRTI LLE II 
TSI , vol 1, n~ 5, 1982, p 403- 421 
op . cit. page 28 (2) 
l./Cl!J..C ..L.V .l11 V\A.1.4..L. C oc-5 1u.~.l, VCAV~ V ... .6. V ,0.4 __ ,_, __ J; '-" ,_ ....,. - --o··----- ·- --- -- -- u 
' 
ments minimaux et on étudie la stabili té du signal de la parole . Cela 
nous permet de déduire la position des zones stables et des zones tran-
sitoires. Les zones s tables correspondent en gé né ral aux corps de voyelles 
Mémoire •••••• : Utilisation de ctrtes synt.-sém. ds un SRP 
Chapitre ••••• : Description de MYRTILLE II 
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Paragraphe ••• : Le li s sage de la chaîne phonémique 
Il s ' agi t essentiellement d 'optimiser l es traitements au niveau 
linguistique, en s uppriman t ou diminuant une trop gr ande redondance 
dans la cha1ne obt enue . Les critères utilisés sont de deux types: 
- purement physiques: p . ex . suppression des s e gm ents infé ri eurs 
à o , 1 s ec.; 
- morpholo giques: concaténation de segmen t s suc c e ssifs de même type; 
s uppr ession de queues de phonèmes non-signifi-
catives; etc. 
Comme nous l 'avons dé jà indi qué (cfr. page 34) , un des résultats du sys-
t èm e acoustico - phoné t i qu e s era une transcription de la phrase prononcée 
en p seudo - cha1n e codé e en nota tion phonéti que. Ce tte transc r ip t ion , vu 
l e s limitations des al gorithme s du systèm e a coustique et vu l e s diifi-
cultés d'interpréter de mauvai ses prononciations , comportera des erreurs 
de plusieur s types (cfr. page 30 ) : 
- Erreurs de substi t u tion: 
= confus ion s en t re phonèmes a s s ez proche ; 
= alté rations . 
- Erreurs d ' éli sion . 
- Err eur s d 1 itjser t ion . 
Afin d'augmenter les chances de reconnai s sance de la phrase , les 
concepteurs ont donné au système la po ssi bili t é de r éponse s mul t i ples. 
Le nombre de r éponses possibl es a é té fixé à 3 , c e qui semble ~tre un 
bon compromis entre la validité de 1 1 informa tian e t la poss ibilité pour 
1 1·algori thme de recherche l exicale de travaill er en temps r é el . 
(1) Mar kel J . D. & Gray A. H. 
Lin ear predic t lon of s peech 
Springer Verla g 1976 
op . ci t . in 
a rt . cit . page 55 ( 1) b 
Mémoire •••••• : Utilisation de ctrtes synt.-sém. ds un SRP 
Chapitre ••••• : Description de MYRTILLE II 
Page : 
Section •••••• : Le système syntaxico-sémantique 78 
Paragraphe ••• : L'architecture de l-'i YRTILLE II 
5.2. Le système syntaxico-sémantique 
Pour comprendre la structure du système MYRTILLE II, il faut se 
rappeler qu 1 il fane tionne selon le principe d I hypothèses-tests ( cfr. 
page 51), que la structure interne est de type pseudo-parallèle (cfr. 
page 56), que le modèle de. représentation du langage pseudo-naturel u-
tilisé es t du type grammaire systémique et que comme nous sommes dans 
le cas de la reconnaissance d'un langage pseudo-naturel, différentes 
sources d'informations doivent être prises en compte. 
La structure générale de MYRTILLE II est décrite par la figure 5.1 •• 
On y distingue les composants suivants: 
- Le module de traitement acoustico-phonétique. C' es t lui qui est 
chargé des t raitements dé crits dans la section précédente. 
- Le module Départ, chargé de déterminer l e po in t de départ des 
traitements syntaxico-phonéti ques. 
- Le module Ai guillage, qui, lui, est chargé de la gestion du 
ps eudo -pa rallélisme (cfr. page 56). 
- Les modules Parser, Prophon et Seman, chargés de la prise en compte 
des dif fé rent es informations linguistiques. 
- Le module Gestion des hypothèses, dont la tâche est de gérer les 
hypothèses émises par les trois modules précédents. 
- Le module Reconnaissance phonémique qui au vu des hypothèses doit 
faire des accès au lexique et à la cha1ne phonémique. 
- Le module Validation de vant vali der l es hypothèses émises et en-
fin : 
- Le module Sortie qui doit géné rer une r éponse a ppropriée . 
1------------ -- ------------ ----------- --,,--------~7 
Mémoire •••••• : Utilisation de ctrtes synt.-sém. 
Chapitre ••••• : 
Section •••••• : 
Paragraphe ••• : 
Desc rip tion de MYRTILLE II 
Le système syn t axic o- s émantique 
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encha1n ement de modules 
transfer t des informa-
tions 
fig . 5. 1. s tructure géné r ale 
de HYRTILLE II 
Mémoire •••••• : Utilisation de ctrtes synt.-sém. ds un SRP 
Chapitre ••••• : Description de MYRTILLE II 
Section •••••• : Le système syntaxico-sémantique 
Paragraphe ••• : Fonctionnement de MYRTILLE II 
5.2.2._Fonctionnement ~e_MXRTI1L~ !I_ 
Le système fonctionne essentiellement en quatre étapes: 
- Initialisation 
- Emission des hypothèses 
- Validation des hypothèses 
- Sortie 
Examinons chacune de ces phases plus en détail. 
A) Initialisation: module DEPART 
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Le rôle de ce modul e est de déterminer le point de départ du pro-
cessus d'analyse de la phrase. Dans le cas d'une analyse gauche-droite, 
son rôle est quasi inexistant; dans le cas d'une analyse du milieu vers 
les côtés, c'est lui qui détermine 1 11lot de confiance (cfr. pages 53 
et 60) sur lequel s'appuie 1 1·ens emble de s traitements. Le traitement 
gauche-droite de la phrase peut ~tre inadapté .lorsque l e début de la 
phrase est fort ement en tâché de bruits et diificile à retrouver. Dans 
ce cas, la compréhensio n doit pouvoir démarrer au milieu. Le modèle de 
représentation des structures syntaxico-sémantiques du langage cho isi 
dans le cas de MYRTILLE II, c.à .d. les RNP (pour une description détail-
lée, voir chapitre suivant), permet très bien ce genre de traitements. 
Mémoire •••••• : 
Chapitre ••••• : 
Section •••••• : 
Paragraphe ••• : 
Utilisation de ctrtes synt.-sém. 
Description de MYRTILLE II 
Le système s yntaxico-sémanti que 
Fonctionnement de MYRTILLE II 
B) L'émis s ion des hypothèses 
Le principe général en est le suivant: 
ds un SRP Page : 
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- au début, l' ensemble de s hypothèses (sur les mots cons tituant la 
phrase) correspond à l'ensemble des mots du dictionnaire de l'ap-
plication; 
- la prise en compte des différentes informations (définition des 
s tructures s yntaxico-sémantiques du langage, définition syntaxi-
co-séman tique des mots, traits pro sodi ques et phonologiques etc) 
permet de restreindre c e s hypothèses et de déterminer un sous-
ensemble de mots qui s eront testés puis validé s au niveau de la 
reconnaissance p honémique par un module de recherche lexicale. 
Cette phase es t très i mpor tante car elle permet de réduire sensible-
ment le temps de traitement , p roportionnel au nombr e de mots à t ester, 
en diminuant fortement l'indé terminisme s ur les mots; indét e rminisme 
dü aux limites de la reconnais sance phonémique travaillant sur un treillis 
de phonèmes fortement entâché d' e rreurs. 
Exa minons les principaux modules mis en oeuvre lors de cette phase 
de traitement. 
Son rôle : 
- Restriction d e s hy~othès e s en tenant compte de la dé finition syn-
taxico-sémantique d e s structures du lan gage ainsi que du contexte 
de la phrase traitée. 
- Emission d'hypothèses: 
= Au niveau des procédures internes du réseau syntaxico-sémantique 
lorsque , compte tenu du contexte déjà t raité , il sélectionne 
une ou plusieurs sorti e s de ces p roc é dures . 
= Au niveau des b ran c hes linéaires lo r squ'il rencontre un termi-
nal de l a grammai r e . 
Mémoire •••••• : 
Chapitre ••••• : 
Section •••••• : 
Paragraphe ••• : 
Utilisation de ctrtes synt.-sém. 
Description de MYRTILLE I I 
Le système syntaxico-sémantique 
Fonctionnement de MYRTILLE II 
Ses caracté ristiques: 
- Cette procédure est récursive. 
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- Elle autorise les retours en arrière dans le cas d'une impasse. 
- Enfin elle peut être interrompue à chaque pas pour permettre la 
prise en -compte des autres sources d'informations et el1e doit 
pouvoir reprendre à un autre endroit que celui o~ elle est in-
terrompue à cause des fortes interactions avec les autres mo-
dules. 
Les techniques utilisées son t très différentes de celles utilisées tra-
ditionnellement en analyse syntaxique. Il s'agit essentiellement d 1 un 
parcours du Rl~P . Deux types de parcours sont envisagés : 
- Parcours de type descendant gauche-droite (cfr. pages 50 et 52). 
- Parcours de type ascendant et du milieu vers les côté s (cfr. 
pages 49 et 53). 
On prend ici en compte la définition syntaxico-sémantique des mots. 
Ce module restreint les hypothèses en fonction d2s dépendan ces concep-
tuelles acceptées par la partie de la phrase déjà traitée mais aussi 
en fonction de la structure dé jà reconnue. 
Il sélectionne , dans l'ensemble des hypothèses~ les différentes 
sous-classes grammatical es et entités possibles , compte tenu du contexte 
déjà traité. 
De plus, en cas d'échec d'une phase de reconnaissance guidé e par 
la syntaxe, SEMAN fournit un point de reprise au module PARSER pour 
poursuivre un traitement du milieu vers les côtés , en déterminant le mot 
dominant les grands composants de la phrase non encore reconnus. Il faut 
encore remarquer que ce module n ' est pas le seul à prendre en compte 
des informations sémanti ques . En effet, les procédures du RNP activées 
par le module PARSER travaill ent aussi s ur ces informat ions pour sélec-
tionner les différentes sorties possibles . 
::-
Mémoire •••••• : Utilisation de ctrtes synt.-sém. ds un SRP 
Chapitre ••••• : Description de MYRTILLE II 
Section •••••• : Le système syntaxico-sémantique 
Paragraphe ••• : Fonctionnement de MYRTILLE II 
c) ERQ.Pl:!0~ 
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Son rôle: Pondérer les hypothèses au niveau des mots en fonction 
des traits prosodiques et de la structure phonémique du contexte à re-
conna1 tre. 
Les principaux tests utilisés sont: 
- La longueur phonémique par la prise en compte des pauses e t des 
marqueurs de segmentation prosodique. 
- Les patrons intonatifs. 
- La présence ou non de plosives ou fricatives. 
Remarquons ici aussi que le module PROPHôN n'est pas le seul à tra-
vailler sur les informations prosodiques ou phonémiques. Ce sont encore 
une fois les procédures associé es aux noeuds du RNP qui exploitent é ga-
l ement ces informations. 
Dans l'architecture de MYRTILLE II qui est organisée de manière 
pseudo-parallèle (cfr. page 56), les trois modules se placent sur le 
même plan. C'est le module AIGUILLAGE qui est chargé de la supervision 
de ces trois procédures. Il l e s active et dé termine l'ordre d'activation, 
en t enant compt e du cont exte dé jà traité e t de s obj ectifs r echerché s. 
La co mpatibilité de s résul t at s des différ en t s modul es est assurée 
par l e mo dule GESTION DES HYPOTHESES. 
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C) La validation des hypothèses 
Elle se décompose en deux traitements : 
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Son rBle: Valider ou rejeter les hypothèses émises par les niveaux 
sémantiqu es , syntaxiques ou prosodiques par l 'affe ctation d 1 un score de 
reconnaissance à chaque hypothèse . Celles dont le score est inférieur à 
un cer t ain seuil sont é liminées, les autres classées dans l'ordre crois-
sant des sco r es . 
Cette reconnaissance phonémique se fait elle- m~me en deux temps: 
- recherche et reconnaissance lexicale du radical du mot; 
- traitemen t de la partie désinence du mot par la procédure d'alté-
ration phonologique liée à ce mot . 
Cela est dü au fait que , pour certains mot s , on ne conserve pas 
toujours la transcription phonétique entière dans l e lexi que , mais uni-
quement la racine. Po ur la partie restante du mot on ne conserve que des 
informations sur des règles d'altération phonolo gique liées à ce mot. 
Son rôle est de s électionn er un e hypothè se e t de met t re à jour la 
représenta tion syntaxico- sémanti que de la parti e d ' é noncé déjà traitée . 
La méthode utilisée actuellement est cell e d e la ' meilleure d1 abord 'i 
c.à.d. celle dont le score est le plus proche de 1. 
De plus , elle dé termine les po i nts de reprise des modules AIGUILLAGE, 
PARSER , SEMAN et PROPHON lors de retours en arrière éventuels . 
Enfin , elle doit calculer un score de reconnais sance cumulé pour la 
partie déjà traitée et décider de la fin du processus de reconnaissance . 
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D) Sortie 
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Pour l'in s tant, la so rti e es t encore assez primitive . Il s ' agit 
simpl ement de l' écriture de l a phrase reconnue et de sa r epré s entation 
syn taxico-sémantique. 
Il est cependant envisagé de r emplacer cette sortie par une syn-
thèse de la réponse correspondant à la demande formulée . Pour cela il 
faudra encore ajouter au systèm e de traitement de la parole un système 
général de question-réponse capable de provoquer cet te action . 
Ayant décr it la str ucture géné rale du système e t mi s en évidence 
l es di ff ér ents modul es qui interviennent dans le traitement a u niveau 
lingui s tique , abordons la description des con:!aissances sur la struc-
ture du langage . 
:-
Mémoire •••.•• : Utilisation de ctrtes synt.-sém. ds un SRP 
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6. D:::::SCRIPTION DES STRUCTURES SYNTAXICO- SF-.::MANTI C) UES DU 
LANGAGE DANS MYRTILLE II 
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Le but de ce chapitre est d' explique r le modèl e de représentation 
des structures du langage t raité pa r l e système MYRTILLE II et ce en 
partant des objectifs principaux et de s choix .de réali sa t i ons que s e 
sont fixés les concept eurs du système (1). 
(1 ) arts . et op . cit page 75 (1) 
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Obj ectifs/Choix 
6.1. Ob j ectifs et choix de r éali sa tion 
6.1.1._L es objectifs principaux 
Le s objectifs peuvent ~tre r é sumé s comme s uit: 
- Indép endanc e de la s t ructure vis-à-vis de l'application. 
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- S t ructure dé crivant un large sous- en sembl e du français parl é . 
- St r ucture port euse d'informa t ions po s itionnelles sur l e s mots. 
- St ruc t ure p erme ttant de con s trui re en co urs de r econnaissance un 
arbr e s yntaxico-sémantique de la partie dé jà traité e. 
- Structur e a dap t ée au traitement de la parole continue: 
= intégrant de s trait ements particuliers pour l es mots courts de 
liaison; 
= gé rant le mi eux po ssibl e l'indé te r mini sme dO. à la dé fini tio.n 
s yn t a xi que. 
6 .1.2. Les choi x de réali s a t i on 
D' o~ l es choi x de r éa li sat i on s uivant s : 
- Modè l e d e type gr ammaire hors cont ext e (cfr. pa ge 62). 
- Limita t ion de la descrip t ion s yntaxique aux classe s grammatical es 
classiques (verbes, adj ec t ifs e tc). 
- Ad jonction de proc é dures de traitement syntaxico- s émantique afin 
de p ermettre de s restrictions syntaxique s locales,. traitant les 
mots courts de liaison et gérant 1 1;indé t er minisme inhé r ent à la 
de scription syntaY.ico- sémantique . 
Le modè l e ain si obt enu corr e spon d à un r é s ea u de t ransi t ion r epr é-
sentant une grammaire ho r s cont ex t e à te r mi na ux de t ype cl asse s s yn-
:axi ques a uquel on a ajouté un e pr océ dur e à chaque no eud. Ce modèle a 
é t é a ppel é ' Ré s eau s yn t a xico- sémantique à no euds p ro cé duraux • ou PNP. 
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Un réseau à noeuds procéduraux se présente sous forme d 1 un ensemble 
de noeuds reliés entre eux par des branches linéaires. Dans ce réseau in-
terviennent des informations syntaxiques et sémantiques mais aussi pro-
sodiques et phonéti ques . A chacun des noeuds est associée une procédure. 
L'entrée dans un réseau s ' effectue par l'activation d'une procédure 
unique appelée 'procédure d'entrée', la sortie par l'activation d'une 
procédure également unique appelée 'procédure de sortie'• La figure 6.1. 
donne un exemple d 'un tel réseau à noeuds pro céduraux. 
NOMP 
NOM 
CHIF 
3 
PRN R 
PS 
3 
fig. 6.1. Exemple de RNP : Le r éseau GN 
(,groupe ~o t1.ina t if) de HYRTILLE II 
Anal ysons ces différents compo sants . 
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Structures synt .- sém . dans 1YRTILLE II 
Définition des RNP 
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Paragraphe ••• : Noeuds procé duraux/Branches linéaires 
Ils correspondent aux procédures associées à chaque noeud du réseau. 
Ils sont entiêrement définis par: 
- l eur identifiant Px; 
- l e nombre d'entrées En; 
- le nombre de sort i es Es, 
Par définition: 
-
pour l e s procédures d ' entrée . En = O; . 
-
pour les procédures de sortie . Es = O; . 
-
pour les autres procédur e s . En ~ 1 et Es 1' 1 • . 
Leur rôle e st . . 
- rendre compte des phénomênes cont extuels ; 
- traiter les mots court s de liaison; 
- réduire l'indé termini sme apparaissant lors du parcours d'un tel 
réseau. 
Elles sont défini e s comme une suite d ' arcs du r éseau correspondant 
soit à des mots du l exique soit à des r é f é r ences à un autre sous-réseau, 
c et te structure pouvant ~tre récursive. 
Les informations qu'ell es fournissent sont essentiellement les 
mêmes que peut fournir une matrice d'adjacence (cfr. page 64), 
r 
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Quels sont les traitements qu'on peut effectuer sur ces RNP? Avan~ 
de pouvoir exploiter des informations en machine , il faut les avoir 
stockées quelque part en machine. Il faut donc passer d'une représenta-
tion externe sous forme de graphique, comme le montre la figure 6.1. 
(cfr. page 88 ), vers une représentation interne sous forme de tableau 
composé d 'un ensembl e de po int eurs et d'autres éléments. Ce sera le rôle 
de la procédure de création d'un RNP. La procédure de parcours d'un RNP, 
quant à elle, aura pour but 1'1exploitation des informations contenues 
dans le RNP en vue de la reconnaissance d 1 unephrase. Il s'agira donc 
fond~~entalement d 1 un analyseur syntaxique. 
Dans les chapitres suivants nous allons analyser ces opérations 
qu 'on peut effectuer sur l e s RNP . 
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7. PROCEDURE DE CREATION D'UN RNP 
(pro gramme CRERES (1)) 
7.1. Le rôle de cette procédure 
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Le rôle de la proc é dure de création d 'un RNP est de permettre à un 
utilisateur non-informaticien de passer du RNP sous forme graphique à 
sa représentation en machine et de la mémoriser sur un fichier. Ce pas-
sage se fait à 1 1;aide d'un dialogue homme-machine sur un terminal vidéo. 
7.2. Les sp8cifications de cette procédure 
Le problème est entièrement spécifié lorsqu'on connait les éléments 
suivants: 
- la forme de la repré s enta tion interne des RNP 
( pour la descriptio n détaillée de cette représentation interne, 
s e référer à l'ANNEXE I, chapitre : Spécification du proeramme,, 
section : Représenta t ion int erne des RNP); 
- le dialogue de saisie des données 
(pour la description détaillée de ce dialogue , se référer à 
l' ANNEXE I, chapitre: Spécification du programme, 
section : Dialogue de saisie des données); 
- de plus il faut re specte r l e fait que 1 1ü t ilisateur peut &tre 
non-informaticien, d 1 o~ la nécessité de nombr euses vérification, 
de messages d'aide etc. 
(pour la liste détaillée des conditions i mpo sées , se référer à 
l' ANNEXE I, chapi t re : Spéc ificatio n du progr amme, 
section: Compléments de spéci fic a tion). 
(1) Ce programne a f té mi s a u po int par l 'au teur lors d ' un stage e ffec-
tué à Nancy dur ant le semest r e d I hi ver de 1 1 anné e académique 82/83 . 
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7.3. L'implémentation de cette procé dure 
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Disons sim?l ement ici qu e la procédur e a é té i mpl émenté e en PASCAL 
s tandard, que la s tructure fondamental e respecte autant que possible la 
structure de l'algorithme de Jo-M• Pierrel écrit en FO RTP.AN. Tenant compte 
du f ait qu e la proc é dure doit pouvoir ~tre utili sée pa r un non-infor-
maticien, de nombreus es proc é dures de vé rification, de me s sa ges d'ai de 
e t de r eprise des traitements en cas d' erreur ont été ajouté eso On troiil-
vera la s tructure de l'algori t hme FORTRAN ains i que la de s cription dé-
taillée de s traitements de CRERES dans l e dos sier d'ana lyse de laprocé-
dure présenté en ANNEXE I. Le listing ainsi qu 1 un exempl e de r ésultat 
est pré senté en ANNEXE II. Le mode d'u t ili sa t ion s e trouv e en ANNEXE I II. 
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8. PROCEDURE DE PARCO URS D' UN RNP 
(programm.e ANSYNT (1)} 
8.1. Le rôle de cette procédure 
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Le rôle de cette procédure de parcours d'un RNP es t de parcourir 
pas à pas le réseau e t d'activer, entre chaque pas de l'analyse des 
procédures de test, des hypothèses éventuellement émises (sur l es mots 
à retrouver dans la phrase). De plus il s 'agit de créer et de gérer une 
structure de liste parenthésée représentant la structure s yntaxico-sé-
mantique de la phrase analysée (p. ex . sous forme de pile). 
8 .2. Les spécifications de la procédure 
La proc é dure est spécifiée si nous disons que nous voulons con-
struire un analyseur syntaxique s'appuyant sur la dé finition d'un RNP 
comparable à ceux utilisés avec un e C- grammaire, travaillant de manière 
descendante, traitant l e signal acousti que (c .à.d. sa t ranscription 
phon é ti que ) de gauch e à droite (cfr. page 52) et utilisant un e straté-
gie du meil leur d1abord (cfr. page 59). De plus les proc édures de tests 
phonétiaues et d'accès au l exique sont entièrement simulées par un dia-
logue via le terminal vidéo. 
(1) Ce prograrnrne a été mis a u point par l'aut eur lors d ' un stage e ffec -
tué à Nancy durant le semest r e d ' hi ver de l'anné e a cadémi que 82/83 . 
r-----------------------------.--------,. 1 
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- La définition des procédures associées aux no euds procéduraux 
est incluse dans le code de 1 1-analyseur ou non . 
- L'indéterminism e rencontré au niveau de la dé finition s yntaxico-
sémantique est simple ou double. 
Dans le cas du simpl e indét erminisme, il se re t rouve Lrniquement 
au niveau de la so r t i e de s di f f é r ents noeuds procéduraux. 
Dans le cas du double indéterminisme, on le r e trouve non seulemeut 
au niveau des so rti es des noeuds mais égalem ent au niv eau de la 
r econnai ssance d 1 un terminal lors du parcours d' un a rc d ' une 
branche linéaire , donc lors d ' un ac cès au l exi que . 
Les détail s de cett e i mpl émenta t ion sont présentés en ANNEXE IV 
pour la partie analyse et en ANNEXE V pour la partie programmation . 
1----------------------'------........:.-'----===================-~--------,7 
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Tentons de tirer un certain nombre de conclusions et notons quel -
ques remarques générales sur les systèmes de reconnaissance de lapa-
role. 
Dans une prem ière partie j'ai essayé d ' exposer un certain nombre 
de concepts néces saires à la compré hension des sys tèm es de reconnaissance 
automatique du discours continu. Après avoir défini ce qu ' étai t un SRP~ 
j'ai donné un aperçu historique sur les réalisations principales dans 
le domaine. J'ai ensuite essayé d'en dégager l es principaux buts pour-
suivis, l e s avantages et les inconvénients de ces techniques. Le chapi-
tre suivan t, qui à mon avis est un des plus importants, décrit les 
connaissanc e s fondamentales nécessaires à l a réalisation pratique d'un 
SRP . Sans une maîtrise , au moins partielle, d e ces disciplines, aucun 
t raitement a utomatique de hau t niv eau de la paro le ne serait possible . 
La définition de c es connaissances est ensuite suivie de l'explication 
des principales techniques d'utilisation de ces connais sances et de la 
description des modèles de représentation d 'une partie de c e s cannais-
sances sur l es lanages pseudo-naturels, aspect qui nJus intéresse parti-
culièrement dans l e cadre de ce mémoire . Cet aspect concerne la dé fini -
tion des s tructures syntaxico- sémantiques des langages p seudo-naturels. 
Après c e tte première partie o~ l es conc ept s géné raux ont é té ainsi 
expliqués , nous a von s abordé l'étude d 'un cas pratique : le sys tè me 
MYRTILLE II. L'examen cle l'archit ec t ure e t du fonctionn ement géné ral din 
système nous ont p ermis d'aborder la description plus détaillé e du mo -
dèle de r eprésentation des structure s syntaxico-sémantiqu es utilisé 
dans ce système ainsi que la de s cription des traitements s'effectuant 
sur ces s tructures. 
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De tout ce qui a été dit , nous pouvons déduire que l'aspect syn-
taxique des langages es t assez bien maitrisé . Cela est dn principalemœt 
aux progrès spectaculaires en la matière auxquels on a assis t é depuis 
le début du siècle . Ce qui pose encore beaucoup de problèm es aujourd'hui~ 
c' es t l'aspect sémanti qu e des langage s et les interactions de ce dernier 
avec la syntaxe . Ici, beaucoup de r ec herches fondam ental es en linguis-
tique sont encore nécessaires avant qu'on ne puisse enregistrer des 
progrès sensibl es en compréhension automatique du dis~ours continu. 
La consé quence de cet état des choses est qu 1 aujourd 1 hui il es t 
peu raisonnable de vouloir construir e des systèmes r e connaissant tout. 
Vu nos connaissances a ctuell es sur le langage, ce genre de projet est 
voué à 1 1•éc he c dès l e début. Les proj ets qui ont le plus de chance de 
r éussite pour l'instant sont des reconnaisseurs de mots isolés ou des 
reconnaisseurs du discours continu se basant sur des techniques fiabl es 
et bien maitrisées. A partir de ces systèmes on pourra essayer de faire 
évolu er un de l eurs aspects ( p. ex . étendre la description syn taxico-
séman tique ou lexicale du sys t èm e) en restant toujours dans un contexte 
très restreint. C'est probabl ement de cette maniè re qu 1 on f era avanc er 
l e s recherches. 
j 
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ANNEXE I 
Dossier d'analyse du programme CRERES 
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Ann. 2 
Avant d'aborder le dossier d'analyse da p.rogramae CRERES,. dé finis- · 
sons encore les concepts de 
- Terminaux généraux. 
- Term.inaT.l!X lexiques figés. 
Terminaux vrais. 
Ce sont là les seuls types de terminaux pouvant apparaître dans l a 
définition d'un RNP. On distingue dans le lexique entre: 
- Terminaux indépendants de l'application, classe qui regroupe: 
= Les terminaux vrais qui désignent l'ensemble des mots courts de 
liaison apparaissant de manière explicite dans le RNP. 
= Les terminaux lexiques figés qui désignent l'ensemble des mots 
correspondant à des sous-classes grammaticales. 
- Ter11inaux dépendants de l'application, on y retrouve 
= Les terminaux géné raux, l'ensemble des noms, verbes et adjec t ifs. 
OOSSIER D'ANALYSE DU PROGRAMME 
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1. SPECIFICATION DU PROGRAMME 
-----------------------------
-----------------------------
Le programae CRERES est WH procédure de création. et de ao-
dification d'u• réseau à noeuds procédurauxo Sa spécificatioa est don-
aée à la page 178 de la thèse d'état de Jean-Marie PIERREL sur le su-
jet : Etude et mise en oeu,re de con train tes linguistiques ea coapré-
hensio.n autoaatique du discoura con.ti.D.u. L' éaoacé est le sui Tant : 
" La représentation iaterne d I wt ré seau à noeuds pro cé du-
raux est assez complexe, or, Wl des avantages des R.N.P. réside dB.Ils 
le fait qu'étant rlsuels, ils aont faciles à comprendre et à définir. 
Il était donc iwrmal de 'WC>Uloir automatiser le passage de la repréaen-
tation externe à la repréaeatation interne. Pour cela, JlOUs avons ais 
en oeuTre une procédure CRERES, qui crée la représentation interne à •.· 
partir de données introduites par ua programae conTersatioD.D..el. Un tel 
programme peut ~tre eatièreaeat spécifié par la représentation interne 
déjà fournie et le dialogue 11.is en oeuvre." 
Pour donaer Wle spécification coaplète du prograaae, 11 
suffit donc de rappeler la représentation i.D.terne d1 UJl R.N.P. aùs:i 
que le dialogue n.écessaire pour ab.tenir les in.formatioas sur la repré-
sentation externe du R.B.P. 
1.1. REPRESENTATION INTERNE DES R.R.Po 
--------------------------------------
Nous rappelons brièveaent la structure de la représe•tation 
iaterne des R.N.P., telle qu'elle est présentée à la page 176 de la 
thèse pré-citée. On y distingue: 
( j liste d1 entrée j HOM I liste de sertie 1 ) * 
dans laquelle : 
- liste d'entrée: correspond à Wl.e liste de pointeurs vers la fi.Jl des 
•branches linéaires• arrivant à ce neeud; il y a a~-
tant de p0inteurs que d'entrées possibles dans la 
procédure. 
1-1 
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- NOM : codification. du auéro de la procédure par \Ul 
entier o. 
- liste de sortie: correspond à tm.e liste de pointeurs Ters le début 
des t:'bruchea linéaires• issues de ce noeud; il y 
a autant de pointeurs 411e de sorties possibles de 
la procédure. 
- PS 
( 1 - PS ! liste des noas 1 - PE 1 ) ~ 
dans laquelle: 
: est un pointeur Ters U&e sortie d1 ua noeud procé-
dura1. 
- liste des :aoms : donne de façon séquentielle et ordonnée la liste des 
nom-terminaux foraant la I branche lin.éaire•. 
- PE : est u.a. pointeur Ters une entrée d1 Ull noeud procé-
dura1. 
1.1.j.=La=reErésentatioa=du=début=et de=la=till. 
des réseaux 
----------
-·----------
- DEB(JrrER) : éléaent d1 1llll tablea• pointaJlt vers le neeud correspon-
dant à la procédure d 1 entrée du réseau qui décrl t le 
aom- terminal N'l'ER. 
- FIH(NTER) : éléaent d1 11ll. tableau pointant Ter~ le noeud correspon-
dant à la procédure de sortie du réseau qui décri 'ft le 
JIGJrt- terminal K'l'ER. 
1-2 
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Une codification particulière doit peraettre de distinguer 
dans les •branches linéaires• 
- les J110a-term:inaux 
- les accès au lexique 
l'éléaen.t nde 
Le passage de la re~résentation externe d'un R.H.P. à sa re-
présentation interne est illustré dans l'exemple suivant: 
- Soit le réseau de la page 160 de l'ouvrage pré-cité: 
- La figure suivante schématise la représentation iDterne de ce réseau: 
à( cha1nage pour le parcours gauche-droite 
•- - ----- Il Il 
" " 
droite-gauche 
~z 
FtJJ pq X X 't 
"3 " ("' ?- I 
' 
11) " Il 13 14 /~ li If tJ 1§ 24 
,1 2. 3 .4 S' , r I ! 111 " ,z 
1-3 
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1e2e DIALOGUE DE SAISIE DES OONlfEES 
-----------------------------------
Bous donnons à présent un, exemple de dialogue entre le pro-
graaae et l'utilisateur nécessa:Lre pour passer de la représeatatioll 
externe à la représentation interne d'un réseaa. Le dialogue se rapporte 
à lt.exeaple de résea• de la page 1-3 que uus appelleroas RESl : 
(Les demandes d• progralllle soat soulignées.) 
Noabre de non.,- terminaux : 3 
Ellseable de no:111!-termin.aux REST RES2 RES3 
Noabre de terainaux ..-rais: 3 
Ensemble de tera:1.aaux Trais: ab~ 
Noabre de terminaux à lexique !igés: 3 
Ellaeable de tenin.aux à lexique figés : d • ! 
Nombre de terminaux géaérauz: ~ 
EllseaDle de te.rminall:z: géaéraux: g hi j 
Description du sous-résea• : RE.S1 
Procéciure ci' eatrée : Pl 
Precédure de sertie: P4 
Ioabre de pncédures: 4 
Description du noead_: Pl 
lloabre d'entrées : 0 
Noabre de sorties: 4 
Descripti.o• du noeud.. : P2 
Nem.bre d1 entrées : 2 
Baabre de sorties : 1 
Description d• noeud. : P3 
Noabre d'entrées: 2 
Nombre de sorties:, 
Description du ueud: P~ 
Noabre d'entrées: 4 
Koabre de sorties: 0 
1-4 
Sortie 1 du noeutl Pl Ters entrée : 1 
Du noeud : P2 
En passant par les arcs : a b, 
Sortie 2 du DOeud Pl vers entrée 2 
Dll 110 eud:. : P2 
Ea passan.t par les arcs: c 
Sortie 3 du noeud Pl vers entrée : 2 
Dll mieeud. : P4 
ED passaJlt par les ares: e 
Sertie 4 du noeud Pl Ters entrée 2 
Du noeud : P3 
Ea passant par les ares : t 
Sortie 1 ctu m,euè P2 vers eatrée 1 
Du noeud : P4 
ER passant par les arcs: d 
Sortie 1 du noeud P3 Ters ea.trée: 1 
Du noeud : P3 
En passallt par les arcs g 
Sortie 2 du DOeud. P3 Ters en.trée : 4 
Du nae•d. : P4 
Ell passan.t par les arcs : i j 
Sortie 3 du m>eud P3 Ters entrée: 3 
Da naeud : P4 
Ell passant par les arcs h 
Description du SGUs-réseau RES2 
• 
• 
• 
• 
• 
1-5 
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· 1.3. COMPL»tENTS DE SPECIFICATION 
---------------------------------
Le prograaae CRERES est UD:. programae orienté utilisateur, 
càd qu'il devra obserTer certaiAes contrailltea: 
- Re pas illlposer à 1 1·11tilisateur des :Co.nu.ta de données 
fixes, 
- aider l'utilisateur da.Ra la aesure du possible, c:àd poll-
"t'.Oir répondre à des aessagea I help' et peraettre Wl. eer-
taill nembre de retoars 8ll arr.i.ère ainsi que des Térifica-
tions 'Yisuell.es, 
- enfin le program• e devra vérifier au aexi • UJI la cohérence 
des données imtroduites par 1•1utilisateur et signale-r des 
erreurs éYentuel1es. 
Pour modifier un. réseau déjà e:x:1.stant, il suffira de le re-
créer par le program• e CRERES. La modification d•un sous-réseau ea-
traine doac la rébtroductio:a. de tout le réseau. 
1-6 
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2. ANALYSE DE L' ALOORITBME 
--------------------------
2.1. STRUCTURE FONDAMENTALE 
La structure fon.daaentale de l'algprithme s"illspire forte-
aent du prograaae FORTRAN, écrit par Jean-mari.a PIERREL doat l'ordi.no-
gr ... e est donné ci-desaoua: 
f}é8{JT 
-- - - --
{. I llt" All)AJT 
~CÂ/A.E ,.{JdAJT 
Lll<E n1r 
&CAl/<E ïA/T 
Lll<é A/13 Tl/ 
-.... ECÂll<E A/871/ ~ ~ t.t/lE TT// ~ (iCAl/lE TTII ~ 
~ ........ 1 'J t.11?.i" A./ I) Tt ~ ~ t?C~l/lE /J/3TL ~ ~ 
~ ~ 
' C.l/(E' TTL ...... 
" 
~ éCl<l/?E TTI. ~ ~ ~ ~ Lt/lE Al/3T6 ~ ~ éC/(1/lE IV~T6 ~ 
" "-- t11?.E TT6 
~Cl(!ll..E TT6 
/?OC = 4 
I ;: A 
-- ----
2-1 
----- --~ 
.... 
~ 
~ ~ ~ ~ i:::: 
~ ~ 
-....; 1 
~ ~ ~ ~ ~ 
'-: 
--- ---
L 
l..!~E ll/Jl-f, 
PG, PSI AIBP 
éCl<l~é ,Vl/11 
;E1 fs AI/J,O 
1 =- A 
, 
1 
LI/.~ 
Al{J/1 1 #06, )J~S 
1 
TINJ r7✓ 4) .. J/tltf 
11J~ {] 1 2) :,9()t,M ïlf8 f 11 3) ~ Al~E 
77113 t~ 1t J :, #IJS 
tf tf JE/ttJ ( Il â t AIIJE J = 1 
-AltlM 
1 Ali/A/Al= llt/11/,ttJ 1 
,féf691.11Ak.;l/8E):. 
-l#lllf-#.ùAIAI, d/J) 
lttJc "' /l-bC + 
)l{Jç t- AIIJS t-A 
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2. 
• 
1 ~ +, l •uuv 
f-z 
( '7 CJ 91/.J : s ~IV 
f f.: Cl Of/l ~ ?~IV 
/-Z CJ f!(tl : 'Id( 
(rk; 9fLL : t1IY 
/Y 
y-= C 
1 (S<I} l'i! c- ((Jh'IJ IY/1 
Vil IYC7/L7Yc?1' li'tl,l/1 
(.lrJ/(lfl . .: !f71YIJ~;,1 
h'tllJ.?/Y<l:f 7.?tf,lfl 
( g/YI I PrJ/'O 11?:?Y 
:Jl//7(!}.)(J ~tl 7~clll 
.r --- -----
~ ~~ ~~ , ...... 
~~ ~~ ~~ 
i~ ~ '\ ~ 
~~ ~~ ~~ ~~ 
--------
~ 
( ù/J dt/ = J/t117 
~ 
-=b J ....._ ~ 
,n ~ 
'< 
~ Ir>! J li/Y "' J'(//Y c...:.: 
r-1- Y)f ::: J/)( t:.:. ~ 
//~ 7(1(/ ".111/ ~ 
/VI = ( 7fl6'/ 11/'?H V ~ ~ 
"' 
' (/YI I Yl/lf J lt?J]I .JWl/~7fl'W ~ 5:; 
~ 
( //.) .J li/Y = n11Y ~ n:i 
~ : J/ )f 
y+ J(J{I C ,J(l(/ 
)! c-w11- ~ f 1~J a61-î.r:1'JI I 
.r-1;f!f/"(Jfc 1~~l nv~S-311 
~/YI l(/ 1t~ 11'f'1Yt/ gJI~~ 
(Œ~h 1ltl1U' J'J 1Yd .JI/IJ 
rv 
1 
\J1 
TJl)11lntJJT IFS 
ill/JAJC/IES llUE/1//<ES 
N 
Il 
H e 
u 
Il 
Ll 
-+ + ~ 
:::::.... 
J/ -f S/V = S.JV 
[ 
r-=----,'t"=----=----=-----_----@ 
'f:l~-~ g~J.L ~cY/)2;1 
1 
:: J )/ 
-~--------!1 
1-
,u B fJ);:;. TTô â/,1) 
1 ,V// = A/J.4 - 2t:J,C} {) 
l;tltJé.7) ~ TT// é,V,/) 
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'2 
~ ~ 
~ ~ 
~ 
'"l ~ ~ 
~ 
~ ~ 
/1811) = 't # J1Dt 
? = 1 + ,,, 
A/é: ,1 
A 
I(: /( "f'" A 
Po r Alér4 
!T~/RE ltF.rU~: 
lf?IK - A,U - l'l(tJc 
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Procédure RECH(N,IN) 
La fonctioa RECH recherche un élément correspendant à H dans 
les tableaux 'l'N'!', T'l'V, m., TTG. IN donne 1 1 indice de l' éléaent et in-
dique dans quel tableau il se trouve. (Si l'élément œ•a pas été retrou-
vé, Ill = 0) • 
1 Z = Tt-A 
1 .Z = Zr/! 
2-10 
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Procédure .A.D(K) 
La fonction AD recherche dans le tableau T.A.B 1 1 éléaent corree-
pon.dant au paramttre K. AD indique l • éléaen.t de la deuxième ligne de TAB 
correspondant à K. 
2-11 
Anno 23 
Co11111e nous l'aTons déjà reaarqué, nous conserTerons de cet 
algorithme la structure tondaaentale, càd la décoaposition dans les 
étapes suivantes: 
- Intialisation: Acquisition des Taleurs de base du réseau 
co-e : 
+ aombre de noa-terminallX 
+ ensemble des non-terminallX 
~ noabre de terminaux Trais 
+ ease• ble des tel'lllllaUX Trais 
+ nombre de terainaux lexique figés 
+ enseable des terminaux lexique figés 
+ nombre de termd.naux généraux 
+ enseable des terminaux généraux 
(:aous y ajouterons une Téritication wi-
suelle par l'utilisateur aind qu'une 
possibilité de retour en arrière aTec 
aoditication partielle) 
- Traitement des sous-réseaux un par Wl: Ce traiteaent se 
décompose lui-•~•• en trois sous-étapes 
+ Initialisation d1 Wl sous-réseau, càd 
acquiaition des Taleurs de base d'un 
sous-réseau co11111e: 
procédure d'entrée 
procédure de sortie 
nombre de procédurea 
+ ~raitement des noeuds proeédurallX de ce 
SC:>Us-réseau, ol oa définit pour chaque 
noeud procédural les caractéristiques 
suivantes : 
nombre d'entrées 
noabre de sorties 
+ Traitement des branches linéaires de ce 
sous-réseau, oA on définit pour chaque 
noeud procédural et pour chaque branche 
sortant de ce noeud : 
la procédure d1 arri.Tée de cette 
branche 
le numéro de l'entrée dans cette 
procédure 
les élément• composaat cette branche 
(aous y ajouterons des Térificatio•s au-
toaatiques sur la cohérence des données 
introduites ainsi que des options de re-
tour en cas d'erreurs) 
- Affichage du réseau et enregistrement sur fichier en vue 
d 1lllle utilisation par ua autre prograJDJ11e. 
(Ici aussi nous ajouterons une possibilité de retour en 
arrière) 
2-12 
Nous obtenons doac la structure suiTan.te :pour notre 
algori thllie : 
Al 
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1 
aTec les signi!icatioas suiTantes: 
- Pl : Prograaae prlllcipal 
- 11 
- Ml 
: Initialisation des valeurs de base du réseau 
: Modification des Taleurs de base d• réseau 
- 12 : Initialisation des valeurs de base d1 ua sous-réseau 
- B1 
- B1 
- A 1 : 
- El : 
- et : 
- C2 : 
- C3: 
- C4: 
- C5 : 
Trai telllien.t des noeuds procéduraux d1ua · sous-réseau 
Traitement des branches linéaires d'un. sous-réseau 
Affichage du réseau 
Enregistreaent du réseau sur UJL fichier 
Fia de modification des Taleurs de base du réseau 
Descriptioa du réseau correcte 
To11S les sous-réseaux sont décrits 
Description d• sous-réseau correcte 
Descr.iptioa noeuds et 1.nitialisation correctes 
Ann. 25 
C6: 
- C7: 
Toutes les bruches sont décrites ou reprise du sous-réseau 
Initialisation correcte 
- C8: Tous les noeuds sont décrits ou reprise du. sous-réseau 
Nous avons maintenant décrit la structure fonda.men tale 
de l'algorithme, la partie suivante doma.era les détails du traiteaen.t. 
2-14 
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2.2. DESCRIPTION DETAILLEE DES TRAIT'EMENTS 
------------------------------------------
Dans les paragraphes qui vont suiTre, nous allons donner 
la description détaillée d.e ce que devront réaliser les différentes 
parties dégagées dans la structure fondaaen t ale. 
2.2.1. Initialisation.. des Taleurs de base 
===-===================================== 
d.u réseau 
--------
Dans cette partie, 11 s• ·agit d'initialiser les valeurs de 
base chl réseau, càd: 
- deaander à l'utilisateur d'introduire les nombres de non.-
te~aux, teraiaaux vrais, - de type lexiques figés et 
- geaeraux ainsi que l''ensembl.e deSi non,-terainaux, tel'lli-
naux vrais, - de type lexiquea: figés et - généra11X; 
- saisir la réponse de l~utilisateur au tersinal; 
- Térifier la cohérence des données ill!trodui.tes par l''uti-
lisateur; 
- dans le cas d'erreurs, les signaler à l 1'Utilisateur par 
des messages d'erreurs et gérer la reprise des traiteJ&eats; 
dans le cas d1UJle dell:allde de renseigaem..ents par 1•1uUlisa-; · 
teur, lui répondre par un message 1help1; 
- donner à 1•~tilisateur la possibilité de vérifier Tisuelle-
11:ent les données ilttroduites. 
Cette initialisation n'est effectuée qu'une seule fois. 
2.2.2. Modification des valeurs de base 
--==-=-----==-========================= 
du réseau 
========= 
Après l''initialisation des Taleurs de base,, il fa11t donner 
la possibilité à 1•1utilisateur de modifier ces T.aleurs, llll.e erreur 
ayant été découverte lors de la vérificatien visuelle. Il faut donc : 
- deaander à 1.''utilisateur s'il veut 111odifier quelque chose; 
- si oui, lui demander séparé• ent s'il veut modifier les 
non-termillaux, terminaux vrais, - de type lexiques· figés 
ou - généraux; 
- pour chaque classe à modifier redesander le noabre et l''en-
seable des éléaents de cette chase; 
2-15 
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- saisir la réponse de l'utilisateur au terminal; 
- Térifier la cohérence des données introduites par l'uti-
lisateur; 
- dans le cas d'erreurs, les signaler à l'utilisateur par 
des aessagea d'erreurs et gérer la reprise des traitem.ents; 
- dans le cas d'une deaande de renseignements par l•utilisa .... t 
teur, lui répondre par Wl message 1 help'; 
- donner à l'utilisateur la possibilité de Térlfier Tisuelle-
aeat les doanées i.atrodui.teso 
Cette 110dif'ication des valeurs de base du réseau doit pou:y,oi.r 
ltre faite autant de fois que le désire l'utilisateur. Ayant cependa.at 
décidé que cette aodification était terminé, Gn n'y reTiendra plus. 
2.2.2.=Ind.tialisation=des=ftl.eurs=de=base 
d'UJL sous-réseau 
Ce module initialisera les valeurs de base d'un. sous-réseau, 
càd : 
- il deTra demander à 1.•utilisateur d' ill.troduire le no• du 
sous-réseau à traiter; 
- saisir la réponse d& l'utilisateur au termi:Lnal; 
- Térifier si ce 1!18Us-réseau n•a pas encore été décrit: 
• s'il. a déjà été décrit, le signaler â ].•utilisa-
teur et de11AI1der la réintroduction jus~u•à ea 
obtenir Ull.. qui n'ait pas encore été décrit, 
• sinon accepter ce noa; 
- d8Jll'.allde.r à 1 1 utilisateur l.e nlllllllléro de la procéd.w-e d' ea.trée, 
- de sortie et le DOllllbre cie procédures du sous-réseau; 
- saisir la réponse de l'utilisateur au terminal; 
- Térifier la cohérence de ces domtées ( ex.: nM ~ ùs ); 
- s'il y a des erreurs, les signaler à l'utilisateur et dellall-
der la réintroduction des données erroma.ées; 
- donner à l'utilisateur la possibilité de demander des ren-
seignments et lui répondre par des messages • help' • 
A la fin de cette initialisatio•~ il faut donner à l'utilisa-
teur la possibilité de revenir en arrière et de aodifier les dannées 
introduiteso Oa ~• passera à la partie suivante que si l'utilisateur e• 
a décidé ainsi. 
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On traitera dalils cette partie les iafol"lllations rehtives aux 
noeuds procéduraux d• so11.S-réseau doa.t on a initialisé les Titl.ellrs de 
base dans la partie 'Initialisation des valeurs de base d'un 8Ci>lls-ré-
seau•. Il faudra: 
- demander à l'utilisateur d'introduire le 1uméro de l.a pro .. 
cédure qu'il désire décrire; 
- deaander à 1'1utilisateur de donn.er le nombre d'entrées et 
le noœbre de sorties pour cette procédure; 
- saisir les réponses de l'utilisateur au terminal; 
- vérifier la cohérence dea données introduites, notaaaent: 
+ la première procédure à décrire doit ,tre la. pro-
cédure d'entrée, 
+ la dernière procédure à décrire doit ,tre la pro-
cédure de sortie, 
+ aucune procédure ne peu..t ltre décri te deux. fois, 
+ la procédure d'entrée doit avoir O entrées, in.-
versément, une procédure n'étant pas procédure 
d'entrée, ne peut avoir O entrées, 
+ la procédure de sortie doi.t a-.oi.r O sorties, ia.-
versément, UJl.e procédure n•étant pas procédure 
de sortie, ne peu,t aYOir O entrées, 
+ toute procédure doit ,tre décrite au mous un.e fois; 
- dans le cas d'une erreur, la signaler à 1 1 utilisateur par 
ua. message d'erreur; 
- donner à l'utilisateur la psssibilité de deaander des re:a-
seigam:ents et lui répondre par des messages 1 he1p 1 • 
Après le traitement de ces informations, ll tauflra Téritier 
leur cohérence à ua niveau plus global (au.tant d 1 eDitrées que de sorties 
dans UJt •'-• sous-réseau) et, dans le cas d.' u:n.e erreur, permettre la 
reprise des trai.teaents soit au niveau de l'initialisation des val.eurs 
de base du. sous-réaea11, soit au ni..-eau du trai tem.en t des noeuds procé-
duraux. Dans le cas oà les données son.t cohére:a tes, il faut quand. •1-e 
d0D.Jter à l~utilisateur la possibilité de revenir e~ arrière po\U' modi-
fier éven.tuel1eme:at des dollAées. Pour cela, il doit pouT.Oir repreacire 
soit à 1 11nitialiaation des valeurs de base du seua-réseau, soit aa 
traiteaen.t des noeuds procéduraux. Ce n.1 est. que lorsq_•e 1 11utilisateur 
le décide q1& 1 oa passe à la partie traiteae:nt des braaches linéaires. 
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Cette partie traitera les informations relatives aux branches 
l:iAéairee du solls-résea11 dollt on a 1n1 tialisé les valeurs de base dana 
la :partie •1Ini tialisation. des valeurs de base d1 UJl. sous-réseau• et. doat. 
oa. a décrit l.es 110euds procéduraux dan.a la partie 'Trai teaeat de,s JlOeuds 
procéduraux d1 Wl sous-réseau•·• Il faudra : 
- dem:an.der à 1 1 ut.ilisateur, pou.r UD.e procédure doJUlée et une 
sortie de cette procédure égaleaen.t donnée, d'introduire 
le n.uaéro de la procédure et le numéro de l'·entrée dans cette 
procédure y correspondants; 
- dem.ander à l. 1utilisateur de décrire les éléments des llran.càes 
ai.nsi définies; 
- saisir les réponses de l'utilisateur au terminal; 
vérifier la cohérence des données in.troduites, notamment 
+ la procédure d1 arriTée doit avoir été décrite da&s 
la partie •Traitement des noeuds procéduraux d1 'UJL 
so11.S-réseau•; 
+ la procédure d'arrivée ne peut ~tre la procédure 
d'entrée dalUI le sous-réseau; 
* les entrées d'une procédure d'arrivée ne peuweat 
~tre décrites qu'une seule fois; 
+ peur une procédure d'arriYée, on ne peut décrire 
plus d1 elltrées qu'on en. a déclarées da.as la par-
tie 'Traiteaent des noeuds procéduraux d9 Ull. sous-
résea\11; 
+ les éléments composant la branche linéaire doivent 
tous aTOir été décrit lors de l'init:i.al.isation 
des val.eurs de base du réseau; 
dans le cas d'une erreur, la signaler à l'utilisateur par 
un aeesage d'erreur; 
- donner à l'utilisateur la possibilité de delllB.llder des rea-
seigaeaents et lui répondre par des messages 1 he1p 1 • 
Après le traitement de ces informations, il faudra vérifier 
leur cohérence à un niYeau plus global (toutes les entrée& de toutes 
les procédures doivent avoir été décrites) et, dans le cas d'une erreur, 
peraettre la reprise des traitements soit au niveau de l'initialisation:. 
des Taleurs de base du sous-réseau, soiê au niveau du traitement des 
noeuds procéduraux du sous-résea•, soit .1a11 niveau d• traitement des 
bruche• li~éaires du sous-réseau. Dans le cas ol les données sont co-
hérentes, il faut qv.an.d m~me dona.er à 1 1uUlisateur la possibilité de 
revenir en arr.i.ère: afin de modifier éventuellement des données. Pour 
cela, il doit pouvoir reprendre soit à l'initialisation des valeurs de 
base du sous-réseau, soit à la partie traitement des noeuds procéduraux 
du sous-réseau, soit à la partie traitement des branches linéaires. Ce 
n'est que lorsque l'utilisateur le décide, qu'on passe à la partie sui-
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~ante, qui est l'initialisation des valeurs de base du sous-réseau sui-
vant ou, si on nent de décrire le dernier sous-réseau, 1 1 affichage du 
réseau au terminal en vue d'une vérification visuelle par l'utilisateur. 
Après avoir receuilli tous les renseign.eaents sur le réseau, 
11 faut afficher le réseau à l'écran pour penaettre UJle yérification 
nsuelle par l'utilisateur. Ce sera alors à 1 1-utilisateur de déci.der 
s'il faut encore modifier des données ou non. S'il faut reprendre la 
description~ on va alors la reprendre au niveau de l'initialisation des 
valeurs de base du preai.er sous-réseau et on Y.a oublier tous les trai-
teaents effectués jusq•'alora. Sinon on passe à l'enregistreaent ~u 
réseau sur fichier. 
Ce nœdule ne fait rien d'autre que m:é1RX>riser tous les r8Jl-
seigaements nécessairas à lUle boBlle illterprétation de la représentation 
interne du réseau, ainsi que la représentation interne elle s&ae sur 
fichier. Le réseau ainsi mémorisé peut ~tre exploité par un autre pro-
gramae (eJt.: Analyseur syntaxique). 
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3. IMPLDŒNTATIOK 
-----------------
L' e:ase• ble de la programaati.on a été réalisé en PASCAL stan-
dard. La structure de base eat donc u:a.e structure de tableau. Nous re-
tro11Teroas ci-dessous la description du code du progruae CRERES dans 
sa dernière Tersion du 20/10/82. 
URe reaarque prélillinaire s• i • pose encore : Le PASCAL tel 
qu'il est iapléaenté sur 1 1Exoraa.cs 68000 n'adaet pas le passage du 
no• d'Wle procédure coaae paramltre à UD.e autre procédure. Ceci a quel-
que peu alourdi le code. 
Le prograaae principal repre:ad en gros la structure fondaaen-
tale tel1e qu'elle a été décrite au chapitre précédent. Il~ a trois 
grandes parties: 
- uae partie Initialisation1 
- Wl.e partie Traiteaent du réseau; 
- un..e partie Méaorisatioa du réseau. 
Dans cette partie s'effectue l'initialisation des valeurs de 
base du réseau. Polir cela le programme utilise quatre procédures pour 
initialiser séparé111ent les non.-te.rminaux, terminaux généraux, Trais ou 
à lexiques figés. Ce soat les procédures IXITNT, IIITTV, INITTL, INIT'ml. 
Pour faire des modifications éTentuel1es, llll.e procédure KODINI est appe-
lée et cela j\lsqu'à ce que l'utilisateur d.écide de continuer en répon-
dant non à la deaande de modification. Ensuite le prograllllle effectue•-
core quelques illitialisations lui-a,ae aTa.nt de passer à la partie sui-
Tante. 
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,.1.2.=Trai teaent= du=réseau 
Après l'initialisation des valeurs de base du réseau, on peut 
traiter le réseau, sous-réseau par sous-réseau. C'est cette structure 
que reflète la partie Traiteaent du réseau. Le réseau est trait, jus-
qu'à ce qu'il ait été validé par l'utilisateur. De pius, le réseau est 
traité jusqu'à ce qlle tous les so1U-réseaux aient été traités. Un sous-
réseau est traité jusqu'à ce qa'il ait été décrit correctement et vali-
dé par l'atilisateur. Le traiteaent d'un. sous-réseau se décompose lui-
•~•e en Initialisation des valeurs de base du sous-réseau, Traiteaent 
dea nee1.1.d.a p~édurawc du sou.a-réseau et Trai teaent des branches liné-
aires du sous-réseau. Com.ae on veut permettre des retours en arrière, 
il y a des validations après chaque étape du traitement. On ne passe a 
la partie Traiteaent des branches que. lorsque l'In.itialisation et le 
Traitement des DO euds a été Yalidé. De m•e, OJl. ne passe au Trai teaen.t 
des noeuds que lorsque l'Initialisation a été Talidée. Pour iDitiali-
ser les valeurs de base, une proc.édure TRDSR est appelée. Le 'lraiteaeat 
des noeuds procéduraux s•etfeetue par l'appel de la procédure TRNO. La 
cohérence des données introduites est vérifiée par la procédure VEIMO. 
Après validation, oa passe au Traitement des branches liaéaires qui est 
réalisé par l'appel tie l.a procédure TRBR, à la suite de laquell.e. la pro-
cédure de vérification VERBR est appelée pour Térifier la cohérence des 
données acquises. Tous les sous-réseaux ayant été traités, o~ affiche 
alors le réseau par la procédure IMPRE en TU.a d1 lllle vérification n-
suelle par l'utilisateur. La Talidation s'effectue par la precédure 
VERRE dont le résultat décide de la suite du trait8Dlent, càd: 
- passage à la partie suivante; 
- ou reprise au débat d.u traitement du réseau en oubliant 
tout ce qui a été décrit jusqu'alors. 
Cette partie se résWlle à l''appel de la procédure ECRRE qui 
écrit le réseau avec les infa:rmations aDJlexee sur un fichier qu:i s 1 ap-
pelle RIIP. 
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Nous appelierons procédures d'initialisation les procédures 
suivantes : IHI TNT, INI TTV, INI TTL , INI TTG et MO DINI • 
Cette procédure in.i tialise le nombre de non-terminaux ainsi 
que l'ensemble des non-terminaux en faisant appel à la procédure LEC-
TURE chargée de saisir les données au terminal. Elle fait le joi.Dt en-
tre les résul.tats de LECTURE et la représentation en mémoire centrale 
de ces données utilisées tout au long du program• e. 
3.2.2. IN!ITTV 
========= ·==-
Mtae rôle que IllITl{T, mais pour les tel'11illaux Trais. 
M~ae rôle que INITBT, mais pour les terminaux à lexiques figés. 
Mime rôl.e que IHITNT, sais pour les terminaux généraux. 
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Cette procédure don~e à l'utilisateur la possibilité de 110-
difier les données illi tialisées précéde-.en,t en 1ui dellB.llda.D!t pour 
chaque catégorie d& mots s'il désire \lJle aodification. Pour la réi.Jt.-
troduction des données, la procédure utilise les procédures IllITTV, 
IIIITT.L, IBITTG, IBITIIT. 
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3.3. Les procédures de traiteaeat des sous-réseaux 
--------------------------------------------------
Cette procédure sert à initialiser les valeurs de base d1 ua 
sous-réseau. Elle demande à l'utilisateur le noa du sous-réseau qu'il 
désire décrire 0 Ensuite elle vérifie qu• il s 1 agi. t bien d.1 UJl. noR-telwi-
n.al et que ce non-terminal n•a pas encore été décrit. Après avoir de-
aandé à. l'utilisateur d'introduire le nllDl!éro de la procédure d'entrée~ 
celui de la procédure de sortie et le nombre de noe:uils procéduraux du 
sous-réseau, elle lui demande s'il Teut modifier les données qu'il 
T.ient d'introduire. En !onction de la réponse de l'utilisateur, une 
variable est positionnée de manière à signaler au prograaime principal. 
la décision de l'utilisateur. 
Dans cette procédure on va traiter les noeuds procéduraux du 
sous-réseaa que l'utilisateur a décidt de décrire dans la procédure TRDSRo 
Il faudra décrire tous les noeuds procéduraux de ee sous-réseau en. œ11-
ae114ant par la procédure d'entrée dans le sous-réseau et en tel'lli.nant 
par la procédure de sortie du sous-réseau. La procédure deaa:ade à l'uti-
lisateur d'introduire le nllllléro de la procédure qv.1 il désire décrire. 
Elle ..-érifie que la description se fait au bon end.roi t et que le noeud 
n•a pas encore été décrit. Ensuite elle deDande l'introduction du 110111-
bre d'entrées at du nombre de sorties du noeud procédural. La cohéreiœe 
des données est vérifiée. S 1 il n'y a pas eu d'erreurs, on porte les 1.11!-
forsations receuillies dans la représentatioa interne du réseau, sinon 
on fait appel à la procédure REPHO qui reaet toutes les variables dans 
Ull. état détel'lli.aé qlli dépend . du niTeau de reprise désiré par i•utilisa-
te11r. 
On traite ici les i.lltormations relatives aa branches linéaires 
da sous-réseau que 1 1-utilisateur a décidé de décrire dans la procédure 
TRDSR. La procédure demande .. de doruur pour une procédure déteraiaée et. 
UJle sortie de cette proc.édure, le nl;lllléro de la procédure aYec le num.éro 
de l'entrée y correspondants et les éléments constituant la branche 
ainsi déterminée. El1e vérifie que la procédure d'arrivée existe, que 
l'entrée dans cette procédure existe, que la procédure d1arriTée n'est 
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pas la procédure d'entrée dans le sous-réseau, que l~entrée n'ait pas 
encore été décrite.•• Pour l''acquisi tion. et la vérification des élé-
aents constituants la branche elle fera appel à la procédure INARC. 
s• 11 n • y a pas eu d'erreurs, on porte les informations receuilli.es dans 
la représentation interne du réseau, sinon on fait appel à la procédure 
REPBR qui reaet toutes les. variables dans wt état déterminé qui dépend. 
du niTeau de reprise désiré par l'utilisateur. / 
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3.4. Les procédures de Térification de cohérence 
------------------------------------------------
2•4•1•=VERNO 
Cette procédure Térifie la cohérence des données se rappar-
tant aux noeuds procéduraux, à un niveau plus global. Elle vérifie que 
le nombre total d'eatrées dans un sous-réseau est égal au nombre- de sor-
ties dalle ce sous-réseau. De p:Lus, si toutes les donD.ées sont cohérentes,. 
elle donne quand m~me à l'utilisateur la possibilité de revenir ea arrière 
pour modifier éventuellement des données. Si des reprises doiTent ~tre 
effectuées, elle fait appel à la procédure REPKO, sinon el1e positionne 
une Tariable qui i•dique au programme principal la décision de l'utili-
sateur. 
Cette procédure vérifie la cohérence de la descriptioa des 
branches linéaires, en vérifiant que toutes les entrées ont été décrites. 
De plus, si toute.a les données sont cohérentes, el.le do11J1e quand même 
à l'·utilisateur la possibilité de revenir en arrière pour modifier é-
Yentuellement des données. Si des reprises doivent Jtre effectuées, elle 
fait appel à la procédure REPBR,sinon elle positionne un.e variable qui 
indique au programae principal. la décision de l''utiliaateur. 
Ici on. donae à l'utilisateur la possibilité de reprendre le 
traitement du réseau. S'il désire le reprendre, on oublie tout ce qui 
a été fait jusque 1118.intenant, càd on réinitialise un certai11 nombre de 
variables de manière à ce qu'on. puisse reprendre le traitement au. mo-
11en.t de l'initialisation du premier sous-réseau. 
1 
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3o5• Les procédures de gestion de reprise 
-----------------------------------------
Cette procédure a comae objectif de remettre certaines var:!La-
blea dans un état déterminé par le niveau de reprise désiré par l''uti-
lisateur. L'utilisateur a trois possibilités de reprises: 
- au niveau Initialisation des valeurs de base du sous-rése91Jl; 
- au niveau Traite•ent des noeuds procéduraux du sous-
réseau; 
- au nclveau de la description erronnée, si l'erreur a été dé-
tectée avant la vérification globale VERIIO. 
Elle doit donc demander à l'utilisateur laquelle de ces trois options 
lui convien.t et de modifier la représentation interne du réseau en con-
séquence. 
Cette procédure a comme objectif de re1111ettre certaines v;aria-
bles dans un état déterminé par le niveau de reprise désiré par l'uti-
lisateur. L'utilisateur a quatre possibilités de reprises: 
- au niveau Initialisation des valeurs de base du sous-réseau; 
- au niveau Traitement des noeuds procéduraux du sous-
riseau; 
- au niveau Traitement des branches linéaires du sous-
réseau; 
- au niveau de la description erronnée, si 1 1'erreur a été dé-
tectée avant la vérification globale VERBR. 
El l e do i t don.c demander à l''utilisateur laquelle de ces quatre possib.ili tés 
iui convient et de modifier la représentation interne du réseau en con-
séquence. 
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3.6. Les procédures Help et d'affichage de aessages 
---------------------------------------------------
Ces procédures ne font rien d'autre que d'afficher des nessages 
au termd.nal. Elles sont entièreaent définies parie contenu de ces 
aessages et ne seront donc pas détail1ées. 
Le rô1e de cette procédure est de lire un entier au te:rmiD.al 
et de le fournir à la procédure appelante ainsi qu'un code retour ia-
diquant si l'utilisateur n'a rien. tapé, s'il d.ésire des précisions, 
s'il a tapé qch d'insignifiant ou si la lecture a réussi. 
La procédure lit UDe réponse au terminal qui doit soit &tre 
oui, soit non. El1e doit fournir la réponse à la procédure appelante 
ainsi qu'un code retour indiquant si l'utilisateur n•a rien tapé, s'il 
désire des précisions, s'il a tapé qch d'insignifiant ou si la lecture 
a réussi. 
La procédure LECTURE. lit UD nombre et un.a liste d1 é1éŒents 
au terminal. Le nombre lu détermine le nombre d 1 éléaents de la liste. 
El'l cas d1 1Jl.cohérence entre les deux, l'utilisateur peut réintroduire 
la liste soit réintroduire le nombre et la liste. S'il n'y p1us d'in-
cohérence, la liste est enToyée à la procédure appelute de mhe q•e 
le n.oabre. 
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La procédure RECH dloit rechercher un é1ément dans les tableaux 
tnt, ttT, ttil et ttg. Elle doit indiquer à la procédure appelante si. 
l'élément se trouve dans un de ces tableaux et, si oui, dans lequel et 
à quel eJadroit. 
La procédure IHSTRING doit lire une chaine de caractères au 
terminal et fournir cette cha.111.e à la procédure appelante ainsi qu'lDl 
code retour indiquant si l'utilisateur n'a rien tapé, si l'utilisateur 
veut des précisions, si l'utilisateur a ta~é qch d'insignifiant ou si 
la lecture a réussi. 
La procédure IBARC doit lire uae liste d'éléaents au tenm.nal. 
et fournir cette liste à la procédure appelante ainsi. qu'un code reto11r:· 
illdiquaat si l'utilisate11r n'a rien tapé, si l'utilisateur Teut des pré-
cisions, si l'utilisateur a tapé qch d'insignifiant ou si la lecture a 
réussi. 
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du réseau 
Cette procédure doit parcourir la représentation interne dll 
réseau à noeuds procéduraux et afficher ces renseignements sous uae forae 
lisible au terminal de manière à permettre une Térification Tisuelie par 
l'utilisateur. L'affichage se fait sous-réseau par so~s-réseau. 
Cette procédure doit écrire la représemtation interne du ré-
seau à noeuds procéduraux accoapagnée des infonmations annexes sur ua 
fichier qui s'appelle RIP. Cette représentation interne pourra ainsi 
~tre exploitée par un autre programme. 
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La différence entre la Tersion du 20/10/82 et celle du 8/1 1/82 
réside dans le fait que la première version adaet des entrées pour UJlle 
procédure d'entrée dans un sous-réseau et des sorties pour Ulle procé-
dure de sortie d'ua sous-réseau, tandis que la deux:lèae Yersion a'ad-
met pas ces possibilités et signal.e une erreur lorsque le cas se pré-
sente. Cette Tersion ne se distingue dès lors de la première que par 
deux tests supplémentaires venet s'ajouter aux deux tests de la page 
36 {du listing) et qui deviennent: 
0 
0 
• IF (((NBE = 0) AND (HUM p PE)) OR 
((NBE p 0) AND (NUM = PE) ) ) 
THEIi BEGIH 
• 
• 
• 
• 
• 
• IF (((NBS = 0) AND (NOM~ PS)) OR 
((NBS ~ 0) AND (NUM = PS))) 
THEM BEGIN 
• .. 
.. 
• A part cela rien :n.• est modifié dans le programme. 
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Listing du programme CRERES avec résultats 
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F'AGE l LI ST 1.}ERS ION ll./ S./8:::1 <c:·.,, .-z-7 .J. , • .' ., ·•-t .l.' ., '-·· ·' Cf-<ERES 
PROGRAMME CRERES 
( :,:. 
( :•, ~)UTEUF: 
<* DATE DERNIERE MODIFICAflüN 
l"lCIUf;EL F' i E!rTE! 
OB/ll/B2 
( :., 
program creres(i nput,output); 
( , ... 
( 
·•· .. 
( -:+:-
c on s.t bol nt 
bo2nt 
boltv 
bo 2tv 
boltl 
l::1 0 2t 1. 
bu 1 t,;i 
bo)tq 
bori?.r;; 
nproc 
boë':rc 
t 1..,J,::,•2 tabl.•ë!,,l u 
var 
~,. i'é:\AVpr OC: 
c: odr,=à!t 
c h ë,: i ni?. 
~~ l.nt.. 
el. tv 
'"~ l. t l. 
el t,;J 
arc:•; 
tablarc: 
t ,è\ b 
no/11 
code 
tabl.,2 
arc 
tare 
nbnt 
nbtv 
nbt l 
nbt,::_i 
i,.,i 9 k, lffl'1 
DECLARATION DES DONN EES GLOBALES 
·-· ::.~ 0 ; 
·- i,; 
- :::! O; 
·- i); 
-· 30 ; 
.... i)? 
.. _ :~o; 
-- L1 ;i 
-- 2000; 
·- 20 9 
-- 1 (); 
(* no mbre max im al. de non - t er min a u x 
<* nombre ma x imal. de caracteres/non·-terminal. 
<~ nombre max im al de terminaux vrais 
(* nombre maxim a l. de caracteres/te rmin al. vr a i 
<* nombre max im a l. de terminaux l. exiqu~s fig es 
<* nombre maximal de c a r ac:tcres/tc rm.l.ex.fig. 
( :>: no1,1br~:! ,,1;;::>: i fil a 1. dE: t.1:• r·- 111 i nau>: •::.i•":n•. : 1r·i:IU>: 
<~ nombre max i mal de caracteres/termi n a l. gene r a l 
(* nombre ma ximal. d ' el.ements d a ns l e re s eau 
<* nombre maximal de noeuds par so us-reseau 
(* nombre maximal rl 'arcs p a r br anc he 
- a rr a y[l •• 120] of c ha r; 
- array[l •• n,::,roc,l •• 5] of integer; 
·- ( b l a n 1-~ Y h '"~ l i::, , i n v a l i d 9 oh ) ; 
-· ë::=r r ;;:; 1:1 [ l .. bo2nt J of c h ë::r ; 
- array[l •• bo 2 ntJ of c har; 
- array[l • • b o2tv J of char; 
- ar r a y[l •• bo2tlJ of char; 
- a rr a y[1 •• bo2tgJ of char; 
- ar r ay[l •• bo2ntJ of c har; 
.. _ ë1r -r .. ~11 r l • ,. hc,~:, r •c:. ] of ;:.w·c s; 
t ,'l b l ,,~ a 1 ...1 ; 
cha in•::!; 
<~ i ntermediaire ecr a n/tnt,ttv,ttl,ttg 
(* contient l e nom du so us- r eseau e n 
<~ cours de traitement 
c~ test v a l1d1te rep e nse 
sauvproc;(* table a u de sauvegarde 
arcs; ( * contiendr a les n oms des a rcs 
tabl. a rc; <* contient l a liste des arcs d 'u ne branche 
text; c~ fichier qui contiendra les resultats 
i n t •2Q(!r ;: ( ,., no rnb1" ,2 d ,,~ non ··- t•::!r r:1 i n au>: l. u \; 
,nteger; (* nombre de terminaux vrais lus 
i nt,,~9 ,2r r ( .;., 1-1ornb1·~,,~ d 12 t 1::!1·~rn i n au;.: l. 12>: i qu ,=:!'.ë. f ig•':!!::- l. u s. 
i ntege r; (* nombre de t e rmin aux gener aux lu s 
integer; (* entiers servant d ' inde x 
:() 
,:,, ) 
:•:• ) 
-:,;) 
,., ) 
*) 
* ) 
*) 
•:•: ) 
!+: ) 
* ) 
:>:) 
;,;. ) 
n 
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( :,:. 
Cf:' 
( :,:. 
ind 
pe 
P''> 
n bp 
l'H,I Ill 
nbEi 
nb s 
a cl c: 
nnnn 
a clr 
l::!nt. 
proc 
indproc 
i nclë:irc 
d,':!cr i t 
d,=:!b 
fin 
tnt 
ttv 
tt l 
t tg 
ch 
repons•ëi 
r,,~p i nva li .-.:k~ 
rinc:or 
sr in c or 
nincor 
dsrincor 
no111 i l'lCOI" 
r r':!J:•rSt" 
reprbr 
•':!rt"•':!LII" 
dern i r:=~r 
pr ocedure vidou i ; 
b•,~ •J in 
wri t~0!ln; 
in teqer (* i ndi ce d'un non-terminal dans tnt +) 
integer (* proceciure d 'entree pour un so us-rese a u *) 
i nteger <~ procedure de s ortie pour un . s ou s -reseau *) 
int eger; (* nombr e de procedures pour un so us- reseau *> 
integer; (* num ero de la procedure +) 
integer; (* nombr e d 'entrees de la proc:edure * ) 
integer; (* nombre de sort i es de la procedure *l 
int eger; (* pr emie r element di sponible d a ns reseau *> 
integer; (*var . de tr av . pour procedures dupli ciees *) 
intege r; ( * ad r esse d ' une procedure dans le resea u *> 
integer; (* numero de l rent r ee dans une procedure *) 
integer; (* num ero de l a procedur e ds l a quel le on entre*> 
integer; <~ indi ce dans tab l e de cette procedure +J 
i n t •::i q "'! r· ; ( * i n d i c: "'! d :; t nt , t t v , t t l ou t tg d '' un a I'' c "' ) 
a rray[l •• boln tJ of boole a n; (* non-terminaux t r aites *l 
i:0:tr· r a 1,,1 [ l .. . b orr:=~s. J of i nt E!•J•;:! I''; ( '•' l"(!f)r •,!!::• • i n t .. dt4 r•:!SE! at,I :+:) 
ar ray[l •• bo1ntJ of integer; (* ptrs vers e ntree s ds s-r *l 
ar r a y[1 •• bolnt] of integer; \ * ptrs vers sorti es de s- r *> 
a rr ay[l •. bo1ntJ of elnt; (* liste des n-t *l 
a rr a y[l •• boltvJ of eltv; '* liste des t-v *> 
a rray[l •• boltlJ of eltl; <~ li s te des t-1 *) 
array[l •. bo1tg] of e l tg; \* liste des t -g *> 
char; (* intermediaire tnt,ttv,ttl , ttg/ecr a n *) 
cha r ; (* contient repense si va lide *) 
boolean; (* controle v a lidite repense *> 
boolean; (* c:ontrol e r eseau c:orrec:t *) 
boolean; (* co n trole sous-re s eau correct *) 
boo l E!an; ( :<-:· c ontr-o l E! n oi::! tAd c orrEic: t *) 
boolean; (~ centrale desc ription s ous-rese a u correcte *) 
boo l E!Bl'l; ( ,t:' c: ontr-o l •::! n o r,1 c orri::!c: t *) 
boo l •".!an; ( ·:t:' c: 011 t ,-- n l ,,~ r ,2pr' i s •':! s 01,115 ··· r,,~ s. ,':! ;;; u * ) 
boolean; (* c:ontrol e r eprise description ries bra nches *) 
boo lean; (* controle de sc ription proc e ci ures corr e cte *) 
boolean ; (* controle impres sion s ous - r eseau 
PROCEDURES HEI...P ET D'AFFICHAGE DE MESSAGES 
:+: ) 
•:+: ) 
writeln ('# VOUS N''AVEZ RIEN TAPE. ') ; 
writeln ('? REPONDEZ OUI OU NON : ' ); 
1,ir i t,,~l n 
•::ind; 
p r o c E! d t,1 r ,,,! i n v o L4 i 
F'AGE 
b•'.:!9 i 11 
writ.1:::ln; 
LIST VERSION 120281 3 11/ 8/82 15:44:37 
writ.eln ('tt VOTRE REPONSE EST INVALIDE.'); 
writeln ('? REPONDEZ OUI OU NON : ' ); 
writi:::ln 
(:nd' 
procedure vidint.; 
bi:~9 in 
wr i t,0dn; 
writ.eln ("tt VOUS N''AVEZ RIEN TAPE. '>; 
writeln ('? VEUILLEZ ENTRER UN ENTIER :') ; 
l.J r Î t•"! 1 t'l Ï 
12nd; 
procedure invint; 
b•:=~•J in 
1-.1r i t,:: ln; 
writeln ('ff VOTRE REPONSE EST INVALIDE .' >; 
writeln ('? VEUILLEZ ENTRER UN ENTIER : '); 
procedure vidstring; 
bs,i'J in 
l~ r i t. ,,,. l 1·1 ; 
writ e ln ('tt VOUS N' 'AVEZ RIEN TAPE.">; 
CF<EF:ES 
writeln ('? VEUILLEZ ENTRER DES CARACTERES SIGNIFICATIFS :'); 
wr i t.,,~ ln 
,:,: nd; 
pro cedur e invst ri ng; 
b '"! •.~1 i n 
writeln; 
Ann. 47 
writ € ln ('M VOUS AVEZ INTRODUIT PLUSIEURS CHAINES DE CARACTERES.'); 
wri teln (' 7 VEUILLEZ N' ' ENTRER OLJ''UNE SEULE CHAI NE DE CA RACTERE S ;') ; 
writ,":ln 
pr ocedur e mess• ; 
b i:::91 n 
writeln ( " 1 -------------------·-------------------------------------------- 1 ' ), 
l•Jrit,21.n ( ' ! 1 '); 
t.Jr i t i:~ln (' 1 Pf-<DDF<hMf'lE Ch'.EF<E::; ! ' ); 
l•Jr i ts":! l. n 
wr i t(:ln 
l•Jr i t,2 ln 
i.ir i teln 
1,~r i t,2 ln 
w r i t,:, ln 
1..,1r i t,2111 
WI" i ti::: ln 
\.-.Jr I t .,2 l.n 
wr i t,:::l n 
( ' ! 
( ;, ! 
( , 1 
( 1 ! 
( ' 1 
( • ! 
( 7 I 
VOUS TRAVAILLEZ AVEC LE PROGRAMME CRERES, QUI EST UN LOGICIEL 
QUI VOUS PERMET DE PASSER INTERACTIVEMENT DE LA REPRESENTA-
TION GRAPHIQUE D''LJN RNP A SA REPRESENTATION INTERNE. 
POUR PLUS DE RENSEIGNEMENTS, VOIR MANU EL D''LJTILISATION. 
! y ) ; 
I 7 ) ; 
I 7 ) ; 
! 7 ) ; 
1 r ) , 
1 • ) y 
1 r ) 
( ., ! ~ ;; ) ; 
(' '------------------------------------- --------------------------' ' ) ; 
(=' ~ ! 7 ) ; 
\.--.If" j t,:?.111 ( 7 I 
wr 1t,,dn (' 1 
INITIALISATION DU RESEAU ! 7 ) ' 
! " ) ;; 
wr i teln ( ' !-- ---- --- ------------------------------------------------------ 1 ' ) 
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proceciure mess1; 
b ,0~ 1:.:i i n 
writ.i:::l.n; 
writ.el.n ( ' 7 VEUILLEZ ENTRER LE NOMBRE D''ELEMENTS :'); 
1..Jr i t,?.l.n 
'=' nd; 
proceciure mess2(borne integer); 
b•::i\:.:J in 
w r i t.,": l. n; 
writ.el.n ('tt VOTRE NOMBRE DEPASSE LA LIMITE DE : ',borne:2?'•'); 
writel.n ('? VEUILLEZ EN ENTRER UN AUTRE, PLUS PETIT : ' ); 
writ.1::: ln 
procedure mess~; 
b•,~•.) i ri 
writ.•"iln; 
writ.el.n ('H VOTRE NOMBRE DOIT ETRE> O.'); 
writeln ('? VEUILLEZ EN ENTRER UN AUTRE, PLUS GRAND : ') ; 
wr i t.,,~l. n 
pr o c: ,2 du,~ •ë! /Il•.:!::-s, .. (1 , 
1~11:~<_:;J i n 
writ~0: l.n; 
writel.n ( '? VEUILLEZ ENTRER LES ELEMENTS, SEPARES PAR DES BLANCS 7 CHAQUE'); 
writeln ( ' ? ELEMENT SE DISTINGUANT PAR LES QUATRE PRE MIERS CARACTERES'); 
w ·iteln ('? DES AUTRES ELEMENTS :'); 
\.-,1 ' i t,?. 1.t) 
e nd, 
proceciure mess5(b orne integer ); 
b•:":!•:.:J in 
vJr' i t..,;;:l.n; 
writ. el.n ( ' tt VOUS AVEZ DEPASSE LA LIMITE DE :' ,borne:2 ,' ELE ME NTS.'); 
t,,11" i t,?.1.n 
end; 
procedure mess6; 
b•::!') i 11 
wr i t.<::!l.n; 
writ.el.n ('ff VOUS N''AVEZ RIEN TAPE.">; 
writeln ( ' ? VEUILLEZ ENTRER DES ELELMENTS :'); 
writ.<ëiln 
l:;!l'1d y 
procerlure mess;; 
b,,~<::1 in 
1~rit,:::ln; 
writ..el.n ( ' tt VOTRE NOMBRE D''ELEMENTS INDIQUE 1 NE CORRESPOND PAS AU NOM-'); 
t•J r' i t •::! 1. n ( ,. ft f?. 1~: E D ' '' E 1... [ fil F NT :3 FOUI'.;.: N I \:i • N l) U 13 (11...1... D N '.3 i:;: E: F' i:;: E i""-1 D 1~: F • ' ) ; 
writ,;;:l.n ('' ~=- ~,iOl.JI...EZ ~,i()Uf.:; r-<F~:•r-;.:FNDf-<F f'.'11...i r✓ Jl.,1 EtiU DU NOr·JP,f-<E: (0/N)'); 
1,..1r· i t,?.ln 
1 
l 
PAGE r.:· c! LIST VERSION 120281 3 11 / 8 / 82 15:44:37 
proc: s,!dl..11~,2 rn e. s. s 8; 
b r::•;J in 
t,w i t. ,2 l n ; 
writeln ( ' 7 DONNE Z LA NOUVELLE LISTE DES ELEMENTS : ' ); 
, . ·Jr i ts"!l.n 
r?.nd; 
procedure rness9(borne i nteger); 
b ,2,_::i in 
wr it.•ë!ln; 
Ann. 49 
wr iteln ( ' tt VOUS AVE Z DONNE TROP D'' ARC S . UNE BRANCHE NE PEUT ETRE COM- ' >; 
w ite ln ( ' tt POSEE QUE DE : ' ,borne:2, ' ARCS AU PLUS.'); 
t.J r i ts0! l.n 
·•~l')d; 
procedure me ss10( a rc ~,: I''• C: !':• ) Ï 
vB r i i n tr=.!i:.:J •ë!r :; 
be9in 
t,,Jr i t•::! l 11 i 
t.Jrit•,'! ('H L ' '' {.)f-~C ; ' ); 
f ,:w i : :::: 1 to bo ::.~nt do t,11" i t.,2 ( arc [ i ] ) ; 
writ e ln , . , N'' A PAS ETE DEFINI DANS L'' INITIALISATION DES ' ); 
writeln ( ' tt NON - TERMINAUX~ TERMINAUX VRAI S , GENERAU X OU FIGES.'); 
wr- it1;;!ln 
procedur e mess11; 
b 1·:9 in 
writ.•:dn; 
writeln ( ' 1 DEFINITION DES NON-TERMINAUX' ) ; 
t..tr' i t ,2 l n ( • 1 
writr:dn 
•=~nd; 
p r ocedure me s s 12; 
h•ë!(_:_1 in 
t.J r i t i::! ln; 
1,1rit,=,! ln ('' 1 
t,./r i t ,21.n ( , .. ' 
1o.1rit~dn 
,2nd; 
prac e dure mess 13; 
b~~•.::_1 in 
writ cdn; 
-------------- -------- ------' ) ; 
DEFINITION DES TERMINAU X VRAI S'> ; 
---------------- - ---- - - - ----- - ') , 
writ e ln ( ' ! DEFINITION DES TERMINAUX LEXIQUE S FIGES ' ); 
h'r i t..,:s. ln ( ' 1 
1o1r i t..Edn 
•::!nd, 
proc e dure mess 14; 
b ,,~q in 
writ.~d n; 
~J r· i t. ,,! ln ( ' 1 
t<J r i t ,2 1. n ( " 1 
t..ir i t i=:• l n 
------------ ----------------------- --- -'); 
DE fINITION DES TERMIN AUX GENE RAU X' ); 
- - --- - ·-- ----- - - ---------- - - --- - --' ), 
L 
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procedure mess15; 
( Y, L ;:-; pr oc:•=! dL-11" •ë! /11 E ~:; S 1 :7.i ë:: r- f i c. h ,;;: 1. •ii !::- nor,- t.E:r fil i n <::: t.1:,-:, t•::•r fil i n ,:,,tA>: 'v'r a i ,,. , ,., ) 
<* termin a u x lexiques fige s et terminaux generaux rlans un but de ~l 
(* verification p a r l ' utilisateur. *) 
var i vJ : integer; 
b ~'!9 in 
\· . W· i t,:~ 1. n j 
writ..>:;il.n; 
l-•Jr i t,=~ 1. n; 
~t rit..i:~1.n; 
wr i t,"!l. n (' 1 l)ERIFICATION '); 
t4r i t,2l.r1 ( ,. ! 
wri tE:ln; 
for : = 1 to bolnt do 
b 1:~•;J i I') 
··- ··- ·- · - ·- ··- ··- - · - - - -- 1 ) , 
NON -· TERMINAUX :' ); 
f o r j • •··· 1 t. o b o ;_; n t.. do ~J r·· i t E! ( t n t [ i , j J ) ; 
l•Jrit,2 (' ') 
8nd; 
wr i t.,::! l.1'1; 
t.Jr i ti::!l.n ( , .. 1 
for : = 1 te boltv do 
b,;;: q in 
TERMINAUX VRAIS :"); 
f o r . i • -·· 1 t. o b o 2 t. v d o 1,1 r i t ~~ ( t t v [ i , j J ) ; 
1 •• JI" i t,,;,: ( • ;·) 
8nd; 
l-~1" i t,,~ l.1•1, 
writi::!l.n ( ' ! TERMINAUX LEXIQUES FIGES : ' ); 
for := 1 to boltl do 
bi::!(.:J in 
for j •- 1 to bo2tl do write(ttl[ i ,JJ); 
l.Jrit,:~ ( '' ,. ) 
end; 
1.-✓ I" i t,,~ 1. 1'1; 
1,1ritel.n( ' ' 
for := 1 to bo1tg do 
b•::!0::1 i n 
TERMINAUX GENERAUX ·'); 
for ..i • - 1 to bo2tg do wr ite(ttg[i,jJ); 
I..Jr' i t, •2 ( ' ;· ) 
end; 
t-Jr i t,21.n 
end; 
procedure mess16; 
b1:~q in 
writ~dn; 
writeln ( ' ? VüULEZ VOUS MODIFI ER QUELQUE CHOSE 
rJr i t,,~ 1. n 
(Ohl)'); 
t?.nd; 
proc. ~dure me ss 17; 
b,,~9 in 
1.-Jr i t.,,,: ln ï 
1-,r i t,": ln ( '? 1,'0l..11...EZ VOUS r·10DJFJEi:;: l..E f; NCii\l ·-·TEi:;:f'llNtiUX 
14r i t.,,~ ln 
( 0 / N) ,, ) ; 
"7 
·' 
LIST VER SI ON 120281 3 1 1/ 8/82 15:44:37 
,,~nd:; 
pro Leciure me s s18; 
h•'°:() in 
wr i -L,,:: l.n; 
writeln ,· r VOULEZ VOU S MODIFIER LES TE MIN AUX VR AI S 
, ... , rit,,~ ln 
en d; 
pro ce dure me s s19; 
b,0~,_-.;i in 
w r i t~:: ln; 
(0 /N )'); 
writ e ln ('? VOULEZ VOUS MODIFIER LE S TERMINAUX LEXIQUES FI GES 
l,• . .11" Î t_. ,,~ l. I') 
end; 
pr u c ed ur·e mess20; 
bi:~i:;_, i n 
writ•::: ln ; 
Ann. 51 
( 0./N) '' ) ; 
writel n ( '? VOULEZ VOUS MODIFIER LE S TER MIN AUX GENlRAUX 
t •• JI" i t,21.n 
(L1/N)''); 
end, 
procedur e mess21; 
b,,,:q in 
wr i t,:::l.n; 
writ e ( '? VOUL EZ VOUS REPRENDRE AU NIV EAU INITIALISATION DU SOUS-RESEAU : •); 
writel.n (' (0/N)'); 
1..ir' i t.1::ln 
,,~nd ii 
procedure me ss22; 
b i;;:, :1 in 
1~r i t,ë:ln ~ 
wri te ln ('7 VOULEZ VOUS REPRENDR E LA DESCRIPTION DES NOE UDS 
1..-.1r i t,:~l.n 
end; 
procedure me s s23; 
b,,~,.;_, in 
wr i t12lr·1; 
(0/N) ' ); 
wr i t e ln ('? VOULE Z VOUS REPRENDRE AVANT LE TRAITEMENT DES BRA NCHE S 
1,-,1 r i t,21.r\ 
( 0/N) ' ) ; 
end; 
proc edur e me s s24; 
l::11,~ (J in 
w r . i t •::: 1 n ; 
writel.n ( ' ? VOULEZ VOUS REPRENDRE LA DESCRIPTION DES BRANCHE S 
, .. ~r i t.,2 l. n 
end; 
proc edure mess24c; 
b,,~ç, i n 
1>.1 r i te::: ln; 
t.1r i tc:~ln; 
wri tc=,:l.n ; 
(0./N)'):; 
F'AGE 
t.-, r i t,::~ 1. n; 
~!rit,.iln; 
8 
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writeln ( ' '-----------·- - ----- - -------------------------------·----- ------ --!'); 
writeln ( ' ! 1 ') ; 
wr i t•:: ln < '' 1 Tf~AITFMENT DU REf;Er1U 1 • ); 
t,.irit ,,~1.n ( ' ' ' '); 
wri teln ( ' !----- --------- --·- -- ---------------------------- ---- --------- - --!'); 
procedure mess25 ( i 
t.'.ll:"!9 in 
~,rit•::!l.n; 
writ.E:ln (' 
t-.lf'· it,,dn ('! 
writ~;:l.n (' ' 
writ,21.n; 
1u·ito:dn; 
-· -· - -·· •·•• - -· .. ,._ ... . .. ·-· .. ...... -· ••·• -·· -· .... - _,. .... - - .... -·· ........ ·-· _,, .... ·- :-- ) ; 
Tf~f-~ I TEMENT DU' , i : i5, 'E ME SOUS··•l:;;E \:';F t,U ,, ' ) ; 
- -· '"' ... "" "" .. ...... .... "" "" "" " " .... "" .... -· -· "" "" ........ .... -· '"' .... -· "" .... - -· -· :• ) ' 
writeln (' 1 I NI TIALISATI ON DU SOUS-RESEAU .. "); 
writeln (' 1 ---- ·-- -- - - -- - ----------------- ') ; 
t.Jr i t,,:: l n; 
1,swi t ,,~lr1; 
writeln ('? NOM DU SOUS-RESEAU: ' ); 
e n cl; 
procedure mess26; 
b•=! (.'.J i n 
wr1t..,=:dn; 
wr iteln ('tt CF NOM NE FIG URE PAS PARMI L ''ENSE MBLE DES NON - TERMINAU X. ') ; 
writeln ('? ENTREZ EN UN AUTRE : ' ); 
1,1r i to::: l.1-1 
p r ocedure mess27; 
l'.:11ë! •J i n 
wr i to:dr-,; 
wr iteln ('tt CE SOUS-RESEAU A DEJA ETE DECRIT .. ") ; 
wr iteln (' 7 DECRIVEZ EN UN AUTRE. ENl'RE Z LE NUM :') ; 
wr i t~':!1.n 
procedure mess28; 
b,,,:.,:J in 
wri tE: ln ; 
writeln ( '? PROCEDURE D'"E NTREE : ' ); 
wr· it.,"!1.n 
e n cl; 
p r oced ure mess29; 
b•:~•;1 in 
~!ri t ,,~ ln; 
writeln ('? PROCEDURE DE SORTIE :'); 
~"rit,,~ 1. n 
end; 
p r ocedure mess 29 b; 
,~ 
F'AGE 
b•'~ •.:.:J in 
writE!ln; 
'i 
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writeln C'H UNE PROCEDURE NE PEUT ETRE A LA FOIS PROCEDURE D'' ENlREE ET PRO-'); 
writeln ('N CEDURE DE SORTIE D''LJN MEME SOUS-RESEAU.'); 
writeln ( '? INDIQUEZ LA PROCEDURE DE SORTIE : ' ); 
~-w i t..dr1 
end; 
procedure me ss30;_ 
bi:::9 i l'l 
writi:~ln, 
wri tel n ('? NOMBRE DE NOEUDS-PROCEDURAUX :'); 
WI" j t,:::1.n 
end; 
procedure mess31; 
b,":,:_i in 
writ,,,: ln; 
writeln ('tt IL FAUT AVOIR Pl .US D'' UN NOEUD DANS UN SOUS-RESEA U.'), 
wr iteln (' 7 DONNEZ LE NOMBRE DE NOEUD S :'); 
wr i t..,,,:ln 
procedure _ mess31b; 
b~~~, i n 
wr i ti=.d.n; 
wr i teln ("tt ON Nl PEUT AVOIR PLUS DE ', nproc:2, ' NOEUDS DANS UN SOUS-RESEAU. '); 
wr iteln <•·1 DONNEZ UN NOMBRE PLUS PETIT :'); 
1o1r i ti:::l n 
,:~ nd; 
procedure mess32; 
b~~q i l'l 
W 1•·· i t i:'! l. l'"I ; 
wrrteln ('? VOULEZ VOUS MODIFIER UNE DONNEE INTRODUilE: (0/N)"); 
end; 
prucedwre mess32b; 
b•:::q in 
writ~:!l.n; 
wr i t~,:ln ( '' 1 
'.•.Ir' j t ,,d l'l ( ;• I 
writel.n 
1::!n<. ; 
prucedure messJ3( i 
b 129 in 
writ•:i: ln; 
1.Jritf:l.n ('? 
1.Jr' i t,::: ln 
end; 
procedure mess34; 
b 1,~i::1 in 
writi=.:l.n; 
TRAITEMENT DES NOEUDS DU SOUS - RESEAU ' ); 
------------------ ---- ---------- ----- ' ), 
; , i : ? 7 :· . Pf<OCEDl..lf;:E Nl..lMf:-: RO ; ,, ) ; 
writel.n ('tt DONNEE INVALIDE. CETTE PROCEDURE A DEJA ETE DECRITE .') ; 
1 
1 
[_ 
F't• GE 
wr i t•:iln 
.-~ nd;; 
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rrocedure ru ess35 ; 
begin 
writeln; 
writel n ('? NOMBRE D''ENTREES :'); 
writeln 
end; 
procedure ruess36; 
begin 
writeln; 
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c1:::E1:::Es 
writeln ('tt DONNEE INVALIDE. UNE PROC EDURE N' 'ETANT PAS UNE PROCEDURE") 
writeln ( ' M D' ' ENl'REE, DOIT AVOIR PLUS DE O ENTREES. INVERSEMENT, UNE ') 
writeln ('tt PROCEDURE ETANT PROCEDURE D' 'E NTREE, NE PEUT AVOIR PLUS DE' 
writeln ('H DE O ENTREES.'); 
writeln 
end; 
procedure ruess37; 
begin 
writeln; 
writeln ('? NOMBRE DE SORTIES:'); 
writeln 
end; 
procedure rue ss38 ; 
begin 
writeln; 
wri teln C'H DONNEE INVALIDE. UNE PROCEDURE N' 'ETANT PAS UNE PROCEDURE'); 
writeln ('tt DE SORTIE, DOI T AVOIR PLUS DE O SORTIES. INVERSEMENTy UNE'); 
wr iteln ('tt PROCEDURE ETANT UNE PROCEDURE DE SORTIE, NE PEUT AVOIR PLUS'); 
wr iteln ('H DE O SORTIES.'); 
wr iteln 
end; 
procedure mess38b; 
begin 
writeln; 
writeln ( ' tt VOUS N''AVEZ PAS ENCORE DECRIT LA PROCEDURE D''ENTREE.'); 
write l n 
end; 
procedure mess38c; 
begin 
writ e ln; 
writeln C' tt LA DERNIERE PROCEDURE DECRITE DOIT ETRE LA PROCEDURE DE SORTIE.'); 
writeln 
end; 
proceclure mess38rl; 
begin 
writeln; 
writeln ('H LA PROCEDURE D''ENTREE DOIT ETRE DECRITE LA PREMIERE TANDIS QUE '); 
writeln ('H LA PROCEDURE DE SORTIE DOIT ETRE DECRITE LA DERNIERE.'); 
writeln 
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procedure mess38~; 
b•"!•:1 i n 
writi=!l.n; 
writ,,dn ( ' ! TRAITEMENT DES BRANCHES LINEAIR ES.' ); 
i,Jr i t,2 ln ( • 1 
writ0ln 
---------------- ------------------ ' ); 
,2r1d;; 
proce dure mess39( i ,num integer); 
b 1,~i::1 in 
writ.01.n; 
1,,1 r i t ~~ l. n ( ' 1 ;, ' i ; 2 I' • " p F;: 0 CE Du r~ E 
t4 r i t~~l.n 
procedure mess40( k 
b,;:!q in 
wr i t.E!l.n; 
:, , n Wll ; :~! ) ; 
wri tel.n ( ' ? SORlIE 
,.._1r i t.i::~l.n 
',k:2,' VERS ENTREE:'); 
i=.! n d, 
procedure mess4.1.; 
b,=.!i:J in 
wr i t~:! ln; 
writeln C'? DE LA PROCEDURE ;'); 
t,wit.,=.d .n 
pr ocedure mess42; 
bie!g in 
writ,=.!l.n; 
writel.n c • tt CETTE PROCEDURE N''A PAS ETE DECRITE.'); 
, .• Jr i t,::~l.n 
proc0dure me s s43; 
b,:~,:_:1 in 
wr it,;;!ln ; 
writeln ( ' tt ON NE PEUT ENTRER DANS UNE PROCEDURE D''ENTREE .. '); 
1,-Jr' i t,2 ln 
end; 
proceciure mes s44(p,e integer); 
b 1,~ •.) 1 n 
wr i t,=.!l 1'"l; 
writeln ('H LA PROCEDURE ,p:2,' N''A PAS , e :2,• ENTREES.'>; 
l.J I~ Î t,2 l. n 
end; 
procedure mess45(p integer); 
b ,ëi•_.:_1 in 
writ,,dn, 
Ann . 55 
writ eln ( ' H LES ENTREES DE LA PROC EDURE ',p:2,• ONT TOU TES ETE DECRITES. ' ); 
,w i t,,:~ ln 
i -
PAGE 12 LIST VERSION 120281 3 11/ 8/82 15:44:37 
procedure mess46; 
begin 
writeln; 
writeln ('N CETTE ENTREE A DEJA ETE DECRITE.'); 
writeln 
end; 
procedure mess46b; 
begin 
writeln; 
writeln ('? EN PASSANT PAR LES ARCS:' ) ; 
writeln 
end; 
procedure mess~1; 
begin 
writeln; 
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writeln ('tt VOTRE NOMBRE TOTAL D''ENTREES DE CE SOUS-RESEAU EST DIFFERENT '); 
writeln C' H DU NOMBRE TOTAL DE SORTIES DU SOUS-RESEAU.'); 
writeln 
enrl; 
procerlure mess48; 
begin 
writ eln; 
writeln (' 7 VOULEZ VOUS MODIFIER UNE DONNEE INTRODUITE 
wr i teln 
end; 
procedure mess49(p integer); 
begin 
writeln; 
writeln ('# VOUS N''AVEZ PAS DECRIT TOUTES LES ENTREES DE LA PROCEDURE :•,p;2) ; 
writeln 
end; 
procedure mess49b; 
begin 
wr i teln; 
writeln ( 'tt VOTRE DESCRIPTION DES BRANCHES EST INCOHERENTE.'); 
writeln 
end ; 
procedure mess50; 
begin 
writeln; 
writeln ('? VOULEZ VOUS MODIFIER UNE DONNEE INTRODUITE 
wri teln 
end; 
procedure mess51; 
beyin 
writeln; 
writeln (' VOULEZ VOUS MODIFIER LE RESEAU 
writeln 
(0/N )' ); 
CO/N)'); 
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<::!nd :; 
procedure mess52; 
b,,~,:_:,1 in 
w r i t ,,~ ln;: 
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writeln (" !-------------------------- - ---·------------------·--------------- 1 ' ) , 
1,ir Î t,,~ 1. n ( ' ! 
writ.:,!l.n (' 1 
\,Jr Î t •2 1. rl ( r 1 
AF FICHAGE DU RESEAU 
! 7 ) ; 
! • ) ; 
! l ) ; 
writeln ( ' !------------ --------------------------------------------------- 1 ') ; 
1.,.11" i t,21. n? 
writ,::!l.n; 
writel.n ( ' ? DESIREZ VU US AFFICHER LE RESEAU 
1...ir i t,,,. ln 
-2nd, 
pr ocedure mess53(nom p,,,. E! l nt; i nt,ë!,_:_:i,2r; 
·...,·a r i 
be,;_, in 
\,Jr i t ,::~ 1. 11; 
l.J r i t ~,! l. n ; 
t,.Jr' i t 1,>. ln; 
1,,1r i t,,,. ( '' 
for i • - l 
wr i ti:>.l.n; 
wr i t..~0!1.n ( '' 
1.,Jrit..,:>.l.n; 
w r i t..,,~ l. n; 
ps i n t E! ,;, ~,! r ) ; 
SO US RESEAU : '); 
ta bo2nt do write (nom[iJ) ; 
------------------ ' ); 
(CJ./r~)'· ); 
writel.n ('PROCEDURE D' 'ENTREE : ' 9 pe:2,', PROCEDURE DE SORT IE 
1..-J r i t. •ë! l n t 
writ.. e l.n (' PROCEDURE SORTIE 
•ë!nd; 
PROCEDURE ENTREE ARCS'); 
p r oc: i'! du 1"· ,::! 111 ,::! s. i,; ~:.; .1:, ( n 1,1 ,n Y 1-', , i::, roc 9 ,n ~ i nt i:! ,;;_i •':! r ) ; 
b,::!1;:.1 in 
~! r i t ':=! ( n LH:l ; <':, 7 ,· 
pr oc:edure mess55(ind 
var t integer; 
arc:: c::": r c: s; 
b•ë!'_'.:J in 
t : ,,:: t1--1..1nc ( i nd ./ :1. 000) ; 
ind ::::: ind ·- (t * 1000); 
if t :::: 0 
th en arc: := tnt[indJ 
•?.l i:-•2 if t === l 
then arc := ttl.[inciJ 
1;~ 1. <:;. l';! j f t. ::= :? 
then a rc ·- t..t v [indJ 
el s e arc •- ttg[indJ; 
far ind .- :1. to bo2nt do write(arc[ indJ); 
1_._1rit,?.( ' ') 
>2ndï 
'' r fil : 4 7 '' • ) ï 
• 
r 7 ç:, ~:. ; 2 ) ? 
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pr o ceclure mes s 56; 
b E! 1;1 i r·, 
t.Jr i t ,2 ln 
end:; 
procedure helecl(borne 
b 1":q in 
i nt,,~(J•".:r) ; 
writ.~':!ln ; 
wr i tt::!ln ( :r •:<~ 
, .. ✓ ri t,2 l1'1 
writeln 
writ.1:~ln 
wr i ti;,:ln 
••~nd; 
( T ;<' 
( • :+:• 
( T '<' 
VOUS ETES AU NIVEAU INITIALI SATI ON DU RESEAU.'); 
VEUIL.LEZ FNTF:EI~: LI:-= NOf"ll?,fçE D' ' l~: LEf1FNTS QUE t.)OU~3 DI~:;TINGUEZ D(1N\;'); 
LA Cl.ASSE DE MOTS QUE VOUS ETES EN TRAIN DE DECRIRE, CE NOMB RE'>; 
DEVANT ETRE UN ENTIER INFERIEUR A ',borne:2,• :'); 
proceciure helec2(borne 
b~':!•~1 i n 
w r i tr::: ln ï 
~ir i t~;:l.n •, · ·.•.-
,.,,r i teln 
wr i t,,~l.n 
l.JI" j t,21.n 
wr i t,:;:ln 
t,, r i t,21.n 
( ' ,,; 
( ' ·:+: 
( , :,:, 
( ,, :+: 
( y -:.; 
VOUS ETES AU NIV EAU INITIALISATION DU RESEAU.'); 
VEUILLEZ ENTRER LES ELEMENTS QUE VOUS DI STINGU EZ DANS LA CLASSE'); 
DE MOT S QUE VOUS ETES EN TRAIN DE DECRIRE . CES El.EMENTS DOIVE NT'); 
AVOIR AU PLUS ',borne:2,' CARACTERES.'); 
S '' ILS EN ONT PLUS, ON NE TIENDRA COMPTE QU E DES ',borne:2 ); 
PR EM IERS CARACTERES. LE S EL EMENTS DOIVENT ETRE SEPARES PAR AU ' ); 
writeln ( ' * MOINS UN BLANC. TOUT AUTRE CARACTERE EST UN CARACTERE'); 
1- t-✓ r i t •=-~ l n ( ' '1" '.:1 I G N I F I C ( 1 T I F : ' ) ; 
,,~nd; 
pr ocedur e helec3; 
b•ëi,.:) , n 
t.ir i t~;:ln; 
w r i t ~,: l n ( ' :•:· VOUS ETES AU NIV EA U INITIALISATION DU RESEAU.'); 
LE NOMBRE QUE V• lJS AVE Z INDIQU E NE CORRESP OND PAS AU NOMBRE REEi...') ; 
writeln (' :+: D'' ELEMENTS ENTRES. VOUS POUVE Z RECOMMENCER PAR ENTRER UN AUTRE ' ); 
writeln ( ' * NO MBRE (REP ONDE Z OUI) ET REINTRODUIRE VOTRE LISTE D' ' EI...EMENT S , ' ); 
writel n c•~ OU BI EN NE REINTRODUIRE QUE LA LISTE DES ELEMENTS, LE NOMBRE IN-'); 
wri tel n ( ' * DIQUE RESTANT VALABLE (REPONDEZ NON) : ' ); 
t.Jr i t1:,: ln 
,,~nd; 
procedure heveri; 
i'.:11:::(.:J j I') 
wr i t•".!ln; 
wr i t,;::ln ( • ,,:. 
wr i ti::: ln ( ' '-' 
t..irit t::: ln 
,.,.1r i t~~ ln 
t•.tr i tr:::ln 
,.41" i t.,,~ l n 
end ; 
( ,, :+: 
( . .. , .. 
· vous ETES AU NIVEAU INITI ALI SA TION DU RESEAU.'); 
VOUS AVE Z MAINTENANT LA POSSIBILITE DE MODIFIER LES DONNEE S'); 
INTRODUITES AVANT DE PASSER AU TRAITEMENT DU RESEAU PROPRE -') ; 
MENT OIT . SI VOUS VOULE Z UNE MODIFICATION TAPE Z OUI , SINON'); 
TAPEZ NON :'); 
procedur e hemont; 
b ,ë:•.:J in 
writ.,":l.n; 
wri tr::: l.n ( ''•:.:: 
t,,r i t,,~ ln ( ' ,., 
VOUS ETES AU NIVEAU INITIALISATION DU RESEAU.'); 
SI VO US VOULE Z MODIFIER LA DEFINITION DES NON- TERM INAUX, RE-'); 
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writeln (' ~ PONDEZ OUI SINON REPONDEZ NON : ' ) ; 
procedure hemotv; 
b•':!CJ i l'l 
writ ,21.n; 
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writeln <•~ VOUS ETES AU NIVEAU INilIALISATION DU RESEAU.'); 
writeln ('* SI VOUS VOULEZ MODIFIER LA DEFINITION DES TERMINAUX VRAIS, ') ; 
writeln <•~ REPONDEZ OUI SINON REPONDEZ NON : ' ); 
1_,.Jr i t1:~ln 
e n d; 
p r o cedure hemotl; 
b ~~ i::_, i n 
~,rit,ëiln; 
wr i t.,::: ln ( '' :•:- l)OUS ETEf~, tilJ NH.JEf-î l.l I NJ'f IAL J ShTIDN DU F:E f;FA U .. '); 
t•Jr i t,,~ l r1 
writel.n 
t,wit,,dn 
end; 
(, * SI VOUS VOULEZ MODIFIER LA DEFINITION DES TERMINAUX LEXIQUES'); FIGESy REPONDE Z OUI SINON REPONDEZ NON : ' ); 
procedure hemotg; 
b,=: (_~ i n 
writ. ,": ln; 
w r i t.,ë: ln ( "~ 'v'OUS ETE::; {:)lJ NI 1.'Et,U INITl(:il .I f;{:iTION DU F<Ef.;E{:il.J .. ' ); 
, . ir i t.i:~l.n 
writ.E:ln 
,_.,Jr i t,ë! ln 
< T -:+: 
( y•:<-:• 
SI VOUS VOULEZ MODirIER LA DEFINITION DES TERMINAUX GENERAUX,'); 
REPONUL Z OUI SINON REPONDEZ NON : ' ); 
end:; 
pro c: ~=:dt.-11" ~,: hië:no rii ï 
var i y ..i : i nt,ë:i:_:_,,ë!r; 
be 1;1 in 
t.Jr i t ,ë! ln ; 
1,.1r i ti::ln ( '' "' VOUS ETES AU NIVEAU TRAITEMENT DU RES EA U .. ' ); 
SOUS - NIVEAU INifIALI SATIUN DU SOUS-RESEA U. ' ); h'r i t.~~ l. n 
wr i t,,~1.n 
t•Jrit~~ln 
writ <:::ln 
1.,.1ritf~ln 
( ,. , ... 
( , ·;t: 
( r -:t' 
( . -:•: 
VOUS DEVEZ MAINTENAN ·r DECRIRL MAINTEN AN T SOUS - RESEAU APRES ' ); 
SOUS-RESEA U. POUR CELA VOUS DEVE Z INTRODUIRE UN NON-TERMINAL'); 
N'' AYANT PAS ENCORE ETE DE CRil El FIGURANT DANS L"'ENSEMBLE ' ); 
DES NON-TERMINAUX QUE VOUS AVEZ DEFINI DANS LA PHASE INITIA- ') ; 
writeln ('* LIBATION. LES NON-TERMINAU X DEJA DECRITS SUNT :'); 
1,.-.Jr j t~~~l.n ( , :•: r ); 
for i :::: l to l:':iolnt. do 
b•ë!•_:_:_, in 
if d~=ic:rit[iJ 
t.h,2r1 b,2q i n 
wr i t~=i ( • :+:• 
for ._i : ::: l 
Hrit,::: l.n 
en d 
1:!nd 
~Jrit.1::! l.n ' *'); 
-· . ) ; 
to bo2nt do write ( tnt[i ~._iJ); 
writeln ' * CONTINUEZ LA DESCRIPTION · ' ); 
l•JI" i t,,~ l.n 
end; 
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P l"OC 1:::<::lt.11'"·1':! h•::!J::• 1:,. ~ 
b~!•Jin 
'· '-' ri tel n; 
w r i t •''! l ri ( " * 
t,1rit.~,.1.n ( ' ·:>, 
1--1rit.,"!l. n (':+, 
t.,.1r i t.,,,. ln ( ''"-
1._1 rit.el n ( '' * 
1..ir i t,,,.l.n 
end, 
VOUS ETES AU NIVEAU TRAITEMENT DU RES EAU.'>; 
SOUS-NIVEAU INITIALISATION DU SOUS-RESEAU.'); 
VOUS DEVE Z INDIQUER MAINlENANT QUEL EST LE NUMERO DE LA PRO-'); 
CEDLJRE QUI EST LA PROCEDURE D' ' ENTREE DANS LE SOUS-RESESAU QUE '); 
vous ETES EN TRAIN DE DECRIRE. CE NUMERO Du1 ·r ETRE UN ENTIER: '); 
p r OC: ~:!dt-Ir •:i h1:::i::1 ~=-;i 
b•ë!() i n 
w r , t.(! 1. n ; 
wr i t.~0!1.n ( ' -:,.: 
t.ir i t,,,. 1. ,,, ( ' :,; 
w1·· it i:;, l.n 
1.,Jr i t.,,,.l.n 
wr· i t. (: 1.n 
1 . ir i t,,,.1.n 
t2nd; 
( " :+: 
( ' ;,;. 
VOUS ETES AU NIVEAU TRAITEMENT DU RESEAU.'); 
SOUS- NIVEAU INITI ALISAT ION DU SO US - RESEAU.'); 
VOUS DEVEZ INDIQUER MAINTENANT QUEl . EST LE NUMERO DL LA PRO-" ); 
CEDURE QUI EST LA PROCEDURE DE SORTIE DU SO US-RESEAU QUE VOUS ') ; 
ETES EN TRAIN DE DECRIRE . CE NUMERO DOI ·r ElRE UN ENTIER : ' ); 
p r OC f'!d\.-11'"•(! h•::!nhi::1 ; 
b,;~,_:;_i in 
writ~:!ln; 
wr,t.1::! l.n ( ' :+' 
t.-~r i t,,,. ln 
wr i t.,,,!ln 
t-ir i t.,,~l.n 
wr i Udn 
\.~,-- i t ,':! l. n 
t2nd; 
( :• :+: 
( ' :,;. 
VOUS ETES AU NIVEAU TkAlfEMENl DU RESEAU.'); 
SOUS -NIVE AU INITIAL ISAfION DU SOUS -RESEAU.'); 
VOUS DEVEZ INDIQUER MAINTENANT LE NOMBRE DE PROCEDURES DU SOUS-'); 
RESESAU QU E VOUS ETES EN TRAIN DE DECRIRE. CE NOMBRE DOIT ETRE '> ; 
UN E:NTIEF< : ' ), 
pro c: edure h 0 mosr; 
b,;~,_:_i i I' ) 
writ.12ln; 
t,J r i t. (! 1. n ( '' ,., 
1.-✓ r i t,::~ ln 
w 1··· i t,,~ ln 
1..-Jr i t.,,.,111 
~Jr i t..i::!ln 
t,Jr i t.~~ l. n 
t2 nd; 
( , -:t; 
( ;1 :+: 
( . -:.; 
( :• -:,.: 
'-.,'Ol..lS ETE i:: hU NI l...1[1:)U T i:;:r--, I ·r E ME NT DU F•:F f.:;F {JU,. ' ) ; 
SOUS-NIVEA U INITIALISATION DU SOUS-RESEAU.'); 
VOUS AVEZ MAINTENANT LA POSSIBILITE DE MODIFIER LA DESCRIPTION ' ); 
DU SOUS - RESEAU DONT VOUS VENEZ DE DEFINIR UNE PARTIE. SI VOUS ' ); 
AVEZ UNE MODIFICATIO N A APPORTER, REPONDE/ OUI, SINON NON: ' ); 
pro c ~,!dt~r··~,! h•::!nur,1;: 
b,,~q in 
writ.i:~ln; 
w r i t E! 1. n ( • * 
,. ✓ r i t ,,,.1. n ( ' -:,, 
wr i t..1::!ln 
\.-.11~ Î t~'! 1. I'\ 
~J r i t.. i::! ln 
\..Il" j t ,:'!l.n 
t./r i t.~:! ln 
( ;· -:t; 
( ;.· :+: 
VOUS ETES AU NIV EAU TRAITEMENT DU RESEAU. ' >; 
EïDU'.3 ·-·NI '-)E :)U Tl~:(1 I TEM ENT DES NOEUD '.; pJ;:OCE DIJ l;:tiU X. ' ) ; 
VOUS DEVEZ DECRIRE, UN~ PAR UNE, LE S PROCEDURES DU SOUS-RESEAU'); 
QUE VOUS ETES EN TRAIN DE DECRIRE. POUR CELA 9 CO MMENCEZ PAR IN- ' ); 
lRODUIRE LE NUMERO DE LA PRO CEDUR E QUE VOUS DES IR EZ DECRIRE. CE '); 
NUMERO DOIT ETRE UN ENIIER, DE PLUS, LA PREMI ERE PROCEDURE DE- 'l; 
CRITE DOIT ETRE LA PROCEDUR E D''E NTREE, TA NDI S QUE LA DERNI ERE'); 
writeln ( ' ~ DOIT ETRE LA PROCEDURE DE SORTIE :'); 
wr i t.1c! ln 
r::!nd; 
... 
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,:Cl"OC ,,~dt..ir~~ h,2nb,2; 
be9in 
t.Jrit,2ln; 
write;,: l.n (',,,. 
l•Jr i t,2 ln 
writ,21. n 
wr· i t. 1?. l. n 
writ. E!ln 
~-Jr' i tee~ 1. n 
E! ri d; 
( ;· ~:-
( r :+' 
( , .... 
( ' :+:• 
VOUS ETES AU NIVEAU TRAITEMENT DU RESEAU.'); 
SOUS-NIVEAU l"RAII.EMENT DES NOEUDS PROCEDURAUX.'); 
VOUS DEVEZ INTRODUIRE, POUR LA PROCEDURE QUE VOUS AVE Z DECIDE"); 
DE DECRIRE, LE NOMBRE D' 'ARCS A L'"ENTREE. CE NOMBRE DOIT ETRE'); 
UN ENTIEF< :'); 
p r oc •::!dt.,, ... E! h c=:: n b s. ; 
t.:1 1::!9 i 11 
wr1t 1,dn; 
w r i ti;:~ ln ( '' :+, 
,,w i t,?. 1. n 
writ.f~ln 
, .•. •rit.,,~ l.1·1 
writ.el.n 
,_..,,,_ i te 1. n 
E! nd; 
( T -:+: 
( ; :+: 
< T ;._ 
( • :+: 
VOUS ETES AU NIVEAU TRAITEMENT DU RESLAU. ' ); 
SOUS-NIVEAU TRAITEMENT DE S NOEUDS PROCEDURAUX.'); 
VOUS DEVE Z INTRODUIRE, POUR LA PROCEDURE QUE VOUS AVEZ DECIDE '); 
DE DECRIRE, LE NOMBRE D''ARCS A LA SORTIE. CE NOMBRE DOIT ETRE'); 
UN EN.îIEF< :'); 
. procedure herepl; 
b•,~•:.1 in 
wr it~:!l.n; 
1-1 r i t,,~ ln ( • :+, 
l•!r' Î t,21.n 
wr i t~~ln 
1_._,r I t•è~l.n 
i.1r i t•ë:ln 
1,Jr i t,,~ ln 
< T ;._ 
( 7 * 
( r ;._ ( ,, * 
< T ;._ 
VOUS ETES AU NIVEAU TRAITEMENT DU RESEAU.'); 
GESTION DES REPRISES.'); 
VOUS AVEZ LA POSSIBILITE DE RECOMMENCER LA DESCRIPTION DU SOUS-'); 
RESEAU AU DEBUT, CAD OUBLIER TOUT CE QUE VOUS AVEZ FAIT A PRO- ' ); 
POS DE CE SO US-RESEAU, DAN S CE CAS REPONDEZ OUI; OU BIEN NE RE-'); 
COMMENCER QUE LA DE SC RIPTION DE LA PROCEDURE OU DES PROCEDURES,'); 
writel.n ('* DANS CE CAS, REPONDEZ NON :'); 
\.-.Ir' i t,,~1.n 
end; 
pro cedur e herep2; 
b,,~q in 
1-1r i t.,;;: 1. r·,; 
writ.,ëdn ('* 
v-W' i t•è~l.n ( •· -:.; 
w r i t,;~ 1. n ( • .-., 
v.ir' i t,~1.n ( ',,.-. 
writ.,;;!ln ( '•:~-
l0Jr i t,,~ 1. n ( ' .. . 
wr i t.1:::ln ( • :+, 
l,Jr' i t,?. l !') ( 7 .... 
writ..•::!ln ('':+, 
IAr' Î t,~J.n ( 7 :'7 
writ .. dn ( ' * 
, ..,,ri t.,=~1.n 
E!nd; 
VOUS ETES AU NIVEAU TRAITEMENT DU RESEAU.'); 
GESTION DE S REPRISES."); 
VOUS AVEZ LA POSSIBILITE DE REPRENDRE LA DESCRIPTION DU SOUS-' ); 
RESEAU AU DEBUT DE LA DES CRIPTION DES PROCEDURES CONCERNANT LE ') ; 
SOUS-RESEAU EN COURS, CAD OUBLIER TOUTES LE S DESCRIPTIONS DE ' ); 
PROCED URE S DE CE SOUS-RESEAU, DANS CE CAS REPONDEZ OUI; OU BIEN '); 
NE REPRENDRE QUE LA DESCRIPTION ERRONNEE, DANS CE CAS REPONDEZ '); 
NON. (DA NS LE CAS OU VOUS AURIEZ OUBLIE LA DE SC RIPTION DE LA'); 
PROCEDURE D''ENTREE OU DE LA PROCEDURE DE SORTIE, APRES AVOIR'); 
DECRIT TO UT LE SOUS-RESEAU, IL FAUT REPRENDRE LA DESCRIPTION'); 
DES PROCEDURES, CAD REPONDRE OUI) :'); 
procedure herep3; 
b,;~ ,_..:.i 11') 
~1r i t,~~1.n; 
writel.n ('* VOUS ETES AU NIVEAU TRAITEMENT DU RESEAU.'); 
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writel.n ('* GESTION DES REPRISES. ' ); 
writel.n ( ' * VOUS AVEZ LA POSSIBILITE DE MODIFIER LES DONNEES QUE VOUS VENEZ ' ); 
writel.n ('* D' 'ENTRER. SI VOUS VOULEZ REVENIR EN ARRIEREi REPONDEZ OUI, SI-'); 
writeln ('* NON REPONDEZ NON :'); 
l./r i t •::!l. rl 
,;;:nd; 
procedL-11"•?. h•ë~b,--l:; 
b •':! •J in 
wr itel.n; 
~, ri t~:!l.n ( '-:+: 
t4r i tf~ln 
writ,:ël.n 
t,Jr i t,21.n 
writ~,!ln 
l.-/1" i t,;~ l. n 
E!nd ; 
( " -:~:-
( , :,:. 
( ,, :': 
VOU S ET ES AU NI VEA U TRAITE MEN T DU RESEA U.'); 
SOUS -NI VEAU TRAITEMENT DES BRANCHES LINEAIRES.' ) ; 
VOUS DEVEZ INTRODUIRE MAINTENANT LE NUMERO DE L''ENTREE DE LA'>; 
PROCEDURE D''ARRIVEE DE LA BRANCHE CORRESPONDANT A LA SORTIE'); 
INDIQUEE 1 BRANCHE ABOUTISSANT A CETTE ENTREE :'); 
proCE!dt.frië~ hi:::br::.!;; 
b•ë: 1_::i i n 
wr i tr=.!l.n:; 
wr itel n ,.* VOUS ETES AU NIVEAU TRAITEMENT DU RESE AU.' ):; 
writel.n c•~ SOUS-NIVEAU TRAITEMENT DES BRANCHES LINEAIRES.' ) ; 
wr itel.n , .* VOUS DEVEZ INTRODUIRE MAINTENANT LE NUMERO DE LA PROC:EDURE'); 
writel.n c•~ D''ARRIVEE DE LA BRANCHE QUE VOUS VENEZ DE DE CRIRE :'); 
1,._1r i t,;;:ln 
procedure h earc(boarc 
h •ë~ •:J i n 
wr itr=.!ln; 
wr i tE!l.n ( '1° 
\.,J r i t 1ê:!l.n 
t,1rit,,~l.n 
l4r' j t.,c~l.n 
wr i t,,~l.n 
( '/ •:+: 
( :-' :+: 
( , :'-': 
( 7 :+: 
VOUS ETES AU NIVEAU TR0ITEMENT DU RESEAU.'>; 
SOUS- NIVEA U TRAITEMENT DES BRANCHES LINEAIRES . '); 
VOUS DEVEZ DECRIRE MAINTENANT LES ARCS QUI CONSTITUENT LA">; 
BRANCHE, CAO INTRODUIRE LES NOMS DES ARCS, SEPARES PAR AU MOINS ' ); 
UN BLANC. IL PEUT Y AVOIR AU PLUS : • ~boarc ; 2, ' ARCS PhR '); 
writel.n (•~ BRANCHE ; ' ); 
1,.1r i trë~l.n 
•~nd; 
proceciure herep4; 
b,,~r:, in 
l•.1r i tr:":ln; 
wr i tr=~l. n (',•, 
l~l r j t•ë~ l. rl ( ' :,:. 
w r i t •ë: l. n ( ,. :+: 
1_4r i t ,,~ 1. r1 
1,.1r i t•": ln 
l•Jr i t~::l.n 
1,.11··- i t•ë: ln 
, .• .11" i t •ë~ 1. n 
E! nd; 
( 1 :,:. .. ( ;, * 
( ., -:+: 
VOU S ETES AU NI VEAU TRAITEMENT DU RESEAU.'>; 
GES TI ON DES REPRISES.'); 
VOUS AVEZ MA I NTE NANT LA POSSIBILITE DE REVENIR EN ARRIERE ET'); 
D''OUBL I ER TO UT CE OU I CONCERNE LA DESCRIPTIUN DES BRANCHES'); 
ET DE RECOMMENCER LE TRAITEMENT A UN NIVEAU ANTERIEUR . '); 
SI VOUS VOULEZ OUBLIER CETTE DESCRIPTION,REPONDEZ OUI, SINON'); 
REPONDEZ NON :'); 
proceciure herep5; 
bf~•~1 i n 
writ,'"ln; 
writeln ( ' * VOUS ETES AU NIVEAU TRAI "fEMENl DU RESEAU.'); 
r 
1 
PAGE 
\.Il" i t..1::il.n 
\.Jr i t~dn 
l./r i tel.n 
1.-Jr i t,21.n 
wr i t,,il.n 
l-·-Jr i t,,~ l.1·1 
,::nd; 
l? 
( y :+: 
( T •)-;° 
( ... . ~: 
( • :<-: 
( ,, :+:-
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GESTION DES REPRISES . '); 
VOUS AVEZ MAINTENANf LA POSSIBILITE DE REVENIR EN ARRIERE ET ' ); 
D' 'OUBLIER TOUTES LES DESCRIPTIONS DE BRANCHES CONCERNANT LE ' ); 
SOUS-RESEAU EN COURS ET DE RECOMMENCER CES DE SCRIPTIONS. SI ' ); 
VOUS DESIREZ RECOMMENCER, REPONDE Z OUI, SINON REPONDEZ NON :'); 
procedure herep7; 
b~":!,;_i in 
wr i t..1::!l.n; 
writ.i;:~l.n (',•, 
writ~:!l.n ( ' '+· 
wr i V~ln 
t,Jr Î t •?. 1. l'l 
wr i t..•::!ln 
t./1" i t,::~ l ri 
end; 
( :r * 
( r '"-
( • :•:• 
VOUS ETES AU NIVEAU TRAITEMENT DU RESEAU.'); 
GESTION DES REPRISES."); 
VOUS AVEZ LA POSSIBILITE DE MODIFIER LES DONNEES QUE VOUS VENE Z'); 
D''ENTRER A PROPOS DU DERNI ER SOUS- RE SEAU DECRIT. SI VOUS VOU- ' ); 
LEZ REVENIR EN ARRIERE, REPONDEZ OUI , SINON REPONDE Z NON : ' ); 
procedure her e pB; 
b •=~ '.:J i n 
1,..11-- , t~":!ln; 
w r i t. 1:~ 1. r·, ( :r :+:-
t--J r' i t ,2 l. n ( • '"" 
w r i t <::: l n ( ' :•:• 
1.--.w i t ,21.n ( • ,., 
writ.,,~ln ('=+: 
writel.n ( '+ 
wr i t.,::!l.r·, ( :r :t-: 
v.ir- i t,2l1'l 
end; 
VOUS ETES AU NIVEAU TRAITEMENT DU RESEAU."); 
GESTION DES REPRISES.') ; 
VOUS AVE Z LA POSSIBILITE DE MODIFIER LE RESEAU. CETTE DEMANDE ' ); 
ENTRAINE CEPENDANT L ' 'EFFACEMENT DE TOUT CE QUI A ETE FAIT PEN- ' ); 
DANT LA PHASE DE TRAITEMENT DU RESEAU , VOU S REPRENE Z DONC DE- ' ) ; 
PUIS LE DEBUT. SI VOUS VOUL EZ MODIFIER , REPOND EZ OUI, SINON, ' ); 
REPONDEZ NON :'); 
pro c •ë:clt.11-·-,,~ h•,~ 1 ,,1 r.:•; 
l,«,~9 in 
t,ir i t..~=:l.n; 
~,ri t..f~ln ( ':•:• 
t,Jr ' Î t. ·=~ 1. 11 ( ' ;,; 
w r i t e l. n ( ';,, 
t.ir i t •~~ l. n ( ' ,,. 
writ.Eil.n 
~,:nd; 
( , .. 
( '>: 
VOUS ETES AU NIVEAU AFFICHAGE DU RE SEA U.'); 
VOUS POU VEZ MAINTENANT FAIRE AFFICHER LE RESEAU A L' ' ECRAN'); 
POUR CONTROLE VI SUEL. POUR AFFI CHER,REPONDEZ OUI, SINON RE- ' ) ; 
F-' ONDEZ NON ~ ' ) ; 
PROCEDURES UTILITAIRES 
( -:+:: *) 
<~ CES PROCEDURES SONT UTILITAIRES EN CE SENS QU'ELLES SONT APPELEES DE *) 
c~ SIEURS ENDROITS DIFFERENTS DANS LE CODE. ELLES SUPPOSENT CEPENDANT *> 
(=+: TOUTES LA DEFINITION DE CERTAINS TYPES GLO BAUX OU DE CERTAINES VARIA- =+: ) 
<* BLES GLO BALES . UNE MODIFI CAT I ON DE CES TYPES OU DE CES VAR IABL ES EN- =+:) 
<~ TRAIN E UNE MODIFI CATION DES PROCEDURE S OU FONCTIONS LES UTILI SAN T. *) 
r• r·· 0 C '"~ d U I" •:~ Î 11 Î l'l t ( \,' i:3 r 11 0 l!l b r <?. : Î l'l t •::! ,:_:_1 I;:! ,, .. :; 
va r c ode codre t ); 
(************************************* '+: ****************************** *) 
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LA PROCEDURE ININT 
(~ La procedure ININT lit un entier au terminal. Si cette lecture *) 
<~ a reuss i 9 cet ent i er se r etrouve dans l 'argument ' nombre ' . Si- *) 
(~ non, ce de rnier a une valeur indeterminee. La reussite de la ~) 
c~ lecture est indiquee par l 'a r gument 'c ode ' *) 
( * :+:) 
( , .. 
( ~ 
( , .. 
code - blank ==> l ' utili sateur n 'a rien tape *) 
code - h e lp ==) 
code - invalid ==> 
code - ok ==~ 
l ' utili s a teur veut des precisians :+:) 
( :+: 
( :,-
l • l ..l t i 1. i s a t ,= ,: u I" a t ,?-r:• •?. q c h d ' i n !::- i ,:_:, n i f i an t * ) 
1. a l. ,=~c: tt,11"•'~ a r,,.~u<,;s i ;,:- ) 
(:+: Cette procedure suppose la predefiniti o n du type cadret. 
c h 
b•':i•J in 
0. ,. L1; 
: c:h,,:; r; 
nombr•2 • •··· O; 
cas : ::: 0;; 
whil e not eol.n( input) do 
b•ë:q in 
r •2ëH:l(ch); 
i f ( c: h ,:: ' ' ) 
then if C:i:)•,; : :: 3 
th,=ê!n c a1,; • -· 4 ; 
if (ch::, " ?') 
th,~n if cas == 0 
t hE!n c .-;;:::; • ···· J. 
,:~1. ~::. 1~ c:a s · ·- 2 ; 
i f ( ( c: h < > ' ? · ) ëi n d ( c: h < > ' • ) a n d 
( (c.wd( '0'') > nrd(ch) ) or (o r d( ''i'' ) < ord(ch)))) 
then c ~-::s :,,,, 2;; 
if (( ord('O') <= ord(ch))and (ord(' 9' ) >= ord(ch))) 
th 1ê!n i f ( (cas ,::: 0) or ( c a~. ,::: 3) ) 
th•::!n bi:;:,_:J in 
c: a~::. ; :::: 3 ; 
nombre •- (nombre* J.0) + (ord(ch) - ord( ' O' ) ) 
,,:!rld 
elst:~ c as 
•':!rld; 
r) 
.. -·· ...:.. 
I" •ë! ,~d l n; 
0 code •- blank; 
1 code •- help; 
2 cod•::! •···· invë,lid; 
3 c:od 1ê! • ·- ok; 
4 cod•ë! • •-· ok, 
•?.nd 
•ë!nd ; 
procedure inoui(var reponse: char; 
var code : codret); 
* ) 
:+: ) 
-:,; ) 
(**** ****** **** ********* * ************** ******************************' 
( -:.:: 
( :,:. LA PROCEDURE INOUI 
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( i · :+:) 
(* La procedure INOUI lit une repense au termina l q u i doit s oit *> 
( "' 1:::t1"•,:,: ou I r:,.o i t non. ,() 
(,<': Est r,,~c:onnu comm.~ oui~ o 9 ou :,ou i 
(* est reconnu comme non : n , no , non . 
(* La repen s e se tro u ve dan s l 'a rgument ' repense ' 
(* a r e ussi . La vale ur de l 'argument est ' •' dans 
(* ' n ' dans l e cas non. L'argu ment code indiqu e si ( * r~;:u~,-!,; i 
!::• i l ,::: l •'': c: t 1,1 r' ,2 
1,=, c: ,,:,s oui •2t 
l i'l l ~:! C t U I" •2 a 
* ) ( -:+; 
( :;. 
( + 
( :;. 
:::::-::> l. ' ut i l. i r::.;::, t i:::t.1r 
l ,. ut i 1. i s ,:; t ,,~u,~ 
n ' a rien t a pe +) 
C O d 12 ·- h •':! l p 
c: odt::i •-· i nv ;,:; l id 
( ·'.t: cod,2 ··- uk 
( * 
::::.::) 
::::::: > 
::::=> 
l '' ut i l. i s2, t i:::LU' 
l a 1,,,.c tur,2 ;3 
veut des prec1 s 1on s :.;) 
a tape q c h d'insignifiant*) 
(:.; La proceciure sup po se la predef 1n1tion du ty pe c:odret. 
c h 
bi::i •;J in 
cas~:::: O; 
0 •• H>; 
: char; 
while n o t eo ln( input) do 
b e,;.:_iin 
ri::ië:d(c h); 
i f ch :::: ' 
t.h i::: n if c:;;,,r:; ·-· ? 
th,,:1'1 c a'..:; • ··- 3 
815 1::! i f C: ë:: !ë, -·· L, 
th,,".t'1 c: as 10 
':! l r:; ~,! if c ë,f:,. ::: 6 
th,~:l'l c: a<; : :::: 7 
i f c: h :::: ' '? ,. 
t.h•?.n if c:2,s. -· 0 
th.~n c: ai; 
el r:,. i::: 
1 
E!l s.i::: c: a~,. •·- lO; 
i f c: ë::~,. ·-· 8 
th ,;;: n cas 
if ((ch::: ,. N ,. ) Dl" (ch .... ''n')) 
t.h i:::n if c:ë,~:; :::: 0 
th 12r1 c i:3'.S : :::: 6 
81. ~,. ,,:: if C ~=:s, == 8 
th,,~ n c '"'.':; . •- 9 
e l. s ,:;~ c: <3 s. .. •-· 1 0 ; 
i f ( ( C h 0= r D ,. ) C) r- ( C h :::: ,. 0 7 ) ) 
t. h,::n if c: "~~:;. ""' o 
th,:::n ca s : = 2 
el s1::: if c:;;;,~. :::, /:; 
th,,:r1 c a'.::- ., •- 8 
e l s ,,,: c ;;;, !',. • -· :1. 0 ; 
i f ( ( c h :::: ,. U ' ) or ( c: h ·,,, ,. 1..-1 ,. ) ) 
t.h':':n if c:;;;:r::- :::: 2 
th,:::1'1 c a!:; : :::: .r, 
e 1. s ,::~ c <::: r.~. ~ :::: J O y 
if ((c:h :::: ' I,.) cw (c h ···· ' )) 
t. h i::: n i f c: ;,;: ~=- :::: 4 
th,:".n c: i:1-S • - 5 
1 0 ; 
r 
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else cas ;= 10; 
if ((ch<> 'O' ) a nd (ch<> 'o') 
(ch<> 'N ' ) anci (c h <> ' n ' ) 
(ch<> ' LJ ' ) a nd (ch <> ' u ') 
~,:nd 
a n d 
ï:rnd 
(ch<> 'J' ) a nd (ch<> 
(ch<> '?') an d (ch<> 
then cas := 10 
e n d; 
r eadl n; 
c ase cas of 
,:~ n d; 
0 
1 
2,3,4,::; 
6,? :,B,'i 
:1.0 
end 
c ode : ~ bl a nk ; 
code := h e lp; 
beg in 
code := ok; 
r ep e n s€ : ~ ' o ' 
end; 
beg in 
code := ok; 
re p o n s e := 'n' 
end ; 
cod e := inv a lid; 
procedure 1ectur e(bor ne1 
borne2 
var no mb r e 
var l i ste 
,. ) a nd 
:• ) ) 
in teger; 
integer ; 
in tege r ; 
tab l ea u ) ; 
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(**************************************************************************) 
( :~ 
( * 
( -:.:-
l...r:'.) r~·r-:: DCEDUF:E l..E CTUF::E 
*) 
,:,:, ) 
:.;) 
!* La procedure L ECTU RE lit d es e l e ments au te r mi na l et les memor i se dans*) 
(* l'argument liste. De p l us el l e l it le nombre d'eleme n t s introdui ts au *> 
<* ter mina l . Ces l ec t u r es se fo n t jusqu 'a ce q u e les do n nees memori sees *) 
<* soient cohere n tes. La memor i sat i on d a n s ' liste• s e fait de telle ma- *) 
(* n i ere, qu'apres lectu r e, les e l ements puissent etre t1~ansferes, carac- *) 
(* tere pae caractere, dans un t a ble a u a deux di mansio n s de bornes : *) 
(* 'borne:!.' et 'borne2'. 'born e1 ' et 'borne2' sont fourn s et les r esul- *) 
(* tats des l ectures se trouve n t dans ' nombre• et ' liste • *) 
( + 
( :>: 
( * 
( * 
b o r n e 1 = nombr e max i ma l d'e l ements 
bo rn e2 = no mbre max i mal de caracter es pr i s en 
compte par element 
*) 
-:+: ) 
,:,; ) 
,,; ) 
( :+: *) 
(* La proced u re s u p pose l a pred if in ition du type tableau et cies proce- *) 
(,,, d L-11"•:::s. in o t..1 i , inint , v idi1·1t, in v int. , vido t..1i , i nvoui, rn,:~i,;i;;. 1 , h (!l E! C:l? :+:•) 
(* mess2, mess3, mess4, mess5, mess6, helec2, mess7, h e l ec3, mess8. *) 
( * -:.<> 
(**************************************************************************) 
v ;,, r ch 
c od•"~ 
ri::!po n i;;. ,:,! 
i !I .,i 
C ë=;S 
i ne oh,2r'•:~nc ,2 
nonch i ff 1···,;;! 
c: h.:w; 
c:od1--et ; 
c: h i:=: r y 
i 1'lt•21'.J•2r ; 
0. ";:~; 
boo l ,::~an ; 
b oo l E!i:?- n ;; 
b,=: •J II') 
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non•?. l. •:::f!'1•2·n t 
rep i n\,'ë~l. i di::: 
boo 1. •ë~an Y 
boo l. ,,:ë==n ~ 
incoherenc e : = truc; 
while incoher ~nce do 
l::••=~•.'.J in 
m •::: 1,, ==· 1 ; 
nonchiffre : = true; 
whil.e nonch iffre do 
b~=:(_:, in 
inint(nombre,code); 
c a s ,.=:: c: o d •=~ o f 
blank vidint; 
help hel.ec: 1 (born e 1 ); 
inval.id in ·v·int;; 
ok if nomb1",;,: > bo1"n•?. 1 
•::: l'ld; 
(Il;;:! S r;~l1? 
then mess2(borne1) 
el.se if nombre= 0 
t. h ,,=: n rn ,,=: c,=. i:; 3 
else nonchiff r e • - f a l se 
non e l e rn e n t == t.ru e ; 
while nonelement do 
b~=:9 in 
for := 1 to borne1 do 
I'.:«::: ·.::i 1 1'1 
for j -- 1 to borne2 do 
b,=,:•J in 
,,~nd; 
.. -·· j_ ? 
. .f • ·-· 1 ; 
c a ::. : ~:: () ; 
li r:,.t.,,~ r: ( i-·l ):+:bo 1-··1·1 -=,!:? +j] • .... 
,;;:nd 
1,.1 h i l ~,: ( no t. •": o l. n ( i n r:• ut ) ) ;;:, n d ( no t 1, c "'' <=; •-· 3 ) ) r::J o 
b ,=,:•J i t'l 
r\:: a d (c:h); 
if (ch :::: ' 7 ' ) 
t.hi:::n i f cas ::: 0 
th,:::n c a,~ . •- 1 
~1.Sf:":! c:a:;:. •-·· ?;_; 
if ( (ch ') a nd ( c h < > '? ')) 
t..h 1:::n ci:,','· : ::: ::? :; 
if ( i > 1:.-.cwn,:::L) a nd (ch <> '' ) 
t h,=:n b1:::•_:.1 in 
11,ë:S !::-~:.;(born ,;;:l); 
., ·- + 1 ; 
1=,:n d 
,2 1. ,=; ~=: b ,,=: (J i n 
if ( .. i :::: 1) 
t hi:::n b(:<J in 
if (ch<> ' '' ) 
th,:::n b,=~•.=.1 i ,,1 
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1. i i;;. t 1;~ [ ( i ·- l ) -:•:- b or' n 1=~ 2 + ._i ] : ==• c h ~ 
._I .. ··- ._i -t· l 
12nd 
•~ 1. <:,. ,=,: i f ( ( l < .. i) a,nd ( ..i ...-:::, born,::! 2) ) 
t.h1,!n if (c::h :::: ' ') 
th,::!n b1:=!1_:;i in 
for ..i . - ..i t o borne2 do 
1. i '.-:=, t.1=~ [ ( i ·- 1) :-'born 122+ .. i] : :::: ' 
• ..• i + 1 ; 
.. i '·- 1 
E!nd 
1::! 1. 1::. 1,~ b ,29 in 
1. i ,;;.t.1;;: [ ( i-·1 ),1,born,2'..?+._i] • .... c:h; 
..i : :::: ..i + 1 
E!nd 
,2ls12 if (c::h :cc ,. ') 
th,2n b,,=i•;J in 
i • ·- i + 1 ; 
..i .. .... :1. 
,2nd 
1=: nd 
12 r1d ; 
rer.~dl.n; 
i f ..i > :1. t. h ~~ n 
c a'.~•,~ cas of 
0 (Il ,::~ s ~;; \1:1 ; 
l hel ec:2( borne2) ; 
2 , 3 i f ( no 111 br 1,~ < > ( i ·· 1. ) ) 
1:::nd 
th 12n h 129 i n 
fi l ~:! S ~:; ~;,1 ; 
rE!pinv al. id e := true; 
wh i le rep i nvalide do 
h 1ë: 1.i1 in 
i n o u i ( ,, .  ~,: 1::, on se , c: o <::k! ) ; 
c: ;:,  ·.::- 12 c: o d ,2 of 
blï:ô=nk 
h•::: l.p 
i n vi:,: l id 
ci l-', 
1°~ 1')d 
.~nd 
E! l s ,2 b1:::•;.1 i n 
v1dc:iu1; 
h,2 l.,2c 3 ; 
i nvou i ; 
if r~~pons1ë~ ,cc 1 o 1 
th1:~ t'l b1::,1_:,i in 
nonelement := f a lse; 
repinv a l.ide := false 
E!nd 
12 l. s,,~ b•::!'J in 
~:!nd 
rep in va lide . - f a l se; 
m1:~ssB 
E! ri d ; 
non el.ement : = f a l se ; 
incoher e nce := f a l se; 
E! rid 
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, 
~~nd 
,2 n r.! ; 
procedure rech( nom ch"'' i n,;:: ï 
var ind i 1·1 t ,,,: •J •::: r ) ; 
(* ***************************************************************************) 
( :<'.· 
( ..... .. 
( ·:<-: 
LA PROCEDURE RECH 
* ) 
·:+:·) 
n 
(* La procedure REC H rech e rch e un element donne par l'argument 'chai ne' *) 
(* dans les table1ux tnt, ttl, ttv et ttg. Si l 'e lement ne se trouv e dans :.;) 
(* aucun de ces tableauxy ind a l a v a l eur O. S inon inJ a l a valeur del ' in-*) 
(* dice pointant vers l'el e ment dan s le table a u~ aug mente de : :.;) 
( * * ) 
( ~.:: 
( + 
( .. . 
( .. . 
( .. ... 
- 0 s i 
- 1000 s i 
2000 s i 
3000 si 
l ., ,,~ l •:'!m•,: t .. ,t s ,2 tro1.A,,',2 d ,,, n s tnt 
l ' elem e nt se trouve d a n s ttl 
l "element se trouve clans ttv 
l ' el.ement se trouve dsns ttg 
* ) 
·:+:) 
n 
*) 
:t: ) 
(,,; l...ë: p1r·oc: ~::dur,2 r,;ur,:•i::•o •,;E: l i::: i: :,1···1:::d~0:finition d,:,:r,:. Vi:::rii:ibl•::!~:- nbnt, nbtv, nbtl ,, .. ,) 
( .. , nbt •i.1 Y t.nt ,, ttv ~ t.t l ,:~t t.t ,_:,1. *) 
( * :+: ) 
(****************************************************************************) 
V ëH' 1 : i nt~:!<;fE:r··, 
begin 
ind ::::: O; 
fo r i ::::: l to nbnt do 
if nom= tnt[iJ then ind := i 
i f i nd ::., 0 t.h,:::n 
for i : :::, 1 t..o nbtv do 
if nom= ttv[iJ then 
i f i nd === 0 tlr,,::•n 
for i := 1 ta nbt l do 
if nom = ttl[iJ then 
if i nd ::= 0 th,:::1·1 
f o r i : :,,, :1. t o n b t i::J do 
if nom= ttg[ iJ then 
e n d; 
i nd : "" i 
i nd ..... 
i l'ld 
+ 2000 ; 
+ 1.000; 
+ 3000 
procedure instri ng(var nom : chaine; 
va r code : codret); 
(****************************************************************************) 
( :+:• 
(:,:. 
( * LA PROCEDURE INSTRING 
*) 
:+:) 
·:+:) 
(:.; La proceciure INSTRING lit une ch;;::ine de c;;::racteres a u t ermi n a l. Cette :.;) 
(:.; c haine peut se trouver n ' impor te ou su r la ligne, elle ne peut cepend a nt:+:) 
(* renfermer de car a ctere bl a nc. Dans l a cas d ' une lecture avec s ucces, *) 
(* l 'a rgument 'c haine ' cont iendr a le s bo 2 nt premiers c:aracteres cle l a *) 
( * chaine lue. Le succes de la l ecture est indique par l 'a rgument code: *) 
( ·:~ 
( .,: 
( -~ 
( ~: 
( •:c-'.: 
( ...... 
c: od,=~ :::: b 1. ;;:: nk ---/ l ' ut ilisat e ur n'a rien t a pe 
coci e = help 
code= invalid === ) 
cocie = ok ===> 
l ' utili sateur veut de s precisions 
l ' t.d . i l i ~=-i::,t.,=::t..w· ëi t ;;,,1~•1;;: qc h d ,. i n ~:; i •::in if i ,::,nt 
la l ecture a r e uss i 
-:~ ) 
"·' ) 
*) 
:+:) 
* ) 
*) 
(* La procedure suppose l a predef i ni tion des types ch a in e et codret, et de *) 
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(* la constante bo2nt. 
( + 
VëH' i 
ch 
cas ..
boe~q i ri 
i nt•2 9,;;:r; 
c:h;;w;; 
:1." • 6; 
f o r i : === l t o l'.-. o :~ 1'l t d C.l rl o Hl [ i ] : :::: 1 
cas ;c.: 1; 
i : :::: l ; 
, . 
' 
while not eo l.n( input) a nrl (not (cas - 6 ) ) do 
boe~c:;.i in 
rE!ë:=rl(ch); 
if ch === ' 
t.hE!l"I if C:i:~S ::: :..! 
th•=~n c a•,; : == 3 
el. s-1::! if c: ë'=C.:- -- 4 
th,=~n cas 
if ch=== , -·1 , 
then if c:ë,:c.,. === :1. 
th,,,.n c aië, ~ ::: 2 
5; 
elsi:! if (c:ac.,. :::: 2) or (c:ë':<::, -· ,:, ) 
th1::!n c ais : === 4 
if(ch<> ' ) 
t.h~:in if (cai,; :::, 
c: ~:;: =· : ::-.: l> ; 
and ( c:h <> 
l) o,,.. ( c: i:::'::-
thoe~n cas : '''' .1., 
el.s12 c:a<.:-:. ::::: ,~; 
if (ch<>' ' ) and 
thi:in bE!'J in 
l'l(J(;l [ i ] 
···- ch; 
+ :1. 
~,!nd; 
r f~ë;dln; 
caSJ::! c:a !::- of 
l •"!nd; 
l 
2f3 
11 , :i 
6 
E!nd 
end~'! 
c: od,:~ 
c od~,! 
c: od,,~ 
blBnl-;; 
h•ë! lp; 
ok; 
invalid 
r? r ) 
:::; 2) 
procedure inarc:(var tare : tab l a rc; 
var code : cod re t); 
Dr 
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...• .1., ) 
(****************************************************************************) 
( :,:. 
( ,., LA PROCEDURE INARC ( :.; * ) 
(* La prac:edure INARC lit une cha ine de c: a rac:teres au terminal.. Cette ~) 
(* c haine peut comporter des blancs . Chaqu e suite de c aracter e s de cette * ) 
(* chaine ne r e nfermant p a s de c: a rac:tere blanc est inte rpret e e comme e tant * ) 
<~ un element. Les elements sont memorises d a ns le tableau tare:, en ne con-*) 
<~ derant que les bo2nt premiers c:aracteres de chaque element. H1 la lec- *) 
(* ture a reussie, tare: co n t i ent les el e ments. Le suc:ces de la lecture est *) 
(* indique par l ' argument code : *) 
(* *) 
- 1 
L 
PAGE 
( '•· 
( :+: 
( * ( * 
( -:.:: 
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code= blank 
c:ocie = help 
code= inv a lid 
code= ok 
... ........ _ .. 
:::::::::::;'::, 
::-.:=.::::) 
l 'utilisateur n'a rien tape 
l ' utili sateur demande des prec:ision s 
l'utilisateu r a tape qch d'insignifi ant 
l a lecture a reussi 
:.; ) 
:+: ) 
*) 
;.:, ) 
:.;) 
(* La proceciure suppose l a preciefinition des types t a bl a rc, c:odret et arcs, *) 
( * de s constantes boarc et bo2nt et des procedures mess9 et mess10. *) 
( * :+:• ) 
(****************************************************************************) 
v ar i.:;:rc: 
ch 
ëWC ~;, 
char; 
:1. " .. !5;; c as 
i , .,i, k 
ind 
i I') t •:! ,:~ •::! r ; 
i n t •::! (_:_1 •::! r·· ;; 
b 1:!•) in 
C i'":~; ;:::: l;: 
f or i ;:::: :1. t..o boë:,rc do for .,i ;:::: l t..o bo:?nt.. do t..ë,:rc:L i, .,i] ..... 
; c.:: 1 ; 
j : :::, l ; 
w h i l •.:! ( not ,:::o ln ( i n1::,ut) ) ë,, nd ( not ( c: ,,,,i::- ,,,, t.i) ) do 
b,:=~'.=l in 
ri:?.2,d (c h), 
i f ( c: h ""' '' ) ëï n d ( c: ë': ~=- :::: ? ) 
th•::! n c as : :::: 3 ;; 
if (c:h =:: ''?") 
t.h,ê:!n i f c ,::,<::. == 1 
t.. h ,::: n c ,::, i,; : :::, ~! 
!:!l S.f.! if (c: ;;;i:; :=: 2 ) or (c: ë,:<:; ""' 3) 
th ,:::ri c as : ::= •'1;; 
if (ch <> ') ë:: nd (c: h <> ''?'') 
t h i::!n if (c:,ss ::= 1 ) o r (c as.:::: 2) o r (cas ,:= 3) 
th ,;;:n c: ,:",s : :::, •'1;; 
if ( i > boarc) and (ch<> • ') 
th,::: n b,:::,:.:, in 
C a ;:; : :::: ~.) ; 
r11•2ss9(bo,:::rc) 
i:::nd 
els-E: if c:h ::,, ' 
•?.l'H1:; 
then if (j > :1.) and (.,i <= b o2nt) 
t h,:~n b•ëJ') i ri 
for .,i := ..i to bo2nt.. do t.arc:Li,j] := • 
..i : :cc 1 ~ 
i ; :::: i + J. 
•?. nd 
e l. s, •.:: 1::, ,:,! •J i n 
if .. i > bo21r, t 
th,:::n b i::! •J i n 
end 
.,i : :::: 1 ; 
i + :1. 
end 
else if .,i <= bo2nt.. 
then begin 
tarc:Li,.,i] := ch; 
j := ..i + 1 
e nd 
F'hGE 2B 
readln; 
if cas= 4 
then begin 
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if (j <= bo2nt) a nd ( 1 j) 
then b eg in 
for j - -
i + 
j to bo2 nt cio t a rc[i ,jJ --
1 
end 
else if j bo2nt then 
for ..i := 1 to ( i·-l) do 
b1;;: 1;_:1 in 
•ë!rl d ; 
arc :a;: t;3rc[j]; 
r•ë!ch( a 1"c !, ind); 
if i nd (:::: 0 
th ,?.r1 b,,~'.::i i 11 
fil•::! S S 1 0 ( ë.< 1··· C ) ; 
c as 
end 
r:,!n d 
,::-
., ·- ··-' 
+ 1 ; 
ca s ,=,: Ci::: i,; of 
•=~nd; 
1 : code:= blank; 
2,3 : c ode := help; 
4 : code:= ok; 
!7i : c: od,,~ : ''" i 1·1,,• a li cl 
end 
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(* ***************************************************************************) 
( ;_+; 
( :+: LE S FCINCTICIN S AD ET INOT 
*) 
:,;) 
( * * ) 
('<' La fonction AD recherc he wn e l e ment k d a ns un t a bleau t a b con t e n a nt nbp * ) 
(* ele ment s de 5 composa n tes. S i k figur e parmi une de s pre mi eres campo - * ) 
(* sant es des elements dw table a u, AD prend la valeur du deuxieme c:ompo- *) 
(* sant correspondant a cet ele me nt . Elle s up pose l a predefiniti on du type '-') 
('-' sauvproc. *) 
('<' La fonction INDT a un e f o nction a n a log ue y sauf qu'elle prend l a v a l e ur '-') 
('-'del ' indice qua nd l ' element figure d a ns le tableau. Elle suppose egale- *) 
('<' ment la pre def i nit i on du type sauvproc . '-') 
( * * ) 
(****************************************************************************) 
fu nct ion a d (k, 
tab 
nbp 
v ,~ r , i nt~,!•]•i:!r; 
b~:: q in 
,::: d : :::: 0; 
1 nt.•,~•J•ë! r'; 
S ô UV j: 1 1" D C ; 
i n t. i::: ,_:.:, E! ,, .. ) : i nt•": ,;:i r::: r ; 
f or i := l to nbp do if tab[i , 11 = k the n aci : = tab[i,2J 
•ë!n d;; 
fun ction indt (num 
t;:::b 
nbp 
var 1 ; i nt 1i:! •Yë!I";; 
b 1i:!•;J in 
i ndt ~ :::: 0 ; 
i nt. ~:!i:_:.1 ~~r ~ 
sa1.,1v 1::, roc ; 
i nt,::! 1;1 1::! 1··· ) ~ i nt,::!•J •:i!r ; 
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AUTRES PROCEDURES 
( :,:. 
(* CES PROCEDURES ONT ETE SEPAREES DU PROGRAMME PRINCIPAL , AFIN DE METTRE *> 
<~ EN EVIDENCE LA STRUCTURE DU MODULE CENfRAL ET DE RENDRE LE CODE PLUS LI -*> 
<~ SIBLE *) 
PROCEDURES D'INITIALISATION 
procedure initnt; 
(* on decrit les no n -terminaux*) 
b~~ ÇJ in 
lll•'~SS l 1 ; 
lectur e (bo1nt,bo2nt,nbnt,tab); 
for i :=1 to bolnt do for j:=1 to bo2nt do tnt[i ,JJ:=tab[( i-1)*bo2nt+JJ; 
<:'! l'l d ; 
procedure inittv; 
(* on decrit les terminaux vrais*} 
be,;i in 
1,1 "~ 5 i::- 1 2 ; 
lecture (boltv,bo2tv,nbtv,tab); 
f o r i : '"' :1. t o b o :1. t v t::I o for .. i : "'' :1. t o ho 2 t v do t t v [ i 9 .. i J : 0-= t ë::: b [ ( i - :1. ) "' b o :? t v + .. i J ; 
•':!nd ; 
pro c: ~,! d t .11" •ë! i 1·1 i t t l ; 
<* on decrit les terminaux lex iques figes*) 
b •:'! •.~ in 
fll@S!:., :1. 3 ; 
lecture (bo:l.tl,ho2tl,nhtl,tab); 
for i :=:t. to bo:l.tl do for J:=1 t o bo2tl do ttl[i ,JJ:=tab[(i ~1)*bo2tl+JJ; 
•::!nd; 
procedure inittg; 
(* on decrit les terminaux generaux *) 
b 1ë!•_:1 in 
fil •ë!S!::-1 î°.i; 
lecture (boltg,bo2tg, nbtg,tab); 
for i := 1 ta ho1tg do for j:=1 to bo2tg do ttg[i ,JJ:=tab[(i- :l.)*bo2tg+JJ; 
•':!nd; 
proc edure modini; 
b~ë!q in 
{l) 1-~!Sf:; l /, ~ 
repinval icie := true; 
while repinvalicie do 
b~~•;J i n 
:+:- ) 
-:-, } 
;.:- ) 
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i noc., i 
,,~nd; 
(1"•::!pons•ê:!ycod ,?.); 
c: od~,! of 
bl a nk 
h ,:;'.li::• 
i nv ;;, l. id 
ok 
1?.nd 
v i duu i; 
hi::!V•ë:r·· i ; 
Î l' '1VDI.A i; 
1···•::! Ç:< i n va 1. i di:i 
j f 1•··1::!p Or)~;E: :::: ' C) '' 
th,:,!n b•:=~i:;i i n 
fflE~s=;.1.?; 
r ep in val. ide := true; 
while repinval ide do 
b1::!q in 
inoui (repo n se,c ode); 
cas,?. cod•':! c,f 
bl. ëink 
h •ë:!l!=• 
v i clou i, 
h •:::rnon t ; 
i 1··,v o1.4 i ;; 
fal. ~; •::! 
i nval. id 
ok r ,::!p i nv,1 l. id,,~ 
en d 
I;:! f1rl ; 
if reponse = ' o ' then initnt; 
ffll~!~:;::; :1. B; 
repinval. i de := true; 
while repinval.ide do . 
bE!(:J in 
inoui ( 1···~=! pOnS 1::!, Cod•:~) ; 
co d•ë! of 
bl.ë:::nk 
h ,ë:! l 1:, 
i nvi::: l. id 
v i dou i ;; 
h,2rnot v; 
i n vo1,1 i ;; 
ok 
e nd 
repinvalicle .- fals e 
•:::nd;; 
if reponse = 'o' then inittv; 
,,1 •?. S ~; :l. 't y 
repinval.ide := tr ue; 
whil.e repinval. i de do 
b•::!•J in 
inoui (reponse,code) ; 
c: a~:- 1?. c od1:! of 
e nd; 
blank 
h ,,~ l r• 
invalid 
ok 
end 
v i d o u i ; 
h•:!l!lOt.. l; 
i nvou i; 
r 1?.p i rl', ,:: l. i ck~ . •-
if repense= 'o' then inittl ; 
/11•::!5- :.=:. 20; 
repinva lid e := true; 
wh il e repinvalide do 
b,:,! i:J in 
inoui (repo nse,code); 
c: a s •::: c o d ,,,! o f 
bli:il'lk 
h 1?.l.1:i 
vidoui, 
h,;;: r11ot..q ; 
false 
Ann. 74 
F'f':iGE 
,2nd ; 
;_;; :1. LIST VEF<SION 1 202Bl 3 
e nd; 
i nval. id 
c,j,, 
,:=:nd 
i nvou i 7 
r'i:,: i::, i l'lv'ï:,: l i d,,:: 
if reponse = ' o ' then in i ttg; 
mess15; 
rep o n se := ' o ' 
end 
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fi,d s ~~ 
(*********************************************************** *****************) 
( :,:. 
( + 
( :,:. 
PROCEDURES DE GESTION DES REPRISES 
-:+: ) 
i+: ) 
* ) 
(**************************** **~********** **~~ *OC~** ~* ~**~******************** ) 
pr<)C ,,,.,-J\AI" •'>. l"•"!pno; 
(******************************) 
(* REPRI SE AU NIVEAU DU NOEUD*> 
(* ******** ***~** *****~* *X**~**~) 
b,,,:,_::, in 
r>2p r·· c.=.r · :,:: f ë=; l.•::- <:·•;; 
rn•ëJ <;.; s21 ; 
r ,=., p i n v F.; l. i d ,,,. ; "" t 1··-1..1 '"' ~ 
whil.e rep i n v al.ide do 
b•:::•;.:i In 
i nC! t.-I i ( 1-··,:::i:-,oni::-•:::, cod,,~); 
c a 'S•é'! cod•ë~ of 
b 1. ar,k 
h,,>.l.p 
i rlVë::: 1. id 
ok 
end 
•'>.nd; 
i f l'·· ,;;q~•Ol'l ~:-•::: :::: '' 0 '' 
th ,:,:n b,,~q in 
V i dOl,1 i; 
h,,,.r ,::: p 1 ; 
invoui; 
re p i nv a li de 
ni n e or · : :·:. t1·· 1.,11:,•;: 
dsrincor ; = t rue; 
r•2prsr : :::: trt.H>. ;; 
decrit[inciJ : = false ; 
for~-, : :c:: (._i - i) d cn•J1'1to l d e, 
be9i n 
f a l.se 
adc : = adc - table[._i,3J - tabl.e[._i,4J - l; 
reseau[adc+t a bl.e[j ,3 JJ := 0 
end 
,,~nd 
el r.-;,=~ b,;;:,;_:_1 in 
rn1:~~.:.s22 ; 
r epinva l.ide : = tru e; 
wh i l.e r epinv Gl.ide do 
l::,,;;:q in 
i n o 1..1 i ( 1··· ~': 1::, on f:,. •::: f c: o d ,,,! ) ; 
c i:l S•2 c od ,,~ c,f 
b 1. r.5nk 
h•?.l.p 
i nv ,::: l. id 
ok 
,,-jdoui; 
h•::!r•,èp2 ; 
i nvrn,1 i ; 
r 1::i1::1 i 1-1v al. id ,?. f'i,dse 
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,,~nd; 
if r•ë:pon~;~,i === ' o" 
th,,~ n r.:i,:::'J in 
ni ne or' : ,,,, t.1-··t..11::i ; 
fo r k := (j-1) downto 1 do 
b1:::i_:.~ in 
e dc:=adc-table[jy3J-table[j,4J-1; 
reseau[adc+table[j,3JJ := 0 
~~n d; 
end; 
j . ·- l 
er,d 
12nd 
p roc: •:::dt.1r e r•:::pbr; 
<* REPRISE AU NIV EAU DES BRANCHES*) 
r 1::: p r i,; ,,.. : === f a l i,; ,;;: ; 
r eprbr := fa lse; 
l1l •~S. !:;23; 
r epinvali de := true; 
while repinvalide do 
b,,,: •::J i r·, 
inoui(reponse 7 code); 
c a~,;,2 c od,2 of 
bli:,:l'Ü'. 
h,:~ l p 
i nv2: lid . 
v i do t.4 i ; 
h 1,~ r ,::: p 11; 
i nvou i ;; 
ok 
end 
,--,==:pi nva l i d ,=~ • •··· 
,,~ nd ii 
i f ,, .. ~=: ç:, on~,. i::: ==== , .. o , ..
th,:~n b,:::,:_:.r in 
r ·· f: i::, r r.". r' • ··- t. ,, .. u 1::: ii 
r-,,~prb r . •- tru ,,~ 
end 
el.s 1ë! b 12q in 
f1l•::~s!;~ 24; 
repinvalide := true; 
whil.e r epinv a lide do 
b•::: 1.::i i l'l 
inoui(reponse,code); 
ca~1.,0~ c ocl,2 of 
blë:mk 
h•,~ l.p 
V i dO\..I i; 
h,2r,,=:p5; 
inVDL4Î; 
fa l. S•é:! 
i rl Vê:~: l; d : 
ok r<:':p i nva l i d,2 • •·-
,:: nd 
,,~nd:; 
if r,,~poni::-1::: ,,,, '' o " 
then reprbr := true 
e nd ~ 
i f 1"•,~pr br 
t.h ,2 n h •ë:<J in 
f a l. S i:: 
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k :::= k ··- 1; 
f cH · l. : "'' j dot•Jnto 1 do 
Î'..l•::!•.;J in 
for m := k downto 1 do 
b•ë!'.;J in 
;:, d c : cc: i'~ d c -· 1 ; 
reseau[-reseau[adcJJ := O; 
reseau[ a dcJ := O; 
i,~ dc : .:= a dc: ·- :L , 
whil.e reseau[ adcJ >= 0 do 
b,:,!'J in 
re seau[adcJ := O; 
adc : ::= adc: ·- 1 
end; 
reseau[-reseau[aclcJJ := O; 
re s eau[adcJ := 0 
end; 
if l. ·. 1 
then k := tabl.e[ l. -1,4] 
•2nd; 
for j := 1 to nbp do tabl.e[j,5] := tabl.e[j,3J; 
i ~ :::: 0 
•'?nd; 
if r,c~prsr 
thE!l'l b1::!•.'.J in 
~~nd; 
j : c:: n b 1~• + 1 ; 
rf2pno; 
i f r•ë!pon~.1:~ :::: 'n '' 
th1::!n b•:~•J i n 
r E! 1::, r ië; ,,.. : ,,,: f 2: l. ~, ~,! ; 
i : :::: 0 
8r1d 
el.se reprsr ;= true 
end 
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(*********************************************************~******************) 
( i+: 
( :<7 
( •• 
PROCEDURE S DL TRAITEM ENT DES SOUS- RESEAUX 
:+:) 
'+;) 
·f: ) 
(****************************************************************************) 
procedure trdsr; 
(* ********************************) 
<* INITIALISATION DU SOUS-RESEAU*> 
(*********************************) 
b,0~•.;i in 
(rlE!S !=.;. 2~.:.i( i); 
nomincor := true; 
while nomincor do 
b,:~i::.1 in 
repinva lide := true; 
while repinval.ide do 
b•::!q in 
in string(nom,c:ode); 
c as •::! c o d ,,~ o f 
b l. ë,: n k : v i d s t r' i n ,;i ; 
/ 
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h(~norn; h•::!l1::i 
inv a l.id 
ok 
inv s trinq; 
repinv a l.ide . - f a l s e 
•ë!nd 
•:'! n cl ; 
r E! c h ( no r11 , i n d ) ; 
if ( ind <:::C 0) or ( ind '> :1.000) 
t. h,::~ n r11ef.,. s ::.!6 
el. s e if decri t [inclJ 
th ,=~ n r11• '-•"; 0 ; r_;? 
1::! l ':::. 1::! b,~.!9 i n 
decrit[indJ := true; 
nomincor := fal. s e 
end 
1?.nd; 
(llr~Sf.~.20; 
r e pinva l.i de := t r u e ; 
while r e pinv a lid e clo 
b•::!i::t in 
i n i nt ( i::• E! , c: o d •=~ ) ; 
c ë~<::-1:~ c od,2 of 
Ill E~ 5.s :..~ 9; 
bl.i'l l')k 
h•::!lp 
i rlVë';l. id 
o k 
end 
vidi n t; 
h•ë!p•::!; 
i l'lV i nt y 
r-,=~p i nv a l id,,~ • ···· 
re p inval.ide : = tru e ; 
t.ih il•?. r 1:: p i nv,,31 id,,~ do -
b,,~q in 
i n i nt. ( r-: 1 ~=-, c: o d ,,~ ) 7 
c a s •':! c o d '"! of 
bl. i:i nk 
h•?.l p 
i 1'"1V é;: l i cf 
ok 
V i d i l'lt 7 
h•''! I~•!::- ; 
invint; 
i f 1:1 5 '-= p I:,! 
th E!rl (1l•:: ~:-!ë-2'7' b 
f al s e 
el. s e r e pinv a l.id e . -
•?. nd; 
flll::!~i-!:;3 0; 
repinva lide := true; 
wh ile r e pinv a lid e do 
b,2,;_:i in 
in i nt ( nbp, c od,=,:) ; 
c as •?. c od,,,. of 
b l a r1k 
h,,~l.p 
i nv ,:d id 
ok 
vidint;; 
h•?. n bp ; 
invint..; 
if nbp <=== 1 
t h 1:::n "1;2 s. ~,-3 l 
el. se if nb p '> npro c 
th,::! !'"! (fll::!5','·3 :I. b 
f a l. s e 
e l.se repinv a l.ide •- f a lse 
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m,::!ss32; 
repinvalide := true; 
whil e r epinvalide do 
b•::!•;1 in 
inoui(reponse,code); 
c a \; e c:od,?. of 
~~nd; 
b 1. ,:=nk 
h•"~ 1. p 
i nv,.d id 
ok 
end 
if J'"· •::!pOl'"IS':'.: === 1 n' 
v i dou i; 
h,,".rnosr; 
i nvrn .. , i ; 
r,;~pinvalid•?. : === 
th e n dsrincor : = f a lse 
else decrit[indJ ; = f a lse 
,::!nd; 
~• roc ,=,!dtJl" oë~ t..rno; 
(*********************** **************) 
(œ TRAITEMENT DES NOEUDS-PROCEDURAUX*) 
b,:~,;_, i l'l 
rn 1::1 ~.s33 ( j) ;· 
r e pinva lide : = true; 
while repinvalici e cio 
bE! 'J in 
i n i nt. ( n w,i , c o <.::k! ) ; 
c a s•::! cod,:~ o·F 
•?.nd;; 
blank 
h•:". 1.p 
inv a l.id 
ok 
end 
v id i nt; 
h1:~l'll,Jfll; 
invint.; 
l"":!p i 1·1va l. id,,,. • •·-
if (j = 1) 2nd (nurn ~ -~ pe) 
th ~:!l'l b~~•J i 11 
fil •~! !:> !;~ ~:> f:.{ 1::, ; 
•?. rr •::!Ur ~ == t I" u •?. 
end 
el.se if (j = nbp) and (nurn <> ps ) 
th~":!n b•?.•.'.:J i J'l 
/1l•::!Sf:, 38c; 
•:!I" r'~;!U I" : ;;: tr LI •?. 
o2nd 
f a l. S•?. 
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else if (j <> 1) 2nd (j <> nbp) and ((nurn - pe) or (num - ps)) 
then b,2,;:i in 
rn1::!~:; !.:. 3B~f y 
I;;! I" I" ,2 l -1 I" • ··- t r l ,I e 
end 
,2 l. s ~=! b o::! q in 
k : :::: .. i .. _ l ; 
if i1-1dt.(num!,.t 21 blo:,! 9 k ) <> 0 
th,:,!n b,=~ 9 in 
•':! r r •'"- t..1 ,,.. ., .... t ,, .. u ,,,! ; 
n1,,~s -531.1 
end 
•?. 1. 'S •:'! b•,~•J in 
PAGE 36 LIST VERSION 120281 3 11/ 8/82 15:44:37 
erreur := fal se ; 
mess35; 
repinvalirle == true; 
while repinvalide do 
begin 
inint(nhe,corle>; 
case code of 
vidint; 
henbe; 
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ci:;:Ei:;:ES 
blank 
help 
inval irl 
ok 
invint; 
repinvalide •- f a l S1::! 
end 
end; 
if ((( nbe = 0) and (num <> pe)) or 
(( nbe <> 0) and (num = pe))) 
then begin 
erreur := true; 
mess36 
end 
else begin 
repinvalide := true; 
(1)'::!S~::.3/ V 
w h i l ,,i r ' •ë! j::< i nvi:::l. id~~ do 
b,2,J in 
in i nt ( nh s., c od,2) ; 
c:as,2 cod,2 of 
•:~l'lci; 
blëmk 
h 12lp 
i nv ë,= l id 
ok 
end 
vidint; 
henbs; 
invint; 
repinv alide •-
if ( ( ( nbi,; ==== 0) and ( l'H .. 11:1 <> 1::,~,.) ) Dl''• 
((nbs <> 0) and (num = ps))) 
t h <ë! l'l h ""! ,;_:i i l'l 
•=:!nd 
,=,!nd ; 
j f l'lOt •=1rr'E!l..lr 
th•::!n b~:!•J i n 
•ë!rl<::I 
t ië:1:.1 l ,~ [ .,i , l ] : === 1'1 Wrl ; 
table[,j,2J := adc + nbe; 
table[,j,3] == nbe; 
table[.,i,4J := nbs; 
table[.,i,5] := nbe; 
reseau[adc+nbeJ : = -num; 
nnnn := trunc(num/10); 
Î f l'lW!l ::,.,:: 50 
1,! r r I::! L~ I" ; :::: t I" l..l ,:~ ;; 
rn,::!s·;:.:,38 
end 
then reseau[adc+nhe] := -(num-nnnn*10); 
i:1dc : "'' adc + nb,,~ + nb ·:::, + l; 
. .1 : ::,, j + l 
•=~nd 
.el S•::! r•::! ~:,no 
,,~t,d; 
false 
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proc ,,~d1..1r··,,~ trbJ":; 
(* TRAITEMENT DES BRANCHES LINEAIRES*> 
b~:!•.:.1 in 
num •- table[j,1J; 
adr ·- table[J,2J; 
nbe ·- table[j,31; 
nbs ·- table[J,4J; 
,,1 •?.s~;39 ( j, num); 
k ::es 1; 
reprbr := false; 
while (k <= nbs) and (not reprbr) do 
b,::!q in 
1,1 ,":ssi10(k); 
repinvalide : = trwe; 
while repinvalide do 
b,=,:•.J in 
i n i n t ( ,;:: nt , c: o d ,,=: ) ï 
c:as,?. cod,::! of' 
1,1 ,=.: s.r.;.,:j 1 ; 
bl.,::,nk 
h•::~ 1. F' 
i nv ëil id 
o k 
end 
vidint..; 
h 1=.:bt" 1 ; 
invint; 
repinval ide •- false 
repinvalide := true; 
while repinvalide do 
l::,,;;:q in 
inint(proc,code); 
cas•::! cod ,,~ of 
•::!nd;; 
i n d i::i r- oc • --
i f i ndpr-oc 
th,;:~n b,;;:9 in 
b l.;==,nk 
h1:~ l p 
i nv ë,: l. id 
ok 
end 
vidint:; 
h ,,~b t"2; 
invint:; 
indt(proc,table,nbp); 
·- () 
fil 1:~ S S Li 2 j 
,=! r r E!UI" : === tru,:;! 
•2 1'ld 
else if table[i ndproc,3] < ent 
th,::~n b~':!•:,1 in 
mess44(proc,ent); 
•::! r r' •''! u J" : === t r 1...1 •=~ 
end 
else if t a ble[indproc,5] <= 0 
t h ,,,! t'l b •::! .,:_:_1 i n 
fil I;:! !':• !::, ,i.1 '..'.i ( r:• J"· 0 C: ) ; 
'"! I" I''• •=-! \ .JI" : :::; t r lJ e 
1::nd 
else if re s eau[ a d(proc,t ab l e, nbp) -entJ ~> 0 
th,2n b ,2,;_1 in 
- 1 
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(il •:~<::- ~;-4 ,6 ; 
e rri=.:ur' 
,,:~ nd 
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t,,.·t../•::! 
else erreur .- f a l se; 
if not •?.rr,21,1r 
t hi::in b,:~q in 
rn •~.! s ~:; .<·t 6 b ; 
repinvalide := true; 
while rep i nval i de do 
b,:! 'J in 
inarc:(t arc ,code); 
c:,:::'.è,1'~ cod,:~ of 
,:~nd 
,,,! ,1 d; 
bl,::,nk 
h,,~ 1.p 
i riv,::,l i d 
ok 
E:nd 
r',::!p i nv ;;il. i cl<::: '-·· 
h,::!i:WC: ( boa1"c) ; 
bi::!•.:.:.i in 
repinvalide := f a lse; 
'::!rr,21,11" : ::.: tru,2 
i?. nd ï 
repinv a l i de := false 
i f not ~~rr•:'!l.-1 1" 
th,ë1n b,:~'.;j in 
reseau[adr+kJ := adc + 1; 
reseau[adc:J := -adr-k; 
ad c : :::: i:1dc: + l ; 
.1. : ::.: l ; 
arc::::: t a rc:[l.J; 
I" ,:! i=' •::! a t 
b,:::,;_:_, i ri 
r·ec:h ( ,,.,rc, i nd,;;,rc:) ï 
reseau[adcJ .- indarc; 
ë::dc: • ···· ,;;,de + :l.;; 
l ,-· l + l;; 
if l <= boarc then arc: := tarc[lJ 
,:~nd 
until (arc[lJ - ') or (l > bo a rc:); 
reseau[adcJ := -ad(proc,table,nbp) + ent; 
adc: ::::: ;3dc + l, 
reseau[ad(proc:,table,nbp)-entJ := adc - 2; 
table[indproc,5J := table[indprac,5] - 1~ 
k ::::: k + l 
12nd 
e l s ~,! ,,.. ~0q:d::, r 
l:;!l"ld; 
..i ,-.. ..i + 1; 
,:::nd ; 
,, -!!: PROCEDURES DE VERIFICATION DE COHERENCE 
( -:~ 
p1"0C 1:~ dur' lè~ v 12rno; 
(**** ****************************) 
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CREfŒ:3 
'+:) 
;.,:- ) 
* ) 
(* COHERENCE AU NIVEAU DU NOEUD*) 
b,:;! 9 in 
k : :::: 0; 
l : ::: 0; 
for j := 1 to nbp do 
b 1?.9 in 
k · -·· k + t;::,bl•;:[J,3], 
l := l + table[j,4J 
•2nd, 
if k <> l 
then b1:::,;i in 
ri:;:ç,oni~;,::! ; =:: '' n ,, ? 
while reponse - 'n' do 
b,;~,~~ i I') 
,,~nd 
rn ,:;! ·:; :~~ 4 7 ; 
r•2pno 
•ë.!nd 
e 1. ~; ,2 bE: 1;1 in 
,,i,::i<ss4ü; 
repinvalide := true; 
wh il e repinval. ide do 
l::,,,,!q in 
i n o L-1 i ( ,, .. i::: 1:1 o n i:; ,;,: , c o d ,,:: ) ; 
cas,:~ c:od,?. of 
blank vidoui; 
h 1?.lp h,::! r",:::p3; 
i nvc.n,1 i , 
l .1. / ::3/8::-'. 
i rlVi:::l id 
ok rep i nvalide -- false 
,="n d ; 
end 
,;:.!l'ld ;; 
i f ri:::r.:ioni,;,;,! "'' '' n ' 
then nincor . - false 
el S-s:! b•::!•;_:i in 
1-··-,::~pno ; 
if reponse - ' n ' then ninc:or .- f a lse 
,,~nd 
pro c: EidL-11··-,::: v1:,!rb1···; 
(************************************) 
<* CO HERENCE AU NIVEAU DES BRANCHES *l 
b,:~q in 
e r r~:it..11··· ; =-0 f i:l l s.,,ê!; 
for l := .1. ta nbp do 
if table[l 9 5J > 0 
th,::!n b,2q in 
if <::!l' '•r<':!l.-ll'"• 
th •:c·n bi::!(J i n 
t::! ,, .. r·· 1:,1 tA r : :::: t.. ,, .. l.-1 ,;ê! ; 
mess49(table[l,1J) 
end:; 
r":!poni::-•;! : '''' '' n' , 
while repense= ' n ' do 
Ann. 8,3 
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b•:~(_:, i l' l 
,11 1:ê!i:=.s;l, 'i b; 
k : 0,, 1; 
repbr 
,:~nd 
e 1. =-•:~ b•ô:! •.=1 in 
•:! nd; 
(!) 1~ s ~; ~5 0 ; 
r ep in valide := true; 
while repinvalide do 
b~ë!•_:J in 
i no1.,1 i ( 1···•.:q::,on<=;i:2, cod,::!) ; 
C: ô!:,<'~ C od ,0! of 
,:~nd; 
blank 
hel.p 
inv al id 
ok 
end 
i f ,, .. •:! r~• On<:, •'.:! cc: ' n ,, 
vidou i ; 
herep 7 ; 
invoui; 
repinv a lid e := fa lse 
then s rincor := fa l s e 
e 1. ~; ,:,! 1~·11:,! 9 i l'l 
12 nd 
k : :::: 1 ; 
,~ t::!f.•b r ; 
i f r •:~poni,:. ,,~ "'' ' n ' th•::! r·, r;;.1 ··· i ne or : ''" f ë:: l. i~;•=! 
12nd 
procedure verre; 
(*********************************) 
<* CO HERE NCE AU NIVEAU DU RESEAU*) 
(*********************************) 
be,;_i in 
fil 1~ s ~:; ~5 1 ; 
r epinval.ide := tr ue; 
while repinvalide do 
begin 
inoui (reponse,code) ; 
cas e code of 
end; 
bl.ank 
help 
invalid 
ok 
end 
vidoui; 
her e p8; 
invoui; 
repinval.ide := false 
if r epense = ' n ' 
then rincor := false 
e l. se beg in 
•21'ld; 
for 
for· 
f o r 
f • I" 
• •··· l t.o l::,or•.:!c; do r•ô:! S,•c!2 tAC i] : "'' 0; 
:= 1 to bolnt do decr i t[iJ := false ; 
:= 1 to bolnt do deb[ i ] := Oi 
:= 1 t o bolnt da fin[i J := O; 
ëJclc :,,,, 1 
•ë!l'ld 
Ann. a4 
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(******** ** *************** ***** ********************* ***************~ ******** *) 
( :.: 
( :>: 
( * 
PROCEDURE D' AFFICHAGE DU RE SEAU 
'+: ) 
*) 
'+: ) 
(******************************************************************* ******** *) 
procedure iMpre; 
be gin 
mess52; 
repinvalide : = true; 
while repinv a lide do 
beg in 
inoui (r e ponse,c od e ); 
cas e code of 
bl a nk 
hel.p 
inval.id 
ok 
E!nd 
,,~nd; 
if r-~,: 1~•on~;,ë! :,,: ' o' 
th•=n b,,~q in 
i : :::; :1. ; 
viduui; 
heimp; 
invoui; 
repinvalicle . - f a l s e 
while i <= nbnt do 
b i::J9 in 
pe := -reseau[ d e b[iJ J; 
ps := - reseau [fin[iJJ; 
me ss53(tnt[iJ,pe,ps); 
.. i : === d •= b L i J ; 
d ,:: r n i ~:: I' ·· : ,,:: f ,::, l s,. '": ; 
while not dernier do 
b•::: •.:.:J in 
nuM == -rese ~u[JJ; 
k : ,,,, 1 ; 
whil.e ( reseau[J +kJ > 0) do 
b•ë~•:..t in 
if (CJ+k) = -reseau[reseau[j +kJ-:1.J) 
th•=n b~~•J i l'l 
l : ::,: 0; 
wh i le r eseau lr esea u[J+kJ+lJ >= 0 dol : = l + :1.; 
l := -reseau[ reseau[j+kJ+lJ ; 
1,1 :::: l; 
while reseau[l+MJ > 0 dom := m + 1; 
pro c : = -reseau[l+mJ; 
me ss54( num 1 k 9 proc,m); 
l. : == 0; 
while re seau[reseau[j+k J+lJ ~= 0 do 
t'.1<:::') i l'l 
me ss55(reseau[reseau[J+kJ+ lJ ); 
l. : == l + l 
end; 
mess56 
end; 
k := k + 1 
e n d; 
j := j + k ; 
if num = ps then dernier := true 
LIST t)EF<f:lION l202fl1 3 11../ B/B2 
~:~nd;; 
i + 1 
end 
1,~nd 
1"!nd; 
( i+: 
( + 
( .... 
PROCEDURE DE MEMORISATION DU RE SEA U 
p ,, .. oc: ,,~ d u i--·· ,,~ ,,,: c: r r ,,~ ii 
be,;i in 
rewrite (res,'RNP'); 
writeln <res,adc)ji 
writeln (res,nbnt); 
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for : = 1 to bolnt do for j .- 1 to bo2nt do write (res,tnt[i 9 jJ); 
t.irit,,~ln (r,:!S); 
writeln (res 9 nbtv ) ; 
f O r i : ::: :l. t O b O .l t V d O f O r' ..i . .... :1. t O b O 2 t V d O l._l l'"• i t E! ( r ~"! r..;. ' t t V [ i 9 ..i J ) ; 
1 •• .Jr i t,=~ ln ( r,,~i::-) ; 
writeln (res,nbtl); 
for := :l. ta boltl do for ..i .- 1 to bo2tl do write (res,ttl[i,..iJ>; 
t-✓ r i t,=~ l 1'1 ( r<ë!S ) ; 
writeln (res,nbtg); 
f o r i : ::: 1 t o b o :1. t q do f or·· .. i : '"' 1 t o b o :? t '.'.:/ do hl r·· i t e ( 1,•. '"~ s , t t '=i L i , .. i J ) ; 
~.Jr i t,:'! ln ( res) ; 
for •- 1 to bolnt do writeln (res,deb[iJ); 
for •- 1 to bolnt do writeln (res,fin[iJ); 
for ·- .l ta bores do writeln (res,reseau[iJ) 
,=~nd;: 
( i+: 
( ~; 
( .. . 
b 1ëJQ in 
m •2 ~. r::. o; 
initnt; 
initt.v; 
in i l:, t l; 
in i l..t,_:_,; 
f!) ,;:! ~::. ~; 1 ~3 ; 
r i::q::, ci n i:,. ~i • •·· · '' o '' ; 
while reponse - 'o' do 
l':11''!1;1 in 
,,iod in i 
PROGRAMME PRINCIPAL 
PARTIE INITIALISATION 
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•':!nd, 
f o r i • ···· l t o b or·· •::! !:'- do r ~,: s •ë! ;;,, u [ i ] . ··- 0 Y 
far · - 1 to bo1nt da decrit[iJ •- false; 
for •- 1 to boint do deb[iJ · - O; 
for' i • •-· :t. to bo :t. n I:_. do fi l'l [ i J ; :::: ü; 
adc ;,::· 1; 
( :+:, 
( '+' 
( :;. 
PARTIE TRAITEMENT DU RESEAU 
rn,::!$~:;21.;c ; 
r i ne or : "'' tr1..1e; 
t,.1h i 1. ,2 ri l'lC or cl o 
l::11=:iq i 11 
i ; 0-= 1 ; 
w h i 1. E! ( i < "" r·1 b nt ) d o 
b 1,~•J in 
sri ne: or : "" t.1··-u,,=:; 
ni ncor : "" t.1"1.,1,,~; 
dsrincor := true; 
whil.,2 s rinco,~ do 
e nd; 
i rn1:,r,:~; 
verrE: 
,2nd; 
b,;:~,::i i r"i 
t-ih il•::! ni ncor do 
b 1,é!q in 
while dsrinc:or do 
b,2 ,;:i in 
trdsr 
•':!nd; 
m e ~- !:~- ~-;·' ;? i.'.' ;· 
reprs r := false; 
..i : :::: l ;; 
whil.e (__j <= nbp) and (not reprsr) do 
b,,é!i::1 in 
trno 
,==:nd ; 
i f n o t. r·· ~": i::, ,, .. ~,- r 
th•ëJn v,==!rno 
end; 
deb[ind] .- aci(pe,table~nbp); 
fin[indJ •- ad(psytableynbp); 
lll~:is!::.381~!, 
.. i ; :::: 1 ; 
while (__j <= nbp) and (not reprsr) do 
b•2•J in 
trbr 
•".!nd ; 
if not. r,:=: pr~:-r 
th ,2n \1,2rb1" 
,2 nd; 
+ 1 
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~c rr ~,i 
,:~nd. 
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PARTIE AFFICHAGE DU RESEAU 
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Pour donner un exemple de résultats du programme CRERES, nous avons 
pris un RNP bidon dont la représentation graphique est donnée par les 
réseaux suivants 
- RES1 
TV2-TV3-TV4 
'fVl 1 
TG2 
RES2 
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- RES2 
10 TGl 
1 2 
TLl 0 TG4 
TG5 
1 1 2 
9 2 TL2 11 
-
TG3 14 3 16 1 17 
3 4 
RES3 
0 TV3 
TG2 
TL 1-TL2 
- RES3 
TV1-TV2 
19 
RES1 
fig. A.II.1. Exemple de réseau à noeuds procéduraux 
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Nous avons donc les éléments suivants 
non-terminaux RESl, RES2 et RES3; 
terminaux vrais: TVl, TV2, TV3 et TV4; 
- terminaux lexiques figés: TLl, TL2, TL3 et TL4; 
- terminaux généraux: TGl, TG2, TG3, TG4 et TG5. 
Ce qui nous donne les résultats suivants sur fichier après exécution 
du programme de création: 
(voir listing page suivante) o~ 
- 231 
- 3 
- RESl, RES2, RES3 
- 4 
- TV1, TV2, TV3, TV4 
- 4 
- TLl, TL2, TL3, TL4 
~ 1er élément libre dans le tableau conte-
nant la représentation interne du réseau; 
---+ nombre de non-terminaux; 
--+ ensemble de non-terminaux; 
~ nombre de terminaux vrais; 
~ ensemble de terminaux vrais; 
~ nombre de terminaux lexiques figés; 
~ ensemble de terminaux lexiques figés; 
- 5 ---) nombre de terminaux généraux; 
-TG1, TG2 1 TG3, TG4, TG5 ~ensemble de terminaux généraux; 
- 1 , 107, 218, 0, 0 • • • ~tableau contenant les pointeurs vers les 
noeuds procéduraux d'entrée du RNP; 
- 44, 155, 223, o, o ••• ---+tableau contenant les pointeurs vers les 
- -1, 46, 49, 52 ••• 
noeuds proc é duraux de sortie .-:1.u RNP; 
-4tableau contenant la représentation 
interne du RNP. 
Rappelons encore que les différents types de terminaux correspondent 
aux partitions du lexique 
- Lexique indépendant de l'application: 
= terminaux vrais: correspondent. aux mots de liaison appa-
raissant de manière explicite dans la 
dé finition du RNP; . 
= terminaux lexiques figés:correspondent aux sous-classes gramma-
ticales. 
- Lexique propre à chaque application 
= terminaux généraux: correspondent aux noms, verbes etc. 
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1 • INT:OODUCTION 
- Le programme CRERES est un logiciel qui vous permet de 
passer interactiveDent de la représentation graphique 
d'un réseau à noeuds procéduraux (RBP) à sa représen-
tation interne en machine. 
- Au cours du traitement, le programmie vérifie au maxi-
mWII la cohérence des données introduites. Si vous avez 
colllllis une erreur, vous avez différentes options de 
reprise suiYaDt l'étape du traiteaent oà l'erreur a été 
colllllise. 
- Une étape étant tel'lllinée et reconnue coDllllle cohérente, 
vous avez quand m~me la possibilité de revenir en arrière 
et de reprendre le traitement à un stade antérieur. 
- Il n'y a pas de formar fixe pour les données à introduire, 
elles peuvent se trou.ver n 1 iœporte oà sur la ligne. 
- A chaque demande du programme, vous pouvez répondre par 
1 ? 1 • Vous aurez alors plus de renseign~ments sur ce qu'il 
y a à faire. Après l'affichage de ce message 'help', le 
traitement reprend normalement, cà.d que vous devez ré-
pondre à la demande précédant le message. 
- Chaque ligne affichée au term:i.naJ. est précedée d'un ca-
ractère wus indiquant le type de la ligne 
' 1 ' ----> 
'?' ----> 
•#• 
----> 
'~· ----> 
comaunication simple 
deaande de données 
message d'erreur 
message help 
,_, 
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- Quelques conventions de vocabulaire: 
réseau c'est l'ensemble que vous avez à décrire 
avec le programae CRERES. c• est votre mo-
délisation du langage a•ec l'outil que 
sont les RNP. 
sous-réseau c'est un composant du réseau, fol'llllant en lui 
m&œe un:e entité logique et cohérente. 
procédure ou encore noeud-procédural : un noeud d'un 
sous-réseau. 
branche : chemin reliant deux noeuds d'un sous-
réseau. 
arc : com.posant d' un.e branche. 
- Chaque demande exigeant comae réponse oui ou non accepte 
o,o } ou,ou 
OUI,oui 
N,n 
NO,no 
NON,non J 
pour oui 
pour non 
1-2 
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2. UTILISATION DU PROGRAMME CRERES 
2.1. DESCRIPTION D'OlfE SESSION DE TRAVAIL 
-----------------------------------------
Une session commence par 1 1 appe1 du prograJ11ae: 
CRERES 
La première phase est la phase d'initialisation du réseau. 
On définit ici les valeurs de base du réseau. Après vérification par 
l'utilisateur, on passe à la phase de traitement du réseau, qui se 
décoapose en trois sous-étapes, pour chaque sous-réseau à décrire. 
C'est l'initialisation du sous-réseau, le traiteaent des noeuds du 
sous-réseau et le traitement des branches du sous-réseau. Après avoir 
traité tous les sous-réseaux, on peut faire une dernière vérification 
sur le réseau et passer ensuite à la phase d'écriture du réseau. 
Le résultat du traite• ent se retrouve dans le fichier RRP. 
2.2. IBITIALISATIO~ DU RESEAU 
-----------------------------
Cette phase sert à définir les Ta.leurs de base du réseau 
qui sont : 
- nombre de non-tendnaux 
- 1 1 enseable des non-terminaux 
- nombre de terminaux Trais 
- 1 1 enseable des terminaux vrais 
- nombre de terminaux lexiques figés 
- 1 1 ense• ble des terminaux lexiques figés 
- nombre de terminaux généraux 
- l'ensemble des terminaux gf!néraux 
2-1 
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2.2.1. Définition des non-tendnaux 
===========================-=====-= 
Après l'affichage d'un aessage 'VOUS informant que 'VOUS tra-
Taillez aTec le progra1111e CRERES, Tous devez définir les non-teminaux, 
~d: 
- introduire le nombre de non-terminaux. 
Ce noabre doit ttre un entier. 
- introduire l' ensemble des non-termd.naux. 
Vous devez pour cela taper tous les éléments constituant C9t 
ensemble. Ces éléments doivent ~tre séparés par au moins 1lll 
blanc et se trouver sur une m~ae ligne, càd sans c.R. iDter-
aédi.aire. 
Pour les limitations concernant ces données consulter l''amlexe A. 
2.2.2. Définition des terminaux vrais 
------==-----======================== 
Vous devez ensuite définir Tos terminaux vrais, ~d 
- introduire le nombre de terminaux vrais. 
Ce no~bre doit ttre un entier. 
- introduire l'ensemble des terminaux vrais. 
Vous devez pour cela taper tous les éléments constituant 
cet ensemble. Ces éléments doivent ~tre séparés par au 
moins un blanc et se trouver sur 1m.e m~me ligne, càd sans 
C.R. intermédiaire. 
Pour les limitations concernant ces données, voir annexe A. 
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M~me procédé que pour les terminaux vrais. 
Mtme procédé que pour les terminaux vrais. 
2.2.2._Vérification 
Dans un but de vérification usuelle par l'utilisateur, 
l'ensemble des non-termd.naux, terminaux vrais, terminaux lexiques figés 
et terminaux généraux est affiché à l'écran. Vous avez ensuite la possi-
bilité de modifier cette définition en répondant oui à la question. affi-
chée. De plus, 'YOUS avez la possibilité de ne modifier que certains 
types d'éléments, soit: 
- les non-terminaux 
- les terminaux vrais 
- les terminaux lexiques figés 
- les terminaux généraux 
Cela se fait de la manière suivante: Après avoir répondu oui 
à la question de modification, le programme ~ous demande pour chaque 
type si vou.s voulez le modifier. Pour le 1110difier, il faut répondre oui, 
sinon il faut répondre non. Après avoir passé en revue tous les types, 
on revient à l'affichage en "fUe d'une vérification visuelle. 
Si vous avez répondu non à la delli.and& de modificatio,n., l'ini-
tialisation est considéré co!lllle terminée et vous n'avez plus la possi-
bilité d'y revenir ultérieureaent. 
2-3 
Ann. 101 
2.2.6.1. Au niveau du nonbre 
............................ 
Si wus avez commis une erreur au niveau du nombre d'éléments. 
le programme demande simplement la réintroduction du nombre. 
2.2.6.2. Au niveau des éléaents 
....•.............•............ 
Si wus avez commis une erreur au niveau des élém..ents, le pro-
granme demande la réintroduction des é1énents. Dans le cas d'une incohé-
rence entre nombre indiqué et nombre effectif d'éléments. vous pouvez 
soit recommencer par introduire le nombre en répondant oui à laques-
tion posée, soit ne réintroduire que la liste des élém.ents en répondant 
non à la question. 
2.2.6.30 Au niveau d'. un. oui ou nom 
··········~·-····················· 
Si YOUs avez commis une erreur en répondant à une delDlallde d' 
un oui ou n:oD, le programme demande simplement la réintroduction de la 
réponse. 
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2.3._TRAIT:EMENT_DU_RESEAU 
Le traitement du réseau est en fait le traitement un. par un 
des différents sous-réseaux. Un sous-réseau, une fois décrit, et cette 
description approuvée, ne peut plus ~tre modifié, à moins de reprendre 
la description de tous les sous-réseaux. 
Le traitement d'un sous-réseau se décompose lui-m~me en trois 
phases : 
- L'initialisation du sous-réseau 
- Le traitement des noeuds procéduraux 
- Le traitement des branches linéaires 
L'initialisation d'un so1r&-réseau consiste en la définition 
des nleu.rs de base du sous-réseau, càd: 
- nom du sous-réseau 
- numéro de la procédure d1 entrée 
- JŒ.Wlléro de la procédure de sortie 
- noœbre de noeuds procéduraux dans le sous-réseau 
Pour les limitations sur ces données, wir annaxe B 
2.3. 1. 1. Le nolll! du sous-réseau 
······························ 
Le nom du sous-réseau doit ~tre un élément figurant parmi les 
non-terminaux et ne doit pas ~tre un. sous-réseau déjà décrit. 
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2.301.2. Num.éro de la procédure d'entrée 
···························~············ 
Le numéro de la procédure d'entrée doit ~tre UD entier. 
2.3. 1.3. Ntllltéro de la procédure de sortie 
········································· 
Le numéro de la procédure de sortie doit ttre un entier, 
différent. du Dwméro de la procédure d'entrée. 
2.3.1.4. Nombre de noeuds procéduraux 
•••..•.•••..•..................•••..• 
Le no~bre de noeuds procéduraux doit ~tre un entier supérieur 
ou égal à 2. (Comae la procédure d'entrée ne peut ~tre en m~me temps la 
procédure de sortie, le nombre min:1.mwn de noeuds est 2). 
2.3.1.5. Vérification 
••••••••••••••••••••• 
Après avoir correctement initialisé le sous-réseau, vous av.œ 
la possibilité de reprendre cette initialisation si vous TOulez modifier 
une CiÙ>nnée introduite pendant cette intialisation. Pour ce faire, répoa-
dez oui à la demande de aodification. Si vous voulez continuer le trai-
teaent du sous-réseau, répondez non. 
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2.3.1.6. Erreurs 
•••••••••••••••• 
Des erreurs au niveau de l'initialisation du sous-réseau 
n 1 entrainent qu 1 une demande de réintroductio.n de la donnée par le pro-
gramae. 
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Après l'initialisation du sous-réseau, on arrive à la des-
cription des noeuds procéduraux. Pour chaque procédure, il faut al.ors 
i.Dtrodui.re : 
- le numéro de la procédure 
- le nombre d'entrées 
- le nombre de sorties 
2.3.2.1. Le numéro de la procédure 
•••••••••••••••••••••••••••••••••• 
Le nUDLéro de la procédure doit ttre un entier. La première 
procédure décrite doit obligatoirement ~tre la procédure d'entrée tan-
dis que la dernière procédure décrite doit ~tre la procédure de sort;Le. 
2.3.2 •. 2. Le nombre d'entrées 
•••••••••••••••••••••••••••• 
Le nombre d'entrées doit ~tre un entier. 
2.3.2.3. Le nombre de sorties •....•.....•................• 
Le nombre de sorties doit ttre un entier. 
•> Les procédures qui ne sont ni procédures d'entrée ni procédures de 
sortie, doiTent à.voir plus de O entrées et sorties. 
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2.3.2.4. Vérification 
••••••••••••••••••••• 
- Si après avoir décrit toutes les procédures, vos données 
sont incohérentes, plus d'entrées que de sorties dans un 
sous-réseau, ~ous avez deux options de reprise i 
• à l'·illl tialisation du sous-réseau 
• au début du traitement des noeuds 
Si vous voulez reprendre l'initialisation du sous-réseau 
réponde~ oui à la demande de reprise de l..1 initial.isation 
et reprenez alors au ni.veau de l'initialisation. 
Si vous ne désirez pas réinitialiser 1e sous-réseau, ré-
pondez non. Vous devez alors reprendre au niveau de 1a des-
cription des noeuds et répondre oui à la question de reprise 
des noeuds. Si ~ous répondez no~, le sous-réseau est tou~ 
jours dans Wll état incohérent et vous avez de nouveau les 
deux options. 
- Si par contre, vos données sont cohérentes, vous avez quand 
m.ême la possi.bil.i té d' un.e reprise. Les options sont les 
abes que dans le cas d'une description erronnée. Pour re-
prendre, répondez oui à la demande de modification. Pour re-
prendre au. ni.veau im.itialisation, répondez oui. à la demande _ 
de reprise au niveau intialisation, sinon répondez non. 
Pour reprendre au niveau traitement des noeuds, répondez 
oui à la demande de reprise au niveau des noeuds. Si vous 
répondez non, votre description étant cohérente, vous passez 
à la phase de traitement des branches linéaires. 
- Si votre description est cohérente et que vous ne voulez pas 
modifier de données, répondez œ~ à la demande cle modlifica-
tion. Vous passez alors dans la phase traitement des branches 
lilléaires. 
2.3.2.5. Erreurs 
................ 
Si en cours de description des noeuds, vous introduisez une 
doD.JZtée incohérente, les mtmies options de reprise que précédemment s'of-
frent. Si vous ne désirez Di reprendre à 1•1Ditial.isation, ni au début 
de la description des noeuds, vous devez réintroduire la description 
erronn.ée. 
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Dans cette phase, il faut décrire les branches du sous-réseau, 
càd, pour un.e branche, sortant d'une procédure donnée par une sortie 
dorumée, ill.diquer: 
- le nwaéro de la p,rocédu.re d1 arriTée de la branche 
- le num.éro de l'·entrée dans la procédure 
- les arcs coaposaat les branches 
Pour les limitations concernant ces données, voir annexe c. 
2.3.3.1. Procédure d'arrivée, numéro d'entrée 
············································· 
Le n;uaéro d'entrée doit ttre un. entier. Il ne doit pas ~tre 
supérieur au nombre d'entrées déclarées pour cette procédure et ne doit 
pas ttre un.e entrée déjà décrite de cette procédure. 
2.3.3.2. Procédure d1 arrlvée, numéro de la procédure 
•...••.............................••.............•. 
Le numéro de la procédure doit ~tre un entier. Cette procédure 
doit déjà avoi r été décrite au cours du traitement des noeuds. 
2.3.3.3. Les arcs composant la branche 
.......••••....•..............•.....•• 
Les arcs doivent ~tre des éléœents décrits soit dans l'ensem-
ble des non-terminaux, soit dans l'ensemble des terminaux généraux, de 
type lexiques figés ou vrais. Les éléDl!.ents doivent ~tre séparés par 
des blancs, un au moi.na. 
2-10 
Ann. 108 
2.3.3.4. Vérification 
••••••••••••••••••••o 
Après aTOir décrit toutes les branches: 
- Si votre description est incohérente, vous avez les options 
de reprise suivantes 
• à l'initialisation du sous-réseau 
• au début du traitement des rt0euds 
• au début du traitement des branches 
Si vous n'avez pris aucune option de reprise, TOtre descrip-
tion étant toujours incohérente, -wous avez de nouveau les 
trois options de reprise. 
- Si 'YOtre description est cohérente, wus pouvez DLOdifier le 
sous-réseau en répondant oui à la demande· de modification 
et en prenant UD:e des trois options de reprise. Si vous n•en. 
prenez aucune, votre description étant cohérente, TOUS 
passez au traitement du sous-réseau suivant. 
- Si votre description est cohérente et que vous ne voulez ri.en 
modifier, répondez non à la demande de modification. Vous 
passez alors à l'étape suivante, càd le traitement du sous-
réseau suivant. 
2.3.3.5. Erreurs 
•••••••••••••••• 
Si en cours de description des branches, vous avez comais ume 
erreur, vous avez également les trois options de reprise. Si vous n'en 
prenez aucune, il faut réintroduire la description de la branche erromaée. 
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2.3.4. Vérification 
===================' 
Si tous l.es sous-réseau sont traités d'une manière cohérente• 
vous pouvez afficher à l'écran la description de tout le réseau en ré-
pondant oui à la dellll8.Jlde d'affichage. Si vous ne désirez pas cet affi-
chage, répondez non. 
Ensui te vous avez la possibilité de reprendre la descriptioa 
du réseau, càd à partir de la description du premier sous-réseau. Vous 
oubliez donc tout ce que vous avez fait à propos des sous-réseaux. Pour 
reprendre répondez oui, sinon répondez non. 
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Dans cett.e phase, le réseau et:.les informatioJDS nécessaires 
à son interprétation sont écrites sur le fichier RNP. L'utilisateur n• a 
plus rien à faire que d'attendre la fin de l'exécution du programme. 
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(version du 8/11/82) 
ANNEXE A 
Li.Jlld.tations des valeurs de base du réseau: 
- nombre nrlndmmn d'éléments par type 1 
" 
maximum de non-terminaux 20 
" " 
If terminaux vrais 20 
Il Il 
" 
terminaux lexiques figés . 30 . 
tt 
" " 
terminaux généraux 20 
nombre maximum de caractères pris en compte: 
-
pour les non:.-tendnaux les 4 preaiers 
" " 
tel'llinaux vrais : 
" 
Il 
" 
- " 
lt terminaux lexiques figés 
" 
tt Il 
" 
11 terminaux généraux • 
" 
. 
Il Il 
A-1 
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(Tersion du 8/11/82) 
Lill:itations du sous-réseau, branches 
- nombre maximum d'arcs par branche: 10 
- D.Ombre maximwa de caractères pris en compte par arc: 
les 4 premiers 
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1. SPECIFICATION DU PROBLEME 
----------------------------
Construire un analyseur syntaxique, qui a partir d'un lexique 
et d'un niveau phonétique entièrement simulés, et d'un RNP sous repré-
sentation interne, analyse une phrase en françai.s. 
Lexique et niveau phonétique siaulé signifie que tous les accès 
au lexique, au treilli de phonèmes ou au signal acoustique sont sim.ulés. 
On n'accède donc. pas réelleaent au lexique ou au signal, mais c 1 est d' .une 
aanière interactive, l'utilisateur répondant à un. certain noabre de ques-
tions, que l'analyseur reçoit les informations dont il a besoin pour tra-
vailler. Dans le cas de reconnaissances erronnées, il doit pouvoir ~tre 
capable d'effectuer des retours en arrièreo 
L'analyseur est conçu pour une analyse gauche-droite, utilisa.Jlt 
une stratégie du meilleur d'abord. 
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AFF. 
ARBRE 
utilise 
GES'?. 
REPR. 
2. ARCHITECTURE GENERALE DU SYST:EME 
-----------------------------------
2.1. DECOMPOSITION EN MODULES 
-----------------------------
JJIALYSEUR 
utilise 
AHALYSE LECTURE 
PHRASES RESEAU 
REPRISE PARCOURS 
S-RESEAU 
BR. 
Lilf. 
HDS 
PROC. 
utilise 
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BR. 
LIB. 
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NDS 
PROC. 
utilise 
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2.2. JUSTIFICATION 
------------------
2.2.1.=SéEaration_ANALYSE-LECTURE 
Lee modules ANALYSE-PHRASES et LECTURE-RESEAU ont été séparés 
pour la raison én.dente qu'ils n'ont rien à faire l'un. aYec l'autre. En 
effet, LECTURE-RESEAU sera responsable de l'acquisition de la représen-
tation interne du réseau à noeuds procéduraux, tandis que .ANALYSE-PHRASES 
et ses sous-modules seront chargés de le parcourir, une fois ce dernier 
acquis. 
Les aodu.J.es PARCOURS et REPRISE ollt été séparés parcequ' ils 
représentent conceptuelle~ent deux actions dif~érentes. Dans PARCOURS, 
on ·Ta en effet parcourir de la gauche vers la droite un sous-réseau, . 
qui, dans ce contexte, n•a pas encore été parcouru. Dans REPRISE cepen-
dant, on và reprendre l'analyse cl'un. sous-réseau qu•oa. a déjà entière-
aent parcouru, ceci pour permettre des retours en arrière. On peut qua.ad 
m~me constater dès maintenant que ces modules ne TOnt pas différer fon-
damentalement et qu'ils vont utiliser les m~es sou• aodules. 
2.2.3. Les modules - AFFICHAGE-ARBRE 
- GF.STIOH-REPRISES 
- BRANCHES-LINEAIRES 
===================-=NOEUDS-PROCEDURAUX 
AFFICHAGE-ARBRE a été séparé du reste, parceque c'est Ull mo-
dule qui Ta dispara1tre du systèae une fois celui-ci coaplet, càd quand 
les différents accès au lexique, au ni.veau acoustique etc ne seront pius 
simulés et lorsqu'on. ne désire plus aYOir d'arbre syntaxique à l'écran 
pour des raisons de Yérification. 
Les autres modules ont été séparés parcequ'ils effectuent des 
actions très spécifiques et indépendantes. GESTION-REPRISES s'occupe de 
gérer les retours en arrière, BRANCHES-LINEAIRES traite les branches 
qu'on retrouve lors du parcours, tandis que NOEUDS-PROCEDURAUX s'occupe 
des noeuds. 
2-2 
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dans la Tersion à siaple indéterminisme~ ce qui signifie qu'on ne peut 
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3•3o_ANALYSE-PHRASES 
Le modu1e ANALYSE-PHRASES demande à l'utilisateur s'il a une 
phrase à analyser par un message de demande de phrase à analyser. L'uti-
lisateur répond par un aessage phrase à analysero 
1. Si la réponse est posi t ive, il deaande à l'utilisateur 
quel est le premier sous-réseau à parcourir par un message 
de demande de premier sous-réseau à parcourir. L'utilisa-
teur répond par un message premier sous-réseau à parcourir. 
Le module doit Térifier ensuite qu'il s'agit bien d'un 
sous-réseau ayant été décrit. 
1. 1. S'il ne s'agit pas d'un. sous-réseau, on en aTerti t 
l'utilisateur par un message d'erreur. 
1.2. S'il s'agit d'un sous-réseau, 11 crée et initialise 
UDe pile et lance le module PARCOURS avec le aessage 
premier sous-réseau à parcourir et le message sous-
réseau appelant (qui est O car on n•a pas encore de 
sous-réseau appelant). Le module ANALYSE-PHRASES ED 
reçoit la réponse • essage résultat parcours. En 
fonction de ce résultat il envoie un message résul-
tat analyse à 1 1 utilisate~r. 
Ensuite il redemande alors à l'utilisateur s'il a encore 
une phrase à analyser par un message de demande de phrase 
à analyser. L'utilisateur répond par un message phrase à 
analyser et le module reprend le traitement au début. 
2. Si la réponse est négative, l.e module se termine. 
Le module ANALYSE-PHRASES travaille sur les mêmes données que 
1e module LECTURE-RESEAU, à 1 1,exception de la donnée REPONSE (nom: du fi.-
chier), qui n'est pas accessible à ANALYSE-PHRASES. De plus, le module 
utilise une pile dont les éiéments ont la structure: 
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\ Pl \ S \ P21 
avec co11me signification pour les différents coaposants 
nUlliéro de la procédure de laquelle on. sort 
numéro de la sortie par laquelle on sort de la procédure 
numéro de l'entrée par laquel1e on entre dans la procédure 
~uméro de la procédure dans laquelle on. entre 
Ces données so~t globales et accessibles à tous les sous-moduJ.es. 
externes d 1 entrée : 111tessage phrase à analyser 
message premier sous-réseau à parcourir 
de sortie: message de demande de phrase à analyser 
m:.essage de demande de premier sous-réseau 
à parcourir 
llliessage d'erreur 
message résultat analyse 
internes . d'entrée . message résultat parcours . . 
de sortie: message premier sous-réseau a parcourir 
Dllessage sous-réseau appelant 
3-4 
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3.4. PARCOURS-SOUS-RESEAU 
-------------------------
Il parcourt 1e sous-réseau déterminé par message sous-réseau 
à parcourir, a• ayant pas encore été analysé dans ce contexte, en partant 
de la gauche, càd de la procédure d'entrée. Pour l'explorer, i~ emprunte 
ua chemin passant par ua certain nombre de noeuds et d'arcs. Chaque fois 
qu'il se trouve sur un noeud, ce qui est indiqué par position, i1 active 
le module NOEUDS-PROCEDURAU~ avec message procédure à activer, message 
nu.m.éro entrée et message aous-réseau appelant, tandis que s•i~ se trouye 
sur un arc, il active le module BRANCHES-LINEAIRES avec message branche 
à parcourir et message aE>Us-réseau parcouru. Le résultat du parcours d'un 
arc lui est signalé par message résultat parcours. Si .... le parcours ne s'est 
pas bien passé, on. active GESTION-REPRISES aYec message sous-réseau par-
couru et message position. GESTION-REPRISES donne comme :réponse messag,e 
position et message résultat reprise. Si la reprise s'est bien passée, 
message position indique le prochain arc à parcourir, sinon c 9 est une 
valeur indéterminée. Dans tous les cas, sauf quand la reprise n•a pas 
réussie, on active AFFICHAGE-ARBRE avec message position. Pour savoir 
quel arc parcourir après un noeud, le module doit consulter le sommet 
de la pile qui lui indique le numéro le numéro de la sortie du noeud. 
De cette manière, ou bien le module trouve un. chemin jusqu'à la procé-
dure de sortie du sous-réseau ou bien 11 n'en trouve pas. Ce résultat 
est coJ1111uniqué au module appelant par •essage résultat parcours. 
Le module PARCOURS-SOUS-RESEAU utilise les mêmes données que 
le module ANALYSE-PHRASES avec, en p1us une donnée: 
- POSITION --- indiquant la position dans le sous-réseau 
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Messages externes 
internes 
d'entrée: pas de message 
de sortie: pas de message 
d'entrée: message sous-réseau à parcourir 
message sous-réseau appelant 
message résultat parcours 
message résultat reprise 
aessage positio~ 
de sortie: message résultat parcours 
message procédure à activer 
message numéro entrée 
message sous-réseau appelant 
message branche à parcourir 
message sous-réseau parcouru 
message position 
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3.5._REPRISE-SOUS-RESEAU 
Le module REPRISE-SOUS-RESEAU reprend un sous-réseau, déter-
ainé par message sous-réseau à reprendre et ayant déjà été analysé d!ans 
ce contexte, en partant de la droite, càd de la procédure de sortie du 
sous-réseau, et en essayant de retrou.ver un point de reprise dans ce 
sous-réseau. Ce point de reprise trouvé, les traitements seront les mêsee 
que dans PARCOURS-SOUS-RESEAU, câd recherche d'un nouveau chemin à par-
tir du point de reprise vers la procédure de sortie. Pour cela, il faut 
de nouveau passer par un certain nombre de noeuds et d'arcs. Chaque fois 
que le module rencontre un noeud, il active NOEUDS-PROCEDURAUX avec 
message procédure à activer, message numéro entrée et message sous-réseau 
appelant, tandis que s'il rencontre un arc, il actiTe BRANCHES-LINEAIRES 
avec message branche à parcourir et message sous-réseau parcouru. Le ré-
sultat du parcours d'un arc lui est signalé par message résultat parcours. 
Si 1e parcours ne s'est pas bien passé, on active GESTION-REPRISES avec 
message position et message sous-réseau parcouru. GESTION~REPRISES donne 
comm.e résultat message résultat reprise et message position. Si lare-
prise s'est bien passée, position indique le prochain arc à parcourir, 
si.non c'est une v.aleur indéterminée. Dans tous les cas, sauf quand la 
reprise n'a pas réussie, on active A.FFICHAGE-'ARBRE avec message position. 
Pour savoir quel arc parcourir après un noeud, le module doit consulter 
le somm.et de la pile qui lui indique le numéro de sortie du noeud. De 
cette manière, ou bien le module trouve un chemin jusqu'à 1a p~cédture 
de sortie ou bien il n 1 en tro,uve pas. Ce résultat est comm.uniqué au Dlli»-
dule appelant par message résultat reprise. 
Le module REPRISES-SOUS-RESEAU utilise les mêmes données que 
le module ANALYSE-PHRASES avec, en p1us une donnée: 
- POSITION --- indiquant la position dans le sous-réseau 
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Messages externes 
internes 
d'entrée: pas de message 
de sortie: pas de message 
d'entrée : message aou.s-r.é.seau à reprendre 
message sous-réseau appelant 
message résultat parcours 
message résultat reprise 
message position 
de sortie: message résultat parcours 
message procédure à activer 
message ntlDliéro entrée 
message sous-réseau appelant 
aessage branche à parcourir 
message sous-réseau parcouru 
message ~tian 
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3.6._NOEUDS-PROCEDURAUX 
Le module NOEUDS-PROCEDURAUX com.plète l'élément sommet de la 
pile avec message numéro d'entrée et message procédure à actiYer. La pro-
cédure correspondant à message procédure à activer est ensuite activée. 
Mêmes dolll'.llées que le module ANALYSE-PHRASES. 
Messages externes d'entrée: pas dé aessage 
de sortie: pas de message 
internes: d'entrée: message procédure à activer 
œessage num.éro entrée 
message sous-:éseau appelant 
de sortie: pas de message 
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3.7._PROCEDURES_ASSOCIEES_AUX_NOEUDS 
Nous ne présenterons pas d'analyse détaill ée de ces procédures 
mais uniquement une description sommaire des actions que chaque procé-
dure aura à effectuer. 
3. 7. 1. =Spécification= des= traitements 
Les procédures associées aux aoeuds doivent prendre eA coz~te 
des informations de type contextuel, aco.ust:.i.que ou m.ême physique, et,. 
ellll fonction de ces informations, classer les sorties possibl es des noeuds 
par ordre de préférence sur la pile, la sortie la plus probable se trou-
vant au somaet de la pile. Dans le cas d'un.e procédure de sortie d'un 
sous-réseau, le numéro de la sortie vaut O. Les élém.en ts inconnus ( càd 
E et P2) sont mis à O pour chaque sortie possible. 
Dans notre cas, les sorties son.t encore sillliplement e•pilées par ordre 
de numérotation. 
Mêmes don.nées que le module ANALYSE-PHRASES. 
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3.8._BRANCHES-LINEAIRES 
Trois cas peuvent se présenter lors de la réception du 
message branche à parcourir 
- la branche est vide: on ne fait rien et message résultat 
parcours est OK 
- la branche n• est pas vide et n 1 appartient pas à l' ·ensrmble 
des non-terminaux on active la procédure associée qui 
répond par message résultat parcours 
- la branche est Wl NT: on acti~e PARCOURS-RESEAU avec 
• essage sous-réseau à parcourir et 
message sous-réseau appelant 
qui répond par message résultat parcours. 
Mtmes données que le module ANALYSE-PHRASES. 
Messages externes 
internes 
d'entrée: pas de message 
de sortie: pas de message 
d'entrée: message branche à parcourir 
message résultat parcours 
de sortie: aessage réaultat parcours 
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3.9. PROCEDURES ASSOCIEES AUX BRANCHES 
--------------------------------------
Les procédures associées aux branches doivent vérifier si o~ 
a bi en. choisi la bonn..e branche. On teste donc les hypothèses éaises. 
Elles doivent signaler le résultat au module appelant par message ré-
sultat parcours. 
Dans notre cas, cette vérification se fait interactivement. 
M~mes données que le module ANALYSE-PHRASES. 
Messages externes 
internes 
d'entrée: aessage vérification hypothèse 
de sortie: message demande vérification hypothèse 
d'entrée: message branche à parcourir 
de sortie: message résultat parcours 
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Lorsqu'une hypothèse a été re:je.tée, le module GESTION-REPRISES 
doit intervenir de manière à ce qu'on puisse reprendre le traitement à 
un moœent antérieur. Il doit motifier l'environnement, càd la pile et 
la donnée position, de telle sorte que le traitement puisse reprendre 
au dernier noeud rencontré, qui permette d'essayer une possibilité non 
encore testée. Le module GESTION-REPRISES ne peut ~tre appelé qu'après 
un parcours d'arc. Revenir en arrière ne pose pas de problème pour les 
noeuds ou les arcs qui ne sont pas des non-terminaux. Par contre, s 1 i1 
faut parcourir en sens inverse un. arc qui. est un non-terminal, la reprise 
se fait au niveau de ce soas-réseau. On active alors le module REPRISE-
SOUS-RESEAU. Celui-ci donne comme répo.nse : message résultat reprise. 
Si ce message est OK, on peut continuer le parcours normal au niveau du 
sous-réseau ayant activé GESTION-REPRISE. Sinon, 11 faut continuer à 
revenir en arrière au niveau de ce sous-réseau. S1 i1 n'y a pas moyen 
de revenir encore plus loin en arrière, parcequ•on est arrivé à 1a pro-
cédure d'entrée dans le sous-réseau, on le ·signale par message résultat 
reprise au module appelant. 
M~•es données que le module ANALYSE-PHRASES. 
Mes.sages externes 
internes 
d'entrée: pas de message 
de sortie: pas de message 
d'entrée: œessage sous-réseau parcouru 
message position 
message résultat reprise 
de sortie: message résultat reprise 
message sous-réseau à reprendre 
message sous-réseau parcouru 
message position 
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3.11._AFFICHAGE-ARBRE 
Le module AFFICHAGE-ARBRE doit parcourir parallèlement la pile 
et le réseau et afficher à l'écran l'arbre syntaxique de la phrase re-
connue au moment de l'appel du module. 
Mêmes données que le module ANALYSE-PHRASES. 
Messages externes 
inter11:es 
d'entrée: pas de message 
de sortie: message arbre syntaxique 
d'entrée: message position 
de sortie: pas de message 
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Sui•e~t les listings des quatre versions dans lesquelles 
existe l'analyseur syntaxique. 
- ANSYNTl 
- ANSYNT2 
- ABSYNT3 
- ANSYNT4 
Cette version est celle décrite dans les pages 
précédentes. Ses caractéristiques sont: 
+ Sim.ple indéterminiSDlie 
+ Une um.té de compilation 
Cette version diffère de la précédente en ce 
qu'on a séparé les procédures associées aux 
noeuds du reste de l'analyseur, celies-ci 
dépendant du réseau qu'on a décrit. Ses caractéris-
tiques sont : 
+ Siimple i.Ddéterminisme 
+ Deux unités de compilation 
Cette version diffère de la première en ce 
qu'on a introduit un indéterminisme suppléaen,-
taire sur les terminaux. Dès lors, plusieurs ter-
minaux peuvent ~tre reconnus pour une m~me branche 
a'tlec des csores différen ta. Il a donc été nécessaire 
d'introduire une seconde pile pour gérer cet :in-
détermineisme supplémentaire. La structure de 
l'algorithme cependant n'a pas changé fonda..menta-
lement. Ses caractéristiques aont< 
+ Double indéterminiSlllle 
+ Une unité de compilation 
Cette version diffère de la précédente en c& 
qu'on a séparé les ,procédures associées aux noeuds 
du reste de l'analyseur. Ses caractéristiques sont 
+ Double indéterminisme 
+ Deux unités de coapilation 
4-1 
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!A N NE X E vl 
Listing de l'analyseur 
( 4 versions sont présentées) 
(;+; 
-i:mi .. 137 
ANALYSEUR-SYNTAXIQUE 
Cette version de l'analyseur syntax i que comprend la definition des 
noeuds-proceduraux dans la definition des proceclures de l'analyseur 
meme. Si donc on change de reseau, i l faut modifier la procedure 
'ndsproc' de l'analyseur. Pour eviter cet ennui, il e x iste une deu-
xieme version de cet analyseur, ou le module noeuds - proceduraux est 
declare externe. Cette version peut etre trouvee sur le fichier 
<* AUTEUR MOUSEL. Pi erri:! 
13/12/82 <~ DATE DERNIERE MODIFICATION 
0: 
program ansynt(input,output); 
(*$h=20000;.;) 
const 
var 
bolnt -
bo2nt ·-
boltv = 
bo2tv --
boltl = 
bo2tl --
bolt,_;_i = 
bo2t9 ·-
bori:!~• -
elnt 
•:":!ltv 
eltl 
ch.sine 
DECLARATION DES DONNEES GLOBALES 
20; 
4; 
20; 
4. ,
30; 
4• ,
20; 
4; 
2000; 
arrë:•:J 
arra•..;J 
= ë~rra•.J 
arra• . .:J 
str i n•;J 
Cl •• bo2ntJ C)f char; 
[.t •• bo2tv] of char; 
C1 •• bo2tlJ C)f char; 
C1 •• bo2tqJ of char; 
[bC>2ntJ; 
po i nt8ur •- "•:":! l t; 
el t 
adc 
nbnt 
nbtv 
nbtl 
nbt,;;i 
~5r•~S 
tnt 
ttv 
ttl 
tt,;;i 
-· record 
suivant 
ps 
s 
pe 
prec,:":!dent 
end; 
i nt8,;_p:":!r; 
inte9er; 
i nte•J•:":!r; 
i nte,;_l':ir; 
i nt•:":!98 r; 
i nte,;p?.r; 
chain,:":!; 
~•o i nteur; 
i nt 1:":! 1Jer; 
inte9er; 
i nt•:":!•J•:":!r; 
i nte,;wr; 
pointeur 
array Cl •• bolntJ 
; array [1 •• boltv] 
array [1 .. boltlJ 
array [1 •• boltgJ 
of 
of 
of 
of 
,::!\nt; 
•:":! l tv; 
1:i l t l; 
eltg; 
dt?b 
fin 
p 
array [1 •• bolntJ of integer; 
array [1 •• bo1ntJ of integer; 
array [1 •• boresJ of integer; 
po i nt,:ur; 
prem i •?r 
d 1:::rn i •=r 
pointt?ur; 
po i nt,:ur; 
(,.; 
( * ( * 
( + 
LISTE DES RPOCEDURES 
proc1:!dUrE! 
proc 1:dure 
proc1:!dure 
proc •:dur,: 
anë: l •,JSE! 
lecr,:s 
forwë:rd; 
; fort.sard; 
anaphr ; forward; 
parcours ( res i nt•=Q•=r; 
boolean; 
procedure reprise 
procedure modnds 
proc •:dur•i:! ,oodbr 
procedure ndsproc 
procedur8 brlin 
procedure gestrep 
p roc E!dUr8 ë~rbr1:i 
var resultat 
r 1:sapp 
var resultat 
resapp 
( fi np,3rc 
var resultat 
position 
~:, pe 
resapp 
(var finbr 
var finparc 
var r•=SU l tat 
integer); forward; 
i nt•=•Jer; 
booleëm; 
integer); forward; 
boolean; 
boolean; 
i nt•=•)•=r; 
i nte,_;;i€!r; 
i ntE!9 1:r; 
intE!ger); forward; 
boolean; 
bc,o l eëm; 
bool,r::an; 
var position inte9er; 
var e,pe integer; 
r8s int8ger); forwarcl; 
( pe : i nte,_;i,2r ; e : i nte,_;ier ; r,:sapp 
( arc integer; 
var resultat boolean; 
res integer); forward; 
res integer ; 
var position int89er; 
var resultat boolean); forward; 
(position : i nte,.:.:,er); fc,rward; 
LES FONCTIONS UTILISEES 
funct ion r,:'!chent ( poi; i t ion : i nte,;iE!r) 
var i i nt1:ger; 
b•=•.:;J in 
i := O; 
while (reseau[position + iJ) > 0 do 
r,:ch•?nt : = i 
€!nd; 
f une t ion r8c hnd ( pos i t i cm : i nte•J1:!r) 
b•:!•J in 
+ 1; 
while reseau[positionJ > 0 do position:= position - 1; 
rechnd := position 
E!nd; 
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integer); forward; 
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MODULES DE NIVEAU 1 
(*******************************~********************************************) 
(****************************************************************************) 
procedure analyse; 
be9in 
l•:":!cr,:":!s; 
anë,phr 
•=nd; 
f'lODULE ANAL YSELJR 
MODULES DE NIVEAU 2 
<****************************************************************************) 
<•***************************************************************************) 
procedure lecres; 
var repense string[BJ; 
r•:!S 
i , ..i 
b•=q in 
t•'.:!:-:t; 
i nti:•;Jer; 
MODULE LECTURE-RESEAU 
writeln ('* VEUILLEZ ENTRER LE NOM DU FICHIER CONTENANT LE RNP.'); 
writeln ('* (AU MAXIMUM 8 CARACTERES.)'); 
readln (reponse>; 
reset (res,reponse>; 
readln (res,adc); 
readln (res,nbnt); 
for i := 1 to bolnt do for ..i := 1 to bo2nt do read (res,tnt[i,..iJ>; 
r~':!adln (r,E!s); 
readln (res,nbtv); 
for i := 1 to boltv do for j .- 1 to bo2tv do read (res,ttv[i,jJ); 
r~:adln <r•'.:!s); 
readln (res,nbtl>; 
for i := 1 to boltl do for ..i := 1 te bo2tl do read (res,ttl[i,jJ); 
r~:adln (res); 
readln (res,nbtg); 
for i := 1 to boltg do for ..i := 1 to bo2tg do read (res,ttg[i,JJ); 
r•E!adln (res); 
for i := 1 to 
for i ::: 1 to 
for i : = 1 to 
end; 
(* 
o, 
(+ 
bolnt 
bolnt 
bor":!s 
procedure anaphr; 
do 
do 
i::lo 
var repense char; 
ri:!adln 
readln 
ri:!adln 
resultat boolean; 
i ntE!ger; 
(ri:!s,dE!b[iJ); 
(r 1:":!s,fin[iJ); 
( rE!:>, rE!sE!au[ i J) 
MODULE ANALYSE-PHRASES 
function indice (sres 
var i ,..i : integer; 
trouve : boolean; 
beg i n 
i nd i c •:":! : == o ; 
for i :== 1 to nbnt do 
b•?.!•) in 
trouvE! := trul:"J; 
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chain,2) 
for ..i := 1 to bo2nt do if sresE .iJ <> tnt [i,JJ thi::n trcat,IVE! .-- falsE!; 
if trouve then indice := i 
end; 
begin 
end 
writeln ('* AVEZ VOUS UNE PHRASE A ANALYSER?'); 
readln (repense); 
whilE! (repense= 1 0 1 ) or (repense= 1 0 1 ) do 
be,_:;, in 
•:":!nd; 
writeln ('* VOUS AVEZ DECIDE D''ANALYSER UNE PHRASE.'); 
writeln ('* QUEL EST LE PREMIER SOUS-RESEAU A PARCOURIR?'); 
for i := 1 to bo2nt clo sres[iJ :=' '; 
r~~ad ln ( sr,,~s) ; 
res := indice (sres); 
Î f r•:":!S ::: 0 
then writeln ('* CE N''EST PAS UN NON-TERMINAL.') 
•?.! l S•?.! b•:•) i n 
nE!W ( p) ; 
pr,::ro i ,2r : s.: p; 
dernier:= p; 
pA.suivant := ni l; 
pA.precedent := nil; 
pA.ps := O; 
pA.5 : = O; 
J:•"••::! ; ::: O; 
pA.pe := O; 
parcours (res,resultat,O>; 
if resultat 
t hen be,;_1 in 
writeln ('* LA PHRASE A ETE RECONNUE.'); 
writeln ('* VOICI l''ARBRE SYNTXIQLJE :'); 
writeln; 
arbre(adc); 
writ•::! ln 
•:":!nd 
else writeln <'* LA PHRASE N''A PAS ETE RECONNUE.') 
,2nd; 
p : = dernier; 
while p <> nil do 
bE!•;J i n 
dernier := dernierA.precedent; 
dispose ( r.d ; 
p := dern i •'.:!r 
1:nd; 
writeln ( '* AVEZ VOUS ENCORE UNE PHRASE A ANALYSER?'); 
readln (repense) 
end 
MODULES DE NIVEAU 3 
(**************************************************************************** ) 
(****************************************************************************) 
procedure parcours; 
var position integer; 
e integer; 
pe integer; 
finparc boolean; 
be,;i in 
position:= deb[resJ; 
•~ :== O; 
pe := -reseau[positionJ; 
finparc := false; 
l"lODULE F'ARCOURS 
modnds (finparc,resultat,res,position,e,pe,resapp) 
•:!nd; 
procedure reprise; 
var position integer; 
e integer; 
pe integer; 
entree integer; 
arc integer; 
finparc boolean; 
finbr boolean; 
begin 
position:= fin[resJ; 
p : = pr,:!,1\ i er; 
premier:= premierA.suivant; 
premierA.precedent := nil; 
dispose (p); 
entree := premierA.e; 
MODULE REF'RISE 
pos i tion:= r8seau[position-entreeJ; 
resultat := false; 
if (reseau[positionJ > 0) and (reseau[positionJ <= 1000) 
then reprise (reseau[positionJ,resultat,res); 
if not resultat 
th,:!n b•:!•) in 
gestrep (res,position,resultat>; 
if <resultat) and (reseau[positionJ >= 0) 
t hen be•;J in 
else 
arbre (position>; 
fi nbr : ::: fa l s,,~; 
finparc := false; 
modbr (finbr,finparc,resultat,position,e,pe,res>; 
modnds (finparc,resultat,res,position,e,pe,resapp) 
end 
if (resultat) and (reseau[position) < 0) 
th•'.::!n b•:!•.~ in 
end 
e l s0:i be,;i i n 
position:= -reseau[positionJ; 
e := rechent (position>; 
position:= position+ e; 
pe := -reseau[positionJ; 
finparc :=: false; 
modnd s (finparc,resultat,res,position,e,pe,resapp) 
•~nd 
A.IHle 141 
*) 
*> 
*) . 
•!:!nd; 
positirin :=position+ 1; 
position := - resea u[positionJ; 
e := rechent(position>; 
position :=position+ e; 
pe := -reseau[positionJ; 
ndsproc(pe,e,resapp) 
end 
SOUS-l"lODUL.E S 
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<~ Ces modules ont ete separes des modules parcours-sous-reseau et reprise *) 
(* sous-reseau parceque les Memes actions sont effectuees plusieurs fois a *> 
(~ des endroits differents. En regroupant ainsi ces actions d a ns les modu- *> 
<* les modnds et modbr, on peut reduire la taille du code. *> 
(~ *) 
procedure modnds; 
var sortie integer; 
finbr : boolean; 
be•J in 
while not finparc do 
be,_:-,i in 
•:!nd; 
ndsproc (pe,e,resapp); 
if position= fin[res] 
t hEirl bt:!•~1 in 
f' i nparc : = tru•2; 
r•2sultat : •= true 
end 
1!:!lse b•:!•J in 
sortie:= premierA.s; 
position := reseau[position+sortieJ; 
f' i nbr : == fa l se; 
modbr (finbr,finparc,resultat,position,e,pe,res) 
1!:!nd 
proc i:idur'= modbr; 
var arc : integer; 
b>?ÇJin 
white not finbr do 
b•!:!•,-;i in 
arc := reseau[positionJ; 
brlin (arc,resultat,res); 
if r8sultat 
then b•!:!•J in 
position :=position+ 1; 
arbre (position); 
if reseau[position] < 0 
th,!:!n b•!:!9 i n 
•è:!n d 
e l se be,;_1 i n 
finbr := true; 
position := -reseau[positionJ; 
e := rechent (position); 
position :=position+ e; 
pe : = - reseau[positionJ 
end 
gestrep (res,position,resultat); 
if rE!sultat 
th€!n be,;, in 
arbre (position); 
•=nd; 
if reseau[positionJ < 0 
then be•;J in 
end 
el se be 1,;_1 i n 
f i nbr : = trut:::; 
position := - reseau[positionJ; 
e := rechent (position); 
position :=position+ e; 
pe := - reseau[positionJ 
•=n,::I 
finbr := true; 
finparc : ,= true 
end 
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(****************************************************************************) 
(****************************************************************************) 
MODULE AFFICHAGE-ARBRE 
proc edure arbr•=; 
var arbinc : boolean; 
procedure affich (res: integer 
var pos integer; 
sortie: integer; 
finbr : boolean; 
finres boolean; 
arc •= lnt; 
be,;iin 
f i nr•":s : = fa l st:q 
p := pA.precedent; 
pos := deb[resJ; 
wr i te ( ' ( ' ) ; 
while not (finres or arbinc) do 
b•:g in 
if pos = fin[resJ 
then bt?.gin 
fi nres : = trui:"J 
•::!nd 
el se b-=g in 
posit i on 
while (pA.pe = 0) and (p <> premier) do 
b•::!•} i n 
p := pA.precedent 
•:nd; 
sortie:= pA.s; 
pos := reseau[pos + sortie]; 
if (pos = position) and (p = premier) 
then arbinc := true 
else finbr := false; 
while not (finbr or arbinc) do 
be9in 
if reseau[posJ = 0 
then write ('A ') 
else 
if reseau[posJ <= 1000 
v2;r arb i ne 
then affich (reseau[posJ,position,arbinc> 
boolean); 
end; 
else 
if reseau[posJ <= 2000 
then begin 
else 
arc := ttl[reseau[posJ - 1000); 
write (arc,' ') 
end 
if reseau[posJ <= 3000 
then begin 
arc := ttv[reseau(pos] - 2000]; 
write (arc,' ') 
end 
else begin 
arc := ttg[reseau[posJ - 3000]; 
write ( arc,' ') 
end; 
pos := pos + 1; 
if (pos >= ( position)) and (p = premier) 
then begin 
arbinc := true 
end; 
if reseau(posJ < 0 
then begin 
end 
finbr := true; 
pos •- -reseau[posJ; 
pos := pos + rechent (pos) 
end 
if not (finres or arbinc) 
then p := pA.precedent 
end; 
if not arbinc 
then begin 
end; 
arc := tnt[resJ; 
write (') * ',arc,' ') 
end 
begin 
arbinc := false; 
p := dernier; 
aff i ch (res,position,arbinc); 
writeln 
end; 
procedure gestrep; 
var finrep boolean; 
noeud boolean; 
ndent boolean; 
possib boolean; 
sortie integer; 
entree integer; 
begin 
position:= position - 1; 
finrep := false; 
while not finrep do 
begin 
noeud:= false; 
while not noeud do 
MODULE GESTION-REPRISES 
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end; 
begin 
if reseau[positionJ < 0 
then begin 
else 
noeud := true 
end 
if (0 < reseau[positionJ) and (reseau[positionJ <= 1000) 
then begin 
reprise (reseau[positionJ,resultat,res); 
if resultat 
then begin 
position:= position+ 1; 
noeud : = true; 
finrep := true 
end 
else begin 
end 
else begin 
position:= position - 1 
end 
position:= position - 1 
end 
if not finrep 
then begin 
position:= -reseau[positionJ; 
position:= rechnd (position>; 
if premierA.ps = -reseau[deb[resJJ 
then ndent := true 
else ndent := false; 
if (premierA.suivantA.e = 0) and 
(premierA.suivantA.pe = 0) 
then possib := true 
else possib := false; 
if (ndent) and (net possib) 
then begin 
e lse 
p := premier; 
premier:= premierA.suivant; 
premierA.precedent := nil; 
dispose (p); 
finrep := true; 
resultat := false 
end 
if possib 
then begin 
p : = premier; 
premier:= premierA.suivant; 
premierA.precedent : = nil; 
dispose (p); 
sortie:= premierA.s; 
position := reseau[position + sortie]; 
finrep := true; 
resultat := true 
end 
else b e gin 
end 
end 
p := premier; 
premier := premierA.suiv a nt; 
premierA.precedent := nil; 
dispose (p); 
entree : = premierA.e; 
position : = reseau[positi o n - entree] 
end 
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MODULE BRANCHES-LINEAIRES 
proc 8dur,2 br l in; 
type elt - array[1 •• bo2ntJ of char; 
var no1,i: •=lt; 
procedure branche 
var ch : char; 
bE!•J in 
( nom •? 1 t var resultat boolean); 
writE!ln ('EST-CE 
r•=adln (ch); 
(~UE ' , nom, ' 
(ch== 1 0 1 ) 
SUIT DANS LA PHRASE?'); 
i f (ch :::: 1 0 1 ) or 
then resultat ::::: true 
elsE! resultat ·- false 
end; 
be9in 
if arc < 0 then resultat := false 
elsE! 
if arc - 0 then resultat ·- true 
•? lS •= 
if arc <= 1000 then parcours (arc,resultat,res) 
else 
if arc<= 2000 
th•=n b•=•J in 
•? l se 
arc := arc - 1000; 
nom := ttl[arcJ; 
branche (nom,resultat) 
end 
if arc<= 3000 
th•=n b121J i 11 
arc ::::: arc - 2000; 
nom ::::: ttv[arcJ; 
branche (nom,resultat) 
•=nd 
else be9in 
end; 
arc •- arc -· 3000; 
nom : = ttg[arcJ; 
branche (nom,resultat) 
•=nd 
procedure ndsproc; 
MODULE NOEUDS-PROCEDURAUX 
proc edure c: ri::e 1 ( proc i nti:::•;J•?r ns 
be,_:;,i n 
new (p); 
pA.suivant := premier; 
premierA.precedent := p; 
prt:mier := p; 
premi12rA.ps := proc; 
premierA.s := ns; 
pr'=m i •=r". •= : = 0; 
premier".pe := O; 
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preroierA.precedent ·- nil; 
end; 
procedure noeud (proc integer nbs integer); 
var i i nt89•=r; 
begin 
if nbs ::: 0 
then creel (proc,nbs) 
8ls..-~ for i :::: nbs downto 1 do cr•=•=l (pro<:, i) 
end; 
b•:!•J i n 
premierA.pe := pe; 
pr,:!m i •~r". 1:~ : = •::!; 
case pi:! of 
1 noeud ( 1 , 3) ; 
. ., 
"-
3 
4 
5 
6 
7 
8 
9 
10 
11 
1 '"> 
"-
13 
14 
15 
16 
17 
18 
19 
end 
8nd; 
b1:!9in 
ana l•Jse 
end. 
nol:'.!ud (2,2); 
noi:!Ud (3,2); 
no•=Ud (4,2); 
noeud (~j,4); 
no,21,1d (6y4); 
noeud (7,1); 
noe1,1d (8,0); 
rl08Ud (9,3); 
no,:t.1d (10,1); 
noeud (l.1,3); 
no,:ud (12,U; 
noi:!Ud (13,3); 
n<.">i:~ud (14,5); 
noeud (15,3); 
noE!ud (16,1); 
noeud (17,_0); 
no•=Ud (18,2); 
noeud (19,0) 
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ANALYSEUR-SYNTAXIQUE 
Dans cette version de 1ranalyseur syntaxique, la definition des pro-
cedures associees aux differents noeuds proceduraux a ete separee de 
la description des procedures de l'analyseur syntaxique proprement 
dit. Elle se retrouvera dans un a utre fichier, qui sera assemble avec 
avec l'analyseur lors de l'edition des liens. 
(;,; AUTEUR MDUSEL Pi •=rr,~ 
1 :~/ l 2/82 <~ DATE DERNIERE MODIFICATION 
o, 
program ansynt(input,output); 
( ;.,$h=20000-:t:) 
const 
var 
bolnt -· 
bo2nt ·-
boitv 
-· 
bo2tv ·-
bo1t1 = 
bo2t1 = 
boit,;, = 
bo2t•} " " 
bores ::: 
elnt 
•=ltv 
eltl 
i?.l t,;;i 
chainE! 
p()inteur 
elt 
adc 
nbnt 
nbtv 
nbtl 
nbt•} 
res 
sr8s 
tnt 
ttv 
ttl 
tt9 
deb 
fin 
restE!au 
DECLARATION DES DONNEES GLOBALES 
20; 
4; 
20; 
4; 
:~o; 
4; 
20; 
4; 
2000; 
- array [1 •• bo2ntJ 
= array [1 •• bo2tvJ 
- array [1 •• bo2tlJ 
- array [1 •• bo2tgJ 
- string Cbo2ntJ; 
- "'•:!lt; 
--- rt:!cord 
of char; 
of char; 
of char; 
of char; 
suivant 
ps 
s 
pe 
pr•=C ed•=nt 
end; 
pointeur; 
i nte,,:;i•?.r; 
i nte,;:ier; 
i nteg 1:!r; 
i nte,;:ier; 
po i nt,~ur 
. 
. 
. 
. 
. 
. 
i nt8,_;,'::!r; 
integer; 
inti::ger; 
i ntE!•;Ji:!r; 
i nti::•Jt:!r; 
integer; 
chain,=; 
array [1 •• bointJ 
arra•:1 C1 •• bo1tvJ 
array [1 •• boitlJ 
array [1 •• bo1tgJ 
array [1 •• bointJ 
arra•J [1 •• bolntJ 
of 
of 
of 
of 
of 
of 
array [1 •• boresJ of 
1:!lnt; 
>::dtv; 
E! l t l; 
t:!U,g; 
i nte,;:it:!r; 
i nt•:!•Ji::r; 
i nte,;,er; 
p 
pr€!1,1 i er 
dernier 
: po i r1t,2ur; 
r-•o i nteur; 
po i nt,2ur; 
LISTE DES RPOCEDURES 
; forward; 
forward; 
procedure anaphr ; forward; 
prc">Cedure 
proc,::dure 
anal •.:JS•2 
l.ecr,2s 
procedure parcours ( res i nt•ë!•_;Jer; 
boo le2:n; 
procedure reprise 
procedure modnds 
procedure ndsproc 
proc:erdure brl in 
procedure gestrep 
var i 
be ,_;, in 
i : :: 0; 
var rE!sultat 
r,2sapp 
var rE!~,ul tat 
r,2sapp 
finparc 
var rE!sult2:t 
r,2s 
position 
integer); forward; 
i nte•)•::r; 
boo l €!ëm; 
integer); forward; 
boolf~an; 
boolE!ëm; 
i nt~':!•Jer; 
i nt•29er; 
e,pe integer; 
resapp integE!r); forward; 
(var finbr boolean; 
var finparc boolean; 
var resultat boolean; 
var position integer; 
var e,pe integer; 
res integE!r); forward; 
( pt:':! : i nt,2•_;J•2r ~ • i nt,2,_;p2r ; r,2sapp 
( arc integer; 
var resultat boolean; 
res integer); forward; 
res integer ; 
var position integer; 
var resultat boolean); forward; 
( pos ; t ion : i nte ,;io:rr) ; fC>rward; 
LES FONCTIONS UTILISEES 
while (reseau[position + iJ) > 0 do 
rechent : == i 
. -.. + 1; 
€!nd; 
f une t ion rec: hnd ( pcis i t. i cm : i ntE! 1,;ter) 
beqin 
while res€!au[positionJ ) 0 do position:= position - 1; 
rechnd := position 
€!nd; 
( + .. 
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integer); forward; 
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(**************************************************************************** ) 
(****************************************************************************) 
procedure analyse; 
be•;J in 
l&2cr~':!s; 
anë::phr 
•:nd; 
MODULE ANALYSEUR 
MODULES DE NIVEAU 2 
<****************************************************************************) 
(****************************************************************************) 
procedure lecres; 
var repense string(8J; 
r•?.S 
i , ..i 
be,_;,,in 
t•=>:t; 
i nt8•;;,er; 
MODULE LECTURE-RESEAU 
writeln ('* VEUILLEZ ENTRER LE NOM DU FICHIER CONTENANT LE RNP.'>; 
writeln ( '* (AU MAXIMUM 8 CARACTERES.)'); 
readln (repense); 
reset (res,reponse>; 
readln (res,adc>; 
readln (res,nbnt); 
for i := 1 to bolnt 
readln (rei;;); 
readln (res,nbtv>; 
fc,r i := 1 to boltv 
readln (r,:s) ; 
readln (res,nbtl); 
for i :=: 1 to boltl 
r 1:adln (r 1:s); 
readln (res,nbtg); 
do for 
do for 
do for 
..i . -· 1 
j . -- l 
..i ... 1 . -
to bo2nt do r•2ad (res,tnt[i , ..i]) ; 
to bo2tv do read ( re s. , ttv[ i , ..i]) ; 
to bo:!t 1 do read ( re~,, t t 1[ i , ..i]) ; 
for i := 1 to boltg do for j := 1 to bo2tg do r e ad (res,ttg[i,JJ); 
r,:adln (r ,:s) ; 
for i := 1 to bolnt do readln (rt2s,d1::b[iJ); 
for i · -· 1 to bolnt do ri:adln (r,:s,fin[iJ); 
for i : = 1 to bores do rt2adln (rt2s,reseau[iJ) 
1:nd; 
MODULE ANALYSE-PHRASES 
procedure anaphr; 
var reponse char; 
re s ultat boolean; 
i ntE!•;_,er; 
function indice ( s res : chaine) i nt•=•)e r; 
var i,j integer; 
trouve : boolean; 
b>?r;t ir-, 
i nd i c •:! : == 0 ; 
for := 1 to nbnt do 
b,ë!q in 
trouv•2 : =: trL.1>?; 
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for ..i : == l t.o bo2nt. do if ~;r,,!r..; [ .i J <> tnt. [ i , _ j] then trm . .iv•2 : =• f ô l se; 
if trouve then indice := i 
•=nd; 
b>?i;_,in 
writeln ('* AVEZ VOUS UNE PHRASE A ANALYSER?'); 
readln (repense>; 
while (repense= 'o') or (repense= '0') do 
be,::ii n 
•:!nd; 
writeln ('* VOUS AVEZ DECIDE D''ANALYSER UNE PHRASE.'>; 
writeln ('* QUEL EST LE PREMIER SOUS-RESEAU A PARCOURIR?'); 
for i := 1 to bo2nt do sri:!S[ i J :== ' '; 
r•=ad ln ( sr,,~s); 
ri::s :=: indice (sri:!s); 
if r•:!S:: 0 
then writeln ('* CE N''EST PAS UN NON-TERMINAL.') 
.. 1 l s•:! b•:!•) i n 
nE!W ( p) ; 
pr,:rn i er : 0-= p; 
der n i •2 r : == i:• ; 
pA.suivant ::: nil; 
pA.precedent := nil; 
pA • p1,; ; ::: 0 ; 
pA.s :=: O; 
PA•·=; ::: O; 
~• A • p 8 ; :: Û ; 
psrcours (res,resultat,O>; 
if r•=sul tat 
th•2r-, be,;_, in 
writeln ('* LA PHRASE A ETE RECONNUE.'>; 
writeln ('* VOICI L''ARBRE SYNTXIQUE :'>; 
writi:!ln; 
arbr•:! ( adc) ; 
writeln 
end 
else writeln ('* LA PHRASE N''A PAS ETE RECONNUE.') 
1':!nd; 
p : =: ck:rn i •:::r; 
while p <> nil do 
be,;_, in 
d>?rnier := dernierA.precedent; 
d Î i:;p<)S>.1 ( p) ; 
p : =• dern i ,2r 
,;;:nd; 
writeln ('* AVEZ VOUS ENCORE UNE PHRASE A ANALYSER?'); 
readln <repense) 
MODULES DE NIVEAU 3 
<****************************************************************************) 
(****************************************************************************) 
MODULE PARCOURS 
procedure parcours; 
var position integer; 
e i nt,~•;, •.~r; 
pe integer; 
finparc : boolean; 
begin 
position:= deb[resJ; 
e :== O; 
pe := -reseau[positionJ; 
finparc := false; 
modnds (finparc,resultat,res,position,e,pe,resapp) 
•:!nd; 
MODULE f~EF'RISE 
procedure reprise; 
var position: integer; 
e i nt•:!t_=l•:!r; 
pe integer; 
entree integer; 
arc integer; 
finparc boolean; 
finbr boolean; 
b8gin 
position:= fin[resJ; 
p : ::: pr•:!lll i •:!r; 
premier:= premierA.suivant; 
premi8rA.prec8dent :::: nil; 
d i spose ( p) ; 
entree := premierA.e; 
position:= reseau[position-entreeJ; 
resultat := false; 
if (reseau[positionJ > 0) and (reseau[positionJ <= 1000) 
then reprise (reseau[positionJ,rEsultat,res>; 
if not r€!sultat 
th,:!n b•:!•J in 
gestrep (res,position,resultat>; 
if (resultat) and (reseau[positionJ >= 0) 
th€!n begin 
•:!lS•:! 
arbre (position); 
fi nbr : = fa l S•:!; 
finparc := false; 
modbr (finbr,finparc,resultat,position,e,pe,res); 
modnds (finparc,resultat,res,position,e,pe,resapp) 
end 
if (resultat) and (reseau[positionJ < 0) 
th•:!n b•:!9 in 
i:~nd 
el S€! ~"=:•,;,in 
position:= -reseau(positionJ; 
e :~ rechent (position>; 
position:= position+ e; 
pe := -reseau[positionJ; 
finparc := false; 
modnds (finparc,resultat,res,position,e,pe,resapp) 
•ë! nd 
position:= position+ 1; 
position := -reseau[pos(tionJ; 
e := rechent(position); 
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end; 
position:= position+ e; 
pe := -reseau[positionJ; 
ndsproc(pe,e,resapp) 
end 
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(****************************************************************************) 
(* •> 
(+ SOUS-MODULES •> 
<• •> 
<• Ces modules ont ete separes des modules parcours-sous-reseau et reprise •> 
<• sous-reseau parceque les memes actions sont effectuees plusieurs fois a •> 
(* des endroits differents. En regroupant ainsi ces actions dans les modu- *) 
<* les modnds et modbr, on peut reduire la taille du code. *) 
(+ •> 
(****************************************************************************) 
procedure modnds; 
var sortie integer; 
finbr : boolean; 
begin 
while not finparc do 
begin 
ndsproc (pe,e,resapp); 
if position= fin[res] 
then begin 
finparc := true; 
resultat := true 
end 
else begin 
end 
end; 
sortie:= premierA.s; 
position := reseau[position+sortieJ; 
finbr := false; 
modbr (finbr,finparc,resultat,position,e,pe,res) 
end 
procedure modbr; 
var arc : integer; 
begin 
while not finbr do 
begin 
~rc := reseau[positionJ; 
brlin (arc,resultat,res>; 
if resultat 
then begin 
position:= position+ 1; 
arbre (position>; 
if reseau[positionJ < 0 
then begin 
end 
else begin 
finbr := true; 
position := -reseau[positionJ; 
e := rechent (position); 
position :=position+ e; 
pe := -reseau[positionJ 
end 
gestrep (res,position,resultat); 
if resultat 
then begin 
arbre (position); 
if reseau[positionJ < 0 
then begin 
finbr := true; 
•:!nd; 
( + ..
( .,., .. 
end 
positicin := -rei~au[positionJ; 
e :::: rechent (position); 
position :=position+ e; 
pe := -reseau[positionJ 
•:!nd 
el S'2 be,;, in 
•:!nd 
fi nbr := tru~::; 
fi nparc: : 0= true 
end 
MODULES DE NIVEAU 4 
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(****************************************************************************) (****************************************************************************) 
MODULE AFFICHAGE-ARBRE 
pr<)C •:!dure arbr•::!; 
var arbinc : boolean; 
procedure affich (res 
var pos integer; 
sortie integer; 
finbr boolean; 
finr~s: bool8an; 
arc ~":!lnt; 
be9in 
finres := false; 
p := pA.precedent; 
pos : = di:d:'.l[rE!sJ; 
wr i t,:! ( ' ( ' ) ; 
while not (finres or arbinc) do 
bt:!•J in 
if pos = fin[resJ 
th,::!n b•:!•.) in 
fi nres : ::: true 
•;!nd 
el se be•;J in 
position 
while (pA.pe = 0) and (p <> premier) do 
b•=!•J in 
p := pA.precedent 
end; 
s or t i e : = r.• A • s ; 
pos := reseau[pos + sortie]; 
if (pos = position) and (p = premier) 
then arbinc := true 
else finbr := false; 
while not (finbr or arbinc) do 
b8•;_tin 
if r8seau[posJ = 0 
then write ('A ') 
el s.e 
if reseau[posJ <= 1000 
var arbinc 
then affic:h (reseau[posJ,position,arbinc) 
else 
if reseau[posJ <= 2000 
then be,_) in 
bûo l •:?an) ; 
e nd; 
else 
arc : = ttl[reseau[po s ) - 1000]; 
write (arc,' ') 
end 
if reseau[posJ <= 3000 
then begin 
arc := ttv[reseau[posJ - 2000]; 
write (arc,' ') 
enrl 
else begin 
a rc : = ttg[res eau[pos) - 3000]; 
write (arc,' ') 
end; 
pos :=pas+ 1; 
if (pos >= (position)) and (p = premier) 
then begin 
arbinc := true 
end; 
if reseau[pos] < 0 
then begin 
end 
finbr := true; 
pos := -reseau[posJ; 
pos : = pos + reche nt (pos ) 
end 
if not (finres or arbinc) 
then p := pA.precedent 
end; 
if net arbinc 
then begin 
end; 
arc : = tnt[resJ; 
write (') * ',arc,' ') 
ênd 
begin 
arbinc := false; 
p := dernier; 
affich (res,position, a rbinc); 
writeln 
end; 
procedure gestrep; 
var finrep boolean; 
noeud boolean; 
ndent boolean; 
possib boolean; 
sortie integer; 
entree : integer; 
begin 
position: = position - 1; 
finr e p := fal s e; 
white not finrep do 
be gin 
noeud: = false; 
whil e not noeud do 
begin 
MODULE GESTION- REPRISES 
i f reseau[positionJ < 0 
then begin 
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end; 
else 
noeud : ::: trUI:"! 
•~nd 
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if (0 < reseau[positionJ) and (reseau[positionJ (::: 1000) 
then begin 
end; 
reprise (reseau[positionJ,resultat,res>; 
if resultat 
then begin 
position:= position+ 1; 
noeud := true; 
finrep := true 
end 
else begin 
end 
else begin 
position:= position - 1 
end 
position:= position - 1 
end 
if not finrep 
then begin 
position:= -reseau[positionJ; 
position := rechnd (position); 
if premierA.ps = -rese~u[deb[resJJ 
then ndent := true 
else ndent := false; 
if (premierA.suivantA.e = 0) and 
(premierA.suivantA.pe = 0) 
then possib := true 
else possib := false; 
if (ndent) and (not possib) 
then begin 
else 
p := premier; 
premier:= premierA.suivant; 
premierA.precedent := nil; 
dispose (p); 
finrep := true; 
resultat := false 
end 
if possib 
then begin 
p := premier; 
premier : = premierA.suivant; 
premierA.precedent := nil; 
dispose (p); 
sortie := premierA.s; 
position:= reseau[position + sortie]; 
finrep := true; 
resultat := true 
end 
else begin 
e nd 
end 
p := premier; 
premier := premierA.suivant; 
premierA.precedent := nil; 
dispose (p); 
entree : = premierA.e; 
position := reseau[position - e ntreeJ 
end 
'****************************************************************************) 
( '+'-.. :t;) 
MODULE BRANCHES-LINEAIRES 
proc-=dure brlin; 
type elt - array[l •• bo2ntJ of char; 
var no111 : '= l t; 
procedure branche 
var ch : char; 
beç,in 
( nom -:1 l t var resultat boolean); 
writt2ln ('EST-CE (~UE • , nom, 1 SUIT DANS LA PHRASE?'>; 
readln (ch); 
i f ( ch == 1 D ' ) or ( ch - ' o • ) 
then r-=sultat := true 
else resultat := false 
-=nd; 
be,_;,in 
if arc< 0 then rt2sultat := false 
1:lse 
if arc - 0 then resultat := true 
-=lse 
if arc <= 1000 then parcours (arc,resultat,res) 
else 
i f ë~rc <== 2000 
th,:!n b,:q in 
•:!lse 
arc ::: arc - 1000; 
nom ::: ttl[arcJ; 
branche (nom,resultat) 
i f arc <=-0 3000 
th,:!n b8~:;, in 
arc := arc - 2000; 
nom := ttv(arcJ; 
branche (nom,resultat) 
else be9in 
•:!nd; 
0: 
( :+: 
(* 
arc := arc - 3000; 
noro := ttg[arcJ; 
branche (nom,resultat) 
1:nd 
MODULE NOEUDS-PROCEDURAUX 
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<• Ce module a ete defini comme externe pour rendre l'analyseur syntaxique •> 
<* plus independant vis a vis du reseau particulier a parcourir. *) 
<• •> 
(****************************************************************************) 
be9in 
anal•Jse 
end. 
PROGRAMME PRINCIPAL 
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ANALYSEUR-SYNTAXIQUE 
--------------------
--------------------
<~ *) 
(* Cette partie de l'analyseur syntaxique ne comprend que la description *) 
<* des procedures associees aux differents noeuds proceduraux. Elle a ete *> 
<* separee du code de l'analyseur lui meme pour rendre ce dernier plus *> 
(* independant du reseau particulier a parcourir. *> 
(* * ) 
c~ 
<* AUTEUR 
<* DATE DERNIERE MODIFICATION 
MOUSEL F'it?.rre 
L3/12/82 ( * 
subprogram noeuds(input,output); 
( ;t;$h=20000;.;) 
const 
var 
bo1nt = 
bo2nt 
--
bo1tv = 
bo2tv --
bo1tl = 
bo2tl = 
bo1tg 
-· 
bo2t9 ·-
bores -· 
•'.:!lnt 
1:!l tv 
E!ltl 
•:? l t,.::, 
chainE! 
pointeur 
elt 
adc 
nbnt 
nbtv 
nbtl 
nbt9 
rt?.s 
sr,::!s 
tnt 
tt.v 
ttl 
tt,_;i 
d8b 
fin 
resE!a:U 
p 
DECLARATION DES DONNE ES GLOBALES 
20; 
4; 
20; 
4; 
30; 
4. ,
20; 
4; 
2000 ; 
-
= 
--
·-
= 
= 
-· 
ë~rra•:J C1 •• bo2ntJ of char; 
arra•:.:J [1 •• bo2t.vJ of char; 
ë:<rra•.::1 C1 •• bo2tlJ of char; 
arra•:.:J C1 •• bo2t9J of char; 
strin9 [bo2ntJ; 
"'•:":!lt; 
ri:::cord 
suivant 
ps 
: po i nti:::1,1r; 
s 
pe 
pr•:!Ci:!dent 
end; 
i nt.•:!')•:?r; 
i nte,_;ier; 
i nt.•=•.:;,er; 
i nte,_;Jer; 
i nte,_:;,er; 
integer; 
chai n•=; 
i nt•=•J•=r; 
i nti:::,,;ier; 
i r,tE!•)•:!r; 
i nt1::!98r; 
po i nt•:!Ur 
array [1 •• bolntJ of elnt; 
array [1 •• bolt.vJ of elt.v; 
array [1 •• bo1tlJ of e ltl; 
array [1 •• boltgJ of eltg; 
array [1 •• bolntJ of integer; 
array [1 •• bolnt] of integer; 
array [1 •• boresJ of inti:::ger; 
po i nt,=ur; 
p r •:?Ill i •?r 
d•=:!rn i er 
: pointeur; 
po i nt•=:!Ur; 
LISTE DES RPOCEDURES 
prOCE!dUre 
procedur,;: 
proc edur>? 
proc8dure 
ana l•_:Jse 
l,;:cres 
forward; 
; forward; 
anaphr ; forward; 
parcours ( res i nt 1?. 1.:;Jer; 
boolean; 
procedure reprise 
procedure roodnds 
proc •:ë!dur 1:'! ,,iodbr 
procedure ndsproc 
proceduri:i brl in 
procedure gestrep 
0: 
( + 
(:,: 
procedure ndsproc; 
var r8sultat 
r•=sapp 
r,:s 
var r8s1,1l tat 
r,:ë!sapp 
< finparc 
var resultat 
integer>; forward; 
i nti:,_:;,er; 
boolean; 
integer); forward; 
boolean; 
boolean; 
r•:ë!S i nt,=ger; 
position integer; 
e,pe integer; 
resapp integer>; forward; 
<var finbr boolean; 
var finparc boolean; 
var resultat boolean; 
var position integer; 
var e,pe integer; 
r~~ integer>; forward; 
( P•'.! : i nt•?.•.:;J•?.r ; •= : i nt•=•;,•?.r ; r,:'!sapp 
( arc i nt•,i9•?r; 
var resultat boolean; 
res inte9er); forward; 
( res integer ; 
var position integer; 
var resultat: boolean>; forward; 
( pas. i t ion : i nt€!,;_ier); forward; 
MODULE NOEUDS-PROCEDURAUX 
procedure c:reel (proc i nteg•?r ns inte9er); 
b•'.!9 in 
new (p); 
pA.suivant ·- preroier; 
preroierA.precedent := p; 
pri:!lll E!r : = i:•; 
prem erA.ps := proc; 
prem erA.s := ns; 
prero erA.e := O; 
prero erA.pe := O; 
prem erA.precedent := ni l; 
E!nd; 
procedure noeud (proc 
var i i nt8•)•?.r; 
be~:i in 
if nbi~ 0-= 0 
then creel (proc,nbs) 
nbs 
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integer); forward; 
•:!lSE: for 
-=:nd; 
b,:!g i n 
•- nbs downto 1 do creel (proc, i) 
preim i •~r". pE! . -· PE!; 
pr8111 i ':!r". ':! .. .... ,::. . . --
-, 
cas€! pe of 
1 1'"10€!1,ld (1,3); 
2 no,:'!ud (2,2); 
3 r,eoE!ud (3,2); 
4 no,:!ud (4,2); 
5 noe11,1d (~j,4); 
6 n()l:!Ud (6,'t); 
7 rroE!ud (7,1); 
8 no,:'!ud <B,O); 
9 rroE!ud (9,3); 
10 no8ud (10,1); 
11 noE!ud (11,3); 
12 no•."'.!ud (12,1); 
13 noeiud (13,3); 
14 noeud (1',,5); 
15 noerud (15,3); 
16 n(J•:!Ud ( 16, 1); 
17 r,oei1,rd (17,0); 
18 noE!ud (18,2); 
19 l'"IOt:!Ud 09,0) 
•:!nd 
1:'!nd. 
Arui.. 16o 
( :,: .. 
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ANALYSEUR-SYNTAXIQUE 
Cette version de l'analyseur syntaxique comprend la definition des 
noeuds-proceduraux clans la clefinition des procedures de l'analyseur 
meme. Si donc on change de reseau, il faut modifier la procedure 
'ndsproc' de l'analyseur. Pour eviter c e t ennui, il existe une deu-
xieme version de cet analyseur, ou le module noeuds-proceduraux est 
dec:lare externe. Cette version peut etre trouvee sur le fichier: 
De plus cette version a introduit un indeterminisme supplementaire 
par rapport aux versions sur les fichiers ansyntl et ansynt2, ce qui 
signifie que clans cette version, plusieurs mots peuvent etre reconnus 
par classe grammaticale, avec des scores differents ou egaux. 
< ;.; r~lJTEUR MOUSEL F' i 1:rr•= 
1:Vl2/82 <• DATE DERNIERE MODIFICATION 
( ,.,. 
program an s ynt( input,output); 
( ;,;<.f, h ==40000;., ) 
const bo1nt - · 
bo2nt -
boltv -· 
bo2tv ·-
boltl = 
bo2tl = 
boltg 
-
bo2t,_:;, 
·-
bores 
-· 
l on,;;iro = 
elnt 
•::!l tv 
eltl 
e l t ,;, 
chaine 
point•::!lt 
pointmot 
elt 
r11ots 
DECLARATION DES DONNEES GLOBALES 
:~o; 
4; 
20; 
4; 
30; 
,, ; 
20; 
.4; 
2000; 
20; 
-· arra•:.1 ( 1. .bo2ntJ 
·- arra•J [1 •• bo2tv] 
of char; 
of char; 
of c: har; 
of char; 
- arra•:.1 (1. .bo2tl] 
·- arra•J [1 •• bo2t,;;i] 
.. str i n,;:_i C bo2r,tJ; 
-
-
= 
"•2 l t; 
"mots; 
r•:cord 
suivant 
ps 
s 
pi:! 
prr;:!(l)Ot 
p r •2C: •::!d•:!nt 
•;:!nd; 
•- r,:":!cord 
suivant 
mot 
r•o i nt•2 l t; 
i ntr2,;;i•:":!r; 
i nt8•;J8r; 
i nte,_;i•'.:!r; 
i nte,;i8r; 
pointmot; 
r:•o i nt•2 l t 
r•o i ntmot; 
str i n,_:;i[ lon,;;ir,1 J; 
var adc : 
nbnt 
nbtv 
nbtl 
nbtg 
r-=s . . 
sr•:!S 
tnt 
ttv . . 
ttl 
ttg . . 
deb 
fin . . 
rl:!: ... :?ëiU 
p 
p r e,,1 i •:?r 
ch"~rn i ,2r 
pm 
p,,1 i nt 
doE!rmot 
pr,2,,1ot 
scor8 
position 
poE!lt 
inte9er; 
pr,2c l:!d8!nt 
t:nd; 
i nt,2,1er; 
pointelt; 
pointrnot 
i nt,2,_;,,2r; 
intt':!ger; 
i nt•ë!•.;:J•':!r; 
i nte,_;,er; 
i nt•:::•.~•?. r; 
i nt•:?•;_, •.:Jr; 
chai n•:!; 
arra•.J [1 •• bolntJ 
array [1 •• boltvJ 
arra•.J [ 1 •. bol t l J 
arra• . ..J [1 •• boltgJ 
array [1 •• bolntJ 
arra•J [1 •• bolntJ 
of 
of 
C)f 
of 
C)f 
of 
array [1 •• boresJ of 
po i rd:,,:! l t; 
pointelt; 
point•::! l t; 
pointmot; 
po i nt,,10 t; 
ç,o i nt/Ilot; 
po i nt,oo t; 
r:ilr,t; 
•:!!ltv; 
r:d t l; 
•::: l t ,.;,; 
i nte,;Jer; 
i nt'=ger; 
integ8r; 
LISTE DES RPOCEDURES 
procedure analyse forward; 
procedure lecres ; forward; 
procedure anaphr ; forward; 
procedure parcours ( res i ntt2g'=r; 
boolean; var resultat 
r~-~sapp 
procedure reprise 
integer>; forwarJ; 
i nt,?.9 12r; 
proc'=dure rnodnds 
proc edur,2 rnodbr 
procedure ndsproc 
procedure brlin 
procedure gestrep 
var r8~,.ul tat 
r,?.sapp 
< finparc 
va r r'2sultat 
r,2s 
po~,ition 
,2, pe 
resë~pp 
(var finbr 
var finparc 
var r,2su l tat 
var position 
var •:!, p,2 
( f-":! : 
( 
res 
i nteg,:':!r 
arc 
var r,2su l tat 
boo 1 •:?an; 
integer); forward; 
bool,::!a n; 
boc, l oE!ë:<ri; 
i nt,2,_;,,2r; 
i nte•;J8r; 
i nt,2g,2r; 
integ8r); forward; 
bool•ë!an; 
boolr:ian; 
bool,2an; 
i nte,_;,8r; 
i nt,29 1?.r; 
1nteger); forward; 
e : i nteger ; resapp 
i ntr:i•;_l'=r; 
bool,2an; 
res integer; 
position integer>; forward; 
( position integer; 
var resultat boolean); forward; 
( res intege r ; 
var position int8ger; 
var resultat boolean>; forward; 
(position : i nt,2,_;,er) ; forward; 
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integer>; forward; 
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(****************************************************************************) 
LES FONCTIONS UTILISEES 
function rechent (position: integer) 
var i int•.!•;:Jer; 
b•::•} in 
i :== O; 
while (reseau(position + iJ) > 0 do 
rechent := i 
end; 
function rechnd (position: integer) 
b•:!•) in 
. -
. -
i nt•:!•J•:-::r; 
+ 1; 
while reseau(positionJ > 0 do position:= position - 1; 
rechnd := position 
end; 
MODULES DE NIVEAU 1 
(****************************************************************************) (****************************************************************************) 
procedure analyse; 
be•} in 
l•:!Cr•:!S; 
anaphr 
•:!nd; 
MODULE ANALYSEUR 
MODULES DE NIVEAU 2 
:,;) 
;,;) 
*) 
(****************************************************************************) (************************************************************************ ****) 
MODULE LECTURE - RESEAU 
procedure lecres; 
var repense string[BJ; 
ri?.s tf~:-:t; 
i,j : integer; 
be9i n 
writeln ('* VEUILLEZ ENTRER LE NOM DU FICHIER CONTENANT LE RNP.'); 
writeln ('* <AU MAXIMUM 8 CARACTERES.>'>; 
readln (repense>; 
reset (res,reponse); 
readln (res,adc); 
readln (res,nbnt); 
for i := 1 to bolnt do for j .- 1 to bo2nt do read (res,tnt[i,jJ); 
r•:!adln (res); 
readln (res,nbtv>; 
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for i := 1 to bo1tv ~o for j ·- 1 to bo2tv do resd (res,ttv[i,JJ>; 
r8adln (res); 
readln (res,nbtl); 
for i := 1 to boltl do for j := 1 to bo2tl do read (res,ttlCi,JJ)r 
r•~adln ( res); 
readln (res,nbtg); 
for i := 1 to bo1tg do for j := 1 to bo2tg do read (res,ttg[i,JJ>; 
readln (res); 
for i :::: 1 to bolnt do reaciln (rE!s,debC:iJ); 
for i :== 1 ta bo1nt do r•:!adl.n (r,,~s,fin[iJ>; 
for i := 1 to bores do readln (res,reseau[iJ) 
•:!nd; 
MODULE ANALYSE-PHRASES 
procedure anaphr; 
var repense 
resultat 
char; 
bool,:=!an; 
i nte,;:it8r; 
function indice (sres : chaine) 
var i , .. i : i nte,;:it8r; 
trouve : boolean; 
begin 
inr.lic•= :::: O; 
for i := 1 to nbnt . do 
b•:!•J in 
trouve ::: trut8; · 
i nt•=•,;,•:!r; 
for j := 1 to bo2nt do if sro8s[ _j] <> tnt Ci,JJ tht8n trcHNE! ·- falst2; 
if trouve then indice := i 
end 
b>=gin 
writeln ('* AVEZ VOUS UNE PHRASE A ANALYSER?'); 
readln (repense); 
while (repense= 'o') or (rE!ponse = '0') do 
be9in 
writeln ('* VOUS AVEZ DECIDE D''ANALYSER UNE PHRASE.'>; 
writeln ('* QUEL EST LE PREMIER SOUS-RESEAU A PARCOURIR?'); 
for i :::: 1 to bo2nt do sr •.::s[ i] := ' '; 
r•:!ad ln ( sr•:!S) ; 
r-=s := indice (sr •.::s); 
if res == 0 
then writeln ('* CE N''EST PAS UN NON-TERMINAL.') 
•.:!lse begin 
new ( pm); 
pr•:!loot : = prn; 
dermot : = i::•m; 
pmA.suivant :::: nil; 
prnA.precedent := ~il; 
for i :== 1 ta loni;,,11 do p1,iA.mot[ i] : ,:: ' 
pr,iA.s.cor •.:: :== O; 
pmA.position := O; 
new (p); 
pr•=lll i •=r : :: p; 
dt2rni12r :::: i::•; 
premotA.pelt := p; 
pA.suivant := nil; 
pA.precedent := ni l; 
pA.premot := prE!mot; 
pA • pS ; :: Û; 
, . 
' 
12nd; 
p".s ;:: •; 
,:,A.~:= O; 
p". pt:! : = 0; 
parcours (res,resultat,O); 
if r•:!SU l tat 
then be9in 
writeln ('* LA PHRASE A ETE RECONNUE.'>; 
writeln ('* VOICI L''ARBRE SYNTXIQUE :'); 
writeln; 
arbr,:! ( adc ) ; 
writeln 
end 
else writeln ('* LA PHRASE N''A PAS ETE RECONNUE.'> 
end; 
writeln ('* AVEZ VOUS ENCORE UNE PHRASE A ANALYSER?'); 
pm : ::: der,11ot; 
p ::: dernier; 
while pm <> nil do 
be9in 
dermot := dermot".precedent; 
dispos,,~ ( p,,1) ; 
p m : = i::ler,11ot 
end; 
while p <> nil do 
beqin 
dernier:= dernier".precei::lent; 
d i Sp(JS•:! ( p) ; 
p : = dernier 
1:!nd; 
readln (reponse) 
l:!nd 
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(****************************************************************************' (****************************************************************************) 
procedure parcours; 
var position integer; 
ie~ : i nt•:!•.:.:J•:!r; 
pe i nte9er; 
finparc boolean; 
bt:!9 in 
position:= i::leb[resJ; 
•P! :== O; 
pe := -reseau[positionJ; 
finparc := false; 
l"lODULE PARCOURS 
modnds (finparc,resultat,res,position,e,pe,resapp) 
•?.nd; 
MODULE REF"R l SE 
procedure reprise; 
var position : intl:!91:!r; . 
pe 
E!ntrE!E! 
arc 
finparc 
finbr 
: i nt•:!•;J•:":! r; 
integer; 
i nte9•:":!r; 
: i nte9er; 
bool,:!an; 
boob2an; 
be,;, in 
position:= fin[resJ; 
p : = pr,::111 i er; 
premier:= premierA.suivant; 
premierA.precedent := nil; 
d i spos.:-:! ( p) ; 
entree := premierA.e; 
position:= reseau[position-entreeJ; 
resultat := false; 
if (reseau[positionJ > 0) and (reseau[positionJ <= 1000) 
then reprise (resE!au[positionJ,resultat,rE!s) 
else repbr (position,resultat); 
if not r•:'.!St..1 l tat 
th€!n bE!•;iin 
gestrep (res,position,resultat); 
if (resultat) and (reseau[positionJ >= 0) 
then be,;,1in 
8ls12 
arbre (position); 
fi nbr : = fa l S•:'.!; 
finparc := false; 
modbr (finbr,finparc,resultat,position,e,pe,res); 
modnds (finparc,resultat,res,position,e,pe,resapp) 
end 
if (resultat> and (reseau[positionJ < 0) 
then b,2,;, in 
81'id 
position:= -reseau[positionJ; 
e := rechent (position); 
position:= position+ e; 
pe := -resE!au[positionJ; 
finparc := false; 
modnds (finparc,resultat,res,position,e,pe,resapp) 
end 
el SI:"! bE!•;J i n 
•:":!nd; 
position:= position+ 1; 
position := -reseau[positionJ; 
e := rechent(position); 
position :=position+ e; 
pe := -reseau[positionJ; 
ndsproc(pe,8,resapp) 
end 
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<* Ces modules ont ete separes des modules parcours-sous-reseau et reprise *> 
(* sous-reseau parc8qu8 les memes actions sont effectuees plusieurs fois a *) 
<* des endroits differents. En regroupant ainsi ces actions dans les modu- *) 
(* les modnds et modbr, on peut reduire la taille du code. *) ( ~ * ) 
procedure modnds; 
var sortie: integer; 
finbr : boolean; 
b•:!•j in 
while not finparc do 
end; 
be,;:i in 
ndsproc (pe,e,resapp); 
if position= fin[resl 
then be•;J in 
finpsrc := true; 
resultat := true 
end 
elsf:! bi:9in 
l?!nd 
sortie:= premierA.s; 
position := reseau[position+sortieJ; 
f i nbr : = fa l ~-e; 
moclbr (finbr,finparc,resultat,position,e,pe,res) 
procedure modbr; 
var arc : integer; 
begin 
while not finbr do 
be,_;, in 
1::nd; 
arc := ri:seau[positionJ; 
brlin (arc,resultat,res,position>; 
if resultat 
then b8•) in 
position:= position+ 1; 
arbre (position); 
if reseau[positionJ < 0 
th,::!n b•::!9 i 1-.. 
•::!nd 
finbr := true; 
position := -reseau[positionJ; 
e := rechent (position); 
position :=position+ e; 
pe := -reseau[positionJ 
el s•2 be9 in 
•2nd 
gestrep (res,position,resultat); 
if r8sultat 
t hen be,;J in 
arbre (position); 
if reseau[positionJ < 0 
then beç,ir, 
end 
else bo29in 
f i nbr : == truE!; 
position := -reseau[positicnJ; 
e := rechent (posit i on>; 
position :=position+ e; 
pe := -reseauCposit i onJ 
end 
finbr := true; 
finparc :a-: true 
end 
MODULES DE NIVEAU 4 
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(****************************************************************************) (****************************************************************************) ( .,, 
MODULE AFFICHAGE-ARBRE 
procedure arbre; 
var arbinc : boolean; 
procedure affich (res integer 
var pas integer; 
sortie integer; 
finbr boolean; 
finres boolean; 
arc elnt; 
begin 
finres := false; 
p : = pA.precedent; 
pas:= deb[resJ; 
write ('( '); 
while not (finres or arbinc) do 
begin 
if pos = fin[resJ 
then begin 
finres := true 
end 
else begin 
position integer 
while (pA.pe = 0) and (p <> premier) do 
begin 
p : = pA.precedent 
end; 
sortie:= pA.s; 
pas := reseau[pos + sortie]; 
if (pos = position) and (p = premier) 
then arbinc := true 
else finbr := false; 
while not (finbr or arbinc) do 
begin 
if reseau[posJ = 0 
then write ('A ') 
else 
if reseau[posJ <= 1000 
var a rbinc 
then affich (reseau[posJ,position,arbinc) 
else 
if reseau[posJ <= 2000 
then begin 
else 
arc := ttl[reseau[posJ - 1000]; 
write (arc,' ') 
end 
if reseau[posJ <= 3000 
then begin 
arc := ttv[reseau[posJ - 2000]; 
write (arc,' ' ) 
end 
else begin 
arc := ttg[reseau[pos J - 3000]; 
write (arc,' ') 
end; 
pas := pos + 1; 
if (pos >= (position)) and (p - premier) 
then begin 
arbinc := true 
end; 
if reseau[posJ < 0 
then begin 
finbr := true; 
pas := -reseau[posJ; 
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boolean); 
•:!nd; 
pos := pos + rechent (pos) 
•::!nd 
if not (finres or arbinc) 
then p := pA.prececlent 
end; 
if not arbinc 
th•2n b,:!gin 
•:!nd; 
arc : = tnt[r•2sJ; 
write (') * ',arc,' ') 
end 
begin 
arbinc := falso:q 
p : = d,;~rn i er; 
affich (res,position,arbinc); 
writ!:!ln 
end; 
MODULE GESTION-REPRISES 
procedure gestrep; 
var finrep boolean; 
noeud boolean; 
ndent boolean; 
possib boolean; 
sorti •2 i nte,;_f':!r; 
•:!ntr8•:! : i nt•::!•;_t~~~r; 
be,;J in 
position:= position - 1; 
finr•:!p := false; 
while not finrep do 
b•:!•,;ii n 
noeud : = fa 1 Si:!; 
while not noeud do 
be,;_,i n 
if reseau[positionJ < 0 
th,:!n b 1:!'.) i n 
•:!lse 
noo:!Ucl : = trut2 
•:!nd 
if (0 < reseau[positionJ) and (reseau[positionJ <= 1000) 
th•:!n b•:!•J in 
reprise (reseau[positionJ,resultat,res>; 
if r8sc1 l tat 
then be,;_, in 
position:= position+ 1; 
no•:'!ud : ::: trw:":!; 
f i nro:!p : = true 
•:!nd 
el s.8 be,;_i i n 
•:!nd 
else be9in 
position·- position - 1 
1:!nd 
repbr (position,resultat); 
if ro;~su l tat 
th•2n be,;., in 
position:= position+ 1; 
no•21,1d : ::: true; 
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finrep ·- true 
end 
else begin 
position:= position - 1 
end 
end 
end; 
if not finrep 
then begin 
position:= - reseau[positionJ; 
position:= rechnd (position); 
if premierA.ps = -reseau[deb[resJJ 
then ndent := true 
else ndent := false; 
if (premierA.suivantA.e = 0) and 
(premierA.suivantA.pe = 0) 
then possib := true 
else possib := false; 
if (ndent) and (not possib) 
then begin 
else 
p := premier; 
premier:= premierA.suivant; 
premierA.precedent := nil; 
dispose (p); 
finrep := true; 
resultat := false 
end 
if possib 
then begin 
p := premier; 
premier := premierA.suivant; 
premierA.precedent := nil; 
dispose (p); 
sortie:= premierA.s; 
position:= reseau[position + sortie]; 
finrep := true; 
resultat := true 
end 
else begin 
p := premier; 
premier := premierA.suivant; 
premierA.precedent := nil; 
dispose (p); 
entree := premierA.e; 
position := reseau[position - entree] 
end 
end 
end 
end; 
MODULE BRANCHES-LINEAIRES 
procedure brlin; 
type elt - array[1 •• bo2ntJ of char; 
var nom : elt; 
procedure branche (nom 
var ch char; 
motvide 
i 
score 
boolean; 
integer; 
integer; 
elt var resultat boolean 
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position integer); 
mot : strin,_;i[lon,;ir,iJ; 
be9 i n 
writeln ('EST-CE QUE ',nom,' SUIT DANS LA PHRASE?'); 
rE!adln (ch); 
resultat := false; 
i f <ch ::: • 0' ) or <ch ::: 'o' ) 
then b8gin 
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for i : = 1 to l on,;J<rl do i,ic,t. [ i J : == ' • ; 
writeln ('VOUS DEVEZ INTRODUIRE LES ',nom,' RECONNUS ET LE S SCORES.'); 
writeln ( ' MOT :'); 
r•'.":!adln <mot); 
r,iotv ide : = true; 
f o r i : == 1 t. o l on •;J m do i f 1,1 o t [ i J < > ' ' t h en mot Y i d c:! • -- f a l se ; 
while not motvide do 
be9in 
resultat :::: true; 
wr i t,,==1 n < 'SCORE : ' ) ; 
reaciln (score:!); 
if (prE!mier <> premotA.pelt) or 
(position <> premotA.position) or 
((premier= premotA.pelt) and 
(position== premotA.position) and 
(score>= premotA.score)) 
then be9 in 
n•:!W ( pm) ; 
premierA.premot := pm; 
pmA.suivant :== premot; 
premotA.precedent ·- pm; 
pr•::!lllOt : ::: pin; 
premotA.precedent ·- nil; 
premotA.mot := mot; 
premotA.score := score; 
premotA.position := position; 
premotA.pelt := premier 
8nd 
else be9in 
pm i nt : = prE!mot; 
while (position== pmintA.position) and 
(premier= pmintA.pelt) and 
(score< pmintA.score> do 
be,_;, in 
pmint := pmintA.suivant 
•:!nd; 
n!:!W (p111); 
pmA.suivant := pmint; 
pmA.precedent := pmintA.precedent; 
pmintA.precedentA.suivant := pm; 
pmintA.precl:!dent := pm; 
pmA. mot : == 111ot; 
pmA.score := score; 
pmA.position :::: position; 
pmA.pelt := premier 
•:!nd; 
writeln ('MOT :'); 
for i := 1 to lon~::i111 do mot[ i J := ' , . , 
r-=adln (mot); 
motv i d 1:! : ::: tru•:!; 
for := 1 to longm do if mot[iJ <> ' • then motvide • - talse 
•=?. nd 
bE!9 in 
i f' arc < 0 then resultat y .... f ë; l s e 
,: l ~;,~ 
if arc = 0 then res;ul tat . - truc:! 
•:!lS•:":! 
if arc<= 1000 then parcours (arc,resultat,res) 
•:!lS•:":! 
if arc <== 2000 
then b8•) in 
•'.:! 1 se 
arc := arc - 1000; 
nom := ttl[arcJ; 
branche (nom,resultat,position) 
if arc <== 3000 
th,:":!n b8•_::, in 
arc := arc - 2000; 
nom:= ttv[arcJ; 
branche (nom,resultat,position) 
,2nd 
e 1 se be,;1 in 
'2nd; 
arc := arc - 3000; 
nom := ttg[arcJ; 
branche (nom,resultat,position) 
•:":!nd 
MODULE REPRISE-BRANCHES 
proc •:dur,= r,:pbr; 
beç1 in 
if (premier= premotA.suivantA.pelt) and 
(position= premotA.suivantA.position) 
th•?n be,;Jin 
resultat :== true; 
p,,i : = pr,:mot; 
premot := premotA.suivant; 
premotA.precedent := nil; 
premierA.premot := premot; 
di sposi:~ ( p,,i) 
end 
•:! l s e.~ b•=•J in 
•=nd; 
( :,;. .. 
( :,;. .. 
( :,;. .. 
resultat ·- false; 
if (premier= premotA.suivantA.pelt) 
t hein bE!,;:_, in 
pm : = pro:(!)() t; 
premot := premotA.suivant; 
premotA.precedent := nil; 
premierA.premot :== premot; 
di spOS•:! ( pm) 
end 
•?lS•:":! b•=9 in 
pm : = preimot; 
premot := premotA.suivant; 
premotA.precedent := nil; 
premierA.premot ::::: nil; 
d i spos..-:! ( p,,i) 
•:nd 
MODULE NOEUDS- PROCEDURAUX 
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procedure ndsproc; 
procedure creel (proc : integer 
b•::•} i n 
new (p); 
p".suivant ·- premier; 
premier".precedent := p; 
p r-•?.IO i •?.r : :: p; 
premier".ps := proc; 
premierA.s := ns; 
premier".e := O; 
premierA.pe := O; 
premierA.premot := ni l; 
premierA.precedent := nil; 
end; 
procedure noeud (proc 
var i i nti:: 1}•::!r; 
be,;,in 
(proc,nbs) 
ns 
nbs 
if nb~;, a.: 0 
th,:;:~n c:retë!l 
else for i := nbs downto 1 do creel (proc, i) 
end; 
b,29 i n 
pr0::m i erA. pi:: . -· pE!; . -· 
pr•::!ffl i •::!r". •::! . -- 1::. • ·- , 
case i;•E! of 
1 : r,c)t?.ud 
' 1 
"'- noeud 
3 noeud 
4 no•::!Ud 
5 noo::ud 
6 no•'.:!L~d 
7 noi:!Ud 
8 no,::ud 
9 noeud 
10 noeud 
11 noeud 
12 no,::ud 
13 : no0::ud 
14 l"lO@Ud 
15 nc,t?.ud 
16 no•::!Ud 
17 . no0::ud . 
18 noet,1d 
19 : not?.ud 
,;;:nd 
,;;:nd; 
be,;, i n 
ana l •Jse 
end. 
(l,3); 
(2,2); 
(3,2); 
(4,2); 
(5,4); 
(6,4); , 
(7,1>; 
(8,0); 
(9,3); 
(10,1>; 
(l.1,3); 
(12,1>; 
(13,3); 
(14,5); 
(15,3); 
(16,1); 
(17,0); 
(18,2); 
(19,0) 
PROGRAMME PRINCIPAL 
Anne 173 
0: 
Ann. 174 
ANALYSEUR-SYNTAXIQUE 
--------------------
Dans cette version de l'analyseur syntaxique, la description des pro-
cedures associees aux differents noeuds proceduraux a ete separee du 
code de l'analyseur syntaxique lui meme. On la retrouvera sur un fi -
chier qui sera assemble avec l'ana l yseur syntaxique au moment de l'e-
dition des liens. 
De plus cette version a introduit un indeterminisme supplementaire 
par rapport aux versions sur les f i chiers ansyntl et ansynt2, ce qui 
signifie que dans cette version, p l usieurs mots peuvent etre reconnus 
par classe grammaticale, avec des scores differents ou egaux . 
( 1: AUTEUR MOUSEL Pierre 
13/12/82 <~ DATE DERNIERE MODIFICATION 
c,; 
program ansynt(input,output); 
( "' t,h=40000*) 
const bolnt = 
bo2nt -
boltv -· 
bo2tv = 
boltl 
-
b<:>2t l 
--
bolt9 = 
bo2t~} -
bores ... 
lon9r,1 ·-
elnt 
•~ l tv 
~ltl 
•J! l tg 
chaine 
po i nt•J! l t 
point.mot 
•J! l t 
r,1ot s 
DECLARATION DES DONNEES GLOBALES 
20; 
4. ,
20; 
4; 
30; 
4; 
20; 
4; 
2000; 
20; 
= 
-
-
= 
... 
·-
-· 
= 
arra•:.1 [1 .. bo2ntJ of char; 
arra•.-.:J [1 •• b()2tvJ of char; 
arra•:.1 [1 •• bo2tlJ of char; 
arra•.-.:J C 1 •• bo2t,JJ of char; 
str i r19 [bo?ntJ; 
"elt; 
"mots; 
r,;;:c()rd 
suivant 
ps 
s 
pe 
pr,:!mOt 
precedent 
end; 
i:• o i nt •2 1 t ; 
i nte,_:;Jl:::r ; 
i nte,;J':Jr; 
i nt8•;J•:!r; 
i nt.,2,;.er; 
pointmot; 
i:•o intel t 
.... r,~cord 
: -1,I i Vë:nt 
mot 
score 
position 
pelt 
pr,:!<:8d8nt 
i:•o i nt,,1ot; 
s tr i n•;J [ l on,;;i,,1 J ; 
i nt•:::•;J•::r; 
i nti?.•;J•:!r; 
i:•o intel t; 
pointmot 
8nd; 
var adc i nte9,;:r; 
nbnt . i nte,;,er; . 
nbtv i nt,;:9er; 
nbtl i nte,;ier; 
nbtg i nte9,::!r; 
res : i nte,;,er; 
sr,~s chain•::!; 
tnt . arra•.:J [1 •• bo1ntJ of -=~ l nt; . 
ttv arra~J [1 •• boltv] of .:dtv; 
ttl arral.:J [1. .bo1tlJ of •::!ltl; 
ttq arra1:.:1 [1 •• bo.tt,;,J of fdt,;, ; 
deb arra•.:J (1. .bo1ntJ of i nte,;ier; 
fin arra~ C1 •• bo1nt] of i nt,::,;;, 1:r; 
reseou arra1:1 [1 •• boresJ of i r,te,;,1:!r; 
p po i nt,;:l t; 
prem i •:?r pointelt; 
d,::rn i 1::r point,,dt; 
p11l r:•o i r1tmot; 
p,,ii nt point/Ilot; 
dermc,t pointmot; 
pr•:lllOt point/Ilot; 
LISTE DES RPOCEDURES 
procedure 
proc<E!dure 
procedure 
proc •:dur•= 
anal1.:.1se 
lecres 
forward; 
; forward; 
anaphr ; forward; 
parcours ( res i nt•=•;;,•:r; 
boolean; 
procedure reprise 
procedure modnds 
proc •:dur•= ,,iodbr 
procedure ndsproc 
procedure brlin 
procedure gestrep 
var resultat 
resapp 
r•:!S 
var resultat 
resapp 
finparc 
var resultat 
integer); forward; 
i nt,::,;;, 1:r; 
booleëm; 
integer>; forward; 
bool,::an; 
boolean; 
res integer; 
position integer; 
e,pe integer; 
resapp integer); forward; 
(var finbr boolean; 
var finparc boolean; 
var resultat boolean; 
var position integer; 
var e,pe integer; 
res integer>; forward; 
(pe : integer e : integer ; resapp 
( arc integer; 
var resultat boolean; 
res integer; 
position : intE!9er); forward; 
( position integer; 
var resultat boolean); forward; 
( res intege r ; 
var position integer; 
var resultat boole a n); forward; 
( ,:,os i t ion : i nti:!•;ier) ; forward; 
LES FONCTIONS UTILISEES 
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integer); forward; 
func t ion r,:::c h•:nt (position : i nt•':!•}•=r) 
var i 
b•:g in 
:= O; 
while (reseau[position + iJ) > 0 do 
rech-=nt := i 
end; 
function rechnd (position : int•2•;Jer) 
b,:!g in 
+ 1; 
while reseau[positionJ > 0 do position:= position - 1; 
rechnd := position 
end; 
MODULES DE NIVEAU 1 
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(****************************************************************************) 
<****************************************************************************) 
procedure analyse; 
be•::J in 
lecr•:'.!s; 
anaphr 
end; 
( ·'.( 
( + 
( * 
0: 
MODULE ANALYSEUR 
MODULES DE NIVEAU 2 
(****************************************************************************> 
(*************************************************** *************************) 
MODULE LECTURE -RESEAU 
procedure lecres; 
var reponse string[BJ; 
r•:!S t•=>:t; 
i ,j integer; 
begin 
writeln ('* VEUILLEZ ENTRER LE NOM DU FICHIER CONTENANT LE RNP.'>; 
writeln (':,; (AU MAXIMUM 8 CARACTERES.)'); 
re ad ln (repense); 
reset (res,reponse); 
readl n (res,adc); 
read ln (res,nbnt); 
for i := 1 to bolnt do for j := 1 to bo2nt do read (res,tnt[i,JJ); 
r,':!a d ln (r,ë:!s); 
read ln (res,nbtv>; 
for i := 1 to boltv do for j := 1 to bo2tv do read (re s ,ttv[i,jJ); 
rf~a d ln ( r,ë:!s); 
read ln (res,nbtl>; 
for i := 1 to boltl do for j := 1 to bo2tl do read (res,ttl[i,JJ); 
*) 
;,; ) 
* ) 
r 1:":!adln (res); Ann. 177 
readln (res,nbtg); 
for i := 1 to boltg do for j := 1 to bo2tg do read (res,ttg[i,JJ); 
r •::~adln (rl::!s); 
for i := l to 
for i := 1 tel 
for i : =: 1 to 
1:!nd; 
( '+-.. 
bolnt 
bolnt 
bc,r8s 
do readln ( ri:: s, di:=~b[ i J); 
do r•:":!ad 1 n ( r,2s, fin [ i J ) ; 
do readln (r8s,reseau[iJ) 
( ,., .. MODULE ANALYSE - PHRASES 
0: 
procl::!dure anaphr; 
var repense char; 
resul~at boolean; 
i nte,_;ii::r; 
function indice (sres : chaine) 
var i,J 
trouv~-~ : 
b€!9 in 
i nd i c I:;! : a: 0 ; 
i nt€!9er; 
bool 12an; 
for := 1 to nbnt do 
bi:::•} in 
trouv€! ::: true; 
for .J :::: 1 to bo2nt do if srt2s[ .iJ <> tnt [i,JJ t.hen trouve•-- fal~,e; 
if trouve then indice := i 
end 
end; 
begin 
writeln ('* AVEZ VOUS UNE PHRASE A ANALYSER?'); 
readln (repense); 
while (repense= ~o') or (reponse = '0') do 
b•:":!•} in 
writeln ('* VOUS AVEZ DECIDE D''ANALYSER UNE PHRASE.'); 
writeln ('* QUEL EST LE PREMIER SOUS-RESEAU A PARCOURIR?'>; 
for i := 1 to bo2nt do sres[ i J :=: ' '; 
readln (sr,:":!s); 
rt?s := indic€! (sr•:::s); 
if res ::: 0 
then writeln ('* CE N''EST PAS UN NON-TERMINAL.') 
,:: l SI:! b•:":!•J in 
new ( plll) ; 
pr,2rnot : = prn; 
der,,10t : = ~:i,,1; 
prnA.suivant : = ni l; 
pmA.prect?dent := nil; 
for i : ::: 1 to lon,}111 do p1,1A. ,,1ot[ i J : == ' 
p111A.sc:or8 :::: O; 
prnA.position := O; 
new (p); 
pr,2111 i •:":!r : 0-= p; 
dernii::r ::: p; 
prerootA.pelt := p; 
pA.suivant :::: nil; 
pA.precedent := ni l; 
pA.prernot : = premot; 
f:,A • ps ; ::: Q; 
pA.s := O; 
p". ':! : ::: 0; 
p A. P•= : ::: 0; 
parcours (rt2s,resultat,O); 
T • 
' 
•:'.!nd; 
if resultat 
t ht:!n be,;, in 
writeln ('* LA PHRASE A ETE RECONNUE.'); 
writeln ('* VOICI L''ARBRE SYNTXIQUE :'); 
writ,:::ln; 
arbr•E! ( adc ) ; 
writeln 
end 
êlse writeln ('~ LA PHRASE N''A PAS ETE RECONNUE.') 
1:md; 
writeln ('* AVEZ VOUS ENCORE UNE PHRASE A ANALYSER?'); 
pm ; = d,:'.!rrn()t; 
p : = dern i •:":!r; 
while prn <> nil do 
be,;, in 
derrnot := dermotA.precedent; 
d i spOS•:":! ( p,o) ; 
pm := clermot 
,2nd; 
while p <> nil do 
be•J in 
dernier := dernierA.precedent; 
di spos~~ ( p) ; 
p := dernier 
8nd; 
readln (reponse) 
12nd 
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(**************************************************************************** ) 
(****************************************************************************) 
procedure parcours; 
var position integer; 
e i nt•:!•;J•:":!r; 
pe integer; 
finparc boolean; 
begin 
position: = debCresJ; 
e := O; 
pe := -reseau[positionJ; 
finparc := false; 
MODULE PARCOURS 
modnds (finparc,resultst,res,position,e,pe,resapp) 
•:'.!nd; 
l'lODULE REPRISE 
procedure reprise; 
var position integer; 
e integer; 
pe integer; 
entree integer; 
arc i nte,;ier; 
finparc 
finbr 
bool 1::!an; 
boolean; 
be,;i in 
position:= finCresJ; 
p : = pr•?-"1 i •:!r; 
prernier := prernierA.suivant; 
prernierA.precedent := nil; 
d j !:', pOS>?. ( p) ; 
entree := prernierA.e; 
position:= reseau[position-entreeJ; 
resultat := false; 
if (reseau[positionJ > 0) and (reseau[positionJ <= 1000) 
then reprise (reseau[positionJ,resultat,res) 
else repbr (position,resultat); 
if not riE!sultat 
then be,;iin 
gestrep (res,position,resultat>; 
if <resultat) and (reseau[positionJ >= 0) 
th•?.r, beç_1 in 
arbre (position>; 
f i nbr : a-: fa l S•::!; 
finparc := false; 
roodbr (finbr,finparc,resultat,position,e,pe,res); 
modnds (finparc,resultat,res,position,e,pe,resapp) 
end 
if <resultat) and (reseau[positionJ < 0) 
then b•?.•.) in 
end 
e 1 s,::1 be,;, i n 
position:= -reseau[pos i tionJ; 
':! :a.: r•:':!Ch•'.:!r1t (position) ·; 
position:= position+ e; 
pe := -reseau[positianJ; 
finparc := false; 
modnds (finparc,resultat,re5,position,e,pe,resapp) 
•'.:!nd 
position:= position+ 1; 
position := -reseau[positianJ; 
e := rechent(position); 
position :=position+ e; 
pe := -reseau[positionJ; 
ndsproc(pe,e,resapp) 
end 
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<~ Ces modules ont ete separes des modules parcours-sous-reseau et reprise *> 
(* sous-reseau parceque les 111emes actions sont effectuees plusieurs fois a *> 
(* des endroits differents. En regroupant ainsi ces actions dans les modu- *) 
<~ les roodnds et roodbr, on peut reduire la taille du code. *> 
( '+' *) 
(****************************************************************************) 
procedure modnds; 
var sortie integer; 
finbr : boolean; 
b•:: 1,;ii n 
while not finparc do 
be,_;i in 
ndsproc (pe,e,resapp); 
if position~ fin[res] 
then be9in 
•:!nd; 
f i nporc- : == tru•2; 
r•~sultat :::: true 
end 
•:!lS•:! b•:!•) in 
•:":!nd 
sortie:= preroierA.s; 
position := reseau[position+sortieJ; 
finbr ::: false; 
modbr (finbr,finparc,resultat,position,e,pe,res) 
•:!nd 
proci:!dure modbr; 
var arc : integer; 
begin 
while not finbr do 
begin 
arc := reseau[positionJ; 
brlin (arc,resultat,res,position>; 
if resultat 
th•:":!n bt2•) in 
position:= position+ 1; 
arbre (position>; 
if reseau[positionJ < 0 
th,:!n bE!g in 
•~nd 
else bE!gin 
finbr :== tru8; 
position := -reseau[positionJ; 
e := rechent (position); 
position :=position+ e; 
pe := -reseau[positionJ 
•~nd 
gestrep (res,position,resultat); 
if r•:!SU l tat 
then b89 in 
arbre (position>; 
if reseau[positionJ < 0 
then b89in 
end 
f i nbr : = tru•2; 
position := -reseau[positionJ; 
e := rechent (position>; 
position :=position+ e; 
pe := -reseau[positionJ 
•::!n<::I 
el se b€!•;J i n 
end 
•â:!nd 
f i nbr : = trui:!; 
finparc : 0.: true 
end 
MODULES DE NIVEAU 4 
Ann. 180 
(****************************************************************************' (******* *********************************************************************) 
MODULE AFFICHAGE-ARBRE 
procedure arbre; 
var arbinc : boolean; 
procedure affich <res 
var pos integer; 
sortie integer; 
finbr : boolean; 
finres boolean; 
arc elnt; 
begin 
finres := false; 
p := pA.precedent; 
pos := cieb[resJ; 
write ('( '); 
integer 
while not (finres or arbinc) cio 
begin 
if pos = fin[resJ 
then begin 
finres := true 
end 
else begin 
position 
while (pA.pe = 0) and (p <> premier) do 
begin 
p := pA.precedent 
end; 
sortie:= pA.s; 
pos := reseau[pos + sortie]; 
if (pos = position) and (p = p r emier) 
then arbinc := trwe 
else finbr := false; 
while not (finbr or arbinc) do 
begin 
if reseauCposJ = 0 
then write ('A ') 
else 
if reseauCposJ <= 1000 
var arbinc 
then affich (reseauCposJ,position,arbinc) 
else 
if reseauCposJ <= 2000 
then begin 
else 
arc := ttl[reseau[posJ - 1000); 
write (arc,' ') 
end 
if reseau[posJ <= 3000 
then begin 
arc :~ ttv[reseau[posJ - 2000]; 
write (arc,' ') 
end 
else begin 
arc := ttg[reseau[posJ - 3000]; 
write (arc,' ') 
end; 
pos :=pas+ 1; 
if (pos >= (position)) and (p - premier) 
then begin 
arbinc := true 
end; 
if rese a u[posJ < 0 
then begin 
end 
end; 
finbr := true; 
pos •- -reseau[posJ; 
pos := pos + rechent (pos ) 
end 
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boolean); 
if ~ot (finres or arbinc) 
then p := pA.precedent 
end; 
if not arbinc 
then be•.;J in 
arc : ::: tnt[rt:!sJ; 
write (')*',arc,' ') 
end 
beg i n 
arb i nc :=: false; 
p : == clern i •= r; 
aff i ch (res,position,arbinc); 
wr i t•=ln 
end; 
procedure gestrep; 
var finrep boolean; 
noeud boolean; 
ndent boolean; 
possib boolean; 
sortie integer; 
entree integer; 
bt:!g i n 
pos i tion := pos i tion - 1; 
f i nrep : == fa l S•ë!; 
whi l e not finrep do 
b•=.,:;J in 
noeud :=-0 false; 
while not noeud do 
bE!•;_iin 
MODULE GESTION - REPRISES 
if reseau[positionJ < 0 
th,:=.m b89 i n 
•ë! lse 
noeud : == true 
•?. nd 
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i f (0 < reseau[positionJ) a nd (reseau[po s itionJ <= 1000) 
th•=n b•?.•J in 
repri s e (reseau[positionJ,resultat,re s); 
if r•ë!SL, l tat 
then be9in 
position: = position+ 1; 
no,2ud : == tru•=; 
f i r1rep : = true 
•=nd 
el se be,;J in 
l:'!nd 
el se be,;i in 
position: = position - 1 
end 
repbr (position,resultat); 
if r,2su l t a t 
then b,2,;_1in 
position:= position+ 1 ; 
no•::!ud : ::: tru,,~; 
f i nrep : = tru•::! 
•=nd 
el se beg i n 
position.- position - 1 
,2nd; 
end 
•=nd 
i::!nd; 
i f not fi nri:!p 
then bl::!qin 
•:':!nd 
position:= -reseau[positionJ; 
position := rechnd (position>; 
if pri:!lll i E!r". ps ::: -·r•?!ë-eau[ deb[r,?sJ J 
then ndent := true 
else nclent := false; 
if (pre111ier".suivant".e = 0) and 
(premier".suivant".pe::: 0) 
then possib := true 
else possib := false; 
if (ndent> and (not possib) 
then be•;J in 
i:":!lse 
p := pr•=<lli•=r; 
premier := pre111ier".suivant; 
pre111ier".precedent := nil; 
dispose (p); 
fi nr•::!p : = truE!; 
resultat :::: false 
•:':!nd 
if possib 
th1?.n b•?.•J i n 
p : = pri:!llt i •?r; 
premier := pre111ier".suivant; 
premier".prE!cedent :::: nil; 
di spos~= ( p) ; 
sortie:= premier".s; 
position := reseau[position + sortie]; 
f i nrei:, : ::: trui:!; 
r,:':!sultat : 0= true 
end 
else b,ë!q in 
p := premiE!r; 
premier := premier".suivant; 
premier".precedent := nil; 
dispos,;":! (p); 
entree := premier".e; 
position :~ reseau[position - entreE!J 
end 
MODULE BRANCHES-LINEAIRES 
proc •=dur':':! br l in; 
type elt = array[1 •• bo2ntJ of char; 
var nom : •:':! l t; 
proceclure branche (nom 
var ch char; 
motvicle 
SC orE! 
mot 
bt:!i;J in 
boo leëm; 
i nt •?.i;J •= r; 
i nt•?•;_l'?.r; 
str i n,_:;i( lon,_;im]; 
var resu l tat: boolean 
writeln ('EST-CE QUE ',nom,' SUIT DANS LA PHRASE?'); 
r~:adln (ch); 
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i:,os i t ion 
resultat := false; 
if (ch= '0') or (ch= 'o') 
then begin 
end; 
for i := 1 to longm do mot[iJ :=' '; 
writeln ('VOUS DEVEZ INTRODUIRE LES ',nom,' RECONNUS ET LES SCORES.'); 
writeln ('MOT :'); 
readln (mot); 
motvide := true; 
for i := 1 to longm do if mot[iJ <> ' ' then motvide ·- false; 
while not motvide do 
end 
begin 
resultat := true; 
writeln ('SCORE :'); 
readln (score); 
if (premier <> premotA.pelt) or 
(position<> premotA.position) or 
((premier= premotA.pelt) and 
(position= premotA.position) and 
(score>= premotA.score)) 
then begin 
new (pm); 
premierA.premot := pm; 
pmA.suivant := premot; 
premotA.precedent := pm; 
premot := pm; 
premotA.precedent := nil; 
premotA.mot := mot; 
premotA.score := score; 
premotA.position := position; 
premotA.pelt := premier 
end 
else begin 
pmint := premot; 
while (position= pmintA.position) and 
(premier= pmintA.pelt) and 
(score< pmintA.score) do 
begin 
pmint := pmintA.suivant 
end; 
new (pm>; 
pmA.suivant := pmint; 
pmA.precedent := pmintA.precedent; 
pmintA.precedentA.suivant := pm; 
pmintA.precedent := pm; 
pmA.mot := mot; 
pmA.score := score; 
pmA.position := position; 
pmA.pelt := premier 
end; 
writeln ('MOT :'); 
for i := 1 ta longm do mot[iJ := ' 
readln (mot); 
motvide := true; 
, . 
, 
for i := 1 to longm do if mot[iJ <> ' ' then motvide := false 
end 
begin 
if arc < 0 then resultat := false 
else 
if arc - 0 then resultat •- true 
else 
if arc<= 1000 then parcours (arc,resultat,res) 
else 
if arc<= 2000 
th,ë!n be•;) in 
o:lse 
arc := arc - 1000; 
nom:= ttl(arcJ; 
branche (nom,resulta t,position) 
•:":!nd 
i f arc <== 3000 
then be9in 
arc : = a r c - 2000; 
nom:= ttv[arcJ; 
branche (nom,resultat,position) 
el s e bi:i•;J i n 
end; 
arc · - arc - 3000; 
nom: = tt9CarcJ; 
branche (nom,resulta t,position) 
1:":!nd 
MODULE REPRISE - BRANCHES 
proc •:! dur•:':! r,!:!pbr; 
b1>2,;_, in 
if (premier = premotA.suivantA.pelt) and 
(position = premotA.suivantA.position) 
then be1;_1 in 
resultat := true; 
pm : = pre111ot; 
premot : = premotA.suivant; 
premotA.pre cedent : = nil; 
premierA.premot : = premotr 
dispos•:':! ( pm) 
end 
•'.::! l S•:':! b•=9 i n 
resultat := false; 
if (pre mi e r= premotA.suivantA.pelt) 
then be1;_1 in 
pt1l : ::: pr1!:! (1lO t; 
premot : = premotA.suivant; 
pre mo tA.precedent : = nil; 
pr e mierA.premot := premot; 
di s pos •:!! (pro) 
end 
•= l S•= b•=9 in 
1:":! nd 
pm : = pri:iriiot; 
pre mot := pre motA .suiv ant; 
premotA.prec e de nt : = nil; 
pre mi e rA.pr e mot : = nil; 
d i spose < p111) 
•=nd 
MODULE NOEUDS-PROCEDUR AUX 
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r. ) 
;.; ) 
:<; ) 
( :<; *) 
(~ Ce modul e a ete cief ini c o mm e extern e po u r aug me n te r l ' inde pe ndan c e de *) 
( * l' a na l yseur s yntax ique vi s v i s du r eseau parti c ul ie r a p a r c ourir. r.) 
( :.: ;,, ) 
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(****************************************************************************) (* 
( + 
(;+; 
( * 
b8 1;J in 
anal•Jse 
enci. 
PROGRAMME PRINCIPAL 
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ANALYSEUR-SYNTAXIQUE 
Cette partie de l'analyseur ne comprend que la description des proce-
dures associes aux differents noeuds proceduraux . Elle B ete separee 
du code de l'analyseur proprement dit pour rendre ce dernier plus in -
clependant vis a vis du reseau particulier a pa rcourir. 
0: 
(* AUTEUR 
(;,, DATE DERNIERE MODIFICATION 
( * 
J"lOUSEL F' i erre 
13/12/82 
subprograro noeuds(input,output>; 
(:,;$h=40000*) 
const 
var 
bolnt -
bo2nt .. 
boltv -· 
bû2tv ·-
bo1tl -· 
bo2tl 
·-
bol t,;., .. 
bo2t,.:.:, .. 
bores = 
lon,.:.:,111 
-
,:?\nt 
i::ltv 
eltl 
•'.:! lt,;;, 
chaine 
pointelt 
pointmot 
•::! l t 
mots 
adc: 
nbnt 
nbtv 
nbtl 
DECLARATION DES DONNEES GLOBALES 
20; 
4· 
' 20; 
4; 
:iO; 
4· ,
20; 
4. 
' 2000; 
20; 
-· 
= 
= 
= 
::: 
·-
-· 
·-
arra•=J 
arr2-•:.:1 
ë~rra•:1 
arr,3•_.j 
str in,;, 
",,dt; 
" r11ot s; 
recc)rd 
[1 •• bo2ntJ of char; 
[1 •• bo2tvJ of char; 
[1 •• bo2tlJ of cha r; 
[1 •• bo2tgJ of char; 
[bo:?ntJ; 
sui varit 
ps 
point€!lt; 
i nt,2,_;i,,.r; 
s 
•:! 
pt:! 
pr•::!ltlOt 
prec€!d€!nt 
•:!nd; 
i nt,2,_;,er; 
i nte'.:v~r; 
i nt,2,_;;i,:::r; 
i:10 i ritmot; 
po i nti::l t 
·- record 
suivant 
mot 
sc ori:: 
position 
pelt 
pr •ë!C t:=! d,,.nt 
end; 
i nt•::!•)•::r; 
: i nt •2,_;ier; 
i nt•::!•;.i•::!r; 
i nt1::9,2r; 
po i nt111c,t; 
str in,_:;,[ lon9 m J; 
i nte,::_ier; 
i nt •:!')•::!r; 
point•::! l t; 
pointmot 
.1 
nbt,,-;i i nt•=•J•= r; 
r€!S i nt~=•;:Ji:!r; 
sr•=S chai n•=; 
tnt ë~rra•.:J [1 •• bolntJ of E!lnt; 
ttv a rr a~J [1 •• boltv] of •=1tv; 
tt1 arra•.:J [1. .bo1t1J of E!1t1; 
ttg arra•J [1 •• bo 1 t,;(J ()f el t,_;n 
deb arra•=J [1 •• bo1ntJ of i nt•?Q•;!r; 
fin arra•J [1. .bolnt] of i ntei_:;,~":!r; 
r I>?. St:!ë)U ë~rr2.,1:;1 [ 1 •• bor•;!~; J of i nt.E!•;J8r; 
p point•:?lt; 
pr•:?lll i •:?r pC>int.E!lt.; 
d•=rn i •::!r . point.•:".-! 1 t; . 
p1,1 point111ot; 
plll Î nt pointrnot.; 
d>2rmot pc, i nt mot; 
pr,,~1,iot po i rit,,io t; 
( :.. .. 
( :,; .. LISTE DES RPOCEDURES 
( 
'"" 
.. 
( 
"' 
.. 
ar1ë:~ l •:JSE! 
lecr•:!S 
forwë.~rd; 
; forward; 
proci:!dure 
procedur•= 
proci:!dUr8 
procedur•:":! 
anaphr ; forward; 
parcours ( res i nt•:!•J•=r; 
boo l 82.:r1; 
procedure reprise 
procedure 111odnds 
prcJC•:!dUr•:".-! ,,iodbr 
procedure ndsproc 
proc E!dUr€! br 1 in 
pro<: edur•:! r•:!pbr 
proc@dur@ gestr@p 
proc €!dure ë~rbri:! 
procedure ndsproc; 
var res,1.11 tat 
r,!:!sapp 
r,:~s 
var ri:!SU 1 tat 
r,!:!sapp 
finparc 
var resu1tat 
r,as 
position 
>:?, p•::! 
ri::s.ë~pp 
(var finbr 
var finparc 
v a r r•!:!SL, l tat 
var position 
var •:!,pe 
r12s 
( pe : i nt•ë:!•.::J•!:!r 
( ë~rc 
var re s ultat 
rE!S 
po1;; i t ion 
( position 
var resu1tat 
integer>; forward; 
i nte•J•:!r; 
boo1i:!ëm; 
integer); forward; 
bool •:":!an; 
boolean; 
i nt,:!9er; 
integE!r; 
i nt,:!ge r; 
integE!r); forward; 
boo li,~an; 
boo l ei'a~n; 
bool •ê:!a n; 
i nt•;!•Jer; 
i nt~=•_'.;_l•:":!r; 
integer); forward; 
e : i nt•:!•;J•:!r ; r•=sapp 
i nt•?QE!r; 
bool,ë:!an; 
i nt •2,;_ier; 
integer); forward; 
i nte,_:;_i ,:! r; 
boo1ean); forwarcl; 
res integer ; 
var position integer ; 
var resultat boolean>; forward; 
( ~:,o~, i t ion : i nte,;_,er) ; forward; 
MODULE NOEUDS-PROCEDURAUX 
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integer>; forward; 
proc edurE! c ree l ( r.•roc i nteger 
b•ë!~'.J in 
new ( r,d ; 
pA.suivant := pre mier; 
premierA.precedent := p; 
pr•21,1 i 8r : = p; 
premierA.ps := proc; 
premierA.s := ns; 
premierA.e := 0; 
premierA.pe := O; 
premierA.premot := nil; 
premierA.precedent : = nil; 
f~nd; 
procedure noeud (proc 
var i i nt8•)•::!r; 
bi::•,;Jin 
if nbs 0= 0 
(proc,nbs) 
ns 
th•?.n creel 
8lsf~ for i 
end; 
:= nbs downto 1 do creel (proc, i) 
be,_;i in 
premierA.pe := pe; 
pr 1:!m i ,~r". e : := ,::! ; 
case r.•e of 
1 noeud (1,3); 
'") 
·-
no~:ud (2,2); 
3 noi::ud (3,2); 
4 no•~l.1d (1,,2); 
5 noeud (~j,4); 
6 no,2ud (6,4); 
7 noe1,Îd Cl, U; 
8 no,2ud (8,0); 
9 noeud (9,3); 
io noi?.ud (10,1>; 
11 noi:!l.ld (11,3); 
12 noE!ud (12,U; 
13 noi::ud (13,3); 
14 no,2l.1d (1',,5); 
15 noel.1d (l~j,3); 
16 noE!ud (16,1>; 
17 noi::ud (17,0); 
:LB nO•::!Ud (18,2); 
1S' noi::1.~d 09,0) 
8nd 
i?.nd. 
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