In this note we prove that the vertex energy of a graph, as defined in [2], can be calculated in terms of a Coulson integral formula. We present examples of how this formula can be used, and we show some applications to bipartite graphs.
Introduction
Let G be a simple graph with n vertices and m edges, and let A(G) be its adjacency matrix with eigenvalues λ 1 ≥ λ 2 ≥ · · · ≥ λ n . We denote by φ(G; x) = det(xI n − A(G)), the characteristic polynomial of the graph G which is a monic polynomial of degree n whose roots are the eigenvalues of the adjacency matrix A(G).
The energy of a graph G is defined as the sum of the absolute values of these eigenvalues
This quantity was introduced by Gutman as a generalization for all graphs of (a linear modification of) the total π-electron energy of certain conjugated hydrocarbons, in the Hückel molecular orbital (HMO) approximation. While the original motivation comes from chemistry, we prefer to look at this quantity as a mathematical graph invariant with interesting properties.
In a fundamental paper [4] , Coulson proved the following integral formula for the molecular π-electron energy, which was easily extended for the energy of a graph:
where i = √ −1 and we consider the principal value of the integrals above.
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With the Coulson integral formula in mind, it is natural to ask for a similar integral formula for vertices. The main purpose of this note is precisely to derive a refinement of (1) to the vertex energy of a graph and to present some applications for its properties. In the main theorem of this paper, Theorem 3.2, we prove that if G is a graph and E G (v j ) is the energy of the vertex v j ∈ G, then
where G − v j denotes the graph that results from removing v j (and the edges containing v j ) from G. Notice that since φ (G; z) = φ(G − v 1 ; z) + · · · + φ(G − v n ; z), then summing over all the vertices in (2) we obtain Coulson's original formula (1). As mentioned above, the importance of Coulson integral formula is that one can get information from it without explicitly calculating the spectrum of the graph and it is especially useful to compare the energy of bipartite graphs by comparing the coefficients of their characteristic polynomials.
In this direction, we are able to use the above formula to compare the energy of two vertices on (possibly different) bipartite graphs and thus formula (2) sheds light on the structural interpretation of the energy of a vertex and its relation to the energy of a graph.
The paper is organized as follows. Section 2 gives the necessary preliminaries. Section 3 is devoted to prove the main theorem. Finally, in section 4, we exploit this to give applications and examples on bipartite graphs by a quasi-order relation. In particular, this allows us to describe and understand how the energies of the vertices are distributed in the path P n and some trees T n . We also use it to give inequalities for the energy of coverings and independent sets for these types of graphs.
Preliminaries

Graphs and their spectra
We will work with simple undirected finite graphs. A graph G is a pair G = (V (G), E(G)), where E(G) ⊂ V (G)×V (G), the elements in V are called vertices and the pairs (v, w) ∈ E are called edges. Undirected means that (v, w) ∈ E implies that (w, v) ∈ E and by simple we mean that there are no edges of the form (v, v) .
A finite graph G = (V (G), E(G)) is said to be of order n and size m if n = |V (G)| and m = |E(G)|. If G is a graph of order n, we label the vertices of the graph G as A path is a sequence of edges {e 1 , e 2 , . . . , e n } which connects a sequence of vertices {v 1 , . . . , v n }, i.e. e i = (v i , v i+1 ) and which are all distinct from one another. A cycle is a closed path, i.e. v 1 = v n . We use P n and C n to denote the path and the cycle of order n, respectively. The length of a path (cycle) is the number of edges in the path. A tree T is a graph that is connected and has no cycles.
In Section 4 we will work with bipartite graphs. A bipartite graph G is a graph where there are two set of vertices V 1 , V 2 ⊂ V (G), called the parts of graph, satisfying the following conditions (i) V = V 1 ∪ V 2 with V 1 ∩ V 2 = ∅, (ii) every edge connects a vertex in V 1 with one in V 2 . A graph is bipartite if and only if it has no cycles of odd size. In particular, trees are biparitite.
The adjacency matrix A = A(G) of G is a square matrix of order n whose (i, j)-entry is defined as
The eigenvalues of A(G) are said to be the eigenvalues of the graph G. A graph on n vertices has n eigenvalues counted with multiplicity; these will be denoted by λ 1 , λ 2 , . . . , λ n and labeled in a decreasing manner:
The set of the all n eigenvalues of G is also called the spectrum of G. Since G is undirected, A(G) is self-adjoint, and then the eigenvalues of the graph G are necessarily real-valued. For more details of graph spectrum see [3] and [5] .
The characteristic polynomial of G is given by
Sachs theorem gives a combinatorial way to calculate the coefficients of the characteristic polynomial.
Theorem 2.1 (Sachs theorem). If the characteristic polynomial of G is written as
Then the coefficients a k satisfy that
where L k is the set of subgraphs of size k in which every component is K 2 or a cycle, ω(S) is the number of connected components of S, c(S) is the number of cycles in S, and a 0 = 1.
Another approach is given by Farrell in [6] , where he introduced a class of graph polynomials in the following way. Let F be a family of connected graphs, some examples are the families: {K n }, {C n }, {P n }, {S n }, which correspond to complete, cycles, paths and stars, respectively. We associate a weight w α to each member α in the family F we are using. For a graph G, an F-subgraph is a subgraph of G with all its connected components belonging to F. The F-subgraph is said to be proper if all the components have at least size three. And we said that the F-subgraph is a F-cover if it is a spanning subgraph of G. To the F-subgraph F with connected components α 1 , . . . , α k we associate the monomial Π(F ) = k i=1 w α i , with not necessarily all the α i different. Now, we can define the F-polynomial of G to be
where the sum is over all F-subgraphs that are covers of G. Taking the {C n } family, with C 1 = K 1 and C 2 = K 2 the improper components, we have the circuit polynomial, C(G; w). By Sachs Theorem we have a bijection between F-coverings such that the number of C 1 components is n − k and the L k Sachs subgraphs, taking w 1 = x, w 2 = −1 and w k = −2 for k ≥ 3 we obtain the equation:
Energy of vertices
Let us consider a graph G = (V, E) with vertex set V = {v 1 , ..., v n } and adjacency matrix A ∈ M n (C). If for a matrix M , we denote its trace by T r(M ), and its absolute value (M M * ) 1/2 , by |M |, then the energy of G is given by
With this relation in mind, the authors in [2] defined the energy of a vertex as follows.
Definition 2.2. The energy of the vertex v i with respect to G, which is denoted by
where |A| = (AA * ) 1/2 and A is the adjacency matrix of G.
In this way the energy of a graph is given by the sum of the individual energies of the vertices of G,
and thus the energy of a vertex is a refinement of the energy of a graph.
The following lemma from [1] tells us how to calculate the energy of a vertex in terms of the eigenvalues and eigenvectors of A.
where λ j denotes the j-eigenvalue of the adjacency matrix of A and the weights p ij satisfy
Moreover, p ij = u 2 ij where U = (u ij ) is the orthogonal matrix whose columns are given by the eigenvectors of A. Now since the entry (i, i) of the adjacency matrix of a simple graph equals 0 then the equation
where the symbol − and + denote the sum over the negative and positive eigenvalues of the graph G, respectively. Walks on the graph will be important to understand the combinatorial properties of the energy. A walk of length k in G is a sequence of vertices
We say that a walk is a closed walk if
A path is a walk where all vertices are distinct. A cycle is closed walk with
If there is a path between the vertices v i and v j we say that the vertices are connected.
We will denote by m k (G, i) the number of v i − v i walks in G of length k. Notice that m k (G, i) equals the quantity (A k ) ii where A is the adjacency matrix of the graph G and coincides with the sum j p ij λ k j .
A Coulson Integral formula
In this section we prove the main theorem of the paper which as announced gives a Coulson type integral formula. Our Coulson type integral formula is based on two representations of a modification of the generating series for the number of walks from i to i. More precisely, if we consider
the following lemma tells us how to write the above series in terms of the weights of Lemma 2.3 and in terms of the characteristic polynomials of G and of G − v i . These facts are already known, but we give a proof for the convenience of the reader.
Lemma 3.1. We have the following representations for Φ i (z).
1. If p ij are the weights given in (9) from Lemma 2.3, then
2. Let A(G) ii be the matrix obtained from A(G) by eliminating the i-th column and the i-th row, then
Proof. For part 1, note that since
where B = zI − A. We know that B −1 = 1 det(B) adj(B); for our case, we want the entry (i, i) of this matrix, which is equal to
Now we can prove the main theorem of the paper. 
Proof. The proof follows the same ideas as the original proof of Coulson, with the necessary changes using the above considerations. Indeed, by the previous lemma the quotient φ(G − v i ; z)/φ(G; z) may be written as
from where, for general z, the integrand in the left hand side of (12) may be rewritten as
Now we take the contour integral along the curve Γ R as shown in the Fig. 1 . By Cauchy's integral formula we get
where the symbols − and + denote, respectively, the sum over the negative and positive eigenvalues of the graph G. The value of the integral
does not change as we change R as long as R is larger than λ n and then we may choose an arbitrarily large R. Moreover, we may separate the contour integral in two parts, the part along the imaginary axis, denoted by Γ 1 and the part along the semicircle of radius R with positive real part.
One observes that the second integral vanishes as n goes to infinity. Indeed, the polynomials φ(G; z) and zφ(G − v i ; z) are both monic of degree n and their second term is 0, since G and G − v i are simple graphs. Thus, φ(G; z) − zφ(G − v i ; z) is a polynomial of degree n − 2. Thus, if a is its leading coefficient, we see that, as R → ∞,
The result now follows in the same way as in Coulson's original proof since, as R → ∞,
We may specialize to pendant vertices obtaining the following expression.
Corollary 3.3. Let uv be a pendant edge, with pendant vertex v
Proof. It is well known that Sachs theorem implies that φ(G)
Before going into applications of the main theorem to bipartite graphs we provide a pair of examples to show Coulson integral formula for vertices may be used in practice. 
and for the leaves we have a similar calculation
Example 3.5 (Comparison of two vertices).
Given the graph G shown in the Fig.3 (a) , we want to compare the energy of the vertices v and w. The characteristic polynomials of the graphs G, G − v and G − w, shown Fig.3 ) are
Notice that for all t ∈ R \ {0}, and φ(G; it) = −5t 2 − 5t 4 − t 6 ≤ 0, itφ(G − v; it) > itφ(G − w; it). So the quotients satisfy
and thus E G (w) > E G (v).
Applications for bipartite graphs
In this section we consider bipartite graphs. We will use the technique of quasi-order to compare energies of different vertices. More precisely, recall that, if G is a bipartite graph, its characteristic polynomial is of the form
where b 2k ≥ 0 for all k. Moreover, for two bipartite graphs one may define the a quasiorder as follows: [7, 8, 10, 11] . This quasi-order has been used to compare graph energies, we will use it to compare vertex energies.
The main result comes from the following lemma which allows us to compare the energy of two vertices in a graph. 
Proof. Since G, G − w and G − v are bipartites, we can write
By hypothesis G − w G − v, which implies b 2k ≥ c 2k for all k, Now observe that
as desired. Notice that equality can only hold if the second to last equation is an equality, which would imply that G − w and G − v are isomorphic.
By considering the disjoint union of two graphs we may also compare the energy of vertices in different graphs.
Theorem 4.2. Let G 1 and G 2 two disjoint bipartite graphs with w ∈ G 2 and v ∈ G 1 . If
The following is a direct consequence of the above theorems. Proof. Notice that G − u consists of a subtree of G − w together with and isolated point, then by Sachs theorem G − u G − w.
Proposition 4.4. Let G be tree, adding a pendant edge uv at u increases the energy of u.
Proof. Let P andP the characteristic polynomials of G andG = G ∪ {uv}, the energies of u in G andG are given by
and
Since P P , we obtain the conclusion.
Coverings
In Arizmendi et al. [1] , it was shown that for a bipartite graph G with parts G 1 and G 2 the following equalities hold,
In this section we prove that for bipartite graphs the sum of the vertex energies of the cover is at least half of the total energy.
Theorem 4.5. Let C be a vertex cover of the graph G. Then we have the inequality
The above theorem is a generalization of (18) since G 1 and G 2 are disjoint coverings and thus the inequalities from the equation (19) above must actually be equalities.
Before going into the proof, let φ(G − v j ; ix) = k≥0 b(j) 2k x n−2k and let us rewrite our main formula as
Proof of Theorem 4.5. Our goal is to show that
In view of (20) it is enough to show that for all k
Now we use the fact that since G is a forest by Sachs theorem we have the follwing
, counts the number of k-matchings in G with at least one matching containing the vertex j. Let us denote byẼ(j) the set of of the form i j and for an edge e m k (e) the number of matchings containing e then
On the other hand since C is a cover we have
as desired.
The following two corollaries are direct consequences of the above. Corollary 4.6. Let G be a bipartite graph and let C be a vertex cover of G then
Proof. Indeed from [2] we know that E G (v j ) ≤ d j , summing over j ∈ C we obtain the inequality.
Corollary 4.7. Let G be a bipartite graph and let I be and independent set in G then
Proof. Since I is an independent set then V \ I is a cover. The result follows by Theorem 4.5.
Explicit examples
We show how to use Theorem 4.2 to compare vertex energies in Paths and Cycles. The following lemma from [9] , tells us the relationship between the quasi-order on the unions of P n graphs.
Lemma 4.8. Let n = 4k, 4k + 1, 4k + 2, or 4k + 3. Then P n P 2 ∪ P n−2 P 4 ∪ P n−4 · · · P 2k ∪ P n−2k P 2k+1 ∪ P n−2k−1 P 2k−1 ∪ P n−2k+1 · · · P 3 ∪ P n−3 P 1 ∪ P n−1 .
Let the vertices v 1 , v 2 , . . . , v n of the path P n be labelled so that vertices v 1 and v n are leaves and vertices v j and v j+1 are adjacent, with j = 1, 2, . . . , n − 1. Note that φ(P n − v j ; ix) = φ(P j−1 ; ix)φ(P n−j ; ix), as a consequence φ(P n − v j ; ix) = φ(P n − v n−j+1 ; ix). Example 4.9. To exemplify Lemma 4.3. Consider P 7 , the path of size 7. Removing vertices v 1 to v 7 we get the following union of paths, with their respective polynomials: Figure 4 : Remotion of vertices v 1 to v 7 in path P 7 and their respective polynomials.
From the previous lemma, and Lemma 4.1 we have the next corollary.
Corollary 4.10.
Trees Consider the notation i(v)j for trees, as in [9] , where i is the number of vertices of a path P i , such that in vertex (v) (position from left to right) has a path P j with j vertices, for instance 5(4)3 corresponds to Lemma 4.11. Let t be an integer and k = n/2 . Then,
. . . ≺ n − 1(3)1 ≺ n − 1(1)1 ≡ P n if n = 4t + 3
Consider a path with n − 1 vertices, if we add a vertex in position i with i = 1 . . . n − 1, obtaining the tree n − 1(i)1 the energy of the aggregated vertex depends on the position where we added it. Since we are comparing the vertex n in every tree we will use the notation v (i) to denote the position where the vertex was added to P n−1 . From the previous lemma, we have the next corollary.
Corollary 4.12. Let P n−1 and E(v (i) ) the energy of the vertex added in position i to P n−1 in order to construct a tree with n vertices. E(v (i) ) depends on the value of i in the following form E(v (2) ) < E(v (4) ) < · · · < E(v (k) ) < E(v (k−1) ) < E(v (k−3) ) < · · · < E(v (3) ) < E(v (1) ) if n = 4t E(v (2) ) < E(v (4) ) < · · · < E(v (k−1) ) < E(v (k) ) < E(v (k−2) ) < · · · < E(v (3) ) < E(v (1) ) if n = 4t + 2 E(v (2) ) < E(v (4) ) < · · · < E(v (k) ) < E(v (k+1) ) < E(v (k−1) ) < · · · < E(v (3) ) < E(v (1) ) if n = 4t + 1 E(v (2) ) < E(v (4) ) < · · · < E(v (k+1) ) < E(v (k) ) < E(v (k−2) ) < · · · < E(v (3) ) < E(v (1) ) if n = 4t + 3
On the other hand, we can compare some vertices in cycles and paths.
Example 4.13. Now we may also compare E(w 1 ) from P n with E(w j ) for any vertex v j on C n , such that n = 4k +2 we get that E(v j ) > E(w 1 ), since from Lemma 4.2 we consider G = C n and H = P n , and G ∪ (H − w) = C n ∪ P n−1 H ∪ (G − v) = P n ∪ P n−1 , it is known C n P n for n = 4k + 2, since we can write C n = φ(P n ) − φ(P n−2 ) − 2.
Conclusions
In this work we provided a Coulson integral formula for the vertex energy of a graph, this formula extends our comprehension of energy of graphs by means of a better understanding of the vertex energy. The shown examples and applications allow us to understand the interaction between the individual and global energy in some bipartite graphs, by considering the quasi-order on these kinds of graphs. We believe that future work could provide a combinatorial interpretation of the Coulson integral formula for a vertex in order to deeply understand the graph energy from several points of view.
