Data sharing through the cloud is flourishing with the development of cloud computing technology. The new wave of technology will also give rise to new security challenges, particularly the data confidentiality in cloud-based sharing applications. Searchable encryption is considered as one of the most promising solutions for balancing data confidentiality and usability. However, most existing searchable encryption schemes cannot simultaneously satisfy requirements for both high search efficiency and strong security due to lack of some must-have properties, such as parallel search and forward security. To address this problem, we propose a variant searchable encryption with parallelism and forward privacy, namely the parallel and forward private searchable public-key encryption (PFP-SPE). PFP-SPE scheme achieves both the parallelism and forward privacy at the expense of slightly higher storage costs. PFP-SPE has similar search efficiency with that of some searchable symmetric encryption schemes but no key distribution problem. The security analysis and the performance evaluation on a real-world dataset demonstrate that the proposed scheme is suitable for practical application.
I. INTRODUCTION
Cloud-based data sharing has emerged as a promising solution for convenient and on-demand access to large amounts of data shared. Its numerous benefits, including lower cost, better resource utilization, and greater agility, have attracted extensive attention in industry or academia. The cloud-based data sharing systems are already widely applied in a lot of different industries such as education, logistics, healthcare, finance. The classical application scenarios of cloud-based data sharing are shown in FIGURE 1. However, with the continuous occurrence of security issues (e.g., celebrity photos being leaked in iCloud), users are increasingly concerned about privacy protection while enjoying the convenience of The associate editor coordinating the review of this manuscript and approving it for publication was Kuo-Hui Yeh . cloud storage. Therefore, secure mechanisms balancing privacy and utilization of data are urgently needed to facilitate the widespread application of cloud-based data sharing. VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Searchable encryption (SE), searching on encrypted data without decrypting them, seems to be one of the most desirable techniques to provide privacy-preserving without sacrificing data availability. Currently, there are already abundant works under different threat models and various functionality requirements. Most existing SE schemes can be divided roughly into two broad categories: searchable symmetrickey encryption (SSE) and searchable public-key encryption (SPE). Although SSE has high computation performance and low storage costs, it requires that all users share a symmetric key to generate ciphertexts and search keywords, which incurs the complex key distribution problem. In contrast to SSE, SPE avoids the above drawbacks of SSE and can realize the flexible access control. But the most existing SPE schemes are still not impractical for cloud-based data sharing systems because they may be vulnerable to security threats [1] , [2] (e.g., keyword guessing attack and fileinjection attack) and their performance is far from being practical [3] .
Recently, a few SPE schemes [1] , [4] - [7] have been designed to better protect users' query privacy. Huang and Li [1] proposed a variant SPE with authentication function to resist inside keyword guessing attack and Li et al. [4] extended the work to the identity-based setting for addressing the key management problem. Unfortunately, their schemes cannot resist the file-injection attack introduced by Zhang et al. [2] , in which an attacker can recover the keywords corresponding to users' trapdoors by injecting a small number of documents (usually less than 100). The attack may be devastating for the existing SE schemes, particularly with SPE schemes, because the injection files in the SPE schemes are easier than that of in SSE scheme. But Zhang et al. also pointed out that forward privacy as an important security property can be used to resist the above attack. However, most existing schemes [5] - [7] supporting forward privacy belong to the SSE, while most SPE schemes do not support this security property.
The low performance of SPE schemes is one of the greatest inhibitors of their practical applications. Recently, Xu et al. [3] designed a lightweight SPE scheme with hidden structures, and their scheme reduces the number of computationintensive operations so that its search performance close to that of some SSE schemes. However, Xu's scheme still exists two significant drawbacks due to its inherent design. Firstly, their scheme cannot supports the parallel keyword search. The ciphertexts containing the same keyword exist a hidden relation of chain and can only be sought out in series. Secondly, forward privacy is not supported. The hidden data structure is implemented through a forward singly list, the search server always finds the first ciphertext by a common and public parameter.
A. MOTIVATION AND CONTRIBUTIONS
Our investigation started with a question: can we construct a parallel SPE scheme with forward privacy? Fortunately, inspired by the work of Xu et al., we present a positive answer to this question. We design a parallel and forward private SPE scheme (PFP-SPE) following the hidden data structure used by Xu, but with a very different implement. PFP-SPE uses a hidden star-chain data structure, in which every update generates a new state, which is like the pointer that points all the newly inserted files and the states are related by a symmetric key primitive. The search server can only decrypt the previous states by the current state and the corresponding key and then finds all matching files, but it can not predict the next state. The main contributions of this paper are summarized as follows:
• We introduce a new variant searchable public-key encryption scheme-Parallel and Forward Private Searchable Public-Key Encryption (PFP-SPE). PFP-SPE achieves the parallel search and forward privacy by leveraging the hidden data structure.
• We give a concrete construction of PFP-SPE and present a formal security proof under the computable bilinear Diffie-Hellman assumption.
• We implement our proposed scheme based on the popular cryptographic library and measure the performance of that over a real-world dataset. Theoretical analysis and experimental results demonstrate the practicability of our scheme.
B. ORGANIZATION
The remainder of the paper is organized as follows. Section II introduces the related works by emphasizing their features. Section III, IV present the preliminaries and the system overview, respectively. Section V gives a concrete construction of PFP-SPE and the correctness analysis of its, followed by its formal security proof in Section VI. Section VII presents the theoretical analysis and some experimental evaluations about the construction of the proposed scheme. The conclusion is drawn in Section VIII.
II. RELATED WORK
Searchable encryption schemes have been extensively investigated in recent years. This section will introduce some significant works related to this paper. Security: It is most important for searchable encryption schemes to have strong security. Recently, several attacks [2] , [16] , [17] have been designed to recover the information of keyword in the search trapdoors. These attacks are performed by leveraging the information leaked during the searching and updating processes. For example, the work [2] shows even small leakage can be exploited by passive adversaries and highlights the importance of forward privacy. Stefanov et al. [18] firstly proposed the concept of forward privacy and constructed a forward private DSSE scheme based on ORAM. Likewise, Garg et al. [19] also proposed an efficient DSSE scheme via the round-optimal oblivious RAM. But, their schemes are impractical because of the efficiency problem. Bost [5] designed a forward private DSSE scheme, which only relies on trapdoor permutations. However, Song et al. [7] found that Bost et al.'s scheme exists two significant deficiencies: his design is based on public key cryptography and the search operation is not I/O efficient [20] . Then, the work of Song et al. [7] presented two effective schemes: FAST and FASTIO, and these schemes combine efficiency and forward privacy. Recently, Ghareh Chamani [21] presented a new construction for forward and backward privacy SSE scheme, which supports two security features: forward and backward privacy. Unfortunately, most existing schemes supporting forward privacy [5] , [7] , [21] are based on the symmetric-key cryptosystem, and the key management and distribution problems may limit the application scenarios of them, such as Internet of Things. In contrast to, the SPE schemes [1] , [4] , [8] , [22] - [25] can effectively avoid the above problems and support the flexible access control. However, how to construct a SPE scheme with forward privacy is still an open hard problem.
Search Efficiency: The search efficiency of SE plays a key role in practical applications. The scheme proposed by Song et al. [26] takes search time that is linear in the size of the dataset. Then, Curtmola et al. [27] designed the first index-based SSE scheme achieving sub-linear search complexity. Currently, most SPE schemes are designed based on the inverted index 1 and the search time of these SPE schemes [22] , [28] , [29] is linear with the total number of keywords. To improve the search efficiency, Xu et al. [30] proposed a new SPE scheme for keyword search as fast as possible, called searchable public-key ciphertexts with hidden structures. Their scheme improves search efficiency by defining the hidden relationship among the ciphertexts of keywords, and this relationship can only be disclosed by a legal trapdoor of keyword. Recently, some schemes [31] - [33] with high search efficiency are designed based on the hidden structures. In addition, most existing SPE schemes [22] , [30] generally use many computation-intensive operations to generate ciphertexts and search the matching ciphertexts, which limits their scheme to be widely used. Along this way, some lightweight schemes [3] , [34] , [35] have been designed. For example, Xu et al. [3] designed a more efficient scheme by reducing some computation-intensive operations. Designing an efficient mechanism to improve the performance of SPE schemes remains an important challenge.
III. PRELIMINARIES
All key notations in the paper can be referred in Table 1 .
Bilinear Pairing: Let G 1 and G 2 be two cyclic groups with the same order q, and P be a generator of G 1 . There exists a bilinear map e : G 1 ×G 1 → G 2 , which satisfies the following characteristics:
• e is computable: for all elements P 1 , P 2 ∈ G 1 , there exists a polynomial-time algorithm to compute e(P 1 , P 2 ) ∈ G 2 .
• e is bilinear: for all elements P 1 , P 2 ∈ G 1 , x, y ∈ Z q , e(P x 1 , P y 2 ) = e(P 1 , P 2 ) xy . • e is non-degenerate: e(P, P) = 1. 1 A keyword is mapped to a set of indexes of files containing this keyword CBDH Assumption: The security of our proposed scheme is based on the computable bilinear Diffie-Hellman assumption, which is defined as below:
Given the parameter param = (q, P, G 1 , G 2 , e) and (aP, bP, cP) ∈ G 1 , where (a, b, c) ∈ Z q are chosen and unknown. The CBDH assumption is that there no exists an efficient polynomial-time algorithm to compute e(P, P) abc . If we assume an attacker A can compute e(P, P) abc with the advantage Adv CBDH A (1 λ ), then the advantage Adv CBDH A (1 λ ) must be negligible if the CBDH assumption holds.
Hidden Structure: The concept of the hidden structure was first introduced to improve the search efficiency in work [30] . Although the first work [30] has sub-linear search complexity, lots of the computation-intensive operations make it impractical with the increasing the data size. Later, based on the hidden single linked list structure, Xu et al. [3] gave a lightweight solution with high search performance, which is the first SPE scheme as efficient as a practical SSE scheme. Unlike the linked list structure, the work in this paper adopts a new data structure, namely star-chain. FIGURE 2 shows the differences between the linked list and star-chain through a simple example. In contrast to the single linked list structure, the star-chain structure has two significant properties. Firstly, when inserting some new files, the single linked list appends to the end of the list, while these files will become the new header of the chain in the star-chain structure. The property makes the star-chain structure support forward privacy. Secondly, when searching on a keyword, all matching messages only be found one by one in a single linked list, but multiple messages can be found at once in the star-chain structure because these messages are attached to a state, like a star. The property provides effective help for parallel search.
IV. SYSTEM OVERVIEW
In our cloud-based data sharing system, there mainly involves three entities, namely Data Owner (DO, e.g. data service provider), Data Receiver (DR, e.g. data customer) and Cloud Servicer (CS). The system model is shown in FIGURE 3. The responsibilities of every entity are given as follows:
• DO: After extracting the keyword-indexes pairs from the outsourced dataset, the DO needs to encrypt them and builds an encrypted outsourced dataset. Then, (s)he uploads the encrypted dataset to CS, together with the encrypted keyword-indexes pairs. Meanwhile, (s)he also needs to send the authorization ciphertexts to the data receiver.
• DR: An authorized DR first submits a trapdoor to obtain the matching ciphertexts, and then enjoys the relevant data services.
• CS: When receiving a search query, the CS finds all matching ciphertexts and returns them to the DR.
A. FORMALIZED DEFINITION
According to the above description, the PFP-SPE should include five algorithms: Setup, KeyGen, Encryption, Trapdoor and Search, respectively.
• Setup(λ): This algorithm is a fundamental one. Given a security parameter λ, it outputs the system parameter param.
• KeyGen(param): This algorithm is called by every users to generate public/private key pairs. Given the system parameter param, it outputs a public/private key pair (PK , sk).
• Encryption(param, DB(w), w, sk do , PK dr , ST ): This algorithm is only invoked by the DO. Given the system parameter param, the dataset DB(w), the secret key sk do of the DO, the public key PK dr of the DR and a state map ST maintained by the DO, it outputs the encrypted dataset EDB(w) and the updated state map ST .
• Trapdoor(param, sk dr , PK do , w, VI ): This algorithm is invoked by the DR. Given the system parameter param, the secret key sk dr of the DR, the public key PK do of the DO, a keyword w to be searched and a version map VI maintained by the DR, it outputs an authorization trapdoor T w .
• Search(param, T w , EDB): This algorithm is executed by the CS. Given the system parameter param, a trapdoor T w and the encrypted dataset EDB, it outputs the matching result R.
B. DESIGN GOALS
Our design goals are to enforce the following application requirements:
• Correctness. This is a fundamental requirement. The data receiver should be able to find the matching indexes if the trapdoor given is correct.
• Confidentiality. This requirement consists of two security properties: ciphertext indistinguishability and forward privacy.
• Forward Privacy. This requirement ensures that an adversary can not use a previous trapdoor to test the newly updated files.
• Parallelism. This requirement requires that our scheme should be able to support the parallel search.
C. SECRUITY MODEL
Depending on what security requirements the system model needs to have, a PFP-SPE scheme should ensure that the keyword-indexes pairs ciphertexts do not reveal their corresponding keyword information. Besides, a secure PFP-SPE scheme must prevent the previous trapdoor from querying for newly updated data, which can resist the file-injection attack to obtain the relations of newly updated data and previously searched keywords. We formally define the security notions of the PFP-SPE, including ciphertext indistinguishability against the chosen-plaintext attack and forward privacy, by leveraging the following security game takes place between an adversary A and a challenger C. Ciphertext Indistinguishability: The chosen-plaintext attack game consists of the following five phases:
• Setup. The challenger C first initializes the whole system, including generating the system parameter and publishing them to the attacker A. Then, the challenger performs the KeyGen algorithm to generate the public/private key pairs (PK do , sk do ), (PK dr , sk dr ) and sends the public keys (PK do , PK dr ) to A. The phase mainly simulates that the adversary A knows all public information.
• Query 1. The phase is mainly the interaction between A and C. The attacker A can adaptively issue the encryption queries. With regard to each keywordindexes pair (w, DB(w)), the challenger C performs the Encryption(param, DB(w), w, sk do , PK dr , ST ) algorithm to output the encrypted dataset EDB(w) and a new state map ST * . The challenger C sends EDB(w) to A and keeps the updated map ST * secretly. Meanwhile, the attacker A can also issue the search trapdoor query. With regard to each trapdoor query about subscription keyword w, C performs the Trapdoor(param, sk dr , PK do , w, VI ) algorithm to generate a trapdoor T w and sends it to A. Assume before the trapdoor query is issued, the encryption query about w has been issued. This phase mainly simulates A can obtain some information during the execution of PFP-SPE scheme.
• Challenge. In this phase, the attacker A choose two challenging keyword-indexes pairs (w 0 , DB(w 0 )), (w 1 , DB(w 1 )) as his attack target. When receiving the challenging pairs (w 0 , DB(w 0 )), (w 1 , DB(w 1 )), the chal-
• Query 2. The phase is the same as the Query 1. But there exists a restriction that the attacker A is not allowed to make trapdoor queries for (w 0 , w 1 ).
• Guess. In this phase, the attacker A choses a bit b * ∈ {0, 1} as a guess about b. If b * = b, A wins the game; Otherwise, A fails. The A's advantage in winning above game is defined as:
Definition 1: FPF-SPE scheme achieves the ciphertext indistinguishability against chosen-plaintext attack if there exist no PPT adversaries which can win the above game with a non-negligible advantage under the CBDH assumption.
Forward Privacy: An adversary can break the privacy of a searchable encryption scheme, which does not support forward privacy, by launching the file-injection attack. The process is as follows: 1)The adversary first generates the encrypted index containing certain chosen keywords. 2) (S)He searches the encrypted dataset by the previous trapdoor.
3) The adversary can infer the keyword corresponding to the previous trapdoor from the returned results [2] . Therefore, forward privacy needs to prevent the leakage of the update operation in searchable public-key encryption and ensures that a previous trapdoor cannot be used to search the newly inserted files.
Definition 2: FPF-SPE scheme achieves the forward privacy if the update operation leaks no information about the keywords.
V. OUR SCHEME
In this section, we first give a construction of SBSE-PF scheme. Then, we prove the correctness of our construction.
A. CONSTRUCTION
Our PFP-SPE scheme is a tuple of several algorithms, namely Setup, KeyGen, Encryption, Trapdoor and Search respectively. The details of these algorithms are as follows:
Setup(λ): It takes a security parameter λ as input, and generates the system parameter param = (q, G 1 , G 2 , P, e, F,
be two cyclic groups with the same order q and P be a generator of group G 1 . Let e be a bilinear pairing operation e :
, 1} λ be a pseudo-random permutation (e.g., DES, AES) and F −1 is the inverse permutation of F.
Besides, both the DO and the DR need to maintain two maps (ST , VI ← empty map) formed as (key, value), respectively.
KeyGen(param): It takes the system parameter param as input, every user selects a random number s ∈ Z * q as his secret key, and then computes the public key PK = sP. Let (PK dr , sk dr ) and (PK do , sk do ) be the public/private key pairs of the DR and the DO, respectively.
Encryption Then sets Sa w = h 1 (st c+1 ) and Trapdoor(param, sk dr , PK do , w, VI ): It takes the system parameter param, the public key PK do of the DO, the secret key sk dr of the DR, a keyword w and the map VI as inputs, and performs the following steps:
10: for all i such that 1 ≤ i ≤ m do 11: Ia i = h 3 (st c+1 , i). 12 : 
12:
if Sv * w == ⊥ then 13: return R. 14: end if 15: (0||m||k) = Sv * w ⊕ h 2 (st).
16:
Thread p j = New thread(). 17: p j (param, st, m, EDB). 18 :
19: end while
Thread p j (param, st, m, EDB): 20: for all i such that 1 ≤ i ≤ m do 21: Ia * i = h 3 (st, i). 22 : 
Computes st c−1 = F −1 (k, st c ) and sets st c = st c−1 , and go to step 3. It is worth noting that the number m of returned indexes is exposed as a tradeoff for supporting the parallel search. 
B. CORRECTNESS

Example of PFP-SPE:
To illustrate the correctness of our construction, we present a simple example, which is shown in = (H 1 (e(sk do H 0 (w), PK dr ) v w ), H 2 (e(sk do H 0 (w), PK dr ) v w ) ⊕st 2 ) can be used to find the latest state st 2 , where v w is the latest version information of w. We assume that the DR has inserted the version v w into the map Vi[w] = v w . When the DR needs to search a keyword w, (s)he computes the trapdoor T w = e(sk dr PK do , v w H 0 (w)) and sends it to the CS. The CS computes Ha * dr = H 1 (T w ) and obtains the state
The CS can obtain the number m = 3 of indexes corresponding to the state st 2 and a secret key k 2 by decrypting the state ciphertext pair (Sa w = h 1 (st 2 ), Sv w = (0||3||k 2 ) ⊕ h 2 (st 2 )). Then, the CS starts two threads, one is responsible to find the previous state st 1 = F −1 (k 2 , st 2 ), one is responsible to search the indexes {ind 5 , ind 6 , ind 7 } corresponding to the state st 2 by computing h 4 (st 2 , 1), h 4 (st 2 , 2), h 4 (st 2 , 3) respectively. By repeat above process, CS can find all matching indexes R = {ind 1 , . . . , ind 7 }. From the above process, we know that the trapdoor as a pointer points to the latest state.
Correctness: The above example shows the CS can find all matching ciphertexts if the DR provides a correct trapdoor. Here, we will prove primarily that the CS cannot search any matching ciphertext if the DR provides an incorrect trapdoor.
Theorem 1: PFP-SPE is correct if the hash functions are collision-resistant.
Proof: Suppose the hash functions selected are collisionresistant and the latest state is st about the keyword w i and the corresponding pointer ciphertext pair Ha dr = H 1 (e(sk do · H 0 (w i ), PK dr ) v w i ), Hv dr = H 2 (e(sk do · H 0 (w i ), PK dr ) v w i ) ⊕ st, where v w i denotes the latest version.
If there exists a PPT adversary A who can break the correctness of the PFP-SPE, which means that A can find the right results even though (s)he provides an incorrect trapdoor. In other words, an incorrect trapdoor T * w i is not equal to T w i = e(sk dr PK do , v w i H 0 (w i )), but the equation H 1 (T * w i ) = H 1 (e(sk do H 0 (w i ), PK dr ) v w i ) = H 1 (T w i ) holds. That means the adversary A breaks the collision-resistant property of hash function H 1 , which is in contradiction to the assumption. Thus, the PFP-SPE is correct if the hash functions are collision-resistant.
Parallel: In a singly list structure [3] , [30] , every index only corresponds to a state, the CS searches the matching indexes one by one. In our scheme, every state corresponds to multiple indexes like a star. After the CS finds a state, a thread is started to search all indexes corresponding to the current state, while the CS can still compute the next state. Thus, the search task can be achieved in parallel. It is worth noting that if the DO just inserts one index at a time, the search efficiency of our scheme will be similar to that of the singly-linked list schemes. Thus, the more indexes the DO updates each time, the higher the search efficiency of our proposed scheme.
VI. SECURITY PROOF
In this section, we prove the security properties including ciphertext indistinguishability and forward privacy.
A. CIPHERTEXT INDISTINGUISHABILITY
The security of our proposed scheme relies on the CBDH assumption, which means that PFP-SPE achieves ciphertext indistinguishability secure if the CBDH assumption holds.
Theorem 2:
Let O E and O T be two oracles to response queries of the algorithms Encryption, Trapdoor, respectively. We assume that the adversary A breaks the chosenplaintext attack game with the advantage Adv CPA A (1 λ ) and makes at most q H 0 hash function queries to H 0 , at most q H 1 hash function queries to H 1 , at most q H 2 hash function queries to H 2 , at most q E oracle queries to O E and at most q T oracle queries to O T . Then, the challenger C solves the CBDH problem with probability:
whereê is the base of the natural logarithm.
Proof: In order to take advantage of the adversary's ability, the challenger C plays the chosen-plaintext attack game with the adversary.
1. Setup. Firstly, the challenger C selects an instance of CBDH problem (P, αP, βP, γ P) and aims to computes e(P, P) αβγ , where (α, β, γ ) are three unknown random numbers. C publishes the system parameter param = (q, G 1 , G 2 , P, e, F,
to A and sets (PK do = αP, PK dr = βP) as the public keys of the DO and the DR, respectively. 2. Query 1. The adversary A can adaptively issue to oracles O E , O T and hash functions H 0 , H 1 , H 2 . We assume that the same issue is queried only one time and the encryption query was made before the trapdoor query.
• H 0 queries: at any time the adversary A can query the hash function H 0 as the random oracle.
To respond to H 0 (w i ) queries, C performs the following steps: 1) If w i already is queried, C searches the tuple (w i , h w i , x w i , coin) from H 0 list and responds with H 1 (w i ) = h w i .
2) Otherwise, C selects a random x w i ∈ Z * q and picks a random bit coin
into the H 0 -list, which is initially empty.
• H 1 queries: In each query, the adversary A issues an element U ∈ G 2 . To respond to the query H 1 (U ), C picks a new random value V ∈ {0, 1} λ as its response. And then C inserts (U , V ) into H 1 -list.
• H 2 , H 3 queries: This query is similar to the H 1 query. Given an element U ∈ G 1,2 , C returns the random string Z ∈ {0, 1} * . Then C inserts the pair (U , Z ) into H 2,3 -lists. 
If the record (w i , * , * , * ) / ∈ H 0 -List, C issues the query H 0 (w i ).
3) If coin = 0, C computes U = e(x w i PK do , PK dr ) v w = e(sk do H 0 (w i ), PK dr ) v w i and issues the query H 1 (U ) to obtain the value V = H 1 (U ), where v w R ← − Z * q . Then C stores the pair (w i , v w i ) as the version to the list VI [w i ] = v w i and issues the query H 2 (U ) to obtain the value Z = H 2 (U ). C returns (Ha dr = V , Hv dr = Z ⊕ st c+1 ) to the adversary, where st c+1 is retrieved by w i from the map ST [w i ] = st c+1 . In addition, C executes the steps 24 − 25 to generate c w and returns it to the adversary. 5) Otherwise, reports failure and terminates.
• Trapdoor queries: When A issues an trapdoor query corresponding to the keyword w i , the challenger C responds as follows:
If record (w i , * , * , * ) / ∈ H 0 -List, C issues the query H 0 (w i ).
2) If coin = 0, C retrieves x w i , v w i by w i from H 0 -list and VI , respectively. And then C computes T w i = e(x w i PK do , PK dr ) v w i = e(sk dr PK do , H 0 (w i )) v w i . Finally, C returns the trapdoor T w i as the response. 3) Otherwise, reports failure and terminates.
Challenge. The adversary A adaptively selects two
keyword-indexes pairs (w 0 , DB(w 0 )), (w 1 , DB(w 1 )) that it wishes to be challenged on. C generates the challenge authorization information as follows: 1) C runs the H 0 queries twice to obtain h 0 , h 1 ← G 1 such that H 0 (w 0 ) = h 0 and H 0 (w 1 ) = h 1 . For i = 0, 1, let (w i , h i , x i , coin i ) be the corresponding tuples on the H 0 -list. If both coin 0 = 0 and coin 1 = 0, then C reports failure and terminates. 2) C randomly selects a bit b ∈ {0, 1} such that coin b = 1. 3) C executes the step 1) in the Encryption queries and keeps the tuple (st * c+1 , k * c+1 , c + 1), which denotes the latest state information of the keyword w b . 4) C computes (Ha dr ,
The phase is the same as the query 1 phase, where the only restriction is that the adversary can not issue w 0 , w 1 to O E nor O T . 6. Guess. The attacker A sends a bit b as its guess.
At this point, C picks a random pair (U , V ) from the H 1 -list and outputs U e(P,P) x b vw b as its guess for the CBDH problem, where x b and v w b are the values used in the challenge phase. The reason this works is that A must have issued a query for either H 1 (e(sk do PK dr , H 0 (w 0 )) v w 0 ) or H 1 (e(sk do · PK dr , H 0 (w 1 )) v w 1 ). Thus, with probability 1 2 , the H 1 -List contains a pair whose left hand side is U = e(P, P) αβγ x w b v w b . If C picks the right pair (U , V ) from the H 1 -list, then U e(P,P) xw b vw b as its solution for CBDH problem. In the following content, we will show the probability that C correctly solves the CBDH problem in the above game. To do so, we define four events:
• ε 1 : C does not failure as a result of any of A's encryption queries.
• ε 2 : C does not failure as a result of any of A's trapdoor queries.
• ε 3 : C does not failure during the challenge phase. • ε 4 : A issues hash query H 1 with element e(P, P) αβγ x w 0 v w 0 or e(P, P) αβγ x w 1 v w 1 . To solve the CBDH problem, C needs to ensure that the simulation process is successful. According to the above game, C may terminates in the Encryption queries, Trapdoor queries or in the challenge phase, respectively. Moreover, those cases are all independent.
Claim 1: The probability of both event ε 1 and the event ε 2 happening at the same time is at least 1 e , whereê is the base of the natural logarithm.
Proof: We assume that w i denotes the keyword of the A's i-th encryption query and w j denotes the keyword of the A's j-th trapdoor query. We also assume that the tuples (w i , h w i , x w i , coin i ) and (w j , h w j , x w j , coin j ) corresponds to the H 0 -list, H 1 -List, respectively.
We know that if one Encryption query (or one Trapdoor query) fails, which means coin i = 1 (or coin j = 1). Because the probability of coin i = 1 (or coin j = 1) is equal to 1 q E +q T +1 , the probability of one encryption query (or one trapdoor query) failing to failure is equal to 1 q E +q T +1 . Since the adversary A makes at most q E Encryption queries and at most q T Trapdoor queries respectively, the probability of both event ε 1 and the event ε 2 happening at the same time is at least ( 
≥ 1 e , whereê is the base of the natural logarithm.
Claim 2: The probability of the event ε 3 happening is at least 1 q E +q T +1 . Proof: The event ε 3 does not happen if A is able to generate w 0 , w 1 with the following property: coin 0 = coin 1 = 0, where the bits coin 0 , coin 1 belong to two tuples (w i , h w i , x w i , coin i ). Since Pr[coin i = 1] = 1 q E +q T +1 and the values coin i , coin j are independent of each other, we have that
. Hence, the probability that the event ε 3 happening is at least
Claim 3: The probability of the event ε 4 happening is at least 1 
According to the definition of the chosenplaintext attack game, we have Adv CPA
If A does not issue the H 1 hash query with element e(P, P) αβγ x w 0 v w 0 or e(P, P) αβγ x w 1 v w 1 , then the attacker A has no advantage to win the game. The main reason is that the challenge ciphertext is independent from all challenge keyword pairs. Thus, we have that:
Therefore, we have that Pr[ε 4 ] > Adv CPA A (1 λ ). In addition, since A has the same probability to issue H 2 hash query with element e(P, P) αβγ x w 0 v w 0 and e(P, P) αβγ x w 1 v w 1 . We finally have that
According to the above game, there are at most q H 1 +q H −2 records in the H 1 -list and H 2 -list. If C does not abort in the above chosen-plaintext attack game, Claim 3 shows that C has a probability of greater than
Finally, according to the above claims, we have that
The forward privacy of PFP-SPE can be proven in the random oracle model, and the process is similar to that of the work [7] or the work [5] . We will only give a brief explanation here and a similar process can be seen in the literature [7] . In our PFP-SPE scheme, the DO keeps a state st for each keyword w and updates the state st when inserting an index on the server that contains the keyword w. The new state st * is used to encrypt the index to be updated, which means the previous trapdoors are outdated. Because the search algorithm only finds out the ciphertexts which are encrypted by the corresponding state and cannot be used to search the new ciphertext. After receiving the latest trapdoor pointing to the current state information st * , the CS can recover all previous states and find all matching indexes. The PFP-SPE uses a pair of pseudo-random permutation functions to ensure that the CS cannot predict the future state without the help of the secret key of DO. Thus, if there are new updates, the CS learns nothing and forward privacy is achieved.
VII. COMPARISONS AND EVALUATION
In this section, we first compare our scheme with another similar scheme [3] in terms of the computation cost, the storage cost, security and so on. Then, we evaluate the performance of our proposed scheme based on the actual dataset.
A. SCHEME COMPARISON Like the work [3] , our scheme is also a special searchable public-key encryption with hidden structure [30] . In contrast to [3] , PFP-SPE has considerably more security and has higher search efficiency. Table 2 shows that our scheme improves the results of work [3] in several ways. N is the total number of indexes containing the keyword w, e denotes one pairing operation, SM denotes the scalar multiplication in group G 1 and Mul G 2 /Div G 2 /Exp G 2 , denotes the multiplication/division/exponentiation operations in group G 2 , FP denotes the forward privacy and Pa denotes the scheme can perform parallel search operation. The symbol × denotes that the scheme does not have this property and denotes that the scheme supports this property. The computation costs of encryption and search algorithms of our scheme are not only related to the number of matching indexes N , but also to the number of updates M . The worst case is M is equal to N . Fortunately, the main operations in encryption and search phase are some hashing operations, the time costs of them can be ignored.
Both schemes need to store some information about the keywords to retrieve the corresponding indexes, and the storage cost is also an important indicator to evaluate the storage costs of searchable schemes. In practice, we generally have |λ| ∈ [80, 128, 192, 256] and |G2| ∈ [160, 256, 512, 1024]. Therefore, our scheme is more efficient than Xu et al. [3] in terms of storage costs under the same level of security. Besides, since our scheme supports forward privacy and achieves parallel search keywords, both security and search efficiency are improved compared with that of Xu [3] .
B. EXPERIMENTAL EVALUATION
In this subsection, we experimentally compare our scheme with Xu's scheme in terms of encrypting indexes and searching keywords. Table 3 shows the system configuration and the chosen elliptic curve (the security level is equal to that of the symmetric cipher key lengths with 128 bits). Specifically, we code our scheme and Xu's scheme using the Miracl library (C++, version-7.0) 2 and the chosen super-singular curve defined over GF(q). We use a laptop (ThinkPad T440, 64 bits Windows 7, 4GB RAM) as the hardware environment. The pseudo-random permutation F is achieved by implementing 128-bit AES-CBC (F −1 is implemented by the decryption algorithm of AES-CBC). The basic cryptographic hash function used is SHA-256.
We select Enron Email Dataset (2015 version, about 423 Mb) 3 as our testing data. The public dataset consists of emails sent and received by 150 senior management. As shown in Table 4 , we extract 8 keywords corresponding to 33438 documents. Table 5 shows the time costs of each main operations,in which the hash-to-point is the most 2 Miracl: online at https://www.miracl.com/ 3 Enron Email Dataset: online at https://www.cs.cmu.edu/ enron/ Table 2 , Table 4 and Table 5 , we roughly evaluate the performance of Xu's scheme and our scheme, and the results are shown in FIGURE 5.
As shown in Figure 5 , the more indexes the dataset has, the better the performance of our scheme will be. For example, to search the keywords ''Mann − k'', ''Beck − s'' and ''Campbell − l'', Xu's scheme takes 3.29 s, 0.986 s and 0.246 s respectively, whereas our scheme only takes 0.124 s, 0.037 s, and 0.009 s, respectively. It is clear that the time cost of our scheme is approximately 25 times less than that of Xu's scheme for searching all matching indexes. FIGURE 6 shows the relationships among the search time, the number of threads and the number of updates, and the results demonstrate that the fewer the number of updates, the more the number of threads, the more efficient the search. In addition, we also note that efficiency gains are slow when the number of threads reaches a certain level. The main reason is that the main factor affecting search efficiency is not the search for indexes, but the search for the state of each update. Thus, our scheme is better suited to avoid frequent updates.
VIII. CONCLUSION
In this paper, we investigate the new architecture of practical dynamic searchable encryption scheme with efficiency and strong security. Fortunately, we also present a new cryptographic primitive, namely parallel and forward private searchable public-key encryption, and give a concrete construction. In our scheme, the star-chain data structure makes it more search effective and supports forward privacy. The experimental results show our scheme is more suitable for the practical application than Xu et al.'s scheme. 
