A novel approach for the detection of cirrus clouds and the retrieval of optical thickness and top altitude based on the measurements of the Spinning Enhanced Visible and Infrared Imager (SEVIRI) aboard the geostationary Meteosat Second Generation (MSG) satellite is presented. Trained with 8000000 co-incident measurements of the Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP) aboard the Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) mission the new "cirrus optical properties derived from CALIOP and SEVIRI algorithm during day and night" (COCS) algorithm utilizes a backpropagation neural network to provide accurate measurements of cirrus optical depth τ at λ = 532 nm and top altitude z every 15 min covering almost one-third of the Earth's atmosphere. The retrieved values are validated with independent measurements of CALIOP and the optical thickness derived by an airborne high spectral resolution lidar.
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Introduction
High ice clouds hold an exceptional position within the large variety of clouds since they most probably generate positive net radiative forcing and therefore contribute to warming the Earth's atmosphere (Chen et al., 2000) . Historically the family of cirrus clouds has been defined on the basis of visual observations by trained observers (Lynch et al., 2002) . They appear at great altitudes in the upper troposphere and can visually be identified by their texture and colour. Cirrus clouds consist of ice particles and are often optically thin. The ice particles show various nonspherical shapes (see Weickmann, 1945; Bailey and Hallett, 2012) . The basic microphysical conditions such as effective radius and ice water content, in addition to their low temperatures and high altitudes in the troposphere, have fundamental implications in terms of radiative transfer (Liou, 2002) . The influence of cirrus clouds in general on the Earth's radiation budget is mainly dominated by their properties (i.e. coverage and optical thickness) as well as by sun zenith angle, surface albedo and temperature (Meerkötter et al., 1999) . Concerning heating rates or radiative forcing the optical thickness of cirrus clouds is the key factor (Ackerman et al., 1988; Schumann et al., 2012) .
Since 1983 the infrared and visible radiances of imaging radiometers carried on the international constellation of weather satellites have been collected in the International Satellite Cloud Climatology Project (ISCCP) (Rossow and Schiffer, 1999) . As it is valid for all passive spaceborne instruments, especially those in geostationary orbits, Rossow and Schiffer (1999) state that the accuracy of the ISCCP cloud amount is determined by three factors: the accuracy and sensitivity of the cloud detection, and the accuracy of the areal cover fraction estimated by counting cloudy pixels with a finite resolution. In particular, the upper-level cloudiness is underestimated, which is caused by missed detections of very thin cirrus clouds (Wielicki and Parker, 1992) . Rossow and Schiffer (1999) state that for the detectable limit of cloud cover fraction (0.1 over ocean and 0.15 over land), the lower detection limits for clouds are approximately τ = 0.15 over ocean and τ = 0.25 over land. Rossow and Schiffer (1999) analysed the ISCCP data set and found for cirrus clouds a global amount of 20 % for the period from July 1983 to June 1994 -up to 21.1 % in the tropics, while the northern and southern latitudes are covered by 20.7 and 16.8 %. Higher amounts of cirrus coverage were found by other polar-orbiting satellites. For example, the multispectral High Resolution Infrared Radiation Sounder (HIRS) aboard the NOAA polar-orbiting satellites detects up to 34 % averaged global cirrus coverage (Wylie and Menzel, 1998) . The tropics are covered with cirrus clouds by more than 90 %; high clouds are less dominant in higher latitudes with values of less than 40 %. The threshold of HIRS to detect clouds appears to be τ = 0.1. Based on 8 years of cloud properties retrieved from the Television Infrared Observation Satellite-N (TIROS-N) Observational Vertical Sounder (TOVS), Stubenrauch et al. (2006) calculated a global averaged cirrus coverage of 27.3 %, again with regional variations. Similar to HIRS, the TOVS instrument is sensitive to clouds with low optical thickness (with a detection limit of τ = 0.1 (Stubenrauch et al., 2006; Wylie et al., 1995) .This high variability is caused by the different detection sensitivities of the different sensors, which is confirmed by the highly variable global average fraction of high-level clouds -ranging from 12 to 55 % (Stubenrauch et al., 2013) . Coverage and optical properties of ice clouds can also be derived by measurements of geostationary satellites equipped with passive instruments -for example METEOSAT Second Generation (MSG) carrying the Spinning Enhanced Visible and Infrared Imager (SEVIRI), which covers about onethird of the Earth's atmosphere from 80 • N to 80 • S and from 80 • W to 80 • E with a resolution of 3 km × 3 km at subsatellite point repeating its measurements every 15 min. For instance, in order to detect cirrus clouds the METEOSAT Cirrus Detection Algorithm 2 (MECiDA 2) uses the thermal infrared channels of SEVIRI and combines morphological and multi-spectral threshold tests (Krebs et al., 2007; Ewald et al., 2013) . Krebs et al. (2007) showed an average cirrus coverage of 29.3 % for a Northern Hemispheric region (80 • W to 50 • E, 20 to 60 • N) in the year 2004. Furthermore, this method was successfully applied in order to identify aviation-induced cirrus cover in the Northern Atlantic flight corridor . Nevertheless, this algorithm is found to have low detection sensitivity to cirrus clouds with low optical thickness (τ ≤ 0.5) and therefore underestimates cirrus coverage. In order to characterize the properties of the detected cirrus clouds, MECiDA 2 is combined with a wellknown method to retrieve the optical thickness of a cloud with passive remote sensing instrument, adopted from Nakajima and King (1990) . It uses the properties of reflected sunlight in the visible and near-infrared SEVIRI channels centred at 0.6 and 1.6 µm (APICS, Algorithm for the Physical Investigation of Clouds with SEVIRI, described in Bugliaro et al., 2011) and therefore cannot retrieve optical properties during night-time.
S. Kox et al.: Retrieval of cirrus cloud properties from geostationary remote sensing
Nowadays active spaceborne remote sensing provides the capability to obtain vertical profiles of the Earth's atmosphere with high vertical resolution, in line with the global determination of cloud top height, cloud bottom height, multilayer cloud structure, and planetary boundary layer height in combination with different optical properties of aerosols and clouds (Palm, 2005) . In April 2006 the CloudAerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) mission was launched carrying the CloudAerosol Lidar with Orthogonal Polarization (CALIOP). Based on different scene classifications and retrieval algorithms in combination with auxiliary data sets, CALIOP provides highly accurate measurements of different optical and physical properties of e.g. cirrus clouds from a polar orbit with a footprint of about 100 m along and 90 m cross track and a vertical resolution of up to 30 m (Winker et al., 2002; Vaughan et al., 2004) with the typical limitations of a lidar. In the case of CALIOP the vertical structure and therefore the retrieval of i.e. cloud bottom height is only possible if the cloud is optically thin and the lidar signal is not saturated. Since CALIOP is no High Spectral Resolution Lidar (HSRL), a LIDAR ratio defined as the ratio of extinction to backscatter coefficient, S = α β , has to be applied in order to retrieve the vertical integrated optical thickness. In the case of cirrus clouds this LIDAR ratio is assumed and depends on the modelled atmospheric temperature. With this LIDAR ratio the optical thickness τ can be calculated as
where r is the range from the lidar and r 0 and r 1 are the range from the lidar to the lower and to the upper limit of the identified layer. But due to the repeat cycle of 16 days, the CALIOP instrument is unable to retrieve information on life cycles and diurnal cycles of atmospheric features such as cirrus clouds. Nevertheless, the high sensitivity of CALIOP leads to a cloud fraction of up to 70 % (Nazaryan et al., 2008) .
Therefore a new approach was followed to combine the advantages of polar-orbiting active and geostationary passive remote sensing (high sensitivity and accuracy of CALIOP with the high temporal resolution and spatial coverage of SEVIRI): the cirrus optical properties derived from CALIOP and the SEVIRI day and night (COCS) algorithm based on an artificial neural network, which retrieves cirrus optical thickness and cloud top altitude from the thermal infrared channels of SEVIRI allowing day and night observations. The network is trained by coincident CALIOP cirrus optical thickness and top altitude. This paper describes the algorithm and its validation against airborne and spaceborne lidar measurements as well as a comparison with well-known passive algorithms based on measurements of SEVIRI. This paper is organized as follows: Sect. 2 gives an overview of both satellites used and their main instruments. Section 3 describes the basic theory of a backpropagation neural network and the COCS algorithm, followed by some examples in Sect. 4. In Sect. 5 the validation with CALIOP itself and an airborne HSRL is provided. Section 6 provides exemplary results of time series processed with COCS. A summary and conclusions are presented in Sect. 7.
Remote sensing of cirrus clouds

CALIOP aboard CALIPSO
Launched in April 2006, the CALIPSO mission provides global observations of aerosol and cloud properties with its onboard lidar CALIOP amongst other instruments. CALIPSO flies as a part of the National Aeronautic and Space Administration (NASA) afternoon constellation (ATrain) together with Aqua, CloudSat, PARASOL and Aura. CALIPSO was launched into a polar orbit of 705 km with a repeat cycle of 16 days. All satellites together provide quasisimultaneous measurements of aerosols, clouds, relative humidity, temperature, and radiative fluxes for the first time (Winker et al., 2002) .
For this purpose CALIOP uses a Nd : YAG laser emitting pulses at wavelengths of 1064 and 532 nm with a spatial distance of 333 m between two vertical profiles each with a footprint of 100 m along and 90 m cross track (Winker et al., 2007) . As with ground-based depolarization lidar, CALIOP relies on polarization information to determine cloud phase based on the assumption that water cloud particles are spheres and ice clouds are composed of non-spherical particles . Beside vertical profiles of aerosols, CALIOP delivers vertical profiles of clouds, primarily from the 532 nm channels with a vertical resolution of up to 30 m. In order to identify aerosol and cloud layers and to retrieve their optical and microphysical properties several algorithm are applied (Vaughan et al., 2004 (Vaughan et al., , 2005 (Vaughan et al., , 2008 Winker et al., 2009) . In this work we focus on two properties of known cirrus clouds and cirrus cloud layers, respectively: the cloud top height, z, and the optical thickness of a cirrus cloud at 532 nm, τ 532 .
Several attempts to validate the retrieved cirrus cloud properties of CALIOP were accomplished in the past few years. Rogers et al. (2011) used measurements from the NASA Langley Research Center HSRL in June 2006 to validate the 532 nm total attenuated backscatter measurements. The CALIOP measurements were found to agree to the backscatter coefficients derived by the HSRL with a slight underestimation of 2.7 % ± 2.1 % during night and 2.9 % ± 3.9 % during daytime.
During the CIRCLE-2 experiment in May 2007 the extinction coefficients for thin cirrus clouds derived by CALIOP were compared to in situ measurements of a Polar Nephelometer aboard the DLR Falcon research aircraft (Mioche et al., 2010) . Both extinction coefficients were found to agree (slope parameters of the linear fits greater than 0.9) with a very good correlation for thin cirrus clouds with extinction coefficients between 0.6 to 1.2 km −1 for irregular-shaped ice crystals. On the other hand an overestimation of the CALIOP extinction coefficients was found due to pristine-plate crystals with sizes up to 300 µm. In order to avoid subsequent biases in CALIPSO retrieval products, the CALIOP laser beam has been tilted 3 • ahead of the nadir direction since November 2007. Most recently Hlavka et al. (2012) published validation results on cirrus cloud optical properties derived from CALIOP measurements during the CALIPSOCloudSat Validation Experiment (CC-VEX). Compared to the airborne Cloud Physics Lidar (CPL) differences in the resulting optical thickness of only ∼ 7 % for the values derived by CALIOP were found in the case of agreeing lidar ratios. However, in the case of disagreeing lidar ratios of both systems, the resulting optical depth difference is significant (31 %).
SEVIRI aboard MSG
The METEOSAT Second Generation (MSG) program consists of four equal satellites (MSG-1, MSG-2, MSG-3, MSG-4), which were developed for meteorological observations of the Earth's atmosphere until at least 2018 (Schmetz et al., 2002) . The satellites are operated in a geostationary orbit at an altitude of around 36 000 km with their main instrument, the Spinning Enhanced Visible and Infrared Imager (SE-VIRI) covering one-third of the Earth's surface with its 12 spectral channels. The 11 low-resolution channels cover the whole "Earth disc" from around 80 • N to 80 • S and 80 • W to 80 • E every 15 min with a sampling distance of 3 km at subsatellite point decreasing to around 4 km × 5 km over Central Europe. This resolution decreases for growing viewing zenith angle due to the curvature of the Earth's surface. In order to allow for day-and night-time observations of the atmosphere SEVIRI is suited with seven channels in the thermal infrared with wavelengths from around 6 to 14 µm.
Methodology
Based on a neural network the high spatial coverage during day and night by SEVIRIs infrared channels is combined with the high accuracy of the spaceborne lidar measurements of CALIOP in order to derive properties of thin cirrus clouds.
Neural network
Comparable to Aires et al. (2001) and Blackwell (2005) , who used feed-forward neural networks to derive e.g. temperature, moisture, liquid water path, or surface temperature from remote sensing data, we use a neural network approach in order to retrieve cirrus optical thickness and cirrus top altitude. In general, artificial neural networks consist of several neurons that are used to gather information from outside the neural network, or from other neurons, and to send this information back to a receiver or receptor in a modified way or again to other neurons. These neural networks consist of three different types of neurons: input neurons, hidden neurons and output neurons: -Input neurons: neurons that receive signals (stimuli, pattern, etc.) from outside the neural network, possibly from nature.
-Hidden neurons: neurons between input and output neurons; internal representation of environment.
-Output neurons: neurons to transmit signals to a receiver or receptor. They combine the signals from the hidden layer(s).
Neurons are combined in layers (Fig. 1) . The neurons of the input layer are connected to the neurons of the hidden layer, which are in turn connected to the output layer neurons. The strength of the connection between two neurons is defined by a weight. The higher its value the greater is the influence of one neuron on the other. Those weights represent the "memory" of an artificial neural network. In order to modify these weights and to optimize the neural network, we use the backpropagation of errors, well explained by Rumelhart et al. (1986) . Therefore a large data set, the "training data set", is used to modify the memory of the neural networkor to be more exact to minimize the error of the neural network. Once the training of the neural network with this data set is finished, it is repeated to minimize the error between the calculated results and the target values in an iterative approach. Depending on the information and quality of the training data set as well as on the number of weights to be determined, several thousand of such iterations are needed until the error is as low as possible. The training data set of COCS consists of three data sets: the cirrus optical thickness τ and the cirrus top height z derived from CALIOP, seven different infrared brightness temperatures and brightness temperature differences measured by SEVIRI, and so-called auxiliary data, such as latitude, viewing zenith angle of SEVIRI, and a land-sea mask. The data set consists of nine million collocated measurements of SEVIRI and CALIOP for the timespan from July 2006 to June 2009.
The CALIOP training data set
As explained in Sect. 2.1, cirrus cloud optical thickness τ and top altitude z are derived from the CALIOP 5 km cloud layer product. These measurements are here used as the so-called target values. During preliminary analysis, the cloud layer products in version 2.01 and 2.02 were found to contain some inaccurate classifications, in which cirrus-free parts of the atmosphere were labelled as cirrus clouds. Furthermore, a well-known CALIOP retrieval behaviour had to be taken into account. In general, the extinction quality flag is reported for each cloud layer where an extinction coefficient was calculated by the CALIOP retrieval. This flag contains information about whether the extinction retrieval is constrained or unconstrained, which is the case for example when the layer is elevated above a water cloud or as in the case of the anvil of a cumulonimbus, where no spatial separation exists between the water and ice phase of the cloud. It also indicates whether the lidar ratio was reduced or increased. Figure 2 shows a histogram of the ice optical thickness of the 5 km cloud layer product with a bimodal distribution. The right peak at τ ∼ 2.5 appears to be an artefact of the CALIOP retrieval algorithm, when the initial retrieval diverges and the lidar ratio is reduced in order to produce a convergent solution. In most cases this happens in totally attenuating, opaque clouds, when the true cirrus lidar ratio is significantly smaller than the initial value assumed by the algorithm (Atmospheric Science Data Center, 2011). If the lidar ratio is kept unchanged the extinction quality flag is reported with values greater than or equal to 1. The absorption of an aerosol or cloud layer increases until the signal gets totally attenuated and CALIOP fails to penetrate through the specific layer. This behaviour is observed for optical thickness τ greater than 3-5 (Winker et al., 2010) . In order to remove these false alarms from the training data set, the CALIOP data have been filtered according to the following criteria: a first criterion takes the accuracy of the retrieved cloud properties derived by the CALIOP algorithm into account. Since the main focus of the COCS algorithm is on thin cirrus clouds the maximum value of the ice optical thickness of a cirrus layer can therefore be limited to τ = 2.5. Another important factor in the lidar measurements is the distinction between ice (i.e. cirrus) over water clouds. CALIOP does well in separating cirrus clouds overlying deeper water clouds. In the case of a cumulonimbus cloud with a cirrus top, this cloud is generally flagged as cirrus.
Secondly, the mid-layer temperature as a part of the CALIOP cloud layer product, which is calculated for each layer at its geometric midpoint, is used as another filter criterion. By testing and analysing the statistics of the CALIOP data set an optimal threshold for the mid-layer temperature of the detected cirrus layer was found to be 243 K in order to achieve a low frequency of misclassification. Finally, another threshold is applied that aims to prevent aerosol layers being classified as cirrus clouds, which happens over tropical maritime regions at low altitudes. The threshold limit top is a simple approach based on the atmospheric profile depicted in Fig. 3 . In high-altitude regions it assumes that the cirrus cloud temperature of 243 K can be reached at altitudes of 4.5 km, while this altitude raises up to 9.5 km in tropical regions. Thus, only cirrus with cloud altitudes above z top,min are taken into account. Therefore, for absolute values of latitude |lat| greater than 22 • the minimum top altitude z top,min of a cirrus can be calculated as z top,min (lat) = 4.5 km + (5.0 km) 80.0 − |lat| 58.0 .
For latitudes with |lat| ≤ 22 • the threshold altitude is kept constant at a value of limit top (lat) = 9.5 km.
The SEVIRI training data set
As COCS is intended to detect cirrus clouds during day and night time the thermal infrared channels of SEVIRI are used as input for the neural network. Hence, infrared brightness temperatures (BT) of the channels WV073, IR097, IR120, and IR134 are selected as well as the brightness temperature differences (BTD) of the channel combinations WV062 and WV073, IR087 and IR120, and IR108 and IR120. In order to support the error minimization within the backpropagation neural network three BTDs were chosen complementary to the four BTs, since their sensitivity to cirrus cloud properties has been already shown (Liou, 1977; Szejwach, 1982; Menzel et al., 1983; Wylie and Menzel, 1989; Inoue, 1985; Krebs et al., 2007) . Another possibility is the use of the seven thermal BTs, but the combination of the four BTs and the three BTDs was found to maximize the speed of training of the neural network and to minimize the error in the final version of COCS.
Auxiliary data
In addition to CALIOP and SEVIRI data, COCS uses three auxiliary data sets: latitude, viewing zenith angle of SE-VIRI, and a land-sea mask. The viewing zenith angle gives the algorithm information on the resolution of SEVIRI and the slant path through the atmosphere, which decreases with growing viewing zenith angle, while the latitudes support COCS to correctly determine the correct top altitude of cirrus clouds, which are highest within the ITCZ and lowest in regions at high latitudes. The land-sea mask is based on a map with a 0.5 resolution in latitude and longitude (≈ 0.2 km) derived by the Group for High Resolution Sea Surface Temperature (Kaiser-Weiss, 2011), and covers latitudes from 80 • N to 80 • S.
Data set splitting
Before May 2008 the calibrated radiances of the infrared channels of SEVIRI were provided as spectral radiances. Brightness temperatures had therefore to be calculated by inverting the Planck function at the central wavelength of the channels. From May 2008 the radiances definition was changed so that it now represents the "effective radiance" over the instrument spectral response (EUMETSAT, 2007), taking into account that the sensitivity of each channel also changes within its bandwidth. This change in the radiance calculation results in differences of the retrieved brightness temperatures in each channel. To date, the archive at DLR contains data with both definitions. Thus, the data set is divided into two parts and two different neural networks are trained and applied. The first covers the period from July 2006 to April 2008 (period 1). The second data set covers the time from May 2008 to June 2009 (period 2). Secondly, the two data sets of SEVIRI brightness temperatures, auxiliary data, and CALIOP measurements are split once again. For both periods a total of 8 million measurements are used to train the two neural networks. Additionally, 1 million measurements are separated from the training data set and used for further validation and testing of COCS, which is again separated into two test data sets according to the periods defined above with roughly 500 000 points per period.
Setup of the neural network
Before the training of the backpropagation neural network is initialized, the final setup of COCS needs to be determined. Therefore, 10 neurons in the input layer (the seven BTs and BTDs of SEVIRI and the auxiliary data) and two neurons in the output layer (cirrus ice optical thickness and top altitude) are set by the input and output data set. The number of hidden neurons was chosen by considering two properties of the neural network. On the one hand, more hidden layer neurons generate more accurate results. On the other hand, neural networks with fewer neurons perform faster. Since the final algorithm should perform as fast as possible in combination with sufficient accuracy as seen in the later validation (Sect. 5), a level of 600 neurons for the hidden layer has been found to be a good trade-off by empirically testing different setups. This leads to 6000 connection weights between input and hidden layer and 1200 weights between hidden and output layer. Each of the chosen inputs, i.e. the BTs and BTDs as well as the auxiliary data, have different influence on the weight of each of the connections between the neurons of each layer. In Fig. 4 the relative weight of each of the input variables is depicted in percent. The highest relative weight is found in the BT of the T134 channel, followed by the BT of T120 and the BTD of T087 and T120 together with auxiliary data such as viewing zenith angle and latitude. The smallest weight has the land-sea mask, while the BTs of the T073 and T097 channels still have a significant weight.
Collocation and parallax-correction
CALIOP and SEVIRI data are spatially and temporally collocated for each overpass. Collocation in time and space is necessary in order to guarantee that both satellite instruments observe the same cloud at the same time. The time of each atmospheric profile in the 5 km cloud layer product of CALIOP is compared to the imaging time of SEVIRI and the closest time slot of SEVIRI is chosen to minimize the temporal deviation. As SEVIRI has a repeat cycle of 15 min a maximum difference of approximately 7.5 min remains. As the radiometer scans away from the subsatellite point, the effective resolution of SEVIRI data is decreased due to the curvature of Earth and the increasing distance to the satellite. The cloud is detected by SEVIRI with a so-called parallax displacement. Depending on the viewing zenith angle and on the altitude of the cloud, its displacement compared to its correct position "over ground" can be calculated by using latitude, longitude and the top altitude of the cirrus layer (Radová and Seidl, 2008) . CALIOP latitude and longitude are directly translated to the SEVIRI pixel grid, while the cirrus top altitude is directly measured by CALIOP. With this information the parallax displacement is corrected and the exact SEVIRI pixel is chosen for the cirrus cloud detected by CALIOP. The CALIOP data provide a horizontal resolution of 5 km with a narrow cross-section of the lidar footprint of 90 m. Each 5 km of the cloud layer product is achieved by averaging 15 single vertical profiles (Fig. 8) . A SEVIRI pixel is around 3 km × 3 km. While one SEVIRI pixel covers at least an area of 9 km 2 at subsatellite point, CALIOPs 5 km Product only "cuts" through a small part of the cloud within one SEVIRI pixel. The sampling area used in the SEVIRI data processing to reduce radiometric noise of each SEVIRI pixel is even greater.
Training the neural network
The training of COCS follows the steps described in Sect. 3.1, whereby the training data set is presented to the network in random order until no change in the performance expressed by the sum of the quadratic deviations is observed. This error was minimized until no further improvement in the results was achieved, reaching a standard deviation according to Eq. (3) of σ 2 τ = 0.3 and σ 2 z = 0.8 km for both neural networks, COCS period 1 and COCS period 2. These deviations are further analysed in Sect. 5.
COCS examples
Once the training is finished, COCS is applied to SEVIRI measurements. For each 15 min time slot of SEVIRI with 3712 × 3712 pixels the processing of τ and z takes around 600 s on a common office desktop computer including the preprocessing of the SEVIRI input data. In the false colour composite of SEVIRI (Fig. 5a ) three different channels (VIS006, VIS008, IR108) are combined to give an overview of several atmospheric features on the 11 September 2010 at 15:00 UTC. Water clouds are coloured in light yellow and grey, while ice clouds appear in white and light blue/violet. The belt of the Innertropical Convergence Zone (ITCZ) is covered by a relatively high amount of cirrus clouds, while the northern and southern parts of the African continent show only small amounts of cirrus clouds. Two tropical cloud cluster are detected over the Atlantic west of Africa and the Caribbean Sea. Another tropical storm is located north of Madagascar, which is not clearly visible due to the sunset at the eastern limits of the MSG disc. Southwest of Africa maritime stratocumulus clouds cover wide areas. The southernmost Atlantic is strongly covered with cirrus clouds, while a mix of water and ice clouds is present north of the equator. Frontal systems over Europe and the North Atlantic are visible.
In Fig. 5b and c the results of COCS τ COCS and z COCS are shown for the same time slots with coastlines to give a better orientation. The cirrus clouds described above can qualitatively be identified in both figures. The ITCZ, the tropical cyclone, and even the frontal systems appear to have varying optical thickness and top altitude. It is remarkable that both variables obviously show no influence of whether the underlying surface is sea or land. The algorithm succeeds in detecting ice clouds, while water clouds like the maritime stratocumulus clouds west of Namibia and Angola remain undetected. Especially the large cirrus cloud field south of Greenland over the North Atlantic is noteworthy. The North Atlantic Region and parts of Europe are enlarged ( Fig. 5d  and e) . A large cirrus cloud field reaches from the coast of the United States almost to the south of Iceland. Obviously fine structures of the cirrus clouds are present with top altitudes reaching from 8 to 13 km and cirrus optical thickness up to 2.3. Additionally, the centre of a low-pressure area can be found north of the UK together with small amounts of cirrus clouds over Morocco. Figure 5 aims to exemplify the application of COCS and to give an idea on the provided resolution. As one can see, different structures of cirrus clouds are found in different regions of the MSG disc containing clouds with highly variable cirrus optical thickness and top altitude.
Validation and comparison
CALIOP
In order to test the performance of the COCS algorithm, one ninth of the training data set is separated as an independent test data set and has therefore no influence on the training of COCS. It is used for the validation with CALIOP in the following. Fig. 6 compares the cirrus optical thickness τ COCS to the CALIOP measurements τ CALIOP shown as a two-dimensional histogram on a logarithmic scale. COCS period 1 (left panel) shows an overall good performance. However, COCS period 1 tends to underestimate the cirrus optical thickness for τ CALIOP > 1.7, while for τ COCS ≤ 1.0 a slight overestimation of the cirrus optical thickness compared to the results of CALIOP is present. COCS period 2 (right) may result in a higher accuracy possibly caused by EUMETSAT's updated definition for measured radiances in order to retrieve brightness temperatures (Sect. 3), but since both data sets (period 1 and 2) differ in size no final statement can be given here. For low values a high agreement of τ CALIOP and τ COCS is found. For τ CALIOP ≥ 2.0 only low deviations are found. The tendency to underestimate high values of τ CALIOP is lower in COCS period 2 compared to COCS period 1. For both periods, the standard deviation of τ , σ τ is calculated as
where N is the number of observations within the test data set, results in σ τ = 0.25 for period 1 and σ τ = 0.24 for period 2, respectively. In relation to the natural variability this error is lower than 10 % in both cases. The validation of the cirrus top altitude z COCS for both periods compared to the results z CALIOP measured by CALIOP is depicted in Fig. 7 . For altitudes z CALIOP between 10 and 15 km a high agreement between COCS and CALIOP is detected, while for low altitudes COCS overestimates the top altitude. For z CALIOP > 15 km a slight underestimation of the cirrus top altitude is found on the left of Fig. 7 for COCS period 1. The comparison of the top altitudes retrieved by COCS period 2 differs only slightly from the results of period 1. The standard deviation for period 1 is calculated as σ z = 708 m and σ z = 756 m for period 2, while the natural range of top altitudes varies over more than 11 km.
One reason for the resulting deviations is most likely the different resolutions of both instruments. In the case of broken clouds within the sampling area of SEVIRI (Fig. 8) it is possible on the one hand that CALIOP either misses retrieving the cirrus optical thickness and top altitude as derived by COCS, or even misses detecting a cirrus cloud. On the other hand inhomogeneous and probably thin cirrus clouds located in the SEVIRI sampling area and detected by CALIOP might have no significant influence on the brightness temperatures measured by SEVIRI and therefore are not detectable by COCS.
Two further characteristics of COCS are investigated for the final assessment of its sensitivity. First the detection efficiency, eff det (τ ), is determined for equidistant intervals of cirrus optical thickness τ = 0.01:
where N COCS (τ ) is the number of pixels in which COCS detects a cirrus cloud, and N CALIOP (τ ) the number of pixels with a cirrus cloud detected by CALIOP. The second important property, the false alarm rate (τ = τ COCS ) describes the rate of false detections of COCS for an interval of optical thickness (again for τ = 0.01). It is calculated as
with N F (τ ) representing the number of pixels where COCS detects a cirrus cloud, while CALIOP detects no cirrus cloud. N H (τ ) is the number of pixels where both COCS and CALIOP detect a cirrus cloud. The subscripts H and F are the abbreviations for Hits and False alarms respectively. In Fig. 9 the detection efficiencies (blue) of COCS period 1 (left) and period 2 (right) are depicted for the equidistant interval of τ = 0.01. The detection efficiency is found to show very high efficiencies of eff det > 95 % for τ = 0.01, rising up to eff det = 99.5 % for τ ≥ 1.0. The false alarm rates of COCS period 1 and period 2 show different behaviours (Fig. 9 red) . Both neural networks start with relatively high rates up to ≈ 25 % for the false alarms at τ < 0.1, but show a rapid decrease in the false alarm rate in combination with high detection efficiencies for τ ≥ 0.1. The analyses for detection efficiency and false alarm rate of COCS are now used to define the limitation of the COCS algorithm. As a trade-off between sensitivity and accuracy, a threshold of τ COCS ≥ 0.1 is selected. This lower boundary for the algorithm enables COCS to detect cirrus clouds with a very high detection efficiency of 97.41 % for period 1 and 99.34 % for period 2 in combination with a low false alarm rate of 5.05 and 4.80 %, respectively. Even with this restriction, COCS is still able to detect a wide range of thin cirrus clouds, which will become more obvious in the next section (Sect. 5.2).
Airborne HSRL data
In this section the cirrus ice optical thickness derived from the airborne HSRL described in detail in Wirth et al. (2009) is used. These data were measured during a flight within the DLR-project "PAZI" in autumn 2008, where, amongst other things, optical properties of thin cirrus and contrail cirrus were measured. The aim of the PAZI project at DLR was to better understand the formation of the ice phase in cirrus clouds from natural and anthropogenic aerosols and to improve microphysical and optical parametrizations of cirrus clouds in global models. In the following the validation of COCS with the HSRL is discussed, focusing on one specific flight on 18 October 2011. The DLR research aircraft, the Dassault Falcon, started at around 13:00 UTC at DLR, Oberpfaffenhofen, routing along the Alps, turning north along the Rhine valley, and finally heading east across Germany to Lindenberg. At 16:00 UTC the aircraft returned to Oberpfaffenhofen.
The HSRL is a lidar that works in general similar to CALIOP aboard CALIPSO. However, it calculates the atmospheric extinction and backscatter coefficients without assuming the lidar ratio, which is a great advantage. This type of lidar is able to directly measure the optical thickness of e.g. cirrus clouds (Wirth et al., 2009; Esselborn, 2008) .
Validation with HSRL
In order to validate the results of COCS, the different spatial and temporal resolutions of the HSRL and the SEVIRI data have to be accounted for. The HSRL provides ice optical thickness at a 1 s temporal resolution, which is equivalent to a distance of 200 m assuming the true air speed of the Falcon with a very narrow footprint of 2 m. Due to the high temporal and spatial resolution of the HSRL two points are important:
1. The geo-referenced position of the Falcon is used to identify the position of the clouds. The cloud top height is extracted from the HSRL profiles and is used for parallax correction and collocation.
2. The Rapid Scan Mode of SEVIRI is used by COCS leading to a temporal resolution of approximately 5 min.
Thus, the SEVIRI pixel closest to the Falcon track shows a maximum temporal misregistration of 2.5 min. The HSRL Figure 9 . Detection efficiency eff det (blue) and false alarm rate (red) for COCS compared with CALIOP. COCS period 1 (left) and COCS period 2 (right).
cirrus optical thickness τ HSRL for the SEVIRI pixels along the flight path is then calculated as the mean value of all HSRL measurements inside those pixels. This data set offers 394 SEVIRI pixels, which are now used to calculate the detection efficiency eff det and the false alarm rate of COCS. At τ HSRL = 0.2 COCS already detects 80 % of the cirrus clouds and eff det increases for higher values of τ HSRL . For τ HSRL = 0.1 already 50 % of the cirrus clouds are detected by both the HSRL and COCS. The false alarm rate amounts to 2.6 % for all measured cirrus clouds. Finally, τ COCS and τ HSRL are plotted as a function of time in UTC in Fig. 10 . The accordance to values of τ ≤ 1.0 is very good. Only a few pixels with higher values measured by the HSRL show underestimations of τ by COCS (especially around 14:00 UTC with τ reaching up to 2.5). A plausible reason for this behaviour can again be found in the different resolutions of both data sets. While COCS uses SEVIRI with its spatial resolution of approximately 4 km × 5 km in mid-latitude regions, the HSRL data are averaged within one SEVIRI-pixel still with a cross-track resolution of around 2 m. Especially after 14:05 UTC the curves of both optical thickness are found to be in very good agreement even in the case of multilayer clouds (water clouds and fog below cirrus clouds and layers).
Optical depth derived with the COCS algorithm
For the year 2010, the cirrus coverage derived by COCS is depicted in Fig. 11 at a resolution of 0.5 • × 0.5 • . The maximum cirrus coverage of up to 60 % is found in the tropical belt mainly as a result of anvils produced directly by deep convection in the ITCZ and monsoonal circulations. This high coverage is present over Equatorial Central South America, Western Africa, Indonesia and the West-Central Pacific Oceanic warm pool.
A still high, but lower coverage is seen at the northern and southern mid-latitude storm tracks with values around 35 %. Desert-like regions of northern Africa, the Arabian Peninsula and southern Africa show rather low values of only 0 to 20 %. In opposition to the values derived by Sassen et al. (2008) , especially the northern and southern Atlantic regions are found to have higher values at least for this time period with values around 40 %.
Based on a total of 5 years of processed COCS data with a temporal resolution of 15 min the diurnal cycle of different properties such as the cirrus ice optical thickness can be derived. An example of this is shown in Fig. 12 for the southern Africa region (SAC), defined as the orange box in Fig. 11 with limits at 30 to 20 • S and 0 to 35 • E, and the Mediterranean region (MED), defined as the red box with limits at 30 to 40 • N and 0 to 35 • E.
COCS detects a diurnal cycle dominated by convection in these two regions, depicted in Fig. 12 .
For the SAC region the mean ice optical thickness of cirrus clouds is found to reach its maximum at around 15:00 LT with τ max = 0.13. The minimum is located at 07:00 LT with τ min = 0.06. Between minimum and maximum a very steep increase of the mean ice optical thickness is observed. After the maximum in the afternoon is reached τ decreases during evening and night until its minimum. The MED region shows a different diurnal cycle with a maximum of τ max = 0.14. These high values are found at 16:00 LT until the evening. Afterwards the ice optical thickness decreases slowly until its minimum at 10:00 LT with τ min = 0.12. During the morning τ rises again. So, differences between both regions occur in the comparison of the mean ice optical thickness. In the MED region the maximum of the mean ice optical thickness is reached earlier than in the SAC region. The MED region also shows a generally lower mean ice optical thickness for the whole diurnal cycle. In the SAC region a steeper increase of τ after the minimum is observed compared to the MED, while the decrease during night is shallower than in the MED region.
Conclusions
In this paper a detailed description of the Cirrus Optical properties derived from CALIOP and SEVIRI during day and night (COCS) algorithm is presented. With the high sensitivity and the high vertical resolution of active remote sensing such as the lidar CALIOP aboard CALIPSO the observation of even subvisible cirrus clouds is possible. Due to its polar orbit with a repeat cycle of 16 days an observation of formation and dissipation of cirrus clouds is not possible. Therefore the COCS algorithm combines the advantages of CALIOP (high sensitivity and high vertical resolution) with the high temporal and good spatial resolution of the geostationary instrument SEVIRI aboard MSG. Since COCS utilizes only the thermal infrared channels of SEVIRI day and The utilization of a backpropagation neural network replaces fixed threshold values and results in a very flexible interpretation of the different thermal brightness temperatures and their differences by the neural network, which results in a very accurate retrieval of the cirrus properties derived by COCS.
The validation of COCS has proven that it is well suited to detect thin cirrus clouds and to derive their ice optical thickness and top altitude at a temporal resolution of 15 min accurately with high detection efficiencies (up to 98 % at τ = 0.1) and low false alarm rates (∼ 5 % at τ = 0.1). The standard deviations were calculated as σ τ = 0.25 for cirrus ice optical thickness and σ z = 750 m for cirrus top altitude. Another advantage is the low runtime of around 600 s for one full MSG disc with 3712 × 3712 pixels on a common office computer. In this work the COCS algorithm was validated with an independent data set of coincident measurements of CALIOP and SEVIRI as well as with measurements of an airborne High Spectral Resolution Lidar. The validation with CALIOP indicated a high detection efficiency of up 99 % combined with a low false alarm rate of less than 5 % for cirrus optical thickness of τ ≥ 0.1. Furthermore, the comparison with the airborne measurements of cirrus optical thickness during the PAZI campaign in autumn 2008 showed very good agreement in terms of retrieving cirrus optical thickness and detecting cirrus clouds with a low false alarm rate and a high detection efficiency compared to hitherto existing cirrus cloud retrievals. For example the METEOSAT Cirrus Detection Algorithm (MECiDA) based on different morphological and threshold tests detects was found to have a significantly lower detection efficiency of 25 % at τ = 0.1 by similar false alarm rates compared to the same measurements of the airborne HSRL. For the first time, a data set derived by a passive geostationary satellite containing the optical thickness and top altitude of optically thin cirrus clouds (τ ≥ 0.1) with very high temporal resolution, good spatial resolution, high sensitivity and high accuracy could be produced. However, the retrieval of ice optical thickness is limited to τ = 2.5, since the backscatter signal of the spaceborne lidar CALIOP used for the training data set gets attenuated and is therefore unable to penetrate thicker clouds.
