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Abstract
Questa tesi ha come obiettivo l’analisi e lo sviluppo di un algoritmo per la
valutazione senza riferimenti della qualità delle immagini. Questa tipologia
di algoritmi è parte integrante di qualsiasi applicazione multimediale, con lo
scopo di fornire una crescente qualità per i servizi proposti. Un algoritmo
allo stato dell’arte è stato scelto come punto di partenza per lo sviluppo del
lavoro di tesi.
L’algoritmo proposto è stato sviluppato tenendo conto di un futuro impiego in
sistemi a bassa disponibilità di risorse, come smarthphone e tablet. A questo
proposito, il tempo di esecuzione è stato misurato tramite un applicazione
sviluppata per smartphone. Infine, le performance ottenute in termini di
valutazione della qualità sono state confrontate con quelle dell’algoritmo di
partenza, attraverso una tecnica largamente utilizzata.
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Abstract
The goal of this thesis is the analysis and development of a no-reference
image quality assessment algorithm. Algorithms of this kind are increasingly
employed in multimedia applications with the aim of delivering higher quality
of service. In order to achieve the goal, a state-of-art no-reference algorithm
was used as a groundwork to improve.
The proposed model is intended to be deployed in low-resources mobile de-
vices such as smartphones and tablets. A mobile application employing the
new algorithm was developed in order to measure its running time. More-
over, the quality assessment improvements were proved with respect to the
groundwork algorithm using a broadly accepted comparison technique.
viii
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Chapter 1
Introduction
The last 20 years have been characterized by increasing improvements in
multimedia applications. They take advantage of faster telecommunication
channels and high performance computing which enable the possibility of
transmitting and acquiring digital content.
The ubiquity of mobile devices such as smartphone and tablets have fueled
the interest in digital applications since their introduction in the market. In-
deed, one of the most important components of these technological products
is the camera sensor. It provides the end-users with a digital image process-
ing pipeline through the acquisition, storing and transmission of pictures.
In order to understand how mobile devices have revolutionized the way hu-
mans approach digital photos, a look to marked researches is needed. Back
to 2010 the number of photos taken worldwide was 0.35 trillion [11]. 60% of
them were captured with a specialized camera device and the remaining 40%
with smartphones or tables. Almost seven years later the trend has been
inverted and the role of mobile devices in digital photos is leading. In 2017
the number of photographs taken worldwide is expected to reach 1.3 trillion
and 80% of them will be acquired with mobile devices [11].
These percentages are in part due to mobile social network applications which
provide the ability to upload and share photos over the Internet. It is enough
to think that the daily number of photos shared through social applications
such as Facebook, WhatsApp and Snapchat is almost 3 billions [16].
With this plenty of images generated every day the need of delivering
high quality content is on the rise. During a typical digital image processing
pipeline the images are affected by many distortions that can compromise
their quality. Despite the improvements in hardware camera components,
new software algorithms have been developed in order to address the image
quality evaluation. These algorithms belong to the realm of Image Qual-
1
2 CHAPTER 1. INTRODUCTION
(a) (b)
Figure 1.1: Number of photos taken worldwide (a) and divided by device
category (b) since 2010. Data after 2013 are forecasts.
ity Assessment (IQA), a branch of the digital image processing which aims
at evaluating quality as perceived by humans. It plays a key role in any
multimedia application in order to deliver high Quality of Service (QoS) to
end-users. The first studies on image quality date back to the end of 1940
during the first era of television and this research field is still growing to-
day. In particular the area of No-Reference Image Quality Assessment is has
gained increasing interests in the last decade. It is based on the fact that no
reference high-quality image is available when evaluating a distorted image.
The goal of this thesis is to enhance a state-of-art algorithm and develop a
new no-reference model, mostly oriented towards low-resources mobile de-
vices such as smartphone and tablets. A trade-off between execution time
and quality evaluation effectiveness will be central in the development of the
proposed work. In order to evaluate the results, a real mobile application
will be developed and tested.
After this brief introduction, the remainder of this thesis will be organized
as follow. In Chapter 2, the basic distortions occurring in digital image will
be presented. Afterwords, a review of the techniques and tools in the area of
Image Quality Assessment will be provided to the reader. In particular, the
key concepts together with some evaluation models will be described.
In Chapter 3, two state-of-art algorithms will be described in depth because
involved in the development of the proposed model.
In Chapter 4, issues and defects of one of the two previously described state-
of-art algorithms will be analyzed. These will provide suggestions for the im-
provements that can be incorporated into the enhanced version. In Chapter
5 and Chapter 6 the improvements in terms of quality evaluation effective-
3ness and execution time will be developed.
Finally, Chapter 7 will summarize the results obtained in this thesis before
concluding with possible future work.
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Chapter 2
Image Quality Assessment
Image quality is a characteristic of an image that measures the quality as per-
ceived by humans. Techniques and metrics that allow the automatic assess-
ment of perceived quality are included in the research area of Image Quality
Assessment (IQA). This is an active research topic nowadays, because of the
recent improvements in digital processing and telecommunication systems.
However, despite the large diffusion of IQA algorithms which is taking place
now, this research field has a long history and its origins date back to the 40s.
In fact, the early studies aiming to understand how assessing the image qual-
ity are related to optical systems, analog televisions and display systems.
Those research efforts have discovered the first factors which need to be
involved in the image quality evaluation process, e.g., image definition, con-
trast, noise, brilliance and geometric distortion.
Since the first studies on quality, the need of involving characteristics from
the Human Vision System (HVS) has emerged. Indeed, despite the inno-
vations in past and recent image-based systems, the HVS is the only thing
that will remain probably constant across all these revolutions. Nowadays
the HVS has a key role in many algorithms which aim at evaluating image
quality.
Despite that, modern IQA algorithms have yet to achieve the full compre-
hension of image quality acts with respect to the human beings. This is in
part related to the difficulty in the HSV study which remains largely un-
known. Alternative solutions such as Natural-Scene Statistics (NSS) have
been recently and successfully applied in order to go beyond these limits.
This chapter firstly introduce the most relevant image distortions, which are
responsible for the image quality deterioration. Afterwords, a resume of the
most popular approaches used for perceptual quality evaluation will be pro-
vided. They are commonly referred as full-reference, reduce-reference and
no-reference. For each class some of the most relevant algorithms will be
5
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discussed. Moreover, basic techniques for distortion assessment will be also
introduced in the no-reference section.
2.1 Image Distortions
Distortions are related to the concept of image degradation, which is a fun-
damental aspect for the process of perceived quality assessment. In ideal
conditions, digital images are corrupted by a single kind of distortion. How-
ever, in other real-world scenarios such as images acquired by mobile devices
many distortions occur.
The basic distortions occurring in digital images are well-known and they
lead to structural changes that can be described in this manner: loss of spa-
tial details and edge sharpness (blurring), discontinuity in adjacent blocks
aspect (blocking), spurious changes near sharp transitions (ringing) or noisy
areas (white noise). These distortions (also called artifacts) will be accu-
rately described shortly, along with some examples.
The Blurring is the first distortion here described. It affects images in
many steps of the digital image processing pipeline such as acquisition, com-
pression and processing. For example, during the compression process it
is caused by truncation of high-frequency components in the frequency do-
main.
Other reasons that can introduce the blur distortion in images are out-of-
focus capturing, relative subjective motion or limitation due to low quality
optical system. An comparison between a pristine image and its blurred ver-
sion is provided in Figure 2.1.
The blocking distortion appears on images through discontinuities among
adjacent pixels. These are largely caused by block-based processing tech-
niques which work on small image areas.
The popular JPEG image compression method can be cited as the most rele-
vant source of blocking distortion on digital images. Indeed, when the JPEG
algorithm is applied with high compression rates, the removal of high fre-
quency components occurs in the frequency space. This procedure leads to
the previously cited discontinuities.
It should be noted that for images acquired with mobile devices this distor-
tion is always present. A comparison between a pristine image and its JPEG
compressed version is provided in Figure 2.2.
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(a) Reference Image (b) Blurred version
Figure 2.1: Reference image (a) and its Gaussian Blur distorted version (b).
(a) Reference Image (b) JPEG compressed version
Figure 2.2: Reference image (a) and its JPEG distorted version (b).
Another source of image degradation is due to the Ringing distortion.
It is mostly caused by truncation of high frequency components in the fre-
quency space and occurs in proximity of sharp image edges.
An example of ringing artifact can be caused by high compression rates in the
JPEG and JPEG2000 algorithms on images containing textual components.
Indeed, these kind of images are full of sharp edges, mainly located in the
text borders. For these kind of elements it is difficult to achieve an effective
compression.
A comparison between a pristine image and its JPEG2000 distorted version
is provided in Figure 2.3.
The last artifacts here described are generally called Noise distortions.
Depending on the characteristics through which it occurs, the noise distor-
tion is referred to with different names. For example, the “salt-and-pepper”
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(a) Reference Image (b) JPEG2000 compressed version
Figure 2.3: Reference image (a) and its JPEG2000 distorted version (b).
noise arises during the transmission through digital channels. It is charac-
terized by few but very noisy pixels.
Instead, the “quantization noise” occurs during the acquisition process. Each
image can be initially modeled as a continuous variable, however, the digiti-
sation process produces a discrete representation which intrinsically contains
the noise component.
Finally, in many real-world applications the “White Noise” is the widely used
noise representation. It is modeled as an additive Gaussian component and
occurs in many phases of the digital image processing pipeline such as acqui-
sition, storing, processing and transmission. A comparison between a pristine
image and its White Noise distorted version is provided in Figure 2.4.
(a) Reference Image (b) White Noise distortion
Figure 2.4: Reference image (a) and its White Noise distorted version (b).
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2.2 Reference-based Approaches
Depending on the degree of available information from a reference image (i.e.
without distortions), image quality assessment algorithms can be categorized
in three different techniques: full-reference (FR), reduce-reference (RR) and
no-reference (NR).
2.2.1 Full-Reference
Full-reference algorithms take full advantage of the distortion-free pristine
image. Indeed, they usually take as input both the reference image and the
distorted image, yielding as output an estimation of the perceived quality.
Naturally, the quality evaluation is performed with respect to the distorted
image.
A basic approach to evaluate the quality of an image with respect to its pris-
tine version is to compute pixelwise differences. Such a methods are based on
the simple idea that pixels in the distorted image are a corrupted version of
those contained in the reference image. A quality factor is usually provided
in order to quantify how many differences hold between these two images.
The most common quality factors are obtained from the mean-squared error
(MSE) and the peak-signal to noise ratio (PSNR) metrics.
However, many other full-reference approaches to quality assessment were
proposed in the past. They involve more complex models in comparison
with the previously cited MSE and PSNR.
The first algorithms here described are based on the HVS models. In partic-
ular, they take advantage of the primary visual cortex (V1) model as broadly
accepted reference model for the HVS. In this cortex, the images are typi-
cal processed through a bank of filters. They aim at replicating the linear
decomposition applied by the neurons in the V1 cortex. Subsequently, the
Contrast Sensitivity Function (CSF) is involved in the model. The purposes
of the CSF are twofold. The first is to adjust the effects of the filter banks
and the second is to provide a further prefiltering stage. The simulated neu-
ral responses can be then processed through a divisive normalization.
The quality score is then obtained as result of the difference between the
adjusted responses of the reference image and the adjusted responses of its
distorted version.
HVS-based algorithms have also been deployed in order to determine if the
distortions are visible or not with respect to a certain threshold. For these
kind of applications a certain maturity level has been reached. In particular,
they have demonstrated high performances with respect to the evaluation of
near-threshold artifacts.
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Despite these advances how the HVS acts in presence of more complex dis-
tortions and supra-threshold effects remains an open question. Moreover,
research efforts will be further needed in order to understand how the cor-
tices beyond the V1 work in the human image processing pipeline.
Another category of full-reference algorithms is based on the concept of im-
age structure. The idea upon which these methods are developed is related
to the fact that HVS has evolved to extract structures from the natural en-
vironment. As a consequence, an image that contains structural similarities
with respect to the reference image can be evaluated as a high-quality image.
Instead, if similarities are less marked then the distorted image is evaluated
with lower quality.
The methods based on structural similarities have shown high correlation
with human judgments since the early studies, date back to 1970s. A widely
used and popular full-reference method is the Structural Similarity Index
(SSIM) [35] which is developed on the concepts of correlation, luminance and
contrast measures. Since its publication (2004) numerous versions of this al-
gorithms were developed, e.g., the same authors have proposed a multi-scale
version named MS-SSIM [33]. It applies the SSIM basic concepts to filtered
and downsampled versions of the input image. Indeed, it is broadly accepted
that distortions have a natural multiscale behavior, i.e., the humans perceive
distortions across different image dimensions.
Other full-reference image quality methods were developed using machine
learning techniques. They are deeply based on statistical distributions and
have demonstrated high correlation with subjective quality scores. In this
field natural-scene statistics have earned enough popularity, they are based
on the fact that natural images represent only a small portion of the entire
image space. Many statistical densities such as Gaussian or Laplacian have
been successfully deployed in these algorithms in order to perform the quality
evaluation.
In other cases a more direct learning-based approach has been applied through
a training step. In [15] for example, a feature mixture is proposed which in-
volves multiple IQA methods.
Machine learning techniques applied to IQA algorithms are related to the
processes of feature extraction with respect to the reference image. When
these features are extracted from a given image, a regression module is usu-
ally deployed. It permits to project the feature values from the feature space
into a scalar which represent the image quality score. This approach is also
commonly deployed in many other IQA algorithms.
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2.2.2 Reduce-Reference
Reduce-Reference (RR) IQA methods aim at predicting image quality having
partial information with respect to the reference image. These methods are
based on the concept of image features. They represent useful information
used in the process of quality evaluation of the distorted image. There are
many applications that can take advantage from the IQA methods.
With the spread and improvements in telecommunication channels many
multimedia applications have started delivering high-quality images to end-
users. These channels are commonly characterized by a limited bandwidth
which doesn’t permits the transmission of the reference image or video in ad-
dition to the distorted versions. At the transmitter, features are computed
from the reference content, then they are sent to the receiver which performs
the extraction process again. A quality score is yields as a output from the
comparison between the transmitted features and extracted features.
The design of a RR IQA algorithm needs to consider the limits of the trans-
mission channels. If the extracted features are a burdensome amount of data
to be transmitted over a channel the quality evaluation process can’t take
place. On the other side, if the feature transmission can easily take place
over a low-data-rate channel but the features are perceptual irrelevant then
the quality evaluation is unfair.
In literature can be found three common categories of RR methods. They
are are based on models of the reference image, HVS and artifacts.
In the first category many successful models have been developed on the ref-
erence image structure. The RR general-purpose method proposed in [34]
exploits the wavelet domain which provides a framework for localized repre-
sentation of signals in space and frequency. This method extracts wavelet
coefficients from a wavelet subband considering these as features. The goal
is to compare the histograms of the extracted features of the reference and
distorted images through a distance metric. However, the histogram trans-
mission is a heavy burden for the transmission channel. As a consequence,
the histogram is fitted with a generic Gaussian distribution at the sender side,
and only the two distribution parameters are transmitted over the channel.
The same technique is unfeasible at the receiver side because of the presence
of artifacts in the distorted image. In order to select which wavelet subband
is involved in the method a steerable pyramid has been used. It process an
image as a multi-scale, multi-orientation band-pass filter bank.
The wavelet transform has been successfully deployed in other RR methods.
In [13] the authors have proposed an approach built upon the Divisive Nor-
malization Transform (DNT). That is, a two-stage technique which involves
a wavelet linear decomposition followed by a normalization process. Roughly
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speaking, the normalization process means dividing a wavelet coefficient by
a factor which calculates the energy of the wavelet coefficient neighbours
with respect to space, scale and orientation. With the aim at computing the
normalization factor, the Gaussian mixture model has demonstrated to be
an effective statistical-based approach. Finally, the proposed RR algorithm
is validate with different datasets showing good results in terms of correla-
tion with human judgements. In physiology that proves that the DNT is
a perceptually relevant technique. In fact, the divisive normalization step
has proved to be revealing with regards to some aspects of the visual cortex
behaviour.
As in other cases, the popular SSIM FR method has been used in order to
develop a enhanced version [20] of the previous work. This take advantage
of the structural difference analysis across different wavelet subbands which
is a principle in the SSIM method.
Even HVS-based methods have demonstrated to be effective in the case of
quality evaluation when only partial informations about the reference image
are available. In [7] the authors have proposed a method which is deeply
based on descriptions from physiology literature. This take advantage of two
visual pathways starting in the eyes and ending in the V4 and V5 visual
cortices. In particular, the method has been developed on the perceptual
concept of image annoyance. A two-phase process is deployed for the image
quality evaluation. The first phase applies the developed method extracting
the perceptual features. Instead, the second phase involves a comparison
process between the features extracted from the distorted and reference im-
ages. Finally, at the end of the comparison process a quality score is yield as
output.
The process of selecting an effective feature such that correlates well with
respect to humans judgements is a challenge. In [6] a guideline scheme to
select HVS-based features in the RR framework has been presented. It works
on a three components space of a luminance transformed RGB input image.
In the first stage this image is processed in order to obtain a perceptual rep-
resentation of the HVS behaviour. Then characteristic points are extracted
from different image subbands. These points are located on concentric el-
lipses centered on the image center and are used as information sources for
perceptual features. The results shown good correlation with subjectives
scores.
2.3. NO-REFERENCE APPROACH 13
2.3 No-Reference Approach
No-reference Image Quality Assessment (NR-IQA) is nowadays the most ac-
tive research field if compared with the full-reference and reduce-reference
approaches. The last decade has been characterized by deep improvements in
telecommunication systems and large diffusion of multimedia services. Along
with these, the interests in no-reference algorithms have rapidly increased in
order to enhance the quality of delivered services.
In literature three main no-reference quality assessment techniques can be
found: No-Reference Pixel-based (NR-P) methods, No-Reference Bitstream-
based methods (NR-B) and hybrid methods of these two techniques. In the
remainder of this section, only the first two methods will be described. How-
ever, an extensive study comprising all these methods is provided in [25].
The NR-B methods are mainly based on the extraction of relevant features
from the coded bitstream data. This approach can lead to several advantages
such as reducing the computational complexity of processing the full data.
A large amount of information are directly provided by the coded bitstream,
which are directly employable for perceptual quality assessment.
However, the NR-B methods highly depend on the used bitstream coding
technique. Indeed, different coding techniques entail different levels of data
access. Two main models derive from this concept: the Parametric Models
(PM) and Bitstream Layer Models (BLM). Since these two techniques deal
with video streaming rather than images, to be coherent with the purpose of
this thesis it has been decided to focus on the NR-P-based method.
The NR-P-based methods address the quality assessment process in terms
of single or multiple artifacts. However, in presence of single distortions the
no-reference quality evaluation is an easier task. In order to explain how
no-reference methods act on images affected by a single distortions, some ex-
ample will be presented shortly. In particular, the basic no-reference methods
for evaluation and assessment of distortions in section 2.1 will be discussed.
NR-P-based algorithms perform the Blurring artifact evaluation using a two-
process technique. It starts with the measurement of pixel spreads along
image edges, which can be performed applying some well-know digital image
operators such as Sobel or Canny. The second and last process aims at evalu-
ating the edge distortions. In some cases, this process involves characteristics
from the human vision system such as edge perception. Finally, at the end
of these two processes, the assessment of blurring intensity can be delivered.
The Blocking artifact is commonly evaluated by no-reference methods using
a three-process technique. Before describing each of them, it is important
to emphasise that some of these processes are mutually independent. As a
consequence, the overall evaluation process can take advantage of a parallel
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execution in order to achieve the final goal.
The first process takes as input the distorted image and yields as output a
set of small images (also called patches) which are composed by subregions
of the input image. Afterwords, the detection process of blocking artifact on
vertical and horizontal directions (two of three processes) is performed. If the
result is positive, then an intensity estimation process is carry out in order
to understand if the distortion is enough strong to be perceived by a human
observer. Intensities of masking effects like luminance and texture can be
deployed to address this estimation. Finally, after these three processes the
blocking artifact can be evaluated. Many solutions starting from this basic
scheme were exploited which involve detectors based on DCT or radial basis
functions.
The basic Ringing artifact evaluation technique will be now described. The
first process requires to map the image edges to a specific structure. In par-
ticular this process involves the fundamental phase of edge detection, which
is performed using operators such as Sobel (already deployed in the blocking
evaluation technique). The second process aims at extracting relevant fea-
tures, in order to classify image areas based on distortion intensity. Similarly
to the previous described technique, the characteristics of the human vision
system (such as masking effects) can be involved to understand if ringing
artifact is really perceived.
Finally, the noise distortion estimation process will be now described. A sim-
plification assumes this artifact to be white noise, i.e. it is modeled as Inde-
pendent Identically Distributed (IID) zero-mean Gaussian signal. The noise
estimation methods can be categorized in smoothing-based or block-based.
Methods included in the first category try to evaluate noise using a smoothed
version of the image. Instead, noise variance among low-contrast (i.e. ho-
mogeneous) adjacent image blocks is the discriminant feature in block-based
approaches. Strong noise signal affecting homogeneous blocks is broadly ac-
cepted to be highly discriminant for human visual perception. Finally, a
feature extraction process is commonly used in block-based methods. It is
subsequently followed by threshold techniques in order to evaluate noise in-
tensity.
The previously cited evaluation techniques are based on the idea that no
more than one distortion at a time affects images. However, this hypothe-
sis is not a good representation of real-world digital images, such as those
acquired by mobile devices. Indeed, the images taken with mobile devices
usually involve multiple artifacts. These are introduced by low-quality sen-
sors, environmental conditions or artifacts related to human behaviour (e.g.
movements during the acquisition).
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The use of multimedia applications is nowadays widespread. It is proved
that these applications usually distort digital contents with many artifacts.
In order to address this problem the research has moved towards the devel-
opment of new algorithms, acting on images affected by multiple artifacts.
They represent the key to deliver an higher quality of service (QoS) to the
end-user.
Evaluating the image perceptual quality in presence of multiple artifacts is a
tough task. All the previously described methods are based on handcrafted
features which is an acting method inherited by the multiple-artifact-based
algorithms. However, the deployment of such a features can’t be effective
in presence of multiple artifacts because each feature is only predictive for a
specific kind of distortion. New algorithms then commonly deploy generics
features which are predictive for different artifacts.
A feature category that has been extensively adopted in the multiple-artifact-
based algorithms acts on the idea of Natural Scene Statistics (NSS). This take
advantage of the fact that natural images represent a small set of the entire
image space. They not only represent natural images the HVS has evolved
to process, but they also contain unique statistical characteristics which are
proven to be modified in presence of multiple artifacts. Many probabilistic
models have been proposed in order to extract relevant statistical features.
They basically perform a fitting process which yields as output predictive
parameters such as scale or shape.
Statistical models broadly deployed in recent years are based on popular
distributions such as Gaussian distribution ([22]), Weibull distribution ([9]),
Cauchy distribution ([32]), Generalized Gaussian Distribution ([3],[26]) and
Asymmetric Generalized Gaussian Distribution ([3]). The last two have been
largely used by multiple-artifact-based algorithms because of their property
of encompassing a large set of distortions.
Many NR-P-based methods have been proposed upon the NSS framework,
they take advantage of features from both time and frequency domain. How-
ever, those methods are not suitable for images containing non-natural el-
ements such as text or artificial graphics. The quality evaluation on such
a kind of images is better achieved through learning-based features. Meth-
ods developed on those feature usually require a large codebook to obtain
good performance in terms of correlation with quality perception. As a con-
sequence, their are computationally expensive and not exploitable in real-
world system equipped with low resources. In order to take advantage of
the learning-based and handcrafted statistical-based feature properties, new
algorithms have been recently proposed such as [37].
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Chapter 3
No-Reference IQA algorithms
In the previous chapter many no-reference techniques for both single and
multiple artifacts have been presented. The focus of this chapter will be on
two state-of-art no-Reference algorithms upon which the entire thesis will be
developed. Their working principles and performances will be described in
order to provide a reference chapter for future comparisons.
3.1 BRISQUE Algorithm
Spatial-based referenceless algorithms are relatively under exploited for im-
age quality evaluation. In this section the BRISQUE [3] algorithm will be
deeply described. It is a simple spatial-based referenceless algorithm which
has demonstrated high performances in terms of quality evaluation. More-
over, its low execution time is a key advantage in order to deploy it on low
embedded systems such as mobile devices.
3.1.1 Model
The BRISQUE prediction model is developed on the concept of Natural
Scene Statistics for the image’s spatial domain. In particular, only the image
luminance is processed by the algorithm and no consideration is made on
chrominance.
Having as input a grayscale image of dimension MxN, the algorithm computes
a formula of transformed luminance. It is called local normalized luminance
and is explained by 3.1.
Iˆ(i, j) =
I(i, j)− µ(i, j)
σ(i, j) + C
, i ∈ 1, 2...M, j ∈ 1, 2...N (3.1)
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A two-phase process is needed in order to compute the values deriving
from the transformed luminance. The first phase involves the local-mean
computation which is described by the Formula 3.2 whereas the second phase
(called divisive normalization) is computed using the Formula 3.3. In both
cases the wk,l is a circularly-symmetric Gaussian weighting function, with
K = L = 3.
µ(i, j) =
K∑
k=−K
L∑
l=−L
wk,lIk,l(i, j) (3.2)
σ(i, j) =
√√√√ K∑
k=−K
L∑
l=−L
(Ik,l(i, j)− µ(i, j))2 (3.3)
The values Iˆ(i, j) are computed for the entire image and named Mean
Subtracted Contrast Normalized (MSCN) coefficients.
In [21] the MSCN coefficients are observed to have a Gaussian distribution
for natural image. This property is exploited by BRISQUE in order to model
the contrast-gain masking which is an early HSV characteristic.
The hypothesis upon which the BRISQUE algorithm was developed is related
to the statistics properties of the MSCN coefficients. They are supposed to
change in presence of image artifacts which is a prerequisite to become pre-
dictive features. Indeed, in [21] is shown that when a reference image is
affected by an artifact its MSCN coefficients exhibit a non-gaussian behav-
ior.
In order to capture these statistical changes, BRISQUE adopt a Generalized
Gaussian Distribution (GGD). This distribution has the property to encom-
pass a large set of statistics such as Gaussian and Laplacian. The shape
and scale parameters are then extracted from the GGD fitting on the MSCN
coefficient histograms. The shape and scale, generated by the fitting process,
are the first two BRISQUE features.
Another main contribute to the algorithm effectiveness dealing with neigh-
bor pixels. The basic idea is that signs of adjacent pixels exhibit a defined
structural behaviour which changes in presence of distortions.
Four transformed luminance-based coefficients are computed in order to take
advantage of the neighbor pixel properties. They are related to four different
directions with respect to a central pixel, as explained in Figure 3.1.
From this scheme a formula for the horizontal (3.4), vertical (3.5), main
diagonal (3.6) and secondary diagonal (3.7) directions is obtained.
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Fig. 5. (a) 2-D scatter plot between shape and scale parameters obtained by fitting GGD to the empirical distributions of MSCN coefficients of pristine
images of Berkeley image segmentation database [33] and simulated distorted images, where similar kinds of distortions as those present in the LIVE IQA
database [27] (JPEG 2000, JPEG, White Noise, Gaussian Blur, and Fast fading channel errors) were introduced in each image at varying degrees of severity.
(b) 3-D scatter plot between shape, left scale, and right scale obtained by fitting AGGD to horizontal paired products using the same set of images as (a).
TABLE I
SUMMARY OF FEATURES EXTRACTED IN ORDER TO CLASSIFY AND QUANTIFY DISTORTIONS
Feature ID Feature Description Computation Procedure
f1− f2 Shape and variance Fit GGD [32] to MSCN coefficients
f3− f6 Shape, mean, left variance, right variance Fit AGGD [35] to H pairwise products
f7− f10 Shape, mean, left variance, right variance Fit AGGD [35] to V pairwise products
f11− f14 Shape, mean, left variance, right variance Fit AGGD [35] to D1 pairwise products
f15− f18 Shape, mean, left variance, right variance Fit AGGD [35] to D2 pairwise products
Fig. 6. Various paired products computed in order to quantify neigh-
boring statistical relationships. Pairwise products are computed along four
orientations—horizontal, vertical, main-diagonal, and secondary-diagonal—at
a distance of 1 pixel.
36 features – 18 at each scale, are used to identify distortions
and to perform distortion-specific quality assessment. In Fig. 8,
we plot the Spearman’s rank ordered correlation coefficient
(SROCC) between each of these features and human DMOS
from the LIVE IQA database, for each of the distortions in
the database – JPEG and JPEG2000 compression, additive
white Gaussian noise, Gaussian blur and a Rayleigh fast fading
channel distortion, to ascertain how well the features correlate
with human judgments of quality. Note that no training is
undertaken here, the plot is simply to illustrate that each
feature captures quality information and to show that images
are affected differently by different distortions.
B. Quality Evaluation
A mapping is learned from feature space to quality scores
using a regression module, yielding a measure of image qual-
ity. The framework is generic enough to allow for the use of
any regressor. In our implementation, a support vector machine
(SVM) regressor (SVR) [36] is used. SVR has previously been
applied to image quality assessment problems [12], [37], [38].
For example, a learning driven feature pooling approach using
SVR was proposed in [38]. Wavelet-domain NSS and singular
value decomposition features have been used to map quality
to human ratings via SVR in [12] and [37] respectively. SVR
is generally noted for being able to handle high dimensional
data [39]. We utilize the LIBSVM package [40] to implement
the SVR with a radial basis function (RBF) kernel.
IV. PERFORMANCE EVALUATION
A. Correlation With Human Opinions
We used the LIVE IQA database [27] to test the perfor-
mance of BRISQUE, which consists of 29 reference images
with 779 distorted images spanning five different distortion
categories – JPEG2000 (JP2K) and JPEG compression, addi-
tive white Gaussian noise (WN), Gaussian blur (Blur), and
a Rayleigh fast-fading channel simulation (FF). Each of the
distorted images has an associated difference mean opinion
Figure 3.1: The four pixel directions involved in the computation of the
BRISQUE neighbor features
H(i, j) = Iˆ(i, j)× Iˆ(i, j + 1) (3.4)
V (i, j) = Iˆ(i, j)× Iˆ(i+ 1, j) (3.5)
D1(i, j) = Iˆ(i, j)× Iˆ(i+ 1, j + 1) (3.6)
D2(i, j) = Iˆ(i, j)× Iˆ(i+ 1, j − 1) (3.7)
With the aim of modeling structural changes in empirical distributions
of adjacent normalized pixels, the Asymmetric Generalized Gaussian Distri-
bution (AGGD) was deployed. It is a generalization of the previously cited
GGD which introduc s two more parameters (σ2l,σ2r). Thes control the left
and right distribution tails spread which are supposed to change in presence
of artifacts. The AGGD converges to a GGD when the left and right tails
are equals.
Adjacent normalized pixels are fitted with the AGGD and four parameters
are yields as output for each directions (η, ν, σ2l, σ2r), respectively shape,
mean, left-variance and right-variance. A total of eighteen parameters are
obtained from the first BRISQUE iteration on the input image.
The algorithm then recomputes all the features on a filtered and downsam-
pled version (by a factor 2) of the input image. It is broadly accepted that
artifacts are transferred across scales and humans are sensitive to these.
Finally, from an input image 36 features are extracted by BRISQUE. They
will be used in order to develop a prediction model described in the next
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section. The features list is fully reported in Table 3.1.
Feature ID Feature Description Computational Procedure
f1+18i-f2+18i Shape and variance Fit GGD to MSCN coefficients
f3+18i-f6+18i
Shape, mean, left vari-
ance, right variance Fit AGGD to H coefficients
f7+18i-f10+18i
Shape, mean, left vari-
ance, right variance Fit AGGD to V coefficients
f11+18i-f14+18i
Shape, mean, left vari-
ance, right variance Fit AGGD to D1 coefficients
f15+18i-f18+18i
Shape, mean, left vari-
ance, right variance Fit AGGD to D2 coefficients
Table 3.1: List of features extracted by the BRISQUE algorithm from the
input image (i.e. i = 0) and its downsampled version (i.e. i = 1).
3.1.2 Quality prediction and Performances
In order to produce quality scores from a set of image features, a regression
module has been deployed. The regression package of the popular LIBSVM
[8] software library has been used for this task. In the training phase, sub-
jective quality scores and image features are associated together. Then on
these associations the training process is launched. A mathematical model is
yields as output which permits to transform a set of features in the feature
space to a scalar quality score.
In order to prove correlation performances with human judgements and per-
forming the training phase, the widely used LIVE IQA [27] image database
has been involved. As described in Chapter 2, it contains 779 images affected
by five kind of distortions: JPEG, JP2K, Gaussian Blur (BLUR), Rayleigh
Fast Fading Channel Simulation (FF) and White Noise (WN). Moreover, the
DMOS of human subjectives with regard to database images are provided.
In order to obtain an unbiased performance evaluation, multiple training and
testing processes have been performed. For each evaluation process the LIVE
database has been divided in 80% (training) and 20% (testing) not overlap-
ping randomly chosen subsets. This random training-test procedure has been
repeated 1000 times and the median Pearson’s linear coefficients (LCC) and
Spearman Rank Order Correlation Coefficient (SROCC) produced as output.
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These metrics are obtained with respect to the comparisons of predictive
scores and subjectives DMOS. The resulted SROCC scores in comparison
with other popular IQA algorithms are proposed in Table 3.2.
The BRISQUE model has been trained upon the LIVE database which con-
tains images affected by 5 kind of artifacts. Despite that fact good results
have been shown by this model with respect to the Challenge Live In the
Wild database as described in [37]. This database contains images naturally
distorted, i.e. the distortion are not generated artificially such as those of
the LIVE IQA database.
JP2K JPEG WN Blur FF All
PSNR 0.8646 0.8831 0.9410 0.7515 0.8736 0.8636
DIIVINE [17] 0.9123 0.9208 0.9818 0.9373 0.8694 0.9250
SSIM 0.9389 0.9466 0.9635 0.9046 0.9393 0.9129
MS-SSIM 0.9627 0.9785 0.9773 0.9542 0.9386 0.9535
BRISQUE 0.9139 0.9647 0.9786 0.9511 0.8768 0.9395
Table 3.2: Median SROCC with respect to the BRISQUE algorithm and
other IQA algorithms across 1000 train-test iterations on the LIVE IQA
database.
Temporal performances have been stated to be very promising for run-
time applications. The execution time has been acquired with an unopti-
mized Matlab Release [2] developed by the authors. That software imple-
mentation permits to evaluate an image of dimension 768x512 in about one
second, leading BRISQUE to be one of the fastest referenceless IQA algo-
rithms. Table 3.3 lists temporal comparisons among BRISQUE and other
popular IQA algorithms.
Algorithm Time [s]
PSNR 0.05
DIIVINE [17] 149
BLIINDS-II 70
BRISQUE 1
Table 3.3: Informal complexity analysis of the BRISQUE algorithm and other
IQA algorithms on a 1.8-GHz Single-Core PC with 2GB of RAM.
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3.2 BLIINDS-2 Algorithm
The Discrete Cosine Transform (DCT) is a largely used time-to-frequency
transformation for two-dimensional signals. It has enjoyed great popularity
in Digital Image processing with regards to different applications such as the
JPEG compression standard.
The algorithm here described is based on DCT transformation and is named
BLind Image Integrity Notator using DCT Statistics (BLIINDS-2) [23]. It
was developed on the ideas of his predecessor BLIINDS-1 which is based on
both the DCT transformation and the properties of frequency domain. Nev-
ertheless, the set of features extracted by BLIINDS-2 are different from those
of BLIINDS-1 and they take advantage of a novel statistical model based on
natural scene statistics.
3.2.1 Model
As introduced before the algorithm’s model is based on the frequency im-
age domain. Given a grayscale image as input, BLIINDS-2 extracts two-
dimensional DCT coefficients through blocks (called patches) of dimension
3x3. A patch shares a boundary pixel with the adjacent patches resulting in
a final dimension of 5x5 as shown in Figure 3.2. This structural choice comes
from the fact that HVS applies a local spatial frequency decomposition of
the image. Patches are then used to retrieve statistics relevant for natural
scene images.
Statistical models are involved with respect to the entire patch and their
subparts. On the remainder of this section the extracted statistics will be
deeply described along with their conceptual meaning.
The first statistic feature is the shape parameter provided by fitting an en-
tire DCT patch with a Generalized Gaussian Distrubution (GGD) which has
been already exploited in the previous section by the BRISQUE algorithm.
With the exception of the DC coefficient (located in the top-left corner of a
patch), all the remainder patch coefficients are involved in the fitting process.
The DC coefficient has been proved to carry out no structural information
about an image patch, resulting useless for the quality evaluation task.
The second statistical feature is called Frequency Variation Coefficient
(FVC). It is derived by the random variable X which models the histogram of
DCT coefficient magnitudes. Mean and standard deviation of X are involved
in order to compute the FCV feature as described by the Formula 3.8.
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Fig. 7. Matrix of DCT coefficients.
[29], [45]. Unlike perceptual masking, which has a quantitative
explanation in terms of perceptual adaptive gain mechanisms
[25], this effect is a behavioral one.
B. Coefficient of Frequency Variation
Let X be a random variable representing the histogrammed
DCT coefficients. The next feature is the coefficient of
frequency variation feature
ζ = σ|X |
µ|X |
(6)
which we shall show is equivalent to
ζ =
√
0(1/γ )0(3/γ )
02(2/γ )
− 1 (7)
where σ|X | and µ|X | are the standard deviation and mean of
the DCT coefficient magnitudes |X |, respectively.
If X has probability density function (1) and µX = 0, then
µ|X | =
∫ +∞
−∞
|x |αe−(β|x |)γ dx = 2α
β2γ
0(
2
γ
) (8)
where α and β are given by (2) and (3), respectively. Substi-
tuting for α and β yields
0(1/γ )0(3/γ )
02(2/γ )
= σ
2
µ2|X |
. (9)
Further
σ 2|X | = σ 2X − µ2|X | (10)
so that
ζ = σ|X |
µ|X |
=
√
0(1/γ )0(3/γ )
02(2/γ )
− 1 (11)
and σX is the standard deviation of X .
The feature ζ is computed for all blocks in the image. The
feature is pooled by averaging over the highest 10th percentile
and over all (100th percentile) of the local block scores
across the image. The motivation behind the percentile pooling
strategy is similar to that for pooling of the shape parameter
feature γ . As shown in Table I, the highest 10th percentile
pooling correlates well with human subjectivity. As before,
both pooling results (10% and 100%) are supplied to the
predictor, since the difference between these is a compact but
rich form of information regarding the distribution of severe
scores.
In the coefficient of frequency variation ζ , the denominator
µ|X | measures the center of the DCT coefficient magnitude
distribution, while σ|X | measures the spread or energy of the
DCT coefficient magnitudes. The ratio ζ correlates well with
visual impressions of quality as shown in Table I. The high
correlation between ζ and subjective judgments of perceptual
quality is an indication of the monotonicity between ζ and
subjective DMOS. Since ζ is the ratio of the variance σ|X | to
the mean µ|X |, the effect of an increase (or decrease) of σ|X |
in the numerator is mediated by the decrease (or increase) of
µ|X | in the denominator of ζ . Indeed, two images may have
similar perceptual quality even if their respective DCT coeffi-
cient magnitude energy (σ|X |) is very different, depending on
where the distribution of the coefficient magnitude energy is
centered (µ|X |).
C. Energy Subband Ratio Measure
Image distortions often modify the local spectral signatures
of an image in ways that make them dissimilar to the spectral
signatures of pristine images. To measure this, we define a
local DCT energy–subband ratio measure. Consider the 5× 5
matrix shown in Fig. 7. Moving from the top-left corner of
the matrix toward the bottom-right corner, the DCT coeffi-
cients represent increasingly higher radial spatial frequencies.
Consequently, we define three frequency bands depicted by
different levels of shading in Fig. 6. Let n denote the set of
coefficients belonging to band n, where n = 1, 2, 3, (lower,
middle, higher). Then define the average energy in frequency
band n to be the model variance σ 2n corresponding to band n
En = σ 2n . (12)
This is found by fitting the DCT data histogram in each of
the three spatial frequency bands to the generalized Gaussian
model (1), and then using the σ 2n value from the fit. The ratio of
the difference between the average energy in frequency band
n and the average energy up to frequency band n, as well as
the sum of these two quantities is then computed
Rn =
∣∣∣En − 1n−1 ∑ j<n E j ∣∣∣
En + 1n−1
∑
j<n E j
. (13)
Rn is defined for n = 2, 3. A large ratio corresponds to a large
disparity in the frequency energy between a frequency band
and the average energy in bands of lower frequencies. This
feature measures the relative distribution of energies in lower
and higher bands, which can be affected by distortions. In the
spatial domain, a large ratio roughly corresponds to uniform
frequency (textural) content in the image patch. A low ratio,
on the other hand, corresponds to a small frequency disparity
between the feature band and the average energy in the lower
bands. The mean of R2 and R3 is computed. This feature is
computed for all blocks in the image. As before, the feature
is pooled by computing the highest 10th percentile average
and the 100th percentile average (ordinary mean) of the local
block scores across all the image.
Table I we reports SROCC scores between the LIVE IQA
Database DMOS scores and the pooled highest 10% and
100% averaged feature values, respectively, using 5×5 blocks.
Observe that the correlation is consistently higher when the
10th percentile pooling strategy is adopted.
Figure 3.2: Block structure used in the computation of the BLIINDS-2 fea-
tures.
ζ =
σ|X|
µ|X|
(3.8)
A mathematical proof is provided by the authors which states that the
FVC feature can be approximated using together the gamma function and
the previous first shape feature. The mathematical procedure leads to the
formula in 3.9.
ζ =
√
Γ(1/γ)Γ(3/γ)
Γ2(2/γ)
− 1 (3.9)
The third statistical feature is the Energy Subband Ratio Measure (ESRM),
it involves DCT patch coefficients through non-overlapping bands at differ-
ent frequencies. In fact, each patch is divided into three bands following the
main diagonal direction, i.e. from the top-left to the bottom-right coefficient
as described in Figure 3.3.
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Reference image (DMOS = 0) Blur distorted image (DMOS = 73.45)
Fig. 5. Images corresponding to the histograms of DCT coefficients in Fig. 4.
TABLE I
SROCC CORRELATIONS [SUBJECTIVE DMOS VERSUS DCT γ LOWEST 10th PERCENTILE AND 100th PERCENTILE, ζ HIGHEST 10th PERCENTILE AND
100th PERCENTILE, ENERGY SUBBAND RATIO HIGHEST 10th PERCENTILE AND 100th PERCENTILE, ORIENTED ζ VARIANCE POOLED ACCORDING TO
THE HIGHEST 10th PERCENTILE AND 100th PERCENTILE (FEATURE EXTRACTION BASED ON 5× 5 DCT BLOCKS)]
γ ζ Subbands feature Orientation feature
LIVE Subset 10% 100% 10% 100% 10% 100% 10% 100%
JPEG2000 0.9214 0.7329 0.9334 0.9131 0.9313 0.8745 0.9175 0.9269
JPEG 0.7790 0.7295 0.8070 0.0446 0.9493 0.4601 0.8258 0.7662
WN 0.9580 0.9233 0.9582 0.9360 0.9754 0.9608 0.9524 0.9499
GBLUR 0.9009 0.3298 0.9245 0.8614 0.8850 0.5808 0.9277 0.9228
FASTFADING 0.8266 0.6282 0.8312 0.8410 0.8602 0.7558 0.8639 0.8656
such as these to develop an NR-IQA index. We describe each
of the model-based features used and show how each correlates
with human judgments of quality in the following.
III. MODEL-BASED DCT DOMAIN NSS FEATURES
We propose a parametric model to model the extracted
local DCT coefficients. The parameters of the model are
then utilized to extract features for perceptual quality score
prediction. We extract a small number of model-based features
(only four), as described next. Additionally, toward the end of
this section we point out the challenge of blindly predicting
visual quality across multiple distortions types, and we explain
the importance of multiscale feature extraction.
A. Generalized Gaussian Model Shape Parameter
We deploy a generalized Gaussian model of the non-DC
DCT coefficients from nxn blocks. The DC coefficient does
not convey structural information about the block, including it
neither increases nor decreases performance. The generalized
Gaussian density in (1) is parameterized by mean µ, scale
parameter β, and shape parameter γ . The shape parameter γ
is a model-based feature that is computed over all blocks in
the image.
The shape parameter quality feature is pooled in two ways.
First, by computing the lowest 10th percentile average of
the local block shape scores (γ ) across the image. This
kind of “percentile pooling” has been observed to result in
improved correlations with subjective perception of quality
[23], [45]. Percentile pooling is motivated by the observation
that the “worst” distortions in an image heavily influence
subjective impressions. We choose 10% as a round number
to avoid the possibility of training. In addition, we compute
Fig. 6. DCT coefficients, three bands.
the 100th percentile average (ordinary sample mean) of the
local γ scores across the image. Using both 10% and 100%
pooling helps inform the predictor whether the distortions are
uniformly annoying over space or exhibit isolated perceptually
severe distortions.
We demonstrate the distortion prediction efficacy of the
shape feature γ on a large database of distorted images.
The LIVE IQA Database consists of five subset datasets,
each of which consists of images distorted by five types
of representative realistic distortions [JPEG2000 compression,
JPEG compression, white noise, Gaussian blur, and fast-
fading channel distortions (simulated by JPEG2000 distortion
followed by bit errors)]. In Table I we report Spearman rank
order correlation coefficient (SROCC) scores between the
LIVE DMOS scores, and 10% and 100% pooled features,
respectively. (The DCT blocks from which γ was estimated
were chosen to be of dimension 5× 5.)
Observe that the correlations are consistently higher when
the lowest 10th percentile pooling strategy is adopted. This
may be interpreted as further evidence that human sensitivity
to image distortions is not a linear function of the distortion.
For instance, humans tend to judge poor regions in an image
more harshly than good ones, and hence penalize images with
even a small number or area of poor regions more heavily
Figure 3.3: Block division used in the computation of the BLIINDS-2
subband-energy features
For each band the energy is defined as the variance of DCT band coeffi-
cients. Resulting in three band energy coefficients per patch namely Ei (i =
1,2,3), they are used to calculate the formula 3.1.
Rn =
|En − 1n−1
∑
j<n
Ej|
En +
1
n−1
∑
j<n
Ej
, n = 1, 2 (3.10)
Large values for R1 and R2 in formula 3.1 means that the current patch
has pronounced differences between the current band and the previous, that
are one band for R1 and two bands for R2. The final ESRM statistic param-
eter is computed as the mean value of R1 and R2.
The fourth statistical feature is based on the concept of human vision sen-
sitivity to directional changes in images. Generally speaking their presence is
stronger when the image is highly distorted. In order to capture information
related to orientation BLIINDS-2 u es the Orientation Model-Based Feature
(OMBF).
The OMBF feature is obtained through the patch division in three non-
overlapping regions. These regions follow the main-diagonal direction from
the top-left corner to the bottom-right corner. The DC coefficients is not
involved in the first region because of the same reason explained for the pre-
viously features.
In orde to compu e the orientational FCV coefficient, each re ion is fitted
with a generalized Gaussian distribution. Then, the shape parameter is ap-
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plied within the Formula 3.9.
The variance across FCV orientation coefficients for a patch is considered as
a features for the BLIINDS-2 model.
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Fig. 8. DCT coefficients collected along three orientations.
TABLE II
SROCC AND LCC CORRELATIONS OF EACH FEATURE AGAINST
SUBJECTIVE DMOS ON THE ENTIRE LIVE IQA DATABASE
SROCC LCC
Feature 10% 100% 10% 100%
Shape parameter γ 0.1167 0.1896 0.3830 0.4065
Coefficient of variation ζ 0.4173 0.1548 0.7285 0.6109
Energy subband ratio measure 0.3713 0.5495 0.3786 0.0629
Orientation feature 0.0236 0.012 0.1896 0.4065
D. Orientation Model-Based Feature
Image distortions often modify local orientation energy in
an unnatural manner. The HVS, which is highly sensitive to
local orientation energy [19] is likely to respond to these
changes. To capture directional information in the image that
may correlate with changes in human subjective impressions
of quality, we model the block DCT coefficients along three
orientations. We demonstrate how oriented DCT coefficients
are captured in Fig. 8 below. The three differently shaded areas
represent the DCT coefficients along three orientation bands.
A generalized Gaussian model is fitted to the coefficients
within each shaded region in the block, and ζ is obtained from
the model histogram fits for each orientation. The variance
of ζ is computed along each of the three orientations. The
variance of ζ across the three orientations from all the blocks
in the image is then pooled (highest 10th percentile and
100th percentile averages) to obtain two numbers per image.
We report how this pooled feature correlates with subjective
DMOS in Table I, again using 5× 5 blocks.
Table I shows the SROCC for each feature pooled in two
different ways against DMOS. Notice that the improvement
in the percentile pooling (10% versus 100%) in JPEG and
white noise is slighter than for the other distortion types. This
can be attributed to the way in which distortions manifest in
each of these subsets (JPEG2000, JPEG, white noise, Gaussian
blur, and fast fading channel distortions). Percentile pooling is
particularly helpful when the errors are localized in the image
(i.e., occur at specific locations in the image), as opposed to
occurring uniformly over the image. In JPEG, for instance,
blocking can manifest over most of an image, whereas other
distortions produce spatially sparser effects such as JPEG2000,
which produces ringing near edges due to wavelet-based
compression. Some distortions, such as the packet loss in the
“fast fading” category of the LIVE IQA database, produce
visible artifacts only at isolated spatial locations in the image.
We performed a leave-one-out cross-validation analysis of
each of the four features using the prediction model described
Fig. 9. Multiscale image generation.
in Section IV. Our results showed that the prediction accuracy
drops if any one of the four features is left out. This analysis
was done to ensure that the set of features is nonredundant.
E. Blind Quality Assessment Across Distortion Types
Table I shows that each of the features correlates highly with
human visual perception of quality when applied to some, but
not all, individual distortion types (JPEG2000, JPEG, white
noise, Gaussian blur, fast fading channel distortions). A major
challenge arises when one assumes no knowledge of the type
of distortion affecting an image. It then becomes necessary
to combine complementary features that collectively perform
well at predicting image quality blindly, over a wide range of
distortion types. In Table II, we demonstrate the complemen-
tarity of the features in terms of correlation with DMOS on the
entire LIVE IQA database of images (with all distortion types
mixed together). The low correlations between each individual
feature and subjective DMOS across all distortion types points
up the need to combine the complementary features in a
manner that reliably enables distortion-agnostic quality score
prediction. The manner in which we combine the features to
predict blind image quality scores is discussed in Section IV.
F. Multiscale Feature Extraction
It is well understood that images are naturally multiscale
[4], [20], and that the early visual system involves decompo-
sitions over scales [19]. Successful FR-IQA algorithms have
exploited this fact to create natural multiscale measurements
of image quality [2], [4]. Toward this end, we implement the
BLIINDS-II concept over multiple scales in a simple way.
Specifically, the NSS-based DCT features are extracted from
5× 5, overlapping blocks in the image. The feature extraction
is repeated after low-pass filtering the image and subsampling
it by a factor of 2 as shown in Fig. 9. Prior to downsampling,
the image is filtered by a rotationally symmetric discrete 3×
3 Gaussian filter kernel depicted in Fig. 10. At each scale, the
Figure 3.4: Block division used in the computation of the BLIINDS-2 orien-
tational features
The four statistical features involved in the BLIINDS-2 have been yet
described. Each of them is computed for an image patch, leading in total to
a large numbers of features.
With the aim at reducing this amount of data, the pooling technique has
been used. The features are clustered by type, then the 10th percentile and
the 100th percentile (sample mean) are computed. This approach permits to
obtain 8 features in total per image.
In the previous sections has been introduced the behavioural aspect of
distortions at different scales. This hypothesis has lead to the inclusion of
statistical features within the BRISQUE predictive model. In particular
these features have been computed with respect to a filtered and downsam-
pled version of the input image.
The same concept has been also deployed by the BLIINDS-2 algorithm which
involve an addition l image scale. In fact, the algorithm uses two filtered
and downsampled versions of the input image in order to co ute the ame
features at different scales. As a consequence, 24 features in total are com-
puted for the input image. The Table 3.4 lists all the features used by the
BLIINDS-2 algorithm.
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Feature ID Feature Description Computation Procedure
f1+8i-f2+8i The lowest 10th percentile
of the shape parameter, the
mean of the shape parame-
ter
Fit GGD to DCT patch
f3+8i-f4+8i The highest 10th percentile
of the coefficient of fre-
quency variation, the mean
of the coefficient of fre-
quency variation
Compute frequency varia-
tion coefficient from shape
parameter
f5+8i-f6+8i the highest 10th percentile
of the energy subband ratio
measure Rn, the mean of the
energy subband ratio mea-
sure
Compute mean value of R2
and R3 in formula 3.1
f7+8i-f8+8i The highest 10th percentile
of the variance of FVC
across the three orienta-
tions, the mean of the ori-
entation feature
Compute frequency vari-
ation coefficient variance
across all patch orientations
Table 3.4: List of features extracted by the BLIINDS-2 algorithm from the
input image (i.e. i=0) and its i-th (i=1,2) downsampled versions.
3.2.2 Quality prediction and Performances
With the aim at evaluating the BLIINDS-2 performances, a simple proba-
bilistic model inherited from the algorithm’s predecessor has been adopted.
Given a feature set X i = [x1, ...x24] extracted from a image and its subjective
DMOS, the model’s goal is to fit the distribution (X i, DMOS). This goal is
achieved through a multivariate GGD model. A training phase on a subset
of the LIVE IQA database is performed and the model parameters (mean
and covariance) are then yields as output of the fitting process upon the test
set empirical data.
The model aims not only to fit the sample data as well as possible, but to
achieve high correlations between predicted and subjective DMOS.
The algorithm quality assessment performances are evaluated in the same
manner described for the previous algorithm. Multiples training and testing
iterations are performed in order to obtain an unbiased median correlation
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coefficient. This is computed with respect to the correlation between predic-
tive scores and subjective judgements.
In Table 3.5 are shown the median Spearman correlation coefficients (SROCC)
across 1000 training (80%) and testing (20%) evaluations on the LIVE IQA
database. Besides, a comparison between the described probabilistic model
and its SVM counterpart is provided. It should be noted that the latter
outperforms the probabilistic model on the overall assessment but not for all
the distortion categories.
LIVE subset BLIINDS-2 (SVM) BLIINDS-2 (Probabilistic)
JPEG2000 0.9285 0.9506
JPEG 0.9422 0.9419
White Noise 0.9691 0.9783
GBlur 0.9231 0.9435
Fast Fading 0.8893 0.8622
ALL 0.9306 0.9202
Table 3.5: Median SROCC across 1000 train-test iterations of the BLIINDS-2
algorithm (SVM and Probabilistic models) on the LIVE IQA database
Temporal performances for BLIINDS-2 are listed in Table 3.3 of previous
section. The algorithm doesn’t show a reasonable run-time performance for
real-time applications. By the way a lot of time is wasted by DCT compu-
tation on image patches and the original implementation is not optimized.
There is then still room for improvement using efficient DCT implementa-
tions.
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Chapter 4
BRISQUE Weaknesses and Issues
Despite the properties of high execution speed and high correlation with hu-
man judgements, the BRISQUE algorithm is not free of defects. The goal of
this chapter is to point out limits and issues of this algorithm.
In order to achieve this goal, a new photographic dataset named “Portello
dataset” will be used. It was exclusively developed for the purposes of this
thesis and fully described in Appendix A.
This chapter is organized as follow. In the first section, a subset of images
contained in the “Portello dataset” will be evaluated by the BRISQUE al-
gorithm. In particular, each image will go through a process of multiple
downsampling which aims at discovering if any relationship exists among the
quality scores of an image and its downsampled versions.
In the second section, the quality score dependency on the image content
will be analyzed. The strength of the BRISQUE algorithm will be proved
on a subset of images taken with a single reference device. These images
are characterized by small variations introduced by the photographer with
respect to translation and rotation .
In the third section, a unique quality score behaviour emerged in the previous
sections will be pointed out. In particular, it shows the algorithm sensibility
with respect to filter techniques, which are deployed in many phases of the
digital image processing pipeline.
Finally, the last section will take advantage of the two proposed BRISQUE
implementations. They will be used to compare feature values on the same
input image. Indeed, as will be seen, a subset of features demonstrates
high variability with respect to the two implementations. This fact will be
exploited in chapter 5 with the aim of strengthening the overall quality eval-
uation performance.
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4.1 Quality Assessment of Downsampled Im-
ages
In order to gain information about the process of quality evaluation per-
formed by the BRISQUE algorithm, a series of experiments based on quality
scores of images contained in the second Portello subset (A.2) will be pre-
sented shortly.
It is important to point out that two implementations of the BRISQUE algo-
rithm have been proposed by the authors. These were developed in Matlab
and C++ [1]. However, in this section only the C++ version will be consid-
ered.
The first experiment aims at revealing how the BRISQUE algorithm eval-
uate the perceived quality at different image scales. If exists a relationship
between the quality scores of the original image and its downsampled ver-
sions, then a mobile application could take advantage of this. Obviously, the
downsampled versions are computationally less expensive with respect to the
original image.
With the aim at evaluation the perceived quality of an image at different
scales, the original BRISQUE implementation was integrated with an ad-
ditional feature. It permits to obtain the quality scores of multiple down-
sampled versions of the same image on-the-fly. The dowsampling process
is performed through the standard bicubic interpolation method provided
by the OpenCV [5] computer vision library. This interpolation method was
chosen because already involved in the original BRISQUE code for the com-
putation of the last eighteen BRISQUE features.
In order to obtain as much score evaluations as possible, the experiments
were performed on one-thousand downsampled versions of the input image.
A downsampling step of 0.001 was used. It means a 0.1% reduction withe
respect to width and height per iteration. However, this downsampling ap-
proach has involved odd image dimensions (width, height or both).
It was discovered that odd image sizes always alter the BRISQUE quality
evaluation process. An example is provided in Figure 4.1a which represent
one-thousand quality score evaluations of the Photograph A.1 a. It should be
appreciated how three different score trends are shown. The upper line plot
corresponds to images with both width and height odd. Instead, the middle
line plot is related to images with odd width or height, not both occurring
together.
Keeping in mind that decreasing values for the quality score means higher
perceived quality, it can be stated that the overall behaviour of odd image
sizes decrease the image quality. Those values were then discarded during
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the downsampling process, resulting in a smaller score set per image.
Behind this action is the consideration that commercial digital cameras have
photosensors developed with grid arrays with even number of rows and
columns. The Figure 4.1a was then modified with the proposed changes,
which can be appreciated in Figure 4.1b.
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(a) One-thousand downsampled versions
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(b) Downsampled versions with even width and height
Figure 4.1: Quality scores provided by BRISQUE with respect to filtered
and downsampled versions of the D7000-01 image.
According to the problems introduced before, the quality scores of images
contained in the second Portello subset were computed with respect to even
dimensions. They are shown in Figure 4.3.
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Despite the photographs were taken with different devices, the score trends
appear very similar. Indeed, they are characterized by a gap between the
quality scores of the original image and its first downsampled version. Sub-
sequently, the trends decrease before starting to increase again.
The decreasing score phase, which characterizes image dimension in the range
[1700,2500) suggests that spurious details or artifacts have been removed in
the downsampling process. However, this statement can be valid up to a
certain image dimension (approximately 1700). After that decreasing the
image dimension means information loss and worse perceived quality.
It should be note that the trend in Figure 4.3 a manifests a slightly different
behaviour with respect to the others. It decreases until width values around
1400 before starting to increase again. This can be justified by an aggressive
impact of the noise removal algorithm occurring in Photograph A.2 (b) on
which the score trend is computed.
The experiments performed so far had the goal to find some relationship
between quality scores at different scales which unfortunately not occurred.
However, an issue for the BRISQUE algorithm has been pointed out. Indeed,
each quality score trend derived from the second Portello subset contains a
marked gap betweem the score of the original image and its first downsample
version. It is obvious that the BRISQUE algorithm is sensitive to any ac-
tion performed in the downsampling process. This is an algorithm weakness
because the first downsampled image version is almost equal to the original
image. From a perceptual point of view, the quality of the two images is the
same.
Despite this negative but important characteristic, the algorithm seems to
evaluate images in the right way. Indeed, it should be natural that images
photographed with a high-quality devices are evaluated better then those
photographed with a low-quality devices. The higher hardware quality in
image sensors lead to a better perceived quality by a human observer.
This fact is confirmed by the BRISQUE algorithm with regard to the second
Portello subset. The score trends were compared and plotted in Figure 4.2.
It can be appreciated how the D7000-04 overcomes the other quality score
trends. This is natural because the photograph was taken with the high-
quality reference device. Moreover, from the chart it can be seen how the
gap is evident from the original images and their first downsapled versions.
The quality ranking results for the original images are listed in Table 4.1.
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XPERIA MINI PRO
MICROSOFT LUMIA 620
NEXUS 7
IPHONE 6
IPAD AIR
GALAXY NEXUS
D7000-04
Figure 4.2: Quality score comparison of filtered and downsampled versions
of images contained in the second Portello subset and D7000-04 image
device model minimum score [%]
D7000 5.7909
iPad Air 2 17.0552
iPhone 6 19.1796
Microsoft Lumia 620 22.1045
Nexus 7 2013 26.0624
Galaxy Nexus 29.9447
Xperia Mini Pro 30.3615
Table 4.1: Quality score ranking for images contained in the second Portello
subset and the D7000-04. Lower is the score value better is the perceived
quality.
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(b) iPad Air
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(c) iPhone 6
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(d) Nexus 7
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(e) Microsoft Lumia 620
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(f) Xperia Mini Pro
Figure 4.3: Quality scores with respect to filtered and downsampled versions
of images in the second Portello subset.
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4.2 Content Dependency
The previous section is started with the quality score trend analysis of im-
ages at different scales. Despite this process has permitted to discover a
BRISQUE weakness, it should be further employed in order to analyze how
the score changes with respect to variations in the image content.
Measuring the BRISQUE score strength to slightly variation in image con-
tent is the goal of this section. In order to achieve it, the first Portello subset
will be involved in the score trend analysis. According to the first section
of this chapter, this subset contains photographs taken with the reference
device (Nikon D7000) which differ from each other for small (sometimes im-
perceptible) variations.
However, these variations were deliberately introduced by the end-user with
the aim at evaluating the quality score in presence of translational and ro-
tational changes. Thinking about the human behaviours, this is a typical
situation that can arise when multiple users photographing a scene with
their devices.
In Figure 4.4 the overlapping results of quality evaluations on the entire first
Portello subset are shown in order to provide an handle for the considera-
tions which will be described shortly. The figure x-axis is characterized by a
restricted width range because the necessity to provide the focus on the first
score values.
The images A.1 (b and c) which are affected by vertical variations shown dif-
ferent quality score trends. In particular, meanwhile the quality score trend
for the figure A.1 (c) is near to that of the group-reference image, the same
cannot be said for the trend related to the figure A.1 (b).
The latter case (plotted using the orange line) highly differs from the ref-
erence image trend (dark blue line). Probably this behaviour is due to the
presence of more sky and less monument reflections in the river with respect
to the other images. These variation lead to fewer details in the image scene.
As a consequence, the overall quality trend is the higher which means worse
perceived quality.
The same behaviour occurs for the images affected by vertical changes which
are related to the photographs A.1 (d and e). The score trend for the pho-
tograph A.1(d) plotted with a purple line is near the reference image trend.
Instead, the photograph A.1(e) is represented by the lowest trend, in other
words higher perceived quality. This fact can be justified by the gray right-
most building which not occurs in the image A.1 d and is almost impercep-
tible in the reference image. The building absence leaves more space for the
sky content which is a component with few details.
Differences in score trends of rotationally-changed photographs can be also
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appreciated by the figure. However, they are less evident with respect to the
cases previously described.
In conclusion, the score trends confirm the BRISQUE sensitivity to slight
content variations in photographs taken with the same device. It can be
state that the perceptual quality evaluation performed by the algorithm is
not independent from translational and rotational variations. Moreover, this
aspect holds for the original images which leave out any alterations due to
the downsampling process.
Finally, this is a weighty issue in the case of evaluating images photographed
by different users with respect to the same scene (i.e. a monument). For
example if two users share the same device and they take the photograph
side by side then it could be difficult to choose which photos is better in
terms of quality because the score dependence from the image content.
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Figure 4.4: Quality scores computed on images of the first Portello subset.
Cross points represent quality scores of undownsampled images.
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4.3 Sensitivity With Respect to Filter Tech-
niques
Another important aspect that deserves to be studied has been pointed out
during the previous downsampling processes. Indeed, all the perceived qual-
ity trends presented before are characterized by a gap between the score of
the original image and the score of its first downsampled version.
The reasons of this behavior can be explained by the bicubic interpolation
(over 4x4 neighboring pixels) which was introduced twice in the BRISQUE
algorithm. It is present in the original algorithm and in the additional down-
sampling procedure introduced for this thesis.
This interpolation technique is characterized by a low-pass filtering process as
many other downsampling methods. If this is responsible of the score degra-
dation then the previously described gap behaviours could be motivated and
the BRISQUE weakness to filter technique raised.
In order to prove this statement, quality score of many interpolation methods
were compared with respect to the OpenCv bicubic interpolation.
The widely used Photoshop editing program was involved in the comparison
process. It provides a rich set of downsampling methods which include also
the same bicubic interpolation. All that methods have been applied to the
image in Figure A.3 a which was scaled to specific dimensions. Outcomes of
this experiment are listed in Table 4.2 and plotted in Figure 4.5.
The score trends manifest a similar behaviour for four out of five down-
sampled methods. These are Bicubic Sharper, Bilinear and the Photoshop
and BRISQUE Bicubic Interpolation. Small differences between the last two
methods underline the BRISQUE sensitivity to different implementations of
the same downsampling procedure.
However the special case comes from the Photoshop Nearest Neighbor, which
shows a very different behaviour respect to the others. The first downsam-
pled version has a quality score value similar to that of the original images.
Instead, in the other cases a marked score loss occurs.
As explained in some experiments before, score losses for the first downsam-
pled versions is not justified by differences in the perceptive quality. Indeed
a human observer could assess the original image and the first downsampled
version in the same manner.
The only reason which justify the Nearest Neighbor score trend is the ab-
sence of any filtering technique. Indeed, if compared with the other methods
this is the only which does not include a filter.
Finally, the previous experiments have demonstrated the BRISQUE weak-
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nesses with respect to filter techniques. This fact is very relevant because fil-
ters are involved in many steps of the digital image processing pipeline. More-
over, considering that a filtering technique is performed by the BRISQUE
algorithm in the downsampled image generation, it is reasonable to think
that each final quality score is internally modified by this presence.
Width Height BRISQUE
Bicubic
Photoshop
Bicubic
Photoshop
Bilinear
Photoshop
Bicubic
Sharper
Photoshop
Nearest
Neighbor
4908 3250 4,94596 4,82997 9,03155 7,03995 -8,31694
4602 3048 3,25529 5,08893 7,36883 7,49256 -3,46657
3986 2640 2,98456 6,13542 6,0302 6,99707 6,06778
2808 1860 13,8697 8,70872 11,1723 8,50228 17,045
2084 1380 23,3335 12,6964 15,4659 11,8333 21,9118
Table 4.2: Quality scores computed on the D7000-09 image with respect to
five dimension and downsampling techniques. The original quality score was
-8,77023 (image dimension of 4928x3264).
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Figure 4.5: Quality scores computed on five downsampled versions of the
D7000-09 image. Different downsampling techniques were applied before
score evaluation.
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4.4 Feature Analysis
This section aims at evaluating the robustness of the BRISQUE features.
Some doubts were pointed out in the previous sections, when different down-
sampling methods were deployed before the process of quality evaluation.
The first experiment has the purpose of comparing features extracted from
the image in Figure A.3 (b). In particular, using the Matlab and C++ algo-
rithm versions, two clusters of features were computed. The values are shown
in Figures 4.6 (a) and 4.6 (b), which represent features before and after the
rescaling process, respectively. As described in Chapter 3, the rescaling pro-
cess deploys a low pass filter followed by a downsampling phase of the input
image (by a factor of 2).
In the first figure, it should be noted how differences are mainly concentrated
in the range of features from 19 to 36, which represent the second half of the
BRISQUE feature set. It is important to remember that the two BRISQUE
implementations represent the same algorithm. No implementation error has
been discovered, thus, the feature disparities can be due to inner implemen-
tations related to inner function of Matlab or C++.
The previously cited inequalities are further emphasized by the rescaling pro-
cess, as can be seen in second figure. This is obviously due to the BRISQUE
allrange file. It is used in the rescaling process and contains the upper and
lower limits of each feature computed on the undistorted LIVE database im-
ages. Probably, each image has different features with respect to the two
implementations.
This first experiment represents a starting point in the BRISQUE feature-
strength analysis. Indeed, the previously cited feature differences can be con-
sidered as weaknesses of the BRISQUE algorithm. With the aim at validating
this process, in the following subsection the comparison will be extended and
analyzed to the entire LIVE IQA database [12].
4.4.1 Sensitive features in different models
Feature analysis started with value comparisons on two feature sets. How-
ever, that experiment included features from a single input image. In order
to obtain an unbiased result, the process has been replicated for the entire
LIVE database. Some code has been developed for the Matlab implementa-
tion in order to provide the training model procedure. Indeed, this procedure
has been provided by the authors only for the C++ BRISQUE version. Ba-
sically, it allows to compute features for all the images contained in the LIVE
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database.
Given two feature sets computed on the LIVE database with the two BRISQUE
implementations, their similarity has been studied using the following method.
Feature sets are grouped in matrices 4.1 and 4.2. In these matrices lines rep-
resent images (779 in total) and columns represent feature values (36 in total)
for a given image.
Matlabimage,feature =

Mat1,1 Mat1,2 · · · Mat1,36
Mat2,1 Mat2,2 · · · Mat2,36
...
... . . .
...
Mat779,1 Mat779,2 · · · Mat779,36
 (4.1)
Cppimage,feature =

Cpp1,1 Cpp1,2 · · · Cpp1,36
Cpp2,1 Cpp2,2 · · · Cpp2,36
...
... . . .
...
Cpp779,1 Cpp779,2 · · · Cpp779,36
 (4.2)
Then matrix 4.3 was computed with the purpose of discovering any fea-
ture differences, through an empirical-based approach. In fact, if the matrix
values are equal to zero then features are implementation-independent. On
the other side, if values are different from zero then even small implementa-
tion details affect the features.
Diffimage,feature =

Cpp1,1−Matlab1,1
Matlab1,1
· · · Cpp1,36−Matlab1,36
Matlab1,36
... . . .
...
Cpp779,1−Matlab779,1
Matlab779,1
· · · Cpp779,36−Matlab779,36
Matlab779,36
 (4.3)
To better understand the matrix 4.3, a splitting process was performed. It
has lead to the matrix division into positive and negative values, respectively
contained in two matrices of the same dimension. Reasons for this actions is
that the matrix 4.3 has been observed to contain high but infrequent positive
and negative values. Comparing these values all together results in a loss of
details and the major differences cannot be appreciated.
The values contained in these two matrices are shown in Figures 4.7 (a) and
4.7 (b) for positive and negative values, respectively.
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For the sake of clarity, these figures contain the feature values extracted by
the BRISQUE algorithm with respect to the distorted images of the LIVE
IQA database. The features of a image are positives or negatives and their
signs can be further changed by the filling process employed in the matrix
4.3. As a consequence, the features related to an image could be contained
in the positive and negative matrices.
Despite that, these figures point out a common characteristic related to the
feature values. That is, the high-value features are mostly concentrated in
the second half of the x-axis, i.e. for feature numbers in the range from 21
to 36. As can be seen this statement is not absolutely true for all features
in this range. However, the comparison with respect to the first half of the
x-axis in both figures highlights this general aspect.
In order to quantify which feature cluster demonstrates high variability, a
threshold study regarding positive and negative values was performed. It has
been shown that eight out of eighteen features related to the second image
scale group, differ at least 20 times in the two implementations. Moreover,
three features (23,26,28) differ at least 500 times in the two implementations.
The results of this study are shown in Table 4.3.
Keeping in mind the considerations described in the previous section, it can
be stated that the BRISQUE algorithm sensitivity to filter techniques affects
mostly a subset of the second half feature group. This result will be applied
in the next section in order to develop a new ensemble of predictive features.
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Figure 4.6: Comparison of feature values computed on the D7000-09 image
with respect to the two BRISQUE implementations. Features values are
extracted before (a) and after (b) the rescaling process.
44 CHAPTER 4. BRISQUE WEAKNESSES AND ISSUES
(a) Positive matrix values
(b) Negative matrix values
Figure 4.7: Values contained in the matrix 4.3 after the splitting process into
positive (a) and negative (b) values.
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Feature # > 20 > 50 > 100 > 200 > 300 > 400 > 500
5 2 0 0 0 0 0 0
9 2 0 0 0 0 0 0
12 3 0 0 0 0 0 0
13 2 2 0 0 0 0 0
16 1 0 0 0 0 0 0
17 3 0 0 0 0 0 0
22 24 11 4 1 0 0 0
23 3 3 2 1 1 1 1
26 38 13 5 4 3 3 1
27 3 3 1 1 1 1 1
30 13 7 5 3 0 0 0
31 3 3 1 1 0 0 0
34 11 4 1 1 1 0 0
35 3 2 1 1 0 0 0
Table 4.3: Threshold analysis of feature values contained in the Matrix 4.3.
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Chapter 5
BRISQUE Quality assessment
improvements
The goal of this chapter is to improve the performances of BRISQUE in
terms of correlation with human judgements. In order to achieve this goal,
many subsets of features will be removed from the BRISQUE feature set and
their effectiveness proved through multiple train-test iterations on the LIVE
IQA database. In particular, the feature selection process will start with
the removal of entire groups of features. Afterwards, the most promising
subsets will be further reduced, achieving groups composed by two features.
These experiments will terminate with the removal of the last-eighteen fea-
tures from the BRISQUE algorithm, which are computed on the filtered and
downsampled version of the input image.
Following an ensemble-based approach, a new set of frequency-based features
will be included in the reduced BRISQUE model. These will be selected from
the BLIINDS-2 algorithm as a result of performance evaluations.
The effectiveness of the proposed model will be proved with a comparison to
the original BRISQUE feature set.
Finally, to further increase the overall quality evaluation performance for
mobile devices, features based on the JPEG compression process will be an-
alyzed.
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5.1 Feature Selection
According to the BRISQUE paper [3], the performance of an IQA algorithm
can be measured using the SROCC correlation coefficient computed on the
quality scores and the human judgements.
A high-value correlation coefficient depends naturally by the choice of pre-
dictive features. The BRISQUE algorithm exhibits a high median SROCC
coefficient (0.9395) on the LIVE database and its features are to be consid-
ered effective.
Despite this fact, from the previous chapter sensitive features with respect to
implementation details have been discovered. In order to understand their
real impact on the final BRISQUE performance, the SROCC coefficient was
computed without them.
Many experiments of SROCC evaluation were performed without some fea-
tures from the original BRISQUE feature set (Table 3.1). Each experi-
ment has required the training and testing phases on the entire LIVE IQA
database. Quality scores predicted by algorithm were then compared with
the subjective judgements (DMOS).
The first experiment was performed discarding the range of features from 19
to 36, thus, only those in the range from 1 to 18 were used for training and
testing. In the remainder of this thesis, the predictive model computed on
the first-eighteen BRISQUE features will be called “BRISQUE18”.
Results of the first experiment are shown in Table 5.1. In the first column,
it should be noted that the SROCC is different from that presented by the
authors (0.9395). This fact is due to the median SROCC across 60 train-test
iterations on the LIVE IQA database. The original BRISQUE correlation
represents the median SROCC across 1000 train-test iterations on the LIVE
IQA database. Despite that, the SROCC presented in the first column of
Table 5.1 will be considered as reference for future comparisons.
In the previous table, the most important result comes from the SROCC of
BRISQUE18 (0.9327). Despite this value is reasonably lower with respect to
the BRISQUE full feature set, their difference is not particularly high. This
behaviour needs to be further investigated in order to understand how the
BRISQUE features obtained from the filtered and downsampled image ver-
sion, i.e. in the range from 19 to 36, affect the perceptual quality assessment.
The second set of experiments was performed with the removal of groups
of features shared between the original image and its downsampled version.
Results are presented in Table 5.2. The first column shows the lower SROCC
in the table. This is due to the high number of features removed (7 per scale,
probably some of them highly predictive). Except for the last two columns,
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BRISQUE BRISQUE18
SROCC 0.9522 0.9327
Table 5.1: Median SROCC across 60 train-test iterations on the LIVE IQA
database with respect to the original BRISQUE feature set and BRISQUE18.
the other correlation values are very close to the reference SROCC. These
results confirm the presence of weak features in the BRISQUE feature set.
Feature set
removed
[11-18,
29-36]
[3-6,
21-24]
[7-10,
25-28]
[13-16,
29-32]
[17-20,
33-36]
SROCC 0.8934 0.9508 0.9483 0.9450 0.9395
Table 5.2: Median SROCC across 60 train-test iterations on the LIVE IQA
database. The feature subsets [11-18,29-36], [7-10,25-28], [13-16,29-32] and
[17-20,33-36] were removed from the BRISQUE feature set before training
and testing.
In order to discover if some subsets from the previous table contain other
weak features, a further reduction was performed. Sets composed by two
features were used for the median SROCC analysis, the results are shown
in Table 5.3. It should be noted how, surprisingly, all the SROCC values
are greater than 0.95 and very close to the reference coefficient. This can be
considered as another proof of the presence of weak features.
Feature set removed [3,21] [4,22] [5,23] [6,24] [9,27] [10,28]
SROCC 0.9514 0.9501 0.9515 0.9505 0.9510 0.9509
Table 5.3: Median SROCC across 60 train-test iterations on the LIVE IQA
database. The feature subsets [3,21], [4,22], [5,23], [6,24], [9,27] and [10,28]
were removed from the BRISQUE feature set before training and testing.
All the previous experiments have been characterized by the use of some
features from the second image scale. Keeping in mind the study performed
in the previous chapter, it is reasonable to think that SROCC values obtained
so far are highly affected by some of those features.
In order to understand to what extent the single features from the [19-36]
group are related with the final SROCC, training and testing phases were
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perfomed without some of them. The results are presented in Tables 5.4 and
5.5.
The SROCC values are further increased with respect to the previous exper-
iment and two of them the are very close to the reference value (features 23
and 27). These results suggest that features extracted from the filtered and
downsampled version of the input image do not provide any robust contribu-
tion to the predictive power of the BRISQUE model. This fact will be used
later in order to substitute part of the original feature set.
Feature removed 23 24 26 27
SROCC 0.9521 0.9516 0.9501 0.9521
Table 5.4: Median SROCC across 60 train-test iterations on the LIVE IQA
database. The features 23, 24, 26, 27 were removed from the BRISQUE
original set before training and testing.
Feature removed 29 31 32 35 36
SROCC 0.9516 0.9520 0.9518 0.9517 0.9517
Table 5.5: Median SROCC across 60 train-test iterations on the LIVE
IQA database. The features 29, 31, 32, 35 and 36 were removed from the
BRISQUE model before each training and testing.
5.2 BRISQUE and BLIINDS-2
In the previous chapter (section 4.4), the BRISQUE features in the range
from 19 to 36 were proved to be sensitive to filter techniques. Moreover, the
experiments performed in the previous section have demonstrated that the
removal of some features from the set [19-36] does not entail a severe drop
in the SROCC.
Based on these principles, the features computed on the filtered and down-
sampled version of the input image were eliminated from the model. In this
section, a new feature set will be proposed with the aim of replacing this
weak group and improving the overall performance.
An ensemble-based approach has been adopted in order to find this new set
of highly-predictive features. According to the BRISQUE model, the features
seen so far are exclusively obtained from spatial-domain statistics. However,
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the possibility to enhance the algorithm using features computed in other
domains is clear.
Other no-reference algorithms such as [18], [38] and BLIINDS-2 have ob-
tained excellent performances with features developed in the frequency do-
main. In particular, the latter was chosen as candidate algorithm for the
substitution of the last-eighteen BRISQUE features.
This choice comes from the BLIINDS-2 model simplicity and from its tem-
poral performances rather than its frequency-based features. A temporal
comparison beetween BRISQUE and BLIINDS-2 is shown in Table 3.3. De-
spite the fact that BLIINDS-2 is slower, there is still room for improvements.
They will be described in the next chapter.
In this section the BLIINDS-2 Matlab implementation [24] will be used
because of the absence of any C++ version.
Unfortunately, during the process of code analysis some errors were discov-
ered with respect to what stated in the paper.
The first error is located in the file dct_freq_bands.m, where the r2 coeffi-
cient is computed. In fact the formula 3.10, regarding the energy band coeffi-
cient number 1, is wrongly applied. The denominator should be (var_band2
+ var_band1 + eps) instead of (var_band3 + var_band1 + eps).
The second error is located in the file bliinds2_feature_extraction.m. In-
deed, before any computational process the red channel is extracted from the
input image. It is not clear the reason why the algorithm works on this chan-
nel. It should be more reasonable to execute the algorithm on the grayscale
image version. In order to be coherent with the BRISQUE implementation,
the grayscale version will be used in future comparisons.
5.2.1 Multiple feature sets
The first step towards the inclusion of the BLIINDS-2 algorithm was the in-
sertion (before the training procedure) of its frequency-based features. Thus,
the new feature set is composed by the first-eighteen BRISQUE features and
the features from the BLIINDS-2 algorithm which were merged all together
in a single vector.
As described in Section 3.2, the BLIINDS-2 algorithm computes eight
features per image, with a maximum of twenty-four features. In particular,
the last sixteen are extracted from two filtered and downsampled versions of
the input image. However, as stated in [23], not all the 24 features of the
BLIINDS-2 algorithm contribute equally to the perceived quality evaluation.
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As a consequence, in order to evaluate the proposed feature model and un-
derstand to which subset of BLIINDS-2 features is more predictive, many
experiments were performed. Similarly to the previous section, they are rep-
resented by train-test iterations on the LIVE IQA database which yield as
output the SROCC values.
The goal of the first experiment is to evaluate the new model effectiveness
with respect to the BLIINDS-2 features at different image scales. Outcomes
of this experiment are shown in Table 5.6.
The results show a better quality evaluation performance with respect to the
BLIINDS-S algorithm (0.9232). Furthermore, the SROCCs in the last two
columns overcome that of the BRISQUE reference (0.9522).
Since the results are computed as median SROCC across multiple train-test
evaluations on the LIVE database, they are to be considered reliable. More-
over, it should be also noted how the introduction of features from different
image scales leads to a score performance increase. The small gap between
the SROCC values of the second and third scales is justified by the results
stated in [23] with regard to the third scale introduction.
In the BLIINDS-2 algorithm, no analysis has been performed by the authors
with regard to inter-scale feature relationships. However, the small gap in
the SROCC between the second and third scales could be due to overlapping
features.
It is not clear why the authors selected exactly three different scales for the
BLIINDS-2 model. Despite that fact, features computed on the third scale
could be as effective as those computed on the second scale. Keeping in
mind the thesis goal, a low-resources mobile device could computationally
take advantage of this aspect.
With the aim of proving the above cited hypothesis, some experiments were
performed taking into consideration features from the first and third image
scales rather than some of their subsets.
Outcomes of these experiments are presented in Table 5.7. They are divided
in four columns, each one regarding different feature sets. In the first column
the SROCC is obtained involving all the features related to the first and
third scales which are shape (γ), frequency variation (ζ), sub-band energy
(Rn) and the variance of frequency variation across orientation features (ζor).
It should be appreciated how the median SROCC value seems to sustain the
hypothesis of overlapping features. In fact, the correlation value in the first
column is even greater if compared with the three scores presented in Table
5.6.
In conclusion, the predictive power of the model containing the first-eighteen
BRISQUE features along with the features from the first and third BLIINDS-
2 scales overcomes that containing also the second scale.
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The second experiment aims at discovering the importance of the previ-
ously introduced γ parameter. In the BLIINDS-2 Matlab implementation,
the shape feature extraction is performed through a very computationally
expensive task. If good performances in terms of SROCC can be obtained
without this feature then the algorithm could be strongly speeded up. Again,
this aspect is crucial in order to deploy the model in a low-resources mobile
device.
The SROCC value in the second column of Table 5.7 seems to confirm the
possibility of removing the shape parameter. Surprisingly, this result slightly
overcomes the median SROCC of the model including the shape feature.
Finally, the last two columns are related to experiments which have further
removed features from the first and third scales. However, the prediction
power of the model seems to be slightly more sensitive to the removal of
these features.
Features added
to BRISQUE18
BLIINDS-2
One scale
BLIINDS-2
Two scales
BLIINDS-2
Three scales
SROCC 0.9477 0.9536 0.9552
Table 5.6: Median SROCC across 60 train-test iterations on the LIVE IQA
database of BRISQUE18 and the BLIINDS-2 features computed on three
different scales.
Features added
to BRISQUE18
BLIINDS-2 1th and 3rd scales
γ,ζ,Rn,ζor ζ,Rn,ζor ζ,Rn Rn,ζor
SROCC 0.9554 0.9558 0.9513 0.9529
Table 5.7: Median SROCC across 60 train-test iterations on the LIVE IQA
database of BRISQUE18 and some BLIINDS-2 features computed on the
first and third scales.
Another bottleneck in the BLIINDS-2 execution time is due to the di-
mension of DCT blocks. These have dimension of 5x5, with one pixel of
overlapping border between adjacent blocks. In our hypothesis, if the block
dimension increases then the algorithm could be speeded up.
In order to analyze the algorithm performance with respect to the block di-
mensionality parameter, other two SROCC experiments were performed. In
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particular these take advantage of DCT block dimensions multiple of that
involved in the JPEG algorithm which is typically 8x8.
Results are shown in Table 5.8. These SROCC values suggest that small
increases with respect to the block dimension do not entail a severe drop in
terms of performance.
Finally, in Figure 5.1 the best models discovered in this thesis are compared
to the original BRISQUE algorithm. The comparison on each iteration is
possible because a seeded pseudo-random image division was applied. That
is, using the Matlab environment the image training set (and consequently
the testing set) was created with a random permutation preceded by a ran-
dom generator seeding. The used seed is the number of the current iteration,
e.g., if the current iteration is the number five then the generation procedure
was preceded by rng(5). It should be noted how, in almost each iteration,
the proposed models overcome the BRISQUE algorithm. The only iterations
where it does not occur are characterized by bars ending with black color.
Features added
to BRISQUE18
BLIINDS-2 1th and 3rd scales, no shape (γ)
8x8 block size 16x16 block size
SROCC 0.9504 0.9493
Table 5.8: Median SROCC across 60 train-test iterations on the LIVE IQA
database of BRISQUE18 and the BLIINDS-2 features computed on different
DCT block sizes.
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Figure 5.1: SROCC values of BRISQUE (black charts) VS the two proposed
best models (green charts) across 60 train-test iterations on the LIVE IQA
database.
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5.3 Features for Quantized DCT Coefficients
The images acquired with mobile devices follow a common pipeline. Indeed,
they are acquired, processed and finally stored. Before the latter procedure,
in the processing step, each image is typically compressed in order to save
space.
The most popular algorithm employed for digital image compression is com-
monly refereed to as JPEG. It is employed in many other applications outside
the domain of mobile devices such as transmission between web applications.
Despite it is commonly used for lossy compression, it also provides a lossless
version.
In its lossy version, the JPEG algorithm involves a quantization step, the
feature here introduced are developed upon the results of this process.
A short description of the JPEG algorithm will be provided in the first subsec-
tion. Then in the second subsection features related to quantized coefficients
will be involved to improve the SROCC performance achieved so far.
5.3.1 The JPEG compression algorithm
Despite the JPEG algorithm can be employed with small changes, its process
pipeline is well defined. The encoding procedure can be summarized with
the following steps:
• The input image is converted from the RGB space to the YCBCR, con-
sisting of one luma component (Y), representing brightness, and two
chroma components, (CB and CR), representing color. This color space
allows for greater compression without losing in perceptual quality. In
particular, the compression effectiveness is due to the brightness chan-
nel which is considered more relevant in the human quality assessment.
• Given the YCBCR image representation, a downsampling process is per-
formed. This takes advantage of the observations made in the previous
step, which highlights the Y channel key role. Indeed, the downsam-
pling process typically acts on the chrominance channels (CB and CR)
without modifying the brightness channel. The ratios at which the
downsampling process is typically employed are 4:2:2 (reduction by a
factor of 2 in the horizontal direction), or 4:2:0 (reduction by a factor
of 2 in both the horizontal and vertical directions).
• The block splitting process take place on the input image. It is com-
monly performed with respect to block dimension of 8x8, however other
dimensions such as 16x16 can be employed. If image dimension is not
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a multiple of the block size, the blocks computed at the image borders
are typically filled with dummy data.
• The block channels, in a typical 8-bit per channel representation, con-
tain non-negative values in the range from 0 to 255. They are converted
to a zero-centered representation, in the range from [-128,127], in order
to reduce the dynamic range required by the following process. This
convert each channel to the frequency domain, using the Discrete Co-
sine Transform (DCT). The converted blocks contain in the top-left
corner the direct component (DC), which defines the basic hue for the
entire block. The remaining components are called Alternating Compo-
nents (AC). The AC components from the top-left to the bottom-right
corner represent increasing frequencies.
• A quantization process is performed in order to reduce the high fre-
quency components occurring in the image blocks. Each block com-
ponent is quantized through a division by a constant value, and then
rounding to the nearest integer. If the DCT involved in the previous
step is made with high precision, then the quantization is the only lossy
process in the JPEG algorithm.
• The entropy coding step is then performed. It leads to a lossless image
compression employing the run-length encoding (RLE), often refereed
as the "zig-zag" block division. This permits to group similar frequen-
cies components among different blocks. At the end of this process the
input image is JPEG encoded.
The decoding step follows the above steps in reverse. Both encoding and
decoding JPEG processes are presented in Figure 5.2.
5.3.2 Feature selection
Another experiment performed in order to increase the overall SROCC was
the introduction of features related to the JPEG format. These are yields
as output of a statistical model of quantized DCT coefficients, which is em-
ployed for discovering hidden information in images produced by a typical
digital camera [30]. These kind of methods are grouped in the Steganalysis
research area.
In our opinion these features could be representative for quality evaluation
of images acquired with mobile devices. They should carry out information
about the delivered quality of digital camera sensors.
The algorithm employing the cited statistical model takes advantage of a
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Figure 5.2: Encoding and decoding processes performed by the JPEG algo-
rithm.
block splitting process, which is similar to that involved in the JPEG algo-
rithm. Similar frequency coefficients are grouped among image blocks and
then fitted by the proposed model. The grouping procedure does not involve
the DC coefficient because it does not provide any structural information.
Two features are yields as output of the fitting process. They are defined
as ν and η and are obtained for each frequency group, resulting in a final
matrix with 63 rows and 2 columns.
The proposed statistical model is provided with a Matlab implementation
[30]. In order to fit the quantized coefficients, the source code takes as input
a single-channel JPEG image which contains the unquantized components
and the quantization tables. They are extracted using the LIBJPEG [14]
software library, and provided to the statistical model.
However, the images contained in the LIVE database are bitmaps and the
LIBJPEG does not provide any useful functionality to extract quantization
coefficient from such a kind of format. The proposed implementation was
then modified. Given a bitmap image, the algorithm computes the quantiza-
tion coefficients directly. The hypothesis here made is the lossless represen-
tation of the LIVE database images. The quantization table is then a matrix
of ones and the process of extracting unquantized components follows that
described in the previous section.
Using an empirical-based approach, it was noted that the 63th coefficient
histograms demonstrate high variability with respect to a pristine image and
its distorted versions. This behaviour should be relevant for quality predic-
tion. Only the ν and η parameters related to the 63th coefficient were then
added to the models proposed in the previous chapter.
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In order to prove the quality evaluation performances of this last model, 60
train-test iterations on the LIVE database were performed and listed in Table
5.9.
Features added
to BRISQUE18
BLIINDS-2 first and third scales
γ,ζ,Rn,ζor γ,ζ,Rn,ζor,ν63,η63
SROCC 0.9554 0.7648
Table 5.9: SROCC value of a single train-test iteration on the LIVE IQA
database. Model trained on BRISQUE18, BLIINDS-2 (features from 1th
and 3rd scales) and the parameters resulting from the model fitting of the
63th quantized coefficient.
Unfortunately, the SROCC of the proposed model is much lower than
that in the first column. Reasons of such a low correlation between predicted
scores and human judgements are related to the white noise distortion. In-
deed, this class of images presents high density of high-frequency components.
The parameters ν and η are excessively high for these images if compared
with other kind of distortion classes. This affect the training of the model
during the rescaling process, which scales each feature in the range from -1
to 1.
Basically, the features ν and η are always equal to -1 for images not distorted
with white noise. This behaviour generates the model ineffectiveness.
60CHAPTER 5. BRISQUE QUALITY ASSESSMENT IMPROVEMENTS
Chapter 6
Performance improvements
An important characteristic of the BRISQUE algorithm is the short execu-
tion time. Indeed, if compared with other referenceless IQA algorithms, it
manifests the best time performances. This property makes the algorithm a
good candidate to be deployed in a mobile device.
The goal of this chapter is to measure the BRISQUE execution time on a
mobile device.
A smartphone application will be developed in order to provide a framework
to BRISQUE algorithm. Moreover, the time enhancements
achieved for the mobile device will be always compared to those of a com-
puter.
6.1 BRISQUE Performance Analysis
The time analysis will be performed with regard to a computer and a smart-
phone. In particular, the computer involved is a MacBook Pro late 2011,
with a 2,4 GHz Intel Core i5 processor and 4 GB DDR3 1333 MHz of Ram.
Instead, the mobile device is a Google Nexus 5 equipped with the Android
operative system, with a 2.3 GHz Quad Core Qualcomm MSM8974 Snap-
dragon 800 processor and 2 GB of Ram.
In order to perform temporal comparisons between the previously described
devices, a unique photograph was involved. This was captured using the
same Google Nexus 5 smartphone and it is shown in Figure 6.1.
6.1.1 Computer performances
With the aim at obtaining the computer temporal performances, the C++
BRISQUE version [1] was used. The advantages of this choice are twofold.
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Figure 6.1: Image of dimension 3286x2432 used in the process of time im-
provement. It was taken with a Google Nexus 5 in normal conditions.
The first is the use of a non-interpreted programming language such as C++,
which to some extent is generally faster with respect to the BRISQUE Mat-
lab version. The second, is the possibility to deploy the C++ program in the
future Android application through the native code interface provided by the
mobile operative system.
The time analysis follows the study proposed in [3], where the algorithm ex-
ecution time has been divided into three sections. For simplicity this study
is proposed in Figure 6.1.
The first step performed in this section is the checking process of the compli-
ance with the informal complexity 6.1. That is, given as input the image in
Figure 6.1, the total time required by the quality evaluation was computed
along with the “MSCN”, “GGD” and “Pairwise Products and AGGD” steps.
Outcomes of this experiment are shown in table 6.2.
As it can be seen from the table, about 70% of the execution time is due to
the “Pariwise Products and AGGD” step. It is a considerably different result
in comparison with the BRISQUE original informal complexity analysis. The
reason of this percentage imbalances could be due to the image’s dimension,
i.e., the input image has a dimension of 3286x2432 which substantially dif-
ferent from the LIVE database images (typically 768x512).
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The first time evaluation has provided some insights on which the improve-
ments should be performed. Moreover, the total execution time of 2.23s is
encouraging for the future plan of algorithm deployment in a realtime mobile
application.
step percentage of time [%]
MSCN 50.9
GGD 8.6
Pairwise Products and AGGD 40.6
Table 6.1: Original informal complexity analysis of the BRISQUE algorithm.
Percentages for the three steps are computed with respect to the overall
execution time upon a single input image (once the model trained)
step percentage of time [%] time [s]
MSCN 20.0 0.45
GGD 8.2 0.18
Pairwise Products and AGGD 71.8 1.60
total time 2.23
Table 6.2: Informal complexity analysis and execution time of the BRISQUE
algorithm on a MacBook Pro late 2011, with a 2,4 GHz Intel Core i5 processor
and 4 GB DDR3 1333 MHz of Ram. Input image in Figure 6.1.
6.1.2 Mobile device performances
As described before in this chapter, the algorithm execution time analysis
has a key role in the path to mobile deployment. With the aim of achieving
this goal, a mobile application was developed using the Android Studio IDE.
Again, the BRISQUE C++ version was involved in the mobile application
development. Since the standard programming language for Android appli-
cations is JAVA, the Android Development Kit (NDK) was used in order
to export the C++ algorithm code inside the mobile application. More-
over, a graphical interface was developed to permit the user selection of
photographs or pictures. Two ways of selecting an input image have been
provided, i.e., “take a picture” and “Select from gallery” with their obvious
meanings. Screenshots of the mobile application are shown in Figure 6.2.
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(a) Before image evaluation (b) After image evaluation
Figure 6.2: Screenshots of the Android application deploying the BRISQUE
algorithm.
The application performances were measured in the same points and steps
described in the previous section. During the image quality evaluation no
background applications or processes have been launched. So as to obtain as
much as possible unbiased measurements. Outcomes of this experiment are
shown in Table 6.3.
No substantial differences are pointed out by the informal complexity with
respect to those presented in the previously computer analysis. Furthermore,
the “Pairwise Products and AGGD” step demonstrates to be a very time con-
suming process even in the mobile environment.
The time results shown in the table 6.3 exhibit a total execution time of
6.40s. This is not a considerable execution speed for a realtime mobile ap-
plication. However, since no improvements have been performed on the code
so far, it is worth to state that there is still room to enhance the algorithm.
6.2 BRISQUE Improvements
As seen in the previous sections, on both the mobile and computer devices a
significant amount of time is required by the “Pairwise Products and AGGD”
step. It has been found that this step is the best candidate in order to im-
prove the algorithm time performances.
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step percentage of time time [s]
MSCN 27.5 1.76
GGD 5.7 0.36
Pairwise Products and AGGD 66.8 4.27
total time 6.40
Table 6.3: Informal complexity analysis and execution time of the BRISQUE
algorithm on a Google Nexus 5 with a 2.3 GHz Quad Core Qualcomm
MSM8974 Snapdragon 800 processor and 2 GB of Ram. Input image in
Figure 6.1.
To better understand how the computational cost is distributed in this step,
an in-deep time analysis was performed. However, before going into details,
a review about how the the original C++ BRISQUE code works is needed.
The BRISQUE algorithm take advantage of the neighbor pixels as described
in Figure 3.1. To apply that scheme, the MSCN coefficients are computed
over the entire input image. This process yields as output a new matrix
(same dimension of the input image) which will be used for the extraction of
the first two model features. However, this is only a preprocessing required
by the “Pairwise Products and AGGD” step.
The MSCN matrix is involved in a loop executed four times, one for each
adjacent pixel direction. The goals of these iterations are many. First of
all, a shifted version of the MSCN matrix is computed with respect to the
actual direction. This process accesses to the overall input matrix in order
to read the MSCN coefficients and write them into the shifted version. A
pair-wise multiplication is then performed between the original matrix and
its shifted version. The results are then saved using an in-place technique
into the shifted version.
Secondly, the fitting process is acting inside the loop. It uses the modified
shifted matrix in order to compute the features related to the adjacent pixel
directions (four features each).
All the operations performed in the original “Pairwise Products and AGGD”
implementation are well explained by the flowchart in Figure 6.3. It should
be remarked that the BRISQUE model needs all these operations to be exe-
cuted twice because of the two-scale image framework. Although the second
image scale has been discarded in the model proposed by this thesis, for
comparison purposes it will be here considered.
To achieve some improvements with regards to the execution speed, the
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Figure 6.3: Processes performed by the BRISQUE algorithm in order to
extract features from adjacent pixels.
time analysis of the “Pairwise Products and AGGD” original implementation
is needed. As a consequence, each of its subprocesses was analyzed and their
execution times acquired.
Two subprocesses have pointed out to be the most time consuming. They are
the “shifting” process and the “multiply and fitting” process, both involved
in the first bank blocks (i.e. Pairwise Products) presented in Figure 6.3.
The “shifting” procedure is responsible for creating the shifted matrices from
the MSCN matrix. Instead, the “multiply and fitting” performs the mul-
tiplication between the original MSCN matrix and its shifted counterparts
other than performing the fitting process. Both execution times are listed
in Tables 6.4 and 6.5, for computer and smartphone, respectively. It should
be noted that in these tables the total time for both processes is almost the
100% of the original time analysis for the same step. This is a proof that the
processes are the most time consuming.
The tables point out the almost equal distribution of the total time required
by the step between the two processes. This is particularly true on the table
related to the computer where the unique difference is a 0.01 for the first
image scale.
Furthermore, the time execution boost of the second scale with regards to
the first scale is remarkable. In Table 6.4 the time required is 1.19 and 0.32
for the first and second scale, respectively. Instead, in table 6.5 the times
with respect to the same scales are 3.39 and 0.87. Both cases show how
different platforms could benefit from a filtered and downsampled input im-
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age. Despite this fact, as explained in the previous chapter, no quality score
relationships exist between an image and its downsampled counterparts.
Image scale Shifting [s] Multiply and Fitting [s] Both processes [s]
1 0.64 0.65 1.29
2 0.16 0.16 0.32
total time 0.80 0.81 1.62
Table 6.4: Time required by the most consuming “Pairwise Products and
AGGD” subprocesses on a MacBook Pro late 2011, with a 2,4 GHz Intel
Core i5 processor and 4 GB DDR3 1333 MHz of Ram and input image in
Figure 6.1
Image scale Shifting [s] Multiply and Fitting [s] Both processes [s]
1 1.97 1.42 3.39
2 0.46 0.41 0.87
total time 2.43 1.83 4.26
Table 6.5: Time required by the most consuming “Pairwise Products and
AGGD” subprocesses on a Google Nexus 5 with a 2.3 GHz Quad Core Qual-
comm MSM8974 Snapdragon 800 processor and 2 GB of Ram. Input image
in Figure 6.1.
The previous analysis also suggests the improvements that could be per-
formed on the “Pairwise Products and AGGD” step. Indeed, the “Multiply
and Fitting” subprocess can’t be easily changed because of the multiplica-
tion is needed and the speed up of the fitting process means loosing quality
evaluation accuracy. In particular, the latter aspect leads to a reduction in
the overall algorithm performances which is in contrast with the thesis goal.
Consequently, the possible improvements are focused on the “Shifting” step.
The idea behind the enhancement process is related to the fact that shifted
MSCN versions share some pairwise coefficients.
All the times a pairwise product matrix is computed (four loop iterations),
read operations on the MSCN matrix and write operation on the shifted
space are performed. However, the four loop iterations could be reduced to
a unique iteration.
Indeed, the improvement process acts filling the shifted versions with the
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shared components and terminating the procedure treating the non-shared
components.
The positive aspect is that non-shared components are located along the ma-
trix borders which simplify the filling process.
In Figure are shown the MSCN components shared among the four shifted
matrix versions, along with the border components. It should be noted that
the this procedure permits to access the MSCN matrix only one time (origi-
nally were four).
After the previously described improvement has been applied, the time
analysis for the “Pairwise Products and AGGD” step was performed again.
This process is needed in order to prove the improvement effectiveness.
The results are shown in Tables 6.6 and 6.7 for computer and smartphone,
respectively. The enhancements are affective, in fact the overall time in
smartphone has been reduced of almost 47%, from 4.26s to 2.89s. Instead,
in the computer case the improvement achieve the 27%, from 1.62s to 1.19s.
As can be expected, the “Shifting” subprocess contribute entirely to the over-
all time speed up because the only which has been changed.
Image scale Shifting [s] Multiply and Fitting [s] Both processes [s]
1 0.28 0.67 0.95
2 0.07 0.17 0.23
total time 0.35 0.84 1.19
Table 6.6: Improved time for the “Pairwise Products and AGGD” subpro-
cesses on a MacBook Pro late 2011, with a 2,4 GHz Intel Core i5 processor
and 4 GB DDR3 1333 MHz of Ram. Input image in Figure 6.1.
Image scale Shifting [s] Multiply and Fitting [s] Both processes [s]
1 0.99 1.36 2.36
2 0.16 0.37 0.53
total time 1.15 1.73 2.89
Table 6.7: Improved time for the “Pairwise Products and AGGD” subpro-
cesses on a Google Nexus 5 with a 2.3 GHz Quad Core Qualcomm MSM8974
Snapdragon 800 processor and 2 GB of Ram. Input image in Figure 6.1.
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Finally, a resume of the time improvements for computer and smartphone
is shown in Table 6.8 along with its informal complexity analysis.
Computer Smartphone
step percentage of time time [s] percentage of time time [s]
MSCN 22.40 0.42 33.60 1.59
GGD 11.10 0.19 8.70 0.40
Pairwise Products
and AGGD
64.70 1.13 57.70 2.72
total time 1.74 4.73
Table 6.8: Final improved BRISQUE execution time on both computer and
mobile device
6.3 BLIINDS-2 Improvements
The most promising models obtained in the previous chapter are character-
ized by features from the BRISQUE and BLIINDS-2 algorithms. Despite the
latter has been provided by the authors with a Matlab implementation, its
C++ version is required in order to perform temporal analysis on mobile de-
vices. The BLIINDS-2 algorithm was then rewritten in C++ and optimized.
Before discussing the results, a brief introduction about the major defects of
the original version and their solutions will be provided.
The Matlab version of the BLIINDS-2 algorithm contains a major ineffi-
ciency. Indeed, it recomputes the image patches (DCT transformed) for each
kind of feature involved in the final probabilistic model. This task along
with the shape fitting process represent the most expensive computational
burden.
In the new C++ version, all the BLIINDS-2 DCT patches were initially com-
puted and pooled in a vector. It is involved in all the feature computation
processes, avoiding the problem explained before. Moreover, some initial
steps are shared among feature computation processes. As a consequence,
they can be performed jointly leading to a reduction in the overall temporal
cost.
For example, the shape (α) and rho (ζ) features share the initial patch de-
composition technique. It transforms each DCT patch into a single column
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vector composed by the patch columns one above the other (from left to
right).
After the improvements were described, it is necessary to provide a reference
starting time for the BLIINDS-2 algorithm. Despite in the BRISQUE paper
[3] the BLIINDS-2 performance is stated to be 70 seconds for a single image
evaluation, this time is computed with respect to an image from the LIVE
IQA database. Accordingly to the technique used in this chapter, the com-
putational costs of the Matlab implementation were computed again for the
image in Figure 6.1.
The results of the BLIINDS-2 original Matlab implementation [24] are pre-
sented in Table 6.9. It should be noted that the major computational cost is
due to the original image (98% of the total evaluation). The blockproc and
dct2 are the two Matlab functions which require the greatest amount of time.
As described before, they have been optimized in the C++ version.
step percentage of time time [s]
BLIINDS-2 1th scale 98.4 8662.3
BLIINDS-2 3rd scale 1.6 138.9
total time 8801.2
Table 6.9: Execution time of the BLIINDS-2 Matlab version on a MacBook
Pro late 2011, with a 2,4 GHz Intel Core i5 processor and 4 GB DDR3 1333
MHz of Ram. Input image in Figure 6.1.
The original BLIINDS-2 implementation is too time consuming to be in-
cluded in a mobile device application. However, the results obtained for the
C++ version are encouraging. They are presented in Table 6.10. As it can
be seen, the time required by the BLIINDS-2 original image has been largely
reduced. Despite being far from employable in a real-time mobile applica-
tion, the code can be further optimized.
In table 6.10, the most expensive task is due to the four shape features.
Indeed, they are computed in the two BLIINDS-2 implementations through
an expensive fitting process.
Keeping in mind that the model with the first-eighteen BRISQUE features
and the BLIINDS-2 features from the original and third scale (without shape)
has demonstrated high correlation with human observers, its computational
analysis has been further performed. The results are presented in Table 6.11.
It is not a surprise that the temporal cost has been highly reduced. This is a
confirmation of the shape features cost. Moreover, the temporal costs with
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step percentage of time time [s]
BLIINDS-2 1th scale 93.5 286
BLIINDS-2 3rd scale 6.5 20
total time 306
Table 6.10: Execution time of the BLIINDS-2 C++ version on a MacBook
Pro late 2011, with a 2,4 GHz Intel Core i5 processor and 4 GB DDR3 1333
MHz of Ram. Input image in Figure 6.1.
respect to the last model on a mobile device are provided in the same table.
Computer Smartphone
step percentage of time time [s] percentage of time time [s]
BLIINDS-2 1th scale
(No-Shape features)
93.0 3.87 93.6 27.55
BLIINDS-2 3rd scale
(No-Shape features)
7.0 0.29 6.4 1.87
total time 4.16 29.42
Table 6.11: Execution time of the BLIINDS-2 C++ version without second
scale and shape features. Analysis performed on both computer and mobile
device. Input image in Figure 6.1.
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Chapter 7
Conclusions and Future Work
This thesis has been focused on the development of a No-Reference Image
Quality Assessment (NR-IQA) algorithm. In order to achieve this goal, the
state-of-art BRISQUE [3] algorithm was taken as starting point to improve
upon. An in-deep analysis pointed out many weaknesses and issues related
to this algorithm. Based on this study, many experiments were performed
which have demonstrated the existence of subsets of predictive features. The
last-eighteen features were then removed from the BRISQUE algorithm be-
cause they were considered weak.
Following an ensemble-based approach, a new set of predictive features were
included in the reduced BRISQUE model in order to improve IQA perfor-
mances. In particular, these new features were first analyzed and then ex-
tracted from the BLIINDS-2 algorithm [23]. They are calculated in the
frequency-space with respect to the original image and its downsampled ver-
sion (reduced by a factor of 4).
The thesis goal was achieved because the proposed algorithm overcomes the
quality evaluation performances of the original BRISQUE model. This result
was validated through the median SROCC between predictive scores and hu-
man judgments, across 60 train-test iterations on the LIVE IQA database
[12]. The ensemble-based approach of features from the spatial-domain and
the frequency-domain has proved effective for the quality assessment of dig-
ital images.
Finally, the time analysis of BRISQUE and BLIINDS-2 was performed on
both computer and mobile environments, which has led to an improvement
of the overall execution time. This analysis has involved the deployment of
the proposed algorithm into a mobile application which has demonstrated
to be capable of real-time performances for the quality evaluation of images
taken with mobile devices.
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Future work will aim at improving two different aspects of the proposed
work: effectiveness of quality assessment and time performances.
In the first case, the quality assessment could be enhanced using new features
related to distortion introduced by mobile devices. Instead, some improve-
ments with respect to execution time could be achieved with a multithreding
version of the proposed algorithm.
Finally, the mobile application developed for this thesis could be part of a
collaborative learning platform, where images of heritage sites are mapped
and ranked. The platform could be in the Cloud in order to take advantage
of scalability, performances and availability characterizing this kind of archi-
tecture.
Appendix A
Portello Dataset
A.1 Devices
Remembering that the thesis goal is to develop a NR-IQA algorithm opti-
mized for mobile devices, a small subset of them were involved in the building
of a new photographic dataset. In particular, seven devices with different im-
age sensors, focal lengths and resolutions were used in order to capture many
photographs. Only a device differ from the others in terms of overall deliv-
ered quality, it is a Nikon D7000 Single Lens Reflex (SLR) which represent
the high-performance reference device. A summary of the used devices along
with their image sensor characteristics is listed in Table A.1.
Device model Photo Reso-
lution [ppi]
Focal Length
[35mm equiv-
alent]
Image
Width
[px]
Image
Height
[px]
Nikon D7000 SLR 300 24.0 4928 3264
Galaxy Nexus 72 3.4 2608 1960
iPad Air 2 72 3.3 3264 2448
iPhone 6 72 4.2 3264 2448
Nexus 7 2013 72 3.0 2592 1944
Microsoft Lumia 620 72 0.0 2592 1936
Xperia Mini Pro 72 3.5 2592 1944
Table A.1: Devices involved in the Portello dataset building process.
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A.2 Dataset
The photographs included in this dataset were acquired near a touristic site
located in Padova (Italy). This site is commonly referred as Portello because
of a small port located near an ancient door dated 1519. The dataset will be
then refereed as "Portello dataset" in the remainder of this thesis.
According to what has been introduced before, the photographs contained in
this dataset were taken with both the reference SLR digital camera and the
other low-end mobile devices.
Three main subsets can be derived with respect to the used devices. Indeed,
the first and third photographic subsets, respectively in Figures A.1 and A.3
were taken with the Nikon SLR, whereas the second photographic subset in
Figure A.2 was taken with both the SLR and the low-end mobile devices.
Despite the fact the first subset contains all photographs from the same scene,
it should be note that small differences distinguish those photographs. In or-
der to understand these differences the photograph in Figure A.1 (a) is to
consider as reference image for this subset. It was taken with the photogra-
pher in standard position which is ideally without any camera rotation.
The photographs A.1 (a - b - c) were taken with sensitive upward and down-
ward vertical translations with respect to the reference image.
Instead, the photographs A.1 (d - e) were taken with sensitive horizontal
translations, respectively rightward and leftward. Finally, rotational changes
have been introduced in the photographs A.1 (f -g) which are more evident
and can be better appreciated with respect to the other distortions.
The second Portello subset was realized using both the reference device and
the low-end mobile devices. This approach has lead to many photographs
with different dimension and aspect ratios. Indeed, each mobile device has a
different photosensor in terms of dimension and resolution.
In order to remove these differences, a post-acquisition cropping and resiz-
ing process was performed. We are aware that this procedure can affect the
image quality evaluation. However, the main priority for the images in this
subset was to achieve the same aspect ratio.
A dimension of 2500x1900 has been obtained for each image at the end of
the previously described procedure. Moreover, the photograph in Figure A.1
(a) was also involved in this crop and resize process for comparison purposes.
The last Portello subset contains only two photographs taken exclusively
with the Nikon D7000. They will be used with the aim at evaluating the
algorithm sensibility to filter techniques.
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(a) Reference image (b) Upward translation
(c) Downward translation (d) Rightward translation
(e) Leftward translation (f) Leftward rotation
(g) Rightward rotation
Figure A.1: First Portello subset. Images taken with a Nikon D7000 SLR
digital camera
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(a) Xperia Mini Pro (b) Galaxy Nexus
(c) iPad Air (d) iPhone 6
(e) Nexus 7 2013 (f) Microsoft Lumia 620
Figure A.2: Second Portello subset. Images taken with both the Nikon D7000
and other mobile devices.
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(a) (b)
Figure A.3: Third Portello subset. Images taken with the Nikon D7000 SLR.
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Appendix B
Existing Datasets
B.1 LIVE IQA Database
The first database here described is the popular LIVE Image Quality Assess-
ment [12] database, in the remainder simply LIVE. Despite the fact that its
first release [36] date goes back to 2005, this database is nowadays widely
used. Moreover, it plays a key role in this thesis because involved in numer-
ous training and comparison procedures.
The first LIVE release contains images aﬄicted by two kind of distortions,
i.e. ,the JPEG and JPEG2000. These were introduced in a set of 29 high-
quality 24 bits/pixel RGB images. Each image ( original or distorted ) has
a typical dimension of 768x512.
A total of 175 JPEG images and 169 JPEG2000 images at different quality
levels were created as a result of the generation phase. The bit rates were in
the range of 0.150 to 3.336 and 0.028 to 3.150 bits/pixel for the JPEG and
JPEG2000, respectively. These were chosen nonuniformly in order to obtain
approximately uniform subjective quality score distributions over the entire
range.
In order to obtain subjective judgements, a linear scale of values “Bad”,
“Poor”, “Fair”, “Good”, and “Excellent” was provided to participants. Each
image has been evaluated in terms of quality using a score within this scale.
Human subjects were mostly college male students, they were seated at a
fixed distance from the screen displaying the images. The images aﬄicted
by JPEG and JPEG2000 distortions was vied by 13 to 20 and 25 subjects,
respectively.
With the aim of obtaining unbiased results, raw scores of each subject were
normalized by their mean and variance. The entire dataset then has been
rescaled to fill the range from 1 to 100 and the Differential Mean Opinion
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Scores (DMOSs) for each image produced.
In the evaluation process some observers were aﬄicted by annoyance or fa-
tigue. As a consequence, outlier judgements have been discarded before
the DMOS computation. The average standard deviations of the subjective
scores for JPEG, JPEG2000, and all images were 6.00, 7.33, and 6.65, re-
spectively.
In the second LIVE release [28] three more distortions were introduced, they
are White Noise, Gaussian Blur and Simulated Fast Fading (wireless) chan-
nel.
The white noise distortion was introduced to the RGB components of the
images after scaling each component between 0 and 1. This distortion was
characterized by a standard deviation between 0.012 and 2.0. The three com-
ponents were clipped and rescaled to the range of 0 to 255.
In the case of gaussian blur a filtering process was adopted. The image com-
ponents were in fact filtered using a circular-symmetric 2-D Gaussian kernel
having standard deviation in the range of 0.42 to 15 pixels.
Finally, the wireless channel distortion was inserted in images already af-
flicted by JPEG2000 compression. That is, images bitstream was modified
by bit errors over a simulated wireless channel. In order to change the distor-
tion’s strength, the receiver Signal to Noise Ration (SNR) was varied between
15.5 dB an 26.1 dB. The data rate was fixed to 2.5 bits per pixel for all im-
ages at the source.
This database contains a total of 779 distorted images were created by these
five distortions and they were evaluated using a single-stimulus process. As
in the first version a post-processing was performed in order to align human
judgements and producing DMOS scores.
B.2 CID2013 database
Differently from the previous database, the CID2013 [31] database is mainly
oriented to address the problem of no-reference image quality assessment. It
consists of six datasets of images taken with 79 different low-end cameras or
image signal processing pipelines. As a consequence, the reference images
have not been included in these datasets.
The CID2013 is intended to represents real-world photographs, e.g., captured
with low-end consumer mobile devices. With the aim of evaluating the hu-
man quality judgements, a new dynamic reference method was proposed. It
combines the properties of both the pairwise comparison method and the
single-stimulus method. The test images were presented in a dynamic ref-
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erence slideshow consisting of images showed one at a time and delayed by
1000 ms each. In addition to the slideshow, for some datasets an anchor
image was displayed on a second monitor. This provides the observers a
physical reference to the scale (i.e. score) in each cluster, allowing for the
data combinations among image sets.
At the end of the slideshow, observers had a small amount of time for the
overall quality scale evaluation of displayed images. Then, the slideshow was
shown a second time and observers were asked to evaluate single preferences
with regard to each image. The factors to be judged were: sharpness and
graininess with a scale ranged in 0-100 and lightness and color saturation
with a scale between -100 to 100.
MOS was computed for each image in the datasets, after a process of outliers
elimination. Along with MOS coefficients, answers of observers with respect
to some of their behavioural aspects were included in the database.
B.3 TID2008 Database
Another widely used reference database is the TID2008 [19]. It is mainly
involved in full-reference IQA algorithms and was developed using human
observers from three different countries (Italy, Ukraine and Finland).
The images in this database have dimension of 512x384 pixels, in some cases
produced after a cropping procedure. The reference images are in total 25,
mostly contained also in the LIVE database. A synthesised image was in-
cluded in the reference group in order to provide adequate testing for metrics
intended to work with such kind of images.
The distortions addressed by the TID2008 database are 17, with four inten-
sity levels for each distortion. These have been introduced in the reference
images in order to obtain a total of 1685 distorted images.
A multi-tour experimental approach was adopted by the authors to obtain
the Mean Opinion Score (MOS) for a given image. Each observer was asked
to evaluate 306 pairwise of images generated by only one reference image.
This experiment was performed in 9 tours, each consisting in 34 random
pairwise images generated from the distorted versions (68 in total) of the
reference. When a pair of images was shown to an observer, it had to choose
which image was better in terms of quality. The selected image got one point
and in the next step only representatives images of the same point groups
were used for a comparison.
At the end of the process, images had obtained a score in the range between
0 and 9 which represents the perceptual score. The final results for each
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image are presented as MOS computed across human judgments.
B.4 MDID Database
The MDID [29] is another database where distortions are artificially intro-
duced. It contains 1600 distorted images, which are generated from a set of
20 reference images.
The images yield as output are affected by five kind of distortions: Gaussian
Noise, Gaussian Blur, Contrast Change, JPEG and JPEG2000. Each distor-
tion has been justified because occurring in some phases of a typical digital
image processing pipeline.
Distortions have been introduced using an algorithm which takes into consid-
eration four intensity levels. It takes as input a reference image and it yields
as output 80 distorted images. This is the order followed by the algorithm to
introduce distortions: GB and CC first, JPEG or JPEG2000 second, and GN
last. The JPEG and JPEG2000 compressions have never been introduced
together because supposed not to occur simultaneously during the digital
image processing pipeline.
In order to acquire human judgements, a pair-comparison sorting scheme was
proposed. It is based on the idea that images have an inherited quality score,
then it is possible to sort them with respect to that score.
Only graduate students were involved in the experiment. They were 192 and
each student was instructed before the test about the experimental setting
used to collect human opinions. It consists of a screen with three images, i.e.,
the reference image and its two distorted versions. The observer was asked
which distorted image was perceptually better with respect to the other dis-
torted image. If some difficulties were meet during this evaluation, then the
observer had to choose the “equal” judgement.
Since the human judgements were acquired as ranking sequences, a normal-
ization procedure was performed in order to transform the image ranks in
the range from 0 to 9. After this step, the processes of outlier detection and
subject rejection were applied with the same method proposed in the LIVE
database. Finally, the MOS was computed for each image in the database,
using the transformed human judgements.
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B.5 Live In the Wild Database
With the aim of providing a ground truth database focused on images ac-
quired by real-world digital cameras, the LIVE In the Wild Image Qual-
ity Challenge Database [10] has been proposed. Almost all the previously
described databases (except for the MDID database) were developed in re-
stricted experimental conditions. Moreover, distortions have been introduced
using artificial procedures which is obviously different from the real-world
conditions that end-users face.
All these problems have been addressed in [10], which contains images taken
with low-end mobile device cameras. These are affected by distortions dif-
ficult to analyze and replicate. In fact, the image environments are not
restricted to a single laboratory room.
A total of 1162 images are contained in this database. Each of them was
acquired with different low-end mobile devices and no limitations were im-
posed to the end users. As a consequence of this experimental setting, no
pristine reference images are available.
A crowdsourced framework for gathering subjective quality scores was devel-
oped using the Amazon Mechanical Turk [4] system. This process has in-
volved 8100 unique human observers collecting about 350000 opinion scores.
The MOSs were then computed on the images along with experiments about
the results consistency.
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