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Abstract
Z2-graded Schwinger terms for neutral particles in 1 and 3 space
dimensions are considered.
1 Introduction
In this paper we consider the canonical commutation relations (CCR) algebra
and the canonical anticommutation relations (CAR) algebra. To some extent
it is possible to treat the two algebras in parallel. This has been done in several
places. Close to our spirit is [1]. In this reference the CCR and the CAR algebra
are generalized to a superalgebra – the canonical supercommutation relations
(CSR) algebra, which describes charged particles in a Z2-graded fashion.
Related to these algebras is the concept of Schwinger terms [2, 3]. It is
cocycles that arises when trying to implement Bogoliubov transformations in
a physically important representation. They have been obtained for the CCR
algebra in [4], for the CAR algebra in [5] and for the CSR algebra in [1],
for example. Schwinger terms for neutral bosons and fermions have been is
calculated in [6].
What lacks is a calculation of a Z2-graded Schwinger term for neutral par-
ticles. In section (3) we perform such a calculation on an abstract basis by
deriving (in section (2)) a Z2-graded generalization of the fact [7] the CAR
algebra is ∗-isomorphic with the self-dual canonical anticommutation relations
(SDC) algebra, used to describe neutral particles. Finite Bogoliubov trans-
formations are considered in section (4). In section (5), a physical realization
is made which allows concrete computations of Z2-graded Schwinger term for
neutral particles in odd dimensional space. Explicit results are given for 1 and
3 space dimensions. Finally, in section (6), the formalism is extended to include
Grassmann numbers.
1
22 The SSR and CSR algebra
Assume that the boson space h0¯ and the fermion space h1¯ are complex, infinite
dimensional, separable Hilbert spaces. We will in general be interested in the
Z2-graded space h = h0¯ ⊕ h1¯. Its scalar product will be denoted by (·, ·). Let
J be a conjugation in h (an antilinear norm-preserving operator whose square
is the identity) that is even (i.e. it is commuting with the Klein operator
γ = P0¯ − P1¯, where γ = P0¯ − P1¯ and Pα, α = 0¯, 1¯, denotes the orthogonal
projection onto hα). Let P be an even orthogonal projection operator that
satisfies JP = (1 − P )J . The physical interpretation we have in mind is
that particles are described by vectors in Ph and anti-particles by vectors in
(1− P )h. Since the algebraic relations for creation and annihilation operators
differ between bosons and fermions, it is useful to introduce the operator q =
P −γ(1−P ). In terms of it, these relations (considered in [6]) can be extended
to
B†(c1f1 + c2f2) = c1B
†(f1) + c2B
†(f2)
B†(f) = B(qf)∗[
B(f1), B
†(f2)
]
s
= (f1, f2)1
B(f) = B†(qJf) (1)
with
deg(B†(f)) = deg(f), (2)
where the supercommutator has been used (basic definitions concerning super
algebras can be found in the Appendix). The asterix denotes the adjoint opera-
tion in h. Replacing the last equation in (1) with the fact that the commutator
of two B operators vanish gives the well known relations for the generators of
the CSR algebra (which will be defined below for the ‘half’-space Ph). Our
choice of the last equation in (1) relates the creation of a particle (anti-particle)
with the annihilation of a corresponding anti-particle (particle). This means
that (1) describes neutral particles, see [9]. We define the self-dual canonical
super commutator relations (SSR) algebra ASSR over h to be the complex ∗-
algebra generated by an identity 1 and the symbols B†(f), B(f); f ∈ h, obeying
the relations generated by (1). The reason for referring to B†(f) and B(f) as
symbols is that we have not yet given any representation of ASSR in terms of
which they can be interpreted as creation and annihilation operators. To find
such a representation, we set h˜ = Ph (we could equally well have defined h˜ to
be (1−P )h since any two complex infinite dimensional separable Hilbert spaces
are isomorphic) and define the canonical super commutation relations (CSR)
algebra ACSR over h˜ to be the complex ∗-algebra generated by an identity 1
and the symbols a†(f˜), a(f˜); f˜ ∈ h˜, obeying the relations generated by
a†(c1f˜1 + c2f˜2) = c1a
†(f˜1) + c2a
†(f˜2)
3a†(f˜) = a(f˜)∗[
a(f˜1), a
†(f˜2)
]
s
=
(
f˜1, f˜2
)
1[
a(f˜1), a(f˜2)
]
s
= 0 (3)
with
deg(a†(f˜)) = deg(f˜). (4)
This is recognized as the algebra that describes charged bosons and fermions
when considered as vectors in h˜. Since it has been considered earlier in the
literature [1] we can find useful information about ASSR if it can be related to
ACSR. In fact, the following lemma holds:
Lemma 1 ASSR and ACSR are ∗-isomorphic
Proof Define a mapping χ by
χ
(
B† (f)
)
= a†(Pf)− a(γJ(1− P )f) (5)
It is then straight forward to check that χ can be extended to a ∗-isomorphism.
We will now consider a representation of the algebra in (3) called the Fock-
Cook representation [1]. The representation space is the Fock space Fγ(h˜) =
FB(h˜0¯) ⊗ FF (h˜1¯), h˜α := Pαh˜, with the naturally induced Z2-structure. In
terms of the bosonic and fermionic creation and annihilation operators (in the
Fock-Cook representation), the representation is given by:
aˆ†(f˜) ≡ π
(
a†(f˜)
)
= aˆ†B(P0¯f˜)⊗ 11¯ + 10¯ ⊗ aˆ
†
F (P1¯f˜) (6)
and aˆ(f˜) = aˆ†(f˜)∗. The vacuum |Ω>= |ΩB> ⊗ |ΩF> is the vector character-
ized by aˆ(f˜)|Ω>= 0, ∀f˜ ∈ h˜. Through lemma 1 this construction provides us
with a (physically interesting) representation of (1) according to
Bˆ†(f) = aˆ†(Pf)− aˆ(γJ(1− P )f)
Bˆ(f) = aˆ(Pf) + aˆ†(J(1 − P )f), (7)
see [6] for the corresponding ungraded representation.
3 Implementation and Schwinger terms
The implementation problem for the representation in (7) will now be consid-
ered. We will prove a corresponding theorem to the one proved by Shale [10]
(for charged bosons) and by Shale and Stinespring [11] (for charged fermions).
However, the language of Ruijsenaars [9] will be used.
4Consider a bounded operator X˜ on h˜ having the form
X˜ =
∞∑
n=1
λ˜nf˜n(g˜n, ·) (8)
with {f˜n}
∞
n=1, {g˜n}
∞
n=1 orthonormal systems in h˜ and {λ˜n}
∞
n=1 a set of complex
numbers. The operator
X˜aˆ†aˆ =
∞∑
n=1
λ˜naˆ
†(f˜n)aˆ(g˜n) (9)
is well defined on the dense subspace D(h˜) ⊂ Fγ(h˜) defined as the linear span
of elements
aˆ†(f˜1)aˆ
†(f˜2)...aˆ
†(f˜N0)|Ω> N0 ∈ N, f˜n ∈ h˜ (10)
where the multiplication of the creation operators is either the symmetric or
antisymmetric exterior product depending on the degree of the vectors under
consideration. For a given conjugation J˜ on h˜ we define
X˜aˆ†aˆ† =
∞∑
n=1
λ˜naˆ
†(f˜n)aˆ
†(J˜ g˜n)
X˜aˆaˆ =
∞∑
n=1
λ˜naˆ(J˜ f˜n)aˆ(g˜n). (11)
The following lemma was proven in [1]:
Lemma 2 Let X˜ be a bounded operator on h˜. The necessary and sufficient
condition for the operators X˜aˆaˆ and X˜aˆ†aˆ† to be well defined on D(h˜) is that
X˜ is a Hilbert-Schmidt operator.
Consider then bounded operators X on h of form
X =
∞∑
n=1
λnfn(gn, ·), (12)
where {fn}
∞
n=1 and {gn}
∞
n=1 are orthonormal systems in h and {λn}
∞
n=1 is a
set of complex numbers. For a moment, we will restrict to the case when X is
an operator such that
1
2
∞∑
n=1
λnBˆ
†(fn)Bˆ(gn) (13)
exists as an operator on D(h˜) and has finite vacuum expectation value. This
is equivalent with the fact that X is a trace class operator. The operator dˆΓ(·)
5is defined by
dˆΓ(X) = :
1
2
∞∑
n=1
λnBˆ
†(fn)Bˆ(gn) :, (14)
where : : denotes normal ordering defined as the argument subtracted by its
vacuum expectation value. It follows that
dˆΓ(X) = dˆΓ(qJǫ(X)∗qJ), (15)
where
ǫ(
∞∑
n=1
λnfn(gn, ·)) =
∞∑
n=1
(−1)<fn,gn>λnfn(gn, ·) (16)
and < fn, gn >:= deg(fn) · deg(gn) (see Appendix). It is important to note
that the last relation in (1) was necessary for the derivation of (15). Thus, no
corresponding relation exist for charged particles. From now on, we will only
consider operators X fulfilling the so-called self-duality condition [12]:
X = qJǫ(X)∗qJ. (17)
Inserting (7) in (14) gives then:
dˆΓ(X) = (PXP )aˆ†aˆ+
1
2
(PXJJ˜P )aˆ†aˆ† −
1
2
(γP J˜JXP )aˆaˆ, (18)
where the relation
1
2
∞∑
n=1
λnaˆ
†(Pfn)aˆ(Pgn) = :
1
2
∞∑
n=1
λnaˆ(γPJfn)aˆ
†(PJgn) : (19)
has been used. With this alternative form it is possible to extend the domain of
dˆΓ(·). For this, we introduce the semi-group g2 of bounded self-dual operators
X such that PX(1− P ) and (1− P )XP are Hilbert-Schmidt.
Proposition 1 Let X be a bounded self-dual operator on h. The necessary
and sufficient condition for dˆΓ(X) in (18) to be well defined on D(h˜) is that
X ∈ g2. Further, for X,Y ∈ g2,[
dˆΓ(X), Bˆ†(f)
]
s
= Bˆ†(Xf) (20)
[
dˆΓ(X), dˆΓ(Y )
]
s
= dˆΓ([X,Y ]s)−
1
2
c(X,Y )1, (21)
with Schwinger term
c(X,Y ) = Str
(
(1 − P )XPY − (−1)<X,Y >(1− P )Y PX
)
(22)
6where Str(·) = Tr(γ·) and Tr is the Hilbert space trace on h.
Proof dˆΓ(X) is well defined if and only if all operators on the right hand
side are well defined. For the first term this is clear. According to lemma 1,
the necessary and sufficient condition for the last two to be well defined is that
PXJJ˜P and γP J˜JXP are Hilbert-Schmidt. The first part of the proposition
follows now from the fact that the algebra of Hilbert-Schmidt operators is an
ideal in the set of bounded operators, see for example [13]. By use of eq. (3),
(7) and (18), it is straight forward to verify eq. (20). The calculations are
simple but long and will therefore be omitted. Similar, the relation in (21) can
be proved by use of eq. (3) and (18). The Schwinger term can be obtained by
observing that the first term on the right hand side of eq. (21) has vanishing
vacuum expectation value. It implies:
c(X,Y ) = −2 <Ω|
[
dˆΓ(X), dˆΓ(Y )
]
s
|Ω>, (23)
from which eq. (22) can be proven. Again, the long, but simple computations
will be omitted.
Notice that the Schwinger term that arises in eq. (22) is precisely one half of
the corresponding term for charged particles. Another important distingtion
from the charged particle case is that proposition 1 is only true for operators
satisfying the self-duality condition. In fact, eq. (15) implies that
dˆΓ(X) =
1
2
dˆΓ (X + qJǫ(X)∗qJ) (24)
leading to [
dˆΓ(X), Bˆ†(f)
]
s
= Bˆ†
(
1
2
(X + qJǫ(X)∗qJ) f
)
(25)
which is not equal to Bˆ†(Xf) unless X is self-dual. A similar argument can be
made regarding eq. (21) and (22).
By representing the neutral creation and annihilation operators in terms
of the corresponding operators for charged particles, eq. (7), the question of
the extension to unbounded operators of the results in this section is easy to
answer. In fact, it is in complete analogy with the corresponding extension
for charged particles, considered in [1]. The results in the next section and in
section (6) can be extended to unbounded operators in the same way.
4 Bogoliubov transformations
The necessary and sufficient condition for an even operator U on h to induce
an automorphism αU of ASSR such that
αU (B
†(f)) = B†(Uf) (26)
7is that αU preserves the relations in (1), or equivalently, that U commutes
with J and fulfills qUqU∗ = 1. We refer to the induced transformation as a
Bogoliubov transformation. Further, αU is said to be unitary implementable
(in the representation under consideration) if there exists a unitary operator
Γˆ(U) such that
Γˆ(U)B†(f)Γˆ(U)∗ = B†(Uf) (27)
It is known [6] that this is equivalent with the condition that (1 − P )UP and
PU(1 − P ) should be Hilbert-Schmidt operators. The following proposition
was proved for the charged particle case in ref. [1].
Proposition 2 Let X ∈ g2 be an even operator satisfying X
∗ = qXq. Then
eitdˆΓ(X)B†(f)e−itdˆΓ(X) = B†(eitXf) (28)
eitdˆΓ(X)dˆΓ(Y )eitdˆΓ(X) = dˆΓ(eitXY e−itX)−
1
2
b(tX, Y ) (29)
holds on D(h˜) for t ∈ R, f ∈ h, Y ∈ g2, where
b(X,Y ) = i
∫ 1
0
ds c(X, eisXY e−isX). (30)
Further, if Y ∈ g2 is even and fulfills Y
∗ = qY q then the following relation
holds on D(h˜):
eitdˆΓ(X)eitdˆΓ(Y )e−itdˆΓ(X) = e−i
1
2
b(X,Y )eitdˆΓ(
itXY e−itX ). (31)
Proof Using the operator relation
eiABe−iA =
∞∑
n=0
in
n!
[A, [A, ...[A,︸ ︷︷ ︸
n times
B]...]] (32)
together with (20), (21) and (22), the first three equations are easily seen to
be true. The last relation is obtained by exponentiation of (29) for t = 1.
From the relation
dˆΓ(X)∗ = dˆΓ(qX∗q), X ∈ g2 (33)
it is seen that if X fulfills X∗ = qXq then dˆΓ(X) is self-adjoint and eidˆΓ(X) is
unitary. Thus, for X as in the proposition, the operator U = eitX defines a
unitary implementable Bogoliubov transformation αU .
85 A Physical Realization
We will now consider the case when h = L2(Rd)⊗ V , where the finite dimen-
sional Z2-graded space V induces a natural grading in h by: hα = L
2(Rd)⊗Vα.
The Schatten ideal B2p is defined as the set of bounded operators X such that
Tr(X∗X)p is convergent, see [13] for instance. Especially, B1 and B2 are the
trace class and Hilbert-Schmidt operators, respectively. The trace of a pseudo-
differential operator (PSDO) that is trace class can be calculated as:
Tr(X) =
1
(2π)d
∫
ddxddq trV σ(X)(q, x), (34)
where trV is the trace on V and σ(X) denotes the symbol of X as a PSDO,
see [14] for the basic properties of PSDO’s. From this formula it follows that a
PSDO with compact support in configuration space is in B2p if and only if its
symbol is of order less than −d/2p.
Assume that the decomposition h = Ph ⊕ (1 − P )h is determined by the
sign ǫ of the hamiltonian so that ǫ = 1 on Ph and ǫ = −1 on (1 − P )h. On
the space of eigenvectors belonging to the zero eigenvalue, we define ǫ to be
1. The condition that a bounded self-dual operator X is in g2 can then be
written as [ǫ,X ] ∈ B2. We will from now on only consider the case when X
represents an infinitesimal gauge transformation. We therefore assume that it
is a multiplication operator: Xf(x) = X(x)f(x), that has compact support in
the configuration space and commutes with the gamma matrices. This implies
that X and ǫ are PSDO of order 0 that commutes to highest order. Thus, their
commutator is a PSDO of order −1 and [ǫ,X ] ∈ Bd+1. Therefore, X ∈ g2 is
only true for d = 1. This corresponds to the fact that the current dˆΓ(X) is
only well defined in 1 space dimension. In higher dimensions, an additional
renormalization, apart from the normal ordering, has to be performed. This is
in complete analogy with the case for charged particles.
We will now also take into account that the implementer of an infinitesimal
gauge transformation is in fact not given by the current, but rather by the
Gauss law commutators
G(x, ǫ) = dˆΓ(X) + LX , (35)
if we restrict to the consider X ∈ g2. The Lie derivative LX acts on functionals
m(ǫ) as
(LXm)(ǫ) =
d
dt
m (ǫ+ t [ǫ,X ])|t=0 . (36)
In parallel with the charged particle case, it can be shown that up to cobound-
aries (this concept will soon be explained), eq. (22) is still true in 1 space
dimension if dˆΓ(X) is replaced with G(X, ǫ). In fact, it can even be replaced
with G(X, ǫ0), where the current dˆΓ(X, ǫ0) is defined as in (18) but with P
replaced with the orthogonal projection P0 belonging to the sign of the free
9hamiltonian ǫ0. This is equivalent will the well-known fact (at least for charged
particles) that the 1-dimensional Schwinger term does not depend on the gauge
potential. The difference between dˆΓ(X) and G(X, ǫ) becomes apparent first
in higher dimensions. The basic ideas are the same for all odd dimensions ≥ 3
so we restrict to only consider the case for d = 3. As in [15], the physically
important implementer in higher dimensions is given by
G˜(X, ǫ) := U∗(ǫ)G(X, ǫ0)U(ǫ). (37)
The unitary operator U(ǫ) acting on Fγ(h) is by definition the operator which
maps the vacuum vector in the Fock space determined by ǫ to the vacuum
vector in the Fock space determined by ǫ0. Thus, U(ǫ) is only well defined for
ǫ such that ǫ − ǫ0 ∈ B2. If X ∈ g2, then the same is true for G(X, ǫ) and
G˜(X, ǫ). To circumvent the problem of restriction of X and ǫ, we consider
the second quantized operators in (37) as sesquilinear forms [16] and introduce
a renormalized commutator as in [17]. This in analog with the situation for
charged particles and allows a parallel treatment to ref. [15]. It gives the
3-dimensional Schwinger term:
c(X,Y ; ǫ) = −
1
16
Str
(
(ǫ− ǫ0)
2ǫ0
[
[ǫ0, X ] , [ǫ0, Y ]
])
. (38)
It can be shown that ǫ − ǫ0 ∈ B4 for d = 3 and this, together with the fact
that [ǫ0, X ] ∈ B4, implies that the right hand side is well defined. For the case
d = 1 the Schwinger term in eq. (22) can be rewritten in terms of ǫ0 according
to:
c(X,Y ; ǫ0) = −
1
4
Str (ǫ0 [ǫ0, X ] [ǫ0, Y ]) . (39)
From eq. (38) and (39), local forms of the Schwinger terms can be calculated
as in ref. [15].
Finally, we would like to mention the cohomological meaning of the Schwinger
term. A coboundary is the change in the Schwinger term if adding a function
ξ = ξ(X, ǫ) to G˜(X, ǫ), namely:
(δξ)(X,Y ) = ξ([X,Y ])− LXξ(Y ) + (−1)
<X,Y >LY ξ(X). (40)
The defining equation for the Schwinger term implies that it has to satisfy:
c([X,Y ], Z; ǫ)− LXc(Y, Z; ǫ) + graded cyclic perm. = 0, (41)
the so-called cocycle relation. If restricting to local expressions, then the set
of cocycles modular the set of coboundaries defines the physically important
cohomology for the Schwinger term.
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6 Including Grassmann numbers
In this section we extend the formalism to contain Grassmann numbers. The
motivation for this is to make the formalism compatible with supersymmetric
quantum mechanics models, as the one considered in [18]. For notations and
basic definitions, see the Appendix.
We use the notation BN for the associative and commutative ∗- superalge-
bra over C generated by {θi}
N
i=1, θi = θ
∗
i , deg(θi) = 1¯. BN is 2
N -dimensional
and can be equipped with a homogeneous basis {βµ}
2N−1
µ=1 . The (left) BN -
module BN ⊗ h is by definition the linear space spanned by the elements
f = βµ ⊗C fµ, fµ ∈ h. For convenience, the symbol for the tensorproduct
will often be omitted. We define the grading according to
deg(βµfµ) = deg(βµ) + deg(fµ) (42)
and we extend the inner product in h to a product in BN ⊗ h according to
(βµf1,µ, βνf2,ν) = (−1)
<βµ+βν ,f1,µ>β∗µβν(f1,µ, f2,ν). (43)
It carries a left action of BN according to
βν(βµfµ) = (βνβµ)fµ. (44)
and a right action according to
(βµfµ)βν = (−1)
<βν ,βµ+f1,µ>(βνβµ)fµ. (45)
Of interest is also the ∗-superalgebra BN ⊗ A, for A a complex involutive
superalgebra. It is the algebra generated by the elements A = βµ⊗C Aµ, Aµ ∈
A. The algebraic product is defined by
(βµ ⊗C A1,µ)(βν ⊗C A2,ν) = (−1)
<βν ,A1,µ>βµβν ⊗C (A1,µA2,ν), (46)
the grading by
deg(βµAµ) = deg(βµ) + deg(Aµ) (47)
and the involution by
(βµAµ)
∗ = (−1)<βµ,Aµ>β∗µA
∗
µ. (48)
Furthermore, in the case of A ⊂ A(h), the set of linear operators on h, we
define an action of BN ⊗A on BN ⊗ h according to
(βµ ⊗C Aµ) · (βν ⊗C fν) = (−1)
<βν ,Aµ>βµβν ⊗C (Aµfν). (49)
This implies
(f1, Af2) = (A
∗f1, f2). (50)
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The trace TrBN⊗A on BN ⊗A ⊂ BN ⊗A(h) is the linear operator defined by
TrBN⊗A(βµAµ) = βµTrA(Aµ). (51)
Now, the structure of the formalism developed in the earlier sections is close
to the one that is obtained by including Grassmann numbers. We will go
through the basic definitions and point out where things differ when Grassmann
numbers are included.
BN ⊗CASSR is generated by the operators B
†(βµfµ) ≡ βµB
†(fµ), B(βµfµ)
≡ (−1)<βµ,fµ>β∗µB(fµ) and an identity. The corresponding relations of (1) are
fulfilled except for the last which is replaced by
B(f) = B†(qJKf), (52)
where f is a linear combination of elements βµfµ and K is defined by
Kβµfµ = (−1)
<βµ,fµ>β∗µfµ. (53)
Similar, BN ⊗C ACSR is generated by the operators a
†(βµf˜µ) ≡ βµa
†(f˜µ),
a(βµf˜µ) ≡ (−1)
<βµ,f˜µ>β∗µa(f˜µ) and an identity. They obey the corresponding
relations of (3). The ∗-isomorphism is defined as in (5), but with J replaced
by the non-antiunitary operator JK.
Using the representations of ACSR defined in section (2) we may follow
the recipe of (49) to define a corresponding representation of BN ⊗C ACSR in
BN ⊗Fγ(h˜). As before, this provides us with a representation of BN ⊗CASSR.
The defining equation is (7) with J replaced by JK. It is now straight forward
to check that everything said in section (3) goes through provided we replace
every space with BN tensored with it and make the substitution J −→ JK.
The results of section (4) can be extended in a similar way, see [1] for the
corresponding case for charged particles.
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Appendix: Super algebras and super vector
spaces
Some basic facts about Z2-graded vector spaces and algebras will be summa-
rized here. An element v in a Z2-graded vector space V = V0¯⊕V1¯ is said to be
homogeneous of degree α, deg(v) = α, if v ∈ Vα, α ∈ Z2 ≡ {0¯, 1¯}. If V is also
an algebra with grading preserving multiplication, i.e. v ∈ Vα, w ∈ Vβ ⇒ vw ∈
12
Vα+β , then it is called a Z2-graded algebra. We define the supercommutator
[·, ·]s : V × V → V by
[v, w]s = vw − (−1)
<v,w>wv. (54)
where the notation < v,w > means deg(v) · deg(w). This definition is by
linearity also well defined for non-homogeneous elements. Equipped with the
supercommutator, V becomes a Lie superalgebra. Every linear operator X on
V can be written in matrix form
X =
(
X0¯0¯ X0¯1¯
X1¯0¯ X1¯1¯
)
(55)
corresponding to the decomposition V = V0¯ ⊕ V1¯. Then deg(Xαβ) = α + β
defines a grading which provides every algebra of linear operators on V with a
Z2-structure.
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