Introduction
Machine learning is widely used for object recognition in images (Viola & Jones, 2001) . Indeed, the goal is to recognize any object of the same class whatever the background, the illumination conditions, ... . The key-point of such a method is the ability to create a generic model able to describe the huge variability of an object class. A large training set is then used so as to cover all the variations taken by the object class. For each example, a simple description provides a huge feature vector from which only a subset is relevant according to the object to be recognised. Kernel based machines like Support Vector Machine (SVM) (Vapnik, 1998) have shown great performances for object recognition in images (Papageorgiou & Poggio, 2000) . But high dimensional problem can be prohibitive for it: it implies expensive time, presence of irrelevant features can disturb the classifier and overfitting often occurs. Various approaches were proposed in order to decrease this number of variables (Guyon & Elisseeff, 2003) . They are of two types: the filters and the wrappers. The filters methods use only the training set. They process the entire data before the learning step and keep only relevant characteristics. Most widespread is the Relief algorithm, introduced by Kira and Rendell (Kira & Rendell, 1992) and improved by Konenko (Kononenko, 1994) , which computes a criterion of relevance for each characteristic of the training set. Another approach presented by Hall in (Hall, 2000) uses a correlation score to reduce the training set. An extension of this method was developed in (Yu & Liu, 2003) for great dimension sets. The wrappers methods carried out the variable choice at the same time as the training process is done. Moreover, they use the process itself to select relevant characteristics (Kohavi & John, 1997) . Solutions were brought for SVMs. Weston in (Weston et al., 2000) explores parameter space by a stepped gradient descent and fix an exit threshold on the classification error. Rakotomamonjy proposes in (Rakotomamonjy, 2003) a selection criterion based on the variable influence on the decision rule of a SVM classifier. Generally, these methods, which take account of the training set and the classifier in the same time, give good results but induce expensive computing times. For an out-line learning, the computing time is not the main problem. However, studies like (Campedel et al., 2005) showed the efficiency of variable selection to improve the classifier performances: the presence of useless data can disturb the classifier and memory is misused.
With the aim of time-saving, the ideal is to use a variable selection algorithm which can be processed independently of the learning process. But not to take account of the classifier is the major disadvantage of the filtering methods: the drawback is to select attributes which are not finally useful for this one. To guarantee the relevance of the characteristics preserved for the classifier, the best tool is this classifier used itself. AdaBoost algorithms can also be used for feature selection. In (Viola & Jones, 2001) an AdaBoost cascade is used with Haar wavelets based descriptor. At each stage of the classifier, a Haar resolution is chosen and images are divided into several sub-windows. The classifier rejects the non-informative ones. At the follow step, the Haar resolution is increased only for sub-windows which were selected at the previous iteration. This stage of the classifier rejects also the non-informative sub-windows and the process keeps on. After several stages of the classifier, the number of sub-windows decrease quickly. Moreover the decision threshold is readjusted as the classifier progresses. An extension of this cascade method is developed in (Le & Satoh, 2004) with a final SVM classifier. First stages of the classifier use AdaBoost algorithm to reduce the feature space and select relevant features. The last stage is a SVM classifier which builds a face model from the features selected previously. This both methods allow to reduce the features number in the first stages of the cascade. In this approach, the AdaBoost algorithm is only used to select relevant features from a huge set of possible ones. We propose here an original association of a classic AdaBoost algorithm with a kernel based machine. Adaboost is an algorithm which builds a strong classifier by selecting a huge number of weak ones. It can be used for feature selection too: each feature can be seen as a weak classifier and AdaBoost selects a subset of them. Our approach consists on using the resulting subset of weak relevant classifiers (and not relevant features) as binary vectors in a kernel based machine learning classifier (like SVM). We focus our proposal on pedestrian recognition: since pedestrians provide a large appearance variability (size, clothes, skin colour, ...) the training set used for learning must be very large. Numerous features are then used to describe correctly each sample of the training set. The association of AdaBoost and kernel machine allows to handle this high dimensional problem. This chapter is organized as follow: section 1 describes the main features used in classification; then the classifiers methods is presented in section 2. Experiments and results of the proposed method on a pedestrian recognition task are realizes in section 3; and finally section 4 gives the conclusion.
Features for image description
In pattern recognition, different types of features are widely used to describe each image. For many recognition system, the goal is to realize an on-line application, and features are chosen according to that. These features have to be efficient of course but moreover to compute quickly so as to reach an on-line processing time. We present here three types of features widely used in pattren recognition: Haar wavelets, histograms of oriented gradients and binary descriptors.
Haar wavelets
They are probably the most used features for pattern recognition in images. Introduced by Papageorgiou in (Papageorgiou & Poggio, 2000) , they encode a local information with an intensity difference at different scales.
The overcomplete dictionnary presented in (Papageorgiou & Poggio, 2000) allows a fast computation of haar wavelets in threes directions: horizontal, vertical and diagonal (see figure  1 ) The main difficulty is to find adapted sizes for a given image. Indeed a finer scale only captures noise whereas large scale doesn't capture an object characteristics. 
Histograms of Oriented Gradients
This image descriptor for image recognition was introced in (Dalal & Triggs, 2005) . This descriptor is a based on edge orientation histograms (Freeman & Roth, 1995) and SIFT descriptor (Lowe, 2004) The idea is to count occurrences of gradient orientation in localized portions of an image called cells. We thus obtain a dense grid of uniformly spaced cells and overlapping local contrast normalization is used for improved performance. Here difficulties are to choose a correct grid to describe an object and to select a correct normalization schema.
Binary descriptors
This kind of descriptor becomes very popular used in pattern recognition, especially for low resolution images. It computes an intensity comparison of two points, which is an enough resolution for small images. Various methods were proposed to select and associated them (Lepetit & Fua, 2006; Moutarde et al., 2008) . The points selection appears as the main problem of this descriptor because it gives quickly a high dimensional feature vector if all the possibilities space is cover up. We build our own binary descriptor based on the comparison result of the grey levels as presented in the figure 2. Let us note u the coordinates of an image point. I(u) returns the pixel intensity at this point, i.e. the grey level associated with these coordinates in the image. Given two points of the image, u 1 and u 2 , the descriptor carries out the following comparison: 
Machine Learning
Today the machine learning used in image recognition are either Boosting method either Kernel method. This section describes these learning methods.
Here, we follow the standard notations, representing the output labels by a scalar y which can take two possible discrete values corresponding to the object class: y = −1 for negative examples (non-objects) and y = 1 for positive examples (objects). Vectors x ∈ IR Q represents input features provided by images descriptors. Let
denotes a training set composed by N samples of feature vectors associated to their corresponding labels.
Adaptative Boosting or AdaBoost
This method is developped by Freund and Schapire in (Freund & Schapire, 1996) . It's the more commun method of Boosting used for image recognition. The AdaBoost principle is straight forward. As opinions of several experts are better than only one, this algorithm combines decisions of several weak classifiers. An uniform weight is given for each data of the training set. At each iteration, a subset of the training set is drawn from S according to the weights assigned to them at the previous iteration. A weak classifier h(t) is created from this subsample and the classification error ǫ t is calculated for the entire training set. The weight vector is then updated: the weight of the elements well classified decreases, while the weight of those badly classified increases. The process is reiterated until reaching the number of required weak classifiers or until the error on the training set is lower than a given threshold. The decision rule associated to Adaboost is then a linear combination of selected weak classifiers:
where α t are weights estimated from the learning step. Equation (2) clearly shows that the classification rule is given by the sign of a linear equation (hyperplane) into the selected weak classifiers space.
Kernel Machine
Kernel based machines has been widely used for classification ((Suard et al., 2006) , (Papageorgiou & Poggio, 2000) , (Shashua et al., 2004) ). The general form of the classifier is given by:
Here, {φ m (x)|m = 1...M} are basis functions and {w m |m = 1...M} are the associated weights. We propose non linear basis functions:
where k(x, x m ) is a kernel function. The classification rule can be written in a more compact form by the following equation:
where w T = (w 1 , w 2 , ..., w M ) is a weight vector and φ(x) = (φ(x 1 ), φ(x 2 ), ..., φ(x N ) T . To train the model (estimate w), we are given the training set
We use the Euclidean norm to measure y-space prediction errors, so the estimation problem is of the form:
is the design matrix and y . = (y 1 , ...y N ) T is the training set label vector. The estimation of the parameter vector w using the least-square criterion defined in equation (6) is given by: 1 w ls = yΦ + (7)
Alternative methods can be used to estimate w. A solution is to place priors over w in order to set many weights to zero. The resulting model is then called sparse linear model. SVM (Support Vector Machine) (Vapnik, 1998) is a sparse linear model where the weights are estimated by the minimization of a Lagrange multipliers based functional. Other sparse linear models, like RVM (Relevant Vector Machines) (Tipping, 2001 ) may also be employed. Vectors used for basis functions are usually composed by a subset of the training set S h . It is also possible to use the entire training set and in this case M = N. The matrix Φ is then symmetric and system resolution can be made more efficiently using Cholesky decomposition. We make the common choice to use Gaussian data-centred basis functions:
which gives us a "radial basis function" (RBF) type model from which the parameter σ must be adjusted. On one hand, if σ is too small, the "design matrix" Φ is mostly composed of zeros. On the other hand, if σ is too large, Φ is mostly composed of ones. We propose to adjust σ using a non linear optimization maximizing an empirical criteria based on the sum of the variances computed for each line of the design matrix Φ:
with
and
The classifier thus obtained will be denoted by KHA (Kernel Approximation Hyperplane) in section 4.
Classifiers Association
Our goal is to be able to recognize object with a great variability. For that, we use dataset with a large number of examples, and each example is described by a huge features vector. Using all this features set is prohibitive for the computation of kernel machines. That's why we propose here to use an Adaboost algorithm to choose only the more relevant features into the training set. As AdaBoost selects the best weak classifiers for a classification task, the features selected will be relevant for a kernel machine too. Here, we propose an original approach which consists in selecting weak classifiers with AdaBoost (not relevant feature selection), and then using the selected weak classifiers as new binary input vectors to learn a kernel based classifier. This method provides non-linear separator in the weak learner space and classifies accurately more examples as shown in figure 3 ; positive examples are denoted by symbol +, negative examples by −. h 1 (x) and h 2 (x) are two weak classifiers selected by AdaBoost. They 
Next the classification rule for kernel machines becomes:
where k(h(x), h m (x)) is the kernel function. The estimation problem is given by equation (6) and the resolution is done like presented in section 3.2 . We focus our work on pedestrian recognition in images coming from low-cost camera (see (Leyrit et al., 2008) ). This work is challenging because pedestrian is a hard pattern to recognize due to the differences of clothes, size... added to classic illumination and background variations. Since pedestrian appearance provides a large variability, the training set used in www.intechopen.com the learning stage must be very huge and each sample can be described by a huge feature vector. We used the images dataset provided by Gavrila and Munder in (Munder & Gavrila, 2006) . This base is subdivided into five parts; each one contains 4800 positive and 5000 negative images. Each picture has a size of 36x18 pixels, in grey levels. In the positive images, the pedestrians are standing and entirely visible; they were taken in various postures, and in various illumination and background conditions. Each pedestrian picture was randomly reflected and shift a few pixels in the horizontal and vertical directions. The negative images describe the urban environment: trees, buildings, cars, roadsigns... This base (some examples of which are shown in figure 4) constitutes the data used for training and the validation of the proposed method. According to (Munder & Gavrila, 2006) the three first parts are used for the training, and the two last ones are used for the validation. It assumes that the validation is doing independently of the training.
Experiments and Results

The proposed method compared to a standard AdaBoost
In this part we compare the results of a standard AdaBoost to the ones given by the proposed method. We use here the association of the binary output of the AdaBoost with a KHA kernel machine. Results are obtained for the descriptor of grey level comparisons (see paragraph 2.1). We make these comparisons between points belonging to the same line or the same column. As the image size is of 36x18 pixels, we obtain 5508 binary descriptors for the lines and 11340 for the columns. in figure 5 for more precision. A ROC curve (Receiver Operating Characteristic) presents variations and sensitivity of a test for various values of the discrimination threshold. The x-axis represents the false negative rate (non-pedestrians classified as pedestrians) while the y-axis corresponds to the true positive rate (of the pedestrians which are well detected as such). Let us suppose a ROC curve through the point (0.1;0.9). That means that for 90% of the well classified pedestrians, 10% of non-pedestrians are badly classified. Most of the time, the classifiers association gives best results than a standard AdaBoost. In this way, we can achieve good recognition rate despite the high dimensional size of the features vectors.
Comparison between two different kernel machines
We tested the proposed method with a SVM kernel machine. Results are given in table 2 (decision threshold set to zero) and ROC curves are presented in figure 6. With a decision threshold set to zero, KHA gives better results; but we can see in figure 6 that for other decision 
Comparison between three descriptors
We have implemented the three descriptors presented in section 2: the histograms of oriented gradients (HOG), Haar wavelets and our grey-level descriptor. We chose a Haar wavelets size of 2x2 and 4x4, shifted by 1 4 of the size of the wavelet in the three directions (see paragraph 2.1). It gives 1755 features. As regards the HOG, we chose a cutting into 3x3 cells, and histograms are computed with 8 bins. We thus obtain 576 features. For the two previous descriptors, the feature vector is relatively small and doesn't require a previous weak classifier selection. We only use the complete method for the binary descriptor. Then a KHA kernel machine is trained on each dataset. www.intechopen.com The results presented in table 3 and in figure 7 show that these three descriptors work into almost the same range of values. With more precison, ROC curves show that histogramms of oriented gradients are better for these pedestrian recognition task. The binary descriptor, despite its simplicity, achieves almost same results. Haar wavelets doesn't reach the same performances than the two others descriptors.
Descriptor
Learning 
Conclusion and future works
We have proposed a learning based approach for high dimensional object detection. This method uses an AdaBoost algorithm to select relevant weak classifiers, which are then used as binary vectors to learn a kernel based classifier. This method helps to solve high dimensional problem like a pedestrian recognition task; results show that the method gives good performances and outperforms standard AdaBoost. Three popular descriptors have been tested; histograms of oriented gradients give the best results but the binary descriptors reach almost the same results, which is very interesting for a real-time application. Haar wavelets are less competitive than the two others descriptors. We have designed our own classifier, KHA, which gives similar results than a SVM classifier. KHA is easy to develop but we explore now solutions to decrease the number of retained support vectors and to select relevant ones. It should help us to reach faster computation time.
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