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INTRODUCTION
Models describing the dynamics of infectious diseases in animal populations represent one of the bestdeveloped areas of mathematical ecology (Anderson et al. 1 981, Anderson and May 1981 , Levin and Pimentel 1981 , Hochberg 1989 , Dwyer et al. 1990 ). Nevertheless, like most ecological theory, models of animal diseases largely have been based on the assumption that spatial structure is of negligible importance; that is, most models assume that the spatial distributions of host and pathogen are unimportant. Many of the existing models that do include spatial structure require a knowledge of how transmission varies with distance from the pathogen (so-called "contact distribution models" [Mollison 1977 , Thieme 1977 , Diekmann 1979 ). Since transmission by this definition would be hard to measure for mobile hosts, applications of this theory have been restricted to plant diseases (van den Bosch et al. 1988a, b, c) . In this paper I analyze and test a model of insect pathogens in which spatial structure plays a central role. My goal is to develop a model that is simple enough to provide a general theoretical framework for the spatial dynamics of insect pathogens, yet is realistic enough to allow predictions of their McLeod et al. 1982 , Mohamed et al. 1983 , Podgwaite et al. 1984 , Shepherd et al. 1984 , Fuxa 1987 , Otvos et al. 1987 , an understanding of their spatial dynamics will contribute to both basic insect ecology and insect pest management.
For the purpose of testing the model I focus on a particular insect-pathogen system: Douglas-fir tussock moth, Orgyia pseudotsugata, and its nuclear polyhedrosis virus or NPV. Douglas-fir tussock moth ranges from southern British Columbia to Arizona and California, and feeds on economically important conifers throughout its range (Brookes et al. 1978) . Larvae go through five instars in the male, and six in the female.
Females are flightless, and most long-distance dispersal is accomplished by ballooning in the first and sometimes the second instar (Mitchell 1979) . Periodically, the tussock moth undergoes outbreaks in which its density increases by >4 orders of magnitude (Brookes et al. 1978) ; these outbreaks are often terminated by epizootics of the NPV disease. The DNA of NPVs is enclosed in a polyhedral-shaped protein matrix, called a polyhedral inclusion body, which enables the virus to survive outside of the host for long periods and acts as the infectious stage in the viral life cycle. Larvae become infected by accidentally consuming these particles on contaminated foliage; if a larva consumes enough particles at once, it becomes infected, and dies within z2 wk. Shortly after the larva dies its integument breaks open, releasing particles into the environment where they can infect new larvae. Because of this mechanism of transmission, only dead larvae are infectious.
In earlier work on this system (Dwyer 1991 ) I demonstrated that the transmission rate of the disease is partly dependent upon the spatial patchiness of the pathogen, an effect that appears to be modulated by the movement rate of the host. By building on these empirical results, the present paper is an attempt to explore mathematically the consequences of pathogen patchiness and host movement for the spatial spread of the pathogen. Although I focus here on pathogen spread from a point source through a uniformly distributed host population, the model can be used to represent the disease dynamics resulting from any initial distribution of host and pathogen.
Because this paper contains both the development of a general model, and an experimental test of the model with a specific system, its organization is not standard. In the first two sections I describe the model and analyze the range of behaviors that it can exhibit.
In the third section, I describe a set of experiments that were used to estimate parameters in the model, and an experiment designed to test the model, in which I compared the model's predictions to the outcome of experimentally initiated epizootics. Finally, in the Discussion, I consider the generality of the model, and its successes and failures in the specific case of the NPV of Douglas-fir tussock moth.
THE MODEL
As Anderson and May (1981) observe, what makes many insect pathogens different from other animal diseases is the presence of long-lived infectious stages that are capable of surviving for extended periods outside of the host. Such so-called "free-living" stages are not confined to viruses; fungal pathogens and microsporidia, for example, also have long-lived infectious stages (Carruthers and Soper 1987, Maddox 1987) . Since my immediate concern is with viruses, I will here deemphasize fungi and microsporidia. However, the model that I present is not specific to a particular pathogen taxon. The standard approach to modelling insect diseases involving free-living pathogens is to construct three differential equations, one each for the density of susceptible hosts (S), the density of infectious hosts (I) and the density of free-living pathogen particles (P) (Anderson and May 1981) :
dT dI= vPS -aI; and (2) dP T= XI -[ + (S + I)]P, (3) dT where r is the reproductive rate of the host, v is the transmission coefficient, a is the rate of disease induced mortality, X is the rate of production of pathogen particles by infected hosts, A is the decay rate of the pathogen, and T is time. This system of equations describes how epizootics develop in systems in which host and pathogen are said to be "well-mixed." In other words, either (1) the host or the pathogen (or both) is very mobile or (2) the host and pathogen spatial distributions are uniform; in either case, spatial distribution may be unimportant. Not surprisingly, these conditions are often violated for actual insect host-pathogen systems (Entwistle et al. 1983 ).
In the present paper I consider only host-pathogen dynamics within a season. This is because a single season represents an experimentally tractable time scale and because in practical applications, such as the use of pathogens as biological insecticides, we are concerned primarily with within-season spread (Shepherd et al. 1984 , Otvos et al. 1987 ). Restricting the model to within-season dynamics allows me to simplify Eqs.
1-3 in two ways. First, there is no reproduction of the host within a season. Second, the amount of virus consumed by the host within a season (virus consumption is represented by the v(S + I)P term in Eq. 3) is probably negligible compared to the amount produced by infected hosts, as X and A are typically much larger than v (Anderson and May 1981 ; also see Predicting the spatial spread of the NPV of Douglas-fir tussock moth, below. Relaxing this assumption has no effect on the Here I extend the model to include spatial dynamics by allowing for the movement of host and pathogen. This is done by adding a term to Eqs. 4 and 5 that represents larval movement (typically only larvae can become infected); since the model now keeps track of changes in both space and time, the ordinary differential equations become partial differential equations.
Movement is represented as diffusion, which is equivalent to assuming that larvae move randomly in all possible directions (Okubo 1980 ). This approximation is appropriate for many insects (Kareiva 1983) , including Douglas-fir tussock moth larvae, as I show in
Predicting the spatial spread ... : Parameter estimation, below. Incorporating more complex host movement into the model would be straightforward (Okubo 1980) , although it might complicate the analysis.
The resulting spatially structured model is:
aS (X T)PS Da2s(7 a )=VPS + DaX2 (7) aI (X,T) a2i aT~xr) = vPS -aI + Dax; and (8) aP (X, T) x 9
aT The symbols here are the same as in Eqs. 4-6, with the exception that the susceptible population S. the infected population I, and the pathogen population P are now functions of both time T and distance X. In addition, the D 02 terms represent host movement, aX2
where the diffusion coefficient D is a measure of dispersal rate.
In the present paper the model is confined to one spatial dimension. Although the spatial spread of insect diseases in the field of course occurs in two dimensions, the one-dimensional model simplifies both the analysis and the experimental test. Moreover, the dynamics of one-dimensional disease models with dispersal are often qualitatively similar to the dynamics of their twodimensional counterparts (Murray et al. 1986 ). Finally, in many situations one dimension may well be a reasonable approximation. For example, when a pathogen spreads outward from a point, the disease front that develops may be nearly circular. At long enough time intervals, a spreading circle will present an essentially planar front in each direction, since a circle with a large enough radius viewed at a local scale looks like a straight line. In such cases, the spread in any particular direction can be approximated with one dimension. Because of this, when insect viruses are used in biological control their spread is often described in terms of one dimension (Entwistle et al. 1983 , Otvos et al. 1987 .
ANALYSIS OF THE MODEL
One of the important features of the class of model represented by Eqs. 7-9 is that such models can exhibit what is known as "travelling wave behavior" (Murray 1989) . For the present model, this means that the spatial distribution of the infected fraction of the population develops into a moving wave front of disease.
As it moves across the landscape, this front is simply a transition zone between high disease incidence close to the source of the disease and low disease incidence far from the source of the disease (Fig. 1) . Significantly, the front will maintain its shape if the spatial scale is large enough that boundary effects are not important.
Although travelling waves may seem abstract, existing data on the spatial spread of insect viruses in the field suggest that such waves exist in nature. In each of the field studies reviewed by Entwistle et al. (1983) et al. 1990, Manasse and Kareiva 1991) , which is unfortunate because it is a major tool for exploring spatially distributed population phenomena, and often can be understood with little more than linear stability analysis of ordinary differential equations (Odell 1981) .
Briefly, the analysis consists of transforming the model to a moving coordinate system. This reduces the partial differential equations-Eqs. 7-9, which are functions of space X and time T-to ordinary differential equations, which are functions of a new "dummy" variable t and a new parameter c (according to the transformation t = X + cT). The new parameter c is the rate of advance of the wave of disease, or the wave speed.
This transformation allows me to analyze the model as a system of ordinary differential equations.
As in linear stability analysis, the analysis begins with the identification of the equilibrium points. For
Eqs. Table 1 .
for the most part estimated at the level of the individual (Hassell and May 1985) .
An important caveat is that the initial velocity of the wave of disease will depend upon the initial conditions.
For example, if the disease is introduced in the form
of only a few pathogen particles, it can take a substantial period of time for a wave front of disease to reach the calculated velocity ( Fig. 1) . Similarly, as the wave front approaches the edge or boundary of a habitat, it will begin to change shape. As the spatial scale of the habitat becomes smaller, these two effects will combine to distort the wave front over the entire area of the epizootic ( Fig. 1 ). In summary, the calculated wave speed describes the long-term rate of spread of the pathogen in a large-scale habitat, while the simulations can describe both initial disease spread and spread at small habitat scales. see Appendix A), and increasing longevity of infected larvae ( Fig. 5 : lower a).
Figs. 2-5 also indicate the sensitivity of the model to each parameter, which provides guidance on how accurately each of these parameters must be estimated.
For instance, a 1 0-fold increase in the decay rate of the pathogen ,u produces at most a 30% decrease in the wave speed, indicating that I do not need a very exact estimate of the decay rate in order to predict the wave speed. This information also could be used to understand how different strains of a pathogen will vary in the rate at which they spread spatially, which would be useful in evaluating the efficacy of different strains for pest control.
PREDICTING THE SPATIAL SPREAD OF THE NPV OF DOUGLAS-FIR TUSSOCK MOTH
Testing whether the model Eqs. 7-9 can be used to Disease parameters (,i, v, X, a).-To estimate the parameters describing the dynamics of the host-pathogen interaction, I reared healthy larvae on a pair of seedling Douglas-fir containing infected cadavers, and counted the number of larvae that became infected as a result of contact with the cadavers (only larvae can become infected, since adults do not feed). The Douglas-fir were planted in wading pools, with a sticky substance (Tanglefoot) around the top of the wading pool that the larvae will not touch: this prevents larvae from leaving the experimental arena (Dwyer 1991) . Around each wading pool I placed a 1.2-M3 cage made of spunbonded polyester (Reemay), which prevents predation by vespid wasps yet admits > 95% of ambient sunlight.
Both initially healthy larvae and initially infected larvae (which I will refer to as "primary infecteds")
were reared in the laboratory from eggs of the GL-1 strain of Douglas-fir tussock moth (Martignoni and Iwai 1980 ; eggs provided by Paul Iwai). To ensure that larvae were not accidentally contaminated with the virus, all eggs were surface-sterilized in a 10% bleach solution (Robertson 1985) . Primary infecteds were infected by being fed artificial diet contaminated with a dose high enough to ensure 100% mortality (1 mL of a solution of 40 infected third-instar cadavers ground up in 100 mL of distilled water).
The healthy and primary-infected larvae were added to the trees z24 h before the primary-infected larvae died. Before the primary infecteds were added to the trees they were marked with fluorescent powder to distinguish them from subsequent infections. I censused each pair of trees every other day, at which time I removed for autopsy all dead larvae that were not marked with fluorescent powder. Smears from dead larvae were examined under a light microscope at 400 x magnification; presence of polyhedral inclusion bodies, which can be seen easily at this magnification, indicates that a larva died of the virus.
Since all secondary infections were removed shortly after they died, transmission occurred only between the initially healthy larvae and the primary-infected larvae. As will become clear from the methods that I use to estimate each parameter, the rate at which healthy larvae became sick in an experiment can be used to estimate each of the parameters except the diffusion coefficient D.
Estimating the decay rate of the virus: A. [Mason and Thompson 1971, Mason 1981] ).
In addition, to test for the presence of extraneous virus in the environment or accidental infections in the healthy larvae, I established two controls to which no infected cadavers were added. No infections appeared in either control. The fraction of infected larvae thus serves as a measure of transmission, and the decline in transmission with the age of cadavers can be used to estimate the decay rate of the virus.
Surprisingly, the fraction of larvae that became infected in the virus decay experiment showed no decline with cadaver age (Fig. 6) ; in other words, over a time period of 32 d virus decay was unmeasureably low.
This was probably due to the fact that the experiments were carried out below the forest canopy, where the amount of sunlight is relatively low (Podgwaite et al. 1979 , Olofsson 1988 ). Since virus decay over the period of the experiment was negligible, in the model I assume that the virus half-life is 1 yr; in this range of Ai, the wave speed c changes very slightly with decay rate (Fig. 2) , so that the particular value of A is of little as the only unknown in Eq. 14 once a value of the disease-induced mortality rate a has been obtained.
For each of these two replicates vX then can be estimated by minimizing the sum of the squared differences (least-squares : Seber [1977] ) between the model prediction (Eq. 14) and the time series of the cumulative number of infections. Fig. 7 shows the fit between the model and the time series for each replicate. Considering that there is only one parameter to adjust, the model fits the data fairly well. The resulting value of vX, averaged over the two replicates, is given in Table 1 .
Estimating the host diffusion rate D. -A point release of an insect can be used both to test the assumption of diffusion as a model for movement and to estimate the diffusion coefficient D (Okubo 1980 , Kareiva 1983 ). The diffusion model predicts that, if a group of insects is released at a point in space, then their distribution at any subsequent point in time will approximate a normal curve. Mathematically, the spatial distribution of the dispersing larvae will be p(x,t) = 4d ex2/4Dt ( 15) That is, the fraction of larvae at each point in space x at time t, p(xt), is normally distributed about the release point with mean zero and variance 2Dt. As a result, the mean squared deviation of the distribution For this experiment the regression of m. against time t has a slope of 0.0548 ( Fig. 8 ; r2 = 0.995), so that the diffusion coefficient is 0.0274 m2/d. I used this diffusion coefficient D in Eq. 15 to predict the distribution of larvae at each sampling date (Fig. 9 ). This is a way of testing the assumption of diffusion; if the larvae are diffusing at a constant rate, then the diffusion coefficient calculated from the regression on allfour observation dates should be sufficient to describe the shape of the curve on each observation date. A Kolmogorov- [Kareiva 1983] .)
Testing the model Table 1 What one expects to see qualitatively is that initially the infected fraction of the larvae will be high close to the source of the virus, but will fall off rapidly with distance. At later time intervals the fraction infected will still be high near the source of the virus, but will fall off less rapidly. This points out the ultimate necessity of the model; without it, it would be impossible to make an a priori prediction that is any more quantitative than this.
The three treatments were each replicated twice, and the rows of trees were arranged in two blocks of three Moreover, the parameters in the model were estimated at a scale that was about an order of magnitude smaller than the scale at which the model predicted the spread of the virus. Although the spatial scale of the experiment that I used to test the model was quite small, this feature of the model is common not just to reaction-diffusion models, but to so-called reactionredistribution models, in which the assumption of diffusive movement is not required (Banks et al. 1987 ).
This is significant because using information from small scales to predict large-scale dynamics is a central challenge in ecology. The experimental test of the model is necessarily specific to tussock moth and its NPV. It is important to emphasize, however, that no aspect of the model is specific to this particular insect host-pathogen system, and that the parameters could be estimated easily for other such diseases. As a result, the model should be applicable to other insect host-pathogen systems.
More generally, travelling wave models, such as Eqs.
7-9, should be useful in ecology as a whole, for several reasons. First of all, travelling waves are not specific to the model that I have presented, nor even to a small class of models, but can potentially occur in virtually any ecological model incorporating spatial structure (Keller and Segal 197 1, Odell 198 1, Okubo et al. 1989, van den Bosch et al. 1990 ). This mathematicalubiquity of travelling waves suggests that waves could result non-equilibrium (Chesson and Case 1985) ; (2) they are capable of simultaneously predicting both spatial and temporal dynamics; (3) they can easily incorporate different interspecific interactions (Okubo et al. 1989) ;
and (4) they are not limited to simple diffusion (Manasse and Kareiva 1990 , van den Bosch et al. 1990 ).
To date, travelling wave models have been largely the province of theoreticians (Skellam 1951 where so is the initial value of s, which for convenience I take to be spatially uniform. This assumption is essential to the analysis, but is not necessary for the simulations. The second critical point is at the origin.
Numerical solutions indicate that travelling wave solutions only occur for so > 1. Given that so > 1, the numerical solutions show that the travelling waves proceed, in the phase space associated with Eqs. 29-33, from so to another spatially uniform equilibrium (sziyp) = (sO,,000). I have not been able to generate an expression for so,, but the simulations indicate that sO, tends to decrease as so increases; for so much bigger than 1, sO, is close to zero. The sketches of 1(0) (Fig. Al) show that, for so > 1, two eigenvalues have positive real parts, and one has a negative real part. Similar sketches of f(0) for so < 1 show that there will instead be one eigenvalue that has a positive real part, and two that have negative real parts. It is important to realize, however, that for Eqs. 29-33 the independent variable t is not the same as time t but is instead x + ct. The signs on the eigenvalues thus are not indicative of what one usually thinks of as stability (whether or not the populations will approach an equilibrium). This is because the direction of positive t is arbitrary, so that if Eqs. 29-33 are "unstable" for positive (, we can simply reverse the sign of t and they will be "stable."
In short, the sign of the real part of the eigenvalues still indicates the direction of the flow around a critical point, but this is not the same as stability. Nevertheless, the fact that for so > 1 there are two eigenvalues with positive real parts and one with a negative real part, while for so < 1 there is one eigenvalue with a positive real part and two with negative real parts, indicates that it is at least topologically possible for a trajectory to proceed from an equilibrium at (so > 1,0,0) to (so < 1,0,0). (For so < 1 it is again possible to use the argument that all eigenvalues must be real numbers to find a limit on the wave speed; the difference is that this analysis 
where A is a constant determined by the initial conditions.
c-VP4
The eigenvector associated with 0 = 2 is the zero eigenvector. This means that trajectories that approach the origin do so in the s = y = = z = 0 subspace (the p-axis).
For the system Eqs. 29-33, again t is reversible, so that we can replace t by -and move backwards along any trajectory. VXIh i i a which is Eq. 14 in the main text.
