Abstract. Let Dn be the generalized unit disk of degree n. In this paper, we compute Riemannian metrics on Dn × C (m,n) which are invariant under the natural action of the Jacobi group explicitly and also provide the Laplacians of these invariant metrics. These are expressed in terms of the trace form.
Introduction
For a given fixed positive integer n, we let
(n,n) | Ω = t Ω, Im Ω > 0 } be the Siegel upper half plane of degree n and let
be the symplectic group of degree n, where
Then Sp(n, R) acts on H n transitively by where M = A B C D ∈ Sp(n, R) and Ω ∈ H n .
For two positive integers n and m, we consider the Heisenberg group H (n,m) R = { (λ, µ; κ) | λ, µ ∈ R (m,n) , κ + µ t λ symmetric } endowed with the following multiplication law
We define the semidirect product of Sp(n, R) and H 
with M, M ′ ∈ Sp(n, R), (λ, µ; κ), (λ ′ , µ ′ ; κ ′ ) ∈ H (n,m) R and (λ,μ) = (λ, µ)M ′ . We call this group G J the Jacobi group of degree n and index m. Then we get the natural action of G J on H n × C (m,n) (cf. [4] , [5] ) defined by and (Ω, Z) ∈ H n × C (m,n) . We note that the action (1.2) is transitive.
For brevity, we write H n,m := H n × C (m,n) . For a coordinate (Ω, Z) ∈ H n,m with Ω = (ω µν ) ∈ H n and Z = (z kl ) ∈ C (m,n) , we put
. . . C. L. Siegel [3] introduced the symplectic metric ds 2 n on H n invariant under the action (1.1) of Sp(n, R) given by
and H. Maass [1] proved that the differential operator
is the Laplacian of H n for the symplectic metric ds 2 n . Here σ(A) denotes the trace of a square matrix A.
In [7] , the author proved the following theorems.
Theorem A. The following metric
is a Riemannian metric on H n,m which is invariant under the action (1.2) of the Jacobi group G J . Theorem B. The Laplacian ∆ n,m of (H n,m , ds 2 n,m ) is given by
Let G * = SU (n, n) ∩ Sp(n, C) be the symplectic group and let
be the generalized unit disk. Then G * acts on D n transitively by
where P Q Q P ∈ G * and W ∈ D n . Using the Cayley transform of D n onto H n , we can see (cf. [3] ) that
is a G * -invariant Kähler metric on D n and H. Maass [1] showed that its Laplacian is given by
be the Jacobi group with the following multiplication
For brevity, we write D n,m := D n × C (m,n) . For a coordinate (W, η) ∈ D n,m with W = (w µν ) ∈ D n and η = (η kl ) ∈ C (m,n) , we put
In this paper, we find the G J * -invariant Riemannian metrics on D n × C (m,n) and their Laplacians. In fact, we prove the following theorems. Theorem 1. The following metric ds 2 defined by
is a Riemannian metric on D n,m which is invariant under the action (1.9) of the Jacobi group G J * . We note that if n = m = 1, we get
We note that if n = m = 1, we get
The main ingredients for the proof of Theorem 1 and Theorem 2 are the partial Cayley transform, Theorem A and Theorem B. The paper is organized as follows. In Section 2, we review the partial Cayley transform in [8] . In Section 3, we prove Theorem 1. In Section 4, we prove Theorem 2.
Notations : We denote by R and C the field of real numbers, and the field of complex numbers respectively. The symbol ":=" means that the expression on the right is the definition of that on the left. For two positive integers k and l, F (k,l) denotes the set of all k × l matrices with entries in a commutative ring F . For a square matrix A ∈ F (k,k) of degree k, σ(A) denotes the trace of A. For Ω ∈ H g , Re Ω (resp. Im Ω) denotes the real (resp. imaginary) part of Ω. For any M ∈ F (k,l) , t M denotes the transpose matrix of M . For a matrix A ∈ F (k,k) and B ∈ F (k,l) , we write A[B] = t BAB. I n denotes the identity matrix of degree n. For a square matrix A of degree n, the inequality A > 0 means that A = tĀ is a positive definite hermitian matrix, i.e., tx Ax > 0 for any nonzero x ∈ C (n,1) . Obviously A > 0 means in the case of a real A that A = t A is a positive definite symmetric matrix, i.e., t xAx > 0 for any nonzero x ∈ R (n,1) . For two n × n square matrices A and B, the inequality A > B means that A − B > 0, i.e., A − B is a positive definite hermitian matrix. In the real case, the inequality A > B means that A − B is a positive definite symmetric matrix
The partial Cayley transform
In this section, we review the partial Cayley transform [8] 
We can identify an element g = (M, (λ, µ; κ) 
We set
We now consider the group G J * defined by G
where
and P, Q are given by the formulas
From now on, we write
In other words, we have the relation
be the complex Heisenberg group endowed with the following multiplication
We define the semidirect product
endowed with the following multiplication
If we identify H (n,m) R
with the subgroup
, we have the following inclusion
We define the mapping Θ :
where P and Q are given by (2.2) and (2.3). We can see that if
According to [6] , p. 250, G J * is of the Harish-Chandra type (cf. [2] , p. 118). Let
be an element of G J * . Since the Harish-Chandra decomposition of an element
the P + * -component of the following element
is given by (2.5)
We can identify D n,m with the subset
of the complexification of G J * . Indeed, D n,m is embedded into P + * given by
. This is a generalization of the Harish-Chandra embedding (cf. [2] , p. 119). Then we get the canonical transitive action of G J * on D n,m defined by
The author [8] proved that the action (1.2) of G J on H n,m is compatible with the action (2.6) of G J * on D n,m through the partial Cayley transform Φ :
In other words, if g 0 ∈ G J and (W, η) ∈ D n,m ,
where g * = T −1 * g 0 T * . Φ is a biholomorphic mapping of D n,m onto H n,m which gives the partially bounded realization of H n,m by D n,m . The inverse of Φ is
Proof of Theorem 1
For (W, η) ∈ D n,m , we write (Ω, Z) := Φ(W, η).
we get the following formulas from (3.1)
According to the formulas (3.2) and (3.4), we obtain
From the formulas (3.2)-(3.4), we get
According to the formulas (3.2) and (3.5), we get
From the formulas (3.2)-(3.5), we get
Conjugating the formula (3.9), we get
If we add the formulas (f ), (i) and (k), we get
Indeed, transposing the matrix inside the formula (f ), we can express the formula (f ) as
and adding the formulas (f ) and (i) together with the formula (k), we get the formula (3.11) because
If we add the formulas (g), (m) and (o), we get
Indeed, we can express the formula (g) as
and adding the formulas (g) and (m) together with the formula (o), we get the formula (3.12) because
If we add the formulas (a) and (p), we get
Indeed, transposing the matrix inside the formula (p), we can express the formula (p) as
and adding the formulas (a) and (p), we get the formula (3.13) because
Adding the formulas (d) and (l), we get
Adding the formulas (h) and (j), we get 
