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Abstract: There is a lack of appropriate guidelines for realistic user traces, mobility models, routing protocols, 
considerations of real-life challenges etc. for general-purpose Mobile Ad-hoc Networks (MANET). In this paper, four laptops 
are used in an open field environment in four scenarios to evaluate the performances of ICMP based Ping and TCP based 
streaming video applications using OLSR implementation in an IEEE 802.11g wireless network. Corresponding simulations 
are developed in Network Simulator ns-2 by setting simulation parameters according to the real experiments. Difficulties 
faced to regenerate real-life scenarios have been discussed and the gaps between reality and simulation are identified. A setup 
guideline to produce realistic simulation results has been established. 
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1 Introduction 
Mobile Ad hoc Network (MANET) is one of the most 
theoretically researched arenas of multi-hop ad hoc 
networking. It is composed of mobile network objects e.g. 
IEEE 802.11-based Wireless Local Area Network 
(WLAN), ZigBee etc. with truly dynamic and uncertain 
mobility where no network infrastructure pre-exists. 
Nowadays, MANETs are used in different specialised 
applications such as control, logistics and automation, 
surveillance and security, transportation management, 
battlefields, environmental monitoring, unexplored and 
hazardous conditions, home networking etc. However, 
there is no unified specification or standard for the critical 
internetworking aspects e.g. addressing schemes, topology 
control, routing mechanisms, cross-layer interactions 
between different protocols, Quality of Service (QoS) 
support etc. related to this technology. Researchers often 
examine large scale of MANET topology with fully 
decentralised control [1]. In reality, it is often seen that 
MANET nodes sometimes choose unreliable long wireless 
paths over short multi-hop paths and generate intolerable 
packet drop counts resulting performance degradation. 
Again, real-world experimentations vary in a significant 
way when compared with the simulation works. Due to the 
lack of appropriate guidelines for realistic user traces, 
mobility models, routing protocols and considering real-life 
challenges, it is difficult to reproduce any typical scenario 
in reality apart from simulation. Therefore, researchers 
have focused on proof-of-concept strategies and have built 
experimental prototypes for testing in real world [2]. 
In this paper, an evaluation of real MANET experiments 
with four nodes has been presented and corresponding 
simulations have been developed according to the real 
experiment values to identify the differences in the results. 
The initial results are reported by the authors in [3] that 
considers only one scenario with static nodes. On the other 
hand, this paper investigates four different scenarios with 
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both static and mobile nodes. To compare the performances 
of real experiment and simulation, both TCP and UDP are 
investigated. A concise guideline is established to minimise 
the differences for future research. The rest of the paper is 
organised as follows. In section 2, a brief literature review 
is provided on the real experimentations conducted in 
various researches, section 3 discusses the real-time 
MANET experimentations and corresponding simulations 
utilising real-world parameters and settings, section 4 
presents the real experiment results and comparison with 
the corresponding simulations, section 5 summarises the 
lessons learnt from the experiments and simulations. 
Finally, section 6 provides the conclusions and future work. 
2 Background and related work 
Many MANET issues such as complex network 
topology, asymmetric communication links, rapid link 
quality change, constant reliability of links etc. are difficult 
to control or even cannot be controlled in real-life 
situations [2]. In [4] and [1], the authors have made an 
extensive review on the differences between theoretical 
research and reality of this prominent technology. An 
experimental setup has been made to evaluate the 
performance of Dynamic Source Routing (DSR) [5] 
prototype which consists of five mobile nodes with Global 
Positioning System (GPS) installed on cars moving at 
variable speeds [6]. Two stationary mobile IP nodes are 
also placed 671m apart from the opposite ends of the 
vehicle travel path and exchange Internet Control Message 
Protocol (ICMP) packets via five multi-hop mobile nodes. 
Another real-time MANET experiment has been conducted 
with four fixed and one mobile node with IEEE 802.11b 
network adapters, fixed 1Mbps data rate and 5m 
transmission range [7]. The experiment suggests that 
choosing unreliable direct links rather than multi-hop 
reliable links result in poor performance of MANET 
routing protocols. Some 100 autonomous mobile robots are 
used to create a test-bed consisting of a maximum five-hop 
MANET with 1 Mbps throughput [8]. The network breaks 
down when all the nodes want to join at the same time 
which happens because of unreliable routing protocol 
implementation. Three static nodes with onboard GPS and 
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IEEE 802.11b network interface are used to evaluate the 
performance of Greedy Perimeter Stateless Routing 
(GPSR) [9] protocol and the investigation exhibits 400 
Kbps throughput and some lost routing broadcast packets. 
A comparison of four MANET routing protocols has been 
performed with 33 mobile nodes which finds high overhead 
of control packets for reactive protocols than the proactive 
ones [10]. The original Dynamic Source Routing (DSR) 
protocol implementation from the popular network 
simulator ns-2 [11] is used in a real-life MANET with four 
static and two mobile nodes in [12]. The average packet 
delivery ratio is 95% with overall latency of 30ms which 
justifies the ns-2 implementation. Another DSR 
implementation is tested with 10 nodes where some nodes 
are remote-controlled mini planes [13]. The experiment has 
achieved 250 Kbps throughput with 30ms latency over a 
maximum three hop MANET. Twenty cars equipped with 
four directional antennas and IEEE 802.11b network 
interface are used in an evaluation of a link state routing 
protocol Hazy-Sighted Link State (HSLS) [14] at Bolt, 
Beranek and Newman (BBN) Technologies, Cambridge 
[15]. The experiment has outperformed similar type of 
experiment using Optimised Link State Routing (OLSR) 
protocol [16]. In another experiment, eight nodes are used 
to examine Ad hoc On-Demand Distance Vector (AODV) 
routing [17] and OLSR routing protocols with a peer-to-
peer (P2P) networking system CrossROAD [18]. In the 
experiments it is found that the CrossROAD over OLSR 
outperforms traditional P2P systems over AODV. Some 9 
to 37 nodes are used within four mobility groups in indoor 
on AODV and OLSR protocols and it is found that the 
approach of choreographing node movement is suitable for 
real-life MANET testing [19]. An investigation has been 
carried out in [20] on the throughput of the IEEE 802.11 
Distributed Coordination function considering a number of 
factors e.g. path loss, multi-path fading etc. Paper [21] 
analyses the reliability of multi-hop wireless networks 
which can suffer from node failure and random channel 
fading. A discrete system model based on IEEE 802.11b 
has been developed in [22] for packet transmission process, 
packet dropout sequence and network scheduling. Although 
years of experiments have been carried out, a well-justified 
methodology, network architecture and benchmarks are yet 
to be defined. 
3 Real-life MANET experiments 
and corresponding simulations 
3.1 Real-life MANET scenarios and cases 
Commonly used node movements are “end and relay 
nodes swap in a string topology”, “chain on the fly in grid-
to-string topology”, “circular and parallel movements in a 
grid” etc. [2]. Outdoor experiments consider node 
placement based on environmental suitability for wireless 
communication. On the other hand, random node 
placements and movements are often suitable for indoor 
experiments. Thus, two strategies are generally considered 
– ‘controlled’ and ‘random node placement plus 
movement’. Artificial traffic generated by traffic generators 
following specific distributions are sometimes used to 
demonstrate real-time applications over MANET and 
maximum or best-case performances are evaluated. A 
detailed discussion on node placement, movement and 
traffic patterns for real-life MANET experimentations can 
be found in [2]. 
For our real-life MANET experiment, a pure multi-hop 
ad hoc network consisting of four mobile nodes (i.e. 
laptops) has been considered and four specific topologies 
which are shown in Figure 1 have been explored. Under the 
“string node placement” category i.e. scenario-1 to 
scenario-3, static and roaming nodes as well as end-node 
swap scenarios have been considered. In the “grid and 
hybrid node placement” category i.e. Scenario-4, a string-
grid-string topology has been evaluated. 
 
Figure 1: Node topology and movement patterns for experimental and 
simulation cases 
 
For these four specific scenarios, six individual cases 
have been investigated to evaluate the typical performance 
metrics like throughput and packet delivery ratios (PDR). 
Table 1 lists the cases, scenarios and protocols which are 
being evaluated in the real experiments and corresponding 
simulations. For cases 1, 2, 3 and 4, ICMP Ping application 
has been used in the experiments as it is quite simple and 
reflects the end-to-end network connectivity in a typical 
unreliable MANET. In the simulation the Constant Bit Rate 
(CBR) traffic over UDP with similar packet size is 
considered for cases 1 to 4 to achieve similar traffic 
properties. For cases 5 and 6, a streaming video 
transmission which utilises HTTP over TCP connection is 
considered in real experiments and File Transfer Protocol 
(FTP) over TCP is used in simulation as the application 
characteristics are much similar based on connection 
establishment, maintenance and data transfer situations. 
The ICMP Ping application (as in Windows operating 
system) has been set out to generate 100 requests of 1500 
bytes of data in bidirectional fashion from both node A and 
D which exhibits UDP like performance evaluation over 
MANET for cases 1, 2, 3 and 4. For test case 1 it has been 
found in several repeated examinations that it took 
approximately 300 seconds for the source node (i.e. node 
A) to successfully send out 100 ICMP requests to the 
destination node as shown in Table 1. Similarly, for test 
cases 2 to 4 it has been observed that approximately 120 
seconds are required to successfully generate 100 ICMP 
request packets from the source node to the destination 
node.  
 
 
International Journal of Automation and Computing 00(0), Month 20××, range of pages 
 
Table 1 : Experimental and simulation cases for evaluation of MANET. 
Case Scenario 
Network Protocol Used 
Experiment / 
simulation time 
(sec) 
Traffic Source 
Traffic 
Destination 
Experiment Simulation    
Case 1 Scenario-1 ICMP Ping CBR over UDP 300 Node A Node D 
Case 2 Scenario-2 ICMP Ping CBR over UDP 120 Node A Node D 
Case 3 Scenario-3 ICMP Ping CBR over UDP 120 Node A Node D 
Case 4 Scenario-4 ICMP Ping CBR over UDP 120 Node A Node D 
Case 5 Scenario-1 
HTTP over 
TCP 
FTP over TCP 180 Node A Node B, C, D 
Case 6 Scenario-1 
HTTP over 
TCP 
FTP over TCP 300 Node A Node D 
 
For TCP performance evaluation, node A transmits 
streaming video and the both relay node B and C are 
permitted to receive the video along with the destination 
node D for 180 seconds (arbitrarily taken) in case 5. On the 
other hand, only node D can receive the streaming video 
for 300 seconds (arbitrarily taken) in case 6 and node B and 
C are simply relay nodes. In all six cases, network data 
packets have been captured using Wireshark [23] protocol 
analyser for analysis. 
3.2 Real-life experimentation setup and 
parameters 
Usually simulation works often consider theoretical 
models e.g. radio propagation and mobility models which 
do not actually reflect real-world observations. One of the 
focuses of this paper is to identify the facts and issues to 
develop a more realistic simulation model for MANET. 
For both the experiments and simulations, (Optimised 
Link State Routing) OLSR is used as the routing protocol 
for the MANET. A real-life implementation of OLSR 
protocol Olsrd [24] has been used on four laptops to 
investigate the cases listed in Table 1. Olsrd supports 
Windows, UNIX, OSX, BSD, Android etc. operating 
systems and runs on almost any WLAN card that typically 
supports ad hoc networking. It occupies very little CPU 
power and is highly scalable. A screenshot of Olsrd and the 
default parameter settings that have been used in all the real 
experiments of this paper are shown in Figure 2(a). The 
experimental setup of a 2-hop 4 node wireless connectivity 
is depicted in Figure 2(b). A description of the network 
nodes used in the experiments and environmental 
conditions are given in Table 2.  
It can be noted that laptops with different types of 
network adapters are considered as it is an obvious case for 
considering any wireless network in real world. Although 
different adapters from different vendors may raise 
heterogeneity, all the adapters in the experiments are 
configured to follow the default IEEE 802.11g standard 
parameters e.g. transmission power, receiver sensitivity etc. 
Therefore, it can be claimed that the heterogeneity of 
network adapters will not make significant deviation in the 
outcome of the performance evaluation. 
 For case 5 and case 6, Broadcam [25], a freely available 
broadcasting and video streaming server, has been used. It 
supports a Graphical User Interface (GUI) browser-based 
interface to stream and view live video images via HTTP 
over TCP.  
 
 
 (a) A screenshot of Olsrd (OLSR daemon) tool with default settings 
 
(b) A screenshot of Olsrd tool showing 2-hop node connectivity from 
node A to node D 
Figure 2: Screenshots of the Olsrd tool. 
 
Another interesting finding from our real experiment 
indicates that a distance of 35 to 45 meters is the maximum 
reach ability for individual mobile nodes and works well 
with the Olsrd tool to maintain a four node wireless ad hoc 
network. And with this distance a maximum of 60% 
transmitted packets can be successfully received at the 
destination. Hence, we have considered this real world 
finding in our simulation by calibrating ns-2 Shadowing 
model parameters to reflect a maximum 60% packet 
reception at a distance between 35 to 45 meters. However, 
this rate and distance may change in another network 
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topological consideration and it will obviously require 
recalibration depending on the particular circumstance. 
 
Table 2: Experimentation setup: node and environmental description. 
Parameters Values 
Node Type Laptop with node mobility 0.5m/sec 
Operating 
System 
Windows XP 32bit (Node B and D) and 
Windows 7 64bit (Node A and C) 
Network 
Interface Card 
(NIC) 
Node A: Realtek RTL8191SE Wireless 
LAN 802.11n Peripheral Component 
Interconnect Express (PCI-E) 
Node B: Broadcom 802.11g Wireless 
LAN 
Node C: DELL Wireless 1397 WLAN 
Mini Card 
Node D: Acer InviLink 802.11b/g 
Network Type 
Ad hoc with no authentication 
mechanism, IEEE 802.11g compatible 
Link Speed 
54~36 Mbps wireless links with no 
control mechanism 
IPv4 Address 
Node A: 169.254.172.66 
Node B: 169.254.216.93 
Node C: 169.254.74.133 
Node D: 169.254.93.156 
Distance (60% 
successful 
packet 
reception) 
Node A  B: 37 meters 
Node B  C: 43 meters 
Node C  D: 45 meters 
Total distance between Node A  D: 
125 meters 
Environment 
Open field with very few trees and no 
buildings, warm and sunny day 
 
After analysing the captured packets by Wireshark, the 
packet generation times or intervals for case 1 to case 4 are 
computed and are given in Table 3. Usually ICMP packets 
are generated at a steady rate e.g. in every second. However 
in this real experiment it is found that it is fluctuating over 
the time due to the ‘Request time out’ period to receive a 
corresponding reply from the destination node. To capture 
this phenomenon in the simulation we have introduced 
corresponding delay value based on Table 3 for CBR over 
UDP packet generation. 
3.3 Simulation setup and parameters 
The popular network simulator ns-2 with 80211Ext 
extension [26] is used to develop the six corresponding 
simulations which are listed in Table 1. All the latest bug 
fixes have been applied to get optimum output. The UM-
OLSR [27] which is a popular version of OLSR protocol 
has been used in the simulation. Four network nodes of 
same type and same Network Interface Card (NIC) 
configuration have been used to simplify the overall 
simulation process along with all default IEEE 802.11g 
parameters. Several Olsrd parameters e.g. Willingness=3, 
HELLO_INTERVAL=5sec and TC_INTERVAL=3sec 
have been adjusted in UM-OLSR to produce the closest 
match with the configuration of Olsrd tool that has been 
used for the real-world experiments. 
A Cisco Aironet 802.11a/b/g Wireless network card has 
been chosen for this research. The receiver sensitivity of 
the card is set to -71dBm and the transmit power is set to 
15dBm at 54Mpbs data rate using Quadrature Amplitude 
Modulation 64 bit (QAM64) scheme over IEEE 802.11g 
[28]. We choose this particular wireless network card as the 
vendor explicitly mentions its receiver sensitivity and 
transmit power for different data rates within its 
specification. 
Table 3: Packet generation time for 100 ICMP packets in real 
experiment. 
Node 
ID 
Case 
First ICMP 
request send 
time (sec). 
Last ICMP 
request send 
time (sec). 
Average 
ICMP 
packet 
generation 
time (sec). 
Node 
‘A’ 
Case 
1 
6 287 2.81 
Case 
2 
9 124 1.15 
Case 
3 
12 125 1.13 
Case 
4 
14 129 1.15 
Node 
‘D’ 
Case 
1 
2 269 2.67 
Case 
2 
10 121 1.11 
Case 
3 
13 119 1.06 
Case 
4 
5 119 1.14 
 
Ns-2 simulation is applied using Shadowing propagation 
model based on the real experiment information given in 
Table 2 to generate case 1 given in Table 1. The distance 
between two consecutive nodes is set to a fixed 40 metres 
(as a generic consideration) and Shadowing model 
parameters i.e. path loss exponent, β and shadowing 
deviation, σdB are tuned to find the receiver threshold value 
to achieve 60% successful packet reception (as explained 
earlier) as given in Table 1. In the tuning process, three sets 
of values are investigated. In Set-1, β is kept to 2.8 and σdB 
is varied from 6.0 to 5.3 dB; in Set-2, σdB is kept at 6.0 dB 
and β is varied from 2.8 to 2.1 and finally in Set-3, both β 
and σdB are varied from 2.8 to 2.1 and 6 to 5.3 dB. Each set 
is tested in ns-2 simulation environment and results are 
analysed to see whether 60% of data packets are correctly 
received at both node ‘A’ and node ‘D’ or not. Finally, β = 
2.3 and σdB = 6.0 dB produce a successful packet reception 
rate of 60% at a distance of 40 meters with receiver 
threshold value of 4.55663e-10 Watt or -63dBm. Therefore, 
β = 2.3 and σdB = 6.0 dB have been used in simulations to 
closely model the real world experiments. The overall 
calibration process is done using the propagation.cc file 
provided by ns-2 in the “~ns-2.34/indep-utils/propagation” 
directory. 
Based on the packet generation time given in Table 3, 
100 CBR requests of size 1500 bytes are generated in ns-2 
simulation using UDP for case 1 to case 4. However, in ns-
2 the default inter-burst transmission interval is set to 3.44 
msec which is much smaller than the packet generation 
time given in Table 3. Hence, it produces much higher data 
throughput than the real experimentation results. Therefore, 
ns-2 transmission interval is adjusted to produce packet 
generation time given in Table 3 for cases 1 to 4. For case 5 
and 6, TCP window and packet size are set to 8192 and 
1460 bytes, respectively in the simulation based on the 
Wireshark trace analysis of real experiments.  
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It is noted that for case 1 to case 4, experimental results 
produce two fragments of sizes 1514 and 62 bytes for a 
1576 byte frame. On the other hand, ns-2 simulation shows 
fragments of 1020 and 520 bytes for a 1540 byte frame. 
Therefore, 1500 bytes of ICMP Ping and 1500 bytes of 
CBR packets show 76 and 40 bytes of overhead in 
experiments and simulation, respectively. This will usually 
tend to produce slightly better results for simulation than 
the experiments. For the experiment, only ICMP requests 
are considered (as discussed earlier in Section 3.2) in the 
throughput measurement to make similar comparative 
results with CBR over UDP transmission in simulation as 
CBR protocol does not have reply functionality from the 
receiver like ICMP.  
In simulation, values of typical physical (PHY) and 
Medium Access Control (MAC) layer parameters e.g. 
header duration, CWMin, CWMax, slot time and SIFS 
values are set based on the IEEE 802.11g specification. The 
value of preamble capture is set to true similar to the NIC 
configuration of experimental mobile nodes i.e. laptops. 
The detailed parameter settings for the overall simulation 
are given in Table 4.  
 
Table 4: ns-2 PHY and MAC layer simulation parameters. 
Parameters Values 
ns-2 Version 2.34 
PHY and 
MAC Layer 
IEEE 802.11g with 80211 PHYEXT 
Frequency 2.4GHz 
Propagation 
Model 
Shadowing with path loss;  
β=2.3, σdB=6.0 for 40m distance and 60% 
correct packet reception rate 
PHY Layer Parameters 
Receiver 
Sensitivity 
-71dBm @ 54Mbps for IEEE 802.11g 
Transmit 
Power 
15dBm @ 54 Mbps for IEEE 802.11g 
Receiver 
Threshold 
-63dBm, calculated based on the 
propagation model 
Modulation 
Scheme 
QAM64 
Header 
Duration 
20µs 
Preamble 
Capture 
True 
MAC Layer Parameters 
Maximum 
Data Rate 
54Mbps with basic data rate 6Mbps 
CWMin 15 
CWMax 1023 
Slot Time 9µs 
Short Inter-
Frame Space 
(SIFS) 
10µs 
Other Parameters 
Antenna 
Type 
Omni-directional with antenna height 1.5m 
UDP Packet 
Size 
1500bytes, CBR over UDP 
TCP Packet 
Size 
1460bytes with window size 8192, FTP 
over TCP 
Routing 
Protocols 
UM-OLSR 
 
3.4 Performance metrics and evaluation 
criteria 
A number of performance metrics can be considered to 
evaluate UDP and TCP over real-life MANET e.g., 
throughput, packet delivery ratio (PDR), end-to-end (E2E) 
delay, roundtrip transmission time (RTT), TCP window 
size etc. For real-time applications e.g. streaming audio and 
video, typical MAC and PHY layer performance metrics 
e.g. bit error rate (BER), signal-to-noise ratio (SNR), queue 
performance, packet scheduling, priority etc. can be very 
helpful to create realistic simulation environment [2]. To 
judge the performance of the overall network, data 
throughput and PDR have been considered for both UDP 
and TCP transmission in this paper.  
4 Experimental and simulation 
results and analysis 
For simple comparisons, primarily data throughput is 
considered in all the six cases for both experiments and 
simulations in sections 4.1 to 4.6. Statistical results for 
PDR are presented in section 4.7. 
4.1 Case 1: String topology with static nodes 
In case 1, all the four mobile nodes are set in a static 
string network topology which is a generic worst case 
scenario where mobile nodes are in their maximum reach 
ability range. Frequent fluctuations are observed in both 
experiment and simulation of case 1 as shown in Figure 
3(a) and Figure 3(b) due to unstable end-to-end wireless 
links between node ‘A’ and ‘D’. From the results, it has 
been observed that the average throughput performances 
are in similar pattern for both experiment and simulation. 
Experimental results show low frequency of fluctuations as 
ICMP requests are sent and the nodes wait for a time-out 
period to receive the replies. On the other hand, CBR 
packets are constantly sent based on the interval periods 
given in Table 3; hence the simulation shows higher 
frequency of packet generation.  
 
 (a) Case 1: ICMP throughput performance in real experiment 
 
(b) Case 1: CBR over UDP throughput performance in simulation 
Figure 3: Comparison of experiment and simulation for case 1. 
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4.2 Case 2: String topology with roaming 
node 
In case 2, both experimental and simulation results 
exhibit more stable throughputs than case 1 which are 
shown in Figure 4(a) and Figure 4(b) as node ‘A’ starts 
moving towards node ‘D’ gradually as depicted in Figure 1. 
According to Figure 4(a), experiment shows a drop in 
throughput in between time 60 to 80 seconds while node 
‘A’ passes over the relay nodes and frequent ICMP 
redirection occurs due to OLSR routing table updates. But 
this particular incident is not clearly visible in simulation as 
CBR packets are either received or dropped but not 
redirected as in the experiment. The initial fluctuations 
between 10 to 20 seconds, observed in both Figure 4(a) and 
Figure 4(b), are due to route establishments. The overall 
average throughputs show similar pattern. In this particular 
case, it is clear that mobility actually helps the network 
performance to overcome from uncertainty.  
 
(a) Case 2: ICMP throughput performance in real experiment 
 
(b) Case 2: CBR over UDP throughput performance in simulation 
Figure 4: Comparison of experiment and simulation for case 2. 
4.3 Case 3: String Topology with End Nodes 
Swap 
In case 3, both node ‘A’ and ‘D’ are moving towards 
each other from opposite directions as shown in Figure 1. 
The experimental and simulation results, shown in Figure 
5(a) and Figure 5(b), respectively exhibit more stable 
performance compared to case 2 i.e. Figure 4(a) and Figure 
4(b). It is noted that mobility on both end nodes overcomes 
the sudden drop between time 60s and 70s in throughput 
which occurs for case 2 experiment. The effect of routing 
table update does not show any significant impact. 
However, a more detailed network layer performance 
analysis is necessary in this regard. Again, overall average 
throughputs show close similarity in both experiment and 
simulation. From our real network experiment it has been 
observed that it is quite crucial to track routing table 
updates for OLSR as the both end nodes are moving 
towards each other at a constant rate and sometimes try to 
communicate directly bypassing the relay nodes.  
 
 
(a) Case 3: ICMP throughput performance in real experiment 
 
 
(b) Case 3: CBR over UDP throughput performance in simulation 
Figure 5: Comparison of experiment and simulation for case 3. 
4.4 Case 4: Hybrid topology with String-
Grid-String formation 
In case 4, both node ‘A’ and ‘D’ move in such a way 
that creates a string-grid-string topology as shown in Figure 
1. Experimental results shown in Figure 6(a), shows several 
spikes in the throughput results at time of string-grid (30 to 
50 seconds) and grid-string (80 to 100 seconds) formation 
due to frequent ICMP redirection and route table update. 
However, according to Figure 6(b), unusual throughput 
fluctuations are observed in the mentioned time periods for 
simulation. It can be noted that, during the grid form 
period, node ‘A’ and ‘D’ are in direct communication range 
of each other. Therefore, more stable throughput results are 
seen from the experimental results. Again, as in the 
previous cases, average throughput performances show 
similarity in pattern for both experimentation and 
simulation. It is understood that ICMP redirection, IP 
packet fragmentation, etc. in the real world scenario can 
create an obvious difference compared to the simulation 
results. Thus it is worth mentioning that researchers should 
pay particular focus to the protocol level implementation in 
synthetic network traffic generation (like by using iperf, 
BWPing, httping, etc.) and use simulations consistent / 
equivalent to real experimentations. 
 
(a) Case 4: ICMP throughput performance in real experiment 
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(b) Case 4: CBR over UDP throughput performance in simulation 
Figure 6: Comparison of experiment and simulation for case 4. 
4.5 Case 5: String topology with unrestricted 
relay nodes 
In case 5, TCP based video data over HTTP is received 
by node ‘D’ as well as captured and forwarded by relay 
nodes ‘B’ and ‘C’. Therefore, in this experiment, sender 
node ‘A’ rarely receives actual data request from the end 
node ‘D’ due to poor network connectivity in this worst 
case scenario, though ‘D’ receives moderate retransmitted 
TCP packets from the relay nodes up to 100 seconds as 
shown in Figure 7(a). At almost 120 second, ‘A’ starts to 
receive TCP request packets from ‘D’ and responds 
thereafter. According to Figure 7(b), sender node ‘A’ 
initially is able to capture node ‘D’s requests but similarly 
due to the network congestion created by the relay nodes, 
node ‘A’ receives very few TCP packets from ‘D’ in 
simulation. In both the experiment and simulation, average 
throughput is below the minimum expected level for 
requesting and receiving streaming data over MANET. 
From our experiment in case 5, it has been observed that it 
is quite difficult for the destination node ‘D’ to establish 
and maintain an end-to-end TCP connection with the 
source node ‘A’. This is because the relay nodes ‘B’ and 
‘C’ are also sending requests and responses back to the 
source node ‘A’.  
 
(a) Case 5: TCP throughput performance in real experiment 
 
(b) Case 5: TCP throughput performance in simulation 
Figure 7: Comparison of experiment and simulation for case 5. 
4.6 Case 6: String topology with restricted 
relay nodes 
In case 6 both experimental and simulation time have 
been increased to 300 seconds to allow proper end-to-end 
TCP packet transmission and acknowledgement reception. 
Node ‘D’ is the only destination and the relay nodes ‘B’ 
and ‘C’ are not allowed to request streaming data from 
sender ‘A’. Experimental results show that both nodes ‘A’ 
and ‘D’ start receiving TCP packets from each other from 
the very beginning and after 120 seconds the results show 
better throughput performance which is depicted in Figure 
8(a) compared to case 5. In simulation, after a late start, 
both ‘A’ and ‘D’ start exchanging packet data in a 
fluctuating fashion, although after 200 seconds it shows 
moderate throughput performance. The average throughput 
performance is much higher than the experimental result in 
case 5 and 6 which needs more investigation.  
 
(a) Case 6: TCP throughput performance in real experiment 
 
(b) Case 6: TCP throughput performance in simulation 
Figure 8: Comparison of experiment and simulation for case 6. 
4.7 Statistical results from real-experiment 
and simulation 
Table 5 shows the average percentage of PDR for all six 
experiments and corresponding simulations. Although the 
parameters of the simulations are set very carefully to 
reflect the real world experiments, the corresponding 
simulations exhibit much lower PDR for case 1, 2, 3 and 4. 
On the other hand, the simulation PDR shows higher value 
than the real experiments for case 5 and 6. To investigate 
this anomaly, the average throughput and average packet 
generation rate for case 5 and 6 are analysed and the 
obtained values are given in Table 6. 
Table 5: Average percentage of PDR for experiments and 
corresponding simulations. 
Case ID 
Avg. percentage of 
PDR (Experiment) 
Avg. percentage of 
PDR (Simulation) 
Case 1 60.0 33.1787 
Case 2 96.5 62.5912 
Case 3 96.0 64.5833 
Case 4 95.0 65.9498 
Case 5 80.5 89.7047 
Case 6 85.3 89.327 
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Table 6: Average throughput and packet generation rate for experiments and corresponding simulations for case 5 and 6. 
Case ID 
Avg. Network 
Throughput in Mbps 
(Experiment) 
Avg. Network 
Throughput in Mbps 
(Simulation) 
Avg. Generated 
Packet/sec (experiment) 
Avg. Generated 
Packet/sec (Simulation) 
Case 5 0.000382492 0.122376 4.757 42.9 
Case 6 0.000855595 0.115220 4.139 45.5 
 
The packet generation rate of the simulations is adjusted 
in section 3.3 based on the Wireshark trace information 
given in Table 3 for cases 1, 2, 3 and 4. Unfortunately for 
case 5 and 6, the appropriate value for packet generation 
can not be set for the FTP over TCP in corresponding 
simulations based on the Wireshark trace analysis. By 
investigating the statistical results it is found that the 
average packet generation rate is much higher in simulation 
than that of the experiments and hence, the average PDR 
and network throughput in simulation show much better 
results than the experiments for case 5 and case 6. 
5 Lessons learnt from reality 
Based on the analysis and findings presented in this 
paper, several important aspects have been identified which 
can be useful for further real-life experiments and preparing 
guidelines for simulation based evaluations. 
In the simulations presented in this paper, all of the 
network nodes have been chosen to be the same which is 
not practical, as in the real world it is difficult to find 
identical mobile nodes. Different node profiles and NIC 
configurations can be created to overcome this limitation in 
the simulations. It was also noted that Windows operating 
system based machines usually prefer to use the same 
private block of IP address every time it joins an ad hoc 
network. 
Although shadowing propagation model performs better 
than other conventional models such as Free Space and 
Two Ray Ground [29], Nakagami-M distribution model 
[30] has offered more configurable parameters to correctly 
model the realistic scenarios. Many network simulators e.g. 
ns-2 [11], NCTUns [31], QualNet [32] etc. also offer real-
life experimental parameter settings for specific scenarios 
e.g., urban, shadowed urban, indoor, office, public place of 
interest etc. which are also helpful in this regard.  
Configuring PHY layer parameters such as receiver 
sensitivity i.e., career sense threshold, individual 
transmission power, wireless channel and modulation 
technique selection etc. are very difficult to set according to 
the popular wireless standards and specifications. In the 
real world, different manufacturers use different settings for 
their products and they rarely disclose low level parameters 
which might be required to model a realistic simulation. 
Furthermore, MAC layer values e.g. packet header 
duration, frame format, individual field structures, 
modulation schemes, bandwidth settings etc. widely vary 
according to the specific wireless PHY and MAC standards 
(e.g., IEEE802.11a/b/g/e/n/p-draft, IEEE802.11-2007 etc.).  
In link layer management, queue length and its 
properties are important issues which greatly influence 
multi-hop ad hoc network performance. Real-time 
applications e.g. video streaming can evaluate TCP 
performance and highly depend on efficient packet queue 
management and related algorithms.  
It has been observed from the practical experiments that 
a large amount of time is required to join an offered ad hoc 
network and establish connectivity. Furthermore, network 
split and merge operations are very slow, this creates 
bottlenecks for real time applications. Although, the main 
track for future reactive and proactive MANET routing 
protocols has been already identified for general-purpose 
MANET, cross-layer interaction of a routing agent is still 
lacking. From the practical examination, it has been 
observed that due to the lack in notification of topological 
change from lower layer of network protocol stack, the 
time required to update routing table and readjust 
parameters is often high which creates performance 
degradation. 
Traditional transport layer protocols for real-time 
applications e.g. TCP, are mostly developed for wired and 
infrastructural wireless networks and are not always 
suitable for MANET [33]. From the experiments it is seen 
that due to the lack of interaction between transport and 
network layer protocols, TCP synchronisation, 
Retransmission and redirections occurred heavily. As 
transport layer protocols are not aware of the lower level 
topological changes, most of the time they assume network 
congestion and employ corresponding actions. Although 
many simulation-based researches with TCP evaluation 
have been executed, very few have considered realistic 
environmental settings and only few have been done in a 
real-world scenario [33], [18]. TCP performance evaluation 
over a real MANET has significant value in the research 
and development of real time applications, control system 
and automation based on multi-hop ad hoc networking.  
The wireless propagation modelling, physical layer 
parameter settings, MAC layer enhancement for better 
notification of link level change, adjustment of QoS, 
increasing capability of the routing protocols with cross 
layer interaction and transport layer protocol understanding 
and improvement are necessary to provide a generic 
baseline to develop MANET applications and services. 
6 Conclusion and future work 
A comprehensive investigation and analysis has been 
carried out in this paper with UDP and TCP over MANET 
using both real world experiments and simulation-based 
studies. Real-life OLSR protocol implementation has been 
used on Windows based machine with different types of 
NIC to reflect a typical and realistic MANET environment. 
To match with real world experiments OLSR 
implementation for ns-2 simulator has been used along with 
IEEE 802.11g PHY and MAC layer parameter settings with 
real world NIC parameter values and realistic propagation 
model tuning. In the analysis phase, similarities and other 
characteristics have been clearly identified.  
It is understood that the regeneration of real time 
scenarios in simulation is very hard as it is often difficult to 
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set all the necessary parameters accordingly. It is also 
found that node mobility can introduce better network 
performance for a multi-hop ad hoc network. This 
phenomenon is perceived by approximately 30% PDR 
improvement given in Table 5 when moving from case 1 
(static network) to cases 2-4 (dynamic networks) for both 
experiment and simulation. It might be the case that the 
mobility allows routing protocols to find more efficient 
route than static scenarios. Therefore, to understand the true 
impact of mobility effect it is necessary to introduce high 
traffic density along worst and generic test cases. 
However, from the results of case 5 and 6 it is strongly 
suggested that connection oriented protocols need more 
attentions and considerations in terms of parameter 
calibration which is in our consideration for future work.  
Different wireless NIC implementation also signifies the 
effect of selecting appropriate receiver sensitivity and 
transmission power value. Although it is the vendor’s 
responsibility to maintain the specifications as per the 
standardisation bodies e.g. IEEE, it is also known that 
many vendors have implemented their product in a non-
standard way and those types of equipments may create 
unwanted anomalies in scientific experiments.  
Further case studies along with low level performance 
metric analysis and different topological models with 
mobility patterns will be considered in our future work. In 
these experiments, only throughput, and packet delivery 
ratios have been considered. Other performance analysis 
tasks e.g. throughput measurement based on TCP window 
size, TCP congestion control mechanism, TCP 
retransmission process etc. have been left for future work. 
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