Abstract-We performed a comparison between two source signal extraction algorithms, namely the Wavelet Denoising (WD) by Soft Thresholding and Independent Component Analysis (ICA) on a simulated functional optical imaging data. The simulated data are generated by combining a gamma function superimposed on a very low frequency sine wave as the source data and the additive noise components are chosen as having both Gaussian and non-Gaussian parts. We observed that ICA denoising outperforms significantly wavelet denoising scheme when the signal-to-noise ratio (SNR) decreases to below 0 dB.
I. INTRODUCTION
Functional optical imaging (fOI) is the assessment of physiological changes associated with brain activity by optical methods. It has been shown that it is possible to assess brain activity through the intact skull in human subjects and even non-invasive hnctional brain mapping has become possible [l], [2] .
Several physiological events are associated with brain activity that occurs (a) intracellularly (b) at cell membranes, and (c) those that are mediated by neurovascular coupling at the level of vascular space [1],[2], [6] . During increased brain neural activity there is an increase in local cerebral blood flow (CBF) happening within several seconds which also leads to an increase in intravascular hemoglobin oxygenation. Since oxygenated and deoxygenated hemoglobin (oxy-Hb, deoxy-Hb) have characteristic optical properties in the visible and near-infrared light range, concentration changes of these molecules can be measured during functional brain activation based on functional optical measurements [l] , [2] .
Typically, 'a functional near infrared ( " I ) apparatus consists of light sources and light detectors. The signal measured from the photodiode (detector) can be shown to obey the photon migration principle as laid out by the BeerLambert law:
(1) where G is constant attenuation, Io is input light power to the tissue, aHB and aHB4 are the molar extinction coefficients of deoxy-hemoglobin and oxy-hemoglobin, respectively. C, and CHB4 are the concentrations while I=GIoe-(a HB C HB +~HBo,CHBO~)*L L is the photon path. fOI data suffer similar biological and environmental artifacts as the hnctional MRI (fh4RI) data [7] . Hemodynamic response that is being measured by both of these systems is assumed to be shadowed by the presence of slow varying baseline activity of the brain, movement artifacts and instrumentation noise [7] . Hence, the sampled version of the acquired signal from the photodetector, x(t)', where t is the discrete time index, is assumed to have a linear additive mathematical representation as follows:
x ( t ) =s,(t)+n(t),and n(t) = s 2 ( t ) + s 3 ( t ) + s 4 ( t )
(2) Except s2 ( t ) , the rest of the noise signals are assumed to be non-Gaussian. These sources are described in Table 1 and a representative set of them is shown in Fig. 2 
(a).
Based on the additive signal composition form in (2), a decomposition algorithm to extract s1 (t) component would be helpful. Among several decomposition methods, two of This study compares these two signal processing methods performed on simulated data in separating a simulated foI signal to its major components to extract the original source signal and the background noise. The aim is to obtain an improved SNR single-trial signal extraction method without the need of ensemble averaging.
METHODS AND RESULTS

k Simulated functional Optical Imaging Data
The sampled signals in Fig. 2 as shown in Fig. 2 (b) . Each element in x vector corresponds to a different detector.
A close examination of (3) would reveal that an entry a-4 has the effect of controlling the amount of f h signal at I detector. If we set all the source signals si(t) to have unitpower, the signal-to-noise ratio at the ith detector depends solely on av, j = 1,2,3,4 or more explicitly: noting that sl(t) denotes the signal of interest and remaining ones are associated to noise components. In subsequent sections, the performance of WD and ICA denoising schemes will be quantified for various realizations of source signals and mixing matrices, hence signal-to-noise ratios.
B. Wavelet Denoising
The wavelet transform (WT) is a time-scale representation technique of a signal with a function of mother wavelet. Wavelet transform can be used to reduce the Gaussian noise in a signal by a method called wavelet shrinkage proposed by Donoho [4] . WT localizes information of the deterministic signal in limited number of the wavelet coefficients according to the discrete wavelet transform given below: fez where Cj,k are wavelet coefficients, and
When optical imaging data is modeled as signal in additive white Gaussian noise as below:
where x(t) represents the noisy signal, sl(t) is the deterministic usehl signal sl(t) in Table 1 , the white Gaussian signal, e(t) modeled as N(O,l), will be distributed across scales with a white spectrum and its energy will be preserved. Here The use of ICA denoising is motivated by the fact that our model consists of a set of independent signals additively combined. Since ICA is capable of identifying the components of a mixture, the demixing becomes effectively a de facto denoising. Our problem setting, furthermore, fulfils the conditions of ICA source separation, namely: (i) The-components should be statistically independent, at most one of them being Gaussian distributed, (ii) Mixing at the detectors should be linear. Note that the proposed ICA denoising delivers, as a byproduct, the waveforms of the three noise components themselves. In fact 1CA does not distinguish between signal and noise, but simply separates the components, in contrast to the WD technique. When ICA separates all the sources that contribute to the observed mixtures, the extracted signal i, ( t ) becomes the denoised version of the desired signal. An application of fastICA algorithm that yields the estimated four signal waveforms is shown in Fig.4 . One can notice that the extracted components resemble very much the original components before mixing signals in Fig. 2 (a) .
To quantify the ability of ICA in recovering the desired signal we have made use of two different performance measures: the signal-to-noise ratio and the correlation coefficient. The SNR values are computed before and after ICA denoising as follows:
In (9) we exploit the fact that all the original sources are unit-energy hence input SNR at ith detector depends solely on uV, j=1, 2, 3, 4. In (lo), we directly measure the waveform discrepancy of the unit-norm input and output signals, where the denominator is the variance of the extracted error signal, defined as the difference between the original and estimated signals. The correlation values are calculated similarly:
The value of correlation pin,i tells us how much the original signal resembles its corrupted version at the ith detector. In (1 l), p,,,, yields a measure of the recovery performance in the denoising process. from 0 dB to -9 dB, the performance of ICA remains near optimal while WD's degrades substantially. This indicates that ICA is a robust denoising technique, in that its performance is not affected by the severity of mixing conditions. Similarly, in Fig. 5 (b) , for ICA has a value very close to 1, which corresponds to near perfect waveform , , We conclude that in the presence of non-Gaussian noise contamination as in the case of fOI signals, WD fails to recover the original source signal since the noise model in (6) is not satisfied. Note in addition that these results are achieved only with the aid of an outlier elimination method. In contrast, ICA denoising has a robust and near optimal performance independent of the severity of mixing and of the statistical distribution of the mixing components. Furthermore it does not necessitate any outlier elimination.
