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Resumen
Las redes coordinadas están consideradas como una de las principales técnicas para mejorar la
eficiencia espectral de los futuros sistemas de comunicaciones de banda ancha. En un sistema
multi-celda coordinado, varias estaciones base transmiten a los usuarios y pueden intercambiar
datos de usuario, información local de canal y otra información necesaria para la sincroniza-
ción. Desde el punto de vista del usuario, la información del canal debe ser realimentada a las
estaciones base para posibilitar el diseño de la precodificación. Uno de los mayores desafíos
que presentan estas redes es el diseño de algoritmos eficientes que reduzca la complejidad del
sistema. En este trabajo, se estudian las bases de estos sistemas y se proponen dos esquemas de
coordinación basadas en un conocimiento limitado del canal por parte del transmisor: red con
coordinación distribuida, donde sólo se dispone de información local del canal en cada estación
base, y red con coordinación parcial, donde además no todas las estaciones base transmiten a los
usuarios. Los resultados de las simulaciones muestran que estos esquemas mejoran significati-
vamente las prestaciones de las redes convencionales en entornos limitados por la interferencia
multi-usuario.
IAbstract
Network coordination is considered as one of the fundamental techniques to improve the spec-
tral efficiency of future broadband communication systems. In a coordinated multi-cell system,
several base stations transmit to users and are able to exchange user data, local channel state
information and other information for synchronization issues. From the user point of view, es-
timated channel state information needs to be fed back to its base stations to make precoding
design possible. One of the major challenges associated with network coordination is the de-
sign of efficient algorithms which can result in lower complexity requirements. In this work,
the background of these systems are studied and two network coordination schemes that rely
on the use of limited channel state information at the transmitter side are proposed: distributed
network coordination, where only local channel state information is available at each base sta-
tion, and partial network coordination, where not all base stations are allowed to transmit to the
users. Simulation results show that these schemes achieve significant gains when compared to
conventional non-coordinated networks in multi-user interference-limited scenarios.
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Capítulo 1
Introducción
1.1. Sistemas MIMO
Los sistemas de comunicaciones con múltiples antenas (Multiple-Input Multiple-Out-
put, MIMO), han evolucionado muy rápidamente durante la última década debido al
gran interés que han despertado sus prestaciones. Inicialmente, estos sistemas fueron
propuestos para enlaces punto a punto pero, hoy en día, están considerados como una
posible solución tecnológica para los futuros sistemas de comunicaciones inalámbricas o
celulares, puesto que permiten el incremento de la tasa binaria sin variar la potencia ni el
ancho de banda [1, 2].
En general, un sistema de comunicaciones MIMO es un sistema que dispone de varias
antenas en transmisión y recepción, ya sea en un mismo usuario o distribuidas en varios
usuarios. De este modo, se introduce una dimensión espacial en el procesado de la señal,
dando paso al procesado espacio-temporal. Los sistemas MIMO se pueden dividir en tres
categorías: beamforming, multiplexación espacial y diversidad de código.
El beamforming es un conformado de haz que se consigue al transmitir la misma se-
ñal por todas las antenas transmisoras con la fase y ganancia adecuada en cada una de
ellas. Los pesos que ponderan la señal en cada una de las antenas, se eligen en función
del objetivo que se persigue, como maximizar la relación señal a ruido (Signal-to-Noise
Ratio, SNR) en recepción, reducir el efecto multicamino, etc. Hay que destacar que este
procesado requiere información del estado del canal (Channel State Information, CSI) en el
transmisor.
La multiplexación espacial permite enviar señales independientes de forma simultá-
nea sobre el canal MIMO. De esta forma, una señal de elevada tasa binaria se puede
dividir en varias señales de una tasa binaria menor y transmitir utilizando el mismo ca-
nal en frecuencia. Del mismo modo, en caso de existir varios usuarios en el sistema, se
puede transmitir distinta información a cada usuario utilizando el mismo medio físico. Si
los canales están lo suficientemente incorrelados y tienen una firma espacial lo suficiente-
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mente separable, los canales se podrán separar en recepción y, de esta forma, tener varios
canales Single-Input Single-Output (SISO) paralelos.
Por último, la diversidad de código es utilizada cuando no se dispone de CSI en el
transmisor. La forma de potenciar la diversidad de la señal se consigue mediante la trans-
misión de la misma señal a través de distintos canales con desvanecimientos incorrelados.
Estas técnicas se conocen comúnmente como codificación espacio-temporal.
1.2. Redes coordinadas
La próxima generación de redes inalámbricas debe proveer servicios de banda an-
cha, como difusión de video e Internet, junto con servicios de baja tasa habituales, como
la comunicación por voz. Mientras la demanda de servicios inalámbricos aumenta, los
recursos de radio cada vez son más escasos. Como principal ejemplo de estos recursos
encontramos la limitación en ancho de banda en un espectro cada vez más saturado, y la
limitación en potencia transmitida en dispositivos portátiles y móviles, con baterías cada
vez más pequeñas. De esta forma, la eficiencia espectral es el principal requisito para los
sistemas de comunicaciones inalámbricas del futuro.
En la actualidad, existe un interés creciente en sistemas multi-celda que aprovechan
el enlace de alta capacidad o backbone entre estaciones base (Base Stations, BSs) para im-
plementar una transmisión o recepción conjunta. En estos sistemas, un conjunto de BSs
actúan como un array de antenas distribuidas espacialmente y, de esta manera, los da-
tos son transmitidos a cada usuario simultáneamente desde las distintas BSs. Esta forma
de procesado multi-celda cooperativo, conocida como Network Coordination [3, 4], ha de-
mostrado que puede ofrecer la eficiencia espectral requerida por los futuros sistemas de
comunicaciones inalámbricos. De hecho, esta técnica ya está incluida en los nuevos esque-
mas de transmisión del 3GPP bajo el nombre de procesado conjunto o joint processing [5].
1.3. Contenidos de la tesina
La estructura que presenta la presente tesina es la siguiente:
En el Capítulo 2 se realiza una revisión sobre los principales resultados de capacidad
de canales desde el punto de vista de la Teoría de la Información. Así mismo, se definen
los modelos para sistemas MIMO single-user y multi-user, y se introducen las principales
técnicas para éstos últimos.
En el Capítulo 3 se exponen los modelos y las técnicas utilizadas por los tres esque-
mas de redes coordinadas propuestos. En el Capítulo 4 se muestran las simulaciones y
resultados obtenidos por los sistemas presentados anteriormente, y en el Capítulo 5 se
presentan un breve resumen y las conclusiones de esta tesina.
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En el apéndice se muestra el resumen y la primera página del artículo al que ha dado
lugar este trabajo y que se encuentra en la fase de revisión en estos momentos:
F. Domene, G. Piñero, C. Botella, M. Diego and A. González,“Joint Processing for the
Downlink of Multi-Cell Networks with reduced Channel Knowledge Requirements
at the Transmitter Side”, Submitted to Wireless Communications and Mobile Computing
2009.
Por último, el apéndice lo completan dos publicaciones que están directamente rela-
cionados con la presente tesina. En el primero se expone un algoritmo de control de poten-
cia y beamforming de baja complejidad en redes coordinadas W-CDMA, mientras que el
segundo trata la Cuantificación Vectorial en el canal de feedback por parte de los usuarios
en sistemas OFDM:
C. Botella, F. Domene, G. Piñero and Tommy Svensson, “A Low-complexity Joint Po-
wer Control and Beamforming Algorithm for the Downlink of Multi-user W-CDMA
Coordinated Systems”, in Proc. IEEE Workshop on Signal Processing Advances in Wire-
less Communications, June 2009, pp. 226-230.
M. Moisson, G. Piñero and F. Domene, “Estudio de la Cuantificación Vectorial en
Canales OFDM con Restricciones de Limited Feedback” in XXIV Simpósium Nacional
de la Unión Científica Internacional de Radio (URSI 2009), 2009.
Capítulo 2
Capacidad de los Sistemas MIMO
Como se ha comentado en el Capítulo 1, los sistemas MIMO consiguen gran ganancia
en términos de capacidad. Este hecho ha provocado un importante aumento en el de-
sarrollo de técnicas de transmisión y recepción que permitan obtener estos beneficios de
capacidad, manteniendo un compromiso entre diversidad y multiplexación. En este capí-
tulo se va a estudiar el límite de capacidad de Shannon para sistemas MIMO single-user y
multi-user. Este límite determina la tasa máxima a la que se puede transmitir sobre un ca-
nal MIMO con una tasa de error arbitrariamente pequeña, es decir, tan pequeña como se
desee. Para ello, no se tiene en cuenta la complejidad del codificador ni del decodificador.
2.1. Información mutua y capacidad del canal
La capacidad del canal, representada por C, fue introducida por Shannon en 1948 [6].
Con ella demostró que para cualquier tasa R < C, existe un código de canal con una
probabilidad de error arbitrariamente baja. De esta forma, para cualquier tasa R < C se
puede conseguir cualquier probabilidad de error Pe > 0. Sin embargo, dicho código pue-
de tener una longitud de bloque alta y la complejidad de codificación y decodificación
puede ser muy elevada. De hecho, la longitud de bloque se incrementa conforme Pe dis-
minuye y/o R se acerca a C. Además, Shannon demostró la imposibilidad de conseguir
probabilidades de error arbitrariamente pequeñas para tasas R > C.
2.1.1. Definición matemática de capacidad
En [6], Shannon explicó que la capacidad de un canal puede ser caracterizada en tér-
minos de la información mutua entre la entrada y la salida del canal. El modelo básico
de canal está formado por una entrada aleatoria X , una salida aleatoria Y , y una relación
entreX e Y que, generalmente, viene caracterizada por la distribución condicional f(y|x).
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La información mutua de un canal single-user con una entrada aleatoria X y una salida
aleatoria Y se define como:
I(X;Y ) =
∑
x∈X
∑
y∈Y
p(x, y) log2
(
p(x, y)
p(x)p(y)
)
, (2.1)
donde p(x, y) es la función de distribución de probabilidad conjunta de las variables alea-
torias (VA)X e Y , y p(x) y p(y) son las funciones de distribución de probabilidad marginal
de X e Y respectivamente. En el caso de VA continuas, basta con reemplazar los sumato-
rios por una integral doble definida. Introduciendo el concepto de entropía, que indica la
cantidad media de información de una VA y se define como:
H(X) =
∑
x∈Z
p(x) log2
1
p(x)
, (2.2)
se puede reescribir (2.1) en términos de la entropía de la entrada o salida del canal, X o
Y , y su entropía condicional:
I(X;Y ) = H(X)−H(X|Y ) = H(Y )−H(Y |X). (2.3)
De esta forma, la información mutua I(X;Y ) se puede ver como la reducción de incer-
tidumbre de X debido al conocimiento de Y . Para un canal sin memoria, Shannon de-
mostró que la capacidad del canal es igual a la información mutua del canal maximizada
sobre todas las posibles distribuciones de entrada:
C = ma´x
p(x)
I(X;Y ). (2.4)
En un canal con ruido blanco gaussiano aditivo (AWGN, Additive White Gaussian Noise)
invariante con un ancho de banda B y una relación señal-ruido SNR recibida γ, la capa-
cidad obtenida en bits por segundo es:
C = B log2(1 + γ) (2.5)
La definición de entropía y de información mutua es la misma cuando la VA de entrada
y salida son vectores en lugar de escalares, como en un canal MIMO. Por lo tanto, la
capacidad de un canal MIMO AWGN está basada en la máxima información mutua entre
los vectores de entrada y salida.
2.1.2. Canales multi-user
En canales multi-user, la capacidad es una región M -dimensional en lugar de un esca-
lar. Esta región está definida como el conjunto de los vectores de tasas (R1, . . . , RM) que
los M usuarios pueden alcanzar simultáneamente. Sin embargo, las regiones de capaci-
dad en los sistemas MIMO multi-user son muy difíciles de encontrar incluso para canales
invariantes en el tiempo. En la actualidad se disponen de muy pocos resultados, todos
ellos con suposiciones que se alejan de sistemas reales.
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Figura 2.1: Sistemas de comunicaciones MIMO Single-User y Multi-User
2.2. MIMO Single-user
En este apartado se va a tratar la capacidad de un sistema MIMO single-user. Los resul-
tados de sistemas con un único usuario son importantes ya que, a parte de ser el caso
MIMO más sencillo, un sistema MIMO multi-usuario se puede reducir a varios sistemas
con un único usuario, sin más que asignar recursos ortogonales a los usuarios servidos.
2.2.1. Modelo del sistema
El sistema está formado por un transmisor que dispone de NT antenas transmisoras
y un único receptor equipado con NR antenas receptoras. El canal se puede representar
mediante una matriz H de NR×NT elementos, donde H(i,j) representa la ganancia desde
la antena transmisora j hasta la antena receptora i. La señal recibida se representa como
un vector columna y de NR elementos obtenido como:
y = Hx + n, (2.6)
donde x es la señal transmitida representada por un vector columna de NT elementos y
n es un vector columna de NR elementos que representa un ruido AWGN en cada una de
las antenas receptoras. Se asume que el transmisor está sujeto a un límite sobre la potencia
que pueden transmitir sus antenas,E[xHx] ≤ P . Si la potencia del ruido está normalizada
a la unidad, la constante P representa la relación señal a ruido SNR.
Para obtener todas las prestaciones de los sistemas MIMO, es necesario que tanto
transmisor como receptor dispongan de CSI, es decir, conozcan la matriz de canal H.
Si ambos extremos de la transmisión disponen de esta información, se dice que se dispo-
ne de un CSI perfecto. Si sólo el receptor o transmisor disponen de ésta, se dispone de un
sistema con CSIR o CSIT respectivamente.
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2.2.2. Capacidad del canal
Como se ha dicho antes, la capacidad de un canal invariante en el tiempo y para un
único usuario se define como la máxima información mutua entre la entrada y la salida
del canal. Sin embargo, ésta será distinta según el conocimiento que se tenga del canal
por parte del transmisor y/o receptor.
Capacidad del sistema single-user MIMO sin CSIT
Si no se dispone de CSIT y se mantiene una restricción de potencia máxima en trans-
misión, la capacidad del sistema MIMO viene dada por [1]:
C = log2
[
det
(
INR +
ρ
NT
HHH
)]
(2.7)
donde la potencia de transmisión se divide equitativamente entre las antenas transmi-
soras.
En (2.7), la capacidad se presenta como una variable aleatoria. Habitualmente, para
caracterizarla se utiliza la capacidad media o ergódica, que es un promedio de la capaci-
dad sobre todos los estados posibles del canal, o la capacidad de fallo u outage. La capaci-
dad de outage es una medida que indica la fiabilidad del sistema, es decir, los valores que
soporta el sistema un determinado tanto por ciento de tiempo. También hay que tener
en cuenta que el modelo de canal es determinante e influye en la capacidad del sistema.
Generalmente, la capacidad de un sistema MIMO se analiza en un entorno quasi-estático,
donde se asume que el canal permanece fijo el tiempo suficiente para que se transmitan
los símbolos necesarios para que tengan sentido los límites de teoría de la información.
Capacidad del sistema single-user MIMO con CSIT y CSIR
En un sistema como el definido en (2.6), con CSI perfecto tanto en transmisión como
en recepción y una restricción en potencia de P , la capacidad viene dada por:
C = ma´x
Q:tr(Q)=P
log2 det(INR + HQH
H) (2.8)
donde la optimización se realiza sobre la matriz de covarianza Q = E[xxH ]. Realizando
la descomposición en valores singulares (Singular Value Decomposition, SVD) sobre la ma-
triz de canales H, de dimensiones [NR ×NT ], el canal se puede convertir en mı´n(NT , NR)
canales SISO no interferentes [7]. La descomposición SVD permite reescribir H como
H = UΣVH , donde U y V son unitarias y Σ es una matriz diagonal formada por los
valores singulares de la matriz H. La matriz de covarianza que maximiza (2.8) viene da-
da por Q = VPVH , donde P es una matriz diagonal que contiene los pesos obtenidos en
el algoritmo de water-filling [7].
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Figura 2.2: Sistema MIMO Multi-user
2.3. MIMO Multi-user
La configuración básica de un sistema MIMO multi-usuario comprende un transmisor
equipado con NT antenas que se comunica con M usuarios, que disponen de múltiples
antenas en recepción. Por sencillez, un sistema MIMO multi-usuario también puede in-
terpretarse como un sistema single-user MIMO donde las NR antenas receptoras se distri-
buyen espacialmente en M usuarios, cada uno con Nm antenas disponibles, de forma que
NR =
∑M
m=1Nm. Las Nm antenas de cada usuario permiten mitigar la interferencia entre
usuarios y aumentan los grados de libertad disponibles para separarlos espacialmente.
Sin embargo, existen diferencias esenciales entre los sistemas single-user MIMO y los
MIMO multi-usuario. El hecho de distribuir espacialmente las NR antenas receptoras,
implica que no sea posible coordinar las muestras que reciben los distintos usuarios. Al
mismo tiempo, aparecen múltiples restricciones de potencia, una por usuario. Por otro la-
do, esta distribución de las antenas provoca que el enlace estación base-usuarios, downlink
(DL), o Broadcast Channel (BC) , sea distinto al enlace usuarios-estación base, uplink (UL),
o Multiple Access Channel (MAC). En el enlace UL, la BS tiene que separar las señales que
provienen de los distintos usuarios, mientras que en el enlace DL, los usuarios son los que
experimentan interferencias entre ellos. Es necesario remarcar que NT designa el número
de antenas en la estación base, independientemente de si está transmitiendo o recibiendo.
Las ventajas de los sistemas MIMO multi-usuario comprenden, entre otras, una ma-
yor robustez frente a limitaciones como el condicionamiento de la matriz de canal, o la
posibilidad de utilizar la técnica de multiplexado espacial incluso si los usuarios dispo-
nen de una única antena, con lo que el coste de diseño de los receptores puede reducirse.
El gran problema de los sistemas MIMO multi-usuario es que necesitan de CSIT para di-
señar técnicas o esquemas de transmisión en DL. En los sistemas que obtienen la CSIT
mediante un canal de realimentación dedicado, la eficiencia espectral del sistema dismi-
nuye, especialmente cuando aumenta el número de usuarios M . Esto es especialmente
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crítico en sistemas de banda ancha o de alta movilidad como WiMax. Por otra parte, en
el fairness o tratamiento equitativo de usuarios reside otro problema ya que los usuarios
presentan distintas condiciones de canal. Además, el algoritmo de scheduling, mediante
el cual se selecciona un grupo de M usuarios de entre todos los usuarios presentes en el
sistema, puede colaborar a que el reparto de capacidad no sea homogéneo.
2.3.1. Región de capacidad del Multiple Access Channel
En el canal de múltiple acceso (Multiple Access Channel, MAC) (Fig. 2.2(a)), la señal
recibida v será un vector columna de NT elementos:
v =
M∑
m=1
HHmum + w = H
H
 u1...
uM
+ w, (2.9)
donde
HH = [HH1 · · ·HHM ], (2.10)
Hm es la matriz de canal del usuario m-ésimo, de dimensiones [Nm × NT ], um es la señal
[Nm × 1] transmitida por el usuario m-ésimo y w es el vector de ruido AWGN. Se asume
que el usuario m-ésimo conoce perfectamente la matriz de canal Hm. La matriz HH =
[HH1 · · ·HHM ] facilita la representación del modelo dotándolo de un carácter matricial. En
el canal MAC, cada usuario está sujeto a una restricción de potencia individual, Pm. La
matriz de correlación de cada usuario, Qm = E[umuHm], define la restricción de potencia,
Tr[Qm] ≤ Pm ∀m.
La región de capacidad del canal MAC es conocida, tanto para un canal constante
como para canales con desvanecimientos, bajo distintas suposiciones de CSI. Para un
conjunto de potencias uplink, P = (P1, . . . , PM), y suponiendo que el usuario m-ésimo
transmite una señal Gaussiana de media nula y matriz de correlación Qm, cada conjunto
de matrices (Q1, . . . ,QM) define una región M -dimensional:{
(R1, . . . , RM) :
M∑
m=1
Rm ≤ log2
[
det(I +
M∑
m=1
HHmQmHm)
]}
(2.11)
La región de capacidad para una realización determinada del canal es la unión, sobre
todas las matrices Qm que cumplen la restricción en potencia, de todas las regiones resul-
tantes:
CMAC(P,H
H) =
⋃
Qm≥0,
Tr[Qm]≤Pm,∀m
{
(R1, . . . , RM) :∑M
m=1 Rm ≤ log2
[
det(I +
∑M
m=1 H
H
mQmHm)
] } (2.12)
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Figura 2.3: Región de capacidad MAC, M = 2, Nm = 1
Esta región de capacidad es la unión de muchos pentágonos. Los puntos de las esquinas
de los pentágonos se obtienen mediante successive decoding, donde las señales de cada
usuario se decodifican y se restan de la señal recibida de forma sucesiva. Para el caso
concreto de un sistema MIMO con 2 usuarios, cada conjunto de matrices de correlación
se corresponde con un pentágono.
La figura 2.3 muestra la región de capacidad del canal MAC para un sistema MIMO
con 2 usuarios si ambos disponen de Nm = 1 antenas [8]. En este caso, la matriz de
correlación de cada usuario es un escalar que coincide con Pm. Obviamente, cada usuario
debe transmitir a potencia máxima.
La figura 2.4 muestra la región de capacidad MAC cuando los usuarios tienen más de
una antena, Nm > 1 [8]. La región es ahora la unión de varios pentágonos, donde cada
pentágono se corresponde con un conjunto de matrices de correlación en transmisión. El
límite de la región de capacidad es una línea curva, excepto en la zona de sum-capacity,
donde es una línea recta (zona entre los puntos B y C de la figura). En [9] se propone una
técnica eficiente para obtener las matrices de correlación Qm óptimas para maximizar el
sum-rate del sistema, denominada waterfilling iterativo.
2.3.2. Técnicas en el enlace uplink
En este apartado se explican brevemente las técnicas utilizadas en la BS para mejorar
las prestaciones del enlace UL. A partir del modelo de sistema (2.9) y para el caso en
el que los usuarios disponen de una antena, Nm = 1, cada usuario transmite la señal
um =
√
qmsm, siendo sm la señal original de datos a transmitir de potencia unidad y qm la
potencia con la que el usuario m-ésimo transmite la señal sm.
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Figura 2.4: Región de capacidad MAC, M = 2, Nm > 1
Técnicas lineales
Las técnicas lineales consisten básicamente en aplicar un beamforming o filtrado lineal
en la estación base:
z = WHv = WHHH
√
Qs + WHw, (2.13)
donde WH es la matriz de beamforming, compleja y de dimensiones [M × Nt], HH es la
matriz de canales, ya definida en anteriormente en (2.10), y Q = diag([q1 . . . qM ]) es una
matriz que incluye las potencias a las que transmite cada usuario.
Técnicas no lineales
El método óptimo de detección es el detector ML, en el cual el receptor compara to-
das las posibles combinaciones de símbolos que podrían haberse transmitido con lo que
recibe. Si s = [s1 . . . sM ]T :
sˆ = arg mı´n
s∈A
{
‖v −HH
√
Qs‖2
}
, (2.14)
donde A es el alfabeto de símbolos de la modulación.
Múltiples antenas por usuario
En el caso en el que los usuarios disponen de más de una antena, Nm ≥ 1, las técnicas
se reducen a la implementación de un esquema de beamforming por parte de los usuarios
en el caso de disponer de CSI o a la utilización de códigos espacio temporales en caso de
no disponerlo.
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2.3.3. Región de capacidad del Broadcast Channel
En el canal broadcast (Broadcast Channel, BC), la señal recibida por el usuario m-ésimo,
ym, de dimensiones [Nm × 1], quedaría:
ym = Hmx + nm, m = 1, . . . ,M (2.15)
donde Hm es la matriz [Nm ×NT ] de canal del enlace DL, x es la señal transmitida en DL
de dimensiones [NT × 1] y nm es el ruido AWGN en el usuario m-ésimo, de dimensiones
[Nm× 1]. Nuevamente, se asume que el usuario m-ésimo conoce perfectamente su propia
matriz de canal, Hm.
La señal transmitida en DL, x, es una combinación de las señales transmitidas a todos
los usuarios que, en el caso más sencillo, toma la siguiente forma:
x =
M∑
m=1
xm (2.16)
La potencia con la que se transmite a cada usuario viene dada por pm = Tr[Σm], donde
Σm es la matriz de correlación de la señal para el usuario m-ésimo, Σm = E[xmxHm]. Se
asume que existe una restricción en la potencia total transmitida,
∑M
m=1 pm ≤ Pma´x.
Determinar la región de capacidad de un canal BC general es, actualmente, uno de
los problemas más importantes en teoría de la información. Cuando los usuarios de un
canal pueden ordenarse del más fuerte al más débil, se dice que el canal es degradado.
Por ejemplo, el canal SISO Gaussiano es degradado, puesto que los usuarios se pueden
ordenar según la SNR recibida. En estos casos, la región de capacidad BC ya es conocida.
Como se ha comentado anteriormente, los canales MIMO multi-usuario se caracteri-
zan por tener una matriz de canal entre el transmisor y cada usuario. Los usuarios no
se pueden ordenar, puesto que no existe un orden natural matricial, y por tanto, el canal
MIMO multi-usuario es no degradado. El canal MIMO BC Gaussiano de (2.15), aunque
es no degradado, ofrece una estructura que permite caracterizar su región de capacidad
bajo ciertas suposiciones.
Con CSIT perfecta, el transmisor conoce la interferencia que va a recibir el usuario,
puesto que el transmisor genera todas las señales y al mismo tiempo conoce las distintas
matrices de canal. Por tanto, teóricamente, el transmisor podría eliminar la interferencia
antes de transmitir, aunque esta cancelación puede provocar un aumento de la potencia
de la señal. Sin embargo, Costa [10] demostró con el Dirty Paper Coding (DPC) que cuan-
do la interferencia y el ruido son Gaussianos, si el transmisor conoce perfectamente la
interferencia en el canal, se obtiene la misma capacidad que en el caso en el que el recep-
tor también conociese la interferencia. De esta forma, la capacidad del canal es la misma
que si no hubiera interferencia aditiva. Así, se puede eliminar la interferencia antes de
transmitir sin aumentar con ello la potencia de transmisión.
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Caire y Shamai [11] demostraron que con la técnica de DPC se conseguía alcanzar la
sum-capacity del canal MIMO BC con M = 2 usuarios y Nt = 2 antenas transmisoras.
Posteriormente se demostró que esta técnica alcanza este límite con cualquier número de
usuarios y de antenas transmisoras y receptoras [12, 13]. Finalmente, en [14] se concluye
que la técnica de DPC consigue caracterizar toda la región de capacidad de un canal
MIMO BC Gaussiano, cuando el canal es constante y se dispone de CSIT perfecta.
En el canal BC, la técnica de DPC puede aplicarse utilizando distintas palabras código
para cada usuario. El transmisor elige la palabra para el primer usuario (x1). A continua-
ción, la palabra para el segundo usuario, (x2), se elige conociendo x1. Por tanto, la palabra
del primer usuario puede eliminarse antes de transmitir de forma que el segundo usuario
no la interprete como interferencia. De forma similar, la palabra para el tercer usuario se
elige de forma que éste no interprete las señales de los dos primeros usuarios, (x1 + x2),
como interferencia. Este proceso continúa para los M usuarios.
Asumiendo una determinada ordenación en los usuarios, si pi(1) es el primer usua-
rio que se codifica, seguido de pi(2), hasta llegar al usuario pi(M), el vector de tasas de
transmisión que puede alcanzarse para una determinada realización del canal sería:
Rpi(m) = log2
det
(
I + Hpi(m)(
∑
j≥m Σpi(j))H
H
pi(m)
)
det
(
I + Hpi(m)(
∑
j>m Σpi(j))H
H
pi(m)
)
 , m = 1, . . . ,M, (2.17)
donde Σpi(j) se corresponde con la matriz de correlación de la señal transmitida al usuario
pi(j).
La región de capacidad definida por la técnica DPC se define como la unión de todos
los posibles vectores de tasas de transmisión de datos, sobre todas las posibles matrices
de correlación Σm positivas, que cumplen la restricción en potencia:
Tr[Σ1 + · · ·+ ΣM ] ≤ Pma´x, (2.18)
y sobre todas las posibles permutaciones, (pi(1), · · · , pi(M)), que determinan el orden de
los usuarios:
CDPC(Pma´x,H) =
⋃
pi,Σm
R(pi,Σm), (2.19)
donde R(pi,Σm) viene dada por (2.17). La figura 2.5 muestra la región de capacidad BC
utilizando la técnica de DPC para un sistema MIMO con 2 usuarios, cuando el transmisor
dispone de Nt = 2 y ambos usuarios de Nm = 1 antenas [8].
En la práctica, encontrar la región de capacidad mediante la técnica de DPC es numéri-
camente complejo, puesto que requiere una búsqueda exhaustiva sobre todas las posibles
matrices de correlación en transmisión que cumplen la restricción de potencia. En [12], la
región de capacidad dada por (2.19) se calcula utilizando la dualidad que existe entre los
problemas BC y MAC: aprovechando que la región de capacidad del problema MAC es
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Figura 2.5: Región de capacidad BC con DPC, M = 2, Nt = 2 Nm = 1
mucho más sencillo de resolver, la región DPC del BC con múltiples antenas y con una
restricción de potencia Pma´x es igual a la unión de las regiones de capacidad del problema
dual MAC, donde la unión considera que la suma de las Pm potencias individuales es
igual a Pma´x:
CDPC(Pma´x,H) =
⋃
P:
∑
m Pm=Pma´x
CMAC(P1, . . . , PM ,H
H) (2.20)
La unión de las regiones de capacidad MAC en (2.20) coincide con (2.12) si se aplica
una restricción de potencia total sobre todos los usuarios en lugar de imponer restric-
ciones de potencia individuales a cada usuario, es decir, ambas regiones de capacidad
coinciden si en (2.12) se sustituye la restricción Tr[Qm] ≤ Pm, ∀m, por
∑
m Tr[Qm] ≤ Pma´x.
En este caso, las matrices de correlación óptimas en transmisión se obtienen a partir de
transformar las matrices óptimas en el canal MAC, bien mediante algoritmos específicos
o a partir de técnicas basadas en el algoritmo de waterfilling iterativo.
La figura 2.6 representa la relación de la ecuación (2.20), donde las regiones de capaci-
dad MAC, CMAC(P1, Pma´x−P1, h1, h2), se representan en función del valor de P1. El límite
de la región de capacidad BC se representa sombreado. Hay que destacar que los límites
de cada región MAC coinciden con los del BC.
En la práctica, la región de capacidad del canal BC se obtiene mediante simulaciones
de Monte-Carlo. En [15], se analizan los límites del canal MIMO BC desde un punto de
vista práctico, estudiando cómo varía en función de distintos parámetros del sistema,
como por ejemplo, M , Nt, Nm y Pma´x, y analizando también la influencia de aspectos
como errores en la estimación de canal o efectos de la correlación espacial del canal.
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Figura 2.6: Dualidad MAC-BC
2.3.4. Técnicas en el enlace downlink
Como se ha comentado, mediante la teoría de la información se sabe que la técnica que
maximiza el sum-rate en el enlace DL es el DPC. No obstante, la implementación de esta
técnica es complicada en el ámbito real. En este apartado se presentan distintas técnicas
que, aunque son subóptimas en cuanto a maximización del sum-rate y requieren de CSIT,
sí que son implementables.
Técnicas lineales
Las técnicas lineales suponen una solución intermedia entre complejidad y prestacio-
nes, ya que no son muy complejas pero no consiguen alcanzar resultados óptimos.
En el caso de un sistema en el que los usuarios disponen de una única antena y se-
parando el beamforming de la asignación de potencias entre usuarios, la señal transmitida
por la BS es:
x = W
√
Ps, (2.21)
donde W es la matriz de bemaforming de dimensiones [Nt × M ], P = diag([p1 . . . pM ])
es la matriz de asignación de potencias en DL y s = [s1 . . . sM ]T representa los símbolos
transmitidos a los usuarios. La señal recibida por los usuarios viene dada por un vector
columna de M elementos (2.15):
y = HW
√
Ps + n. (2.22)
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Las técnicas de bemforming más utilizadas son el Zero Forcing (ZF) o channel inversion,
en el que la matriz de beamforming se elige a partir de la pseudoinversa de la matriz de
canales, y el Minimum Mean Square Error (MMSE) o regularized channel inversion, en el que
se realiza una inversión regularizada. Cuando la matriz de canales es deficiente en rango,
el beamforming ZF junto con la limitación en la potencia transmitida provoca una dismi-
nución de la potencia recibida por los usuarios, por lo que hace que la señal sea más
vulnerable al ruido. El beamforming MMSE suaviza el problema mejorando el condiciona-
miento de la matriz. En [16] se realiza un análisis más detallado de estas dos técnicas.
Para el caso en el que los usuarios disponen de múltiples antenas, la técnica de Block
Diagonalization (BD) [17] es una extensión de la técnica de ZF en el que la matriz de canales
se invierte por bloques, haciendo uso de la descomposición en valores singulares.
Técnicas no lineales
Las prestaciones de las técnicas lineales pueden quedar muy lejos de la solución óp-
tima cuando el número de usuarios M es pequeño. Las técnicas no lineales mejoran los
resultados obtenidos a cambio de aumentar ligeramente la complejidad. Dos de las téc-
nicas más habituales son la precodificación Tomlinson-Harashima (Tomlinson-Harashima
Precoding, THP) y el Vector-Perturbation (VP).
La técnica THP fue inicialmente propuesta para la ecualización de la interferencia en-
tre símbolos en sistemas SISO, pero puede ser fácilmente extendida a canales MIMO. Con
esta técnica se consigue una extensión periódica de los símbolos de la constelación y per-
mite elegir, en cada caso, el símbolo que minimiza la potencia de la señal entre todos los
símbolos equivalentes [18].
Con la técnica VP se introduce una perturbación en la señal transmitida que permita
evitar los problemas que se tienen con las técnicas lineales cuando el canal es deficiente
en rango. Esta perturbación, que no requiere ser conocida por los usuarios para la decodi-
ficación de la señal, se obtiene resolviendo un problema de minimización de la potencia
transmitida [19]. En [20] se consigue reducir la complejidad de la minimización utilizando
Lattice Reduction [21].
Capítulo 3
Redes Multi-Celda Coordinadas
En distintos estudios de sistemas de comunicaciones multi-celda coordinados o Joint
Processing se han extendido las técnicas MIMO multiusuario descritas en el apartado 2.3
bajo condiciones ideales como un backbone con capacidad ilimitada entre BSs [22, 23, 24,
25]. Las BSs del sistema necesitan intercambiar CSI local de cada una (que se obtiene nor-
malmente usando canales de realimentación o feedback por parte de los usuarios), datos
del usuario e información de sincronización. Debido a esto, los dos principales inconve-
nientes a la hora de implementar este procesado es la complejidad de las técnicas MIMO
multiusuario y el volumen de señalización necesario que deben intercambiar las BSs. Este
último inconveniente ha abierto importantes líneas de investigación [26, 27, 28, 29].
Los actuales trabajos en el enlace downlink de los sistemas multi-celda coordinados
se dividen principalmente en dos líneas de investigación: por una parte, aspectos prácti-
cos sobre la implementación de estos sistemas [30, 31, 32], y por otra, los problemas de
señalización sobre el backhaul [33, 34, 35, 36, 37, 38].
Muchos de estos estudios asumen una recepción síncrona de las distintas señales por
parte de los usuarios. Sin embargo, la señal de llegada experimenta distintos retardos de
propagación al provenir de las distintas BSs, por lo que la señal es asíncrona. Aunque la
mayoría de estudios asumen una recepción síncrona de la señal, otros sí que tienen en
cuenta la diferencia de retardos. En [30] se propone un modelo matemático que incluye
la recepción asíncrona mientras que en [39] se asume un ecualizador espacial en cada re-
ceptor. Por otra parte, es necesario disponer de CSI perfecto en las BSs para implementar
las distintas técnicas de beamforming, que en [31] se hace mediante secuencias de entrena-
miento. Por último, en [32] se proponen códigos espacio-temporales que pueden soportar
la naturaleza asíncrona de las señales de sistemas distribuidos.
La segunda línea de investigación se centra en conseguir sistemas multi-celda coordi-
nados que sean abordables en términos de complejidad. En este contexto, algunos autores
señalan un importante compromiso entre las prestaciones del sistema y la señalización
necesaria a través del backhaul [33, 38, 39, 40, 41]. Esta relación entre prestaciones y com-
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plejidad es una de las principales razones por la que las redes totalmente coordinadas o
el Centralized Joint Processing sólo se aplica en redes muy pequeñas. En su lugar, las re-
des parcialmente coordinadas están experimentando un crecimiento importante a nivel
de investigación bajo el nombre de limited network coordination.
En una red parcialmente coordinada, la coordinación o joint processing está sólo per-
mitida sobre un conjunto o cluster de celdas. La formación del cluster puede ser estática
[34, 35, 40] o dinámica [36, 37], donde se tiene en cuenta la variación del canal con el
tiempo. La señalización puede ser aún más reducida si en los clusters de BSs se utilizan
técnicas de active set [38, 39]. A pesar de esto, el problema de optimización de recursos en
este tipo de redes todavía continúa abierto.
En [42] se propusieron esquemas de transmisión de baja complejidad y soluciones pa-
ra determinados aspectos prácticos en un sistema multi-celda coordinado. En esta tesina,
la coordinación es analizada desde un punto de vista distinto: se hacen distintas supo-
siciones ideales, como recepción de señales síncronas, con el objetivo de evaluar la tasa
media del sistema cuando se aplica la técnica Zero-Forcing Dirty Paper Coding (ZF-DPC)
[11, 43] en las distintas BSs.
La capacidad obtenida por la técnica DPC [10] ha sido estudiada en sistemas multi-
celda con joint processing bajo distintas suposiciones y limitaciones de potencia [22, 23, 24,
25, 35, 40, 41]. Como se ha dicho anteriormente, la coordinación en sistemas multi-celda
incrementa notablemente la complejidad del sistema. Además, la precodificación DPC es
una técnica capaz de eliminar el efecto de la interferencia pero de gran complejidad. De
este modo, el sistema que pretende implementar DPC en un entorno multi-celda coordi-
nado resulta de una complejidad inabordable. En este trabajo, se va a considerar un cluster
de BSs estático, en el que se va a comparar el rendimiento del ZF-DPC sobre tres esque-
mas distintos de joint processing. Cada uno de estos esquemas tendrá distintos requisitos
de intercambio de información y señalización entre BSs, así como distinta cantidad de
información a realimentar por parte de los usuarios. Los tres esquemas son:
Red con Coordinación Centralizada En este primer esquema, cada BS necesita tener un
CSI global. De esta forma, la precodificación puede ser implementada conjuntamen-
te por todas las BSs que forman el cluster (coordinación). Este sistema tiene el nom-
bre de centralizada ya que necesita una unidad central para llevar a cabo el diseño
de la precodificación. Esta unidad central puede ser un elemento adicional asociado
al cluster, o bien una BS puede realizar esta función. Debido a su elevada compleji-
dad, este esquema sólo se expone para obtener un límite superior como referencia.
Red con Coordinación Distribuida En este esquema, las BSs sólo conocen los canales en-
tre los usuarios y ella misma, es decir, las BSs disponen de CSI local. De esta forma,
la precodificación se lleva a cabo localmente en cada BS (distribuida) y los usuarios
reciben contribuciones de señal de todas las BSs que forman el cluster (coordina-
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Figura 3.1: Ejemplo de distributed joint processing en un cluster de 3 BSs.
H11
#1
H13
BS 1
BS 2
BS 3
Figura 3.2: Ejemplo de partial joint processing en un cluster de 3 BSs. El active set del usuario
#1 está formada por la BS 1 y la BS 3.
ción), como se puede ver en la Fig. 3.1. En este caso, cada usuario todavía tiene que
realimentar el sistema con todos los canales, pero se reduce el tráfico en el backbone
ya que las BSs no tienen que compartir dicha información.
Red con Coordinación Parcial Este esquema es un caso particular del distributed joint
processing, ya que se pueden definir diferentes grados de coordinación entre las BSs.
Este grado de coordinación se obtiene mediante un active set o subconjunto de BSs
para cada usuario en un cluster. De esta forma, un usuario sólo recibe señal de las
BSs que están incluidas en su active set [44] (Fig. 3.2).
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3.1. Modelo de Red con Coordinación Centralizada
El sistema está formado por un cluster de N estaciones base (BSs) distribuidas espa-
cialmente, equipadas conNa antenas cada una de ellas yM usuarios con una única antena
cada uno. En este sistema se realiza un procesado conjunto entre BSs, por lo que un total
de N ·Na 1 antenas transmiten coordinadamente a un total de M ≤ N ·Na usuarios den-
tro del cluster. La señal recibida por los M usuarios puede expresarse de forma matricial
como:
y = Hx + n (3.1)
donde y ∈ CM×1 y H ∈ CM×N ·Na es la matriz de canales, en la que el elemento de la filam-
ésima y columna l-ésima, H(m,l), representa la ganancia del canal entre la antena l-ésima y
el usuario m-ésimo. El vector x ∈ CN ·Na×1 es la señal transmitida, con la correspondiente
codificación. El vector n ∈ CM×1 se corresponde con el ruido recibido, cuya matriz de
covarianza es σI. El ruido es espacial y temporalmente blanco e incorrelado también con
las señales.
Como se ha comentado anteriormente, el algoritmo utilizado para cancelar las inter-
ferencias es el Zero-Forcing Dirty Paper Coding del mismo modo que en [3]. Esta técnica
permite anular la interferencia que sufre un usuario por parte del resto de usuarios pre-
cancelándola en el transmisor. Dada una cierta ordenación de los usuarios, la matriz de
canal se puede expresar como H = LQ por medio de una variación en la factorización
QR en el que la ortogonalización de Gram-Schmidt se aplica a las filas de H en lugar de
aplicarse a las columnas, donde L ∈ CM×M es triangular inferior y Q ∈ CM×N ·Na tiene
filas ortonormales (QQH = I). Precodificando la señal con la matriz QH , x = QHz, se
anula la interferencia en el usuario m-ésimo causada por los usuarios con índice j > m:
y = Hx + n = LQx + n = Lz + n, (3.2)
donde z es el vector de símbolos DPC. La señal recibida por el usuario m-ésimo viene
dada por:
ym = lmmzm +
∑
j<m
lmjzj + nm, (3.3)
donde lmj es el elemento (m, j) de la matriz L y zj es el elemento j-ésimo del vector z. En
la expresión anterior,
∑
j<m lmjzj es la interferencia no causal que es conocida en la BS y
puede ser eliminada utilizando una codificación dirty paper sucesiva sobre (z1, . . . , zM). El
uso de DPC no es trivial para más de dos usuarios y las prestaciones obtenidas dependen
en gran medida de la ordenación de los usuarios, es decir, de la ordenación de las filas
en la matriz de canales H. En esta tesina se ha considerado la ordenación propuesta en
[3], que ha demostrado ser una forma eficiente de aplicar DPC a múltiples usuarios. Una
ordenación alternativa más compleja es el algoritmo de ordenación V-Blast [45].
1En un sistema multiportadora, se podrían servir hasta N ·Na usuarios por portadora
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Una vez que el término de interferencia no causal ha sido eliminado en (3.3), la SNR
medida en el usuario m-ésimo puede ser fácilmente calculada como:
SNRm =
l2mm|zm|2
σ2
, (3.4)
donde | · | representa el valor absoluto o módulo de un número complejo.
Volviendo a la expresión (3.1), la potencia máxima transmitida está limitada en los
sistemas reales. En este modelo centralizado, se asume que las BSs pueden cooperar en
potencia y, de esta forma, la suma de las potencias de las BSs están limitadas [25]:
‖x‖22 = ‖QHz‖22 = ‖z‖22 ≤ Pma´x. (3.5)
Como el objetivo es comparar el rendimiento del ZF-DPC sobre los diferentes esquemas
coordinados, se fija la potencia de la señal transmitida a la potencia máxima Pma´x, por
lo tanto, ‖x‖22 = ‖z‖22 = Pma´x. Bajo estas condiciones, la SNR de la señal recibida por el
usuario m-ésimo (3.4) se puede reescribir como:
SNRm =
Pma´x
σ2
l2mm
|zm|2
‖z‖22
. (3.6)
Finalmente, el sum-rate medio del cluster del sistema con coordinación centralizada se
puede expresar como:
Rcent = EH
[
M∑
m=1
log2
(
1 +
Pma´x
σ2
l2mm
|zm|2
‖z‖22
)]
, (3.7)
donde EH representa la esperanza matemática con respecto a la matriz de canales H.
Analizando la ecuación (3.7), el término Pma´x
σ2
es constante y no depende del esque-
ma de coordinación, l2mm es un número real que representa el elemento m-ésimo de la
diagonal de la matriz L, y |zm|
2
‖z‖22 es el factor de escalado de potencia introducido por la co-
dificación Dirty Paper. En el trabajo original de Costa [10] se afirma que es posible realizar
una cancelación de la interferencia sin que esto conlleve un incremento de potencia de la
señal, es decir, que los símbolos DPC, zm, tienen la misma potencia que los símbolos sin
codificar, sm. Sin embargo, esta codificación todavía no se ha podido llevar a la práctica,
por lo que la limitación de potencia se impone al vector de señal codificada z como en
[23, 43].
Por otra parte, cabe destacar que la expresión (3.7) puede ser optimizada usando téc-
nicas de distribución de potencia, como por ejemplo waterfilling [11]. Sin embargo, esta
técnica puede provocar que algunos usuarios no sean servidos debido a la baja calidad
de sus canales. En esta tesina se pretende comparar distintos esquemas de coordinación
sobre el mismo número de usuarios activos, por lo que dado un conjunto de M usua-
rios activos en una determinada dimensión ortogonal y bajo una distribución de potencia
fairness, todos ellos deben ser servidos por el cluster de BSs.
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3.2. Modelo de Red con Coordinación Distribuida
El conocimiento global e instantáneo de todos los canales envueltos en un sistema con
coordinación total puede ser inabordable cuando las BSs están distribuidas espacialmente
en varias celdas. De este modo, esquemas de coordinación que requieran CSI local y/o
feedback reducido por parte de los usuarios puede resultar interesante por ser un esquema
más realista para aprovechar las prestaciones de los sistemas coordinados.
Como se ha comentado anteriormente, en el sistema con coordinación distribuida só-
lo se dispone de CSI local en las BSs, por lo que el ZF-DPC se aplica localmente en cada
BS para los M usuarios que forman el sistema. La factorización LQ ahora se calcula en
cada BS para la matriz de canales local Hk, Hk = LkQk. Así, el máximo número de usua-
rios que pueden ser servidos sobre la dimensión espacial es ahora M ≤ Na. Bajo estas
suposiciones, el vector de señal recibido por los M usuarios, y, se puede expresar como:
y =
N∑
k=1
Hkxk + n =
N∑
k=1
Lkzk + n, (3.8)
donde y y n ya se han definido en la ecuación (3.1); Hk ∈ CM×Na y xk ∈ CM×1 son la
matriz de canales y el vector de símbolos precodificados de la BS k-ésima. Ahora, la señal
recibida por el usuario m-ésimo viene dada por:
ym =
N∑
k=1
(
lkmmzkm +
∑
j<m
lkmjzkj
)
+ nm, (3.9)
donde
∑N
k=1
∑
j<m lkmjzkj es la interferencia no causal conocida por las BSs y zk es igual-
mente calculada mediante DPC sucesivo en la BS k-ésima. Destacar que ahora lkmm =
Lk(m,m) y que zkj es el elemento j-ésimo del vector zk.
Teniendo en cuenta la limitación de potencia de la ecuación (3.5), una limitación de
potencia realista para este esquema es limitar la potencia de cada una de las BSs a Pma´x/N :
‖zk‖22 = Pma´x/N. (3.10)
De este modo, la SNR de la señal recibida por el usuariom-ésimo se puede expresar como:
SNRm =
Pma´x
σ2
1
N
∣∣∣∣∣
N∑
k=1
lkmm
zkm
‖zk‖2
∣∣∣∣∣
2
, (3.11)
y el sum-rate medio del cluster del sistema con coordinación distribuida viene dado por:
Rdist = EH
 M∑
m=1
log2
1 + Pma´x
σ2
1
N
∣∣∣∣∣
N∑
k=1
lkmm
zkm
‖zk‖2
∣∣∣∣∣
2
 . (3.12)
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Comparando la ecuación (3.12) con la obtenida para el sistema con coordinación total
(3.7), la SNR recibida por cada usuario ahora se calcula como la suma del cuadrado de los
términos calculados localmente
(
lkmm
zkm
‖zk‖2
)
. Cabe resaltar que el término lkmm es siempre
real y que los distintos zkm se suman en fase para las distintas BSs. Para maximizar el
sum-rate conviene que todos los elementos de la diagonal tengan el mismo signo, ya que
se van a sumar. La factorización LQ es esencialmente única, por lo que se puede forzar a
que los elementos de la diagonal sean positivos.
Básicamente hay dos técnicas para imponer que los valores lkmm sean positivos. La
primera técnica consiste en obtener una factorización LQ de la manera más eficiente sin
ninguna restricción sobre la diagonal. El resultado obtenido son las matrices L0k y Q0k
que son multiplicadas por una matriz diagonal Ck, donde los elementos distintos de cero
deben ser 1 o −1 dependiendo del signo de lkmm (ckk = sign(lkmm)):
Hk = L0kQ0k = L0kCkC
H
k Q0k = LkQk. (3.13)
En la expresión anterior, Ck es una matriz unitaria (CkCHk = I), Lk = L0kCk tiene la
diagonal principal positiva y Qk = CHk Q0k contiene los nuevos pesos del beamforming.
La segunda estrategia consiste en utilizar la matriz Ck como una matriz de codificación
adicional sobre la señal DPC, es decir, se transmite Ckzk en lugar de zk en la ecuación
(3.8).
Por último, volviendo a la expresión (3.12) y comparándola con la expresión del sum-
rate obtenido por el sistema con coordinación total (3.7), cabe destacar que la pérdida
debida al conocimiento limitado del CSI por parte de las BSs puede calcularse compa-
rando los términos internos al sumatorio de ambas expresiones. Desde un punto de vista
algebraico, la magnitud de los elementos lmm en (3.7) será mayor que la de los elementos
lkmm de (3.12), ya que los lmm han sido obtenidos a partir de la matriz de canales global
H de N · Na columnas, mientras que los lkmm han sido obtenidos a partir de la matriz de
canales local Hk de Na columnas [46].
3.3. Modelo de Red con Coordinación Parcial
En el modelo del sistema coordinado distribuido expresado en la ecuación (3.8), las
matrices de canales Hk deben ser localmente conocidas en cada BS para poder aplicar un
ZF-DPC local. Teniendo en cuenta que el usuariom-ésimo estima los coeficientes de canal
Hk(m,:) y los envía a la estación base k-ésima, parte del canal uplink debe estar reservado
para el envío de esta información. Con el objetivo de reducir el feedback necesario, se pro-
pone un sistema más realista en el que la atenuación que sufre un usuario desde dos BSs
distintas puede variar desde unos pocos dB hasta más de 60 dBs. Desde el punto de vista
del usuario, las contribuciones de BSs que tienen una atenuación elevada son desprecia-
bles frente a las que tienen baja atenuación. Además, la BS estará desperdiciando potencia
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intentando transmitir por un canal con elevada atenuación. La solución propuesta en este
apartado es una coordinación parcial basada en la calidad de los enlaces experimentada
por los usuarios.
Para definir el active set de BSs para un usuario, inicialmente se asume que todas las
BSs transmiten a ese usuario, como en el sistema con coordinación distribuida. En segun-
do lugar, el usuario estima la ganancia de los canales recibidos por cada una de las BSs,
define como referencia la BS por la que recibe mayor nivel de señal y selecciona un umbral
relativo a este enlace referencia. Finalmente, sólo las BSs cuya ganancia está por encima
del umbral están incluidas en el active set. De esta forma, las BSs que tienen canales de baja
calidad no transmiten a los usuarios, por lo que cada usuario puede ser servido por un
número distinto de BSs, dependiendo de las condiciones de sus canales. Diferentes gra-
dos de coordinación se pueden conseguir modificando el valor del umbral relativo, por
lo que se puede evaluar la relación entre prestaciones y requerimientos de señalización y
overhead sobre el backhaul. Tanto éste como la mayoría de algoritmos para la formación de
clusters se basan en las condiciones del canal, es decir, un usuario se asocia con el cluster o
BS que le proporciona mejor canal [34, 36, 40].
Los beneficios de este esquema sobre los sistemas con coordinación distribuida son
básicamente dos: reducción del feedback (los usuarios sólo tienen que realimentar los coe-
ficientes de los canales que tienen un cierto nivel), menor información de intercambio
entre las BSs (los datos de usuario sólo son necesarios en aquellas BSs que pertenecen al
active set del usuario) y una distribución más eficiente de la potencia (se ahorra potencia al
no transmitir por canales de baja calidad y esta potencia se aprovecha sobre canales me-
jores). Por otra parte, el inconveniente de esta técnica es la introducción de interferencia
multi-usuario. Sin embargo, esta interferencia no resultará tan crítica ya que los canales
por la cual se reciben presentan una gran atenuación con respecto al canal de referencia
de cada usuario.
Con el objetivo de presentar el modelo del sistema con coordinación parcial, se denota
BSm al active set de BSs que da servicio al usuario m-ésimo, yMk es el conjunto de usua-
rios que son servidos por la BS k-ésima. El número de elementos del conjunto BSm debe
cumplir 1 ≤ |BSm| ≤ N , de forma que todos los usuarios son servidos por al menos una
BS, mientras que el número de elementos deMk debe cumplir 0 ≤ |Mk| ≤M . Aplicando
en primer lugar el modelo del sistema coordinado distribuido presentado en la ecuación
(3.8) y aplicando el active set, la señal recibida por el usuario m-ésimo se puede expresar
como un sumatorio de las señales de interés, otro sumatorio de las señales interferentes y
el ruido:
ym =
∑
k∈BSm
Hk(m,:)xk +
∑
j∈BSm
Hj(m,:)xj + nm, (3.14)
donde BSm es el complemento del conjunto BSm , y Hj(m,:) es el canal entre la BS j-ésima
y el usuario m-ésimo. En la expresión anterior se asume que los coeficientes relativos a
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los canales interferentes no pueden ser estimados por el usuariom-ésimo, ya que no están
incluidos en su active set BSm. Por lo tanto, este término es considerado como interferen-
cia que no puede ser eliminada por el detector y, a diferencia de los esquemas anteriores,
se necesita considerar la Relación Señal a Ruido e Interferencia (Signal-to-Interference-plus-
Noise, SINR).
Teniendo en cuenta que el ZF-DPC es calculado localmente en cada BS sobre el conjun-
to de usuarios servidos,Mk, el primer término de la expresión (3.14) representa la señal
de interés, y puede expresarse, de la misma forma que en el apartado 3.2, como:
ySm =
√
Pma´x
N
∑
k∈BSm
lkmm
zkm
‖zk‖2 . (3.15)
En cuanto a la interferencia multiusuario para cada BS vista en la expresión (3.14), la
expresión de xj es similar a la obtenida en el apartado 3.1, y se puede expresar como:
xj = Q
H
j zj, (3.16)
donde el vector zj es la señal enviada por la BS j-ésima a sus usuarios,Mj . Sustituyendo
(3.16) en (3.14), la contribución de la interferencia multi-usuario sobre la señal recibida
por el usuario m-ésimo se puede expresar como:
yIm =
∑
j∈BSm
Hj(m,:)Q
H
j zj. (3.17)
Con los modelos de señal de interés e interferencia presentados, se puede calcular
la potencia de ambas contribuciones. La potencia de señal de interés se puede obtener
fácilmente de (3.15) como:
P Sm =
Pma´x
N
∣∣∣∣∣ ∑
k∈BSm
lkmm
zkm
‖zk‖2
∣∣∣∣∣
2
, (3.18)
mientras que la potencia de la interferencia se puede expresar a partir de (3.17) como:
P Im =
∣∣∣∣∣∣
∑
j∈BSm
∑
l∈Mj
Hj(m,:)Q
H
j(:,l)
zjl
∣∣∣∣∣∣
2
. (3.19)
Finalmente, la SINR de la señal recibida por el usuario m-ésimo viene dada por:
SINRm =
Pma´x
N
∣∣∣∑k∈BSm lkmm zkm‖zk‖2 ∣∣∣2∣∣∣∑j∈BSm∑l∈Mj Hj(m,:)QHj(:,l)zjl∣∣∣2 + σ2 , (3.20)
y el sum-rate medio del cluster para una coordinación parcial puede expresarse como:
Rpar = EH
[
M∑
m=1
log2 (1 + SINRm)
]
. (3.21)
Capítulo 4
Simulaciones y Resultados
En esta sección, se van a presentar los resultados de las simulaciones comparando las
prestaciones ofrecidas por ZF-DPC combinado con los esquemas de red con coordinación
centralizada, distribuida y parcial. Para una completa comparación, el sum-rate medio ha
sido calculado para diferentes números de usuarios activos, diferentes combinaciones de
números de BSs y antenas dentro del cluster y diferentes grados de coordinación entre
BSs.
Todos los canales downlink se han generado de acuerdo a una distribución aleatoria de
los usuarios sobre el área del cluster (Figura 3.1), es decir, considerando distancias entre
el usuario y las BSs desde 10 hasta 500 metros. La matriz de canales se ha generado in-
cluyendo un path-loss con γ = 2, un shadowing descrito como una distribución log-normal
con varianza de 8 dB (log−N (0, 8 dB)), un fading a pequeña escala descrito por compo-
nentes complejas Gaussianas i.i.d. con distribución normalN (0, 1) y una correlación entre
antenas transmisoras de 0.5.
En las simulaciones, se han seleccionado clusters de N = 2 y N = 3 BSs equipadas
con Na = 3 o Na = 4 antenas cada una. En las figuras 4.1 - 4.4 se muestra el sum-rate
medio para los sistemas de comunicaciones con coordinación total, distribuida y parcial.
Para el sistema con coordinación parcial, los valores del umbral se han fijado en 0, 10 y
30 dB. Cabe destacar que un umbral de 0 dB es equivalente a una red convencional sin
coordinación donde cada usuario selecciona la mejor BS. Los sistemas con coordinación
distribuida y parcial pueden soportar un máximo de Na usuarios, M ≤ Na, mientras
que los sistemas con coordinación total pueden soportar hasta M ≤ N · Na usuarios.
Para que la comparación sea más justa, se ha decidido fijar el número de usuarios en un
valor permitido por los tres sistemas, por lo que el número de usuarios del sistema con
coordinación total también será el mismo.
Se puede observar como el sum-rate medio de los sistemas con coordinación total y
distribuida experimenta un incremento lineal con la SNR (definida como energía media
de bit dividido por la potencia de ruido, Eb/N0) para todas las configuraciones, mien-
26
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Figura 4.1: Sum-rate medio de un cluster con N = 2 BSs con Na = 3 antenas cada una y
M = 3 usuarios.
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Figura 4.2: Sum-rate medio de un cluster con N = 3 BSs con Na = 3 antenas cada una y
M = 3 usuarios.
tras que el sistema con coordinación parcial experimenta un comportamiento diferente
dependiendo del valor de SNR. Esto es debido a que, dependiendo del nivel de SNR de
la señal, el efecto dominante puede ser el ruido o la interferencia. Para niveles bajos de
SNR, la potencia de ruido es mayor que la de la interferencia en el denominador de (3.20).
Además, el factor de escalado de potencia |zkm |
2
‖zk‖2 es mayor que el de (3.12) debido a que
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Figura 4.3: Sum-rate medio de un cluster con N = 2 BSs con Na = 4 antenas cada una y
M = 3 usuarios.
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Figura 4.4: Sum-rate medio de un cluster con N = 3 BSs con Na = 4 antenas cada una y
M = 3 usuarios.
el número medio de usuarios servidos por BS es menor y a que la potencia en cada BS es
distribuida entre los usuarios activos. Esto hará que ‖zk‖2 sea menor en el caso de coor-
dinación parcial que en el de distribuida. De esta forma, en la zona limitada por el ruido
no es recomendable el uso de coordinación en transmisión, ya que la mejor técnica es em-
plear toda la potencia a través del canal más inmune al ruido. Por otra parte, en la zona de
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elevada SNR, la potencia de la señal interferente puede estar varios ordenes de magnitud
por encima de la potencia de ruido en un sistema con coordinación parcial, por lo que
el efecto dominante es la interferencia multi-usuario (3.19). En este caso, la técnica para
mejorar el sum-rate medio del cluster pasa por reducir dicha interferencia aumentando el
grado de coordinación de la red.
Finalmente, cabe destacar que el valor de SNR donde las curvas de los sistemas coor-
dinados distribuidos y parciales se cruzan disminuye al pasar de configuraciones con
Na = 3 antenas a configuraciones con Na = 4 antenas. Este efecto es debido al grado
de libertad adicional obtenido en el diseño de la precodificación ZF-DPC debido a que
Na > M . El hecho de que la falta de grados de libertad (M = Na) en la precodificación
perjudique más al sistema con coordinación distribuida que al parcial juega en favor de
éste último, ya que en los sistemas reales se pretende servir al máximo número posible de
usuarios.
En las figuras 4.5 y 4.6 se ha representado la probabilidad de outage para un cluster
formado por N = 3 BSs con Na = 4 antenas cada una, M = 3 usuarios, Eb/N0 = 20 dB y
Eb/N0 = 30 dB. La probabilidad de outage para un cierto sum-rate umbral se define como
la probabilidad de que el sum-rate ofrecido por el sistema no alcance el valor umbral.
Como hemos visto en las gráficas anteriores, el grado de libertad adicional debido a que
M < Na pueden ser mejor aprovechado por el sistema con coordinación distribuida.
A pesar de esto, en la Figura 4.5 se puede ver que para cualquier umbral de sum-rate, la
probabilidad de outage ofrecida por el sistema con coordinación parcial y umbral de 30 dB
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Figura 4.5: Probabilidad de outage de un cluster con N = 3 BSs con Na = 4 antenas cada
una y M = 3 usuarios para una Eb/N0 = 20 dB.
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Figura 4.6: Probabilidad de outage de un cluster con N = 3 BSs con Na = 4 antenas cada
una y M = 3 usuarios para una Eb/N0 = 30 dB.
es siempre inferior a la del sistema con coordinación distribuida. Aumentando la SNR, en
la Figura 4.6 se muestra que ambos sistemas comparten la probabilidad de outage hasta
alcanzar casi Pout = 0,5, esto es, comparten prestaciones en el margen útil de probabilidad
de outage.
En cuanto a la cantidad de información a realimentar en el sistema coordinado parcial,
la Figura 4.7 muestra el número de coeficientes a realimentar por usuario respecto al valor
del umbral para clusters de N = 2 y N = 3 BSs. Es evidente que en el esquema con
coordinación distribuida, cada usuario necesita realimentar con respecto a todas las BS
en el cluster [47], y de esta forma, 2 o 3 coeficientes son realimentados dependiendo del
número de celdas que forman el cluster. Un coeficiente realimentado se entiende como
todos los canales desde la BS hasta el usuario, es decir, cada canal se corresponde con
una fila completa de la matriz de canales, Hk. En el caso de una red con coordinación
distribuida, la cantidad media de coeficientes a realimentar viene determinada por la
elección del umbral. Como se ha comentado previamente, un umbral de 0 dB equivale
a una red convencional sin coordinación donde cada usuario es servido por una BS. Para
este caso, el número de coeficientes realimentados por usuario es 1. Se puede observar que
la relación entre el número de coeficientes y el valor del umbral es prácticamente lineal.
Cabe destacar la traza correspondiente al cluster con N = 3 BSs, Na = 4 antenas y M = 3
usuarios analizada en las figuras anteriores. Se puede ver que para un umbral de 30 dB en
el sistema con coordinación parcial, en el que las prestaciones eran superiores al sistema
con coordinación distribuida, el número de coeficientes medios a realimentar se sitúa
en 2.5 coeficientes. Esto supone un ahorro del 17 % con respecto al sistema distribuido
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Figura 4.7: Número medio de coeficientes del canal realimentados por usuario en el es-
quema con coordinación parcial respecto al nivel del umbral. Los resultados se muestran
para clusters de N = 2 y N = 3 BSs con arrays de Na = 4 antenas cada uno y M = 3
usuarios. Las líneas discontínuas representan el número de coeficientes alimentados por
el sistema con coordinación distribuida.
de la cantidad media de información a realimentar por parte de los usuarios, o lo que
es lo mismo, los usuarios del sistema distribuido necesitan realimentar un 20 % más de
información.
En la Figura 4.8 se representa el sum-rate medio respecto al número de coeficientes
medio realimentados por usuario para distintas SNR y para las configuraciones de N = 2
y N = 3 BSs con Na = 4 antenas transmisoras y M = 3 usuarios. Estas curvas son útiles
desde el punto de vista de conocer la información a realimentar necesaria para obtener
un determinado sum-rate dentro del cluster.
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Figura 4.8: Sum-rate medio respecto al número de coeficientes necesarios a realimentar
en el sistema con coordinación parcial. Los resultados se muestran para SNR desde 0 dB
hasta 40 dB y clusters de (a) N = 2 BSs y (b) N = 3 BSs con arrays of Na = 4 antenas cada
uno, y M = 3 usuarios.
Capítulo 5
Conclusiones
Esta tesina se centra en la evaluación de distintos esquemas de sistemas de comunica-
ciones inalámbricos coordinados. El objetivo es reducir la gran cantidad de información
necesaria a realimentar por los usuarios y a intercambiar entre las estaciones base en un
sistema con coordinación total, que hace inabordable su implementación, sin que afecte
excesivamente a sus prestaciones.
En primer lugar, se han comentado las características que deben tener los sistemas de
comunicaciones inalámbricas futuros. Éstos deben poseer una elevada eficiencia espectral
debido a la saturación del espectro electromagnético, y deben ser eficientes también en
potencia debido a la batería reducida que utilizan los dispositivos portátiles y móviles.
En el capítulo 2, se han revisado los principales resultados de Teoría de la Información
sobre la capacidad de un canal. Estos resultados se han aplicado sobre los canales MIMO
y se ha comprobado que estos sistemas ofrecen la eficiencia necesaria para los futuros
sistemas de comunicaciones. También se han explicado brevemente los distintos tipos de
sistemas MIMO, sus características y algunas de sus técnicas.
En el capítulo 3 se han presentado las principales características de los sistemas de co-
municaciones coordinados. Así mismo, se ha descrito el modelo de red con coordinación
total y los esquemas alternativos que permiten reducir el tráfico sobre el canal feedback de
los usuarios y sobre el backhaul entre estaciones base, obteniendo para cada uno de ellos
expresiones del sum-rate. Estas expresiones han permitido explicar el distinto comporta-
miento de los sistemas según el nivel de relación señal a ruido recibido.
En el capítulo 4 se muestran los resultados de las simulaciones realizadas sobre los 3
esquemas de red propuestos. Las simulaciones tienen como objetivo obtener los resulta-
dos tanto del sum-rate obtenido por los distintos esquemas, como del volumen de infor-
mación a realimentar por los usuarios. Observando los resultados, se han confirmado el
comportamiento que se había previsto en el capítulo anterior. El sistema con coordinación
total supera ampliamente las prestaciones de los sistemas con coordinación distribuida y
parcial a cambio de requerir más información del estado del canal y más complejidad
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en el sistema. El sistema con coordinación distribuida, que requiere un conocimiento lo-
cal del canal en lugar de global, requiere menos complejidad que el total y ofrece unas
prestaciones muy superiores a las redes convencionales en sistemas multi-celda limita-
dos por la interferencia. Sin embargo, la señalización y la información intercambiada so-
bre el backhaul que une las estaciones base puede ser todavía más reducida con un sistema
con coordinación parcial, manteniendo prácticamente las mismas o mejores prestaciones
para casi toda la banda de valores de relación señal a ruido simulados. En este caso, se
han obtenido el número de coeficientes de canal a realimentar por usuario para distintos
grados de coordinación de la red.
Estos resultados se han expuesto en el artículo:
F. Domene, G. Piñero, C. Botella, M. Diego and A. González, "Joint Processing for the
Downlink of Multi-Cell Networks with reduced Channel Knowledge Requirements
at the Transmitter Side", Submitted to Wireless Communications and Mobile Computing
2009,
cuya primera página se muestra en el anexo y que en estos momentos se encuentra en
proceso de revisión.
En cuanto a líneas futuras sobre coordinación de redes, al ser un sistema muy reciente,
existe mucho campo de investigación. Las principales líneas de investigación se centran
en la obtención de nuevas técnicas que permitan acercar la tasa obtenida a la región DPC,
técnicas de baja complejidad que sean capaces de mantener las prestaciones, técnicas de
Limited Feedback que hagan más eficiente el sistema, etc. Otra importante línea de inves-
tigación que surge a continuación de esta tesina es la implementación de los algoritmos
utilizados sobre Unidades de Procesamiento Gráfico (Graphics Processing Units, GPUs). La
potencia de cálculo de estas nuevas arquitecturas permite resolver problemas complejos
que requieren computación intensiva en computadores personales, si se desarrollan los
algoritmos de altas prestaciones apropiados.
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Summary
Joint processing between multiple transmission points has been identified as one of the fundamental techniques
for mitigating inter-cell interference in future broadband communication systems. In this approach, base stations
or access points exchange user data, local channel state information and information for synchronization issues.
Additionally, channel state information estimated by the users needs to be fed back to the base stations. Therefore,
one of the major challenges associated with joint multi-cell processing is the design of efficient algorithms with
reduced data exchange and low complexity requirements. Following this idea, this paper explores two joint
processing schemes that rely on the use of limited channel knowledge at the transmitter side. In the Distributed
Joint Processing approach, only local channel state information is required at each base station. Channel knowledge
requirements can be further reduced by considering a Partial Joint Processing approach, where base stations related
to poor quality channels are not allowed to transmit to a user. In the paper, expressions for the average system sum-
rate when Zero-Forcing Dirty Paper Coding is implemented at the base stations are provided for both distributed
and partial joint processing approaches and compared to a system with Centralized Joint Processing. Simulation
results show that the distributed and partial joint processing schemes achieve significant gains when compared to
conventional multi-cell systems in interference-limited scenarios. Copyright c© 2009 John Wiley & Sons, Ltd.
KEY WORDS: Joint multi-cell processing; Zero-Forcing Dirty Paper Coding; Limited feedback
1. Introduction
Multi-user MIMO (Multiple-Input Multiple-Output)
strategies are seen as one of the key techniques
for future broadband communication systems [1].
Recently, there has been increasing interest to
consider a generalization for multi-cellular networks,
which exploits a high-capacity backbone among
∗Correspondence to: Fernando Domene, iTEAM, Universidad
Polite´cnica de Valencia, 46022 Valencia, Spain.
†E-mail: ferdool@iteam.upv.es
Base Stations (BSs) to perform joint transmission or
reception between them. In this paper, we consider
the downlink of such a system, where a group of
BSs acts as a single and distributed antenna array
and hence, data to a single user is simultaneously
transmitted from more than one BS. This form of
multi-cell cooperative processing has been referred
to as network coordination [2], but ongoing work in
the 3GPP renames the network coordination concept
as joint transmission or processing between BSs,
which is included in the more general framework of
Copyright c© 2009 John Wiley & Sons, Ltd.
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ABSTRACT
The downlink of a system with phase coherent coordination be-
tween several base stations is considered throughout this paper. Within
the framework of the power minimization problem, two Joint Power
Control and Optimal Beamforming (JPCOB) algorithms have al-
ready been proposed in previous works. However, one of the ma-
jor challenges associated with network coordination is the design of
algorithms which result in low-complexity requirements as the num-
ber of users increases. In this paper, one of the previous JPCOB
algorithms is modied in order to obtain a low-complexity solution
by reducing the amount of feedback required from single antenna
users in the system. The performance of this algorithm is then com-
pared with the previous JPCOB solutions. Simulation results in a W-
CDMA scenario show that the low-complexity algorithm equals the
performance of the previous solutions for a given number of coordi-
nated base stations. However, it suffers a severe penalty for scena-
rios with high SINR requirements at the users. In order to overcome
this drawback, two iterative schemes based on the particular struc-
ture of the matrices involved in the power control updating step are
proposed. Moreover, these schemes could be seen as efcient and
computationally simple scheduling techniques.
1. INTRODUCTION
Recently, an advanced signal processing based cooperative scheme
has been shown to signicantly improve spectral efciency of cel-
lular systems [1]. In this approach, coordination is achieved by
connecting several Base Stations (BSs) via a high-speed backbone,
which allows perfect data cooperation between them. By doing so,
the antennas from different BSs transmit coordinately and each user
receives its intended signal from several BSs (see Fig. 1). Basically,
BSs may exchange user data, local channel state information or in-
formation for synchronization issues. From the user point of view,
estimated channel state information needs to be fed back to its as-
signed BSs.
One of the major practical drawbacks of coordinated multi-cell
systems is the large signaling overhead required for the inter-base
information exchange and the amount of feedback required from
the users for systems with a large number of users and BSs. In our
previous work [2], two Joint Power Control and Optimal Beamfor-
ming (JPCOB) algorithms, JPCOB-DL and JPCOB-VUL, were pro-
1C. Botella performed most of the work while at Universidad Polite´cnica
de Valencia. F. Domene’s work is supported through PAID-FPI program of
UPV. This work has been partially supported by VINNOVA.
posed for the downlink of coordinated multi-cell systems. These
algorithms followed a two-step iteration structure: rst, beamformer
optimization was performed, and second, power updating was ob-
tained from a set of linear equations. The framework of this work
was the power minimization problem, where the objective is to mini-
mize the total transmitted power in the system subject to Signal to
Interference plus Noise Ratio (SINR) constraints at the users. Howe-
ver, these JPCOB algorithms followed idealizing assumptions, e.g.,
both channel state information and receiver features were available
at BSs.
In this paper, we modify the transmit beamformer design of
the JPCOB-DL algorithm in order to optimize the Minimum Mean
Square Error (MMSE) criterion before the combining process at the
receivers. By doing so, both the amount of feedback required from
the users and the inter-base information exchange are reduced. Hence,
a lower complexity JPCOB algorithm is obtained. However, si-
mulation results show that the convergence properties of this low-
complexity JPCOB algorithm suffer a severe penalty for scenarios
implying total coordination between BSs (that is, coordination is ap-
plied to the set of all available BSs in the system) and high SINR
requirements at the users. In order to mitigate this effect without in-
creasing the complexity of the solution, two iterative schemes based,
respectively, on the desired signal and on the interference points of
view of the power control updating step are also proposed. Interes-
tingly, simulation results indicate that these schemes could be seen
as efcient scheduling techniques.
2. SYSTEM MODEL
Consider a W-CDMA coordinated multi-cell system with K Base
Stations (BSs), each one equipped with Nt antennas, and M single
antenna users. In the coordinated scenario, users may receive their
information signals from several BSs simultaneously (see Fig. 1).
Taking into account that a JPCOB algorithm is implemented by the
BSs, the output signal of the mth user can be written as the weighted
sum (beamforming and power control matrices) of the [M×1] vector
symbol a = [a1 . . . aM ]T (see [2] for detailed equations):
ym = v
H
mHRxmHChmPHTxa + v
H
mnm. (1)
Beamforming matrix HTx presents a diagonal structure, HTx =
diag{[hTx1 . . .hTxM ]}, where:
hTxm = vec{[wm1︸︷︷︸
BS1
. . . wmK︸ ︷︷ ︸
BSK
]}.
H11
H12
#1
H13
BS 1
BS 2
BS 3
Fig. 1. Example of a coordinated multi-cell system with 3 BSs.
vec{·} stands for the stacking vectorization operator and wmk is the
[Nt× 1] transmit beamformer for the link between the mth user and
kth BS pair. Similarly, matrix P = diag{[P1 . . .PM ]} includes
the [KNt ×KNt] Pm sub-matrices allocating the per-base station
root-squared transmit powers to each user:
Pm = diag
{
[
√
pm1 . . .
√
pmK ]
T ⊗ 1Nt
}
,
where⊗ stands for the Kronecker product and 1Nt denotes a [Nt×1]
all ones column vector. The K multi-path channels between the BSs
and a given user m are included in matrix HChm:
HChm = IM ⊗ [Hm1 . . .HmK ], (2)
where IM is a [M ×M ] identity matrix, whereas [L×Nt] matrices
Hmk are dened by the power delay prole of each of the L-path
channels received by user m.
Regarding reception at the user, a Rake receiver is built as a
bank of Q correlators. Therefore, the product vHmHRxm represents
the despreading and combining process carried out by the mth user:
[Q × ML] matrix HRxm includes the autocorrelation and cross-
correlation values of the code set used in the system (ρqlmi), whereas
[1 × Q] vector vHm includes the Rake weights applied at the cor-
relator outputs (see [2] and references therein for optimized code
assignment schemes). After the correlation process, noise is added
to the model (nm).
3. SIMPLIFIED DOWNLINK-BASED JPCOB ALGORITHM
Downlink-based and Virtual Uplink-based JPCOB algorithms, JPCOB-
DL and JPCOB-VUL, respectively, were proposed in [2] for the
downlink of coordinated multi-cell systems. These algorithms share
a common power control updating mechanism, but they obtain trans-
mit beamformers for each user in the system from two opposite
points of view.
JPCOB-VUL algorithm can be seen as a suboptimal approach
from the point of view of coordination, since it designs local trans-
mit beamformers at each BS. Transmit beamformer design is based
on the virtual uplink duality [3], where each wmk is designed to
maximize the average virtual SINR received at the BS k from the
user m [2]:
wmk = argmax SINR
vu
m . (3)
On the other hand, JPCOB-DL algorithm introduces a multi-
base MMSE beamformer design, where the set of all BSs antennas
are taken into account. Multi-base transmit beamformers can be ob-
tained by minimizing the following MMSE criterion (see [2] for de-
tailed equations):
HMMSETx = argmin
HTx
E[‖ a− y ‖2]. (4)
Then, multi-base transmit beamformers for each user are obtained
applying the following expression:
hMMSETxm = (HQm)
†em, m = 1, . . . , M, (5)
where H = VHHRxHChP, Qm = [em ⊗ IKNt ], (·)† denotes the
pseudo-inverse operation and em is a [M × 1] zeros column vector
with a one at the mth element.
In a coordinated multi-cell system, each user receives the sig-
nals from the multiple BSs in an asynchronous manner. In order to
deal with this asynchronicity, a Maximum Ratio Combining (MRC)
criterion is assumed at the receivers in the JPCOB-DL algorithm. At
the Rake receiver, each of the Q Rake weights is synchronized with
the highest gain path of each of the K multi-path channels (Q = K)
(2). Thus, vm stands for:
[vm]q = [Hmkq ](l,:)wmkq , (6)
where [vm]q is the qth element of vector vm and [Hmkq ](l,:) stands
for the gain of the lth channel path. kq is the BS synchronized to the
qth correlator.
It should be noted here that the multi-base MMSE beamformer
expression (5) requires the MRC weights of the users to be available
at the K BSs (matrix V = diag{[v1 . . .vM ]}). Then, although
JPCOB-DL algorithm outperforms JPCOB-VUL algorithm both in
terms of average total transmitted power and convergence proper-
ties [2], it increases the amount of information that needs to be fed
back from each user in the system (each user would need to feed
back at least Q Rake weights in addition to K channel coefcients)
and the inter-base information exchange. Moreover, following ex-
pression (6), it should be pointed out that a joint optimization of the
multi-base transmit beamformers and Rake weigths would further
increase the complexity of the solution. Therefore, a simplified ver-
sion of JPCOB-DL algorithm is here obtained in order to reduce the
complexity related to the JPCOB-DL algorithm.
Simplified Downlink-based JPCOB algorithm (JPCOB-SDL) mo-
dies the MMSE criterion of (4) as follows:
HMMSETx = argmin
HTx
E[‖ Ba− yS ‖2]
= argmin
HTx
‖ B−HSHTx ‖2F , (7)
with B = [IM ⊗ 1Q], and where yS is a [MQ× 1] vector dened
as:
yS = HSHTxa = HRxHChPHTxa. (8)
This formulation implies that no assumption is made at the BSs
about the receiver structure. In this case, the objective is to optimize
the MMSE criterion before the combining process. Hence, the above
MMSE criterion assures that the required SINR will be achieved be-
fore the combining process, and therefore, it is independent of the
subsequent processing. In addition, with this assumption we can
model a coordinated multi-cell systems where several and possibly
different combining criteria are used at the receivers.
Following the steps of JPCOB-DL algorithm in [2], the MMSE
optimization problem of (7) can be divided into M independent op-
timization subproblems:
‖ vec{B} − (IM ⊗HS)vec{HTx} ‖2
=
M∑
m=1
‖ (em ⊗ 1Q)−HSQmhTxm ‖2 .
Finally, the optimal multi-base beamformer for the mth user is ob-
tained from the least square solution:
hMMSETxm = (H
SQm)
†(em ⊗ 1Q), m = 1, . . . , M. (9)
3.1. Downlink Power Control
Within the framework of the power minimization problem, JPCOB-
SDL, JPCOB-VUL and JPCOB-DL algorithms include the same
power control updating mechanism [2]. It has been shown in [3] that
the minimum transmitted power is achieved for SINRm = γm, ∀m,
where γm is the required SINR for each user, or in matrix form:
Dp = Fp + u. (10)
However, the JPCOB-SDL algorithm rearranges above matrices and
vectors when compared to the JPCOB-DL and JPCOB-VUL power
control updating mechanism. Vector p is rewritten as a [KM × 1]
column vector:
p = [p11 . . . pM1︸ ︷︷ ︸
BS1
. . . p1K . . . pMK︸ ︷︷ ︸
BSK
]T , (11)
whereas matrices D and F, with [M ×KM ] dimensions, present a
particular partition of K [M ×M ] submatrices Dk and Fk:
D =
[
D1 D2 · · · DK
] (12)
[Dk](m,i) =
 ||
Q∑
q=1
[vm]
H
q [Hmk](q,:)wmk||2, m = i,
0, m 6= i.
(13)
F =
[
F1 F2 · · · FK
] (14)
[Fk](m,i) =

γm||
Q∑
q=1
[vm]
H
q
∑
l
ρqlmi[Hmk](l,:)wik||2 , m 6= i,
γm||
Q∑
q=1
[vm]
H
q
∑
l6=q
ρqlmm[Hmk](l,:)wmk||2 , m = i,
(15)
and vector u is dened as u =
[
γ1σ
2
1 . . . γMσ
2
M
]T
, where σ2m
stands for the noise power term at the mth user.
The power control expression (10) is feasible, that is, it con-
verges to p = (IKM −D†F)−1D†u, and p is element-wise posi-
tive, iff [4]:
ρ(D†F) ≤ 1, (16)
where ρ(·) denotes the spectral radius of the product [D†F]. The
power control expression can be alternatively solved by means of a
xed-point iterative method [4]:
p(nit + 1) = D
†(Fp(nit) + u), (17)
where nit represents the iteration index. It should be pointed out that
the block-diagonal structure of matrix D simplies the computation
of its pseudo-inverse as [5]:
D† = DT Σ˜−2, (18)
where Σ˜ is a [M × M ] diagonal matrix containing the M singu-
lar values of matrix D. Following the approach of [5], the pseudo-
inverse of matrix D in (18) is computed using the relation:
Σ˜2 = DDT . (19)
Then, inverse of each of the elements of Σ˜2 is calculated to form
Σ˜−2, and nally the result is multiplied by DT . In this way, no
matrix inversion neither singular value decomposition is needed.
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Fig. 2. Probability of the feasibility for JPCOB-SDL, JPCOB-DL
and JPCOB-VUL algorithms when M = 4 co-channel users are
active in the system.
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3.2. Performance investigation of the JPCOB-SDL algorithm
Consider the three-cell scenario of Fig. 1: K = 3 BSs equipped
with linear arrays of Nt = 3 antennas each are located at the cen-
ter of the cells. Then, M = 4 co-channel users are uniformly dis-
tributed over the central area shared between the cells. Channel ma-
trix elements have been generated including path loss (βp = r−2mk),
shadow fading as a random variable described by log-normal dis-
tribution CN (0, 8 dB), and small-scale fading with i.i.d. complex
Gaussian values according to CN (0, 1). W-CDMA signals with a
spreading factor of 32 are used and the per-base station power cons-
traint is set to 43 dBm.
The objective of the simulations is to compare the performance
of the JPCOB-SDL algorithm with the results of the JPCOB-DL and
the JPCOB-VUL algorithms. Moreover, several partial coordination
degrees are simulated over the system of Fig. 1: a user only receives
its data from the subset of BSs included in its active set [2]. Basi-
cally, the number of BSs included in the active set of one user de-
pends on a threshold value, which is specied by the system. In
this case, threshold values of 0, 5, 10, 20 and 90 dB have been
simulated, which stand for an average of 1, 1.2, 1.5, 2 and 3 BSs
included in the active set of each user, respectively (that is, in the
case of threshold = 0 dB, each user receives its signal from one
BS, whereas threshold = 90 dB implies total coordination between
BSs).
Fig. 2 shows the probability of the feasibility for the JPCOB
algorithms when the required SINR at the users is set to 3, 7 and
12 dB after despreading. The probability of feasibility is here de-
ned as the number of simulations in which one algorithm achieves
the required SINR in all the users within a maximum of 30 iterations
and within the per-base station power constraints, divided by the to-
tal number of independent runs (3000). The JPCOB-SDL algorithm
suffers a severe penalty for high SINR requirements and total coor-
dination between BSs. However, it outperforms the JPCOB-VUL
algorithm for all SINR requirements when partial coordination is
applied to the system (threshold < 20 dB). It should be pointed
out that the JPCOB-SDL and the JPCOB-DL algorithms achieve the
same probability of feasibility for threshold < 20 dB, while the
JPCOB-SDL algorithm requires less feedback bits than the JPCOB-
DL algorithm. However, as seen in Fig. 3, this lower complexity sig-
nicantly increases the average total transmitted power of JPCOB-
SDL compared to JPCOB-DL algorithm. Thus, JPCOB-SDL algo-
rithm should be seen as a suboptimal approach within the framework
of the power minimization problem.
4. IMPROVING THE FEASIBILITY OF JPCOB-SDL
From Fig. 2, it follows that JPCOB-SDL cannot be considered for
systems with total coordination between BSs. However, taking into
account the expression (16), it is straightforward to see that by modi-
fying the matrix product [D†F], the value of the spectral radius
is then modied and the probability of the feasibility could be in-
creased. Moreover, the spectral radius of the product [D†F] is strongly
connected with the total transmitted power in the system. Several
works have analyzed the inuence of the spectral radius in diffe-
rent optimization problems. For example, reference [6] evaluates
the gradient of the spectral radius in order to modify its value. In [7],
a geometrical interpretation of the feasibility of the power mini-
mization problem is provided for the uplink of a 2-users single-cell
system. The aim of this Section is thus to obtain low-complexity
schemes for improving the probability of feasibility of JPCOB-SDL
algorithm for systems with threshold > 20 dB values. To this
end, the particular structure of the matrices involved in the down-
link power control iteration is exploited.
In a totally coordinated system with K BSs and M users, there
are K · M possible active links. Once a non-feasible situation is
given, the proposed schemes reduce the number of active links (hence,
reducing the number of BSs that transmit to a user and the coordina-
tion of the system) until the problem becomes feasible, that is, until
relation (16) is fullled. By doing so, we assure that the number of
active links in the system remains as high as possible. Moreover,
these schemes are not allowed to drop users and thus, at least one
link must remain active for each user.
4.1. F-based scheme
As matrix F (14) includes the interference terms of the power con-
trol iteration, the F-based scheme iteratively cancels the links that
introduce highest interference in the coordinated multi-cell system.
In order to appropriately choose these links, the following rela-
tionship between the spectral radius and the norm || · ||∞ of a matrix
is used:
ρ(A) ≤ ||A||∞ = max
i
∑
j
[A](i,j). (20)
Therefore, canceling the mk user-BS links which produce the largest
row sums of matrix [D†F] can also reduce the spectral radius. From
(13) and (15), it can be observed that the jth row of matrix [D†F]
is directly related to the transmit beamformer wj , with j = (k −
1)M + m, where k is a given BS and m is a given user.
Therefore, for non-feasible scenarios, the F-based scheme is
described as follows:
1. For nit = 1, 2, . . ., until convergence (ρ(D†F) < 1) do:
1.1. Compute column vector s [KM × 1] as the sum
of [D†F] row elements: [s]j =
∑KM
i=1 [D
†F](j,i). Sort
[s]j , j = 1, . . . , KM , in descending order.
1.2. Set to zero the transmit beamformer wj related to
the largest row sum ([s]1).
1.3. Compute the new [D†F], where D† is recalculated
using (18) and the new F is just the previous F with the
jth column set to zero.
Theoretically, the following condition could also be used as a
stopping criterion:
||D†F||∞ < 1. (21)
This condition does not make use of the spectral radius evaluation
and hence it is computationally simpler. However, the above norm
inequality is too strict. There may be scenarios such that:
ρ(D†F) < 1, ||D†F||∞ > 1. (22)
In these cases, the F-based algorithm cancels more links than the
strictly necessary.
4.2. D-based scheme
From a different point of view, as matrix D (12) contains all the
desired contributions to each user, the D-based scheme nulls links
with poor signal contributions.
The D-based scheme makes use of the efcient formulation of
D† (18):
D† =

D−11
D−12
.
.
.
D−1K
 . (23)
It should be noted that D−1k are diagonal matrices. Moreover, the
elements placed at the diagonal are directly related to a given link
mk:
[D−1k ](m,m) ∝
(αkwmk)
H∑
k ||βkwmk||2
, (24)
where factors αk and βk can be inferred from (13).
Therefore, taking into account (24), the objective in the D-based
approach is to suppress those links that provide less power signal to
the users by setting the appropriate wmk to zero.
D-based scheme can be summarized as follows:
1. In nit = 0: Column vector d [KM ×1] is a stack of the non-zero
elements of D in ascending order.
2. For nit = 1, 2, . . ., until convergence (ρ(D†F) < 1) do:
2.1. Set to zero the transmit beamformer wj related to
the nitth element of d.
2.2. Compute the new [D†F], where D† is recalculated
using (18) and the new F is just the previous F with the
jth column set to zero.
4.3. Simulation results
In this Section, the number of co-channel users is set to M = 12
(M > KNt) in order to force non-feasible scenarios for the JPCOB-
SDL algorithm. Fig. 4 analyzes the probability of the feasibility for
several symmetric SINR requirements across all users. The no co-
ordination curve represents the case when only one link is active for
each user (threshold = 0 dB), whereas the total coordination curve
stands for the situation in which the K links are active for each user
(threshold = 90 dB). It can be observed that allowing coordination
between BSs results in a signicant improvement of the probability
of the feasibility. This probability can be even enhanced with the
D-based and F-based schemes. Although the results are quite simi-
lar for both schemes, their behavior is completely different. F-based
scheme cancels the links that introduce the highest interference in
the system, which introduces a large perturbation in the matrices
involved in power control iteration. However, D-based scheme can-
cels the links that are less contributing to the signal received by the
users. This ensures that only a small perturbation is introduced in
matrices D and F. These facts indicate that the F-based scheme
may present a faster convergence than the D-based algorithm. On
the other hand, it is possible to nd situations where all the users in
the system have only one active link and still the expression (16) is
not fullled. Thus, the only option to obtain a feasible scenario is to
allow D-based and F-based schemes to remove one user in the follo-
wing iteration. Fig. 4 also shows the probability of the feasibility for
the D-based and F-based schemes when both schemes are allowed
to drop up to 2 users. It should be pointed out that the D-based and
F-based schemes cannot be regarded as pure scheduling techniques,
such as the proposal of [8]. However, simulation results show that
the proposed schemes could be seen as efcient and computationally
simple scheduling techniques.
5. CONCLUSION
A low-complexity joint power control and beamforming algorithm
(JPCOB-SDL) has been here proposed for the downlink of a W-
CDMA coordinated multi-cell system. The performance of this low-
complexity algorithm has been compared with previous joint power
control and optimal beamforming solutions. Simulation results show
that the proposed JPCOB-SDL equals the performance of previous
solutions for a given number of coordinated base stations, while re-
quiring less feedback bits from the users. However, this reduced
complexity increases the average total transmitted power in the sys-
tem and therefore, JPCOB-SDL algorithm should be seen as a sub-
optimal approach from the point of view of the power minimization
problem. On the other hand, JPCOB-SDL algorithm suffers a se-
vere penalty for scenarios with high SINR requirements at the users.
In order to overcome this drawback, two iterative schemes based on
the structure of the matrices involved in the power control updating
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step have been proposed. Finally, these schemes have been shown
through simulations to act as efcient scheduling techniques.
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Abstract— It is well known that to reach large improvements
in wireless communications, to adapt the signal to the channel
conditions is the most valuable technique. However, the knowl-
edge of the channel state at the transmitter cannot be obtained
from traditional techniques such as pilot training, so some kind
of feedback from the receiver is needed. Furthermore, the cost
of the feedback in the uplink should be limited and kept in
the minimum values to get a suitable adaptation of the downlink
signal. In this paper we provide a preliminary research on the use
of vector quantization of the downlink for a point to point OFDM
channel. We study the quantization of the time and frequency
channel response and evaluate their respective mean squared
error and number of feedback bits needed. Some conclusions are
given in order to make an efficient use of vector quantization.
I. INTRODUCCIO´N
En los sistemas de comunicaciones inala´mbricos propor-
cionar altas tasas de informacio´n con buena calidad de servicio
es un reto cada vez ma´s difı´cil de superar. Como muchos
estudios han demostrado, el conocimiento del estado del canal
(Channel State Information, CSI) para poder adaptar la sen˜al
en la estacio´n base (Base Station, BS) es una de las tareas
ma´s importantes a la hora de conseguir un enlace fiable en
te´rminos de calidad de servicio (Quality of Service, QoS) y
tasa de error (Bit Error Rate, BER). La idea reside en aplicar
una pre-codificacio´n sobre la sen˜al a transmitir con el objeto
de cancelar la introducida por el canal. Para conseguir dicho
objetivo, la estacio´n mo´vil (Mobile Station, MS) tiene que
enviar a la BS informacio´n (feedback) acerca de la estimacio´n
realizada.
En el contexto de comunicaciones mo´viles o inala´mbricas,
el recurso dedicado al envı´o de este CSI, normalmente tiempo
o espacio, se resta de lo que el usuario podrı´a utilizar, por
lo que se necesita comprimir la informacio´n al ma´ximo para
minimizar el consumo de dicho recurso. Por otro lado, el valor
an˜adido del feedback es mayor en aquellos escenarios en los
que el canal introduce distorsiones que no puede gestionar
un u´nico receptor (por ejemplo, interferencia multi-usuario,
interferencias espaciales, etc.) y en sistemas FDD en los que
el canal de subida y de bajada difieren en la frecuencia de
portadora [1]. Por todo esto, la investigacio´n en las te´cnicas
ma´s eficientes de realimentacio´n del CSI es un campo reciente
pero intenso, como demuestra el hecho de que el IEEE Journal
on Selected Areas in Communications dedicara su nu´mero de
octubre de 2008 [2] a este tema.
Una de las te´cnicas habituales para la compresio´n de in-
formacio´n es la cuantificacio´n vectorial (Vector Quantization,
VQ) [3], tradicionalmente usada en la compresio´n de sen˜ales
de audio y vı´deo. Dicha te´cnica se puede aplicar tambie´n
en el contexto que nos interesa con diferentes enfoques y
ası´ encontrar un compromiso entre prestacio´n y nu´mero de
bits necesarios para transmitir la estimacio´n del canal.
En general, la cuantificacio´n vectorial se ha aplicado a
cualquier informacio´n de relevancia que necesite ser re-
transmitida a la BS para poder aplicar distintas te´cnicas: mod-
ulacio´n adaptativa, control de potencia, scheduling, etc. Para
un amplio listado de referencias en este campo se recomienda
consultar la extensa bibliografı´a de [1]. En el estudio que se
presenta a continuacio´n, se pretende sin embargo utilizar la VQ
para re-transmitir la respuesta completa del canal downlink,
ya sea en el tiempo o en la frecuencia. Este conocimiento
completo del CSI es interesante en escenarios donde el canal
se pueda considerar pra´cticamente constante respecto a la tasa
de realimentacio´n, ya que permitirı´a te´cnicas o´ptimas de pre-
codificacio´n y scheduling a fin de optimizar la capacidad del
sistema en entornos multiusuario [4].
Por u´ltimo, cabe destacar que el trabajo aquı´ presentado
considera un sistema de transmisio´n punto a punto con una
antena en cada extremo sobre un canal inala´mbrico OFDM
con el objetivo de centrar el ana´lisis en los efectos y presta-
ciones de cada etapa, desde la estimacio´n del canal hasta la
igualacio´n. Sin embargo, pretende extrapolar los resultados en
un futuro inmediato a un entorno multiusuario con mu´ltiples
antenas en la BS.
II. MODELO DEL SISTEMA
Tal y como se ha comentado anteriormente, el sistema de
comunicaciones es de una u´nica antena punto a punto. Al
estar dedicado a una aplicacio´n inala´mbrica, nuestro modelo
de canal deberı´a tener en cuenta los distintos efectos debido
a la variabilidad en tiempo, la propagacio´n multicamino y
el ruido. Sin embargo, la aplicacio´n aquı´ considerada asume
que el canal es invariante en el tiempo considerado, es decir,
el tiempo de coherencia del canal es suficientemente grande
como para que el valor del canal estimado sea va´lido tras el
proceso de feedback, tal y como se muestra en la figura 1, por
lo que solo se tendra´n en cuenta los efectos de la propagacio´n
multicamino y el ruido.
Fig. 1. Modelo de sistema con realimentacio´n.
Consideremos asimismo que se utiliza una modulacio´n
OFDM, por lo que el modelo de transmisio´n para la portadora
k-e´sima serı´a el siguiente:
Y [k] = H[k]X[k] +N [k] (1)
donde Y [k] es el sı´mbolo recibido por el la estacio´n mo´vil
(MS), H[k] es un valor complejo aleatorio gaussiano con
distribucio´n C(0, 1), que representa la respuesta del canal para
la frecuencia de portadora fk, X[k] es el sı´mbolo original
transmitido por la estacio´n base (BS) y N [k] es el ruido blanco
gaussiano generado en el receptor.
El receptor realiza entonces la estimacio´n del canal H[k]
de (1) mediante la siguiente expresio´n:
HLS = diag(X)−1Y, (2)
dondeHLS es un vector cuyos elementos son la estimacio´n de
Mı´nimos Cuadrados (Least Square, LS) [5] del canal H[k] en
cada subportadora, al que denominaremos respuesta del canal
en frecuencia (Channel Frequency Response, CFR). X es un
vector cuyos elementos son los sı´mbolos piloto, mientras que
Y son los sı´mbolos recibidos. El operador diag(·) genera una
matriz diagonal cuya diagonal principal esta´ compuesta por el
argumento.
III. CUANTIFICACIO´N VECTORIAL DE LA RESPUESTA DEL
CANAL
Una vez realizada la estimacio´n del canal, existen varias
opciones en el proceso de realimentacio´n (feedback): Dado
que el me´todo de estimacio´n de canal es conocido por el
transmisor, se puede pensar en enviar directamente los valores
piloto a trave´s del enlace feedback para que la interpolacio´n del
canal se haga de nuevo en la BS. Otra forma alternativa es la
de estimar el canal completo en la MS y tras una transformada
inversa de Fourier, enviar la respuesta del canal en el tiempo, o
respuesta al impulso (Channel Impulse Response, CIR) que, en
principio, es ma´s corta que la respuesta en frecuencia CFR. A
estas dos posibilidades, se le an˜aden los diferentes para´metros
propios de la cuantificacio´n vectorial que intervienen en el
resultado final.
En este sentido, la fidelidad en la representacio´n del canal
mediante VQ depende principalmente del nu´mero de bits
utilizados y que se corresponde con el nu´mero de codewords
disponibles [6], [7]. El nu´mero de codewords que se pueden
utilizar viene dado por la siguiente ecuacio´n:
NCB = 2NVQ , (3)
donde NCB es el nu´mero de codewords y NVQ el nu´mero de
bits disponibles.
En la literatura se pueden encontrar estudios de cuantos bits
de realimentacio´n serı´an necesarios utilizando VQ aleatoria
para conseguir aproximarse a la ma´xima capacidad del canal
entendida como aquella que proporcionarı´a un conocimiento
del canal perfecto (CSI perfecta en transmisio´n) [8], [9]. En [8]
se extraen conclusiones muy interesantes para el caso de
mu´ltiples antenas en transmisio´n y un entorno multiusuario, en
donde se afirma que el CSI en la BS debe ser ma´s exacto a fin
de mitigar los efectos nocivos de la interferencia multiusuario.
Por ejemplo, para un canal MIMO Rayleigh, serı´an necesarios
20 bits para igualar una CSI perfecta en un escenario de 10 dB
de SNR. Sin embargo, esos 20 bits en un entorno de 25 dB no
alcanzarı´an ma´s que la mitad de la capacidad posible. Esto nos
indica, por tanto, que en entornos multi-usuario el coste por
alcanzar una CSI casi perfecta en transmisio´n puede ser alto,
pero a cambio se pueden conseguir altas tasas de capacidad
en el sistema.
Teniendo en cuenta que se debera´n usar un nu´mero de bits
de realimentacio´n alto, la cuestio´n esta´ en como usarlos. En
este artı´culo se ha planteado una nueva forma de usar estos
bits para la VQ. La idea es segmentar la respuesta del canal
en vectores de una corta longitud y cuantificar separadamente
cada uno de estos segmentos. De esta forma, el cuantificador
vectorial utiliza un nu´mero pequen˜o de codewords aleatorios,
por lo que el entrenamiento y la bu´squeda son poco costosos,
y el nu´mero de bits necesarios para representar cada segmento
es pequen˜o.
Por otro lado, la forma de los vectores a cuantificar influye
sobre la calidad de la cuantificacio´n en el algoritmo de
entrenamiento del VQ. Se ha podido comprobar que para
un determinado nu´mero de bits y codewords del codificador,
la cuantificacio´n obtenida es mejor para vectores correlados.
Por ejemplo, en una cuantificacio´n con vectores de longitud
Lvec = 4, para 64 codewords y despue´s de un entrenamiento
ligero, obtenemos resultados muy diferente si se trata de cuan-
tificar una respuesta en frecuencia (512 portadoras) (Fig. 2) o
en tiempo (16 taps) (Fig. 3).
Para paliar el efecto de las grandes variaciones en la respues-
ta temporal del canal, se debe realizar una interpolacio´n sobre
la CIR estimada previa a su cuantificacio´n por segmentos. Por
tanto, se an˜ade un para´metro suplementario a las opciones
del VQ: el factor de interpolacio´n que aplicamos antes de
cuantificar y al que denominamos r. Debido al aumento del
nu´mero de valores a cuantificar en CIR, resulta todavı´a ma´s
importante calcular el coste del feedback para un canal en
nu´mero de bits, segu´n todas las variables, y segu´n el me´todo
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Fig. 2. Cuantificacio´n de la CFIR
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Fig. 3. Cuantificacio´n de la CIR
empleado.
En las Tablas I y II se presentan las distintas opciones y
para´metros a determinar para cada simulacio´n. Lvec representa
la longitud de los vectores del codificador (igual a la longitud
del segmento base), r es el factor de interpolacio´n utilizado,
Ltot es la longitud total en bits de la informacio´n a transmitir,
que se corresponde con el producto del nu´mero de taps del
CIR1 y el factor de interpolacio´n. Ntramas representa el nu-
mero de tramas que serı´an necesarias para retransmitir el canal
completo si en cada trama va la informacio´n de un segmento
(Ntramas = Ltot/Lvec), mientras que NVQ representa el
numero de bits asignado para designar los vectores de la VQ.
Por u´ltimo, Nbits es el nu´mero de bits totales de realimentacio´n
necesarios para retransmitir el canal completo, y que sera´ igual
a
1en el estudio se ha dejado fijo una longitud de 16 taps para la respuesta
al impulso del canal
Lvec r Ltot Ntramas
Nbits
NVQ
6 8 10 12
4
3 48 12 72 96 120 144
4 64 16 96 128 160 192
5 80 20 120 160 200 240
8
3 48 6 36 48 60 72
4 64 8 48 64 80 96
5 80 10 60 80 100 120
6 96 12 72 96 120 144
16
3 48 3 18 24 30 36
4 64 4 24 32 40 48
5 80 5 30 40 50 60
6 96 6 36 48 60 72
8 128 8 48 64 80 96
32
4 64 2 12 16 20 24
8 128 4 24 32 40 48
10 160 5 30 40 50 60
12 192 6 36 48 60 72
16 256 8 48 64 80 96
TABLE I
CA´LCULO DEL COSTE PARA TRANSMITIR UNA CIR DE 16 TAPS PARA
DISTINTOS PARA´METROS DEL CUANTIFICADOR Y DISTINTOS FACTORES
DE INTERPOLACIO´N r.
Lvec r Ltot Ntramas
Nbits
NVQ
6 8 10 12
4 3 96 24 144 192 240 288
8
3 96 12 72 96 120 144
4 128 16 96 128 160 192
5 160 20 120 160 200 240
16
3 96 6 36 48 60 72
4 128 8 48 64 80 96
5 160 10 60 80 100 120
6 192 12 72 96 120 144
8 256 14 84 112 140 168
32
4 128 4 24 32 40 48
8 256 8 48 64 80 96
10 320 10 60 80 100 120
12 384 12 72 96 120 144
16 512 16 96 128 160 192
TABLE II
CA´LCULO DEL COSTE PARA TRANSMITIR UNA CFR PARCIAL (32
SUBPORTADORAS PILOTOS FRENTE A UN TOTAL DE 512 SUBPORTADORAS)
PARA DISTINTOS PARA´METROS DEL CUANTIFICADOR Y DISTINTOS
FACTORES DE INTERPOLACIO´N r.
Nbits = NVQ ·Ntramas, (4)
Observando ambas tablas se aprecia que el nu´mero de
bits de realimentacio´n necesarios se vuelve prohibitivo en
longitudes pequen˜as del segmento base y altos factores de
interpolacio´n, mientras que es ma´s pequen˜o cuando el factor
de interpolacio´n es pequen˜o.
IV. SIMULACIONES
Teniendo en cuenta que nuestro objetivo es limitar al
ma´ximo el feedback, pero manteniendo unas prestaciones
Fig. 4. Error relativo en funcio´n del coste para el envı´o del CIR a la BS.
adecuadas, se han realizado una serie de simulaciones en las
que cualquier combinacio´n de para´metros (nu´mero de bits del
codificador, NVQ, longitud de los vectores, Lvec y factor de
interpolacio´n r) limita el un coste a 80 bits por estimacio´n de
canal transmitida, empezando por la transmisio´n de un CIR
que es la manera que resulta ma´s sencilla para para´metros
iguales.
En el caso del envı´o del CIR sobre el enlace de feedback,
en te´rminos de error relativo total (error de la VQ a la cual
se an˜ade el error de la estimacio´n), obtenemos que un error
relativo inferior al 50 % en el CSI supone un coste de ma´s de
50 bits de realimentacio´n (Fig. 4).
En la figura 4 se ha representado tambie´n una curva de
ajuste logarı´tmica en funcio´n del nu´mero de bits del codi-
ficador, NVQ. Se puede apreciar que valores de 6 y 8 bits
necesitan una mayor nu´mero de bits totales pero permiten
reducir el error por debajo del 30 % para un valor de 120 bits
en adelante. Tal y como se puede comprobar en la Tabla I,
estarı´amos utilizando segmentos muy pequen˜os (Lvec = 4)
y factores de interpolacio´n de r = 4, 5, lo que implica una
correlacio´n bastante alta en los valores a cuantificar.
Para poder considerar el coste en BER que suponen errores
tan altos en la estimacio´n del canal se han realizado algunas
simulaciones ejemplo para unos determinados para´metros, tal
y como se muestra en la Tabla III. El sistema consistı´a en
un igualador del canal basado en la estimacio´n del canal, sin
ningu´n tipo de igualacio´n o procesado en el receptor (como
ocurrirı´a en un entorno multiusuario con la interferencia). Es-
tas pruebas preliminares muestran que la manera de combinar
los diferentes para´metros influye tambie´n sobre el resultado, ya
que, determinadas combinaciones obtienen mejores resultados
que otras combinaciones ma´s costosas.
Coste 72 80 120 128
Erel 50.51 57.44 24.41 47.25
BER ( %) 0.2 0.36 0 0.024
TABLE III
TABLA 3. BER OBTENIDO PARA DISTINTAS COMBINACIONES DEL VQ
SOBRE 3000 REALIZACIONES CON UN SNR EN LA MS DE 30 DB.
Una vez encontrado el mejor compromiso para el en-
lace punto a punto en OFDM, el objetivo de este estudio
sera´ generalizar este resultado a un sistema MIMO-OFDM
para despue´s aplicarlo en sistemas celulares coordinados y
analizar la ganancia de servicio que se puede conseguir.
V. CONCLUSIONES
En este trabajo se ha presentado un nuevo enfoque de como
realimentar a la BS por parte de la MS el conocimiento
obtenido del canal downlink. Este conocimiento del canal
puede llegar a ser crı´tico, como sucede en los entornos FDD
y con servicio multiusuario en donde cada uno de los usuarios
es incapaz de eliminar la interferencia si no lo hace la BS. Ma´s
au´n, se sabe que la u´nica posibilidad de alcanzar las capaci-
dades predichas por Shannon para sistemas multiusuario es
utilizando costosas te´cnicas de pre-codificacio´n y scheduling
en el transmisor. En este trabajo se pretende re-transmitir el
canal completo que ha estimado el usuario, y para ello se
propone dividir el canal en segmentos de pequen˜a longitud,
introducir correlacio´n mediante interpolacio´n a fin de mejorar
la calidad de la cuantificacio´n, y todo ello manteniendo un
error en la estima suficientemente pequen˜o. Se ha podido com-
probar mediante simulaciones que, dado el cara´cter aleatorio
del canal y del VQ que debe representarlo, para un mismo
nu´mero de bits del cuantificador es preferible utilizar vectores
de poca longitud y con factores de interpolacio´n altos a fin de
reducir el error de estimacio´n en la BS a valores por debajo
del 30 %.
AGRADECIMIENTOS
Este trabajo ha sido realizado gracias a la financiacio´n de la
Universidad Polite´cnica de Valencia a trave´s de su Programa
de Apoyo a la Investigacio´n y Desarrollo 2008 (PAID-08).
REFERENCES
[1] D.J. Love, R.W. Heath Jr., V.K.N. Lau, D. Gesbert, B.D. Rao and M.
Andrews “An Overview of Limited Feedback in Wireless Communication
Systems” IEEE Journal on Selected Areas in Communications, vol. 26,
no. 8, pp. 1341-1365, Oct. 2008.
[2] R.W. Heath Jr., D.J. Love, V.K.N. Lau, D. Gesbert, B.D. Rao and M.
Andrews “Guest Editorial” IEEE Journal on Selected Areas in Commu-
nications, vol. 26, no. 8, pp. 1337-1340, Oct. 2008.
[3] A. Buzo, A.H. Gray Jr, R.M. Gray and J.D. Markel, “Speech Coding
based upon Vector Quantization” IEEE Trans. on Acoustics, Speech and
Signal Processing , vol. 28, no. 5, pp. 562-574, Oct. 1980.
[4] G. Caire and S. Shamai “On the achievable throughput of a multiantenna
Gaussian broadcast channel” IEEE Trans. on Information Theory, vol. 49,
no. 7, pp. 1691-1706, Jul. 2003.
[5] M.K. Ozdemir, H. Arslan, “Channel Estimation for Wireless OFDM
systems” IEEE Communications Surveys & Tutorials, vol. 9, no. 2,
pp. 18-48, Second Quarter 2007.
[6] S. Arya and D.M. Mount, “Algorithms for Fast Vector Quantization” Proc.
of DCC ’93: Data Compression Conference, IEEE Press, pp. 381–390,
1993.
[7] http://www.data-compression.com/vq.html
[8] N. Jindal “MIMO broadcast channels with finite-rate feedback” IEEE
Trans. on Information Theory, vol. 52, no. 11, pp. 5045-5060, Nov. 2006.
[9] C.K. Au-Yeung and D.J. Love “On the Performance of Random Vector
Quantization Limited Feedback Beamforming in a MISO System” IEEE
Trans. on Wireless Communications, vol. 6, no. 2, pp. 458-462, Feb.
2007.
