Abstract. The degree of a projective subscheme has an upper bound in term of the codimension and the reduction number. If a projective variety has an almost maximal degree, that is, the degree equals to the upper bound minus one, then its Betti table has been described explicitly. We build on this work by showing that for most of such varieties, the defining ideals are componentwise linear and in particular the componentwise linearity is suitable for classifying the Betti tables of such varieties. As an application, we compute the Betti table of all varieties with almost maximal degree and componentwise linear resolution.
Introduction
Let X ⊂ P n+e be a non-degenerate closed subscheme of dimension n and codimension e over an infinite field k. Let I X be the saturated homogeneous defining ideal and R X = k[x 0 , . . . , x n+e ]/I X be the homogeneous coordinate ring of X.
Among the important numerical invariants of X are the degree deg(X), the Castelnuovo-Mumford regularity and the reduction number r = r(X) (which is defined as the reduction number of R X ). In particular, the reduction number together with the codimension provides an upper bound for the degree, namely, deg(X) ≤ e + r r .
Those projective subschemes attaining the degree upper bound are exactly arithmetically Cohen-Macaulay subschemes with (r + 1)-linear free resolution (see [2, Theorem 3.1] ). The next to the extremal case has been also investigated. We say that X is a projective subscheme of almost maximal degree if deg(X) = e+r r − 1. As one of the main results of [2] , the authors have shown that if a projective variety (i.e., a reduced and irreducible subscheme) is of almost maximal degree, then its arithmetic depth, i.e., the depth of R X , is at least the dimension of the variety. So it is either arithmetically CohenMacaulay (depth(R X ) = n + 1) or non-arithmetically Cohen-Macaulay with depth(R X ) = n. This leads to an explicit description of the Betti table of such varieties (see [2, Theorem 5.4 
, Proposition 4.6]).
In this paper we investigate the structure of the saturated defining ideal of projective varieties of almost maximal degree and show that the componentwise linearity is suitable for our purpose. Herzog and Hibi introduced componentwise linear ideals in [8] as a generalization of linear ideals. They showed that a Stanley-Reisner ideal I ∆ is componentwise linear if and only if the Alexander dual ∆ * is sequentially Cohen-Macaulay, generalizing a well-known theorem of Eagon-Reisner on the equivalence between linearity of I ∆ and Cohen-Macaulayness of ∆ * . While componentwise linear monomial ideals are studied extensively by many authors, componentwise linear prime ideals, so varieties, have not been understood well.
In literature, componentwise linearity of curves has been considered by several authors. For examples, the tetrahedral curves with componentwise linear resolutions are characterized by Francisco-MiglioreNagel in [4, Corollary 4.9] . Almost all curves with maximal Hartshorne-Rao module with respect to their degree and genus are componentwise linear in characteristic zero (see Nagel [11, Corollary 6.2] ). A projective subscheme of maximal degree has a linear resolution (see [2, Theorem 3 .1]), so it is componentwise linear. By [2, Theorem 4.1], an arithmetically Cohen-Macaulay projective subscheme X has an almost maximal degree if and only if dim k (I X ) r = 1 and the truncated ideal (I X ) ≥r+1 has a linear resolution where r is the reduction number of R X . Consequently X has a componentwise linear resolution.
Our current research is motivated by the following question of Satoshi Murai. Question 1.2. Are the saturated defining ideals of projective varieties of almost maximal degree componentwise linear?
The main aim of this paper is to give a complete answer to Question 1.2. By the discussion above, it suffices to consider non-arithmetically Cohen-Macaulay projective varieties of almost maximal degree. It is shown by [2, Theorem 5.1] that these varieties have an almost maximal arithmetic depth, say, depth(R X ) = n = dim(X). This property together with the almost maximality of degree enables one to describe explicitly their Betti tables. We will show that most of them have componentwise linear resolutions and at the same time characterize those without componentwise linear resolutions (see Theorem 3.4). We actually enlarge our category to include not only varieties of almost maximal degree but all projective subschemes of almost maximal degree and almost maximal arithmetic depth. About the structure of the paper, in Section 2 we characterize projective subschemes of almost maximal degree and arithmetic depth in terms of their initial ideal and compute their Betti tables. Componetwise linearity is studied in Section 3 where we present the main result characterizing componentwise linearity of projective subschemes of almost maximal degree and arithmetic depth.
Through this paper, k is an infinite field and a projective variety is a reduced and irreducible projective subscheme. The computation in this paper is established by using Macaulay 2 (cf. [5] ).
Projective subschemes of almost maximal degree and arithmetic depth
Let X ⊂ P n+e be a non-degenerate projective subscheme of dimension n and codimension e over the field k. Denote by S i the polynomial ring k[x i , . . . , x n+e ] for n, e > 0 and i = 0, 1 . . . , n + e. Let I X ⊂ S 0 be the saturated homogeneous defining ideal of X and R X = S 0 /I X be the homogeneous coordinate ring.
Let S be a k-subalgebra of R X generated by linear forms such that S ֒→ R X is a Noether normalization, i.e., S is a polynomial k-algebra and R X is a finitely generated S-module. The reduction number of R X with respect to S is the supremum of degree of all homogeneous minimal generators of R X as an Smodule, denoted r S (R). The reduction number of R X is the least r S (R) where S runs over all Noether normalization (see [14] ). This number, say r, is also called the reduction number of X.
One might change the variables by a linear transformation such that S e = k[x e , . . . , x n+e ] → R X is a Noether normalization of R X whose reduction number is exactly r. Then we have the upper bounds for degree deg(X) = deg(R X ) ≤ e+r e . On the other hand, we always have the upper bound of the arithmetic depth of X, namely, depth(R X ) ≤ n + 1.
We say that X is a subscheme of maximal degree if deg(X) = e+r e and that X is of almost maximal degree if deg(X) = e+r e − 1. If depth(R X ) = n + 1 then X is arithmetically Cohen-Macaulay. If depth(R X ) = n then we say that X has an almost maximal arithmetic depth. A projective variety of maximal degree is always arithmetically Cohen-Macaulay (see, for example, [2, Theorem 3.1]). If a projective variety X is of almost maximal degree then depth(R X ) ≥ dim(X) (see [2, Theorem 5 .1]), so X has at least an almost maximal arithmetic depth. In the sequel, instead of considering only varieties, we enlarge our category to include all projective subschemes with almost maximal degree and almost maximal arithmetic depth.
The first result of this section is a characterization of projective subschemes X of almost maximal degree and arithmetic depth in terms of their initial ideals. Theorem 2.1 (Initial ideal). Let X ⊂ P n+e be a non-degenerate closed subscheme of dimension n, codimension e and reduction number r. Let I X ⊂ S 0 be the saturated defining ideal of X and R X = S 0 /I X . Assume that S = S e = k[x e , . . . , x n+e ] is a Noether normalization of R X with reduction number r S (R X ) = r. We fix the degree reverse lexicographic order on the monomials of S 0 . The following statements are equivalent If it is the case, then reg(R X ) = reg(S 0 / in(I X )) = deg(uv) − 1.
The degree conclusion follows from the comparison
In order to prove the depth conclusion, let J = (x 0 , . . . , x e−1 ). We have a short exact sequence
Since S 0 /J r+1 is Cohen-Macaulay of dimension n + 1, we obtain
Now the Cancellation Principle induces the inequalities of Betti numbers β
ij (S 0 / in(I X )) for any i, j (see [6, Corollary 1.21] or [9, Section 3.3] ) which lead to a comparison of the projective dimension proj.dim S0 (S 0 /I X ) ≤ proj.dim S0 (S 0 / in(I X )). The Auslander-Buchsbaum formula then implies that depth(S 0 /I X ) ≥ depth(S 0 / in(I X )) ≥ n. As S 0 /I X is not Cohen-Macaulay (see [ 
− 1 and depth(R X ) = n. The S e -module R X has a minimal set of generators containing all monomials in x 0 , . . . , x e−1 which are not contained in the ideal in(I X ) + (x e , . . . , x n+e ) (see [2, Lemma 2.4] ). Denote this set by B 0 and its cardinality by µ Se (R X ). The maximal degree of monomials in B 0 is the reduction number of R X (see [14] ), so we obtain e + r e
Since X is not arithmetically Cohen-Macaulay, deg(X) < µ Se (R X ) and we obtain µ Se (R X ) = e+r e . This shows that
e−1 : n 0 + . . . + n e−1 ≤ r}. Hence the initial ideal in(I X ) is minimally generated by a disjoint union of the set T r+1 of all monomials in x 0 , . . . , x e−1 of degree r + 1 and a set M of some monomials in S 0 divided by some
In order to obtain the desired description of the initial ideal of I X , it is essential to study the minimal free resolution of R X as an S e -module.
To start with, we prove that the equivalence classes in R X of the monomials in B 0 \ {u} are S e -linearly independent. Let's denote the monomials in
We can assume in addition that f 1 , . . . , f d are homogeneous polynomials such that f is also homogeneous. Obviously u 1 , . . . , u d ∈ S 0 are linearly independent over S e , so f = 0. Write in(f ) = λm 1 m 2 , where λ ∈ k × , m 1 ∈ B 0 \ {u} and m 2 ∈ S e . Then this contradicts to the fact that in(f ) lies in in(I) which is minimally generated over S e by T r+1 ∪ {uv 1 , . . . , uv s }. This shows that u 1 , . . . , u d are S e -linearly independent.
Now the Auslander-Buchsbaum formula induces proj.dim Se (R X ) = depth(S e ) − depth(R X ) = 1.
Since µ Se (R X ) = d + 1, deg(R X ) = d, R X as an S e -module has a minimal graded S e -free resolution
where {e 1 , . . . , e d+1 } and {g} are bases of free S e -modules and
for some homogeneous polynomials h 1 , . . . , h d+1 ∈ S e . The homomorphism φ induces an isomorphism
The polynomial h d+1 is particularly non-zero as u 1 , . . . , u d are S e -linearly independent.
Recall that T r+1 ∪ {uv 1 , . . . , uv s } is a minimal set of generators of in(I X ). Let g i be the polynomial in the reduced Gröbner basis of I X with in(g i ) = uv i , for i = 1, . . . , s. Then no trailing monomials of g i lie in the initial ideal in(I X ) and we can write
with some homogeneous polynomials q i , q ij ∈ S e and in(q i ) = v i . In the S e -module F 0 = d+1 j=1 S e e j we consider the elements
We have φ(ω i ) = g i = 0, hence ω i ∈ Ker(φ) = Im(ψ) = (ω) and we can write ω i = a i ω for some polynomial a i ∈ S e . We denote
Since g i is in the reduced Gröbner basis of I X and h ∈ I X , this is possible only if a i is a non-zero constant polynomial, i.e., a i ∈ k × . This deduces that s = 1 and
It remains to prove the last conclusion on Castelnuovo-Mumford regularity. Suppose X satisfies (a) and (b). Recall that R X has a minimal graded free S e -resolution
Let M be a graded finitely generated module over a polynomial ring S.
In the next we are going to compute the Betti numbers of projective subschemes satisfying the equivalent conditions in Theorem 2.1. Let's consider first some examples of such subschemes. Corollary 2.3. Let X ⊂ P n+e be a non-degenerate closed subscheme of dimension n, codimension e and reduction number r. Let R X = S 0 /I X be the homogeneous coordinate ring of X. Suppose S = S e → R X is a Noether normalization with reduction number r S (R X ) = r. The following statements are equivalent (a) X is of almost maximal degree and almost maximal arithmetic depth; (b) R X , as an S-module, has the graded Betti numbers
(c) R X , as an S-module, has the Betti numbers
Proof. The implications (b) ⇒ (c) ⇒ (a) are obvious. We are going to show (a) ⇒ (b).
Assume that X has deg(X) = e+r e − 1 and depth(R X ) = n. Due to the proof for Theorem 2.1 ((b) ⇒ (a)), we have
Now we compute β
Se 0,j (R X ). We have seen in the proof of Theorem 2.1 that R X is minimally generated over S e by all monomials in x 0 , . . . , x e−1 of degree from 0 to r. Consequently, we have On the other hand, β S 0,j (R) is bounded above by the number of monomials in x 0 , . . . , x e−1 of degree j, i.e.,
This implies that
for all j = 0, 1, . . . , r.
As an immediate consequence, we get information on Hilbert polynomial and arithmetic genus.
Corollary 2.4. Let X ⊂ P n+e be a non-degenerate closed subscheme of dimension n, codimension e and reduction number r. Let R X = S 0 /I X be the homogeneous coordinate ring of X. The Hilbert polynomial of X is
The arithmetic genus of X is
In particular, if r ≤ dim(X) then
So over the Noether normalization S = S e , the Betti 
(b) reg(R X ) = r + 1:
where for 1 ≤ i ≤ e + 1,
, and β i,r ≤ e + r i + r
. . Proof. Suppose S = S e → R X is a Noether normalization of R X with reduction number r S (R X ) = r.
For the proof we make use of the relation between Betti numbers of R X over S 0 and over S. 
. Now using the computation in Example (ii) of Lemma 2.2 we obtain β S0 ij (R X ) = 0, for all (i, j) ∈ {(0, 0), (1, r) , . . . , (e, r), (1, reg(R X )), . . . , (e + 1, reg(R X ))}.
By definition, we always have reg(R X ) ≥ r. If reg(R X ) = r or reg(R X ) ≥ r + 2 then we get
, for all i, j, the conclusion then follows. 
Therefore X has an almost maximal degree.
Componentwise linearity
For a homogeneous ideal I ⊂ S 0 , we denote by I d the ideal generated by all homogeneous polynomials of degree d in I. Following Herzog-Hibi [8] , we say that I has a componentwise linear resolution if for each d > 0, the ideal I d has a linear minimal free resolution. There are several characterizations of ideals with componentwise linear resolution, mostly by the equality between the Betti numbers of the ideal and its initial ideal with respect to certain monomial orders.
The main aim of this section is to answer Question 1.2 by showing that most of the projective subschemes of almost maximal degree and arithmetic depth have componentwise linear resolution.
The following simple lemma is very useful in the sequel. Proof. If reg(R) = r then following Theorem 2.5(a), I r+1 has an (r + 1)-linear resolution.
Let us assume that reg(R) > r. Changing the variables by a linear transformation, we may assume that S = S e = k[x e , . . . , x n+e ] is a Noether normalization of R with reduction number r S (R) = r. We fix the degree reverse lexicographic order on the monomials of S 0 . Due to Theorem 2.1, the initial ideal of I has a simple form
where u is a monomial in x 0 , . . . , x e−1 of degree r and v is a monomial in x e , . . . , x n+e of degree at least 2. Let g 1 , . . . , g t , g be a reduced Gröbner basis of I such that {in(g 1 ), . . . , in(g t )} is a minimal set of generators of (x 0 , . . . , x e−1 ) r+1 and in(g) = uv. In particular, I r+1 = (g 1 , . . . , g t ). Now we prove the equivalence in (b). Suppose I r+1 does not have a linear resolution. We have 
On the other hand, we have
This deduces that β Conversely, assume either (i), (ii), or (iii). If reg(R X ) = r then I X = (I X ) r+1 has a linear resolution due to Theorem 2.5(a), therefore is componentwise linear. If reg(R X ) > r then (I X ) r+1 has a linear resolution by Proposition 3.3. Furthermore, note that I X has a set of generators consisting of a form of degree equal to reg(R X ) + 1 and forms of degree r + 1 (cf. Theorem 2.1). Hence for 1 ≤ s < reg(I X ) − r, we have (I X ) r+s = m s−1 (I X ) r+1 which has a linear resolution by Lemma 3.1. For s ≥ reg(I X ) − r, the ideal (I X ) r+s has a linear resolution (see [ For the second conclusion, assuming (ii) or (iii). Since I X is componentwise linear, (I X ) r+1 is (r +1)-linear and S 0 /(I X ) r+1 is Cohen-Macaulay by Proposition 3.3(a). Let Y = Proj(S 0 /(I X ) r+1 ) then the conclusion follows.
We have seen in Theorem 2.5 an explicit description of the Betti table of a projective subscheme of almost maximal degree and arithmetic depth. In case reg(R X ) = r + 1, each Betti number is computed precisely. It is natural to ask for the case reg(R) = r + 1. As an application of the componentwise linearity, we give in the next corollary a partial answer to this question. 
Proof. We have seen in Theorem 2.5(b) that the Betti table of R X has the shape as above, where
.
On the other hand, due to Proposition 3.3, the ring S 0 /I r+1 is Cohen-Macaulay and has an r-linear resolution. Hence S 0 /I r+1 has a maximal degree by [ 
for all 1 ≤ i ≤ e. This proves the corollary.
Example 3.7. Let C be the smooth rational curve in P 3 defined by (s, t) → (s 5 , s 4 t + s 3 t 2 , st 4 , t 5 ). The curve C has reduction number r = 2, Castelnuovo-Mumford regularity reg(C) = 4 and degree deg(C) = 5 = 2+2 2 − 1. In particular, C is of almost maximal degree. The Betti table of C is
By Theorem 3.4(a), C has a componentwise linear resolution. This can be also shown by direct computation. Indeed, using Macaulay 2 we can find the Betti table of S 0 /I 3
In particular, S 0 /I 3 is Cohen-Macaulay. Furthermore, S 0 /I 4 has depth zero and its Betti table is   0  1  2  3  4  0  1  ----1  -----2  -----3  -14  26  17  4 In [2, Examples 5.6, 5.7, 5.8], it is shown that all cases (i), (ii), (iii) in part (a) of Theorem 3.4 actually occur. In the next example, we will see a rational curve in P 3 satisfying all conditions in part (b) of Theorem 3.4.
Example 3.8. Let C be a smooth rational curve in P 3 defined by (s, t) → (s 9 , s 4 t 5 + s 5 t 4 , s 4 t 5 + s 7 t 2 , t 9 ). Let I C ⊂ S 0 = k[x, y, z, w] be its defining ideal and R C = S 0 /I C . We have R/(x, w) ≃ S 0 /(x, w) + (y, z) 4 , so the reduction number of R is r = 3. The curve C is of almost maximal degree with deg(C) = 9 = --1  ----2  ----3  -5  3  -4  --2  1 The curve C satisfies all conditions in part (b) of Theorem 3.4 and its minimal free resolution is not componentwise linear.
If the codimension and reduction number are fixed, the size of the Betti tables of projective varieties of almost maximal degree are bounded. While the projective dimension equals to the codimension plus one, the Casteluovo-Mumford regularity has the following bound. Proposition 3.9. Let X ⊂ P e+n be a projective variety of codimension e and reduction number r. Suppose X is of almost maximal degree. Then reg(X) ≤ deg(X) − e + 1.
Proof. Let I X ⊂ S 0 = k[x 0 , . . . , x e+n ] be the saturated defining ideal of X and R X = S 0 /I X be the homogeneous coordinate ring. Then R X has depth n by [2, Theorem 5.4] .
Since k is infinite, we apply the Bertini irreducibility theorem [10, Theorem 6.3(4) ] to choose appropriate linear forms x e , . . . , x e+n such that (a) x e+1 , . . . , x e+n is a regular sequence on R X ; (b) S = k[x e , . . . , x e+n ] → R is a Noether normalization with reduction number r S (R) = r; (c) R X /(x e+2 , . . . , x e+n ) is a domain.
We have reg(R X ) = reg(R X /(x e+2 , . . . , x e+n )), r = r(R X /(x e+2 , . . . , x e+n )) and deg(R X ) = deg(R X /(x e+2 , . . . , x e+n )).
Now a famous result of L. Gruson, R. Lazarsfeld and C. Peskine [7, Theorem 1.1] shows that reg(R X /(x e+2 , . . . , x e+n )) ≤ deg(R X /(x e+2 , . . . , x e+n )) − e = deg(R X ) − e.
Therefore, reg(X) ≤ deg(R X ) − e + 1 = e + r e − e.
For a projective variety Y ⊂ P e+n we have reg(Y ) ≥ 2. The equality occurs if and only if r(Y ) = 1 if and only if Y has minimal degree (see [2, Corollary 3.7] ). Projective varieties of almost maximal degree as in Proposition 3.9 do not have minimal degree, so we have the inequalities 3 ≤ r + 1 ≤ reg(X) ≤ e + r e − e.
These lower and upper bounds for the regularity of an almost maximal degree variety are sharp. Indeed, we have seen in Examples 5.5, 5.7 of [2] a smooth elliptic curve C and a smooth rational curve C ′ in P 3 both of reduction number 2 and of almost maximal degree 5. The Casteluovo-Mumford regularity of each curve is reg(C) = 3 = r + 1, reg(C ′ ) = 4 = e + r e − e.
