Abstract. D.Happel and L.Unger defined a partial order on the set of basic tilting modules. We study the poset of basic pre-projective tilting modules over path algebra of infinite type. We give an equivalent condition for that this poset is a distributive lattice. We also give an equivalent condition for that a distributive lattice is isomorphic to the poset of basic pre-projective tilting modules over path algebra of infinite type.
Introduction
Tilting theory first appeared in the article by Brenner and Butler [4] . In this article the notion of a tilting module for finite dimensional algebra was introduced. Tilting theory now appear in many areas of mathematics, for example algebraic geometry, theory of algebraic groups and algebraic topology. Let T be a tilting module for finite dimensional algebra A and let B = End A (T ). Then Happel showed that the two bounded derived categories D b (A) and D b (B) are equivalent as triangulated category. Therefore classifying tilting modules is an important problem.
Theory of tilting-mutation introduced by Riedtmann and Schofield is one of the approach to this problem. Riedtmann and Schofield defined the tilting quiver related with tilting-mutation. Happel and Unger defined the partial order on the set of basic tilting modules and showed that tilting quiver is coincided with Hasse quiver of this poset. These combinatorial structure are now studied by many authors.
notations. Let Q be a finite connected quiver without loops or oriented cycles. We denote by Q 0 (resp. Q 1 ) the set of vertices (resp. arrows) of Q. For any arrow α ∈ Q 1 we denote by s(α) its starting point and denote by t(α) its target point (i.e. α is an arrow from s(α) to t(α)). Let kQ be the path algebra of Q over an algebraically closed field k. Denote by mod-kQ the category of finite dimensional right kQ modules and by ind-kQ the category of indecomposable modules in mod-kQ. For any module M ∈ mod-kQ we denote by |M | the number of pairwise non isomorphic indecomposable in kQ. Let P (i) be an indecomposable projective module in mod-kQ associated with vertex i ∈ Q 0 . In this paper we will consider the set T p (Q) of basic pre-projective tilting modules and study its combinatorial structure. In [13] we showed following:
Theorem 0.1. If Q satisfies the following condition (C), (C) δ(a) := #{α ∈ Q 1 | s(α) = a or t(α) = a} ≥ 2 ∀a ∈ Q 0 , then for any T ∈ T p there exists (r i ) i∈Q 0 ∈ Z Q 0 ≥0 such that T ≃ ⊕ i∈Q 0 τ −r i Q P (i). Moreover ⊕ i∈Q 0 τ −r i P (i) → (r i ) i∈Q 0 induces a poset inclusion,
where
One of the result of this paper is that Q satisfies the condition (C) if and only if (T p (Q), ≤) is a distributive lattice. We note that under the condition (C) the poset (T p (Q), ≤) has inner poset inclusion τ Q ) for some Q? As the goal of this paper we will give an answer of this question. Moreover we will construct a quiver Q satisfying (L, τ −1 ) ≃ (T p (Q), τ −1 Q ). We now give an outline of this paper. In Section 1 we recall definitions of tilting modules, tilting quivers, lattices and distributive lattices.
In Section 2 we define the pre-projective part of tilting quiver and recall results of [13] .
In Section 3 we first show that Q satisfies the condition (C) if and only if T p (Q) is an infinite distributive lattice. Next we give an answer of Question 0.2.
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1. Preliminary 1.1. Tilting modules. In this sub-section we will recall the definition of tilting modules and basic results for combinatorics of the set of tilting modules.
In general, a module T over a finite dimensional algebra A is called a tilting module if (1) its projective dimension is finite, (2) Ext i A (T, T ) = 0 for any i > 0 and (3) there is a exact sequence,
with T i ∈ add T . If A is hereditary, then it is well-known that this definition is equivalent to our definition.
We denote by T (Q) the set of (isomorphism classes of) basic tilting modules in mod-kQ.
Definition-Proposition 1.3. [10, Lemma 2.1] Let T, T ′ ∈ T (Q). Then the following relation ≤ define a partial order on T (Q),
Definition 1.4. The tilting quiver − → T (Q) is defined as follows:
and there is a non split exact sequence,
Theorem 1.5. [9, Theorem 2.1] The tilting quiver − → T (Q) is coincided with the Hasse-quiver of (T (Q), ≤). Remark 1.6. In this paper we define the Hasse-quiver − → P of (finite or infinite) poset (P, ≤) as follows:
P if x > y and there is no z ∈ P such that x > z > y.
1.2.
Lattices and distributive lattices. In this subsection we will recall definition of a lattice and a distributive lattice.
is a lattice if for any x, y ∈ L there is the minimum element of {z ∈ L | z ≥ x, y} and there is the maximum element of {z ∈ L | z ≤ x, y}. In this case we denote by x ∨ y the minimum element of {z ∈ L | z ≥ x, y} and denote by x ∧ y the maximum element of {z ∈ L | z ≤ x, y}.
Remark 1.9. It is well-known that L is a distributive lattice if and only if (x ∧ y) ∨ z = (x ∨ z) ∧ (y ∨ z) holds for any x, y, z ∈ L.
In this paper we use the following notation. Definition 1.10. Let (L 1 , ≤ 1 ) and (L 2 , ≤ 2 ) are posets and φ : L 1 → L 2 be an order preserving map.
(1) We call φ a poset inclusion if φ(x) ≤ 2 φ(y) implies x ≤ 1 y.
(2) Assume that L 1 and L 2 are lattices. We call φ lattice inclusion if φ is a poset inclusion and φ(x ∨ y) = φ(x) ∨ φ(y), φ(x ∧ y) = φ(x) ∧ φ(y) holds for any x, y ∈ L 1 . Definition 1.11. Let L be a lattice. We call an element x ∈ L joinirreducible if x = y ∨ z implies either y = x or z = x. Definition 1.12. Let P be a poset and I ⊂ P . We call I poset-ideal of P if x ≤ y ∈ I implies x ∈ I.
Then we denote by I(P ) the poset ({I : poset-ideal of P }, ⊂) and call it the ideal-poset of P . Theorem 1.13. (Birkhoff 's representation theorem, c.f. [3] , [7] ) Let L be a finite distributive lattice and J ⊂ L be the poset of join-irreducible elements of L. Then L is isomorphic to I(J).
Pre-projective tilting modules
In this section we will review [13] . Denote by τ = τ Q the Auslander-Reiten translation of kQ. First we collect basic properties of the Auslander-Reiten translation.
Proposition 2.1. (cf. [1] , [2] , [6] ) Let A = kQ be a path algebra and M, N ∈ ind-A. Then the following assertions hold.
(1) If M and N are non-injective modules, then
(2) (Auslander-Reiten duality) There is a functorial isomorphism,
For any indecomposable non-projective module X and almost split sequence
is coincided with the Hasse-quiver of (T p (Q), ≤).
Now we consider the condition,
If Q satisfies the condition (C), then kQ is representation infinite and pre-projective part of its Auslander-Reiten quiver is the translation quiver Z ≤0 Q (cf. [2] ). Let Y = τ −s P (y). Then Proposition 2.1 implies the following.
where (r, x) (s, y) means either (i) r > s or (ii) r = s and there is a path from x to y hold.
for any r ≥ 0 and M ∈ mod-kQ.
We define a map l Q : Q 0 × Q 0 → Z ≥0 as follows: LetQ be a quiver withQ 0 := Q 0 andQ 1 := Q 1 −Q 1 where for any arrow α : x → y in Q we set −α : y → x. For any path w : x 0
path from x to y inQ}. Proposition 2.5. If Q satisfies the condition (C), then
Therefore we get a contradiction. In particular if Ext 1 kQ (τ −r P (i), τ −s P (j)) = 0 with r > s + l(j, i), then by Proposition 2.1, we obtain a contradiction.
(
with s(α) = i and r − 1 ≤ l(j, i) − 1 ≤ l(j, s(β)) for any β ∈ Q 1 with t(β) = i. By the definition of (i, r), we obtain d(τ −r P (t(α)), P (j)) = 0 = d(τ −r+1 P (s(β)), P (j)) for any α ∈ Q 1 with s(α) = i and β ∈ Q 1 with t(β) = i. Therefore we get a contradiction. In particular we obtain A(j) = ∅. Suppose there exists (i, r, s)
Therefore we obtain a contradiction.
We note that in the proof of (⇐) of the above Proposition we did not use the condition (C). In particular we obtain the following Corollary.
Theorem 2.7. Assume that Q satisfies the condition (C). Then we get followings:
and a quiver inclusion,
. In this case we set T x := r x for any T ≃ x∈Q 0 τ −rx P (x).
Remark 2.8. Assume that Q satisfies the condition (C). We define
′ is a basic pre-projective tilting module with P (a) ∈ add T ′ . In particular we obtain τ r T ′ ≥ T (a). Therefore we have T ′ ≥ τ −r T (a).
Main results
In this section we give our main results. Denote by Q the set of finite connected quivers without loops or oriented cycles. First we show the following Theorem.
Theorem 3.1. Let Q ∈ Q. Then T p (Q) is an infinite distributive lattice if and only if Q satisfies the condition (C).
Proof. First we assume that Q doesn't satisfy the condition (C). Then one of the following holds, (a) there is a source s in Q such that δ(s) = 1, (b) there is a sink s in Q such that δ(s) = 1.
In the case (a), let x be the unique direct successor of s. We denote by I the set of successors of x. Let C := (⊕ i∈I τ −2 P (i))⊕(⊕ i ∈I τ −1 P (i)). Then we consider following five modules
We note that Corollary 2.6 implies T , T ′ , X 1 and X 2 are in T p . We also note that Ext
Therefore we obtain Y ∈ T p (Q). Since there is the following diagram in
Similarly, in the case (b), we obtain that T p (Q) is not a distributive lattice. Next we assume Q satisfies the condition (C). Then Theorem 2.7 implies that T p is an infinite distributive lattice. Indeed it is easy to check that for any basic pre-projective modules T ≃ x∈Q 0 τ −rx P (x) and
are also basic pre-projective tilting modules (Remark. Let a :
Example 3.2. We give three examples of − → T p (Q). (1) Let Q be the quiver:
is given by the following:
(2) Let Q be the quiver:
(3) Let Q be the quiver:
Lemma 3.3. Assume that Q satisfies the condition (C). Then the set of join-irreducible elements of
≥0 }. Proof. Theorem 2.7 implies T ∈ T p (Q) is join-irreducible if and only if there is the unique direct successor of T in − → T p (Q). Let T be a join irreducible element and T ′ be the its direct successor. Let a ∈ Q 0 such that T ′ a = T a +1. Without loss of generality, we can assume that T x = 0 for some x ∈ Q 0 . Then it is suffice to show that T = T (a).
We now define a partial order ≤ Q on Q 0 as follows:
⇔ there exists a path from x to y.
Therefore we obtain T a = 0. In particular T ≥ T (a). Suppose that T > T (a). Then there is a path
Since
We now get a contradiction.
Definition 3.4. We define a poset J = J(Q) as follows:
•
We set T (j) := τ −r T (x) for any j = (r, x) ∈ J. Note that
Corollary 3.5. Assume that Q satisfies the condition (C). Then a map ρ : I(Q) \ {∅} ∋ I → i∈I T (i) ∈ T p (Q) induces a poset isomorphism
where I(Q) be a ideal-poset of J(Q).
Proof. Let I ∈ I(Q) \ {∅}. Then it is easy to check that there is a finite subset {i 1 , · · · i m } of I such that I = {j ∈ J | j ≤ i t for some t}. Then
In particular a map ρ : I(Q)\{∅} ∋ I → i∈I T (i) ∈ T p (Q) well-defined. It is obvious that ρ is an order-preserving map. Let I, I
′ ∈ I(Q) \ {∅} with ρ(I) ≤ ρ(I ′ ) and (r, x) ) is the minimum element of {T ∈ T p (Q) | T x ≤ r}, we obtain T ((r, x)) ≤ T (i ′ ). Therefore we have (r, x) ≤ i ′ . In particular we obtain (r, x) ∈ I ′ . We show that ρ is bijection. If ρ(I) = ρ(I ′ ), then I ⊂ I ′ and I ′ ⊂ I. Therefore ρ is injection. Let T ∈ T p (Q). Then it is easy to check that
Therefore we obtain T ≥ τ −Tx T (x) for any x ∈ Q 0 . In particular we have T ≥ x∈Q 0 τ −Tx T (x). Since ( x∈Q 0 τ −Tx T (x)) a ≤ T a for any a ∈ Q 0 , we obtain T ≤ x∈Q 0 τ −Tx T (x). Therefore we obtain ρ(I) = T for I := {j ∈ J | j ≤ (T x , x) for some x ∈ Q 0 }. In particular ρ is bijection. Lemma 3.6. For j = (r, a) ∈ Z ≥0 × Q 0 , set P (j) := τ −r P (a)
Next we assume that j 1 ≤ j 2 and let t := l Q (b, a). Then we have r ≥ s + t. By definition of l Q , we can take a sub-quiver
In particular we obtain a path
in Γ(kQ). Now r ≥ s + t implies that there is a path from τ −s−t P (a) to τ −r P (a) = P (j 1 ) in Γ(kQ).
Definition 3.7. For any acyclic quiver Γ, we define a poset P(Γ) as follows:
• P(Γ) = Γ 0 as a set.
• x ≤ y if there is a path from y to x in Γ.
Corollary 3.8. Let Γ p (Q) be the pre-projective component of AuslanderReiten quiver of kQ. Then the poset T p (Q) is isomorphic to I(P(Γ p (Q))) \ {∅}.
Example 3.9. Let Q be a quiver:
Then I(P(Γ p (kQ))) \ {∅} is given by the following:
Let L be an infinite distributive lattice with the maximum element o and
Definition 3.10. Let ∼ be an equivalence relation on − → L 1 generated by the following:
Proposition 3.11. Assume that (L, τ −1 ) satisfies the following conditions,
(c 2 ) x < τ −r y for any x, y ∈ P and r > 0.
For any x ∈ P 0 there exists a path w :
Then the following assertions hold.
(2) For any path w : x 0
For any x ∈ L we put φ(x) := (φ(w, λ)) λ∈Λ , where w is a path from o to x. Then φ induces a quiver inclusion from − → L to the Hasse-quiver of the poset
Proof. Let L(x) := {y ∈ L 0 | y ≥ x}. We note that L(x) is a distributive lattice and its Hasse-quiver − → L (x) is a full sub-quiver of − → L . We claim that L(x) is finite. Indeed the condition (c 1 ) implies there exists r ≥ 0 such that x ∈ τ −r P and then the condition (c 2 ) implies L(x) ⊂ r i=0 τ −i P . Therefore the condition (c 0 ) implies L(x) is finite. In particular L(x) is a finite distributive lattice for any x ∈ L.
(1) Let x, y ∈ L with x > y. Since − → L (y) is a finite full sub-quiver of − → L and x ∈ L(y), there is a path from x to y in − → L .
(2) Let w :
We prove with the using of an induction on l(w) = l(w ′ ) = r. (r = 1) In this case the assertion is obvious. (r > 1) Without loss of generality, we can assume
Then we get the following diagram,
We consider a path w ′′ : x
By hypothesis of induction we get φ(w ′ , λ) = φ(w ′′ , λ) for any λ ∈ Λ. Therefore it is sufficient to show φ(w, λ) = φ(w ′′ , λ). By the definition of ∼, we get
Therefore we obtain φ(w, λ) = φ(w ′′ , λ) for any λ ∈ Λ.
(3) First we show that φ is injective. Let w :
We assume (φ(w, λ)) λ∈Λ = (φ(w ′ , λ)) λ∈Λ . Then we show x r = x ′ r with the using of an induction on r.
(r = 1) We note that the condition (c 3 ) implies
) is a finite distributive lattice and there are arrows
for any path p from x to τ −1 x. This contradict to the condition (c 4 ).
(r > 1) Without loss of generality, we can assume
Now we take a path
r (we use a hypothesis of an induction). By applying (2) of this Proposition, we obtain that φ is injective. Now the assertion follows from the definition of φ. (4) We only show that φ(x) > op φ(y) implies x > y. Let x, y ∈ L with φ(x) > op φ(y). Suppose x > y then there are two paths x ∨ y
We put i := min I. Then we obtain following diagram,
Since γ ∼ α we get x 1 ∧ y i−1 = y i . Therefore we obtain x ∨ y > x 1 ≥ y i ≥ y and x 1 ≥ x. We now get a contradiction. We claim
Above inequalities imply φ(x i−1 ∧ y j ) ≤ op φ(x i ). Therefore we obtain x i−1 ∧ y j ≤ x i . In particular we get x i−1 ∧ y j ≤ x i ∧ y j−1 . Similarly we obtain
we get a contradiction. In particular I = ∅.
We obtain a contradiction. 
Lemma 3.13. Assume that Q satisfies the condition (C). Then (T p (Q), τ −1 Q ) satisfies the conditions (c 0 ) ∼ (c 4 ). Moreover we get Λ = Q 0 and φ(T ) = (r x ) x∈Q 0 for a basic pre-projective tilting module T ≃ ⊕ x∈Q 0 τ −rx P (x).
Proof. For any T ≃ ⊕ x∈Q 0 τ −rx P (x), we set T x := r x . For any arrow α :
. Now we note that there is a diagram,
In particular we obtain α ∼ β.
Next we show α ∼ β in arbitrary case. Since α ∼ τ
In particular, we obtain φ(T ) x = T x . Now, by applying Theorem 2.7, we can easily check that (T p (Q), τ From now on we assume that (L, τ −1 ) satisfies the conditions (c 0 ) ∼ (c 4 ) in Proposition 3.11. Put Λ := Λ(L, τ −1 ). Then we can identify L with its Hasse-quiver − → L . Indeed Proposition 3.11 (1) shows that x > y in L if and only if there exists a path from x to y in − → L . Moreover, by Proposition 3.11 and Corollary 3.12, we can regard L as a sub-lattice of (Z Λ , ≤ op ). Then for x ∈ L and λ ∈ Λ we denote by x λ the λ-th entry of x. We note that (τ −1 x) λ = x λ + 1 for any x ∈ L and λ ∈ Λ. Now we define τ x := (
Proof. Since x λ ≥ 1 for any x ∈ L 0 \ P 0 , we obtain #L(λ) < ∞. Therefore we can take x(λ) := ∧ x∈L(λ) x. Now we assume x(λ 1 ) = x(λ 2 ). Let α be an arrow x(λ 1 ) α → y in L. Since y λ 1 = 0 and y λ 2 = 0, we obtain λ 1 = α/ ∼ = λ 2 .
Remark 3.15. τ −r x(λ) is the minimum element of {x ∈ L | x λ ≤ r}. Indeed for any x ∈ L with x λ = s ≤ r, we have x ′ := τ −s o∧x ∈ τ −s P and τ s x ′ λ = 0.
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Therefore τ s x ′ ≥ x(λ). In particular we have
For any λ ∈ Λ we denote by y(λ) the unique direct successor of x(λ).
Definition-Lemma 3.16. We can define a partial order ≤ on Λ as follows:
Proof. It is obvious that (1) λ ≤ λ for any λ ∈ Λ and (2)
Then Lemma 3.14 shows λ 1 = λ 2 .
Lemma 3.17. Let λ 1 , λ 2 ∈ Λ. Then λ 1 ≤ λ 2 if and only if x(λ 1 ) λ 2 = 0.
Proof. First we assume that λ 1 ≤ λ 2 . Then we get x(λ 1 ) λ 2 ≤ x(λ 1 ) λ 1 = 0. Next we assume that there exists x ∈ L such that x λ 1 < x λ 2 . We consider an element c := τ We define a graph
having Λ as a set of vertices as follows: We draw an edge λ − λ ′ in G ′ if one of the following hold. (1) there is an edge λ − λ ′ in the underlying graph of the Hasse quiver of (Λ, ≤). (2) there is an arrow α ∈ L 1 such that s(α) = y(λ) and α/ ∼ = λ ′ . (3) there is an arrow β ∈ L 1 such that s(β) = y(λ ′ ) and β/ ∼ = λ.
For any quiver Q ∈ Q we define a quiver Q satisfying the condition (C) as follows:
(2) For any pair (x, α) ∈ Q 0 × Q 1 with δ(x) = 1 and α being an edge satisfying either s(α) = x or t(α) = x, draw new edge α c : s(α) → t(α) in Q. For example, if we consider the following quiver Q: then Q is given by the following:
Now we give an necessary and sufficient condition for (L, τ −1 ) being isomorphic to (T p (Q), τ
Q ρ(x) holds for any x ∈ L) for some quiver Q ∈ Q. Theorem 3.20. Let L be an infinite distributive lattice with the maximum element o and τ −1 be an inner lattice inclusion of L which induces an inner quiver inclusion of − → L . Then the following are equivalent.
In this case we can take Q = Q(L, τ −1 ).
Q . Then Theorem 3.1 implies that Q satisfies the conditions (C). Therefore Lemma 3.13 implies that (T p (Q), τ 
Therefore we get a contradiction. In particular b = a 1 . We assume l > 0. Then there exists (a 1 , a 2 · · · , a l ) ∈ Q l 0 and (
Therefore we get a contradiction. If b = b 1 , then we obtain
We get a contradiction. Therefore a = a 1 and b = b 1 . In particular we get l Q (a, b) + l Q (b, a) = 1. Similarly we obtain l Q (a, b) + l Q (b, a) = 1 in the case of (3).
It is easy to check that,
Without loss of generality, we can assume 0 < l < ∞. Then there exists (
In particular we obtain
We define z ′ ∈ Z Λ ≥0 as follows:
We can easily check that z ′ ∈ L * . Indeed it is sufficient to check
Now above inequalities followed from maximality of λ ′ . In particular there is a path
≥0 and z λ = x λ + 1. We consider a path,
in L. Put s := min{i | x i λ = x λ + 1 = z λ }. Then there is a path,
in L * where z i := x i ∧ z. In particular there exists t < s such that z t−1 ∈ L * \ L and z t ∈ L. Let λ ′ ∈ Λ such that x In particular we get p = x(λ) ∨ z ∈ L. Therefore we get a contradiction. Since x(λ) λ ′ = 0, we obtain λ < λ ′ . If there exists λ ′′ ∈ Λ such that λ < λ ′′ < λ ′ , then z λ ′′ = x λ ′′ ≤ x λ = 0 < 1 = z λ ′ . This is a contradiction. Therefore the condition (c 5 ) implies that there is an arrow λ ′ → λ in Q. In particular we get l Q (λ, λ ′ ) + l Q (λ ′ , λ) = 1. We note that α ′ / ∼ = λ and β
This is a contradiction. Therefore we obtain p ′ ∈ L. Since z ′ λ = z λ − 1 and z ′ λ ′ = z λ ′ − 1, the assertion follows from the hypothesis of induction.
In the case of (2), we first show that x λ ′ = x(λ) λ ′ . If x(λ) λ ′ > x λ ′ , then we get p = x(λ) ∨ z ∈ L. This is a contradiction. Therefore, since x ≥ x(λ), we obtain x λ ′ = x(λ) λ ′ . Now let z ′ := y(λ) ∧ z. Since
we obtain a path x(λ) → y(λ)
Therefore the assertion follows from the condition (c 5 ).
Finally we consider the case of (3). Let p ′ := (τ −1 o ∨ z) ∧ x. Then it is easy to check that p λ ′′ = p ′ λ ′′ for any λ ′′ ∈ Λ. In particular we get p ∈ L. This is a contradiction. 
