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Abstract
We analyze the semiclassical stability of the Schwarzschild AdS black hole
in the Euclidean partition function approach. We perform this computation
in the large D limit and focus on scalar perturbations. We obtain the equa-
tions for non-spherically symmetric scalar perturbations in a simple form.
For a class of perturbations stability is demonstrated by the S-deformation
method. For some other classes we rule out unstable modes of O(D2). We
also analyze the spherically symmetric perturbations and demonstrate the
appearance of an unstable mode for small black holes in the large D limit.
We obtain an expression for the eigenvalue corresponding to the unstable
mode to next to leading order in a 1/D expansion. This result agrees with
a previously obtained numerical bound on this eigenvalue. For cosmological
constant zero, our answer matches a previous result obtained for the corre-
sponding eigenvalue for the D dimensional Schwarzschild-Tangherlini black
hole to next to leading order in a 1/D expansion.
1sadhuamruta@students.iiserpune.ac.in
2suneeta@iiserpune.ac.in
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I Introduction
In the Euclidean partition function approach, it is well-known from the
work of Gross, Perry and Yaffe [1] that the four dimensional Euclidean
Schwarzschild instanton has an instability - there exist metric perturbations
that decrease the action. The unstable mode is spherically symmetric, trans-
verse, traceless and static, and there are no other unstable modes. The
analogous problem for the D dimensional Schwarzschild-Tangherlini black
hole was studied in [2] 1 in the limit of large dimension D and an unstable
mode was found. Non-spherically symmetric perturbations of Schwarzschild-
Tangherlini black holes in semiclassical gravity were studied in [4] and the
black hole was shown to be stable for this class of perturbations in the large
D limit. A similar study of semiclassical (in)stability for D dimensional
Schwarzschild Anti-de Sitter (SAdS) black holes has several motivations,
in part due to the AdS/CFT correspondence. Deep connections have also
emerged between semiclassical stability and thermodynamic stability of black
holes. In particular, the Hawking-Page phase transition for SAdS black holes
prompts the question of whether a similar transition is obtained in a study of
semiclassical stability of these black holes. Prestidge studied ℓ = 0 transverse
traceless perturbations and showed numerically that for this class of modes,
the large SAdS black hole was semiclassically stable and an unstable mode
appeared on decreasing the black hole mass [5]. Prestidge found that the
value of the eigenvalue of the unstable mode was strictly less than D
2
4
.
In this paper, we study the semiclassical stability of the D dimensional
SAdS black holes under a wide class of non-spherically symmetric scalar
perturbations. We simplify the relevant equations using the gauge-invariant
formalism of Ishibashi and Kodama. The resultant equations are then stud-
ied in the large D limit. We also analyze the ℓ = 0 mode studied by Prestidge
and obtain the analogue of the Hawking-Page phase transition [6] in semi-
classical gravity analytically in a large D limit. In particular, we evaluate the
eigenvalue of the unstable mode for the small black hole to next to leading
order. The large D limit was used first in [2], [7] to obtain the unstable
(ℓ = 0) mode of the Schwarzschild black hole to O(1/D). Our result repro-
duces this answer to this order upon setting the cosmological constant to
zero. The large D limit has been employed as an analytical tool to address
problems in perturbation theory of black holes and black branes in [8]—[17] .
1See also [3].
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An effective theory of black holes in a 1/D expansion has been proposed and
extensively studied in [18]—[30]. Extension of this work to Gauss Bonnet
gravity has been done in [31]—[37].
The plan of this paper is as follows: In section (II) we give a summary of
the procedure to obtain equations for non-spherically symmetric scalar per-
turbations for studying semiclassical stability of the SAdS black hole. This
involves generalizing previously obtained equations for Schwarzschild black
holes to include effects of the non zero cosmological constant. The procedure
leads to a set of three equations in terms of variables (ψ, φ, η). The resulting
equations for ψ and φ are coupled and the equation for η is decoupled. Ap-
pendix (A) has additional details involved this computation. In section (III)
we analyze the decoupled equation for η using the S-deformation method
to show stability of the SAdS black hole for all D. Appendix (B) contains
further details of this analysis. Section (IV) is devoted to a discussion of the
large D limit applied to the SAdS black hole. In section (V) we analyze the
coupled equations for non-spherically symmetric perturbations ψ and φ . The
analysis is carried out using matched asymptotic expansions for various cases
in the large D limit where the equations decouple. Appendices (C) and (D)
contain detailed calculations involving the asymptotic expansions. We show
that there are no unstable modes for the cases considered. In section (VI) we
have analysed the spherically symmetric perturbation in the equation using
(1/D) expansion. Specifically, we show that there are no unstable modes of
O(D2). We also perform the analysis for modes of O(D) and show that there
are no unstable modes for large AdS black holes but that the small SAdS
black holes have an unstable mode. We calculate the value of this mode to
next to leading order. All the results are discussed in detail in section (VII).
II Non-spherically symmetric scalar pertur-
bations
The SAdS black hole metric in D = n + 2 dimensions is given by,
gµνdx
µdxν = −f(r)dt2 + f−1(r)dr2 + r2dΩ2n; (II.1)
where
f(r) =
(
1− 2Λ
n(n+ 1)
r2 − b
n−1
rn−1
)
.
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We can write 2Λ
n(n+1)
= −σ2 such that for AdS spacetime with Λ < 0, σ is
positive. For the case Λ = 0, σ = 0. In this notation,
f(r) =
(
1 + σ2r2 − b
n−1
rn−1
)
(II.2)
The horizon of the SAdS black hole is at r = r+, where r+ is defined by
f(r+) = 0.
We now proceed with an investigation of semiclassical stability of the
SAdS black hole in the large D limit. Following Gross, Perry and Yaffe,[1]
and Prestidge [5] we study the second variation of the action in the SAdS
background. This amounts to studying the eigenvalue problem for the lin-
earized Einstein tensor in the SAdS background. The eigenvalue equation
is:
2δGµν + 2Λhµν = −λhµν ; (II.3)
where the perturbed metric is g¯µν = gµν + hµν and the perturbed Einstein
tensor is denoted by δGµν . As discussed in [5], nonconformal modes with λ >
0 decrease the action from the background value and lead to an instability in
the Euclidean partition function approach. Thus, unstable modes correspond
to perturbations with λ > 0 that are normalizable at the horizon and infinity.
We want to write the eigenvalue equation (II.3) in terms of gauge invariant
variables proposed by Ishibashi and Kodama (IK), [38], [39],[40]. Following
IK, we make an ansatz for scalar perturbations of the black hole metric (II.1)
as:
hab = fabS hai = rfaSi hij = 2r
2(HLγijS +HTSij). (II.4)
We use indices a, b to denote indices from the set r, t and indices i, j denote co-
ordinates on sphere. For static perturbations, the functions (fab, fa, HT , HL)
are functions of the radial coordinate r. S, Si and Sij are scalar harmonics
satisfying
(∆ˆ + k2)S = 0 Si = −1
k
DˆiS DˆiS
i = kS
Sij =
1
k2
DˆiDˆjS +
1
n
γijS S
i
i = 0
k2 = ℓ(ℓ+ n− 1) and ℓ = 0, 1, 2....
In [39] [40], the gauge invariant variables are defined for modes with ℓ ≥ 2.
The cases ℓ = 0, 1 are dealt with separately. For non-spherically symmetric
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perturbations, we will only consider ℓ ≥ 2. The modes with k2 = n (i.e.,
ℓ = 1) are exceptional modes, in the sense that the construction of gauge-
invariant variables is not possible in this case (for details, see [39]). We will
follow a different prescription by Prestidge [5] for the spherically symmetric
ℓ = 0 mode. For perturbations with ℓ ≥ 2, we first define
Xa =
r
k
(
fa +
r
k
DaHT
)
. (II.5)
In terms of Xa, the gauge invariant variables are
Fab = fab +DaXb +DbXa (II.6)
F = HL +
1
n
HT +
1
r
DaXa (II.7)
To simplify the equations further, following IK [40], we construct three func-
tions from Fab, F ;
W = rn−2(F tt − 2F ) Y = rn−2(F rr − 2F ) Z = rn−2F rt . (II.8)
The goal is to write the equations (II.3) in terms of these variables. For
classical perturbations where λ = 0, the equation 2δGµν + 2Λhµν = 0 has
been given in [40] completely in terms of W,Y and Z. This is done by first
writing the equations 2δGµν+2Λhµν = 0 in terms of Fab, F and then writing
them in terms ofW,Y and Z. We do this process for our eigenvalue equations
for semiclassical perturbations with nonzero λ. We first write the equations
in terms of (Fab, F ). The traceless part of the equation 2δGij+2Λhij = −λhij
becomes,
F aa + 2(n− 2)F = 2λ
r2
k2
HT (II.9)
The left hand side of the above equation is written completely in terms
of the gauge invariant variables but the right hand side has an extra term
proportional to λHT . This term corresponds to the right hand side in 2δGij+
2Λhij = −λhij , and prevents the equation from being completely in terms
of gauge invariant variables. We see that there will be such terms on the
right hand sides of all the eigenvalue equations (eg equation for δGrr will
have terms proportional to frr in the right hand side). We now write the
equations in terms of W,Y and Z. From (II.10) and (II.9), we get
W + Y + 2nF = 2λ
r2
k2
HT . (II.10)
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We see that the term proportional to HT cannot be combined with other
terms as a gauge invariant variable. All these extra terms in the eigenvalue
equations of the form λhij contain various components of the gauge invariant
variables W,Y and Z. In addition to the −λhij terms, we get extra terms
proportional to HT from the left hand side 2δGij +2Λhij. This is due to the
fact that the conversion from the initial gauge invariant variables Fab, F to
(W,Y, Z) variables is done using the equation (II.10), which has extra factors
of HT . To get equations that are completely in terms ofW,Y and Z, we take
appropriate combinations of the eigenvalue equations so that the terms of
the form λhij combine to give a gauge invariant variable. We see that these
combinations which make the right hand side gauge invariant also lead to
cancellation of all the extra HT terms (see appendix A for details). For our
final equations, we define new variables from W,Y, Z 2.
ψ =
f 1/2
r(n−4)/2
W φ =
f 1/2
rn/2
Y η =
1
r(n−2)/2f 1/2
Z; (II.11)
The equation for φ is obtained by combining the eigenvalue equations cor-
responding to δGrr, δGii , δGri and δGti. Similarly, the equation for ψ
is obtained by taking suitable combinations of equations corresponding to
δGrr, δGii , δGri and δGti. The equation for η is obtained by combining
δGrt, δGri and δGti. The coupled equations for static scalar perturbations,
in terms of variables ψ(r), φ(r) and η(r), are given below.
− d
2ψ
dr2
+
[
n3 − 2n2 + 8n− 8
4nr2
+
f ′2
4f 2
− (n
2 + 2n− 4)
2n
f ′
fr
− f
′′
2f
+
2(n2 − 1)σ2
nf
− 2(n− 1)
nr2f
+
k2
fr2
+
λ
f
]
ψ =[
2(n− 1)
nf
+
2
n
− n + 2
n
rf ′
f
− r
2f ′′
f
+
f ′2r2
2f 2
+
2(n+ 1)
n
σ2r2
f
]
φ (II.12)
2In [4], these variables are first defined as ψˆ(r, t), φˆ(r, t) and ηˆ(r, t) and then by modal
decompositions made ψˆ(r, t) = ψ(r)eiωt etc. As we are concerned with only static pertur-
bations in this paper, we skip this extra step.
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− d
2φ
dr2
+
[
n3 − 2n2 + 8n− 8
4nr2
+
f ′2
4f 2
− (n
2 + 2n− 4)
2n
f ′
fr
− f
′′
2f
+
2(n2 − 1)σ2
nf
− 2(n− 1)
nr2f
+
k2
fr2
+
λ
f
]
φ =[
2(n− 1)
nr4f
− 2(n− 1)
nr4
− 2− n
nr3
f ′
f
− f
′′
r2f
+
f ′2
2f 2r2
+
2(n + 1)
n
σ2
r2f
]
ψ (II.13)
− d
2η
dr2
+
[
n2 − 2n
4r2
− (n+ 2)f
′
2rf
+
3f ′2
4f 2
− 3f
′′
2f
+
2(n+ 1)σ2
f
+
k2
fr2
+
λ
f
]
η = 0
(II.14)
We want to find solutions for these equations with λ > 0 that are nor-
malizable at both the horizon and infinity. The η equation decouples for the
static perturbations. We shall employ two different strategies for analyzing
the equations for η and the coupled equations for (φ, ψ).
III The η equation
We shall show the stability of the η equation using the S-deformation argu-
ment described in [38],[41]. Let us define ξ = f−
1
2 η. The equation for ξ can
be written in Schrodinger form as
− d
2ξ
dr2∗
+ V ξ = 0 (III.15)
where
V =
(n2 − 2n)
4r2
f 2− (n+ 2)
2
f ′f
r
+f ′2−2f ′′f+k
2
r2
f+λf+2(n+1)σ2f. (III.16)
The coordinate r∗ defined by dr∗ =
dr
f(r)
is the tortoise coordinate. Here
−∞ ≤ r∗ ≤ 0. Let us assume λ to be positive. Let us multiply the equation
(III.15) by the complex conjugate of ξ and integrate the equation over the
range of r∗. The equation (III.15) then becomes
−ξ∗ dξ
dr∗
∣∣∣∣
0
−∞
+
∫ 0
−∞
(∣∣∣∣ dξdr∗
∣∣∣∣
2
+ V (r)|ξ|2
)
dr∗ = 0. (III.17)
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We want the perturbation ξ which vanishes at both the boundaries. By
looking at the equation for ξ, we see that one can find solutions which satisfy
these boundary conditions (see Appendix B for details). For normalizable
solutions, the boundary term in the equation (III.17) is zero. However from
the equation (III.17), it is obvious that there are no normalizable solutions
if V (r) > 0.
Even if V (r) has a small region where it is negative,in some cases, the
S-deformation method can be used to show stability. Here we give a brief
outline of the method. As shown in [38], [41] we define a new operator with
an arbitrary continuous function S(r∗)
D =
d
dr∗
+ S(r∗). (III.18)
Given these conditions, for normalizable solutions to the equation (III.15),
we can write
−
[
ξ∗
dξ
dr∗
+ S|ξ|2
]0
−∞
+
∫ 0
−∞
(∣∣∣∣ dξdr∗ + Sξ
∣∣∣∣
2
+
(
V (r) +
dS
dr∗
− S2
)
|ξ|2
)
dr∗ = 0
(III.19)
We assume S is such that the boundary terms vanish for the normalizable
solutions ξ. To show stability it suffices to show that the deformed potential
V˜ = V (r) +
dS
dr∗
− S2 (III.20)
is positive for the aforementioned boundary conditions. This can be done
by choosing S appropriately. In our case we find
S = f ′(r) = 2σ2r + (n− 1)b
n−1
rn
. (III.21)
The chosen S is such that the all the requirements of this method are
obeyed. As f(r) ≥ 0 and f ′(r) > 0 the deformed potential V˜ > 0.
V˜ =
(n2 − 2n)
4r2
f 2 +
(n− 2)
2
f ′f
r
+
k2
r2
f + λf (III.22)
This argument is valid for all values of n and is independent of the black
hole parameters. The argument relies on the assumption λ > 0. This implies
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there are no normalizable solutions to η for both small and large black holes
with λ > 0.
This analysis is difficult to extend to the coupled equations for φ, ψ 3. Here
we have to resort to the large n limit in which these equations decouple.
IV The Large n Limit
Usage of the large n limit an an analytical tool was first proposed by Kol in
[2] and Emparan et al in [8]. In this limit, the function f(r) = 1+σ2r2− bn−1
rn−1
is steeply increasing in the region close to the black hole horizon r+. This
creates two distinct regions in the black hole spacetime, near the black hole
where the f(r) rapidly increases and far from the black hole where f(r) can
be approximated to that of AdS. In the large n limit, these two regions share
an overlap region. This construction allows us to use techniques of matched
asymptotic expansions in our equations.
Following [8] [12], we define a near region where r − r+ ≪ r+. Far away
from the horizon f(r) ≈ 1+σ2r2. This allows us to define two regions in the
space time as follows.
Near region r − r+ ≪ r+
Far region r − r+ ≫ r+
n
with an overlap region given by
r+
n
≪ r − r+ ≪ r+
.
We shall introduce a new coordinate R = r
n−1
bn−1 . In terms of R, the horizon
is situated at Rh, given by
Rh =
(r+
b
)n−1
=
1
1 + σ2r2+
(IV.23)
We can write r in the near region r − r+ ≪ r+ in terms of R by Taylor
expanding r = bR1/(n−1) around Rh, as (IV.24). We do not take any large n
limit to arrive at this expression.
r = r+
[
1 + ln
(
R
Rh
)
1
n− 1 + ln
(
R
Rh
)2
1
2(n− 1)2 + . . .
]
(IV.24)
3See [42] for extending the S deformation method to coupled equations.
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The expression (IV.24) is not a 1/n expansion as r+ solves the equation
r+ = b(1 + σ
2r2+)
− 1
n−1 and is n-dependent. Following [12], [27], in this paper
we consider σr+ ∼ O(1). In the large n limit we can write,
r+ = b exp
[− ln(1 + σ2r2+)
n− 1
]
∼ b
[
1− ln(1 + σ
2r2+)
n− 1 + . . .
]
(IV.25)
For σr+ ∼ O(1), the difference r+−b ∼ O
(
1
n
)
. Thus in the leading order
we can replace r+ ≈ b. Incorporating the expansion of r+, (IV.24) becomes,
r = b
[
1 +
lnR
n− 1 +
(lnR)2
2(n− 1)2 + . . .
]
(IV.26)
We shall use this expansion of r in the following sections.
V Solving the ψ and φ equations
We will now solve the equations for ψ and φ in this limit in both the near
and far region approximation. We then extend their solution to the overlap
region and using matched asymptotic expansions, compare the two solutions.
V.1 Near region solutions
In the near region, we write the equations (II.12) and (II.13) in terms of R.
As we are in the region where r − r+ ≪ r+, we replace r by b in the leading
order.We will restrict to the perturbations with k2, λ ∼ O(n2). We find that
the leading order equations decouple for the variables H and G defined as,
H = ψ + φb2 G = ψ − φb2
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The leading order equations for H and G are,
−
(
1 + σ2b2 − 1
R
)2 [
R2
d2H
dR2
+R
dH
dR
]
+[
− 1
4R2
+
1
4
(
1 + σ2b2 − 1
R
)2
+
(
k2 + λb2
(n− 1)2 −
1
R
)(
1 + σ2b2 − 1
R
)]
H = 0
(V.27)
−
(
1 + σ2b2 − 1
R
)2 [
R2
d2G
dR2
+R
dG
dR
]
+[
3
4R2
+
1
4
(
1 + σ2b2 − 1
R
)2
+
(
k2 + λb2
(n− 1)2 +
1
R
)(
1 + σ2b2 − 1
R
)]
G = 0
(V.28)
Redefining (1+σ2b2)R = R˜, we see that these equations can be written as
hypergeometric equations with singularities at R˜ = 0, 1 and∞. The horizon
is at R˜ = 1. The solution to H in terms of hypergeometric functions is
H = R˜(R˜−1) 12
[
C1F (p, q, 1, 1− R˜) + C2F (p, q, 1, 1− R˜) ln(1− R˜)
]
(V.29)
C1 and C2 are arbitrary constants. Let us denote
k
(n−1) = kˆ and
λ
(n−1)2 = λˆ
The constants p, q are
p =
3
2
+
1
2
√
1 +
4(kˆ2 + λˆb2)
(1 + σ2b2)
q =
3
2
− 1
2
√
1 +
4(kˆ2 + λˆb2)
(1 + σ2b2)
We want perturbations to be normalizable at the horizon, R˜ = 1. Hence
we set C2 = 0. The normalizable solution to (V.27) is,
H = C1R˜(R˜− 1) 12F (p, q, 1, 1− R˜) (V.30)
We now want to extend this solution to the overlap region. Using stan-
dard formulae for hypergeometric functions, we can write the solution near
R˜ = 1 as a linear combination of hypergeometric functions of the form
F (α, β, γ, 1/R˜).
H = C1R˜(R˜− 1) 12
[
Γ(q − p)
Γ(q)Γ(q − 2)R˜
−pF
(
p, p− 2, p− q + 1, 1
R˜
)
+
Γ(p− q)
Γ(p)Γ(p− 2)R˜
−qF
(
q, q − 2, q − p+ 1, 1
R˜
)]
. (V.31)
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Taking R˜ large, the solution for H in the overlap region is,
H =
C1Γ(q − p)
Γ(q)Γ(q − 2)R˜
− 1
2
√
1+
4(kˆ2+λˆb2)
(1+σ2b2) +
C1Γ(p− q)
Γ(p)Γ(p− 2)R˜
1
2
√
1+
4(kˆ2+λˆb2)
(1+σ2b2) (V.32)
Similarly we can solve the G equation (V.28). The normalizable solution
at the horizon is,
G = D1(R˜− 1) 32F (p, q, 3, 1− R˜) (V.33)
which extended to the overlap region becomes
G =
D12Γ(q − p)
Γ(q)2
R˜
− 1
2
√
1+
4(kˆ2+λˆb2)
(1+σ2b2) +
D12Γ(p− q)
Γ(p)2
R˜
1
2
√
1+
4(kˆ2+λˆb2)
(1+σ2b2) (V.34)
For matching with the far region, we will later find expressions for ψ and
φ by adding and subtracting (V.32) and (V.34).
V.2 Far region solution
The far region is defined by r−r+ ≫ r+n−1 . In this region bn−1/rn−1 ∼ e−n ln r is
a small quantity for both r and n large. For asymptotically AdS spacetimes,
we can then approximate the function f(r) ≈ 1 + σ2r2. In the large n limit,
the equations (II.12) and (II.13) become
− d
2ψ
dr2
+
(
n2 + 4k2
4r2
+
λ− k2σ2
1 + σ2r2
− σ
2
(1 + σ2r2)2
)
ψ =
(
2
n
+
2
(1 + σ2r2)2
)
φ
(V.35)
− d
2φ
dr2
+
(
n2 + 4k2
4r2
+
λ− k2σ2
1 + σ2r2
− σ
2
(1 + σ2r2)2
)
φ =
2σ4
(1 + σ2r2)2
ψ (V.36)
As in the near region, we assume k2, λ ∼ O(n2). Looking at the near
region solution H = ψ + b2φ in (V.32) and G = ψ − b2φ in (V.34), we know
that the two solutions have the same leading order dependence on R ∼ rn.
But we also notice that there is an extra factor of b2 multiplying the solution
φ in the near horizon region where r ∼ b. In view of this observation, in the
far region, we consider the special case when ψ ∼ rγφ. But from the near
region solutions to φ and ψ, we know that γ ≪ n. It is easy to see that for
γ > 2, the right hand side of (V.35) can be neglected for both large r and
12
large n. Similarly the coupling terms in (V.36) can be neglected for γ ≤ 2 in
the large n approximation. First consider the latter case. The normalizable
solution of the decoupled φ equation is given in terms of a hypergeometric
function. For large n,
φ = d1r
−n
2
√
1+ 4λˆ
σ2 ×
F
(
1
4
(√
n2 + 4k2 +
√
n2 +
4λ
σ2
)
,
1
4
(√
n2 +
4λ
σ2
−
√
n2 + 4k2
)
,
1
2
√
n2 +
4λ
σ2
,− 1
σ2r2
)
(V.37)
We would like to extend this solution to the overlap region by writing r
in terms of R using (IV.26). For this purpose, we would also have to use the
transformation formulae for hypergeometric functions. But the transforma-
tion of the hypergeometric function becomes unwieldy as all the parameters
of the function become large. We shall hence approximate f(r) ≈ σ2r2 for
r →∞ in (II.12) and (II.13). Using this approximation, we get the solution
for ψ, φ as Bessel functions, which can be extended to the overlap region. We
note that this approximation is not valid for small black holes (σr+ << 1).
4
This is because in the overlap region we cannot approximate 1+σ2r2 ∼ σ2r2.
Substituting f(r) in (II.12) and (II.13).
− d
2ψ
dr2
+
[(
λ
σ2
+
n2
4
)
1
r2
+
k2
σ2r4
]
ψ =
(
2− 2
n
)
1
σ2r2
φ (V.38)
− d
2φ
dr2
+
[(
λ
σ2
+
n2
4
)
1
r2
+
k2
σ2r4
]
φ =
[
2
r4
+
(
2− 2
n
)
1
σ2r6
]
ψ (V.39)
Let us again consider ψ ∼ rγφ. For γ > 2, we can neglect the coupling
terms in the ψ equation (V.38). For γ = 2 or γ < 1 we can ignore the
coupling terms in the φ equation (V.39) in the large n limit. The case γ = 1
can be decoupled only if we keep the leading terms proportional to r−2 in
the right hand sides of both the equations. We will examine the case γ = 2
or γ < 1 here. As the right hand sides of both the equations have the same
form, leading order solutions for the case γ > 2 can be obtained by replacing
φ by ψ in the following calculation. The leading order equation for φ is,
− d
2φ
dr2
+
[(
λ
σ2
+
n2
4
)
1
r2
+
k2
σ2r4
]
φ = 0 (V.40)
4Large black holes are those with σr+ > 1. We follow the terminology of Hawking and
Page here [6].
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The solution to this equation is
φ =
√
r
[
c1Iν
(
k
σr
)
+ c2Kν
(
k
σr
)]
(V.41)
where ν =
√
n2+1
4
+ λ
σ2
. As r →∞, the two solutions behave as Iν(1r ) ∼ r−ν
and Kν(
1
r
) ∼ rν . As we want the solution to be normalizable at infinity, we
choose c2 = 0. The final solution is
φ = c1
√
rIν
(
k
σr
)
. (V.42)
We now want to extend this solution to the overlap region. As we are dealing
with k2, λ ∼ n2, both the argument and order of the modified Bessel function
Iν
(
k
σr
)
are large in the overlap region. The behaviour of this function is hence
given by an uniform asymptotic expansion for modified Bessel functions. Let
us define z such that the argument of the Bessel function k
rσ
= νz. In terms
of z, φ is written as,
φ =
c1Iν(νz)√
z
=
1√
z
eνη
(1 + z2)1/4
√
2πν
[
1 +
∞∑
m=1
Um(t˜)
νm
]
(V.43)
where
η =
√
1 + z2 + ln
[
z
1 +
√
1 + z2
]
;
t˜ =
1√
1 + z2
. (V.44)
and Um(t˜) are polynomials in t˜. This solution can be extended to the
overlap region of the near and far regions to get the leading order solution
for large n. To find the solution in the overlap region, we write r in terms
of R by using (IV.26) which is valid in the entire near region, and therefore,
in particular, in the overlap region. Details of this calculation are given in
Appendix C. The leading order solution in terms of R is,
φ = c1R
− 1
2
√
1+ 4(kˆ
2+λˆb2)
σ2b2 (V.45)
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We can similarly solve for ψ. The leading order solution for ψ in the
overlap region is again,
ψ = d1R
− 1
2
√
1+
4(kˆ2+λˆb2)
σ2b2 (V.46)
Let us consider the cases where λ, k2 are O(n) or less. As the coupling
terms in the equations (V.38) and (V.39) are O(1), we can decouple the
equations using the same logic as the λ, k2 ∼ O(n2) case. The normalizable
solutions for φ and ψ are ∼ Iν
(
k
σ
r
)
. The order of the modified Bessel function
Iν
(
k
σ
r
)
is ν ∼ n and the argument is k ∼ √n. As the order and argument
are large but of different orders, we cannot use the uniform asymptotic ex-
pansions to extend the solutions to the overlap region. For this reason we
cannot comment on cases where λ, k2 ∼ O(n) or less.
V.3 Matching the solutions
From the solutions (V.32) and (V.34), we can write φ and ψ in the overlap
region as,
φ = e1R˜
− 1
2
√
1+
4(kˆ2+λˆb2)
(1+σ2b2) + e2R˜
1
2
√
1+
4(kˆ2+λˆb2)
(1+σ2b2) (V.47)
ψ = e3R˜
− 1
2
√
1+ 4(kˆ
2+λˆb2)
(1+σ2b2) + e4R˜
1
2
√
1+ 4(kˆ
2+λˆb2)
(1+σ2b2) (V.48)
Where
e1 =
C1Γ(q − p)
2b2Γ(q)Γ(q − 2) −
D12Γ(q − p)
2b2Γ(q)2
e2 =
C1Γ(p− q)
2b2Γ(p)Γ(p− 2) −
D12Γ(p− q)
2b2Γ(p)2
(V.49)
e3 =
C1Γ(q − p)
2Γ(q)Γ(q − 2) +
D12Γ(q − p)
2Γ(q)2
e4 =
C1Γ(p− q)
2Γ(p)Γ(p− 2) +
D12Γ(p− q)
2Γ(p)2
(V.50)
We now want to match these solutions to the solutions obtained from the
far region (V.45) and (V.46). As expected, we see that the exponents in the
two solutions become the same only for σb ≫ 1, i.e. for large black holes.
Solutions coming from the near region have both a growing and a decaying
piece, whereas the solution from far is only decaying. For the matching of
solutions, we need the coefficient of the growing piece from the near region
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to vanish both for ψ and φ simultaneously. This translates to making both
e2, e4 = 0. From (V.49) we see that by choosing C1 and D1 appropriately, we
may only be able to match either ψ or φ solution to the far solution, but not
both. For both the constants e2 and e4 to vanish simultaneously, we will need
the gamma function Γ(p) to have a pole, i.e. p to be a nonpositive integer.
For the parameter range that we are interested in, namely k > 0, λ > 0 and
k2, λ ∼ O(n2), this possibility is ruled out. Hence there are no normalizable
modes for SAdS black holes for λ ∼ O(n2).
For other parameter ranges, we cannot apply this analysis as the equations
remain coupled in the far region.
VI Spherically symmetric (ℓ = 0) perturba-
tion
The equations used in the previous section use IK variables which are only
valid for perturbations with ℓ ≥ 2. Although IK provide a prescription
to extend these variables to the ℓ = 0 perturbations via gauge fixing, the
equations obtained in terms of these variables are unwieldy. A much simpler
equation for these perturbations has been obtained in [5]. This equation has
been analysed numerically for various n values for SAdS black holes in [5]
and analytically for large n for the Λ = 0 black hole in [2]. As shown in [1] [5],
only the terms operating on the transverse traceless modes can have negative
eigenvalues. Following [5] we consider transverse and traceless perturbations
hµν of the form
hνµ = diag (ζ(r), χ(r), HL(r), . . . , HL(r)) (VI.51)
where (HL(r), . . .HL(r)) are n terms. For the transverse traceless mode
HL = −ζ + χ
n
. (VI.52)
Subsequently, using ∇µhµν = 0, the relation between ζ and χ can be written
as
ζ =
2rf
rf ′ − 2f χ
′(r) +
rf ′ + 2(n+ 1)f
rf ′ − 2f χ(r). (VI.53)
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With this ansatz the relevant perturbation equation reduces to a linear second
order ordinary differential equation for χ [5].
−fχ′′+2r
2(ff ′′ − f ′2)− rnff ′ + 2(n + 2)f 2
r(rf ′ − 2f) χ
′
+
r2f ′f ′′ + r[2(n+ 1)ff ′′ − (n+ 4)f ′2] + 4ff ′
r(rf ′ − 2f) χ = −λχ (VI.54)
As before, we want solutions to this equation that are normalizable at both
the horizon and infinity for λ > 0. The singular points of this equation are
0, r+,∞ and rs where rs is the solution to (rf ′− 2f) = 0. Hence, along with
the regularity at both the boundaries, it is desirable for the perturbation to
be well-behaved at rs. This implies, from the equation (VI.53), at rs
χ′(rs)
χ(rs)
= −rf
′ + 2(n+ 1)f
2rf
∣∣∣∣
rs
= −n + 2
rs
. (VI.55)
We will later see that both the linearly independent solutions to (VI.54)
around the point rs satisfy this equation, so this is not in fact an extra
condition on the solution χ.
Even though simpler than the equations for ℓ ≥ 2 case, the equation
(VI.54) cannot be solved for the entire range of r analytically. We use the
large n limit as an analytical approximation tool to study (in)stability.
VI.1 Far region solution
We first solve equation (VI.54) in the far region. We proceed by substituting
for f(r) in (VI.54) and neglecting the terms of order r−n in the far region.
Note that this is just the far region approximation, we have not assumed a
large n limit to obtain the following equation:
(1 + σ2r2)χ′′ +
(n + 2) + (n+ 6)σ2r2
r
χ′ + [(2n+ 6)σ2 − λ]χ = 0. (VI.56)
The solutions of this equation are,
χ =D1(σ
2r2)−pF
(
p, p− s+ 1, p− q + 1,− 1
σ2r2
)
+
D2(σ
2r2)−qF
(
q, q − s+ 1, q − p+ 1,− 1
σ2r2
)
(VI.57)
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Here s = n+3
2
and
p =
(n + 5)
4
+
1
2
√
(n+ 1)2
4
+
λ
σ2
; q =
(n+ 5)
4
− 1
2
√
(n+ 1)2
4
+
λ
σ2
.
(VI.58)
At r → ∞, the hypergeometric function can be can be truncated to its
leading term.
χ ≈ D1r−
n
2
−n
2
√
1+4 λˆ
σ2 +D2r
−n
2
+n
2
√
1+4 λˆ
σ2 (VI.59)
Here λˆ = λ
(n−1)2 . We want to choose the solution that is normalizable at
infinity. For λˆ > 0, this condition dictates D2 = 0. In terms of R, the leading
order solution in the far region for the case λ ∼ O(n2) is
χ ≈ D1R−
1
2
− 1
2
√
1+4 λˆ
σ2 (VI.60)
For the cases λ of order O(n) or lower, the far region solution at the leading
order in n is
χ ≈ D1 1
R
. (VI.61)
VI.2 Near region solution
We now turn our attention to the near region. As before, to get the equation
in the near region, we write (VI.54) in terms of the R coordinate.
d2χ
dR2
+
[
2n
(n− 1)R −
4
2R− (n + 1) +
2((n− 1)(1 + σ2r2) + 2σ2r2)
(n− 1)(R(1 + σ2r2)− 1)
]
dχ
dR
+
2(ABR− C)
R(2R− (n+ 1))(R(1 + σ2r2)− 1)χ = 0
(VI.62)
Where
C = (n− 1)(1 + σ2r2)− λr
2
2(n− 1) + 3 + 6σ
2r2 +
12σ2r2
(n− 1) +
8σ2r2 − λr2
(n− 1)2
(VI.63)
AB =
−λr2 + (8 + 2(n− 1))σ2r2
(n− 1)2 (VI.64)
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Even for the leading value of r ≈ b in the near horizon region, equa-
tion (VI.62) is a Heun equation with singularities at 0, 1
1+σ2b2
, n+1
2
and ∞.
Solutions of these type of equations can generically be written as a power
series around each singular point. There are no connection formulae between
the solutions at two singular points and thus not much can be inferred from
them. We notice that in the equation (VI.62), different terms assume impor-
tance very near the horizon at 1
1+σ2b2
where R ∼ O(1) and near the singular
point R = n+1
2
corresponding to rs where R ∼ O(n). We will hence proceed
by solving the equation in the two regimes, R ∼ O(1) and R ∼ O(n). In
both the regimes, we shall employ a (1/n) expansion for χ and λ. As both
the regimes are still in the original near region r − r+ ≪ r+, the full near
region solution must be obtained by matching the two solutions. To this
end, we propose an overlap region between the two singular points such that
1 ≪ R ≪ n. We then match the solutions in this new overlap region. We
also expect the whole near region solution to match with the far region so-
lution for R → ∞. This two step matching procedure gives us the value of
λ. This matching scheme has been used by Emparan, Suzuki, Tanabe in [11]
to obtain decoupled quasinormal modes for Schwarzschild-Tangherlini black
holes.
Henceforth we will denote
n− 1 = m. (VI.65)
The perturbation variable χ and eigenvalue λ are expanded as,
χ =
∞∑
i=0
χi
mi
; λ =
∞∑
i=0
λi
mi
(VI.66)
Let us first consider the case λ ∼ O(n2).
VI.2.1 The case λ ∼ O(n2)
Very near the horizon, R ∼ O(1). We rewrite the equation (VI.62) in terms
of the coordinate x = 1 − (1 + σ2b2)R and denote χ as χ˜ in this region. In
terms of x, the horizon lies at x = 0. In the leading order, the equation
becomes
x(1− x)d
2χ˜0
dx2
+ (2− 4x)dχ˜0
dx
−
(
2− λˆb
2
(1 + σ2b2)
)
χ˜0 = 0 (VI.67)
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Here we have written λˆ = λ
(n−1)2 such that λˆ ∼ O(1). Let us denote
δ =
λˆb2
(1 + σ2b2)
.
Solutions of this equation are
χ˜0 =C1F
(
3
2
+
√
1 + 4δ
2
,
3
2
−
√
1 + 4δ
2
, 2, x
)
+
C2
(
F
(
3
2
+
√
1 + 4δ
2
,
3
2
−
√
1 + 4δ
2
, 2, x
)
ln x+
a1
x
+
k∑
i=0
ckx
k
)
;
(VI.68)
where a1 and ck are constants.
5 We choose C2 = 0 as we want χ0 to be
normalizable at x = 0. In order to compare with the solution at R ≈ m/2,
let us extend this solution to the overlap region within the near region 1 ≪
R≪ n by taking x large. The far limit of the near horizon solution is
χ˜0 =C1
Γ(−√1 + 4δ)x− 32−
√
1+4δ
2
Γ
(
3
2
−
√
1+4δ
2
)
Γ
(
1
2
−
√
1+4δ
2
)F (3
2
+
√
1 + 4δ
2
,
1
2
+
√
1 + 4δ
2
, 1 +
√
1 + 4δ,
1
x
)
+
C1
Γ(
√
1 + 4δ)x−
3
2
+
√
1+4δ
2
Γ
(
3
2
+
√
1+4δ
2
)
Γ
(
1
2
+
√
1+4δ
2
)F (3
2
−
√
1 + 4δ
2
,
1
2
−
√
1 + 4δ
2
, 1−
√
1 + 4δ,
1
x
)
.
(VI.69)
For large x, we can replace x = −(1 + σ2b2)R. Taking the limit x large
in the hypergeometric functions, χ0 simplifies to
χ˜0 = C1
Γ(−√1 + 4δ)R− 32−
√
1+4δ
2
Γ
(
3
2
−
√
1+4δ
2
)
Γ
(
1
2
−
√
1+4δ
2
) + C1 Γ(
√
1 + 4δ)R−
3
2
+
√
1+4δ
2
Γ
(
3
2
+
√
1+4δ
2
)
Γ
(
1
2
+
√
1+4δ
2
)
(VI.70)
This is the far limit of the near horizon solution which is normalizable at
the horizon. Near the singularity rs we write the equation (VI.62) in terms
5The values of these constants can be found in chapter 15 of Handbook of Mathematical
Functions by M Abrahmowitz and I Stegun.
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of y, such that R = my and y ∼ O(1). We denote χ as χˆ in this region. The
singular point rs translates to y =
1
2
. The leading order equation is
d2χˆ0
dy2
+
(
4
y
− 4
2y − 1
)
dχˆ0
dy
+
(−2δy − (2− δ))
y2(2y − 1) χˆ0 = 0. (VI.71)
The general solution of this equation is
χˆ0 = d1y
−3+
√
1+4δ
2 ((2y−1)(
√
1 + 4δ−1)−2)+d2y
−3−
√
1+4δ
2 ((2y−1)(
√
1 + 4δ+1)+2)
(VI.72)
Both the linearly independent solutions in (VI.72) are finite at y = 1
2
.
The solutions at y = 1
2
must satisfy the condition (VI.55). This condition
rewritten in terms of y simply becomes χ′(y) = −2χ at the leading order
.The condition is satisfied by any combination of d1 and d2. An analogous
observation was made in [7] for σ = 0. To extend this solution to the near
horizon region, we rewrite y in terms of R and let R≪ n. The leading order
solution then becomes,
χˆ0 = d1(−
√
1 + 4δ − 1)
(
R
m
)−3+√1+4δ
2
+ d2(−
√
1 + 4δ + 1)
(
R
m
)−3−√1+4δ
2
.
(VI.73)
Let us now compare the two solutions χ˜0 (VI.70) and χˆ0 (VI.73). The
solutions coming from both sides can be matched for all values of λ by iden-
tifying the constants d1 and d2 with those in (VI.70). The solution at rs can
then be written as
χˆ0 =
Γ(
√
1 + 4δ)m
−3+
√
1+4δ
2
Γ
(
3
2
+
√
1+4δ
2
)
Γ
(
1
2
+
√
1+4δ
2
) y −3+
√
1+4δ
2 ((2y − 1)(√1 + 4δ − 1)− 2)
(−√1 + 4δ − 1)
+
Γ(−√1 + 4δ)m−3−
√
1+4δ
2
Γ
(
3
2
−
√
1+4δ
2
)
Γ
(
1
2
−
√
1+4δ
2
) y −3−
√
1+4δ
2 ((2y − 1)(√1 + 4δ + 1) + 2)
(−√1 + 4δ + 1)
(VI.74)
Thus we have extended the normalizable solution near the horizon to rs.
In order to match with the solution in the far region (VI.60), we take the
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limit r →∞ of the solution (VI.74).
χˆ0 ≈ Γ(
√
1 + 4δ)m
−3+
√
1+4δ
2
Γ
(
3
2
+
√
1+4δ
2
)
Γ
(
1
2
+
√
1+4δ
2
) R−1+
√
1+4δ
2
(−√1 + 4δ − 1)
+
Γ(−√1 + 4δ)m−3−
√
1+4δ
2
Γ
(
3
2
−
√
1+4δ
2
)
Γ
(
1
2
−
√
1+4δ
2
) R−1−
√
1+4δ
2
(−√1 + 4δ + 1) . (VI.75)
We can see that the solution has a growing and decaying part whereas the
far region solution (VI.60) is only decaying. For the solutions to match, the
gamma functions in the denominator of the growing piece in (VI.75) must
have a pole, with the numerator remaining finite. This will never be the case
for coefficients of the growing part. We further notice that the exponents of
R in the two solutions take the same form only for large black holes where
1 + σ2b2 can be approximated by σ2b2. For the case of small black holes we
cannot make a concrete statement. To do so, we would have to extend the
solution in the far region to the overlap region. As in the case ℓ > 2 (V.37),
the transformation formulae for hypergeometric functions become unwieldy.
We conclude that there are no normalizable modes for λ ∼ O(n2) for the cases
considered of the large black hole. This conclusion matches with the bound
on the value of λ obtained in [5]. Considering this result and in view of the
value of λ found in [2] for the σ = 0 case i.e. the Schwarzschild-Tangherlini
black holes, we shall now investigate the case λ ∼ O(n).
VI.2.2 The case λ ∼ O(n)
As in the previous case, we solve the equation (VI.62) in the limit R ∼ O(1)
for χ˜, and in the limit R ∼ O(n) for χˆ. We denote λ = mL such that
L ∼ O(1). The expansion of λ then becomes
λ =
∞∑
i=0
λi
mi
= mL0 + L1 +
L2
m
+ . . . . (VI.76)
(i) For R ∼ O(1) :
Substituting r in terms of R using (IV.26), and expanding χ˜ as a series
in m, we write the equation (VI.62) in orders of m. For R ∼ O(1), we
can approximate
(
R− m+2
2
) ≈ −m
2
. For convenience, we divide the whole
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equation (VI.62) by m. Equation (VI.62) then is written in orders of m. The
leading order equation can be written as Lχ˜0 = 0. The operator L is
L = R
2
(1− (1 + σ2b2)R) d
2
dR2
+ (1− 2(1 + σ2b2)R) d
dR
− (1 + σ2b2) (VI.77)
The next order equations then are written as
Lχ˜i
mi
=
S(R)i
mi
(VI.78)
Source terms S(R)i depend on the solutions of the previous order equations
(χ˜0, . . . , χ˜i−1). The leading order equation is
R
2
(1−(1+σ2b2)R)d
2χ˜0
dR2
+(1−2(1+σ2b2)R)dχ˜0
dR
−(1+σ2b2)χ˜0 = 0. (VI.79)
Solutions to this equation are,
χ˜0 =
d1
R
+
d2
(1− (1 + σ2b2)R) (VI.80)
Normalizability at the horizon tells us d2 = 0 so that
χ˜0 =
d1
R
(VI.81)
The source term S(R)1 at O(1/m) depends on the solution to the leading
order equation χ˜0.
Lχ˜1 =−
(
−3 + L0b
2
2
− 6σ2b2 − 2σ2b2 lnR
)
χ˜0−(
3− 5R + 2R2 − 7σ2b2R + 2σ2b2R2 − 4σ2b2R lnR) χ˜′0−(
R− 2R2 +R3 − σ2b2R2 + σ2b2R3 − σ2b2R2 lnR) χ˜′′0 (VI.82)
Solving for χ˜1, the solution is
χ˜1 =
d11
R
+
d12
(R(1 + σ2b2)− 1) −
2d1 + 2d1 lnR
R
− (−6 + b
2(L0 − 4σ2))d1 + (1 + σ2b2)d11 + (2− L0b2)d1 lnR
(R(1 + σ2b2)− 1) (VI.83)
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Here d11, d
1
2 are arbitrary constants corresponding to the homogeneous solu-
tion. Regularity at the horizon fixes d12 to be
d12 =
(
(−6 + b2(L0 − 4σ2))d1 + (1 + σ2b2)d11 − (2− L0b2)d1 ln(1 + σ2b2)
)
.
(VI.84)
The next to leading order solution χ˜1 after substituting for d
1
2 becomes
χ˜1 =
−2d1 + d11 − 2d1 lnR
R
− (2− L0b
2)d1(ln(1 + σ
2b2) + lnR)
(R(1 + σ2b2)− 1) (VI.85)
We take the full solution χ˜0 +
χ˜1
m
to the overlap region by taking R large
such that 1≪ R≪ m.
χ˜ =
d1
R
+
1
m
[−2d1 + d11 − 2d1 lnR
R
−
(2− L0b2)d1(ln(1 + σ2b2) + lnR)
R(1 + σ2b2)
(
1 +
1
R(1 + σ2b2)
+
1
R2(1 + σ2b2)2
+ . . .
)]
(VI.86)
Here d1, d
1
1 are arbitrary constants. We will match this solution to the
one obtained from the region where R ∼ O(n).
(ii) For R ∼ O(n) :
We use the coordinate y = R
m
and solve for χˆ(y) in this region. As before,
we expand χˆ as a series in terms of m. The equation (VI.62) in a 1/m
expansion in terms of y can be written as
L¯χˆi
mi
=
S¯(y)i
mi
(VI.87)
As in equation (VI.78) for R ∼ O(1), the S¯(y)i are the source terms with
S¯(y)0 = 0.The operator L¯ is
L¯ = (1 + σ2b2)
[(
y3 − y
2
2
)
d2
dy2
+ (2y2 − 2y) d
dy
− 1
]
(VI.88)
The leading order equation is,
(1 + σ2b2)
[(
y3 − y
2
2
)
χˆ′′0 + (2y
2 − 2y)χˆ′0 − χˆ0
]
= 0 (VI.89)
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Solutions to this equation are
χˆ0 =
e1
y
+ e2
(−1 + 4y2 − 4y ln y)
y2
(VI.90)
where e1 and e2 are constants. The equation (VI.55) is again satisfied by
both the solutions at the leading order. We can now match the solution
with the behaviour of solution coming from far region (VI.61). This implies
e2 = 0. The leading order solution is
χˆ0 =
e1
y
(VI.91)
At the next order,
L¯χˆ1 =−
(
−3 + b
2L0
2
− 6σ2b2 + y(−L0b2 + 2σ2b2)− 2σ2b2(lnm+ ln y)
)
χˆ0−(
1 + y(−5− 7σ2b2 − 4σ2b2(lnm+ ln y)) + y2(2 + 6σ2b2 + 4σ2b2(lnm+ ln y))) χˆ′0
−
(y
2
+ 2σ2b2y3(lnm+ ln y) + y2(−2− σ2b2 − σ2b2(lnm+ ln y))
)
χˆ′′0
(VI.92)
The solution to this equation is
χˆ1 =
(
e1(1− L0b2 − σ2b2)
2(1 + σ2b2)
− e12
)
1
y2
+
−e1(2 + L0b2 + 4σ2b2) + e11(1 + σ2b2)
y(1 + σ2b2)
+ 4e12 +
(−e1(2 + L0b2 + 4σ2b2)− 4e12(1 + σ2b2)) ln yy(1 + σ2b2) (VI.93)
The constants e11, e
1
2 are arbitrary constants corresponding to the solution to
the homogeneous equation (added to the particular solution of the inhomoge-
neous equation). We want to match this solution to the near region solution.
We write the solution in terms of R.
χˆ = χˆ0(y) +
χˆ1(y)
m
=
me1
R
+
m
R2
(
e1(1− L0b2 − σ2b2)
2(1 + σ2b2)
− e12
)
+
−e1(2 + L0b2 + 4σ2b2) + e11(1 + σ2b2)
R(1 + σ2b2)
+ 4
e12
m
+
(−e1(2 + L0b2 + 4σ2b2)− 4e12(1 + σ2b2)) lnR− lnmR(1 + σ2b2) (VI.94)
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Let us look at this solution carefully.
(i) We have a constant term proportional to e12 which has no counterpart in
the next to leading order solution (VI.86). Also, when extended to y ≈ R→
∞, the constant term may dominate the solution making it non-normalizable
at the boundary. We hence put e12 = 0.
(ii) Notice that in (VI.94), the term proportional to (1/y2) from χˆ1 (VI.93)
gets written as
χˆ1
m
∼ 1
my2
∼ m
R2
. (VI.95)
Thus it contributes to the leading order solution after replacing y as R
m
in
(VI.94). This implies that terms from the higher orders in χˆ(y) can contribute
at the leading order in χˆ(R). For example upon replacing y = R
m
, terms of
the form (1/miyi+1) at each order contribute to the leading order solution
and similarly (1/miyi) contribute in the next to leading order and so on.
1
miyi+1
∼ m
Ri+1
;
1
miyi
∼ 1
Ri
To obtain the contributions from the higher order solutions to χˆ in (VI.94),
we first solve for χˆ up to O(1/m4) in terms of y. Then we replace y = R
m
in
this solution. The full solution in y is too lengthy hence we will not give it
here. We will write the solution χˆ up to O(1/m) after replacing y in terms
of R. This is because we want to match the solution χˆ to the solution from
the near region χ˜ obtained in (VI.86) which is only up to O(1/m).
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χˆ(R) =
e1
R
+
(−b2e1L0 − b2e1σ2 + e1)
2 (b2σ2 + 1)
(
1
R2
+
1
R3 (b2σ2 + 1)
+
1
R4 (b2σ2 + 1)2
)
+
1
m
{
b2e11σ
2 + b2e1L0 lnm− b2e1L0 + 4b2e1σ2 lnm− 4b2e1σ2 + e11 + 2e1 lnm− 2e1
R (b2σ2 + 1)
+
lnR (−b2e1L0 − 4b2e1σ2 − 2e1)
R (b2σ2 + 1)
− 1
2R2 (b2σ2 + 1)2
[
b4e11L0σ
2 + b4e11σ
4 − 3b4e1L20 − 7b4e1L0σ2 + b4e1L1σ2
− 3b4e1σ4 − e11 + 3e1 + b2e11L0 + b2e1L0 + b2e1L1 + 4b2e1σ2
+e1 lnm
(
b4
(
L20 + 5L0σ
2 + 4σ4
)
+ b2
(
L0 − 2σ2
)− 2)]
− e1 lnR (b
4 (− (L20 + 5L0σ2 + 4σ4)) + b2 (L0 + 6σ2) + 2)
2R2 (b2σ2 + 1)2
− 1
4R3 (b2σ2 + 1)3
[
2b4e11L0σ
2 + 2b4e11σ
4 − 5b4e1L20 − 13b4e1L0σ2 + 2b4e1L1σ2
− 6b4e1σ4 + 2b2e11L0 + b2e1L0 + 2b2e1L1 + 8b2e1σ2 − 2e11 + 6e1
+2e1 lnm
(
b4
(
L20 + 5L0σ
2 + 4σ4
)
+ b2
(
L0 − 2σ2
)− 2)]
+
e1 lnR (b
4 (L20 + 7L0σ
2 + 6σ4)− b2 (L0 + 8σ2)− 2)
2R3 (b2σ2 + 1)3
− 1
6R4 (b2σ2 + 1)4
[
3b4e11L0σ
2 + 3b4e11σ
4 − 7b4e1L20 − 19b4e1L0σ2 + 3b4e1L1σ2
− 9b4e1σ4 + 3b2e11L0 + b2e1L0 + 3b2e1L1 + 12b2e1σ2 − 3e11 + 9e1
+3e1 lnm
(
b4
(
L20 + 5L0σ
2 + 4σ4
)
+ b2
(
L0 − 2σ2
)− 2)]
+
e1 lnR (b
4 (L20 + 9L0σ
2 + 8σ4)− b2 (L0 + 10σ2)− 2)
2R4 (b2σ2 + 1)4
}
(VI.96)
In obtaining this solution, we have used the boundary condition that χˆi
is normalizable at infinity at each order.6 This lets us put various constants
to zero similar to how we set e2 = 0 in the leading order solution (VI.90).
We see that after replacing y as R
m
the leading order solution acquires
an m factor while the leading order solution from the R ∼ O(1) (VI.86) is
of O(1). As we want to match the two solutions, we have scaled the entire
6 We have used Mathematica for detailed computations.
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solution χˆ by an overall factor of m (recall that we had scaled the near region
equations by a factor of m). χˆ solves the homogeneous equation (VI.62) near
rs.
(iii) Matching the solutions
Compare the leading order terms from both χ˜ (VI.86) and χˆ (VI.96). The
leading order term in (VI.96) is
χˆ0(R) =
e1
R
+
(−b2e1L0 − b2e1σ2 + e1)
2 (b2σ2 + 1)
(
1
R2
+
1
R3 (b2σ2 + 1)
+
1
R4 (b2σ2 + 1)2
)
(VI.97)
The leading order term in (VI.86) is χ˜0 =
d1
R
. The two solutions match
after setting −b2e1L0 − b2e1σ2 + e1 = 0. This condition fixes L0.
L0b
2 = 1− σ2b2 (VI.98)
We are looking for the modes that have λ = mL > 0. Recall (VI.76).
We can see that for large black holes with σb > 1, λ becomes negative. This
signifies that there are no normalizable modes for large black holes having
λ > 0. For the small black hole with σb < 1, there is a negative mode.For
the Schwarzschild black hole case with σ = 0, this answer matches with the
leading order value of λ obtained in [2].
We make the coefficients of 1
R
terms in both the leading order solutions
equal by setting d1 = e1 = 1. Substituting for L0 in the solutions (VI.86)
and (VI.96) we get,
χ˜ =
1
R
+
1
m
[−2 + d11 − ln(1 + σ2b2)
R
− 3 lnR
R
− ln(1 + σ2b2)
(
1
(1 + σ2b2)R2
+
1
(1 + σ2b2)2R3
+
1
(1 + σ2b2)3R4
)
− lnR
(
1
(1 + σ2b2)R2
+
1
(1 + σ2b2)2R3
+
1
(1 + σ2b2)3R4
)]
. (VI.99)
We have truncated the infinite series in (VI.86) at ∼ R−4. The solution
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χˆ becomes,
χˆ =
1
R
+
1
m
[−3 + e11 + 3 lnm
R
− 3 lnR
R
− (1 + L1b
2 + σ2b2)
2
(
1
(1 + σ2b2)R2
+
1
(1 + σ2b2)2R3
+
1
(1 + σ2b2)3R4
)
− lnR
(
1
(1 + σ2b2)R2
+
1
(1 + σ2b2)2R3
+
1
(1 + σ2b2)3R4
)]
(VI.100)
Let us match the coefficients of the next to leading order terms. Matching
1
R
terms, we get
− 2 + d11 − ln(1 + σ2b2) = −3 + e11 + 3 lnm (VI.101)
As both d11 and e
1
1 are arbitrary constants, this equation can be satisfied by
choosing them to make both sides equal to zero. We see that all the terms
proportional to lnR match. The next condition comes from matching the
coefficients of higher powers of 1/R. This fixes L1.
L1b
2 = −1 − σ2b2 + 2 ln(1 + σ2b2) (VI.102)
In the solution χ˜ (VI.99), we have truncated the series in (VI.86) and
matched the solutions. Looking at both the solutions (VI.99) and (VI.100),
we expect the rest of the terms in the series in (VI.86) will be reproduced by
calculating higher order corrections for χˆ(R) in (VI.96). We would expect the
coefficients of the terms in higher powers of 1
(1+σ2b2)R
will be − (1+L1b2+σ2b2)
2
and that the (logR) terms will match upon substituting L0 at all orders.
The value of λ up to next to leading order is,
λb2 = m(1− σ2b2)− [1 + σ2b2 − 2 ln(1 + σ2b2)] . (VI.103)
For σ = 0, i.e. the Schwarzschild black hole case, this value of λ matches
that obtained in [2] till next to leading order. In fact for small black holes
taking σb≪ 1, we can write our eigenvalue
λb2 = (m− 1)(1− σ2b2). (VI.104)
We have calculated λ only up to two orders here. We would need to
calculate higher order solutions of both χ˜ and χˆ in order to calculate higher
order corrections to λ. The solution for χ˜ at the next to leading order contains
polylogarithmic functions in R. The solutions then become very hard to
analyse. Hence we have not proceeded further.
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VII Results and Discussion
In this paper we have studied the semiclassical stability problem for the
SAdS black hole under scalar perturbations. We obtain the equations for
non-spherically symmetric perturbations using the gauge invariant formal-
ism of IK [39],[40]. These equations are a generalization to the case of
nonzero cosmological constant from the equations obtained in [4] for the
Schwarzschild-Tangherlini black hole. One of the three resulting equations
decouples from the others. We analyze the decoupled equation using the
S-deformation approach [40], [41]. We demonstrate semiclassical stability for
this class of perturbations. We note that while in the rest of the paper we
have used the large D limit as an analytical approximation tool, for this class
of perturbations, we did not use this approximation. Further, this result is
valid for both large and small black holes.
We next analyze the two coupled equations in the non-spherically sym-
metric perturbation sector. This is done using the large D limit. In the large
D limit we have two naturally overlapping regions, a near and a far region.
We find the appropriate solution in each region and extend each of them to
the overlap region to attempt matching of solutions. For a class of pertur-
bations we prove the absence of unstable modes with eigenvalue of O(D2) in
the case of the large black hole. While the near region analysis is possible for
the small black hole, the far region solution cannot be continued to a simple
expression in the overlap region.
We finally analyze the spherically symmetric perturbation using the large
D approach. We analyze the equation in the near and far regions as before.
The equation in the near region is a Heun equation making it difficult to
find solutions except locally around a singular point. There are two singular
points in the near region, one being the horizon where R ∼ O(1) and the
other at R ∼ O(D). We employ a procedure first used in [11] to find decou-
pled quasinormal modes of Schwarzschild-Tangherlini black holes in the large
D limit. We find the normalizable solution for the subregion with R ∼ O(1)
and the general solution in the subregion with R ∼ O(D), then extend them
to an overlap region 1 ≪ R ≪ D and match the two solutions. After this
matching procedure, the solution around the second singular point is com-
pared with the normalizable solution in the far region. We find that there
is no unstable mode with eigenvalue of O(D2). This is consistent with the
bound on this eigenvalue obtained by Prestidge [5]. On the other hand, there
is indeed an unstable mode with eigenvalue of O(D) for the small black hole
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which disappears on increasing the mass. Thus the large black hole is stable.
This is the analogue of the Hawking-Page phase transition in semiclassical
stability analysis. A delicate calculation in a 1/D expansion is needed to
obtain the eigenvalue corresponding to this unstable mode. We obtain this
eigenvalue for the first time in a large D limit. We compute the eigenvalue
to next to leading order and for Λ = 0, this agrees with the value of the un-
stable mode in [2] for the Schwarzschild black hole in the large D limit. The
agreement is to next to leading order. As shown in [2], the Λ = 0 value cor-
responds to the Gross-Perry-Yaffe unstable mode [1] for the D-dimensional
Schwarzschild instanton which is also mathematically related to the Gregory-
Laflamme unstable mode [43] for the (D + 1)-dimensional flat black string.
The significance of the unstable mode is that there exists a metric perturba-
tion of the small black hole that decreases the Euclidean action. Thus, in the
Euclidean path integral approach to quantum gravity, the small black hole
is a saddle point of the action, not a true minimum.
A Appendix A: Equations for Scalar Pertur-
bations
In this section we give an outline of the procedure to get equations in terms
of the W,Y, Z variables. We first write equations 2δGµν +2Λhµν = −λhµν in
terms of the gauge invariant variables (Fab, F ) (expressions for 2δGµν+2Λhµν
in terms of these variables are given in appendix A in [40]) . We then change
the variables to W,Y and Z using following expressions:
F = −W + Y
2nrn−2
+
λ
nk2
(r2HT ) F
r
t =
Z
rn−2
F tt =
W (n− 1)− Y
2nrn−2
+
2λ
nk2
(r2HT ) F
r
r =
Y (n− 1)−W
2nrn−2
+
2λ
nk2
(r2HT ).
Equation for δGti :
∂tW + ∂rZ = λr
n−2
[
Xt +
1
k2
∂t(r
2HT )
]
(I)
Equation for δGri :
∂rY +
f ′
2f
Y − f
′
2f
W − 1
f 2
∂2tZ = λr
n−2
[
Xr +
1
k2
∂r(r
2HT )
]
(II)
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Equation for δGrt :[
k2
r2
− f ′′ − nf
′
r
]
Z + f∂t∂rY +
(
2f
r
− f
′
2
)
∂tY
+ f∂t∂rW −
(
(n− 2)f
r
+
f ′
2
)
∂tW = −λrn−2f rt
− 2λ
nk2
[
n∂t∂r(r
2HT )− nf
′
r
∂t(r
2HT )
]
(III)
Equation for δGrr :
1
f
∂2tW −
f ′
2
∂rW +
1
f
∂2t Y −
(
f ′
2
+
nf
r
)
∂rY
+
[
n− 1
r2
(f − 1) + (n + 2)f
′
2r
+
f ′′
n
]
W
+
[
1− f
r2
− 3n− 2
2r
f ′ − n− 1
n
f ′′ +
k2 − nK
r2
]
Y
+
2n
rf
∂tZ = −λrn−2f rr
− 2λ
nk2
[
−nk
2
r2
(HTr
2)− n
f
∂2t (r
2HT ) +
nf ′
2
∂r(r
2HT ) +
n2f
r
∂r(r
2HT ) + 2Λ(r
2HT )
]
(IV)
Equation for δGii :
1
2f
∂2tW +
f ′
4
∂rW − f
2
∂2rY −
(
3f ′
4
+
f
r
)
∂rY
+
[
(n− 1)(n− 2)(f − 1)
2nr2
+
(6n− 4− n2)f ′
4nr
+
f ′′
2n
]
W
+
[
(n− 1)(n− 2)(f − 1)
2nr2
+
(−n2 + 2n− 4)f ′
4nr
− (n− 1)f
′′
2n
]
Y
+
(
1
rf
− f
′
2f 2
)
∂tZ +
1
f
∂t∂rZ = −λrn−2HL + λ
nk2
[
(n− 1)k2
r2
(HT r
2)
− nf∂2r (r2HT ) +
n
f
∂2t (r
2HT )− nf ′∂r(r2HT )− n(n− 1)f
r
∂r(r
2HT )− 2Λ(r2HT )
]
(V)
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Equation for δGtt :
− f∂2rW +
(
n− 4
r
f − f
′
2
)
∂rW − f∂2rY −
(
f ′
2
+
4f
r
)
∂rY
−
[
n− 1
r2
− (2n− 3)f
r2
+
n− 2
2r
f ′ +
n− 1
n
f ′′ − k
2
r2
]
W
−
[
n− 1
r2
− n− 3
r2
f +
(n− 2)f ′
2r
− f
′′
n
]
Y = −λrn−2f tt
− 2λ
nk2
[
−nk
2
r2
(HTr
2) + nf∂2r (r
2HT ) +
nf ′
2
∂r(r
2HT ) +
n2f
r
∂r(r
2HT ) + 2Λ(r
2HT )
]
(VI)
As discussed before, the right-hand side of these equations have com-
ponents of (fab, Xa, HL, HT ). To get them in terms of W,Y, Z, we have to
combine these equations. Let us expand our variables in terms of these com-
ponents.
W
rn−2
= f tt −
2
f
∂tXt +
(
f ′ − 2f
r
)
Xr − 2HL − 2HT
n
Y
rn−2
= f rr + 2f∂rXr +
(
f ′ − 2f
r
)
Xr − 2HL − 2HT
n
Z
rn−2
= f rt + f∂rXt + f∂tXr − f ′Xt
The final W,Y and Z equations are obtained as follows: Looking at the
expression of Z, we see that adding equation (III) and derivatives of equations
(I) and (II) with appropriate coefficients will give the right-hand side of the
resulting equation in terms of the Z variable. Similarly adding equation (IV)
to the derivatives of equations (II) and (V) will give us the equation for Y . To
obtain the equation for W , we add equation (VI), the derivative of equation
(I), equations (V) and (II). We see that in this process, the extra HT terms
get cancelled in the resulting equations. In the static limit, the Z equation
decouples and we get coupled equations for (W,Y ). We then rewrite these
equations φ, ψ and η variables defined in (II.11)
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B Appendix B: Solutions to the η equation
In this section we shall obtain solutions to the η equation that are normal-
izable at the boundaries. We have defined ξ = f−
1
2 η. The equation for ξ is
written in Schrodinger form in coordinate r∗ with potential
V =
(n2 − 2n)
4r2
f 2− (n+ 2)
2
f ′f
r
+ f ′2− 2f ′′f + k
2
r2
f + λf + 2(n+1)σ2f (a)
Recall dr∗ =
dr
f(r)
and f(r) = 1 + σ2r2 − bn−1
rn−1 . We cannot fully integrate
dr∗ to find the tortoise coordinate r∗. Instead we shall find r∗ in terms of r
near the horizon (r = r+) and infinity.
Very near the horizon, we can approximate
f(r) ≈ f ′(r+)(r − r+) = (n+ 1)σ
2r2+ − 2
r+
(r − r+) = α(r − r+) (b)
Consequently, very near the horizon r∗ becomes
r∗ =
∫
dr
f(r)
≈ ln(r − r+)
α
(c)
In this limit as r → r+, the coordinate r∗ → −∞. Therefore, very
near the horizon the potential (a) can be approximated by constant v(r) ≈
f ′(r+)
2 = α2. The Schrodinger equation for ξ in this limit is,
− d
2ξ
dr2∗
+ α2ξ = 0 (d)
Solutions to this equation are ξ = c1e
αr∗ + c2e
−αr∗ . As r∗ → −∞, the second
solution e−αr∗ →∞ whereas eαr∗ → 0. From the normalizable solution ξ at
the horizon is
ξ = c1e
αr∗ = c1(r − r+) (e)
Similarly we can find r∗ near the infinity. In this limit r∗ =
1
σr∗
. As
r → ∞, r∗ → 0. Substituting f(r) in the potential (a) equation for ξ near
r →∞ becomes
− d
2ξ
dr2∗
+
(
n2
4
+
n
2
+
λ
σ2
)
1
r2∗
ξ = 0 (f)
Solutions to this equation are
ξ = d1r
1
2
+ 1
2
√
(n+1)2+ 4λ
σ2
∗ + d2r
1
2
− 1
2
√
(n+1)2+ 4λ
σ2
∗ (g)
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For λ > 0 and n ≥ 2 the quantity (n + 1)2 + 4λ
σ2
> 1. The normalizable
solution at r∗ = 0 is thus obtained by d2 = 0. The normalizable solution
ξ → 0 as r →∞.
ξ = d1r
1
2
+ 1
2
√
(n+1)2+ 4λ
σ2
∗ (h)
To show stability of spacetime under η perturbations, we have used S-
deformation method and showed that the deformed potential (III.20) is pos-
itive for S given by (III.21). To arrive at this result we had assumed that
the boundary terms in (III.19) vanish for our chosen S. From the solu-
tions obtained near the horizon (e) and near the infinity (h), we see that
for S = f ′(r), the term S|ξ|2 in (III.19) vanishes at both the boundaries.
The other boundary term in (III.19) also vanishes as ξ → 0 at both the
boundaries.
C Appendix C: Expansion of Modified Bessel
Functions
In this section, we write the expansion of Iν
(
k
σr
)
in terms of R. Recall,
ν =
√
n2+1
4
+ λ
σ2
, k2 = ℓ(ℓ+ n− 1).
In the modified Bessel function Iν
(
k
σr
)
, as we are working with k2, λ ∼
O(n2) , both the Bessel function order ν and argument ( k
σr
)
are O(n). As
we are working in the large n approximation, we have to use expansions for
modified Bessel functions of large order and large argument.
Let us denote κ = k
σ
. For simplicity of calculation, we define a new
coordinate z = κ
νr
. Here
ν =
√
n2 + 1
4
+
λ
σ2
≈ n
2
√
1 + 4
λˆ
σ2
(a)
The far region solution (V.42) can be now written as
φ = D2
Iν(νz)√
z
The large order and large argument expansion of this expression is,
c1Iν(νz)√
z
=
1√
z
eνη
(1 + z2)1/4
√
2πν
[
1 +
∞∑
m=1
Um(t˜)
νm
]
(b)
where
η =
√
1 + z2 + ln
[
z
1 +
√
1 + z2
]
;
t˜ =
1√
1 + z2
. (c)
and Um(t˜) are polynomials in t˜. We are only considering terms to high-
est order in n. We ignore the polynomial terms as they are divided by ν.
Substituting for η we get, up to a constant,
Iν(νz)√
z
≈ z
ν(
1 +
√
1 + z2
)ν 1√
z(1 + z2)1/4
exp
[
ν
√
1 + z2
]
. (d)
In order to express Iν(νz) in the overlap region, we write this expression
in terms of R. Here, R = r
n−1
bn−1 . To expand the expression in orders of n, we
use the following definition of r in terms of R, valid in the overlap region,
r = b
[
1 +
lnR
n− 1
]
.
We will now look at each term in (d) individually. For zν , the term is
directly proportional to r−n. Hence we use the definition rn = bnR for large
n.
zν =
(κ
ν
)ν 1
rν
=
( κ
νb
)ν
R−
ν
n =
( κ
νb
)ν
exp
[
−ν lnR
n
]
(e)
The next term becomes
[
1 +
√
1 + z2
]−ν
= exp
[
−ν ln
{
1 +
(
1 +
κ2
ν2b2
(
1− 2lnR
n
))1/2}]
=
(
1 +
√
1 +
κ2
ν2b2
)−ν
exp

 κ2
νb2n
√
1 + κ
2b2
ν2
(
1 +
√
1 + κ
2b2
ν2
) lnR

 . (f)
κ and ν are of order n. Hence the constant multiplying lnR is of O(1).
Similarly substituting for z we get,
exp
[
ν
√
1 + z2
]
=
(
1 +
κ2
ν2b2
)ν/2
exp

 −κ2
nνb2
√
1 + κ
2
ν2b2
lnR

 (g)
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The remaining term in (d) becomes,
1√
z(1 + z2)1/4
=
(
νb
κ
)1/2(
1 +
κ2
ν2b2
)−1/4 [
1 +
1 + 2 κ
2
ν2b2
1 + κ
2
ν2b2
lnR
n
]
(h)
Here, the constant multiplying lnR is of order 1/n. Therefore, this term
is sub-leading in comparison with the other terms in expansion. We are
interested in terms that are leading order in n. In the final expression, we
neglect this term. Substituting all the expressions in R back in (d), we get
the following expression for φ (we have absorbed all the constants in D0) :
φ = D0R
− 1
2
√
1+ 4(λˆb
2+kˆ2)
σ2b2 (i)
Expansion for the modified Bessel function of the second kind Kν(νz) for
large order and large argument is
Kν(νz) =
√
π√
2ν
1
(1 + z2)1/4
e−νη
[
1 +
∞∑
m=1
(−1)mUm(t˜)
νm
]
(j)
We can obtain the expansion of Kν(νz) in the overlap region in the large
n approximation by replacing ν by (−ν) in the expansion of Iν(νz). The
final expression for Iν is
Kν(νz) = (const.)R
1
2
√
1+
4(λˆb2+kˆ2)
σ2b2 (k)
D Appendix D: Handling source terms
In the far region calculation, we have considered the case ψ ∼ rδψ with δ = 2
or δ < 1, where the equation for φ decouples. To get the solution for ψ in
the far region , we need to solve the inhomogeneous equation (V.38) with
φ as a source term. Considering the coupling terms to leading order, the ψ
equation becomes
− d
2ψ
dr2
+
[(
λ
σ2
+
n2
4
)
1
r2
+
k2
σ2r4
]
ψ =
2
σ2r2
φ. (l)
To find solutions of this equation, we first change the coordinates to
x = k
σr
. From (V.42), we know φ = D Iν(x)√
x
, where ν =
√
n2+1
4
+ λ
σ2
. We also
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write ψ = x−1/2M . The equation (l) then becomes
x2
d2M
dx2
+ x
dM
dx
− (ν2 + x2)M = 2
σ2
D0Iν(x) (m)
The Wronskian of the two linearly independent solutions to the homo-
geneous equation W [Iν(x), Kν(x)] =
1
x
. We use the method of variation of
parameters to write the solution to (m). This takes the form
S = − 2
σ2
Iν(x)
∫
Kν(x)Iν(x)x dx +
2
σ2
Kν(x)
∫
(Iν(x))
2x dx. (n)
To evaluate this expression in the overlap region, we replace x = k
σb
R−1/n.
From appendix B, we know the expressions for Iν(x) = Iν
(
k
σr
)
= cR−∆ and
Kν(x) = c˜R
∆ where ∆ = 1
2
√
1 + 4(λˆb
2+kˆ2)
σ2b2
. We have used the uniform asymp-
totic expansions of the modified Bessel functions to get these expressions.
From these expansions, note that Iν(x)Kν(x) ∼ 1ν . Evaluating the integrals
we see that S ≈ (const.)R−∆. Consequently we write
ψ = (const.)R
− 1
2
√
1+ 4(λˆb
2+kˆ2)
σ2b2 . (o)
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