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Аннотация. В статье показывается актуальность тестирования запоминающих устройств современных вычис-
лительных систем. Представляются математические модели неисправностей запоминающих устройств и эф-
фективность их обнаружения, в частности, сложных кодочувствительных неисправностей типа PNPSFk, на базе 
классических маршевых тестов. Приводятся предельные оценки полноты покрытия подобных неисправностей 
в зависимости от количества запоминающих ячеек, участвующих в неисправности. Обосновывается необходи-
мость синтеза маршевых тестов, характеризующихся высокой эффективностью обнаружения PNPSFk неисправно-
стей. Определяется понятие примитива, обеспечивающего условия активизации и обнаружения различных видов 
PNPSFk. Приводятся примеры анализа и синтеза маршевых тестов, имеющих различную полноту покрытия PNPSFk 
неисправностей. Синтезируется маршевый тест March OP, характеризующийся максимальной полнотой покрытия 
неисправностей PNPSFk и имеющий минимальную временную сложность по сравнению с известными маршевы-
ми тестами, обеспечивающими такую же полноту покрытия сложных неисправностей запоминающих устройств.  
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Введение. Проблема тестирования запо-
минающих устройств современных вычисли-
тельных систем, таких как встроенные систе-
мы (embedded systems), системы на кристалле 
(systems-on-a-chip) и сети на кристалле (nets-on-
a-chip) является весьма актуальной задачей [1–3]. 
Для подобных вычислительных систем характер-
ным является неуклонное увеличение емкости их 
запоминающих устройств, удельный вес которых 
достигает 94% занимаемой системой площади 
кристалла [4, 5]. Наряду с увеличением емкости 
запоминающих устройств (памяти) возрастают 
требования к их надежности, что достигается 
применением эффективных методов тестового 
диагностирования [6].
Тестирование запоминающих устройств 
с целью обнаружения различных их неисправ-
ностей предполагает запись в запоминающее 
устройство всевозможных его состояний и их 
считывание, что приводит к нереально боль-
шой сложности теста, так как сложность самой 
тестовой процедуры пропорциональна вели-
чине 2N, где N – емкость памяти в битах. Поэ-
тому в настоящее время широко применяются 
на практике и по-прежнему разрабатываются 
тесты, которые имеют существенно меньшую 
сложность, как правило, линейно зависящую 
от емкости памяти N [6]. Подобные тесты име-
ют общее название маршевые тесты (march 
tests) и доминируют в практических приложе-
ниях [7, 8]. Подобные тесты наряду с приемле-
мым уровнем обнаружения неисправностей па-
мяти характеризуются простотой реализации, 
как временной, так и аппаратурной, что весьма 
важно для встроенных средств самотестиро-
вания (built-in self-test – BIST) [8].
В общем случае маршевый тест состоит из 
конечного числа маршевых элементов (march 
elements) [6–11]. В свою очередь, каждый марше-
вый элемент содержит символ, определяющий 
порядок формирования адресной последова-
тельности (address sequence) для тестируемого 
запоминающего устройства, где символ  опре-
деляет последовательный перебор адресов па-
мяти по возрастанию, символ  определяет по-
следовательный перебор адресов по убыванию 
и сочетание двух символов  означает форми-
рование адресов по убыванию либо по возрас-
танию. Следует отметить, что убывающая после-
довательность адресов () представляет собой 
последовательность, которая формируется в об-
ратном порядке по сравнению с возрастающей 
последовательностью (). Маршевый элемент 
содержит последовательность операций чтения 
(read – r) и записи (write – w), заключенных в кру-
глые скобки и разделяемых точкой с запятой. 
Каждая операция представляет собой элемент 
из следующего набора: r0 – операция чтения со-
держимого запоминающего элемента (ячейки) 
с ожидаемым значением 0, r1 – операция чтения 
с ожидаемым значением 1, w0 – операция за-
писи 0 в ячейку памяти, w1 – операция записи 1 
в ячейку. Переход к следующей ячейке осущест-
вляется только после выполнения всех опера-
ций в текущем маршевом элементе [6–11]. Тест 
MATS является простейшим примером семей-
ства маршевых тестов и имеет следующий вид: 
{(w0); (r0,w1); (r1)}. Данный тест состоит 
из трех маршевых элементов и имеет сложность 
4N. Первый маршевый элемент (w0) называ-
ется фазой инициализации (initialization phase), 
применяемой для записи начального состояния 
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(background) запоминающего устройства. Осталь-
ные две фазы теста (r0,w1) и (r1) являются 
основными фазами, обеспечивающими обнару-
живающую способность данного теста. Таким об-
разом, элементы маршевого теста, а именно, их 
вид, количество и порядок использования в тесте 
и определяют эффективность теста обнаруживать 
различные неисправности памяти.
Целью настоящей статьи является анализ 
эффективности маршевых тестов обнаруживать 
сложные кодочувствительные неисправности па-
мяти, а также разработка новых маршевых тестов 
минимальной сложности.
Математические модели неисправно-
стей запоминающих устройств. Существую-
щие модели неисправностей запоминающих 
устройств можно представить двумя основны-
ми группами [6–11]: неисправности электрон-
ного обрамления запоминающего устройства, 
включающего дешифратор адреса, и неисправ-
ности массива элементов памяти. Неисправно-
стям массива запоминающих элементов уде-
ляется основное внимание, так как, показано, 
что тесты, обнаруживающие простейшие не-
исправности запоминающих ячеек, покрыва-
ют неисправности электронного обрамления 
памяти [6]. Все неисправности матрицы запо-
минающих ячеек памяти делятся на несколько 
подмножеств. Чаще всего используется деле-
ние неисправностей матрицы  запоминающих 
ячеек в зависимости от их количества в описа-
нии конкретной неисправности. К таким неис-
правностям запоминающих устройств, в первую 
очередь, относят неисправности, включающие 
одну ячейку запоминающего устройства, две 
ячейки и несколько ячеек устройства, в общем 
случае более чем две, без ограничений на их 
количество [6].
К неисправностям, затрагивающим одну 
ячейку ЗУ, относят: константные неисправности 
(stuck-at faults (SAF)). Данные неисправности ха-
рактеризуются тем, что состояние конкретной 
ячейки ЗУ (неисправной) постоянно находится в 
одном из возможных состояний, в состоянии нуля 
(0) (stuck-at 0 (SAF0)) или состоянии (1) (stuck-at 1 
(SAF1)) независимо от выполненных ранее опе-
раций записи в данную ячейку противополож-
ного значения [6, 8]. Переходные неисправности 
(transition faults (TF)) характеризуются невозмож-
ностью логического перехода состояния ячейки 
ЗУ (неисправной) из 0 в 1 (transition up) 〈↑〉или 
из 1 в 0 (transition down) 〈↓〉 при выполнении 
соответствующих операций записи [6].
Среди неисправностей, в которых участву-
ют две ячейки ЗУ, выделяют инверсные неисправ-
ности взаимного влияния (inversion coupling faults 
(CFin)). В подобной неисправности участвует две 
ячейки ЗУ ai и aj i ≠ j, одна из которых ai называ-
ется агрессором (aggressor), а вторая aj жерт-
вой (victim). Расположение агрессора и жертвы 
в адресном пространстве ЗУ произвольно. При 
наличии данной неисправности переход из 1 в 0 
или из 0 в 1 в агрессоре ai  приводит к инверсии 
логического значения жертвы aj [3, 6, 8]. Таким 
образом, различают два вида инверсных неис-
правностей〈↑, aj〉и 〈↓, aj〉. Для представле-
ния соотношения адресов агрессора (i) и жертвы 
(j), в адресном пространстве ЗУ, используют сим-
волы Λ и V, причем символ Λ означает факт того, 
что адрес агрессора меньше адреса жертвы i < j, а 
символ V, наоборот, i > j, больше. Тогда имеем че-
тыре различных инверсных неисправности Λ 〈↑, 
aj〉, Λ 〈↓, aj〉, V 〈↑, aj〉 и  V〈↓, aj〉.
При неисправности прямого действия 
(idempotent coupling faults (CFid)) во время логи-
ческого перехода из 1 в 0 или из 0 в 1 во влия-
ющей ai ячейке происходит принудительная уста-
новка определенного логического значения 0 или 
1 в ячейке жертве aj, на которую оказывается вли-
яние агрессора [3, 6, 8]. Различают восемь неис-
правностей прямого действия Λ 〈↑, 0〉, Λ 〈↑, 1〉, 
Λ 〈↓, 0〉, Λ 〈↓, 1〉, V 〈 ↑, 0〉, V〈↑, 1〉, V 〈↓, 0〉
и V 〈↓, 1〉. При анализе эффективности тестов ЗУ 
анализируется их покрывающая способность для 
всех 12 неисправностей, в которых участвуют две 
ячейки (2-coupling faults) [12, 13].
Неисправности, затрагивающие несколько 
ячеек памяти, называются кодочувствительными 
неисправностями (pattern sensitive faults (PSF)) [6]. 
Для подобных неисправностей логическое состо-
яние одной ячейки ЗУ, называемой базовой (base 
cell), может зависеть от содержимого (0 или 1) 
или от логических переходов из 1 в 0 или из 0 в 1 
соседних ячеек (neighborhood cells) ЗУ. Различают 
два вида кодочувствительных неисправностей: 
неограниченные (unrestricted) и ограниченные 
(restricted), или граничные (neighborhood (NPSF)) 
кодочувствительные неисправности. При тестиро-
вании массива ячеек ЗУ обычно придерживаются 
последней более реальной модели кодочувстви-
тельных неисправностей, для которой рассматри-
вается небольшое число k < 10 ячеек ЗУ входящих 
в кодочувствительную неисправность [3,6, 8,14–
17]. Среди их многообразия выделяют пассивные 
кодочувствительные неисправности (passive NPSF 
(PNPSF)), для которых состояние базовой ячейки 
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не может быть изменено для определенного кода 
в k – 1 соседних ячейках [3, 6, 8]. Такие неисправ-
ности также называются k-coupling faults [18].
В качестве объекта исследования, чаще все-
го, рассматриваются пассивные кодочувствитель-
ные неисправности (PNPSFk), где k обозначает ко-
личество произвольных ячеек ЗУ емкостью N бит, 
участвующих в конкретной неисправности. Отме-
тим, что результаты, полученные для PNPSFk, лег-
ко обобщаются и для других классов кодочувстви-
тельных неисправностей, в силу того, что PNPSFk 
является наиболее трудно обнаруживаемой мо-
делью неисправностей ЗУ, покрывающей другие 
виды неисправностей [3, 6].
Выделяют k различных классов PNPSFk в за-
висимости от местоположения в адресном про-
странстве памяти базовой ячейки (b) по отноше-
нию к соседним ячейкам (n). Например, для k = 4 
существует четыре класса PNPSF4: bi0 ni1 ni2 ni3; ni0 
bi1 ni2 ni3; ni0 ni1 bi2 ni3; ni0 ni1 ni2 bi3, где адреса ячеек 
в адресном пространстве имеют следующее соот-
ношение i0 < i1 < i2 < i3. Каждый класс включает 
две PNPSFk в зависимости от состояния базового 
элемента, которое не может быть изменено. На-
пример, классу ni0 bi1 ni2 ni3 неисправности PNPSF4, 
наряду с другими неисправностями, принадлежат 
следующие их конкретные виды: 〈1,↑, 0,0〉,〈0, 
↑, 1,1〉,〈1 , ↓, 0,0〉,〈0,↓, 1,1〉. В соседних ячейках 
возможны любые из 2k–1 двоичных наборов, каж-
дый из которых определяет конкретные два не-
исправных поведения базовой ячейки. В отличие 
от ранее описанных неисправностей взаимного 
влияния символы ↑ и ↓ в PNPSFk неисправности, 
так же как и в TF неисправности, означают невоз-
можность выполнения соответствующего перехо-
да из нуля в единицу (↑) и наоборот (↓). Соответ-
ственно, общее количество PNPSFk относящихся 
к k ячейкам ЗУ равняется 2� ×2k–1 = k×2k, а число 
всевозможных PNPSFk для памяти емкостью N 
бит определяется согласно выражению [3].
QT (PNPSFk) = 2k2
k–1             = k2k                         (1)
Емкость современных запоминающих 
устройств, как правило, велика и является суще-
ственно большей по сравнению с количеством 
ячеек k, участвующих в рассматриваемых кодочув-
ствительных неисправностях. Поэтому всегда спра-
ведливо следующее неравенство N >> k, которое 
позволяет оценить количество PNPSFk, определяе-
мое соотношением (1). Тогда, уже для k = 3 полу-
чим, что QТ(PNPSF3) ≈ N
3. Для реальных значений 
N приведенная оценка принимает большие значе-
ния, показывающие сложность проблемы синтеза 
тестов запоминающих устройств для обнаружения 
кодочувствительных неисправностей. 
Оценка эффективности обнаружения ко-
дочувствительных неисправностей маршевыми 
тестами. Как правило, эффективность маршевых 
тестов оценивается для каждого вида неисправ-
ности независимо от эффективности по отноше-
нию к другим их разновидностям. При этом по-
казывается только факт 100%-го их обнаружения 
конкретным тестом, либо невозможность 100%-
го обнаружения, без оценки полноты покрытия 
теста для исследуемого вида неисправности [6].
В работах [6, 9–11] были проведены оцен-
ки обнаруживающих способностей маршевых 
тестов относительно одиночных неисправностей 
различных классов, приведенных в табл. 1.
(   )Nk (   )
N
k
Название теста Сложность теста
Обнаруживаемые неисправности
AF SAF TF CFin CFid TF-CF CFid-CFid CFin-CFin CFid-CFin
MATS 4N +
MATS+ 5N + +
MATS++ 6N + + +
March X 6N + + + +
March Y 8N + + + + +
Marching 1/0 14N + + + + +
March C 11N + + + + + +
March C– 10N + + + + + +
March A 15N + + + + + +
March B 17N + + + + + + +
Algorithm B 17N + + + + + + +
Таблица 1. Эффективность обнаружения неисправностей
Table 1. Fault detection efficiency 
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Как показывает анализ покрывающих спо-
собностей, не все маршевые тесты способны 
в полной мере обнаруживать различные классы 
неисправностей. Из приведенной табл. 1 покры-
вающих способностей тестов видно, что, несмотря 
на различную структуру и сложность маршевых 
тестов, открытой проблемой остается обнаруже-
ние в полной мере неисправностей взаимного 
влияния, сложных связанных неисправностей, 
а также кодочуствительных неисправностей [6]. 
Развитие методов многократного приме-
нения маршевых тестов, с изменяемыми началь-
ными состояниями ячеек памяти и адресной 
последовательностью, привели к появлению псев-
до исчерпывающих тестов памяти [19]. Сущность 
подобных тестов заключается в формировании 
в произвольных k из N ячейках памяти всевоз-
можных 2k двоичных комбинаций. Основой эф-
фективности таких тестов является формирование 
различных видов орбит, представляющих собой 
набор двоичных комбинаций в произвольных k из 
N ячейках памяти. В [19] показано, что в рамках 
маршевых тестов возможным является формиро-
вание 8 видов орбит представленных в табл. 2 и 3.
При описании предыдущей и текущей фаз 
теста, приведенных в табл. 2 и 3, показана по-
следняя операция записи в фазе, после которой 
могут быть только операции чтения. В текущей 
фазе также показана первая операция записи, 
перед которой возможно использование только 
операций чтения. Отметим, что орбиты O0, O1, 
O2 и O3 формируются фазами, которые инверти-
руют содержимое запоминающего устройства. 
Представленные орбиты хорошо описывают ос-
новные свойства тестов и широко представле-
ны в классических маршевых тестах [19]. Напри-
мер, фаза (r0,w1,w0,w1) теста March A и фаза 
(r0,w1,w0,w1,r1) теста March LA, так же как и 
фаза (r0,w1) теста MATS ++, формируют орби-
ту O0 [19].
Формирование маршевыми тестами раз-
личного рода орбит обеспечивает условие акти-
визации многообразных неисправных состояний 
памяти. Причем выполнение условия генериро-
вания псевдоисчерпывающих комбинаций в про-
извольных k из N ячеек памяти, с последующей 
их проверкой, гарантирует 100%-ое обнаружение 
различных подмножеств неисправностей [3, 19]. 
Отметим, что для определения конкретной не-
исправности необходимо выполнение условия 
Орбита O0 O1 O2 O3
Предыдущая
фаза теста
(…, w0, …) ( …, w0, …) ( …, w1, …) ( …, w1, …)































Таблица 2. Орбиты, формируемые тестами типа MATS ++ и March C−
Table 2. Orbits formed by march tests MATS ++ and March C− 
Таблица 3. Орбиты, формируемые тестами типа March A
Table 3. Orbits formed by march tests March A 
Орбита Q0 Q1 Q2 Q3
Предыдущая
фаза теста
(…, w0, …) ( …, w0, …) ( …, w1, …) ( …, w1, …)
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ее активизации (sensitization) и ее обнаружения 
(detection) [6].
В общем случае, для кодочувствительных 
неисправностей условие активизации будет состо-
ять из операции записи 1 в базовую ячейку, выпол-
няющую переход из 0 в 1, и, наоборот, записи 0, 
осуществляющей переход из 1 в 0, для всех воз-
можных 2k–1 состояний в k–1 соседних ячеек. После 
выполнения каждого из переходов необходимо вы-
полнение операции чтения из базовой ячейки, что 
и будет являться условием обнаружения конкрет-
ной неисправности. Причем операция чтения может 
быть как в текущей фазе, так и в последующей, важ-
ным является то, что между изменением содер-
жимого базовой ячейки (выполнением перехода) 
и чтением ее содержимого не было промежуточ-
ных операций записи. При подобном тестировании 
базовой ячейки можно определить все пассивные 
и статические кодочувствительные неисправно-
сти. Для случая активных кодочувствительных не-
исправностей необходимо для базовой ячейки 
осуществить операции r0 и r1 при всевозможных 
изменениях состояний соседних ячеек. Более под-
робно рассмотрим эффективность обнаружения 
кодочувствительных неисправностей PNPSFk одно-
кратными маршевыми тестами.
Учитывая последовательное обращение 
к запоминающим ячейкам и единообразных 
операций записи для них, согласно структуре 
любого однократного маршевого теста памяти, 
можно выделить обнаруживаемые и необнару-
живаемые подмножества PNPSFk. Обнаружива-
емые неисправности определяются видом рас-
смотренных ранее орбит, генерируемых тестом. 
Например, формирование орбиты O0 фазой (r0, 
w1) в произвольных k ячейках реализует условие 
активизации k неисправностей PNPSFk следующе-
го вида 〈 0, 0, 0, ...0,↑, 1,1,1,...,1〉. При наличии 
соответствующей операции чтения, обеспечива-
ющей условие обнаружения, эти PNPSFk являются 
обнаруживаемыми. При условии, что тест фор-
мирует только одну орбиту O0 фазой (r0,w1), 
остальные k2k–k PNPSFk  будут относиться к мно-
жеству не обнаруживаемых данным тестом неис-
правностей. Отметим, что любой маршевый тест, 
по определению, формирует как минимум одну 
орбиту, которая обеспечивает условие активиза-
ции k неисправностей PNPSFk. Примером такого 
теста может быть тест MATS, генерирующий орби-
ту O0 фазой (r0,w1). 
Таким образом, минимальная полнота по-
крытия однократного маршевого теста, как про-
центное отношение количества QMIN(PNPSFk) =
k ×       ,   обнаруживаемых PNPSFk к их общему 
числу QТ(PNPSFk), принимает вид:
FCMIN(PNPSFk) =                          × 100% = 1/2
k × 100% (2)
Маршевые тесты MATS+: {(w0); 
(r0,w1); (r1,w0)} и MATS++: {(w0); (r0,w1); 
(r1,w0,r0)} формируют по две одинаковые ор-
биты O0 и O3, обеспечивающие активизацию k не-
исправностей PNPSFk вида 〈0,0,0,…0,↑,1,1,1,…, 
1〉и k неисправностей вида 〈0,0,0,…0,↓,1,1,1,…, 
1〉. Однако, только MATS++ обеспечивает об-
наружение 2k неисправностей PNPSFk, так как, 
в отличие от MATS+, в данном тесте обеспече-
ны условия обнаружения активизированных 
неисправностей. Операция чтения r1 в третьей 
фазе (r1,w0,r0) обеспечивает обнаружение 
неисправностей, 〈0,0,0,…0,↑,1,1,1,…, 1〉 ак-
тивизированных во второй фазе (r0,w1), а 
операция r0 в третьей фазе обнаруживает неис-
правности 〈0,0,0,…0,↓,1,1,1,…, 1〉, активизиро-
ванные в этой же фазе. Тогда полнота покрытия 
теста MATS+ будет равняться минимальной пол-
ноте покрытия FCMATS+(PNPSFk) = FCMIN(PNPSFk) = 2
–
k×100%, а теста MATS++ будет в два раза выше, т.е. 
FCMATS++(PNPSFk) = 2
1–k×100%. Такую же полноту 
покрытия PNPSFk можно достичь, применяя сле-
дующий тест {(w0); (r0,w1,r1,w0,r0,w1)}, во 
второй фазе которого формируются условия акти-
визации и обнаружения k неисправностей PNPSFk 
вида 〈0,0,0,…0,↑,1,1,1,…, 1〉 и k неисправно-
стей вида 〈0,0,0,…0,↓,1,1,1,…, 1〉.
Каждая из орбит, представленных 
в табл. 2, обеспечивает условие активиза-
ции конкретного вида PNPSFk, а именно O0: 
〈0,0,0,…,0,↑,1,1,1,…,1〉,O1: 〈1,1,1,…,1,↓,0,0,0,…, 
0 〉 , O 2 : 〈1 , 1 , 1 , … , 1 , ↓ , 0 , 0 , 0 , … , 0 〉 , O 3 :
〈0,0,0,…,0,↓,1,1,1,…,1〉. В тоже время, орбиты 
Q0, Q1, Q2 и Q3 обеспечивают обнаружение двух ви-
дов неисправностей, каждая, а именно орбиты Q0, 
Q1, формируют условие активизации неисправностей 
〈0,0,0,…,0,↑,0,0,0,…,0〉 и 〈0,0,0,…,0,↓,0,0,0,…, 
0〉, а Q2 ,Q3 〈1,1,1,…,1,↑,1,1,1,…,1〉 
и 〈1,1,1,…,1,↓,1,1,1,…1〉. Анализ орбит, пред-
ставленных в табл. 2 и 3 и обнаруживаемых с их 
помощью PNPSFk, позволяет сформулировать 
следующее утверждение, определяющее мно-
жество, состоящее из восьми неисправностей 
PNPSFk, обнаруживаемых однократными мар-
шевыми тестами.
Утверждение 1. К множеству обнаружи-
ваемых маршевыми тестами неисправностей 
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PNPSFk относятся такие их разновидности, для 
которых в соседних ячейках до базовой ячейки 
находятся значения все 0, либо все 1, после базо-
вой также находятся одинаковые значения, при-
чем независимо от значений в соседних ячейках 
до базовой ячейки.
Для случая k = 4, к обнаруживаемым не-
исправностям PNPSF4 относятся неисправности 
четырех различных классов, представленные 
в табл. 4. Остальные 40 неисправностей PNPSF4: 
〈↑,0,0,1〉,〈↑,0,1,0〉, 〈↑,0,1,1〉, … , 〈1,1,0,↓〉 
относятся к подмножеству не обнаруживаемых 
однократными маршевыми тестами неисправ-
ностей.
В случае произвольного k для класса с нуле-
вым индексом (i0) базовой ячейки и класса с ин-
дексом базовой ячейки (i(k–1)) обнаруживаемыми 
являются только по 4 неисправности PNPSFk, а для 
остальных классов по 8 неисправностей, как это 
видно, например, из табл. 4. Соответственно, мак-
симально возможное число QМАХ(PNPSFk) обна-
руживаемых неисправностей PNPSFk равняется
QМАХ(PNPSFk) = (4 + 8 × (k–2) +4)×      = 8 × (k–1) ×       (3)
Таким образом, максимально достижимая 
полнота покрытия для однократного маршевого 
теста принимает вид
FCMAX(PNPSFk) =                          × 100% =
=                    × 100%                                                          (4)
Вне зависимости от вида и структуры мар-
шевого теста, однократное его применение для 
произвольного начального состояния памяти и 
применяемой адресной последовательности не 
позволяет достичь полноты покрытия больше, 
чем величина определяемая выражением (4) [3, 
8]. Значения полноты покрытия экспоненциально 
убывают с ростом k, как это видно из табл. 5.
Существенный разброс полноты покрытия не-
исправностей от минимального до максимального 
значения, в особенности с ростом k, предопределя-
ет необходимость синтеза тестов обеспечивающих 
максимальную их эффективность при обнаружении 
сложных кодочувствительных неисправностей.
Построение маршевых тестов обеспе-
чивающих максимальную полноту покрытия 
PNPSFk. При синтезе маршевого теста с макси-
мальной полнотой покрытия FCMAX(PNPSFk) (4) 
неисправностей PNPSFk необходимым является 
обеспечение условий активизации и обнаруже-
ния каждого из восьми их видов, определенных 
в утверждении 1. Эти условия задаются прими-
тивами, определяемыми тремя последователь-
ными фазами теста, которые назовем предыду-
щая фаза, текущая фаза и последующая фаза.
Во-первых, отметим, что предыдущая 
фаза однозначно определяет начальное состоя-
ние k произвольных ячеек памяти, участвующих 
в конкретной неисправности PNPSFk. Текущая 
фаза, как правило, реализует условие активиза-
ции неисправности и, возможно, ее обнаруже-
ния. Третья фаза может не входить в примитив 
для конкретной неисправности, так как она ре-
ализует только условие ее обнаружения, кото-
рое может быть реализовано в текущей фазе.
В качестве примера рассмотрим случай 
неисправности 〈0,0,0,…,0,↑,1,1,1,…,1〉. Как 
Таблица 4. Обнаруживаемые неисправности PNPSF4
Table 4. Detected faults PNPSF
Классы PNPSF4 Неисправности PNPSF4
bi0 ni1 ni2 ni3: 〈↑,0,0,0〉, 〈↓,0,0,0〉,  〈↑,1,1,1〉,  〈↓,1,1,1〉
ni0 bi1 ni2 ni3:
〈0,↑,0,0〉, 〈0,↓,0,0〉,  〈1,↑,1,1〉,  〈1,↓,1,1〉, 
〈0,↑,1,1〉,  〈0,↓,1,1〉,  〈1,↑,0,0〉,  〈1,↓,0,0〉
ni0 ni1 bi2 ni3:
〈0,0,↑,0〉,  〈0,0.↓,0〉,  〈1,1,↑,1〉,  〈1,1,↓,1〉, 
〈0,0,↑,1〉,  〈0,0,↓,1〉,  〈1,1,↑,0〉,  〈1,1,↓,0〉
ni0 ni1 bi2 ni3: 〈0,0,0,↑〉,  〈0,0,0,↓〉,  〈1,1,1,↑〉, 〈1,1,1,↓〉






Таблица 5. Полнота покрытия (%) FCMAX(PNPSFk) и FCMIN(PNPSFk)
Table 5. Entirety of coverage (%) FCMAX(PNPSFk) and FCMIN(PNPSFk)
PNPSF2 PNPSF3 PNPSF4 PNPSF5 PNPSF6 PNPSF7
FCMAX(PNPSFk) 100 66,66 37,5 20,0 10,41 5,35
FCMIN(PNPSFk) 25 12,5 6,25 3,125 1,5625 0,78125
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было показано в предыдущем разделе, для об-
наружения данной неисправности необходи-
мо, чтобы предыдущая фаза вида (…,w0,…) 
обеспечила запись во все ячейки нулевых на-
чальных значений. Также как и в случае орбит, 
приведенная фаза может иметь произвольный 
вид при одном ограничении, что последняя 
операция записи должна быть w0, после кото-
рой могут применяться только операции чте-
ния. Текущая фаза (r0,w1) обеспечивает ус-
ловие активизации k неисправностей PNPSFk 
вида 〈0,0,0,…,0,↑,1,1,1,…,1〉. В последующей 
фазе (r1,…) операция чтения r1 обеспечива-
ет условие обнаружения всех k неисправностей 
〈0,0,0,…,0,↑,1,1,1,…,1〉. Применение такого 
примитива, состоящего из трех последователь-
ных фаз (…,w0,…), (r0,w1) и (r1,…), га-
рантирует обнаружение всех k неисправностей 
вида 〈0,0,0,…,0,↑,1,1,1,…,1〉.  В частном случае, 
приведенный примитив, представляет собой 
ранее рассмотренный маршевый тест MATS: 
{(w0); (r0,w1); (r1)}.
Следует отметить, что конкретная фаза 
маршевого теста может участвовать в раз-
личных примитивах, однако не более чем 
в трех. Например, в тесте March C−: { (w0); 
(r0,w1); (r1,w0); (r0,w1); (r1,w0);(r0)} 
вторая фаза (r0,w1) является предыдущей фа-
зой, третья фаза (r1,w0) – текущей, и четвер-
тая (r0,w1) – последующей фазой примитива 
обеспечивающего активизацию и обнаруже-
ние неисправности 〈1,1,1,…,1,↓,0,0,0,…,0〉. Та 
же четвертая фаза (r0,w1) является текущей 
фазой примитива, описывающего обнаруже-
ние неисправности 〈1,1,1,…,1,↑,0,0,0, …,0〉,    
и предыдущей в примитиве соответствующем 
неисправности 〈0,0,0,…,0,↓,1,1,1,…,1〉. Все 
множество примитивов и описываемые ими 
обнаруживаемые PNPSFk приведены в табл. 6.
Для конкретного вида PNPSFk неисправно-
стей 〈0,0,0,…,0,↑,1,1,1,…,1〉, примитив, обеспе-
чивающий их обнаружение, может состоять из 
двух фаз, предыдущей фазы (w0) и текущей 
(r0,w1,r1), в которой обеспечивается и активи-
зация и обнаружение указанных неисправностей. 
В обоих случаях минимальная временная слож-
ность примитивов равняется 4N. Однако с учетом 
того, что конкретная фаза маршевого теста может 
участвовать в нескольких примитивах, средняя 
и суммарная сложности примитивов, описываю-
щие обнаружение более чем одной неисправно-
сти PNPSFk, существенно меньше, как это видно 
на примере теста March C−. Временная сложность 
данного теста равняется 10N, а сам тест обнару-
живает четыре PNPSFk.
Более сложные примитивы могут обеспе-
чить условия активизации и обнаружения не бо-
лее чем двух видов PNPSFk. Это следует из того, что 
текущая фаза может сформировать только два пе-
рехода (↑, ↓) в базовой ячейке для каждого из че-
тырех состояний в соседних ячейках (см. Утвержде-
ние 1). Примером подобного примитива является 
случай обнаружения двух видов PNPSFk, а именно 
〈0,0,0,…,0,↑,1,1,1,…,1〉и 〈0,0,0,…,0,↓,1,1,1,…, 
1〉,   состоящим из предыдущей фазы (…,w0,…) 
и текущей, вида (r0,w1,r1,w0,r0,w1). Прими-
тив, представленный фазами (…,w1,…) и 
(r1,w0,r0,w1,r1,w0), описывает обнаружение 
этих же неисправностей〈0,0,0,…,0,↑,1,1,1,…, 
1〉примитива (…,w0,…), (r0,w1,r1,w0,r0,w1) 
и (…,w1,…), и (r1,w0,r0,w1,r1,w0) обе-
спечивают обнаружение следующих двух 
неисправностей〈1,1,1,…,1,↑,0,0,0 ,…,0〉 
и〈1,1,1,…,1,↓,0,0,0,…,0〉.
Используя два из четырех приведен-
ных примитивов, оказывается возможным 
построение маршевого теста, имеющего такую 
же покрывающую неисправности PNPSFk способ-
ность, как и тест March C−. Примером такого теста 
может быть тест {(w0); (r0,w1,r1,w0,r0,w1); 
(r1,w0,r0,w1,r1,w0)}, обнаруживающий, так же 
как и March C−, четыре неисправности  PNPSFk.
Для получения максимально возможной 
полноты покрытия (4), достижимой в рамках од-
нократного маршевого теста, необходимо исполь-
зовать примитивы, обеспечивающие покрытие 
PNPSFk соответствующих орбитам Q0, Q1, Q2 и Q3. 
Аналогично, как и для случая неисправностей, опи-
сываемых орбитами O0, O1, O2 и O3, получим при-
митивы, состоящие из двух фаз. Примитив, состоя-
Таблица 6. Примитивы, формируемые тестом March C−
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щий из предыдущей фазы (…,w0,…) и текущей 
(r0,w1,r1,w0,r0) фазыы, описывает условия об-
наружения неисправностей 〈0,0,0,…,0,↑,0,0,0,…, 
0〉,  и 〈0,0,0,…,0,↓,0,0,0,…,0〉,  а примитив (…
,w1,…) и (r1,w0,r0,w1,r1) неисправностей 
〈1,1,1,…,1,↑,1,1,1,…,1〉 и 〈1,1,1,…,1,↓,1,1,1, 
…,1〉. Отметим, что в двух предыдущих прими-
тивах обнаружение неисправностей обеспечи-
вается в текущей фазе каждого из них за счет 
соответствующих операций чтения. В случае пер-
вого примитива, состоящего из предыдущей фазы 
(…,w0,…) и текущей (r0,w1,r1,w0,r0), факт 
наличия неисправности 〈0,0,0,…,0,↑,0,0,0,…, 
0〉 определяет операция чтения r1, а наличие 
неисправности  〈0,0,0,…,0,↓,0,0,0,…,0〉, вторая 
операция чтения r0 текущей фазы. Присутствие 
неисправности 〈0,0,0,…,0,↓,0,0,0,…,0〉 может 
быть определено и в последующей фазе, которая 
должна начинаться с операции чтения r0. Соот-
ветственно, можно показать, что примитив, состо-
ящий из предыдущей фазы (…,w0,…), текущей 
фазы (r0,w1,r1,w0) и последующей (r0,…), 
обеспечивает ее обнаружение. В тоже время обна-
ружение неисправностей 〈1,1,1,…,1,↑,1,1,1,…,1
〉 и 〈1,1,1,…,1,↓, 1,1,1〉 также может быть обе-
спечено примитивом, состоящим из трех фаз, а 
именно, предыдущей фазы (…,w1,…), теку-
щей фазы (r1,w0,r0,w1) и последующей фазы 
(r1,…).
Описанные ранее процедуры построения 
примитивов и их конкретные виды, приведенные 
выше, позволяют синтезировать маршевые те-
сты, однократное применение которых позволя-
ет обеспечить максимальную полноту покрытия 
PNPSFk, определяемую соотношением (4). При-
мером результата такого синтеза может быть тест 
{(w0); (r0,w1,r1,w0,r0); (r0,w1,r1,w0,r0,w1); 
(r1,w0,r0,w1,r1); (r1,w0,r0,w1,r1,w0)}, слож-
ность которого равняется сложности 23N извест-
ного теста March PS, имеющего максимальную 
полноту покрытия в классе PNPSFk [20].
Объединение примитивов различной слож-
ности позволяет синтезировать более простой 
маршевый тест March OP, имеющий меньшую 
временную сложность равную 18N. Это тест имеет 
вид (5), а его примитивы, обеспечивающие обна-
ружение всевозможных неисправностей PNPSFk 
приведены в табл. 7.
March OP {(w0); (r0,w1); (r1,w0); (r0,w1); 
(r1,w0,r0,w1); (r1,w0); (r0,w1,r1,w0,r0)}      (5)
Результатом применения различных комби-
наций примитивов могут быть тесты запоминаю-
щих устройств, обладающие требуемой полнотой, 
как правило, максимальной, в классе PNPSFk и име-
ющие различную временную сложность. Однако, 
тестом с максимальной полнотой покрытия PNPSFk 
и имеющим минимальную временную сложность, 
по мнению авторов, является тест March OP (5). 
Следует отметить, что, используя понятия прими-
тивов, можно синтезировать тесты запоминающих 
устройств, позволяющих обнаруживать и другие 
разновидности их сложных неисправностей.
Заключение. В представленной статье по-
казана взаимосвязь между орбитами, формиру-
емыми маршевыми тестами, и их способностью 
обнаруживать сложные кодочувствительные 
неисправности PNPSFk. Показано, что наличие 
минимального подмножества из восьми типов 
орбит при реализации маршевого теста является 
необходимым условием достижения максималь-
ной полноты покрытия тестом PNPSFk неисправ-
ностей. Определены понятия примитивов и по-
Таблица 7. Примитивы, формируемые тестом March OP
Table 7. Primitives generated by the March OP
Фазы 




Текущая (r0,w1) (r1,w0) (r0,w1)
 ( r 1 , w 0 , 
r0,w1);
(r1,w0);
 ( r 0 , w 1 , 
r1,w0,r0)
Последующая (r1,w0) (r0,w1)
 (r 1 , w 0 , 
r0,w1)
(r1,w0);












1 , ↑ , 0 , 
0,0,…,0〉
〈1,1,1,…,
1 , ↓ , 1 , 
1,1,…,1〉;
〈1,1,1,…,
1 , ↑ , 1 , 
1,1,…,1〉
〈0,0,0,…,
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казаны их примеры, а также результаты синтеза 
маршевых тестов обеспечивающих требуемую 
полноту покрытия заданных видов PNPSFk. При-
веден пример маршевого теста с максимальной 
полнотой покрытия, имеющий минимальную 
временную сложность.
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