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Abstract
This thesis focuses on a Learning Classifier System (LCS) as one of data mining
methods, proposes the four LCSs that can acquire knowledge from uncertain data,
and aims at investigating the effectiveness of the proposed LCSs through the gen-
eral benchmark problem. For this purpose, this thesis starts to classify the uncertain
data as (i) the uncertain input and/or output in data and (ii) the uncertain eval-
uation of data, and explores the mechanisms that can cope with the two types of
the uncertain data to incorporate them with Accuracy-based Learning Classifier Sys-
tem (XCS) as the major conventional LCS. Concretely, this thesis proposes XCS
based on Estimated Reward (XCS-ER) for the uncertainty (i), XCS based on Range
of Reward (XCS-RR) for the uncertainty (ii), XCS based on Estimated Correctness
(XCS-EC) and XCS based on Reward Group (XCS-RG) for the both uncertainties
(i) and (ii). Note that XCS-EC is extended from XCS-ER while XCS-RG is extended
from XCS-RR. Through the intensive comparison of the proposed LCSs with XCS
on the Multiplexer problem which is modified to add the noise in data to simulate
the uncertain data, the following implications have been revealed: (1)XCS-ER and
XCS-RR can acquire the optimal generalized classifiers which result in a high correct
rate of the data classification in the uncertainties (i) and (ii), respectively; (2) XCS-
EC and XCS-RG can acquire the optimal generalized classifiers in all uncertainties;
(3) In the uncertainty (ii), XCS-RR, XCS-EC, and XCS-RG can acquire the optimal
generalized classifiers even if the shape of the reward distribution is normal, uniform,
exponential, etc. ; (4) XCS-ER, XCS-EC, and XCS-RG can acquire the optimal gen-
eralized classifiers in the uncertainties that can be combined with the uncertainties
that can be handled; (5) The analytical applicable range of each proposed method is
acquired by the conditions that must be met by an accurate classifier.
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?????????????, ????????????????, ?????????
??, ???????, ????????????
KDD???????????????????????????? [4], ??????
?????: ??????????? [5]?, ???????????: ????????
? [6] ? eXtreme Gradient Boosting[7]???? IF–THEN ????????????
????? [8]?????????????????????????????????
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????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
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?????????? 1 ????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
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正しさ・適応性
(人間にとっての)
解釈性
IF ○○ THEN △
②線形・
非線形分類器
①深層学習
③決定木の
組み合わせ ④IF-THENルールの集合
単純な分類器の集合
一つの複雑な分類器一つの複雑な分類器
単純な分類器の集合
? 1.1 ????????????
(if) 11010 (then) 1: 正解
(if) 01010 (then) 1: 正解
(if) 11011 (then) 1: 正解
(if) #101# (then) 1: 正解一般化
#: don’t-care
入力 出力
(if) 01011 (then) 1: 正解
? 1.2 ?????????
???????????????? IF–THEN ??????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
??????????????????????????? x ???????????
??????????????????????
??????????????????????????????????????
???????????????????????????????????????
?????? IF–THEN ?????????????????? (Learning Classifier
System: LCS)[9]??????LCS???? IF–THEN??????????????
1.2???????????????????????????????? “don’t-care”
?????#??????????????????????????????????
????????????????????????????????? 3??????
??????????????????????????????????????#?
????????????????????????????????????????
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??????????????????????????????????????LCS
?????????????????????????? LCS(Accuracy-based LCS:
XCS)[10]????????????????????????????XCS?????
???????????????????????????????#????????
????????????????????????????????????????
?????????????????????
????????????????????????????????????XCS
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
?????????????????????? XCS???????????????
????????????????????????????????????????
????????????????????????????????????????
??????????? #???????????????????????????
????????????????????????????????????????
????????????????????XCS ?????????????????
?????????
???????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
??????XCS???????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
??????????XCS?????????????????????????
1.2 ??
???????????????????????????????????????
???????????????????????????????????????
Multiplexer?????????????????????????Multiplexer???
???????????????? LCS?????????????????????
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??(1)????????????????????????????????????
????????????(2)??????????????????????????
????????
1.3 ???
????????????????? 1 ????????????????????
???????????????????????????? LCS?????????
????????????????????????????????????????
????????? 2??????????????????????????????
(i)???????????? (ii)????????????????????????
????????????????????????????????????????
????? 3???????????? (Learning Classifier System: LCS)?????
???? LCS??????????LCS?????????????????????
??????????? (Accuracy based LCS: XCS)???????????????
??? 4????????? LCS????????????Multiplexer??????
?????????? (i)?????????????? (ii)????????????
???Multiplexer???????????????????????????????
????
? 5 ??? (i) ???????????????????????????????
??????????????? (XCS based on Estimated Reward: XCS-ER)???
??XCS???????????????????????????????????
???????????????XCS? XCS-ER? (i)??????????????
Multiplexer ????????????????????? XCS-ER ????????
????? 6??????????????????????????????????
??????????????????? (XCS based on Range of Reward: XCS-RR)
?????XCS????????????????????????????????
??????????????????????????XCS? XCS-RR? (ii)???
??????????????Multiplexer????????????????????
? XCS-RR????????????? 7????????? (i)?????? (ii)?
????????????????????????????????????????
?????????? (XCS based on Reward Group: XCS-RG) ?????????
??????????? (XCS based on Estimated Correctness: XCS-EC) ?????
XCS-RG ? XCS ????????? Recording table ??????????????
????????? XCS-EC ? XCS ??????????????????????
????????????????????????????XCS ? XCS-RG ???
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XCS-EC? (i)?????? (ii)?????????????????Multiplexer??
??????????????????? XCS-RG ??? XCS-EC ????????
????
? 8?????????????????????????????????????
?????????????????????????????? 5 ???? 7 ???
?????????????????????????? 9 ??? 4 ????????
????????????????????????????????????????
??????????????? 10???????????????????????
???
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? 2?
?????????
???????????????????????????????????????
??????????????????????????????????????, ?
????????????????????????????????????????
????????????????????????
2.1 ???????
2.1.1 ?????????????
???????????????????????????????? 2.1?????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????/
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
???
???????????????????????????? 2.2?????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
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×日
雨
△日
雨
? 2.1 ????????????
×日
曇り
×日
雨
? 2.2 ????????????
□日
湿度: 80%
×日
湿度: 70%
? 2.3 ????????????????
????????????????????????????????????????
2.1.2 ??????????????
???????????????????????????????????????
????????????????????????????????????????
???????????????????????????????????????
????????????????????? 2.3?????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
??????????????????????????????????XCS???
????????????????????????????????????????
??????????????????????????????????
???????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
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??????????? (i)?????????????? (ii)???????????
????????????????????????????????????????
???????????????????????????????????????
????? 5%?????????? [11, 12, 13]?????????????????
?????????????????????????
2.2 ????????????
???????????????????????????????????????
?????????????????????????????
2.2.1 ????????
???????????????????????????????????????
???????? [14]??????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
???????????????????????????????
2.2.2 ???????????????
?????????????? 2.1??????(i)????????????????
????????, (ii) ???????????????????????????, (i)
??? (ii)???????????????????????????????????
LCS ?????????????????????????????????????
????????????????????????????????????????
???????????????????????????????????
(i)????????????????????????
Lanzi ??????????????????? LCS ??? XCSMH ??????
[15] ? 2.4?????????? S????? G??????????? 8?????
?????????????????????? T????????????????
???????? 2??????? 2.4????????????????????? 2
????????? G?????????????????????????????
???????????????????????????????????2????
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? 2.1 ???????????????
入出力における不確実性
無し 有り
判
定
の
信
憑
性
に
お
け
る
不
確
実
性
無
し
・LCS
前状態の情報付加により識別[Lanzi, 99a]
評価のばらつきを把握し許容[Lanzi, 99b]
・NN, SVM, RF
一度モデルを作り誤ったデータを除く[Lee, 
18], [Zhang, 18], [Khoshgoftaar, 04], [Gil, 19]
有
り
・LCS
複数の評価を数値化し
ばらつきを閾値で許容
[Nazmi, 18]
・線形回帰
サンプリングにより評価の
ばらつきの影響軽減
[Granichin, 02], [Digailova, 00]
・LCS
データを分割しアンサンブル[Liu, 18], 
[Abedini, 09], [Rojanavasu, 09]
・線形回帰
データの変形(正規化等)によりばらつきの
影響を軽減[Guo, 95], [Guo, 94], [Solo, 94]
S G
問題点
識別不可かつ
適切な行動が異なる
? 2.4 ????????????
??????? 2.5???????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
?????????????????????
Lanzi??????????????????? LCS??? XCSµ??????[16]
???? S????? G?????????????? 2.6????????????
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S G
T
T
T
直前の入力 直前の出力
+ 右
T
T
T
直前の入力 直前の出力
+ 左
? 2.5 ????????????
G
ゴール報酬: 無し
ゴール報酬: 有り
? 2.6 ??????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
???????????????????????????????????????
???????????????????????????????????????
???????????????????????????????????? (a)
????????????????????????????????????????
???(b) ???????????????????????? 2 ??????? [14]?
??????????? LCS??????????????
• (a)???????????????????????????????????
???????
(a) ?????(a-1) ??????????????????????????
?, (a-2) ???????????????????????????????
(a-3) ?????????????????????????????????
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?????? (a-1) ???????????????????????????
????????????????????????????????????
????????????????????????????????? [17] ?
????????????????????????????????????
[18, 19, 20, 21] ?????????????????????????????
?????????????????????????????????????
[22, 23, 24, 25]??? (a-2)????????????????????????
?????????????????????????????????????
????????????????????????????????SVM??
???????????? [26], ??????????????????????
??? [27], ?????????? k????????????????????
??????????????? [28], ???????????????????
??? [29]??????????? C4.5??????????????????
?????????????????????????????????? [30]?
????????????? k ???????????????? SVM ???
???????????????????????????? [31, 32, 33]???
???? k????????????????????????????????
???????? [34, 35, 36] ??????????????????????
?????????????????? [37, 38]????????(a-3)????
??????????????????????????????k??????
????????????????????? [39] ?????????????
?????????????? [40]????????
• (b)???????????????????????
(b)???? (b-1)??????????????????? (b-2)?????
???????????????????? (b-1)??????????????
?????????????????????????????????????
???? [41, 42, 43]???????????????????????????
???????????????? [44]?????? (b-2)??????????
?????????????????????????????????????
?????? [45] ? SVM ????????????????????????
????????? [46]???????????????? λ????????
???????????????????? [47, 48]????
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(if) 111 (then) 1: 正解90%
(if) 011 (then) 1: 正解100%
(if) 110 (then) 1: 正解70%
(if) #11 (then) 1: 正解95%一般化
#: don’t-care
入力 出力
? 2.7 ???????????????????????????????
(ii)???????????????????????????
Nazmi??????????????????????? LCS??? PRBF???
???[49] ???????????????????????????????????
???????????????????????????????????????
????????????????????????????????????????
?????????? 2.7???????????? 90%? 100%?????????
???????????????????? 70%?????????????????
????????????????????????????????????????
????????????????????????????????????????
???????????????????????????????
LCS ????????????????????????????????????
?????? [50, 51]??????????????????????????????
??????????????????????????????? [14]?
(i)??? (ii)???????????????????
???????????? LCS????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????? p??????????????????????????
????????????????????????????????????????
??????????????????????????????
?????????????? LCS??????????????????????
?????????? LCS ?????????????? LCS ??????????
????????????????????????????????????????
??????????????????? LCS? Gershoff?? [52], Abedini?? [53],
Zhu ?? [54], Debie ?? [55] ????????????????? LCS ? Liu ??
[56, 57], Gao?? [58, 59, 60], Rojanavasu?? [61], Lanzi?? [62, 63]??????
???????????????????? LCS?????????????????
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????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
?????????????
LCS ????????????????????????????????????
????????????, ???????????????????????????
????????????????????????? [64, 65, 66, 67]?
2.3 ???????????????
???????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
???????????????????????????????????????
????????????????????????????????????
(i)?????????????????????????????????????
???????????????????????????????????????
???????????????????????? (i)??????????????
??? XCS-ER ??????(ii) ????????????????????????
???????????????????????????????????????
? 2 ??????????????? (ii) ????????????????????
XCS-RR????????????????????????????????????
?????????????? (i)??? (ii)???????????????????
????????????????????????????????????????
???????????????????????????????????????
????? XCS-EC??????????????????????????????
???????????????????????????????????????
?????????? XCS-RG??????? 2.8????????????????
??????? XCS-ER ???? XCS-RR ???????????????????
???????????????????????????????? XCS-EC???
XCS-RG??????????????
????????????????????? 2.2????©??????????×
????????????XCS-ER??? XCS-RR? (i)?????????????
?? (ii)????????????????????????XCS-EC??? XCS-RG
???????????????????????????????????????
– 13 –
XCS-ER
XCS-EC
XCS-RR
XCS-RG
(i)入出力における不確実性および
(ii)判定の信憑性における不確実性への対応
入出力対におけるクラスタリングされた評価の
組み合わせによる正確性の判定
(i)入出力における不確実性および
(ii)判定の信憑性における不確実性への対応
入出力対における期待値による
評価のクラスタリング(正誤に二極化)
(i)入出力における不確実性への対応
入出力対における最多評価の採用
(ii)判定の信憑性における不確実性への対応
評価のクラスタリング(正誤に二極化)
? 2.8 ???????????????
? 2.2 ??????????????
????? (i)????
???????
(ii)???????
???????
(i)+(ii)????
????
????????
???????
(XCS-ER)
© × ×
??????????
(XCS-RR)
× © ×
????????
??????
??????????
(XCS-EC)
© © ©
????????
??????????
???????????
??????
(XCS-RG)
© © ©
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? 3?
?????????
LCS ????????????????????????????????????
????????????????????????????????????????
??????????????????????
3.1 ???????
????????? (LCS) ????? (Reinforcement Learning : RL)[68] ????
?????? (Genetic Algorithm : GA)[69] ???????????????????
? 3.1 ????????? LCS ????????????????????????
?????????????????????????????????? LCS???
????????????????????????????????????????
??????????????????????? LCS??????????????
????????????????? R, 0??????????? R ? 1000????
????????
学習器入力と
正解の出力
データセット
学習による分類器生成
環境
データセット
+
正誤判定(報酬)
LCS
入力
出力
報酬
学習によるルール生成
(if) 00# (then) 0:   100%
(if) 10# (then) 0:   0%
入力 出力正解率
=
一般的な学習器 学習分類子システム
? 3.1 ?????????
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3.2 ????????????
3.2.1 ?????????
?????????? Holland????? Cognitive System[70]?????????
?????????????? [71]??????????? [72]??????????
???????????????????????????????????????
????????????????????????????????????????
???????????????????????????????????????
???????????????????????????????????? XCS?
sUpervised Classifier System (UCS)[73]? Zeroth-level Classifier System (ZCS)[74]?
????????????????????????????????????????
???????????????????????????????????????
???????????????????????????????????????
?????????????????????????? [75]????????????
???? GABL(GA Batch concept Learner)[76]? GAssist[77]? BioHEL[78]???
???
???????????????????????????????????????
????????????????????????????????????????
???????
3.2.2 ?????????????????
???????????????????????????????????????
??????????? [74]??????????????? [10]? 2???????
????????????????????????????????????????
????????????????????????????????????????
?? ZCS ??? UCS ?????????????????????????????
????????????????????????????????????????
??????????????????????? XCS??????????????
????????????????????????????????????????
????????????????????????????????????????
?????????????????????
??????????????? [74] ??????? [10] ? 2 ?????????
????????????????????????????????????????
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XCS
(if) 110 (then) 1: 正解
(if) 010 (then) 1: 正解
(if) 111 (then) 1: 不正解
(if) #10 (then) 1: 正解
一般化
入力 出力
環境
評価
? 3.2 LCS???????????
? ZCS?????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????? XCS? UCS????????????????????????
????????????????????????????????????????
????????????????????????????????????????
???????????????? [79]?
3.2.3 ????????????
???????????????????????????????????????
? XCSF[80, 81]?????????????? [82, 83, 84]????????????
???????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
?????????????????????????
3.3 ????????????????
???????????????????????????????????????
????????????????????????????????????????
?????????? XCS??????
? 3.2????????????????????????????????????
??????????????????????????????????? ? 3.3 ?
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
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一般化
(if) 001 (then) 0:   100%
入力 出力 正解率
(if) 000 (then) 0:   100%
入力 出力 正解率
(if) 00# (then) 0:   100% 正確
正確性
(if) 111 (then) 0:   0%
(if) 101 (then) 0:     0% (if) 1#1 (then) 0:   0% 正確一般化
(常に不正解)
(if) 101 (then) 0:   0%
(if) 000 (then) 0:   100% (if) #0# (then) 0:   50%一般化
(正解/不正解混在)
(常に正解)
? 3.3 ???????
環境
1) 実行部 2) 強化部
Population [P]
#011   01 43 .01 10 .99
𝐶 𝐴 𝑝 𝜖 𝜖0 𝐹
11##   00 32 .13 10 .09
#0##   11 14 .05 10 .52
001#   01 27 .24 10 .03
#0#1   11 18 .02 10 .92
1#01   10 24 .17 10 .15
Match Set [M]
#011   01 43 .01 10 .99
𝐶 𝐴 𝑝 𝜖 𝜖0 𝐹
#0##   11 14 .05 10 .52
001#   01 27 .24 10 .03
#0#1   11 18 .02 10 .92
Prediction Array  P(A)
nill 42.5   nill 16.6
𝑃 00 𝑃 01 𝑃 10 𝑃(11)
Action selection
Action Set [A]
#011   01 43 .01 10 .99
𝐶 𝐴 𝑝 𝜖 𝜖0 𝐹
001#   01 27 .24 10 .03
状態: 0011 行動: 01
3) 発見部
報酬
パラメータ
更新
包摂遺伝的
アルゴリズム
選択削除
? 3.4 XCS????????
??????????
3.3.1 ??
???????
XCS????????? 1??????????????????????????
??1??????? 3.4??????1)???, 2)???, 3)???? 3??????
????????? (Population: [P ])??????????????? “0011”???
?? [P ]?????????????????? (Match Set: [M ])???????[M ]
????????????????? P ?????????????????????
??? “01”???????[M ]????? “01”???????????? (action set:
[A])????[A]????????????????????????????????
? [P ]???????
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???
XCS ???? cl ? IF–THEN ????????????????????????
??????????????????????? 0 ??? 1 ???????????
??????IF–THEN ??????? (condition: C) ??????? L ?????
C ∈ {0, 1,#}L ???????????# ??? (don’t care) ???????????
???????????????????????????????????????
??????“10###” ?????? “10000”, “10001”, “10010”, “10011”, “10100”,
“10101”, “10110, “10111”? 8???????????????? IF–THEN????
??? (action: A)???????????????????????????????
?????? IF–THEN????????????????????? (prediction: p),
?? p???????????? ρ????? (error: ϵ), ??? (fitness: F ), ????
(experience: exp), ????????? (timestamp: ts), ?????????????
??? (actionset size: as)?????? (numerosity: n)???????? cl????
??????? ∗???? cl.∗??????
3.3.2 ???????
? 3.5? XCS????????????????????????????????
??, ????, ?????, ???????, ???????, ?????? 6????
????????????????????????
1) ???
?????????????????????????????????? [P ]???
????????????????????????[M ]??????????????
?????????? 0???? 1?????????????????? #????
????????????????????? Algorithm 1????2????????
??????????????????????? 3????????????????
????????????6???????????????????????????
??????????????? θmna ?????????? (covering)???????
??????????????????????????? C ???????????
?? P# ?#????????????????? A? [M ]????????????
??????????????????????????? p, ϵ, F, exp, as, n?????
??? pI , ϵI , FI , 0, 1, 1??????ts???? Iteration??????????????
????????????????
??????????????XCS??????????????????????
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初期生成
Step 1: 入力との照合
分類子集合
Step 2: 出力決定
Step 3: 正確性評価
Step 5: 新規分類子生成
Step 6: 分類子削除
入力
出力
報酬
Step 4: 分類子の一般化
環
境
? 3.5 XCS????????
Algorithm 1 ????? (Does Match)
1: for each attribute x in cl.C do
2: if (x ̸= # and x ̸= the corresponding attribute in input) then
3: return false: ???
4: end if
5: end for
6: return true: ??
????????????????????????????????????????
?????? ai ??????? (prediction array: P (ai))?????????????
????? ϵ-greedy[85]?????????
P (ai) =
∑
clk∈[M ]|ai clk.p× clk.F∑
cll∈[M ]|ai cll.F
(3.1)
ϵ(XCS?????????????? pexplr)???? P (ai)????????????
????1−ϵ???? P (ai)????????????????????????[M ] |ai
??[M ]???????? ai ?????????????[M ]????????????
??? nil????????????????????????? Algorithm 2????
1??????????????????2????????????? 4??????
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Algorithm 2 ???? (Select action)
1: if RandomNumber[0,1) < pexplr then
2: return a ronedomly chosen action from those notnil in P (a): ???????
??
3: end if
4: return the best action in P (a): ???????????
XCS入力: 011 (if) 0#1 (then) 1    100%
(if) #1# (then) 0        0%
入力 出力
(if) ##1 (then) 1      95%
(if) 01# (then) 0      10%
ルール集合[P]
正解率
(if) 0#1 (then) 1    100%
入力 出力
照合集合[M]
正解率
(if) 1#0 (then) 1      95%
(if) 10# (then) 0        0% (if) ##1 (then) 1      95%
(if) 01# (then) 0      10%
(if) #1# (then) 0        0%
出力:0
出力:1
出力: 1
行動集合[A]
? 3.6 ????????????
???????????[M ]???????????????????????????
????? [A]???????????????? ai ????????????????
? 3.6 ????????? [A] ???????????????????? [P ]
??????? “011” ????????? {C : #1#, A : 0}, {C : 01#, A : 0},
{C : 0#1, A : 1}, {C : ##1, A : 1}? 4??????? 4?????? [M ]?????
??????????? 0?????????? 1?????????????????
? 1??????? [A]??????
2) ???
??????????????? ρ????? [A]????????????????
???????????? cl????? exp? 1?????????p, ϵ, as?????
???????β(β ∈ [0, 1])????????????????????????
cl.p← cl.p+ β(ρ− cl.p) (3.2)
cl.ϵ← cl.ϵ+ β(|ρ− cl.p| − cl.ϵ) (3.3)
cl.as← cl.as+ β(
∑
c∈[A]
c.n− cl.as) (3.4)
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XCS
報酬
入力 出力 獲得報酬
(if) 01# (then) 1:    R,       R,       R, …  100% 正確
正確性正解率
行動集合[A]
正解時報酬: R
不正解時報酬: 0
正解 正解 正解
? 3.7 ??????
????cl.exp? 1/β ??????????Widrow-Hoff?????????????
????????????Moyeme adaptive modifee (MAM)????? [86]?
cl.p← cl.p+ (ρ− cl.p)/cl.exp (3.5)
cl.ϵ← cl.ϵ+ (|ρ− cl.p| − cl.ϵ)/cl.exp (3.6)
cl.as← cl.as+ (
∑
c∈[A]
c.n− cl.as)/cl.exp (3.7)
?????????? (accuracy : κ)??? F ??????????ϵ0 ???????
???????????????? α(α ∈ [0, 1])??? ν(ν ∈ (0,+∞))???????
??????????????????????????????
κ(cl) =
{
1 if ϵ < ϵ0
α
(
ϵ
ϵ0
)−ν
otherwise
(3.8)
? 3.7?????????????????? {C : 0#, A : 1}????? R?????
????????????????????? R ???????????? ϵ? ϵ0 ??
????????accurate?????? κ = 1????F ??????????????
???????????????? κ′ ??????????
κ′(cl) =
κ(cl)× cl.n∑
clA∈[A] κ(clA)× clA.n
(3.9)
????κ??? κ′ ???????????????? cl ?????????????
????????????????κ(cl), κ′(cl)??????F ????????????
cl.F ← cl.F + β(κ′(cl)− cl.F ) (3.10)
F ? 1???????????????? [A]???????????????????
????????????????????????????????????????
????????????????????????????
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XCS
(if) ##1 (then) 1
(if) #01 (then) 1
(if) 0#0 (then) 1
入力 出力
(if) ##1 (then) 1
(if) 0#0 (then) 1
入力 出力
ルール集合[P]から削除
行動集合[A]
行動集合[A]
? 3.8 ??????
3) ???
???????????????????????????????????????
F ???????????? [P ]??????????
??? [A]?????? [A]?????????? C ??????????????
???[A]?????????????????? θsub ?????????????[A]
?????? C ? #??????????????????????????????
????
• cl.exp > θsub
• κ = 1
• [A]?????? C ? #????????????
??? 3?????????????? #????????????????????
???????2 ????? clgen ? clspec ???????? C[i] ? clgen.C[i] ? # ?
????? clgen.C[i] ? clspec.C[i] ??????? clgen ? clspec ?????????
?????????[A] ????????????????????????????
???????????????????????????????????????
????????????????????????????????? n ?????
???? n ???????????????????????? 3.8 ????????
????????????? 3 ?????????????????????????
{C : ##1, A : 1}??? #???????????????????????? 3??
????? 1???????? {C : #01, A : 1}?????????{C : 0#0, A : 1}?
????????????????????? {C : #01, A : 1}? [P ]????????
GA? [A]????????? GA???????????????????????
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Algorithm 3 GA??????????? (Select offspring)
1: fitnessSum← 0: ?????
2: for each classifier cl in [A] do
3: fitnessSum← fitnessSum+ cl.F
4: end for
5: choicePoint← RandomNumber[0, 1) ∗ fitnessSum: ??????
6: fitnessSum← 0
7: for each classifier cl in [A] do
8: fitnessSum← fitnessSum+ cl.F
9: if fitnessSum > choisePoint then
10: return cl: ??????
11: end if
12: end for
? θGA ????????????GA???????????????????? F ?
[A] ??????????????????????????? 2 ??????????
??????? 2???????????[A]????????? GA????????
??????????????????? θGA ??????????????????
?????[P ]??????????[A]?? 2?????? [A]??? F ??????
?????????????????????????????? Algorithm 3????
2???? 3?????? fitnessSum?????5???????????7????
8??? 2???? 3??????????9???????????????????
???????? 2 ??????????????????????????????
??????? χ???????????????????? 2??????2????
????????? C ????? x???? y ?? (0 ≤ x, y < L)?????????
???????????? p, ϵ??? 2???????????F ??????????
??????????? 0.1[86]??????????????????????????
????????????????????????????????????????
n, exp??????? 1??? 0?????????????????????????
???????????? χ????????? 2????????????????
??????????????? Algorithm 4 ????1, 2 ????????????
? 3, 4?????????????????????????5, 6?????? n, exp
??????????8?? 19?????? 2???????20?? 25??????
p, ϵ, F ???????????27, 28?????? F ???????
????????????????????????????????????? µ
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Algorithm 4 ??????
1: parent1 ← Select offspring in [A]: ??????
2: parent2 ← Select offspring in [A]: ??????
3: child1 ← copy parent1: ??????
4: child2 ← copy parent2: ??????
5: child1.n = child2.n← 1: ?????
6: child1.exp = child2.exp← 0: ?????
7: if RandomNumber[0, 1)< χ then
8: x← RandomNumber[0, 1) × length of child1.C + 1
9: y ← RandomNumber[0, 1) × length of child1.C + 1
10: if x > y then
11: switch x and y
12: end if
13: i← 0
14: while i < y do
15: if x ≤ i and i < y then
16: switch child1.C[i] and child2.C[i]
17: end if
18: i++
19: end while
20: chilc1.p← (parent1.p+ parent2.p)/2
21: chilc1.ϵ← (parent1.ϵ+ parent2.ϵ)/2
22: chilc1.F ← (parent1.F + parent2.F )/2
23: child2.p← child1.p
24: child2.ϵ← child1.ϵ
25: child2.F ← child1.F
26: end if
27: child1.F ← child1.F × 0.1
28: child2.F ← child2.F × 0.1
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XCS
(if) # 0# (then) 1
(if) # 01 (then) 0
(if) # 01 (then) 1
(if) 0 0# (then) 1
accurateなルール
(if) # 0# (then) 1
(if) 0 01 (then) 1
交叉
突然変異
入力 出力
行動集合[A] ルール集合[P]
(if) #0# (then) 1:   未評価
(if) #01 (then) 0:   未評価
(if) 00# (then) 1:   accurate
(if) #1# (then) 0:  inaccurate
入力 出力
(if) #01 (then) 1:   accurate
(if) 0## (then) 0:  inaccurate
accuracy
優先的に
削除
優先的に
削除
? 3.9 GA????????????
????????????????????????????????????????
#?????????#????? #??????????????????????
???????????????????????? 2?????????? 2????
??????????????????????????????????????? n
??????????????????? [P ]????????????? n?????
???? N ??????????? F ??????????????????? cl ?
??????? (deletion vote)????????????
cl.exp > θdel ??? cl.F/cl.n < δ × avF itennInPopulation?????
deletion vote = cl.as× cl.n× avF itnessInPopulation/(cl.F/cl.n) (3.11)
??????????????
deletion vote = cl.as× cl.n (3.12)
????avF itnessInPopulation ? [P ] ????????????????????
??????δ(δ ∈ [0, 1])?????????????????????cl.F/cl.n???
????????????????????????????????????????
???????????????? n???????????????? 1??????
?? 0?????????? [P]????????
? 3.9 ? GA ???????????????????????????????
????????????????????????????? {C : #01, A : 1} ?
{C : 00#, A : 1}?????? {C : #0#, A : 1}? {C : #01, A : 0}????????
???????? [P ]??????????????????????????????
??????????????
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3.3.3 ??????
XCS???????? Algorithm 5????XCS????????????????
????? [P ]?????????2????[M ]??????3????4???? 6?
?? P (action) ????????????????? [M ] ???????[A] ????
??7???? 19???????????????????????????????
?? [A]????????????????????????????? GA?????
?????? [A]?????????????? GA????20???? 24?????
????? 1 ???????????????? GA ???????????????
??????????????????????
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Algorithm 5 XCS???????
1: while (! end of iterations) do
2: state ← environment: ?????? state?????
3: generate [M ]: [P ]?? state???????????
4: P (ai) =
∑
clk∈[M ]|ai clk.p × clk.F/
∑
cll∈[M ]|ai cll.F : [M ]??????????
??
5: action ← P (action): P (action)???????
6: generate [A]: [M ]?? action???????????
7: reward ← execute action: ????????????????
8: for all classifier cl in [A] do
9: cl.p← cl.p+ β(ρ− cl.p)
10: cl.ϵ← cl.ϵ+ β(|ρ− cl.p| − cl.ϵ)
11: cl.as← cl.as+ β(∑c∈[A] c.n− cl.as)
12: cl.exp← cl.exp+ 1
13: if ϵ < ϵ0 then
14: κ(cl) = 1
15: else
16: κ(cl) = α (ϵ/ϵ0)
−ν
17: end if
18: κ′(cl) = κ(cl)× cl.n/(∑x∈[A] κ(x)× x.n)
19: cl.F ← cl.F + β(κ′(cl)− cl.F )
20: if cl.exp > θsub and κ = 1 then
21: subsumptionF lag = true
22: end if
23: end for
24: if subsumptionF lag = true then
25: run subsumption: [A]??????????????
26: end if
27: if run GA then
28: generate new classifiers: ??????
29: delete classifier: ??
30: end if
31: end while
– 28 –
? 4?
????
4.1 Multiplexer??
? 2?????????????????????????????????????
??????????Multiplexer?? [87]????????????????????
? l = k + 2k(??? k ?????????)??? (b0b1...bl−1)?????? k ???
(b0b1...bk−1)? 10????????? d???????? k+ d?????? bk+d ??
???????????????? 4.1??????l = 11(k = 3)??? 11-Multiplexer
???????“01000110010”?????????????b0b1b2 → “010”? 10??
????? d = 2??????? b2+3 = b5 = 0??????????????????
? k ?????????????? 2k ??????????????????????
??????????????? k ??? (b0b1...bk−1)??k + d???? (bk+d)??
???????????????????????????????11-Multiplexer??
???????????????? 3 ??????????????????????
?????? 1?????? 4????????????????????XCS?? 4.1
??????????????????#(“don’t-care”)??????????????
??-??????????????????????????????????????
010 00110010
アドレスビット リファレンスビット
0   1   2   3  4   5   6   72(10)
? 4.1 11-Multiplexer??
– 29 –
11-Multiplexer?????????????????? 4???????????0,1?
??????????????????????? 24 × 2 = 32??????
? 4.1 11-Multiplexer?????????
??? ??? ??? ???
0000####### 0 100####0### 0
0000####### 1 100####0### 1
0001####### 0 100####1### 0
0001####### 1 100####1### 1
001#0###### 0 101#####0## 0
001#0###### 1 101#####0## 1
001#1###### 0 101#####1## 0
001#1###### 1 101#####1## 1
010##0##### 0 110######0# 0
010##0##### 1 110######0# 1
010##1##### 0 110######1# 0
010##1##### 1 110######1# 1
011###0#### 0 111#######0 0
011###0#### 1 111#######0 1
011###1#### 0 111#######1 0
011###1#### 1 111#######1 1
Multiplexer??????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
???????????????????????????????????????
4.2 ????????????
XCS?? 3.1??????????????? XCS???, ???????????
???????????????????, ?????????????????????
????????????????????????????? (i)?????????
???????????????????? (ii)??????????????????
?????Multiplexer??????????????????????????
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環境
データセット
+
正解/不正解
判定(報酬)
学習器
入力
出力
報酬
入力: 01000110110 入力: 01001110010
出力: 0出力: 0
報酬: R報酬: R
不正解
の関係
正解の評価
? 4.2 ?????????????
環境
データセット
+
正解/不正解
判定(報酬)
学習器
入力
出力
報酬
入力: 01000110110 入力: 01000110110
出力: 1出力: 0
報酬: R報酬: R
不正解
の関係
正解の評価
? 4.3 ?????????????
4.2.1 ?????????????
Multiplexer???? l ????????????????????????????
?? 4.2???????????????????? PI ???????????????
??????????Multiplexer???? k+ 1???????????? l− (k+ 1)
????????????????????????????????????????
????????????????????????????????????????
????????????????
4.2.2 ?????????????
Multiplexer ????????? 0 ??? 1 ? 2 ??? 2 ????????????
????, ??????????????????????????? 4.3??????
PO ????????????????????? PO ???/???????????
????????????????????????????????????????
???
4.2.3 ?????????????????
?????/???? 0/1000 ?????????????????????????
???????????????????? 4.4??????????????????
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環境
データセット
+
正解/不正解
判定(報酬)
学習器
入力
出力
報酬
入力: 01000110110 入力: 01000110110
出力: 0出力: 0
報酬: R + 𝜎𝑅報酬: R
曖昧な
評価
? 4.4 ?????????????????
??????????????????????????????? 0?????? σR
?????? N(0, σ2R)??????
4.3 ????
???????????????? (Correct rate)????????????????
?? (Population size) ???, ????? [O] ???????????, ????? F
????????????????????????????????????????
?????????????????????????????? 100????????
????????????????????????????????????????
??????? GA?????????????????????????????
• ??????
?????????????????????1???????????????
?????????????????????????????????????
???????? 1 ???????? 0 ???????????????? 1 ?
?????????????????????????????????????
?????????????????????????????????????
?????????????????????????????????????
???????? prediction array??????????????????, ??
?????????????????????????????? [P ] ????
???
• ???????
?????????? [P ]????????????????1????????
??????? [P ]????????????????????????????
?????????????????????????????????????
??????????????????????????????? GA????
??????????????????????? 4.1????????????
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行動集合[A]
(if) 01# (then) 1:      0.9            
(if) 0#0 (then) 1:      0.05            
(if) #1# (then) 1:      0.01              
(if) ### (then) 1:      0.04                 
評価値𝐹
例) 入力: 011, 出力: 1の場合
行動集合[A]
(if) 01# (then) 1:      0.9            
(if) 0## (then) 1:      0.04            
(if) #10 (then) 1:      0.03              
(if) ##0 (then) 1:      0.02                 
評価値𝐹
例) 入力: 010, 出力: 1の場合
? 4.5 ????? F ????
??????????
• ????? [O]????????
?????????????????????????????????????
?????????????????????????????????????
??????????? 4.1???????Multiplexer???????????
? (????? [O]) ???????????????????????????
? [P ]??????????? F ?????????? n??11-Multiplexer?
??????? 32????? [O]?????????????????????
[O]???????????????????????????????????
• ????? F ????????
????????????????????????????????? XCS?
? (3.9)?????????????????????????????????
??????????[88] ?????? [A] ??? F ????????????
??????????????? [O]????????????? [O]?????
????????11-Multiplexer?????? 32??????????????
[P ]???????????????????, ???? [O]?????????
?????????????????????????????????????
????? XCS? [O]??????????????????????????
???????????????????????????? 4.5?????? F
????????????? {C : 01#, A : 1}???? “011”????? “010”
????? F ???????????F ?????? XCS ?????????
???????????????????????? “011”??? “010”???
????????? {C : 01#, A : 1}????????????????????
??????????????????????? F ????????????
???
???????????????????????????????????????
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????????????????????????????????????????
? Kruskal-Wallis??? 2?????? Brunner-Munzel?????????????
??????????? 1%????
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? 5?
???????
??????????
?????????
???????????????? 4.2???? 4.3???????????????
???????????? R(1000???)? 0? 2????????????????
????????????????????????????????????????
(0??? 1000)??????????????????????????? (XCS based
on Estimated Reward: XCS-ER)??????
正しい入出力 実際に認識された入出力
000, 0:  正解
010, 0:  不正解
入力出力
000, 0
000, 0
000, 0 010, 0
010, 0
データ1 データ2 データ3 データ4 データ5
不正確
認識と評価に齟齬
正解 不正解 -正解 -(if) 00# (then) 0:
データ1 データ2 データ3 データ4 データ5 正確性XCS
正確正解 -正解 -(if) 00# (then) 0:
データ1 データ2 データ3 データ4 データ5 正確性
正解
目標
XCS
? 5.1 ????????????????
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分類子集合
[P]
行動集合[𝐴]入力: 010
if
01#, 1:       63           15
0##, 1:        3             5
66
正解と推測
照合集合
[M]
出力: 1
then 正解の回数 不正解の回数
20>
評価: 正解
? 5.2 XCS-ER???
5.1 ????????????????????
? 5.1 ???????????????????????????????????
XCS????????????????????????? XCS??????????
??????????????????????????????????? 2 ???
??? 4????????????????????????????????????
????? XCS??????? {C : 00#, A : 0}????????? “000”?????
???????? R???????? 0??????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????
???????????????????????????????????????
?????????????????? “???”?????????????????
????????????????????????????????????????
???? 0? R ????????????????????????????????
??????????????????????????????? 1????????
???????? 0? R ????????????????????????????
??????????????????????????
? 5.2? XCS-ER?????????????????????? [A]??????
????????????????????????????????????????
????????{?? : 010,?? : 1}?????????????XCS-ER????
???
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環境
1) 実行部 2) 強化部
Prediction Array  P(A)
nil    42.5   nil   16.6
𝑃 00 𝑃 01 𝑃 10 𝑃(11)
Action selection
状態: 0011 行動: 01
3) 発見部
報酬
遺伝的
アルゴリズム
選択削除
パラメータ
更新(前半)
𝑇𝜌, 𝑀, 𝜖
包摂
報酬推測機構
Population [P]
#011   01 43 .01 10 .99
𝐶 𝐴 𝑝 𝜖 𝜖0 𝐹
11##   00 32 .13 10 .09
#0##   11 14 .05 10 .52
001#   01 27 .24 10 .03
#0#1   11 18 .02 10 .92
1#01   10 24 .17 10 .15
Match Set [M]
#011   01 43 .01 10 .99
𝐶 𝐴 𝑝 𝜖 𝜖0 𝐹
#0##   11 14 .05 10 .52
001#   01 27 .24 10 .03
#0#1   11 18 .02 10 .92
Action Set [A]
#011   01 43 .01 10 .99
𝐶 𝐴 𝑝 𝜖 𝜖0 𝐹
001#   01 27 .24 10 .03
パラメータ
更新(後半)
𝐸𝜌, 𝜖0
? 5.3 XCS-ER????????
5.2 ??
5.2.1 ???????
XCS-ER? XCS???????????????????????????????
?????? 5.3????????????????????????????????
????????????????????????XCS-ER ???????????
????????????????????????????????????????
????????????????????????????????????????
???????????????????
5.2.2 ???
XCS-ER ????? XCS ??????? C,A, p, ϵ, F, exp, ts, as, n ???????
???? reward ??? M?????? ϵ0, ?????? reward ???????
Tρ=reward ?????????????? reward ?????? Eρ=reward ?????
???Tρ=reward, Eρ=reward ????? reward??????????????2???
?????Multiplexer???? Tρ=0, Tρ=1000, Eρ=0, Eρ=1000 ????
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5.3 ???????
5.3.1 ???
???????? p, exp, ts, as, n, Tρ=reward, M , ϵ???????? Eρ=reward, ϵ0,
κ, κ′, F ????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
?????????
???????????
???????????????????????????????????????
????????????? p, exp, ts, as, n????? XCS?????????? ϵ?
???? XCS????????????????????????? XCS???? [A]
??????????????????????????? ϵ????????????
??? reward?????????????? cl ∈ [A]???? cl.Tρ=reward ? 1??
??????? reward?????????????
cl.Tρ=reward ← cl.Tρ=reward + 1 (5.1)
????????????M ?????????
cl.M ← (reward− cl.M)/cl.exp (5.2)
??? ϵ ????????cl.Tρ=reward ??????? cl ?????????????
????????????????????????????????????????
????? cl.mfr ????ϵ? cl.mfr ? cl.M ????
cl.ϵ← cl.ϵ+ β(|cl.mfr − cl.M | − cl.ϵ) (5.3)
???????ϵ????????????????????????????????
????????????????????????????? Algorithm 6????3
???????? p, exp, ts, as, n? XCS??????????? Tρ=reward,M, ϵ??
????
??????
????????????????????????XCS-ER? [M ]???????
???????????????????collective????????????????
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Algorithm 6 ???????????
1: recieve reward: ?????????
2: for all classifier cl in [A] do
3: update p, exp, ts, as, n: XCS??????
4: cl.Tρ=reward ← cl.Tρ=reward + 1
5: cl.M ← (reward− cl.M)/cl.exp
6: cl.ϵ← cl.ϵ+ β(|cl.mfr − cl.M | − cl.ϵ)
7: end for
[M]
state: 0011
C A M
#011 0 900
exp
50
001# 0 1000 30
#0#1 0 950 40
C A M
#01# 1 100
exp
20
#0#1 1 0 50
0#11 1 200 40
𝐶𝑅𝐴=0 = 941.7 𝐶𝑅𝐴=1 = 90.9>
? 5.4 ??????
??????????????????????[A]????????????????
????????????????????????? CRA=a ??????????
??????XCS-ER ?????????????????????????????
?????? [A]??????????????[M ]????????????????
?????????? collective????
CRA=a =
∑
cl∈[M ]|A=a cl.M × cl.exp∑
C∈[M ]|A=a C.exp
(5.4)
????cl ∈ [M ] | A = a? [M ]?????????????? a?????? cl ??
????????????????????????????????????????
????????????? CRA=a ??????????? collective???????
?????????????????????? XCS-ER?????????????
??????????????????CRA=a ??????????????????
????????????????????Multiplexer ??????? 5.4 ?????
CRA=0 ??? CRA=1 ???????XCS-ER? 0? 1000? 2??????????
???????? 0? collective??? 1000???? 1? collective??? 0????
?????????????????????? Algorithm 7????1??? [M ]?
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Algorithm 7 ??????
1: divide [M ]: ????? [M ]????? collective???
2: for all collective [C] do
3: CRA=a = (
∑
cl∈[M ]|A=a cl.M × cl.exp)/
∑
C∈[M ]|A=a C.exp
4: end for
5: sort CR: ???? CR?????
6: estimate ρ′: ?? ρ′ ???
collective?????3??? CR?????5????? 6??? CR???????
?????????????????????????????????
???????????
?????????? [A]????????????? ρ′ ????????? 1??
???????????????????????????????? Eρ=reward ?
cl.Eρ=ρ′ ← cl.Eρ=ρ′ + 1 (5.5)
??????? 5.4????????? 0???????? Eρ=1000 ??? 1?????
???? Eρ=0 ???????
????ϵ0 ??????????{
cl.exp > 2numberof# × θRE
∃cl.Eρ=reward, cl.exp = cl.Eρ=reward (5.6)
???????? ϵ?????Maxϵ?????????θRE ???????????
??????????????????? C ??? #???? (numberof#)????
????????????????????????????????????????
??????? (5.6) ??????????????? ρ′ ? 1 ???????????
???????Maxϵ???? ϵ0 ?
cl.ϵ0 ← cl.ϵ0 + β(Maxϵ− cl.ϵ0) (5.7)
???????Maxϵ??? ϵ???????? (5.6)???????????????
???????? ϵ??????????????????????κ, κ′, F ?????
????????????????????? Algorithm 8????4????????
????????????5??????????????????6, 7???????
??????????????? ϵ0 ?????Maxϵ?????11???? 14???
??? ϵ0, κ, κ′, F ??????
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Algorithm 8 ???????????
1: recieve ρ′: ???????
2: initialize Maxϵ
3: for all classifier cl in [A] do
4: cl.Eρ=ρ′ ← cl.Eρ=ρ′ + 1
5: if cl.exp > 2numberof# × θRE and ∃cl.Eρ=reward, cl.exp = cl.Eρ=reward then
6: if Maxϵ < cl.ϵ then
7: Maxϵ = cl.ϵ
8: end if
9: end if
10: end for
11: for all classifier cl in [A] do
12: cl.ϵ0 ← cl.ϵ0 + β(Maxϵ− cl.ϵ0)
13: update κ(cl), κ′(cl), F : ????????XCS????
14: end for
5.3.2 ???
??
???????????????????????????????????????
??????????????????#?????????????????????
????????????????????????????????????????
????????????????????????C ???#???? (numberof#)
????????????????????????????????????????
?????????XCS???????? cl.exp > 2numberof# × θRE ????
• cl.exp > θsub
• cl.exp > 2numberof# × θRE
• κ = 1
• [A]?????? C ? #????????????
??????????XCS????????????????????
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5.4 ??????
XCS-ER ???????? Algorithm 9 ???????????????? XCS ?
?????????XCS-ER ????????????????????? [P ] ???
??????[M ] ??????2, 3 ????P(action) ???????????????
?? [M ]???????[A]??????4?? 6?????????????????
????????????? [A] ????????????????????8, 9, 10
??????? Algorithm 6 ????????????, Algorithm 7 ???????,
Algorithm 8??????????????????????????? GA?????
?????? [A]??????????????17???? GA?20????????
????????????????????????????????????????
????12?????????? 1??????????????? GA???????
??????????????????????????????
5.5 ??
5.5.1 ????
XCS-ER ????????????????????? 4.2.1 ????? 4.2.2 ?
?????????????????????????????????????
? PI = 0, 0.05, 0.1, 0.2 ? PO = 0, 0.1, 0.2, 0.25 ???????????????
(PI , PO) = (0.05, 0.2)????????PO = 0? PI = 0?????????????
?????????????????????????? 2 ????????????
???
• ??? U: ????????????????????????
• ??? V: ?????????? PI ???? PO ????????????
??? U (Uniform) ???????????????????????????? V
(Various)?????????????????????????????
5.5.2 ????
XCS ????????????????????? [89] ????????????
??????????? θmna = 2, P# = 0.35, pI = 0.01, ϵI = 0.01, FI = 0.01,
pexplr = 1.0, β = 0.2, ϵ0 = 10, α = 0.1, ν = 10, θsub = 20, θGA = 25, χ = 0.8,
µ = 0.04, N = 800, θdel = 20, δ = 0.1????XCS-ER??????????? θRE
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Algorithm 9 XCS-ER???????
1: while (! end of iterations) do
2: state ← environment: ?????? state?????
3: generate [M ]: [P ]?? state???????????
4: P (ai) =
∑
clk∈[M ]|ai clk.p × clk.F/
∑
cll∈[M ]|ai cll.F : [M ]??????????
??
5: action ← P (action): P (action)???????
6: generate [A]: [M ]?? action???????????
7: reward ← execute action: ????????????????
8: update parameters (first half): ???????????(Algorithm 6)
9: estimate reward ρ′: ?? ρ′ ??? (Algorithm 7)
10: update parameters (second half): ???????????(Algorithm 8)
11: for all classifier cl in [A] do
12: if cl.exp > θsub and κ = 1 and cl.exp > 2
numberof# × θRE then
13: subsumptionF lag = true
14: end if
15: end for
16: if subsumptionF lag = true then
17: run subsumption: [A]??????????????
18: end if
19: if run GA then
20: generate new classifiers: ??????
21: delete classifier: ??
22: end if
23: end while
???? L????? θRE = 2?????Iteration? 1,000,000??????????
?????? 50, ???????????? 5??????????????? 4.3??
??????????, ??????????????? [O]??????????? F
????????????
5.5.3 ????
??????????? PI = PO = 0??????????????????? 5.5
????????????? PI = 0.05, 0.1, 0.2???? U?????????????
??????????? 5.6, 5.7, 5.8??sup{PI} = 0.05, 0.1, 0.2???? V?????
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? 5.1 PI = PO = 0??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 47 (94%) 47 (94%) 32.02
XCS-ER 50 (100%) 50 (100%) 32
??????????????????? 5.9, 5.10, 5.11??????????????
Iteration ???????????????????????????????????
????????? [O]??????????? F ?????????????? 5.1 -
5.7????
??????????? (PI = PO = 0)?XCS??? XCS-ER??????????
100%????????????????? XCS? 99.1, XCS-ER? 97.6? XCS-ER
??????? (p < 0.01) ?????????[O] ?????????? 32 ????
??????????????????????????? F ??????????
???? 32 ????????????????????????????? XCS??
? XCS-ER??????????????????????????????????
???
?????????? (PI)??????????????????????? U??
? PI = 0.05???? XCS-ER??????? 100%, ??????? 96.6, [O]???
??? 50????? F ????????? 32??????????????????
????????????XCS???????? 82.4%? 100%??????????
?????? 574.6?????? [O]??????? 0?????????? F ???
?????? 32????????????????????????????????
????????????????????????????????????????
?????????(p < 0.01) PI ??????? XCS-ER? PI = 0.2???????
??????? 69.9%?????????????????????????????
???????????????????????????????????????
??????? XCS-ER? XCS????????????(p < 0.01) ??? V???
XCS ? sup{PI} = 0.05, 0.1, 0.2 ????????????? U ??????????
???????????? 100%?????????????????????[O]??
?????????????? 0????? F ??????????? 32??????
??????XCS-ER? sup{PI} = 0.05, 0.1, 0.2?????????????????
100%?????????????? 100?????????????????? [O]?
????? F ????????? 32??????????? V??????????
?????????????????????????(p < 0.01)
?????????? (PO)??????????????????????????
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(a) ?????? (b) ???????
? 5.5 PI = PO = 0
? 5.2 ??? U: PI = 0.05??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 56.08
XCS-ER 50 (100%) 50 (100%) 32
? 5.3 ??? U: PI = 0.1??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 50.16
XCS-ER 49 (98%) 49 (98%) 31.66
? 5.4 ??? U: PI = 0.2??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 48.24
XCS-ER 0 (0%) 0 (0%) 14.88
????? PO = 0.2, 0.3, 0.4???? U??????????????????????
?? 5.12, 5.13, 5.14??sup{PO} = 0.2, 0.3, 0.4???? V?????????????
??????????? 5.15, 5.16, 5.17 ?????????????? Iteration ??
????????????????????????????????????????
?? [O]??????????? F ?????????????? 5.8 - 5.13????
??? U ?????? V ??????????????????????????
???????????XCS ???? U ?????? V ?????????????
100% ????????????????????????????????????
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(a) ?????? (b) ???????
? 5.6 ??? U: PI = 0.05
(a) ?????? (b) ???????
? 5.7 ??? U: PI = 0.1
(a) ?????? (b) ???????
? 5.8 ??? U: PI = 0.2
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(a) ?????? (b) ???????
? 5.9 ??? V: sup{PI} = 0.05
(a) ?????? (b) ???????
? 5.10 ??? V: sup{PI} = 0.1
(a) ?????? (b) ???????
? 5.11 ??? V: sup{PI} = 0.2
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? 5.5 ??? V: sup{PI} = 0.05??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0 (0%) 0 (0%) 52.34
XCS-ER 50 (100%) 49 (98%) 32.00
? 5.6 ??? V: sup{PI} = 0.1??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0 (0%) 0 (0%) 58.08
XCS-ER 50 (100%) 50 (100%) 32.00
? 5.7 ??? V: sup{PI} = 0.2??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0 (0%) 0 (0%) 52.40
XCS-ER 50 (100%) 49 (98%) 32.00
100???????????????????????? [O]???????? F ???
?????? 32?????????? XCS-ER? PO = 0.4???? U???????
???? 100%??????????? 100?????????????? [O]????
?? F ????????? 32???????????????????? XCS-ER?
XCS???????????????????????????(p < 0.01)
???????????? U???? V????? XCS-ER????? PI , PO ??
????????????????????????????????????????
PI = 0.1???? PO = 0.3?????? XCS-ER? [O]?????????????
????????? XCS-ER?????????????????????????
????????????????????????????????????????
?(PI , PO) = (0.05, 0.2)?????????????????????????????
?? 5.18 ????????? Iteration ?????????????????????
???????????? [O]??????????? F ?????????? 5.14?
???
??????????????????????????????????????
??XCS???????? 100%????????????????????????
???????????? 100???????????????????????? [O]
???????? F ????????? 32 ???????????XCS-ER ????
???? 100%???????? 100???????????? [O]?????? F ?
???????? 32???????????XCS-ER? XCS???????????
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(a) ?????? (b) ???????
? 5.12 ??? U: PO = 0.2
(a) ?????? (b) ???????
? 5.13 ??? U: PO = 0.3
(a) ?????? (b) ???????
? 5.14 ??? U: PO = 0.4
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(a) ?????? (b) ???????
? 5.15 ??? V: sup{PO} = 0.2
(a) ?????? (b) ???????
? 5.16 ??? V: sup{PO} = 0.3
(a) ?????? (b) ???????
? 5.17 ??? V: sup{PO} = 0.4
– 50 –
? 5.8 ??? U: PO = 0.2??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 52.62
XCS-ER 49 (98%) 47 (94%) 31.76
? 5.9 ??? U: PO = 0.3??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 48.78
XCS-ER 46 (92%) 32 (64%) 31.54
? 5.10 ??? U: PO = 0.4??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 47.06
XCS-ER 0 (0%) 0 (0%) 33.54
? 5.11 ??? V: sup{PO} = 0.2??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0 (0%) 0 (0%) 59.14
XCS-ER 50 (100%) 50 (100%) 32
? 5.12 ??? V: sup{PO} = 0.3??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0 (0%) 0 (0%) 53.52
XCS-ER 50 (100%) 50 (100%) 32
? 5.13 ??? V: sup{PO} = 0.4??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0 (0%) 0 (0%) 50.96
XCS-ER 50 (100%) 50 (100%) 32
????????????????(p < 0.01)
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(a) ?????? (b) ???????
? 5.18 (PI , PO) = (0.05, 0.2)
? 5.14 (PI , PO) = (0.05, 0.2)??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 49.8
XCS-ER 5 (100%) 4 (80%) 32.2
5.6 ??
5.6.1 XCS?????????????????
XCS ??????????????????????? (3.3), (3.6) ??? ϵ ???
????????????? (3.8)?????????????? ϵ0 ?????????
? 5.19? PI = 0.05????????????? {C : 0001#######, A : 1}? ϵ?
??????????? ϵ, ??????? exp????? (3.3)??? (3.6)?? ϵ??
???? ϵ??????? ρ???????????????????????????
???????????????????? ρ? 0??? 1000???????????
??????????????? ϵ0 ?????????????????? ϵ0 = 10?
???????????????????????? PI ??? PO?????????
????????????????????????????? ϵ??????????
???ϵ0 ????????????????????????????????????
?????????????XCS????????????????????????
??????? (3.8)?? ϵ?????? κ(cl)??????????F ???????
????????????????????????????????????????
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0 100 200 300 400
exp
0
100
200
300
400
²
? 5.19 XCS??????????? ϵ
??????? [P ]???????????????????????????????
???????????????????????
5.6.2 XCS-ER??????????????
XCS-ER ??????????????????????????????????
????????????????????????????????????[M ] ?
???????????????????????????????????????
???????????????????????????????????????
???????????????????????????? 5.20 ????????
{C : #011, A : 0}??? 0011??? 1011???????????? {C : 001#, A : 0}
??? 0010 ??? 0011 ???????????? {C : #0#1, A : 0} ??? 0001,
0011, 1001 ??? 1011 ????????????? 3 ?????????????
0011????????????????? CRA=0 ??? 0011???????????
???????XCS-ER? ϵ0 ???????????????????????? ϵ?
ϵ0 ????????????????????????????????? ϵ?????
?????????? ϵ????????????????? F ???????? F ?
??????F ???????????????????? [P ]???????????
????????????????????????????????????????
? exp ????????????????????????????????????
????????????????????????????????????????
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[M]
state: 0011
C A M
#011 0 900
exp
50
001# 0 1000 30
#0#1 0 950 40
C A M
#01# 1 100
exp
20
#0#1 1 0 50
0#11 1 200 40
𝐶𝑅𝐴=0 = 941.7 𝐶𝑅𝐴=1 = 90.9>
報酬10000
獲得回数
0
入力: 0011, 出力: 0
報酬10000
獲得回数
0
入力: 1011, 出力: 0
報酬10000
獲得回数
0
入力: 0001, 出力: 0
報酬10000
獲得回数
0
入力: 0011, 出力: 0
+
・・・+ +
? 5.20 XCS-ER???????
? 5.21(a) ??? 5.21(b) ? PI = 0.05 ??? PO = 0.2 ???? [O] ??????
?? XCS-ER ????????????????????????????????
???????????????????? 100Iteration ?????????????
?????????????, ??? Iteration????PI = 0.05????? PO = 0.2
????????? 100% ???????????????????????????
? XCS-ER??????????????????????????????????
???
???? 5.8?? XCS-ER? [O]???????????? 1??????????
???????????? 5.22???????????? [P ]???????????
?????????????????????? [P ]????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????? 5.2??? 5.8????????????
????????????????????????????? [O] ????????
??XCS-ER ???????????? [O] ???????????????????
?????
???????? XCS-ER?????????????????? PI = 0.05???
??????????PI = 0.1?????????????????????????
??????????????? [O]???????????????????????
PO = 0.3???????????????????????????????????
????? [O]??????
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(a) PI = 0.05????????????
0 200000 400000 600000 800000 1000000
Iteration
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(b) PO = 0.2????????????
? 5.21 ????????
0 200000 400000 600000 800000 1000000
Iteration
0
20
40
60
80
100
C
or
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ct
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te
? 5.22 PO = 0.2???? [O]??????????????????
5.6.3 XCS-ER???????????
XCS-ER?????????? θRE ????????? θRE ???????????
? 5.23?? 5.26??????????? (PO = 0.2)?????? θRE ? 0, 2, 5, 10?
????????????????????????????? Iteration??????
??????????????????????θRE = 0 ?????????????
?? 50%????????? 2?????????????????θRE = 0????
???????? ϵ0 ????Maxϵ???????????????????????
?????????Maxϵ?????? ϵ0 ????????????????????
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(a) ?????? (b) ???????
? 5.23 θRE = 0
(a) ?????? (b) ???????
? 5.24 θRE = 2
(a) ?????? (b) ???????
? 5.25 θRE = 5
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(a) ?????? (b) ???????
? 5.26 θRE = 10
??????
θRE = 2, 5??????????????????????????????????
??? 100%???????????? 100???????????????
θRE = 10?????????????? 100%?????????????? 500?
??????????????????θRE ???????????????????
?????????????????????????????????????? n?
???????????????????????????????θRE ???????
?????????? θRE ????????????????????????????
???????? θRE ? 2?? 5????????????????
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? 6?
???????????????
??????????????
??????????????????? 4.4??????????????????
0????????????? R?????????????????????????
????????????????????????????????????????
????????????????????????????????????????
(XCS based on Range of Reward: XCS-RR)??????
6.1 ???????????????????????
? 6.1????????????????????????????????????
?? XCS????????????????????????? XCS???????
????????????????????????????????????????
??????????????????????????????????? XCS??
正しい入出力 実際に認識された入出力
010, 1:  (100%)正解
入力出力
010, 1
高正解率
データ1 データ2 データ3
90%正解 85%正解
010, 1 010, 1
70%正解(if) 01# (then) 1:
XCS
(if) 01# (then) 1:
データ1 データ2 データ3
データ1 データ2 データ3
高正解率高正解率
目標
XCS
不正確
正確性
正確
正確性
? 6.1 ???????????????????
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Min Max
MaxMin
Min Max
獲得
頻度
評価獲得
頻度
獲得
頻度
評価
評価𝑀1…𝑀𝑛
𝑀1…𝑀𝑛
𝑀1…𝑀𝑛
他の分類子の𝑀 <Min
正確(高正解率)
Max < 他の分類子の𝑀
正確(低正解率)
不正確
Min< 他の分類子の𝑀 < Max
行動集合[𝐴]入力: 000 出力: 0分類子集合[P]
Min Max
1##, 1:     48   66  100
##0, 0:      3    14    32
𝑀
・・
・
#00, 0:     76   80    96
if then Min Max𝑀
#00, 0:     76   80    96
if then照合集合
[M]
[P]の分類子と比較
評価: 80点
? 6.2 XCS-RR???
????? {C : 01#, A : 0}??? “010”????????????????????
???????????????? 0? R ????????????????????
??????????????
???????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
??????????????????? 0???????? R ??????????
????????????????????? 0 ????? R ???????????
????????????????????????????????????????
?????XCS?????? 1?????????????????????????
????????????????????????????????????????
????????????????????
? 6.2? XCS-RR???????????? [A]??????????? [P ]???
????????????????????????????????????????
??????????????XCS-RR???????
6.2 ??
6.2.1 ???????
XCS-RR? XCS???????????????????????????? 6.3?
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
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環境
1) 実行部 2) 強化部
Prediction Array  P(A)
nil    42.5   nil   16.6
𝑃 00 𝑃 01 𝑃 10 𝑃(11)
Action selection
状態: 0011 行動: 01
3) 発見部
報酬
遺伝的
アルゴリズム
選択削除
包摂
Population [P]
#011   01 43 .01 10 .99
𝐶 𝐴 𝑝 𝜖 𝜖0 𝐹
11##   00 32 .13 10 .09
#0##   11 14 .05 10 .52
001#   01 27 .24 10 .03
#0#1   11 18 .02 10 .92
1#01   10 24 .17 10 .15
Match Set [M]
#011   01 43 .01 10 .99
𝐶 𝐴 𝑝 𝜖 𝜖0 𝐹
#0##   11 14 .05 10 .52
001#   01 27 .24 10 .03
#0#1   11 18 .02 10 .92
Action Set [A]
#011   01 43 .01 10 .99
𝐶 𝐴 𝑝 𝜖 𝜖0 𝐹
001#   01 27 .24 10 .03
パラメータ
更新
𝑀𝑎𝑥,𝑀𝑖𝑛,
𝑀, 𝑆, 𝜖, 𝜖0
? 6.3 XCS-RR????????
???
6.2.2 ???
XCS-RR????? XCS??????? C,A, p, ϵ, F, exp, ts, as, n????????
???????, ???, ???, ??????Max,Min,M, S ??????????
???????? 5 ?? XCS-RE ????????????????????? ϵ0 ?
???
6.3 ???????
6.3.1 ???
???????
???????????????????????????????????????
?????????XCS-RR ????????? [A] ???????????????
???????????????????????????????? cl ??????
?????????????? cl.Max, ??? cl.Min, ?? cl.M , ?????? cl.S ?
?????cl.M ?
cl.M ← (reward− cl.M)/cl.exp (6.1)
? cl.S ?
cl.S ←
√
(cl.exp− 1)× (ρ− cl.M)2/cl.exp (6.2)
– 60 –
??????????? cl.S ??? cl.ϵ????
???????cl.Max, cl.Min, cl.M ?????????????????????
???????????????????????ϵ0 ??????? [P ]????exp?
?? θsub ???????????? [P ′]?????????????????????
????????????????????????????????????????
??????????????[P ′]?????????? |[P ′]|????[A]?????
????? exp? θsub ?????? cl ?? (6.3)?? (6.4)???????? |[P ′]|?
?? θRR%????????????????? cl ???????????[P ′]???
?????????????????????????????????? 3?????
????????????????? cl ?????????????????????
????????????????????????????????????????
??????????????
(cl.Max < cl′.M) ∧
(
cl.Max <
cl′.Max+ cl′.Min
2
)
(6.3)
(cl.Min > cl′M) ∧
(
cl.Min >
cl′.Max+ cl′.Min
2
)
(6.4)
????cl′ ∈ [P ′]????? (6.3)???? cl?????????? cl′ ???????
??????????????? (6.4)???? cl ?????????? cl′ ?????
????????????????? 6.4?????????????????????
???? R ?????????????????????? 0???????????
?????????? 0????? R ??????????????????????
????????Min???Max?????????????????? µB , µC ?
?????????????????????Min???Max??????????
???????? µA, µC ????????????? 2??????????????
????????????????????????????????Min?????
??????????? µA, µB ???????Max???????????????
? µA, µB ???????????????????????????????????
??????????????????????????????????? Algorithm
10????2???? 6??? [P ′]?????????????10???? (6.3)??
??11???? (6.4)?????????????17?????? cl ?? (6.3)???
????? (6.4)????????????? cl?????????
??????????????????? cl?????? S ?MaxS ???[A]??
??????? ϵ0 ?
cl.ϵ0 ← cl.ϵ0 + β(MaxS + E0 − cl.ϵ0) (6.5)
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R0
Min, Max < 𝜇𝐴
Min, Max < 𝜇𝐶
R0
Min Max
𝜇𝐶
ルールC: (if) 0## (then) 0, 報酬Min: 0付近, Max: R付近, 𝜇𝐶: 
𝑅
2
付近
R
MaxMin
𝜇𝐴
ルールA: (if) 00# (then) 0, 報酬Min, Max, 𝜇𝐴: R付近
Min, Max > 𝜇𝐵
Min, Max > 𝜇𝐶
0
Min Max
𝜇𝐵
ルールB: (if) 1#1 (then) 0, 報酬Min, Max, 𝜇𝐵: 0付近
狭い報酬範囲
狭い報酬範囲
広い報酬範囲
Max > 𝜇𝐴, 𝜇𝐵
Min < 𝜇𝐴, 𝜇𝐵
報酬
確率
報酬
報酬
確率
確率
? 6.4 ?????????
???????????????????????????ϵ0 ?MaxS ???? E0 ?
??????????????????????????????????
6.3.2 ???
??
?????????????????????????#?????????????
??????????????????????????[A]????????????
????????????????????????????????????????
????????????????????????????????????????
???????????????????????????
• cl.exp > θsub
• κ = 1
• cl.exp > sup{c.exp, c could subsumed cl}
????????c could subsumed cl???? cl???? c???????????
6.4 ??????
XCS-RR???????? Algorithm 11???????????????? XCS?
?????????XCS-RR????????????????????? [P ]???
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Algorithm 10 ??????????
1: initialize [P ′]: [P ′]??????
2: for all classifier cl in [P ] do
3: if cl.exp > θsub then
4: add to [P ′]: [P ′]???
5: end if
6: end for
7: countCorrect = countIncorrect← 0
8: for all classifier cl in [A] do
9: for all classifier cl′ in [P ′] do
10: if (cl.Max < cl′.M) ∧ (cl.Max < (cl′.Max+ cl′.Min)/2) then
11: countIncorrect← countIncorrect+ 1
12: end if
13: if (cl.Min > cl′M) ∧ (cl.Min > (cl′.Max+ cl′.Min)/2) then
14: countCorrect← countCorrect+ 1
15: end if
16: end for
17: if countCorrect > |[P ′]| × θRR or countIncorrect > |[P ′]| × θRR then
18: cl is accurate
19: else
20: cl is inaccurate
21: end if
22: end for
??????[M ]??????2, 3????P(action)????????????????
? [M ]???????[A]??????4?? 6???????????????????
??????????? [A] ????????????????????9, 10, 11 ??
???? cl ????????????????????????????????12?
????????? ϵ??????15??? Algorithm 10?????????????
??16???? 18??? Algorithm 10?????????????????????
ϵ?????????????? 20??? ϵ0 ??????????????? GA??
????????? [A]??????????????29???? GA?32?????
????????????????????????????????????????
???????24?????????? 1??????????????? GA????
?????????????????????????????????
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Algorithm 11 XCS-RR???????
1: while (! end of iterations) do
2: state ← environment: ?????? state?????
3: generate [M ]: [P ]?? state???????????
4: P (ai) =
∑
clk∈[M ]|ai clk.p × clk.F/
∑
cll∈[M ]|ai cll.F : [M ]??????????
??
5: action ← P (action): P (action)???????
6: generate [A]: [M ]?? action???????????
7: reward ← execute action: ????????????????
8: for all classifier cl in [A] do
9: update MinValue and MaxValue: ????????????
10: cl.M ← (reward− cl.M)/cl.exp
11: cl.S ←√(c.exp− 1)× (ρ− cl.M)2/cl.exp
12: cl.ϵ = cl.S
13: update p, as, exp: ????????XCS????
14: end for
15: identificate classifier accuracy: ????????? (Algorithm 10)
16: for all classifier cl in [A] do
17: calculate MaxS: ???????????????? ϵ????
18: end for
19: for all classifier cl in [A] do
20: cl.ϵ0 ← cl.ϵ0 + β(MaxS + E0 − cl.ϵ0)
21: update κ(cl), κ′(cl), F : ????????XCS????
22: end for
23: for all classifier cl in [A] do
24: if cl.exp > θsub and κ = 1 and cl.exp > sup{c.exp, c could subsumed cl}
then
25: subsumptionF lag = true
26: end if
27: end for
28: if subsumptionF lag = true then
29: run subsumption: [A]??????????????
30: end if
31: if run GA then
32: generate new classifiers: ??????
33: delete classifier: ??
34: end if
35: end while – 64 –
6.5 ??
6.5.1 ????
XCS-RR ???????????????????????? 4.2.3 ???????
??????????????????? σR = 0, 200, 700, 1500????????? 5
??????????????????????? 2???????????????
• ??? U: ????????????????????????
• ??? V: ?????????? σR ????????????
??? U (Uniform) ???????????????????????????? V
(Various)?????????????????????????????
6.5.2 ????
XCS ??????????? 5.5.2 ?????????? θmna = 2, P# = 0.35,
pI = 0.01, ϵI = 0.01, FI = 0.01, pexplr = 1.0, β = 0.2, ϵ0 = 10, α = 0.1, ν = 10,
θsub = 20, θGA = 25, χ = 0.8, µ = 0.04, N = 800, θdel = 20, δ = 0.1????XCS-RR
??????????? θRR ???? L ????? θRR = 10 ?????Iteration ?
1,000,000???????????????? 4.3????????????, ?????
?????????? [O]??????????? F ????????????
6.5.3 ????
??????????? σR = 0??????????????????? 6.5???
?????????????? σR = 200, 700, 1500???? U???????????
????????????? 6.6, 6.7, 6.8??sup{PI} = 200, 700, 1500???? V??
?????????????????????? 6.9, 6.10, 6.11???????????
??? Iteration????????????????????????????????
???????????? [O]??????????? F ?????????????
? 6.1 - 6.7????
????????? σR = 0 ???XCS????????????????????
??????????XCS-RR? XCS?????????? 100%?????????
98.1?????????[O]??????????????? F ????????? 32
?????????????????????????? XCS-RR?????????
????????????????????
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(a) ?????? (b) ???????
? 6.5 σR = 0
??????????????????????????????????XCS ?
??? U, B??????????????????? 100%????????????
?????????????????????????????[O]?????????
???????? F ????????? 32??????????????XCS-RR?
??? U???? σR = 200??????????? 100%, ??????? 96.5, ??
??????? [O]?????? F ???????? 32??????????????
????????????????XCS?????????????????????
???(p < 0.01) ????σR = 700, 1500????????????????????
??? 6???????????? 200???????????????????? [O]
???????? F ????????? 32????????????????????
????????????????????? V????? sup{σR} = 200, 700???
???????? 100% ??????????????? sup{σR} = 700, 1500 ???
????[O]???? sup{σR} = 200???????????????? F ?????
???? 32?????sup{σR} = 700, 1500???????????????????
????????
??? U???? V????? XCS-RR???????????????????
????????????????????????????????????????
?? (σR = 200??)????????????
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(a) ?????? (b) ???????
? 6.6 ??? U: σR = 200
(a) ?????? (b) ???????
? 6.7 ??? U: σR = 700
(a) ?????? (b) ???????
? 6.8 ??? U: σR = 1500
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(a) ?????? (b) ???????
? 6.9 ??? V: sup{σR} = 200
(a) ?????? (b) ???????
? 6.10 ??? V: sup{σR} = 700
(a) ?????? (b) ???????
? 6.11 ??? V: sup{σR} = 1500
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? 6.1 σR = 0??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 47 (94%) 47 (94%) 32.02
XCS-RR 50 (100%) 50 (100%) 32
? 6.2 ??? U: σR = 200??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 59.98
XCS-RR 50 (100%) 50 (100%) 32
? 6.3 ??? U: σR = 700??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 48.22
XCS-RR 0(0%) 0 (0%) 4.60
? 6.4 ??? U: σR = 1500??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 47.16
XCS-RR 0 (0%) 0 (0%) 2.30
6.6 ??
6.6.1 XCS-RR??????????
σR = 200 ????????????????????????? XCS-RR????
??? [O] ???????σR = 700, 1500 ?????????????? [O] ????
??????? (6.3) ??? (6.4) ????? XCS-RR ??????????????
?????????????????????????? 6.12(a) ???? 6.12(b) ?
σR ? 200, 700 ????????????????????????????????
???????????????????????????????????????
???? (−∞,∞)??????????? 6.12(a)???? 6.12(b)????????
?? σR = 200 ???? ±700 ??????σR = 700 ???? ±2000 ???????
?????????????? 0????cl.M ??? cl.Max+cl.Min2 ? 0???? 1000
?????????????σR = 200?????????????????? 300??
1700?????????????????????-700?? 700??????????
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? 6.5 ??? V: sup{σR} = 200??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 61.66
XCS-RR 50 (100%) 50 (100%) 32
? 6.6 ??? V: sup{σR} = 700??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 54.96
XCS-RR 14(28%) 0 (0%) 37.92
? 6.7 ??? V: sup{σR} = 1500??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 48.58
XCS-RR 0 (0%) 0 (0%) 6.34
-2000 -1000 0 1000 2000 3000
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(a) σR = 200
-2000 -1000 0 1000 2000 3000
Reward
0.0000
0.0005
0.0010
0.0015
0.0020
0.0025
0.0030
Pr
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ab
ilit
y
incorrect
correct
(b) σR = 700
? 6.12 ?????????????????????????
σR = 700??????????????????-1000?? 3000??????????
???????????-200?? 2000????????????σR = 200?????
??????? (6.3)???? (6.4)?????σR = 700????? (6.3)??? (6.4)
????????????????????????????????????????
???????????????????????????????????? XCS?
ϵ???????????????????????????????????????
???????
????????XCS-RR?????????????????????? σR = 200
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(a) ?????? (b) ???????
? 6.13 θRR = 0%
(a) ?????? (b) ???????
? 6.14 θRR = 10%
????????????????????????????????????????
[O]??????
6.6.2 XCS-RR???????????
XCS-RR?????????? θRR ????????? θRR ???????????
? 6.13 ?? 6.16 ??????????????? (σR = 200) ?????? θRR ?
0%, 10%, 70%, 90%??????????????????????????????
Iteration????????????????????????????θRR = 0%??
????????????? 50%????????? 2??????????????
???θRR = 0????????? (6.3)????? (6.4)?????????????
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(a) ?????? (b) ???????
? 6.15 θRR = 70%
(a) ?????? (b) ???????
? 6.16 θRR = 90%
??????????????????????????
θRR = 10%?????????????? 100%???????????? 100??
?????????????
θRR = 70%, 90% ?????????????????? 100% ?????????
?????? 100 ?????????????????????????????θRR
?????? (6.3)????? (6.4)???? [P ′]?????????????????
[P ′]?????????????, ????????????????????????
????????θRR ???????????????θRR ?????????????
????????????? 100%???????????????? θRE ? 10%??
70%???????????????????
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? 7?
?????????????
?????????????
?????????
??????????????????????????????????????
????????????????????? (XCS based on Reward Group: XCS-RG)
???????????????????? (XCS based on Estimated Correctness:
XCS-EC)??????XCS-RG? XCS-RR???????????????? XCS-
ER??????????????????????????????????????
??????????????????????????????XCS-EC? XCS-RR
????????????????? XCS-ER??????????????????
?????????????????????????????????
7.1 ?????????????????????????
????????????
? 7.1????????????????????????????????????
???????????????? XCS?????????????????????
???? XCS?????????????????????????????????
???????????? 2???????????????????????????
????????????????????????????????????????
????????????????? XCS???????????????? XCS?
?????? {C : 00#, A : 0}????????? “000”??????????????
?????????? R???????? 0?????????????????????
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正しい入出力 実際に認識された入出力
000, 0:  正解
010, 0:  不正解
入力出力
000, 0
000, 0
000, 0
データ1 データ2 データ3
認識と評価に齟齬
高正解率
70%正解 95%正解27%正解(if) 00# (then) 0:
XCS
(if) 00# (then) 0:
データ1 データ2 データ3
データ1 データ2 データ3
高正解率高正解率
目標
XCS
不正確
正確性
正確
正確性
? 7.1 ?????????????????????????????????
分類子集合
[P]
入力: 000
照合集合
[M]
出力: 0 評価: 80点
行動集合
[A]
Recording table
入力 出力 𝜇
000, 0:   93
000, 1:   15
111, 1:   85
・・・
高正解率
低正解率
分類子の生成・削除と
関係なく記録
001, 0:   87 高正解率
高正解率
正確(高正解率)
000, 0: 高正解率
100, 0: 高正解率
入力出力
分類子(if) #00 (then) 0
? 7.2 XCS-RG???
????????? XCS-ER???????????????????????? “
???”??????????????XCS-RR??????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????1) ??
??????????????? “???” ????????????????????
2)?????????????? “???”????????????????????
????????????????????????????????????????
??????????????????????????????????????
? 7.2? XCS-RG??????????????????????????????
??????????? Recording table?????????????????????
????????????????????????????????????????
?????
? 7.3? XCS-EC?????????????? [M ]?????????[M ]???
– 74 –
分類子集合
[P]
行動集合[𝐴]
入力: 000 if
照合集合
[M]
出力: 0
then 評価回数𝜇
if then 評価回数𝜇
別行動集合[ ҧ𝐴]
#00, 0:   80       78
0##, 0:   48        8
##0, 1:   14       15
0#0, 1:    3        64
>
Σ𝜇 ×評価回数
Σ評価回数
Σ𝜇 ×評価回数
Σ評価回数
評価: 80点
? 7.3 XCS-EC???
????????????????????????????????????????
????????????????????????????????????????
???????????????????XCS-RG??? XCS-EC???????
7.2 ???????????????????
7.2.1 ??
???????
XCS-RG? XCS????????? Recording table??????????????
???????? 7.4??????????????????????????????
??????????????????????????XCS???????????
????????????????????????????????????????
????????????????XCS-RG ? Recording table ??????????
?????????????????????
???
XCS-RG????? XCS??????? C,A, p, ϵ, F, exp, ts, as, n????????
?????????? ϵ0 ?????????????, ??????M,S ??????
????????
Recording table
XCS-RG???????????????????????????????????
????????????????????????????????????????
??????????????????????????????????
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環境
1) 実行部 2) 強化部
Prediction Array  P(A)
nil    42.5   nil   16.6
𝑃 00 𝑃 01 𝑃 10 𝑃(11)
Action selection
状態: 0011 行動: 01
3) 発見部
報酬
遺伝的
アルゴリズム
選択削除
包摂
Recording table
状態 行動 𝑴 𝑺
0000  00  10  15
Population [P]
#011   01 43 .01 10 .99
𝐶 𝐴 𝑝 𝜖 𝜖0 𝐹
11##   00 32 .13 10 .09
#0##   11 14 .05 10 .52
001#   01 27 .24 10 .03
#0#1   11 18 .02 10 .92
1#01   10 24 .17 10 .15
Match Set [M]
#011   01 43 .01 10 .99
𝐶 𝐴 𝑝 𝜖 𝜖0 𝐹
#0##   11 14 .05 10 .52
001#   01 27 .24 10 .03
#0#1   11 18 .02 10 .92
Action Set [A]
#011   01 43 .01 10 .99
𝐶 𝐴 𝑝 𝜖 𝜖0 𝐹
001#   01 27 .24 10 .03
0000  01  83  23
1111  11  20  43
・
パラメータ
更新
𝑀, 𝑆, 𝜖, 𝜖0
? 7.4 XCS-RG????????
7.2.2 ???????
Recording table???????????????????????????????
??????
Recording table???
XCS-RG??????????Recording table????????? s???????
? a???????????????M(s, a)????? V (s, a)??????M(s, a)
?
M(s, a)← (reward−M(s, a))/cl.exp (7.1)
? V (s, a)?
V (s, a)← ((s, a).exp− 1)× (ρ−M(s, a))2/(s, a).exp (7.2)
?????????????(s, a).exp?????? (s, a)?????????????
??? s ???????? a ???????M(s, a) ????? V (s, a) ??????
????????????????????????????????????????
??Recording table??????????? Algorithm 12????4???? 5??
????????? s??? a?????????? (s, a)?????????????
??????
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Algorithm 12 Recording table???
1: recieve ρ: ?????
2: for all state-action pair (s, a) in Recording table do
3: if (s, a) is current input and output then
4: M(s, a)← (reward−M(s, a))/cl.exp
5: V (s, a)← ((s, a).exp− 1)× (ρ−M(s, a))2/(s, a).exp
6: end if
7: end for
?????
XCS-RG? Recording table????????????????????????2?
??????? 2????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????? dr ?????????????????????????????
????????????????????????????dr ???????????
????????????????????????????????????????
???????? dr ???????????????????????????? dr ?
?????????????????????????? inf ??? (infimum)????
dr = inf{inf{|M(s, a)−M(s, a′)|, {a, a′} ∈ action}, s ∈ state} (7.3)
??????????????? rcl ?????????? rcl ???? cl??????
????? Recording table???????????????????????????
?????? cl ??????????? Recording table ?????????????
????????????? rcl ??????? cl??????????? rcl ????
???????????????????????????? sup ??? (supremum)
????
rcl = sup{M(s, a), (s, a) matched cl} − inf{M(s, a), (s, a) matched cl} (7.4)
? 7.5? dr ??? rcl ??????????? dr ????????? 0000?????
? 01? 10????????????? 318?????????dr ? 318??????
???? {C : 0##0, A : 01}???? rcl ????????? 0010??? 0000???
???????????? {C : 0##0, A : 01}??????????????????
?????????????????rcl ? 40 ????rcl ? dr ??????????
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状態 行動 平均
0000
00 982
01 12
10 330
0001
00 390
01 2
10 985
0010 00 30
1111 01 52
1111 11 632
970
318 652
388
983
595
・・・
最小:318
最小:388
最小:580
580
・・・
𝒅𝒓: 318
Recording table
318
388
580
状態 行動 平均
0000
00 982
01 12
10 330
0001 00 390
分類子 {C:0##0, A:01}
0010 01 52
・・・
0100 01 25
・・・
0110 01 14
・・・
Recording table
・・・
40
𝒓𝒄𝒍: 40>
? 7.5 ?????? dr ??????????? rcl
?? cl?????????????????????????????????????
Recording table???????????????????????? Algorithm 13?
???1 ???? 8 ????????????????????M(s, a) −M(s, a′) ?
???9?????? dr ????????11???? 13????????? cl ???
?????????????M(s, a)??????????????14?????? rcl
?????15?????????????????????????????????
?????
???????
XCS-RG????????? [A] ???????????????????????
????????????????????M , ?????? S ??????cl.M ?
cl.M ← (reward− cl.M)/cl.exp (7.5)
? cl.S ?
cl.S ←
√
(cl.exp− 1)× (ρ− cl.M)2/cl.exp (7.6)
?????????XCS-RG??????????????????????????
???????????? cl.S ??? cl.ϵ?????? ϵ0 ?????????????
????????? S ?MaxS ???[A]????????? ϵ0 ?
cl.ϵ0 ← cl.ϵ0 + β(MaxS + E0 − cl.ϵ0) (7.7)
???????????????????????????ϵ0 ?MaxS ???? E0 ?
????????????????????????????????????????
?????????? Algorithm 14 ????3 ???? 5 ?????? Algorithm 13
?????????????????????? ϵ?????6???? 12?????
? [A]????????????????
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Algorithm 13 Recording table????????????????
1: for all state s in all state S do
2: for all action a in all action A do
3: for all action a′ in all action A without a do
4: calc M(s, a)−M(s, a′): ??????????????????
5: calculate Min: ???M(s, a)−M(s, a′)????
6: end for
7: end for
8: end for
9: dr =Min
10: for all classifier cl in [A] do
11: for all state-action pair (s, a) in matched cl do
12: calculate Max,Min: M(s, a)???????????????
13: end for
14: rcl =Max−Min
15: if dr > rcl then
16: cl is accurate
17: else
18: cl is inaccurate
19: end if
20: end for
Algorithm 14 ????????
1: recieve ρ: ?????
2: initialize MaxS
3: for all classifier cl in [A] do
4: calculate MaxS: ???????????????? ϵ????
5: end for
6: for all classifier cl in [A] do
7: cl.M ← (reward− cl.M)/cl.exp
8: cl.S ←√(cl.exp− 1)× (ρ− cl.M)2/cl.exp
9: cl.ϵ = cl.S
10: cl.ϵ0 ← cl.ϵ0 + β(MaxS + E0 − cl.ϵ0)
11: update p, as, exp, κ(cl), κ′(cl), F : ????????XCS????
12: end for
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????
Recording table???????????????????????????????
????????????????????????????????????????
???????????????Recording table?????????????????
????? dr > rcl ???? XCS-RG???????????????
• cl.exp > θsub
• κ = 1
• dr > rcl
7.2.3 ??????
XCS-RG???????? Algorithm 15???????????????? XCS?
?????????XCS-RG????????????????????? [P ]???
??????[M ]??????2, 3????P(action)????????????????
? [M ]???????[A]??????4?? 6??????????????????
???????????? Variance table ????????????????????
?????????????8??????????????????????9????
[A]????????????????????10????????????? GA??
????????? [A]??????????????17???? GA?20?????
???????????????Variance table??????????????????
????????????????????12?????????? 1????????
??????? GA???????????????????????????????
??????
7.3 ?????????????????
7.3.1 ??
???????
XCS-EC? XCS???????????????????????????????
?????? 7.6????????????????????????????????
????????????????????????XCS-EC ???????????
????????????????????????????????????????
????????????????????????????????????????
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Algorithm 15 XCS-RG???????
1: while (! end of iterations) do
2: state ← environment: ?????? state?????
3: generate [M ]: [P ]?? state???????????
4: P (ai) =
∑
clk∈[M ]|ai clk.p × clk.F/
∑
cll∈[M ]|ai cll.F : [M ]??????????
??
5: action ← P (action): P (action)???????
6: generate [A]: [M ]?? action???????????
7: reward ← execute action: ????????????????
8: update Recording table: Recording table??? (Algorithm 12)
9: accuracy judgment: ????? (Algorithm 13)
10: update parameters: ??????? (Algorithm 14)
11: for all classifier cl in [A] do
12: if cl.exp > θsub and κ = 1 and dr > rcl then
13: subsumptionF lag = true
14: end if
15: end for
16: if subsumptionF lag = true then
17: run subsumption: [A]??????????????
18: end if
19: if run GA then
20: generate new classifiers: ??????
21: delete classifier: ??
22: end if
23: end while
???????????????????
???
XCS-EC ????? XCS-ER ???????? C,A, p, ϵ, F, exp, ts, as, n ?????
??????? Tρ=reward??????????????Eρ=reward?????????
??????????????????????????????? Ec=correctness ??
????? 2????????????????????Ec=correctness ?? Ec=correct
??? Ec=incorrect ????
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環境
1) 実行部 2) 強化部
Prediction Array  P(A)
nil    42.5   nil   16.6
𝑃 00 𝑃 01 𝑃 10 𝑃(11)
Action selection
状態: 0011 行動: 01
3) 発見部
報酬
遺伝的
アルゴリズム
選択削除
包摂
正誤推測機構
Population [P]
#011   01 43 .01 10 .99
𝐶 𝐴 𝑝 𝜖 𝜖0 𝐹
11##   00 32 .13 10 .09
#0##   11 14 .05 10 .52
001#   01 27 .24 10 .03
#0#1   11 18 .02 10 .92
1#01   10 24 .17 10 .15
Match Set [M]
#011   01 43 .01 10 .99
𝐶 𝐴 𝑝 𝜖 𝜖0 𝐹
#0##   11 14 .05 10 .52
001#   01 27 .24 10 .03
#0#1   11 18 .02 10 .92
Action Set [A]
#011   01 43 .01 10 .99
𝐶 𝐴 𝑝 𝜖 𝜖0 𝐹
001#   01 27 .24 10 .03
パラメータ
更新(前半)
𝑀
パラメータ
更新(後半)
𝐸𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠, 𝜖, 𝜖0
? 7.6 XCS-EC????????
7.3.2 ???????
???????? p, exp, ts, as, n,M ???????? Ec=correctness, ϵ, ϵ0, κ, κ′, F ?
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????
???????????
XCS-EC ????? cl.Tρ=ρ ???????? (5.1) ??????????
p, exp, ts, as, n?????????????M ?????????
cl.M ← (reward− cl.M)/cl.exp (7.8)
??????????????????? Algorithm 16????3???? XCS???
? p, exp, ts, as, n??????4????????????????
??????
???????????????????????????????????????
[M ]??????????????????????????collective???????
???????????????????? CRA=a ??????????XCS-EC ?
?????????????????????????????????? [A] ???
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Algorithm 16 ???????????
1: recieve reward: ?????????
2: for all classifier cl in [A] do
3: update p, exp, ts, as, n: ????????XCS????
4: cl.M ← (reward− cl.M)/cl.exp
5: end for
[M]
state: 0011
C A M
#011 0 900
exp
50
001# 0 1000 30
#0#1 0 950 40
C A M
#01# 1 100
exp
20
#0#1 1 0 50
0#11 1 200 40
𝐶𝑅𝐴=0 = 941.7 𝐶𝑅𝐴=1 = 90.9>
𝑪𝑴>𝟓𝟎𝟎, 𝑨=𝟎 = 𝟑, 𝐂𝐌≤𝟓𝟎𝟎,𝑨=𝟎 = 𝟎 𝑪𝑴>𝟓𝟎𝟎, 𝑨=𝟏 = 𝟎, 𝐂𝐌≤𝟓𝟎𝟎,𝑨=𝟏 = 𝟑
? 7.7 ????
???????????[M ] ??????????????????????????
collective????
CRA=a =
∑
cl∈[M ]|A=a cl.M × cl.exp∑
C∈[M ]|A=a C.exp
(7.9)
????cl ∈ [M ] | A = a? [M ]?????????????? a?????? cl ??
???????????? collective?????????? XCS-EC????????
??? µ????????????M ????????????????Ccl.M>µ,A=a,
Ccl.M≤µ,A=a ????????? R, ????? 0 ????????? XCS ????
???? 2 ??????????? Ccl.M>µ,A=a0 , Ccl.M>µ,A=a1 , Ccl.M≤µ,A=a0 ??
? Ccl.M≤µ,A=a1 ? 4??????????cl.M ???? cl????????????
a0, a1 ? 2?????????? 7.7???????? 1000??????????? 0
? µ ? 500?????????????? 0? collective???? cl.M ? µ????
?????? 3?? cl.M ? µ??????? 0???????? 1? collective???
? cl.M ? µ?????????? 0?? cl.M ? µ??????? 3????????
Ccl.M>µ,A=1 = 0, Ccl.M≤µ,A=1 = 3???????????????????????
?????????? CRA=a ???????????????? µ???M ????
????????????????????????????????????????
????????????????????????????????????????
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????? CRA=a0 > CRA=a1Ccl.M>µ,A=a0 > Ccl.M≤µ,A=a0
Ccl.M>µ,A=a1 < Ccl.M≤µ,A=a1
(7.10)
?????????? a0 ??????? Ec=correct ???? a1 ???????
Ec=incorrect ? 1??????????????????CRA=a0 ≤ CRA=a1Ccl.M>µ,A=a0 < Ccl.M≤µ,A=a0
Ccl.M>µ,A=a1 > Ccl.M≤µ,A=a1
(7.11)
?????????? a0 ??????? Ec=incorrect ???? a1 ???????
Ec=correct ? 1???????????????????? Algorithm 17????3?
????????????????? CRA=a????6????? 8?????? cl.M
? µ ??????????????????????????12 ???? 20 ????
??????????????????
???????????
XCS-ER ??????? Eρ=reward ????? Ec=correctness ??????????
????????????????????????????????????????
???ϵ? XCS-ER?????????????????????????? XCS-EC
??????????????? (Max) ?????? (Min) ???????????
????????? cl.M ?Max???Min??????????????????
???????? cl.M ?Max??????? cl?????????????????
??????cl.M ?Min??????? cl ???????????????????
???????????????????????? cl.M ?????????????
???????????? cl.M ???????????????????? cl.M ??
?????????????
cl.ϵ =
{
Max− cl.M if Max− cl.M < cl.M −Min
cl.M −Min otherwise (7.12)
??????????ϵ0 ? XCS-ER???????????????? ϵ??????
?????#???????????????????????????????? exp
? θGA ?????????cl.exp > 2
numberof# × θEC
cl.exp > θGA
∃cl.Ec=correctness, cl.exp = cl.Ec=correctness
(7.13)
????θGA ?????????????????????????????????
??????????????????????????? Algorithm 18????3?
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Algorithm 17 ????
1: divide [M ]: ????? [M ]????? collective???
2: for all collective [C] do
3: CRA=a = (
∑
cl∈[M ]|A=a cl.M × cl.exp)/
∑
C∈[M ]|A=a C.exp
4: for all action a in all action A do
5: if cl.M > µ then
6: Ccl.M>µ,A=a ← Ccl.M>µ,A=a + 1
7: else
8: Ccl.M≤µ,A=a ← Ccl.M≤µ,A=a + 1
9: end if
10: end for
11: end for
12: if CRA=a0 > CRA=a1 and Ccl.M>µ,A=a0 > Ccl.M≤µ,A=a0 and Ccl.M>µ,A=a1 <
Ccl.M≤µ,A=a1 then
13: a0 is judged as correct (a1 is judged as incorrect)
14: else
15: if CRA=a0 ≤ CRA=a1 and Ccl.M>µ,A=a0 < Ccl.M≤µ,A=a0 and Ccl.M>µ,A=a1 >
Ccl.M≤µ,A=a1 then
16: a1 is judged as correct (a0 is judged as incorrect)
17: else
18: correct action is none: ???????
19: end if
20: end if
??? 8?????????????????????9???? 13?????? ϵ?
????15????????????????????20?????????????
???????? ϵ0 ??????
7.3.3 ??????
XCS-EC???????? Algorithm 19???????????????? XCS?
?????????XCS-EC ????????????????????? [P ] ???
??????[M ] ??????2, 3 ????P(action) ???????????????
?? [M ]???????[A]??????4?? 6?????????????????
????????????? [A]????????????????????8, 9, 10?
?????? Algorithm 16 ????????????, Algorithm 17 ???????,
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Algorithm 18 ???????????
1: recieve ρ′: ??????????????
2: for all classifier cl in [A] do
3: if a is judged as correct then
4: Ec=correct ← Ec=correct + 1
5: end if
6: if a is judged as incorrect then
7: Ec=incorrect ← Ec=incorrect + 1
8: end if
9: if Max− cl.M > cl.M −Min then
10: cl.ϵ = cl.M −Min
11: else
12: cl.ϵ =Max− cl.M
13: end if
14: initialize Maxϵ
15: if cl.exp > 2numberof#×θEC and cl.exp > θGA and ∃cl.Ec=correctness, cl.exp =
cl.Ec=correctness then
16: if Maxϵ < cl.ϵ then
17: Maxϵ = cl.ϵ
18: end if
19: end if
20: cl.ϵ0 ← cl.ϵ0 + β(Maxϵ+ E0 − cl.ϵ0)
21: update κ(cl), κ′(cl), F : ????????XCS????
22: end for
Algorithm 18??????????????????????????? GA????
??????? [A]??????????????17???? GA?20????????
????????????????????????????????????????
????12?????????? 1??????????????? GA???????
??????????????????????????????
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Algorithm 19 XCS-EC???????
1: while (! end of iterations) do
2: state ← environment: ?????? state?????
3: generate [M ]: [P ]?? state???????????
4: P (ai) =
∑
clk∈[M ]|ai clk.p × clk.F/
∑
cll∈[M ]|ai cll.F : [M ]??????????
??
5: action ← P (action): P (action)???????
6: generate [A]: [M ]?? action???????????
7: reward ← execute action: ????????????????
8: update parameters (first half): ???????????(Algorithm 16)
9: estimate correctness ρ′: ????? (Algorithm 17)
10: update parameters (second half): ???????????(Algorithm 18)
11: for all classifier cl in [A] do
12: if cl.exp > θsub and κ = 1 and cl.exp > 2
numberof# × θEC then
13: subsumptionF lag = true
14: end if
15: end for
16: if subsumptionF lag = true then
17: run subsumption: [A]??????????????
18: end if
19: if run GA then
20: generate new classifiers: ??????
21: delete classifier: ??
22: end if
23: end while
7.4 ??
7.4.1 ????
XCS-RG??? XCS-EC???????????????????????????
???
1) ????????? (PI = PO = σR = 0)??
2) ?????????? (PI = 0.05, 0.1, 0.2)?????
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3) ?????????? (PO = 0.2, 0.3, 0.4)?????
4) ?????????????? (σR = 200, 700, 1500)?????
5) ??????????????????????? ((PI , PO) = (0.05, 0.15),
(0.05, 0.2), (0.1, 0.2))?????
6) ??????????????????????????? ((PI , σR) =
(0.03, 500), (0.1, 200))?????
7) ??????????????????????????? ((PO, σR) =
(0.1, 500), (0.2, 100))?????
8) ??????????, ???????????????????????????
((PI , PO, σR) = (0.03, 0.15, 500))?????
?????????????????, ??????????????????????
???????????????? 5????? 6?????????????????
?????? 2???????????????
• ??? U: ????????????????????????
• ??? V: ?????????? PI , PO ???? σR ????????????
??? U (Uniform) ???????????????????????????? V
(Various)?????????????????????????????
7.4.2 ????
XCS ??????????? 5.5.2 ?????????? θmna = 2, P# = 0.35,
pI = 0.01, ϵI = 0.01, FI = 0.01, pexplr = 1.0, β = 0.2, ϵ0 = 10, α = 0.1, ν = 10,
θsub = 20, θGA = 25, χ = 0.8, µ = 0.04, N = 800, θdel = 20, δ = 0.1 ????
XCS-EC??????????? θEC ???????? L????? θEC = 2???
??Iteration ? 1,000,000 ???????????????? 50, ?????????
??? 5??????????????? 4.3????????????, ??????
????????? [O]????????????? F ????????????
7.4.3 ????
1)???????????
??????????? PI = PO = σR = 0??????????????????
? 7.8????????? Iteration???????????????????????
?????????? [O]????????????? F ?????????? 7.1?
???
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(a) ?????? (b) ???????
? 7.8 PI = PO = σR = 0
? 7.1 PI = PO = σR = 0??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 47 (94%) 47 (94%) 32.02
XCS-RG 50 (100%) 50 (100%) 32
XCS-EC 50 (100%) 50 (100%) 32
XCS, XCS-RG ??? XCS-EC ???????? 100% ????????????
99.1, 102.6, 97.8 ? 100 ???????????XCS-RG ??? XCS-EC ?? [O] ?
????????? 32 ????????????????????????????
F ????????? 32 ???????????????????????????
XCS-RG, XCS-EC???????????????????????????????
??????
2)???????????????
??????????? PI = 0.05, 0.1, 0.2???? U??????????????
?????????? 7.9, 7.10, 7.11 ????????? [O] ???????????
?? F ?????????? 7.2, 7.3, 7.4????sup{PI} = 0.05, 0.1, 0.2???? V?
??????????????????????? 7.12, 7.13, 7.14?????????
[O]????????????? F ?????????? 7.5, 7.6, 7.7????????
? Iteration????????????????????????????
???U???? PI = 0.05????XCS-RG???XCS-EC??????? 100%
???????????? 100??????[O]??????????????????
? F ????????? 32?????XCS? XCS-RG??? XCS-EC??????
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(a) ?????? (b) ???????
? 7.9 ??? U: PI = 0.05
(a) ?????? (b) ???????
? 7.10 ??? U: PI = 0.1
(a) ?????? (b) ???????
? 7.11 ??? U: PI = 0.2
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(a) ?????? (b) ???????
? 7.12 ??? V: sup{PI} = 0.05
(a) ?????? (b) ???????
? 7.13 ??? V: sup{PI} = 0.1
(a) ?????? (b) ???????
? 7.14 ??? V: sup{PI} = 0.2
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? 7.2 ??? U: PI = 0.05??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 56.08
XCS-RG 50 (100%) 50 (100%) 32
XCS-EC 50 (100%) 50 (100%) 32
? 7.3 ??? U: PI = 0.1??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 50.16
XCS-RG 2 (4%) 0 (0%) 38.06
XCS-EC 50 (100%) 49 (98%) 32
? 7.4 ??? U: PI = 0.2??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 48.24
XCS-RG 0 (0%) 0 (0%) 2.10
XCS-EC 0 (0%) 0 (0%) 25.12
??????? (p < 0.01)??XCS-RG? XCS-EC????????????????
????PI = 0.1, 0.2???????????????????????XCS-RG??
????????????XCS-EC? PI = 0.2?? Iteration???????????
??????????????????????????????????????[O]
??????????????????? V ??????? U ??????????
???sup{PI} = 0.05, 0.1 ?????????? 100% ???????????? 100
??????[O] ???????????????? F ????????? 32 ????
XCS? XCS-RG??? XCS-EC????????????? (p < 0.01)??XCS-RG
? XCS-EC ????????????????sup{PI} = 0.2 ???? XCS-RG ??
???????????????????????[O]?????????????? F
????????? 32 ????????????XCS-EC ? 1 ????? 32 ?? [0]
????????????????????????????????????
3)???????????????
??????????? PO = 0.2, 0.3, 0.4???? U???????????????
????????? 7.15, 7.16, 7.17????????? [O]????????????
? F ?????????? 7.8, 7.9, 7.10 ????sup{PO} = 0.2, 0.3, 0.4???? V?
??????????????????????? 7.18, 7.19, 7.20?????????
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(a) ?????? (b) ???????
? 7.15 ??? U: PO = 0.2
(a) ?????? (b) ???????
? 7.16 ??? U: PO = 0.3
(a) ?????? (b) ???????
? 7.17 ??? U: PO = 0.4
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(a) ?????? (b) ???????
? 7.18 ??? V: sup{PO} = 0.2
(a) ?????? (b) ???????
? 7.19 ??? V: sup{PO} = 0.3
(a) ?????? (b) ???????
? 7.20 ??? V: sup{PO} = 0.4
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? 7.5 ??? V: sup{PI} = 0.05??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0 (0%) 0 (0%) 52.34
XCS-RG 50 (100%) 50 (100%) 32
XCS-EC 50 (100%) 50 (100%) 32
? 7.6 ??? V: sup{PI} = 0.1??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0 (0%) 0 (0%) 58.08
XCS-RG 50 (100%) 50 (100%) 32
XCS-EC 50 (100%) 50 (100%) 32
? 7.7 ??? V: sup{PI} = 0.2??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0 (0%) 0 (0%) 49.86
XCS-RG 0 (0%) 0 (0%) 7.16
XCS-EC 50 (100%) 49 (98%) 32
[O]????????????? F ?????????? 7.11, 7.12, 7.13??????
??? Iteration????????????????????????????
??? U?????? V???????????????????????????
??????????XCS-RG ? PO = 0.2???? U?, sup{PO} = 0.2???? V?
?????XCS-EC ? PO = 0.2???? U?, sup{PO} = 0.2, 0.3, 0.4???? V??
?????????, ???????, [O]?????????????????? (XCS
???? p < 0.01)??? F ????????? 32 ??????????XCS-RG ?
PO = 0.3???? U????? Iteration?????????????????????
????????????????????????????
4)???????????????????
??????????????? σR = 200, 700, 1500???? U????????
???????????????? 7.21, 7.22, 7.23 ?????????? [O] ???
?????????? F ?????????? 7.14, 7.15, 7.16 ????sup{PI} =
200, 700, 1500???? V???????????????????????? 7.24, 7.25,
7.26????????? [O]????????????? F ?????????? 7.17,
7.18, 7.19????????? Iteration?????????????????????
???????
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(a) ?????? (b) ???????
? 7.21 ??? U: σR = 200
(a) ?????? (b) ???????
? 7.22 ??? U: σR = 700
(a) ?????? (b) ???????
? 7.23 ??? U: σR = 1500
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(a) ?????? (b) ???????
? 7.24 ??? V: sup{σR} = 200
(a) ?????? (b) ???????
? 7.25 ??? V: sup{σR} = 700
(a) ?????? (b) ???????
? 7.26 ??? V: sup{σR} = 1500
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? 7.8 ??? U: PO = 0.2??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 52.62
XCS-RG 50 (100%) 50 (100%) 32
XCS-EC 50 (100%) 49 (98%) 32
? 7.9 ??? U: PO = 0.3??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 48.74
XCS-RG 0 (0%) 0 (0%) 2.40
XCS-EC 39 (78%) 31 (62%) 33.22
? 7.10 ??? U: PO = 0.4??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 47.06
XCS-RG 0 (0%) 0 (0%) 2.06
XCS-EC 0 (0%) 0 (0%) 46.00
???????????????????????????????????????
?????????????XCS-RG, XCS-EC?????? U? σR = 200?????
??? V?? sup{σR} = 200, 700???????????, ???????, [O]???
??????????????? (XCS???? p < 0.01)??? F ?????????
32??????????????σR = 700??? sup{σR} = 1500???? XCS-RG
?????????? [O]????????
5)????????????????????????????
????????????????????????????(PI , PO) =
(0.05, 0.15), (0.05, 0.2)????????????????????? 7.27 ??? 7.28
??[O]????????? F ?????????? 7.20??? 7.21????????
? Iteration????????????????????????????
XCS-EC? (PI , PO) = (0.05, 0.15)??? (0.05, 0.2)??????????????
?????????????????????, ???????, [O] ????????
??? F ?????????????????????? (XCS ???? p < 0.01)?
XCS-RG? (PI , PO) = (0.05, 0.15)???????????????????????
??????? (XCS???? p < 0.01)?(PI , PO) = (0.05, 0.2)??????????
?????????????? [O]????????????? F ?????????
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? 7.11 ??? V: sup{PO} = 0.2??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0 (0%) 0 (0%) 59.14
XCS-RG 50 (100%) 50 (100%) 32
XCS-EC 50 (100%) 50 (100%) 32
? 7.12 ??? V: sup{PO} = 0.3??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0 (0%) 0 (0%) 53.52
XCS-RG 7 (14%) 0 (0%) 52.62
XCS-EC 50 (100%) 50 (100%) 32
? 7.13 ??? V: sup{PO} = 0.4??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0 (0%) 0 (0%) 50.96
XCS-RG 0 (0%) 0 (0%) 2.14
XCS-EC 50 (100%) 49 (98%) 32
32???????????????????????????
6)????????????????????????????????
????????????????????????????????(PI , σR) =
(0.03, 500), (0.1, 200)????????????????????? 7.29??? 7.30??
[O] ????????? F ?????????? 7.22 ??? 7.23 ?????????
Iteration????????????????????????????
XCS-EC ? (PI , σR) = (0.03, 500) ??? (0.1, 200) ??????????????
?????????????????????, ???????, [O] ????????
??? F ?????????????????????? (XCS ???? p < 0.01)?
XCS-RG? (PI , σR) = (0.03, 500)????????????????????????
?????? (XCS???? p < 0.01)?(PI , σR) = (0.1, 200)???????????
????????????? [O]????????????? F ????????? 32
???????????????????????????
7)????????????????????????????????
????????????????????????????????(PO, σR) =
(0.1, 500), (0.2, 100)????????????????????? 7.31??? 7.32??
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? 7.14 ??? U: σR = 200??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 59.98
XCS-RG 50 (100%) 50 (100%) 32
XCS-EC 50 (100%) 50 (100%) 32
? 7.15 ??? U: σR = 700??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 48.22
XCS-RG 50 (100%) 49 (98%) 32
XCS-EC 43 (86%) 43 (86%) 31.24
? 7.16 ??? U: σR = 1500??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 47.16
XCS-RG 0 (0%) 0 (0%) 2.42
XCS-EC 1 (2%) 0 (0%) 26.86
[O] ????????? F ?????????? 7.24 ??? 7.25 ?????????
Iteration????????????????????????????
XCS-RG ? (PI , σR) = (0.2, 100) ??? (0.1, 500) ???????????????
????????????????????, ???????, [O] ????????
??? F ?????????????????????? (XCS ???? p < 0.01)?
XCS-EC? (PI , σR) = (0.2, 100)????????????????????????
?????? (XCS???? p < 0.01)?(PI , σR) = (0.1, 500)??????? 1???
????????????????? [O]????????????? F ??????
??? 32????????????????????????????????????
XCS-EC? XCS-ER??????????????
8)??????????, ????????????????????????????
????
??????????, ????????????????????????????
??????(PI , PO, σR) = (0.03, 0.05, 200), (0.03, 0.15, 500)????????????
?????????? [O]????????? F ?????????? 7.33??? 7.34
??[O]????????? F ?????????? 7.26??? 7.27????
XCS-EC, XCS-RG?? (PI , PO, σR) = (0.03, 0.05, 200)?????????? 100%
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? 7.17 ??? V: sup{σR} = 200??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 51.66
XCS-RG 50 (100%) 50 (100%) 32
XCS-EC 50 (100%) 50 (100%) 32
? 7.18 ??? V: sup{σR} = 700??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 54.96
XCS-RG 50 (100%) 50 (100%) 32
XCS-EC 48 (96%) 48 (96%) 31.88
? 7.19 ??? V: sup{σR} = 1500??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 48.58
XCS-RG 44 (88%) 20 (40%) 31.50
XCS-EC 21 (42%) 19 (38%) 22.16
? 7.20 (PI , PO) = (0.05, 0.15)??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 51.6
XCS-RG 5 (100%) 5 (100%) 32
XCS-EC 5 (100%) 5 (100%) 32
? 7.21 (PI , PO) = (0.05, 0.2)??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 49.8
XCS-RG 2 (40%) 2 (40%) 19.8
XCS-EC 5 (100%) 5 (100%) 31.8
?????????????????? (XCS???? p < 0.01)???????? [O]
??????? F ????????? 32?????(PI , PO, σR) = (0.03, 0.15, 500)?
???? XCS-EC??????????4?????? [O]????????????
?????????
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(a) ?????? (b) ???????
? 7.27 (PI , PO) = (0.05, 0.15)
(a) ?????? (b) ???????
? 7.28 (PI , PO) = (0.05, 0.2)
7.5 ??
7.5.1 XCS-RG?????
??????????????????????? XCS-RG???????????
??????????????? (7.3), (7.4) ????? dr ??? rcl ???????
Recording table??????? (s, a)??????M(s, a)????????????
????????????????????????????????????????
????????????? (i)?????????????????????????
????????????????????????????????(ii)??????
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(a) ?????? (b) ???????
? 7.29 (PI , σR) = (0.03, 500)
(a) ?????? (b) ???????
? 7.30 (PI , σR) = (0.1, 200)
???????????????????????????????????????
?????????M(s, a)???????????????????????????
?????????
7.5.2 XCS-RG?????
???? rcl < dr ?????????? 7.35, 7.36, 7.37 ???????????
PI = 0.05, ?????????? PO = 0.2, ?????????????? σR = 200
??????????? 1??????????? dr ???????????????
????????? rcl ??????? Iteration????? dr ??? rcl ??????
dr ????????????? rcl ???????????????? rcl ??????
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? 7.22 (PI , σR) = (0.03, 500)??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 51.6
XCS-RG 5 (100%) 5 (100%) 32
XCS-EC 5 (100%) 5 (100%) 32
? 7.23 (PI , σR) = (0.1, 200)??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 45.4
XCS-RG 0 (0%) 0 (0%) 18.0
XCS-EC 5 (100%) 5 (100%) 32
? 7.24 (PO, σR) = (0.1, 500)??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 48.6
XCS-RG 5 (100%) 5 (100%) 32
XCS-EC 4 (80%) 4 (80%) 30.0
? 7.25 (PO, σR) = (0.2, 100)??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 52.0
XCS-RG 5 (100%) 5 (100%) 32
XCS-EC 5 (100%) 5 (100%) 32
??????????????? rcl ??? dr ????????????? rcl ??? dr
????????????50?????????????????????? rcl < dr
????????????????????? 3??????????????????
??? 15? Iteration??????????????????????????????
????????????????? dr ???????? rcl ???????????
?????dr ??????????????????????????????????
??? rcl < dr ????????????????????????????????
???????????????????????????????????? rcl < dr
??????????????????
???????????????????????????? PI = 0.05??????
?????????????????????????????????? [O]????
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(a) ?????? (b) ???????
? 7.31 (PO, σR) = (0.1, 500)
(a) ?????? (b) ???????
? 7.32 (PO, σR) = (0.2, 100)
??????????????????? PO = 0.2????????????????
???????????????????????? [O]??????????????
????????????? σR = 200?????????????σR = 700????
???????????????????????????????????? [O]??
????
7.5.3 XCS-EC??????????????
? 7.38?????????????????????????????? 5.20???
????????????????????????????????????????
????????????????????? exp ????????????????
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(a) ?????? (b) ???????
? 7.33 (PI , PO, σR) = (0.03, 0.5, 200)
(a) ?????? (b) ???????
? 7.34 (PI , PO, σR) = (0.03, 0.15, 500)
?????????????????????
? 7.39(a), 7.39(b)??? 7.40? PI = 0.05, PO = 0.2??? σR = 200???? [O]
???????? XCS-EC???????????????????????????
????????????????????????? 100Iteration ????????
??????????????????, ??? Iteration????PI = 0.05, PO = 0.2,
σR = 200 ????????? 100% ????????????????XCS-EC ??
???????????????????????????????????????
???
???????????????????????????? PI = 0.05 ?????
????????PI = 0.1 ??????????????????????????
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200000 400000 600000 800000 1000000
Iteration
0
250
500
750
1000
1250
1500
d
dr
rcl of accurate classifier
rcl of inaccurate classifier
? 7.35 ????????????? dr ??? rcl
200000 400000 600000 800000 1000000
Iteration
0
250
500
750
1000
1250
1500
d
dr
rcl of accurate classifier
rcl of inaccurate classifier
? 7.36 ????????????? dr ??? rcl
200000 400000 600000 800000 1000000
Iteration
0
250
500
750
1000
1250
1500
d dr
rcl of accurate classifier
rcl of inaccurate classifier
? 7.37 ????????????????? dr ??? rcl
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? 7.26 (PI , PO, σR) = (0.03, 0.5, 200)??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 46.8
XCS-RG 5 (100%) 5 (100%) 32
XCS-EC 5 (100%) 5 (100%) 32
? 7.27 (PI , PO, σR) = (0.03, 0.15, 500)??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 46.8
XCS-RG 0 (0%) 0 (0%) 8.8
XCS-EC 4 (80%) 8 (80%) 30.4
[M]
state: 0011
C A M
#011 0 900
exp
50
001# 0 1000 30
#0#1 0 950 40
C A M
#01# 1 100
exp
20
#0#1 1 0 50
0#11 1 200 40
𝐶𝑅𝐴=0 = 941.7 𝐶𝑅𝐴=1 = 90.9>
報酬10000
獲得回数(確率)
0
入力: 0011, 出力: 0
報酬10000
獲得回数(確率)
0
入力: 1011, 出力: 0
報酬10000
獲得回数(確率)
0
入力: 0001, 出力: 0
報酬10000
獲得回数(確率)
0
入力: 0011, 出力: 0
+
・・・+ +
? 7.38 XCS-EC???????????????????????
?????????????? [O] ???????????????????????
PO = 0.3???????????????????????????????????
????? [O]??????????????????????????? σR = 200?
????????????σR = 700???????????????????????
????????????????? [O]??????
7.5.4 XCS-EC???????????
XCS-EC?????????? θEC ???????? θEC ????????????
7.41 ?? 7.44 ??????????? (PO = 0.2) ?????? θEC ? 0, 2, 5, 10 ?
??????????????????????? 7.45?? 7.48??????????
????? (σR = 200)?????? θEC ? 0, 2, 5, 10??????????????
???????????????? Iteration???????????????????
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(a) PI = 0.05????????????
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(b) PO = 0.2????????????
? 7.39 ????????
0 200000 400000 600000 800000 1000000
Iteration
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? 7.40 σR = 200????????????
?????????θEC = 0??????????????? 50%?????????
2?????????????????θEC = 0???????????? ϵ0 ????
Maxϵ????????????????????????????????Maxϵ?
????? ϵ0 ??????????????????????????
θEC = 2??????????????? 100%???????????? 100??
?????????????
θEC = 5, 10?????????????? 100%?????????????? 200
??????????????????????θEC ???????????????
????????????????????????????????????????
?? n????????????????????????????????θEC ???
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(a) ?????? (b) ???????
? 7.41 θEC = 0 (PO = 0.2)
(a) ?????? (b) ???????
? 7.42 θEC = 2 (PO = 0.2)
?????????????? θEC ???????????????????????
????????????? θEC ? 2??????????????
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(a) ?????? (b) ???????
? 7.43 θEC = 5 (PO = 0.2)
(a) ?????? (b) ???????
? 7.44 θEC = 10 (PO = 0.2)
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(a) ?????? (b) ???????
? 7.45 θEC = 0 (σR = 200)
(a) ?????? (b) ???????
? 7.46 θEC = 2 (σR = 200)
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(a) ?????? (b) ???????
? 7.47 θEC = 5 (σR = 200)
(a) ?????? (b) ???????
? 7.48 θEC = 10 (σR = 200)
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? 8?
?????????????
??????
???????????????????????????????????????
????????????????????????????????????????
??????????????????????????????
8.1 ??
8.1.1 ????
XCS????????????????????????????? XCS-RR, XCS-
EC, XCS-RG?????????????????????????????????
???????????????????????????????????????
?, ??????????????????????????????????????
????????????????????????????????????????
????????????????????????? λ?????? x??????
??????????? 0??? R?????? ±w ?????????0??? R?
????????? w ??????????????????? x?? w ??????
????????????????????????????????????????
?????????? (λ, x) = (2, 100), (1, 300), (1, 400), (1,−100), (1,−500)????
?? w = ±700,±1500,±2000,−2000, 500, 700???? sup{w} = 700???? V??
?????????????????????? 8.1(a)?? 8.2(f)?????????
????????????????????????????????????????
?????????????????????????????
???????????????????????????????????????
– 114 –
(a) (λ, x) = (2, 100) (b) (λ, x) = (1, 300)
(c) (λ, x) = (1, 400) (d) (λ, x) = (1,−100)
(e) (λ, x) = (1,−500)
? 8.1 ????
??????????????? (σR = 200), ???? ((λ, x) = (1, 200))??????
? (w = ±900) ? Iteration ???????????????????????????
???? (σR = 200)??????? (w = ±900)???? 0????????????
((λ, x) = (1, 200))???? 200????????????????? 200??????
???? 0?????
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(a) w = ±700 (b) w = ±1500
(c) w = ±2000 (d) w = −2000
(e) w = 500 (f) w = 700
? 8.2 ????
8.1.2 ????
XCS ?????????????????? 5 ???? 7 ???????????
?? θmna = 2, P# = 0.35, pI = 0.01, ϵI = 0.01, FI = 0.01, pexplr = 1.0, β = 0.2,
ϵ0 = 10, α = 0.1, ν = 10, θsub = 20, θGA = 25, χ = 0.8, µ = 0.04, N = 800, θdel = 20,
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(a) ?????? (b) ???????
? 8.3 (λ, x) = (2, 100)
δ = 0.1, θRR = 10, θEC = 2, θLL = 25????????????? 4.3???????
?????, ??????????????? [O]????????????? F ???
????????????????? 5????
8.1.3 ????
???? (λ, x) = (2, 100), (1, 300), (1, 400), (1,−100), (1,−500) ?????????
???????????? [O] ????????? F ?????????? 8.3 ?
? 8.7 ???? 8.1 ?? 8.5 ?????? w = ±700,±1500,±2000,−2000, 500, 700,
sup{w} = 700???? V?????????????????????? [O]????
????? F ?????????? 8.8 ?? 8.14 ???? 8.6 ?? 8.12 ??????
(σR = 200), ???? ((λ, x) = (1, 200))??????? (w = ±900)? Iteration??
???????????????????????? [O]????????? F ???
??????? 8.15???? 8.13????????? Iteration??????????
??????????????????
??????????????????????
XCS ??????????????????????????????????
XCS-RR ? (λ, x) = (2, 100), (1,−100), (1,−500) ???????????????
?????????????[O] ??????XCS-RG ? (λ, x) = (1, 400) ???
????????????????????????[O] ??????XCS-EC ?
(λ, x) = (2, 100), (1,−100)??????? (λ, x) = (1,−500)???????????
????????????????????[O]??????
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(a) ?????? (b) ???????
? 8.4 (λ, x) = (1, 300)
(a) ?????? (b) ???????
? 8.5 (λ, x) = (1, 400)
??????????????????????
XCS??????????????????????????????????XCS-
RR ? w = ±700, 500, sup{w} = 700???? V?????????????????
????????????[O]??????XCS-RG? w = ±700,±1500, 500, 700??
??????????????????????????[O] ??????XCS-EC ?
w = ±2000,−2000?????????????????????????????[O]
??????
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(a) ?????? (b) ???????
? 8.6 (λ, x) = (1,−100)
(a) ?????? (b) ???????
? 8.7 (λ, x) = (1,−500)
????????????????????????
XCS?????????????????????????????????????
3??????????????????????????[O]??????3????
??????????????????????????
8.2 ??
????????????????????????????????????? 8.16
????????????????????????????????????????
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(a) ?????? (b) ???????
? 8.8 w = ±700
(a) ?????? (b) ???????
? 8.9 w = ±1500
(a) ?????? (b) ???????
? 8.10 w = ±2000
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(a) ?????? (b) ???????
? 8.11 w = −2000
(a) ?????? (b) ???????
? 8.12 w = 500
(a) ?????? (b) ???????
? 8.13 w = 700
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? 8.1 (λ, x) = (2, 100)??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 59.6
XCS-RR 5 (100%) 5 (100%) 32
XCS-RG 5 (100%) 5 (100%) 32
XCS-EC 5 (100%) 5 (100%) 32
? 8.2 (λ, x) = (1, 300)??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 56.6
XCS-RR 0 (0%) 0 (0%) 48.6
XCS-RG 5 (100%) 4 (80%) 31.6
XCS-EC 0 (0%) 0 (0%) 7.6
? 8.3 (λ, x) = (1, 400)??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 48.4
XCS-RR 0 (0%) 0 (0%) 8.0
XCS-RG 0 (0%) 0 (0%) 3.0
XCS-EC 0 (0%) 0 (0%) 14.8
? 8.4 (λ, x) = (1,−100)??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 64.8
XCS-RR 5 (100%) 5 (100%) 32
XCS-RG 5 (100%) 5 (100%) 32
XCS-EC 5 (100%) 5 (100%) 32
?????????????????????????????????????
XCS-RR??????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
?????????? 8.16(a) ????????????????????????[O]
??????????? 8.16(b)?????????????????????????
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? 8.5 (λ, x) = (1,−500)??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 62.4
XCS-RR 5 (100%) 5 (100%) 32
XCS-RG 5 (100%) 5 (100%) 32
XCS-EC 2 (40%) 2 (40%) 25.2
? 8.6 w = ±700??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 54.4
XCS-RR 5 (100%) 5 (100%) 32
XCS-RG 5 (100%) 5 (100%) 32
XCS-EC 5 (100%) 5 (100%) 32
? 8.7 w = ±1500??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 48.8
XCS-RR 0 (0%) 0 (0%) 2.2
XCS-RG 5 (100%) 5 (100%) 32
XCS-EC 5 (100%) 4 (80%) 32
? 8.8 w = ±2000??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 46.8
XCS-RR 0 (0%) 0 (0%) 2.0
XCS-RG 0 (0%) 0 (0%) 3.2
XCS-EC 3 (60%) 3 (60%) 31.6
?????????????????????
XCS-RG? Recording table??????????????????????????
???????????????????????????????????? 8.16(a)
???????????? 8.16(b) ???????????????????????
????????????????????????????????????????
[O]???????????sup{w} = 700???? V??? 8.14???? 8.12????
????????????????????????????????????????
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(a) ?????? (b) ???????
? 8.14 sup{w} = 700???? V?
? 8.9 w = −2000??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 46.8
XCS-RR 0 (0%) 0 (0%) 2.0
XCS-RG 0 (0%) 0 (0%) 3.2
XCS-EC 3 (60%) 3 (60%) 31.6
? 8.10 w = 500??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 52.8
XCS-RR 5 (100%) 5 (100%) 32
XCS-RG 5 (100%) 5 (100%) 32
XCS-EC 5 (100%) 5 (100%) 32
????????????????????????????????????????
????????????????????????????
XCS-EC ??????????????????????????????????
???????????????? 8.16(b)?????????????????? R?
????????????? 0??????????????????????????
?????????????????????[O]??????????? 8.16(a)??
???????????????? R ?????????????? 0???????
????????????????????????????????????????
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? 8.11 w = 700??????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 56.6
XCS-RR 0 (0%) 0 (0%) 2.6
XCS-RG 5 (100%) 5 (100%) 32
XCS-EC 5 (100%) 4 (80%) 32
? 8.12 sup{w} = 700???? V???????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 58.6
XCS-RR 5 (100%) 0 (0%) 32.2
XCS-RG 0 (0%) 0 (0%) 58.2
XCS-EC 5 (100%) 5 (100%) 32
(a) ?????? (b) ???????
? 8.15 ????, ???????????? Iteration????????
????????
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? 8.13 ????, ???????????? Iteration??????????????????
?? [O]?????? ?? 32??? [O]?????? ?? F ????????
XCS 0(0%) 0 (0%) 50.4
XCS-RR 5 (100%) 5 (100%) 32
XCS-RG 5 (100%) 5 (100%) 32
XCS-EC 5 (100%) 5 (100%) 32
(a) ???? (b) ????
? 8.16 ??????????????????????
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? 9?
??????????
?????????????
9.1 ?????????????????????????
??
??????????????????????????????????????
????????????????????????????????????????
???????A)??????????????????????????????B)
????????????????????????????????????????
????????????????????????????????????????
“??”??????????????????????????????? XCS???
? A)?????????????????????????????????????
??????????? XCS-ER, XCS-RR ??? XCS-EC ?????B) ?????
????????????????????????????????????????
????? XCS-RG??????????????? (i)?????????????
?? (ii)????????????????????????????????????
?????????
9.1.1 ??????????????????????????????
???????????????????????????????????????
????????????????????????????????????????
?????????????????????????????????????XCS
????????????????????????????????????????
????????????????????????????????????????
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????????????????????????????????????????
????????????????????????????????????????
?????????????????????? XCS-ER??? XCS-EC??????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
? XCS-RG?????
9.1.2 ??????????????????????????????
???
???????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
?????? XCS-RR?????
9.1.3 ???????????????????
???????????????????? 9.1?????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
?????????????????????©???????×????????
?????????
KDD????????????????
• ?????
– ????
– ????
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? 9.1 ??????????????
????? (i)????
???????
(ii)???????
???????
??????????? © ©
?????????? × ©
• ???
– ??????????
– ?????????
• ?????????
– ????????????????????????
– ??????????????????????
• ??????
– ??
– ?????????????
– ????????????????
– ???????????????????????????????
??????????? 5 ???? 8 ??????????????????????
??????XCS-ER??????????????????????????????
??????????XCS-EC?? XCS-RG???????????????????
??????????????????????????? XCS-RG????????
??????????????????? XCS-EC????????????????
??????????????????
??????
• ??????????
??????????
– ???????????????????????: XCS-RG
– ?????????????????????????
???????
∗ ????????????????: XCS-ER
∗ ???????????????????: XCS-RR
∗ ????????????????????????????????
?: XCS-EC
• ??????????
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???????
– ??????????????????? 2????????: XCS-RR
– ??????????????????????????????????
?: XCS-EC
????????????? UCI Machine Learning Repository[90]???????
??????????????????????????????????????
• XCS-RG???????
??????????????????????????: Car Evaluation?
• XCS-ER???????
???????????????????????????: Iris, Bank Marketing,
Wine, Breast Cancer Wisconsin (Diagnostic),Heart disease, Abalone, Adult,
Human Activity Recognition Using Smartphones, Wine Quality?
• XCS-EC???????
?????????????????: Forest Fires, Student Performance, Auto
MPG, Computer Hardware, SGEMM GPU kernel performance, Solar Flare?
????XCS-RR????????? 2?????????????????????
????????????????????????????????????????
?????????????????
9.2 ????????????
???????????????????????? 9.1?????????????
????????????????????????X ?????????? µC , µI ?
?? R?????????????????????????????????????
? σ2 ????????? n???????X ???? (E[X])????? (V [X])??
???????
E[X] = E[
1
n
(X1 +X2 + · · ·+Xn)]
=
1
n
E[X1 +X2 + · · ·+Xn]
= E[X](= µ) (9.1)
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𝜇𝐼
確率
報酬
𝜇𝐶
R
𝜎 𝜎
? 9.1 ?????????
V [X] = V [
1
n
(X1 +X2 + · · ·+Xn)]
=
1
n2
V [X1 +X2 + · · ·+Xn]
=
V [X]
n
(=
σ2
n
) (9.2)
????? ασ?????α????????????????????????????
??????????????????????
• ???: µC ± ασ/
√
n
• ????: µI ± ασ/
√
n
????????????????????????????????????????
?????????????????????????? n?????????????
?????????????????
9.2.1 XCS-ER
????????????????
XCS-ER? [M ]???????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????
2α
σ√
n
< R (9.3)
???????????????????????????????????? σp ??
???p ?????????????????????p ???????????? Rp
??p = 0???????????????? R?????
Rp = µc − µI = (1− 2p)R (9.4)
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? 9.2 ??????????????? XCS-ER??????????????? p?
???? α
1 2 3 4 5 6
10 0.35 0.23 0.16 0.11 0.08 0.06
50 0.43 0.36 0.30 0.25 0.21 0.18
???? n 100 0.45 0.40 0.36 0.31 0.28 0.24
150 0.46 0.42 0.38 0.34 0.31 0.28
200 0.46 0.43 0.40 0.36 0.33 0.30
? 9.3 ????????????????? XCS-ER??????????
PO = 0.3 PO = 0.35
[O]?????? 5 (100%) 4 (80%)
?? 32??? [O]?????? 5 (100%) 3 (60%)
?? F ???????? 32 31.8
???????? σp ?
σp =
√
p(1− p)R (9.5)
???????? (9.3)????????
2α
√
p(1− p)R√
n
< (1− 2p)R
4α2p(1− p) < n(4p2 − 4p+ 1)
p2 − p+ n
4n+ 4α2
> 0 (9.6)
?????? p < 0.5?????
p <
1
2
(1−
√
1− n
n+ α2
) (9.7)
?????? 9.2? (1 −√1− n/(n+ α2))/2???????????????? n?
?????? α????
? 9.11??? 9.12? PO = 0.3, 0.35??????????????????????
??? Iteration????????????????????????????? 9.3?
[O]????????????? F ????????????PO = 0.3???????
????? 100% ?????????? [O] ??????PO = 0.35 ????????
???? 100%???????[O]???????????????????? 9.2??
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(a) ?????? (b) ???????
? 9.2 PO = 0.3
(a) ?????? (b) ???????
? 9.3 PO = 0.35
?????????????? 4σ?5σ ????????????? 100???????
???
???????????????? n ?????????????????????
?????????????????????????????????? (9.7) ???
???????????????????????XCS-ER?????????????
??????????????????????????? n????????????
9.2.2 XCS-RR
XCS-RR??????????????????????????????????
????????????????????????????????????????
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Maxmin
確率
報酬
𝜇𝐼 𝜇𝐶
R
𝑤
? 9.4 XCS-RR?????????????
???????????????????????????????????????
9.4????????????????????
?????????????????????????
??????????????????? (±w)????? 9.4????Max? µC
??????
w +
ασ√
n
< R (9.8)
??????????????????????? σ = w/
√
3???
w(1 +
α√
3n
) < R
w <
√
3n√
3n+ α
R (9.9)
????? 9.4?
√
3n/(
√
3n+α)???????????????? n???????
α?????????????????? µC , µI ?? ±w ?????? ασ/
√
n < w ?
???
w + w < R (9.10)
????w < R/2??? n??????????????????
? 9.5??? 9.6? w = ±900,±1000??????????????????????
??? Iteration????????????????????????????? 9.5?
[O]????????????? F ????????????w = ±900???????
????? 100%?????????? [O]??????w = ±1000????????
???? 100%???????[O]???????????????????? 9.4??
?????????????? 4σ?5σ ????????????? 500???????
???
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? 9.4 ???????????????????????? XCS-RR??????R
???????
???? α
1 2 3 4 5 6
10 0.85 0.73 0.65 0.58 0.52 0.48
50 0.92 0.86 0.80 0.75 0.71 0.67
100 0.95 0.90 0.85 0.81 0.78 0.74
???? n 200 0.96 0.92 0.89 0.86 0.83 0.80
300 0.97 0.94 0.91 0.88 0.86 0.83
400 0.97 0.95 0.92 0.90 0.87 0.85
500 0.97 0.95 0.93 0.91 0.89 0.87
? 9.5 ?????????????????????????? XCS-RR????
??????
w = ±900 w = ±1000
[O]?????? 5 (100%) 1 (20%)
?? 32??? [O]?????? 5 (100%) 1 (20%)
?? F ???????? 32 8.2
?????????????????????????
??????????? (−∞,∞)???????????????????????
???????????????????? (−∞,∞)???????????????
???????????????????????????????????????
±ασ ??????????? w? ασ ??????
ασ +
ασ√
n
< R
σ <
R
α(α+ 1√
n
)
(9.11)
????? 9.6? 1/(α(α + 1/√n))???????????????? n??????
? α????
? 9.7??? 9.8? σR = 200, 300???????????????????????
?? Iteration????????????????????????????? 9.7? [O]
????????????? F ????????????σR = 200?????????
??? 100%?????????? [O]??????σR = 300???????????
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(a) ?????? (b) ???????
? 9.5 w = ±900
(a) ?????? (b) ???????
? 9.6 w = ±1000
? 100%?????[O]??????????????????? 9.6????????
???????? 4σ?5σ ????????????? 500??????????
Multiplexer ???????????? # ???????????????????
???? {C : 00#0#######, A : 1}??? 1/4????????????????
???????????????? n ??????????????????????
???3/4???????? 1/4?????????????1/4??????????
?????1/4????????????? (7/8)n ??????? n???? 9.8??
??? 9.8?? n? 40??? 3σ ??100??? 5σ ????????????????
???????????????????? n? 500????????????
???????????????????????????????????????
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? 9.6 ???????????????????????? XCS-RR??????R
???????
???? α
1 2 3 4 5 6
10 0.76 0.38 0.25 0.19 0.15 0.13
50 0.88 0.44 0.29 0.22 0.18 0.15
100 0.91 0.45 0.30 0.23 0.18 0.15
???? n 200 0.93 0.47 0.31 0.23 0.19 0.16
300 0.95 0.47 0.32 0.24 0.19 0.16
400 0.95 0.48 0.32 0.24 0.19 0.16
500 0.96 0.48 0.32 0.24 0.19 0.16
? 9.7 ?????????????????????????? XCS-RR????
??????
σR = 200 σR = 300
[O]?????? 5 (100%) 5 (100%)
?? 32??? [O]?????? 5 (100%) 0 (0%)
?? F ???????? 32 32.8
? 9.8 (7/8)n ??
???? n 20 40 50 100 200 500
?? 6.9×10−2 4.8×10−3 1.3×10−3 1.6×10−6 2.5×10−12 1.0×10−29
? n??????????????????????
9.2.3 XCS-EC
?????????????????????????
XCS-EC? [M ]???????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
??????????
2α
σ√
n
< R (9.12)
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(a) ?????? (b) ???????
? 9.7 σR = 200
(a) ?????? (b) ???????
? 9.8 σR = 300
???????????
σ <
√
n
2α
R (9.13)
????? 9.9 ? √n/2α ???????????????? n ??????? α ?
???
? 9.9??? 9.10? σR = 900, 1000??????????????????????
??? Iteration????????????????????????????? 9.10?
[O]????????????? F ????????????σR = 900???????
????? 100%???????????? [O]??????σR = 1000???????
????? 100%???????[O]?????????????? F ????????
????????????????? 9.9???????????????? 4σ?5σ ?
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? 9.9 ???????????????????????? XCS-EC??????R
???????
???? α
1 2 3 4 5 6
10 1.58 0.79 0.53 0.40 0.32 0.26
50 3.54 1.77 1.18 0.88 0.71 0.59
???? n 100 5.00 2.50 1.67 1.25 1.00 0.83
150 6.12 3.06 2.04 1.53 1.22 1.02
200 7.07 3.54 2.36 1.77 1.41 1.18
? 9.10 ?????????????????????????? XCS-EC????
??????
σR = 900 σR = 1000
[O]?????? 4 (80%) 3 (60%)
?? 32??? [O]?????? 4 (80%) 3 (60%)
?? F ???????? 30.4 24.4
???????????? 100??????????
????????????????
??????????????????????????? p???????????
??? Rp ?????p = 0???????????????? R?????
Rp = µc − µI = (1− 2p)R (9.14)
σp =
√
p(1− p)R (9.15)
???????? (9.12)????????
2α
√
p(1− p)R√
n
< (1− 2p)R
4α2p(1− p) < n(4p2 − 4p+ 1)
p2 − p+ n
4n+ 4α2
> 0 (9.16)
?????? p < 0.5?????
p <
1
2
(1−
√
1− n
n+ α2
) (9.17)
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(a) ?????? (b) ???????
? 9.9 σR = 900
(a) ?????? (b) ???????
? 9.10 σR = 1000
????? 9.11? (1−√1− n/(n+ α2))/2???????????????? n??
????? α????
? 9.11??? 9.12? PO = 0.3, 0.35??????????????????????
??? Iteration????????????????????????????? 9.12?
[O]????????????? F ????????????PO = 0.3???????
????? 100%???????????? [O]??????PO = 0.35???????
????? 100%???????[O]???????????????????? 9.11?
??????????????? 4σ?5σ ????????????? 100??????
????
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? 9.11 ??????????????? XCS-EC??????????????? p?
???? α
1 2 3 4 5 6
10 0.35 0.23 0.16 0.11 0.08 0.06
50 0.43 0.36 0.30 0.25 0.21 0.18
???? n 100 0.45 0.40 0.36 0.31 0.28 0.24
150 0.46 0.42 0.38 0.34 0.31 0.28
200 0.46 0.43 0.40 0.36 0.33 0.30
? 9.12 ????????????????? XCS-EC??????????
PO = 0.3 PO = 0.35
[O]?????? 5 (100%) 1 (20%)
?? 32??? [O]?????? 4 (80%) 0 (0%)
?? F ???????? 32.4 33.8
????????????????????????????????????
p = 0, σR = 0???????????????? R???????????????
?????????? Rp,σR ??????? σp,σR ?
Rp,σR = µc − µI = (1− 2p)R (9.18)
σp,σR =
√
p(1− p)R2 + σ2R (9.19)
????? (9.12)????????
2α
√
p(1− p)R2 + σ2R√
n
< (1− 2p)R
4α2{p(1− p)R2 + σ2R} < n(4p2 − 4p+ 1)R2
p2 − p+ nR
2 − 4α2σ2R
4R2(n+ α2)
> 0 (9.20)
?????? p < 0.5?????
p <
1
2
(1−
√
1− nR
2 − 4α2σ2R
R2(n+ α2)
) (9.21)
?????????????????????????? 4σ?5σ ????
??????????????? 100 ?????????? 9.13 ? (1 −
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(a) ?????? (b) ???????
? 9.11 PO = 0.3
(a) ?????? (b) ???????
? 9.12 PO = 0.35
√
1− (nR2 − 4α2σ2R)/(R2(n+ α2)))/2 ????n = 100 ??????????
?????? n????????????????? σR ????
? 9.13??? 9.14? (PO, σR) = (0.25, 200), (0.3, 200)?????????????
???????????? Iteration ??????????????????????
??????? 9.14 ? [O] ????????????? F ????????????
(PO, σR) = (0.25, 200)???????????? 100%?????????? [O]??
????(PO, σR) = (0.3, 200)???????????? 100%???????[O]??
?????????????????? 9.13???????????????? 4σ?5σ
??????????
???????????????? n ?????????????????????
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? 9.13 ??????????????????????????????????
??? XCS-EC??????R???????
?????????????? σR
0 100 200 300 400 500 600
1 0.45 0.45 0.45 0.44 0.44 0.43 0.42
2 0.40 0.40 0.39 0.39 0.37 0.36 0.35
???? α 3 0.36 0.35 0.35 0.33 0.32 0.30 0.28
4 0.31 0.31 0.30 0.28 0.26 0.24 0.21
5 0.28 0.27 0.26 0.24 0.21 0.18 0.15
6 0.24 0.24 0.22 0.20 0.17 0.14 0.10
? 9.14 ?????????????????????????? XCS-EC????
??????
(PO, σR) = (0.25, 200) (PO, σR) = (0.3, 200)
[O]?????? 5 (100%) 3 (60%)
?? 32??? [O]?????? 5 (100%) 2 (40%)
?? F ???????? 32 30.4
?????????????????????????????????? (9.13)???
???????????????????????XCS-EC?????????????
??????????????????????????? n????????????
9.2.4 XCS-RG
?????????????????????????
XCS-RG??????????????????????????????????
?????????????????????????? 9.15? µC ????????
????? µI ???????????????????????????? d????
??????????????
2ασ√
n
< d (9.22)
?????????????? d = R− 2ασ/√n??
2ασ√
n
< R− 2ασ√
n
(9.23)
σ <
√
n
4α
R (9.24)
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(a) ?????? (b) ???????
? 9.13 (PO, σR) = (0.25, 200)
(a) ?????? (b) ???????
? 9.14 (PO, σR) = (0.3, 200)
確率
報酬
𝜇𝐼 𝜇𝐶
R
𝛼𝜎
𝑛
𝑑
𝛼𝜎
𝑛
? 9.15 XCS-RG?????????????
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? 9.15 ???????????????????????? XCS-RG ?????
?R???????
???? α
1 2 3 4 5 6
10 0.79 0.40 0.26 0.20 0.16 0.13
50 1.77 0.88 0.59 0.44 0.35 0.29
???? n 100 2.50 1.25 0.83 0.63 0.50 0.42
200 3.54 1.77 1.18 0.88 0.71 0.59
250 3.95 1.98 1.32 0.99 0.79 0.66
300 4.33 2.17 1.44 1.08 0.87 0.72
? 9.16 ?????????????????????????? XCS-RG????
??????
σR = 1000 σR = 1100
[O]?????? 4 (80%) 0 (0%)
?? 32??? [O]?????? 3 (60%) 0 (0%)
?? F ???????? 31.8 20.6
????? 9.15 ? √n/(4α) ?????????????????? n ???????
α????
? 9.16 ??? 9.17 ? σR = 1000, 1100 ????????????????????
????? Iteration ?????????????????????????????
9.16? [O]????????????? F ????????????σR = 1000???
????????? 100% ???????????? [O] ??????σR = 1100 ??
?????????? 100% ???????[O] ???????????? F ????
??????????????????????? 9.15??????????????
?? 4σ?5σ ????????????? 250?? (1, 000, 000/(211 × 2))??????
??????11-Multiplexer???????????? 211 ????????? 2???
?????????????? 4,096 ??????Iteration ? 1,000,000 ??????
???????? 250??????????????
????????????????
p = 0???????????????? R???????????????????
?????? Rp ??????? σp ?
Rp = µc − µI = (1− 2p)R (9.25)
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(a) ?????? (b) ???????
? 9.16 σR = 1000
(a) ?????? (b) ???????
? 9.17 σR = 1100
σp =
√
p(1− p)R (9.26)
????? (9.23)????????
2α
√
p(1− p)R√
n
< (1− 2p)R− 2α
√
p(1− p)R√
n
16α2p(1− p) < n(4p2 − 4p+ 1)
p2 − p+ n
16n+ 4α2
> 0 (9.27)
?????? p < 0.5?????
p <
1
2
(1−
√
1− n
n+ 4α2
) (9.28)
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? 9.17 ??????????????? XCS-RG??????????????? p?
???? α
1 2 3 4 5 6
10 0.23 0.11 0.06 0.04 0.02 0.02
50 0.36 0.25 0.18 0.13 0.09 0.07
???? n 100 0.40 0.31 0.24 0.19 0.15 0.12
200 0.43 0.36 0.30 0.25 0.21 0.18
250 0.44 0.38 0.32 0.27 0.23 0.20
300 0.44 0.39 0.34 0.29 0.25 0.22
? 9.18 ????????????????? XCS-RG??????????
PO = 0.25 PO = 0.3
[O]?????? 5 (100%) 0 (0%)
?? 32??? [O]?????? 5 (100%) 0 (0%)
?? F ???????? 32 2.0
????? 9.17 ? (1 −√1− n/(n+ 4α2))/2 ??????????????????
n??????? α????
? 9.18 ??? 9.19 ? PO = 0.25, 0.3 ????????????????????
????? Iteration ?????????????????????????????
9.18 ? [O] ????????????? F ????????????PO = 0.25 ??
?????????? 100%?????????? [O]??????PO = 0.3????
???????? 100% ???????[O] ???????????????????
9.17 ???????????????? 4σ?5σ ????????????? 250 ??
(1, 000, 000/(211 × 2))????????
??????????????????????????????????
p = 0, σR = 0???????????????? R???????????????
?????????? Rp,σR ??????? σp,σR ?
Rp,σR = µc − µI = (1− 2p)R (9.29)
σp,σR =
√
p(1− p)R2 + σ2R (9.30)
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(a) ?????? (b) ???????
? 9.18 PO = 0.25
(a) ?????? (b) ???????
? 9.19 PO = 0.3
????? (9.23)????????
2α
√
p(1− p)R2 + σ2R√
n
< (1− 2p)R− 2α
√
p(1− p)R2 + σ2R√
n
16α2{p(1− p)R2 + σ2R} < n(4p2 − 4p+ 1)R2
p2 − p+ nR
2 − 16α2σ2R
4R2(n+ 4α2)
> 0 (9.31)
?????????? p < 0.5?????
p <
1
2
(1−
√
1− nR
2 − 16α2σ2R
R2(n+ 4α2)
) (9.32)
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? 9.19 ??????????????????????????????????
??? XCS-RG??????R???????
?????????????? σR
0 100 200 300 400 500 600
1 0.44 0.44 0.43 0.43 0.42 0.41 0.40
2 0.38 0.37 0.37 0.36 0.34 0.33 0.31
3 0.32 0.32 0.31 0.29 0.27 0.25 0.22
4 0.27 0.27 0.26 0.24 0.21 0.18 0.15
5 0.23 0.23 0.21 0.19 0.16 0.12 0.08
6 0.20 0.19 0.17 0.15 0.11 0.07 0.03
? 9.20 ?????????????????????????? XCS-RG ???
???????
(PO, σR) = (0.2, 300) (PO, σR) = (0.25, 300)
[O]?????? 5 (100%) 0 (0%)
?? 32??? [O]?????? 5 (100%) 0 (0%)
?? F ???????? 32 3.8
?????????????????????????? 4σ?5σ ????????
??????????? 250 ?? (1, 000, 000/(211 × 2)) ???????? 9.19 ?
(1 −√1− (nR2 − 16α2σ2R)/(R2(n+ 4α2)))/2 ????n = 250 ??????????
?????? n????????????????? σR ????
? 9.20??? 9.21? (PO, σR) = (0.2, 300), (0.25, 300)?????????????
???????????? Iteration ??????????????????????
??????? 9.20 ? [O] ????????????? F ????????????
(PO, σR) = (0.2, 300) ???????????? 100% ?????????? [O] ??
????(PO, σR) = (0.25, 300)???????????? 100%???????[O]?
?????????????????? 9.19???????????????? 4σ?5σ
??????????
???????????????? n ?????????????????????
?????????????????????????????????? (9.24)???
???????????????????XCS-RG ? Recording table ???????
??????????????????????????????????????? n
?????????????
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(a) ?????? (b) ???????
? 9.20 (PO, σR) = (0.2, 300)
(a) ?????? (b) ???????
? 9.21 (PO, σR) = (0.25, 300)
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? 10?
??
10.1 ??????
?????????????? (Learning Classifier System: LCS)????????
????????????????????????????????????????
??????????????????????????????Multiplexer????
???????????????????????????????????????
??????????? (i)?????????????? (ii)???????????
???????(i)????????????????????????, (ii)?????
????????????????????????? 2?? (i)??????????
?? (ii) ??????????????????????????????????(i)
???????????????????????????????????????
?? (XCS based on Estimated Reward: XCS-ER)? (ii)?????????????
???????????????????????????????? (XCS based on
Range of Reward: XCS-RR)? (i)?????????????? (ii)???????
????????????????????????????????????????
(XCS based on Reward Group: XCS-RG)????????????????????
(XCS based on Estimated Correctness: XCS-EC)????????????????
??????????LCS ??????????????????? Multiplexer ??
???? (i)?????????????? (ii)??????????????????
????????????????????????????????????????
• ????????????????????? (i)??????????????
??? 5??
???? XCS-ER???????????????????????????
?????????????????????????????????????
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?????????????? (PI , PO)??????????????????
?????????????????????????????????????
?????????????????????????????????????
???????????????????????
• ?????????????? (ii)???????????????????? 6
??
???? XCS-RR???????????????????????????
?????????????????????????????????????
??????????? (σR)???????????????????????
?????????????????????????????????????
?????????????????????????????????????
????????????????????????????
• ???????????????????? (i) ??????????????
(ii)???????????????????? 7????? 8??
? 5 ????????????????????????????? 6 ??
???????????????????????????? XCS-EC ???
XCS-RG????????????????????????????????
??????XCS-EC ??????????????????????????
?????????????????????????????????????
?????????????????????????????????????
XCS-RG ????????????????????????????????
??????????????????????????????????
• ????????????????????????????? 9??
????????? XCS-ER, XCS-RR, XCS-EC??? XCS-RG?????
?????????????????????????????????????
???????????????????????????????????? 4
?????????????????????????????????????
• ???????????????????? 9??
???????????????????????????????????
????????????????????????????????????
XCS-RR ????????????????????????????????
?????????????????XCS-ER??? XCS-EC????????
?? n ?????????????????????????????????
?????XCS-RG ? Recording table ??????????????????
??????????? n?????????????????????????
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???????
10.2 ?????
???????????????????????????????????????
????????????????????????????????????????
?????????
10.2.1 ????????????
???????????
XCS-ER???? ϵ0 ????????????????? θRE ??XCS-RR???
?????????????????????? θRR ??XCS-EC???? ϵ0 ????
???????? θEC ?????????XCS?? θmna, P#, pI , ϵ, FI , pexplr, β, ϵ0,
α, ν, θsub, θGA, χ, µ, N , θdel, δ ?????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
??XCS-RG?????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
??????????????????????????????? (3.8)??????
α ??? ν ?????????????????????? XCS-ER ??? XCS-EC
?????????????????????????????????????ν ?
?????????????? ν ???????????? 10.1? ν ? 10?? 5??
?????? σR = 200???? U????????? 7.21 ????????????
XCS-EC ???????? 100% ??????????????ν ? 5 ???????
??? (3.8)????????????? κ??????????????? ν ????
???????????????XCS-EC ????????????????????
?????????????????????????????????????XCS
????????????????????????????????????????
???Nakata?????????????????????????????????
– 153 –
(a) ?????? (b) ???????
? 10.1 σR = 200?ν = 5?
????????? [89]?????????????????????????????
????????????????????
??????????????????????
? 5, 6, 7, 8?????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
??????????????????????????
???? 5.3??? [O]???????? [O]??????????????????
???????????????????????????????????[O]???
??????????????????????????????????[O]????
[O]??????????????????????????????????????
??[O]????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????? [O]??????????????????
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???????
?????Multiplexer????????????????????????????
???????????????? [O]??????????[O]???????????
???????????????????????????????????????
????????????????????????????????????????
???????
???????????????????????????????????????
???????????? XCS ?????????????????????????
???????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
?????????????????????????????
???????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
???????????????? 1???????????????????????
????????????????????????????????????????
???? LCS ????????????????????????? XCS ?????
????????????????????????????????????????
????????????????????????XCS?????????????
??????????????????????????
??? 2?????????????????? XCS??????? 4??????
????????????????????????????????????????
????????????????????????????????????????
????????????
10.2.2 ???????
XCS-EC??? XCS-ER???????
XCS-RR? XCS-RG?????????????????????????????
??????????????????????XCS-EC??? XCS-ER??????
????? 4 ??? 6 ?????????????????????????????
????????????????????????????????????????
????????????????????????????????????????
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??????XCS-EC??? XCS-ER??????????????????????
????????????????????????????????????????
???????????????????????????????????
XCS-RR????????
XCS-RR??????????????????????????????????
??????XCS-EC? XCS-RG????????????????????????
????????????????????????????????????????
????????????????????????????????????????
???????????????????????????????? R/2?????
????????????????????????????????????????
????????????????????????????????????????
????????????????????
XCS-EC????????
? 8.2 ?????? XCS-EC ? XCS-RR ? XCS-RG ?????????????
????????????XCS-RG ? Recording table ??????????????
???????????????????????????????????????
????????????????????????????????????????
???
XCS-RG???????????????
? 7?????? XCS-RG??? 3??????????????????????
???????????????????? 7.5.1??????? Recording table??
????? (s, a)??????M(s, a)??????????????????????
???????????????????? (s, a)?????????????????
????????????????????????????????????????
???????????? (s, a)?????????????????????????
????? (s, a)??????M(s, a)??????????????????????
?? (s, a)????M(s, a)???????????????????????????
?????????????????
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??
??????????????????????????????????????
???????????????????, ???????????????????
???????????????????????, ???????????????
???????????????????????? Tim Kovacs ???International
Workshop on Learning Classifier Systems 2019? co-organizer??????????
???????????????????????????, ??????????
Anthony Stein?????????????????????????????????
????????????????????????????????????????
?????????????????????????
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