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Povzetek
Prvi korak topolosˇke analize podatkov, kjer podatki predstavljajo neke tocˇke
v evklidskem prostoru, se zacˇne s konstrukcijo simplicialnega kompleksa nad
temi tocˇkami. V tem delu obravnavamo simplicialne komplekse zgrajene na
slucˇajnih vzorcih tocˇk v ravnini in prostoru. Za osnovni model simplicialnega
kompleksa smo izbrali Cˇechov simplicialni kompleks in njegovo aproksima-
cijo, alfa kompleks, ki ima zaradi nizˇje dimenzije manjˇso cˇasovno zahtevnost
in je prikladnejˇsi za eksperimente na slucˇajnih vzorcih. Oblika simplicial-
nega kompleksa je dolocˇena z njegovimi topolosˇkimi karakteristikami, kot
sta sˇtevilo nepovezanih komponent in pa Eulerjeva karakteristika. Analizi-
rali smo povprecˇno sˇtevilo komponent in povprecˇno Eulerjevo karakteristiko
pri vecˇjem sˇtevilu slucˇajnih vzorcev tocˇk v ravnini in v prostoru v odvisnosti
od sˇtevila tocˇk v slucˇajnem vzorcu in parametra kompleksa, ki dolocˇa reso-
lucijo rekonstrukcije. Rezultate smo primerjali s teoreticˇnimi pricˇakovanji.
Kljucˇne besede: Cˇechov kompleks, alfa kompleks, slucˇajni vzorci.

Abstract
The first step in topological analysis of data, where the input represents a set
of points in euclidean space, is the construction of a simplicial complex on
these points. In this thesis we will focus on simplicial complexes constructed
on a random sample of points in the plane or 3D space. As the basic model
for reconstruction we have chosen the Cˇech complex and its aproximation,
the Alpha complex, which is more appropriate for experiments on random
samples. The shape of a simplicial complex is reflected by its topological
invariants like the number of connected components and the Euler charac-
teristic. An analysis of the average number of connected components and the
average Euler characteristic of a larger number of random samples of points
in the plane and in 3D space depends on the number of points in the sample
and the parameter of the complex which determines the resolution of the re-
construction. A comparison between results and the theoretical expectation
is given.
Keywords: Cˇech complex, alpha complex, random sample.

Poglavje 1
Uvod in motivacija
Zanimanje za topolosˇko analizo podatkov se v zadnjih letih povecˇuje [2, 5].
Topolosˇke analize podatkov nad vhodno mnozˇico tocˇk se lotimo tako, da vho-
dno mnozˇico tocˇk interpretiramo kot ogliˇscˇa in nad njimi zgradimo simplici-
alni kompleks. Pri tem je lahko vhodna mnozˇica neurejena koncˇna mnozˇica
tocˇk v evklidskem n-dimenzionalnem prostoru, ki predstavlja nek vzorec tocˇk
iz neke vecˇje mnozˇice, pogosto je prisoten tudi sˇum.
Pri dimenziji vzorca tocˇk nismo omejeni na nizˇje dimenzije, dimenzija n
prostora, iz katerega so dane tocˇke, je lahko tudi vecˇja ali celo zelo velika.
Pri sami gradnji simplicialnega kompleksa pa lahko spreminjamo resolucijo
modela, kjer se pojavi vprasˇanje, kaksˇna je optimalna izbira za resolucijo
modela.
Eden od razlogov za topolosˇko analizo je rekonstrukcija informacij o obliki
mnozˇice, iz katere smo zajeli koncˇen vzorec tocˇk, ki jo z vzorcˇenjem izgubimo.
Pri tem nam pomagajo topolosˇke invariante, kot so sˇtevilo nepovezanih kom-
ponent, Eulerjeva karakteristika in sˇtevilo lukenj, ki jih izracˇunamo nad zgra-
jenim simplicialnim kompleksom. S pomocˇjo teh lahko v nekaterih primerih
dolocˇimo obliko mnozˇice, iz katere so zajete vhodne tocˇke. V diplomskem
delu se bomo omejili na podmnozˇice v ravnini in v 3D prostoru.
Diplomsko delo je sestavljeno iz dveh delov. V prvem delu se bomo osre-
dotocˇili na Cˇechov kompleks. Najprej si bomo ogledali algoritem za konstruk-
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cijo Cˇechovega kompleksa, ki je povzet po [3]. Na podlagi implementacije
algoritma za konstrukcijo Cˇechovega kompleksa bomo ocenili tudi cˇasovno
zahtevnost v ravnini in prostoru.
Kot bomo videli, ima lahko Cˇechov kompleks, zgrajen na podmnozˇici rav-
nine ali prostora tudi viˇsjo dimenzijo, cˇasovna zahtevnost pa zˇe pri majhnem
sˇtevilu tocˇk z dimenzijo zelo hitro raste. Zato bomo pri eksperimentih upo-
rabljali alfa kompleks, ki je aproksimacija Cˇehovega kompleksa. Dimenzija
alfa kompleksa ni vecˇja od dimenzije prostora, iz katerega so zajete tocˇke,
zato je primeren za konstrukcijo v ravnini in prostoru.
V drugem delu se bomo osredotocˇili na vzorcˇenje. Najprej si bomo ogle-
dali teoreticˇno analizo vzorcˇenja. Sledili bodo sˇe eksperimenti na ravninskih
in prostorskih vzorcih. Pri tem nas bo zanimalo povprecˇno sˇtevilo komponent
in povprecˇna Eulerjeva karakteristika, ki v ravnini za potrebe topolosˇke ana-
lize skupaj zˇe dolocˇata obliko mnozˇice. Opazili bomo, da se oblika simplicial-
nega kompleksa, zgrajenega na slucˇajnem vzorcu tocˇk v ravnini in prostoru
z narasˇcˇajocˇim sˇtevilom tocˇk spreminja v skladu z opisom v [10]. Oblikujejo
se sˇtirje rezˇimi glede na obliko grafa Eulerjeve karakteristike v odvisnosti od
radija. Eulerjeva karakteristika na zacˇetku narasˇcˇa, nato pade do negativne
vrednosti, spet malo naraste in je na koncu enaka 1. Te sˇtirje rezˇimi se
imenujejo podkriticˇni, kriticˇni, nadkriticˇni ter povezani in bodo kasneje bolj
podrobno opisani.
Poglavje 2
Cˇechov kompleks
2.1 Osnovni pojmi
V tem razdelku bomo predstavili osnovne topolosˇke pojme, ki so potrebni za
razumevanju algoritmov in konstrukcij, predstavljenih v tem delu.
2.1.1 Simplicialni kompleksi
Najprej bomo predstavili simplicialne komplekse. Simplicialni kompleksi so
geometrijski objekti, ki predstavljajo podmnozˇice prostora Rd vektorjev di-
menzije d > 0. Za razliko od grafov vsebujejo poleg tocˇk in robov lahko
sˇe trikotnike, tetraedre in simplekse viˇsjih dimenzij. Zaradi svoje preproste
kombinatoricˇne strukture so posebej primerni za racˇunalniˇsko obdelavo in
algoritme.
Simplicialni kompleksi se v racˇunalniˇstvu uporabljajo v topolosˇki analizi
podatkov za rekonstrukcijo mnozˇic iz vzorca tocˇk, za analizo vzorcˇenih po-
datkov, na primer signalov, pa tudi za modeliranje senzorskih omrezˇij, stra-
tegij, distribuiranih sistemov, uporabljajo pa se tudi v vrsti drugih domen
[15, 1, 13, 8].
Simplicialne komplekse lahko definiramo tako iz geometrijskega kot tudi
abstraktnega vidika. Obe definiciji sledita v nadaljevanju.
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Geometrijska definicija
Najprej bomo definirali simplicialne komplekse z geometrijskega vidika.
Definicija 2.1 (Kombinacije) Naj bo S = {p0, p1, . . . , pk} ⊆ Rd. Line-
arna kombinacija x =
k∑
i=0
λipi za neke λi ∈ R je afina, cˇe je
k∑
i=0
λi = 1.
Afina kombinacije
k∑
i=0
λi = 1 je konveksna, cˇe je λi ≥ 0 za vse tocˇke pi iz
mnozˇice S. Mnozˇica konveksnih kombinacij je konveksna ogrinjacˇa mnozˇice
S.
Definicija 2.2 (Neodvisnost) Mnozˇica S je linearno (afino) neodvisna, cˇe
nobena tocˇka iz S ni linearna (afina) kombinacija drugih tocˇk v S.
Definicija 2.3 (k-simpleks) k-simpleks σ je konveksna ogrinjacˇa k+1 afino
neodvisnih tocˇk S = {v0, v1, . . . , vk}. Tocˇke mnozˇice S predstavljajo ogliˇscˇa
simpleksa σ.
Za boljˇso predstavo so nizˇje dimenzionalni k-simpleksi prikazani na sliki
2.1.
Slika 2.1: Od leve proti desni so predstavljeni nizˇje dimenzionalni k-simpleksi,
za 0 ≤ k ≤ 3, ki imajo tudi svoja imena: 0-simpleks ali tocˇka, 1-simpleks ali
stranica, 2-simpleks ali trikotnik in 3-simpleks ali tetraeder.
Definicija 2.4 (Lice, kolice) Naj bo σ k-simpleks, definiran z mnozˇico ogliˇscˇ
S = {v0, v1, . . . , vk}. Simpleks τ , definiran z mnozˇico ogliˇscˇ T ⊆ S, je lice
simpleksa σ in ima σ za svoje kolice. Razmerje oznacˇimo s σ ≥ τ in τ ≤ σ.
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Definicija 2.5 (Simplicialni kompleks) Simplicialni kompleks K je koncˇna
mnozˇica simpleksov, za katero velja:
i cˇe je σ ∈ K in τ ≤ σ je tudi τ ∈ K;
ii cˇe sta σ, σ′ ∈ K, je presek σ ∩ σ′ skupno lice simpleksov σ in σ′.
Simplicialni kompleks smo definirali iz geometrijskega vidika. Cˇeprav
se zdi, da imajo simplicialni kompleksi geometrijsko naravo, jih je mogocˇe
definirati brez geometrije. Abstraktna definicija sledi v nadaljevanju.
Abstraktna definicija
Definicija 2.6 (Abstrakten simplicialni kompleks) Abstrakten simpli-
cialni kompleks na koncˇni mnozˇici S je druzˇina K podmnozˇic mnozˇice S,
za katero velja:
i za vsak v ∈ K, {v} ∈ S. Mnozˇice {v} imenujejo ogliˇscˇa mnozˇice K.
ii cˇe je σ ∈ S in τ ≤ σ, je tudi τ ∈ S.
Elementi druzˇine K so simpleksi. Simpleks σ je k-simpleks, cˇe je |σ| =
k + 1. Cˇe je τ ⊆ σ, je τ lice σ in σ kolice τ .
Cˇe imamo poljuben geometrijski simplicialni kompleks, iz njega dobimo
abstrakten simplicialni kompleks tako, da pozabimo na koordinate ogliˇscˇ in
si mnozˇico ogliˇscˇ predstavljamo kot abstraktno koncˇno mnozˇico. Po drugi
strani ima vsak abstrakten simplicialni kompleks geometrijsko realizacijo, to
je geometrijski simplicialni kompleks, ki ga dobimo tako, da posameznim
ogliˇscˇem priredimo tocˇke v nekem prostoru Rn tako, da bodo ogliˇscˇa vsakega
simpleksa afino neodvisna. Za to mora biti n dovolj velik.
Definicija 2.7 (Izomorfizem) Naj bosta K1, K2 abstraktna simplicialna kom-
pleksa z mnozˇico ogliˇscˇ V1, V2 na mnozˇicah S1 in S2. Izomorfizem med K1 in
K2 je bijekcija ϕ : S1 → S2, ki vsak simpleks in K1 preslika v nek simpleks v
K2, vsak simpleks iz K2 pa je slika nekega simpleksa iz K1.
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2.1.2 Cˇechov kompleks zgrajen na podatkih
V tem razdelku je opisana konstrukcija Cˇechovega kompleksa na koncˇnem
vzorcu tocˇk iz nekega prostora Rn. V tem delu bomo obravnavali tocˇke v
ravnini, torej n = 2, in tocˇke v 3 dimenzionalnem prostoru n = 3, vendar
konstrukcija, ki jo bomo opisali, deluje za poljuben n, le zahtevnost z n
mocˇno narasˇcˇa.
Definicija 2.8 (Zˇivec) Naj bo F koncˇna druzˇina mnozˇic. Za poljubne mnozˇice
vsebuje zˇivec druzˇine vse poddruzˇine z nepraznim presekom
NrvF = {X ⊆ F |
⋂
X 6= ∅}.
Zˇivec je zmeraj abstrakten simplicialen kompleks.
Poglejmo si sˇe izrek o zˇivcu, katerega bomo kasneje potrebovali.
Izrek 2.1 (Izrek o zˇivcu [4]) Zˇivec druzˇine, ki vsebuje same konveksne mnozˇice
je vedno homotopsko ekvivalenten uniji mnozˇic iz dane druzˇine.
Dve podmnozˇici evklidskega prostora sta homotopsko ekvivalentni, cˇe
lahko eno z zvezno deformacijo deformiramo v drugo. Natancˇno definicijo
homotopske ekvivalence najdemo na primer v [4].
Naj bo S vzorec tocˇk v prostoru Rd in d : Rd × Rd → R metrika, torej
predpis, ki tocˇkama x, y priredi njuno razdaljo d(x, y) = ‖x− y‖.
Definicija 2.9 (Odprta krogla) Odprta krogla B(x) s srediˇscˇem v x in
radijem  > 0 in razdaljo ρ je definirana kot mnozˇica B(x) = {y | ρ(x, y) <
}.
V nadaljevanju sledi opis Cˇechovega kompleksa, ki se uporablja v to-
polosˇki analizi podatkov.
Definicija 2.10 (Cˇechov kompleks) Naj bo S ⊆ Rn koncˇna mnozˇica tocˇk,
 > 0 in
U = {B(x), x ∈ S}
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druzˇina odprtih krogel s srediˇscˇi v tocˇkah mnozˇice S in polmerom . Cˇechov
kompleks s parametrom  na mnozˇici S je zˇivec te druzˇine:
Cˇ(S) = Nrv(U).
Slika 2.2 nam predstavlja nekaj primerov mnozˇic v ravnini in pripadajocˇih
zˇivcev. Vsi predstavljajo Cˇechov kompleks. Ker je Cˇechov kompleks defini-
ran kot zˇivec druzˇine odprtih krogel, zadnjega primera v evklidskem prostoru
ne moremo dobiti, lahko pa se pojavi v drugih prostorih. Mnozˇici A in B
pri zadnjem primeru lahko v prostoru, ki ni evklidski, predstavljata odprti
krogli. Zato se lahko pojavi, da presek mnozˇic in zˇivca ni kontraktibilen,
cˇeprav zˇivec sˇe zmeraj predstavlja Cˇechov kompleks. V nasˇem primeru pro-
stor predstavlja topolosˇki tip kroga, saj imamo v komponenti luknjo, zˇivec
pa ima eno komponento. Njun presek ni kontraktibilen.
Na sliki 2.3 je predstavljen Cˇechov kompleks na mnozˇici desetih tocˇk v
ravnini. Kot vidimo na primeru, je lahko dimenzija simpleksov v Cˇechovem
kompleksu vecˇja od dimenzije prostora, v katerem lezˇijo tocˇke.
Ker so krogle konveksne mnozˇice, iz izreka o zˇivcu 2.1 sledi, da je Cˇechov
kompleks homotopsko ekvivalenten uniji krogel, iz katerih smo ga zgradili.
Rekonstrukcija mnozˇice na podlagi vzorca s Cˇechovim kompleksom je torej
dobra aproksimacija vhodne mnozˇice, cˇe je le vzorec dovolj gost.
2.2 Algoritem za konstrukcijo Cˇechovega kom-
pleksa
V tem razdelku bomo opisali algoritem za konstrukcijo Cˇechovega kompleksa
[3], ki smo ga v okviru diplomskega dela implementirali. Vendar ga zaradi
prevelike cˇasovne zahtevnosti nismo uporabili. Namesto tega smo za generi-
ranje simplicialnih kompleksov na slucˇajnih vzorcih tocˇk uporabili alfa oblike,
saj je konstrukcija v dimenzijah 2 in 3 precej manj zahtevna.
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Slika 2.2: Nekaj primerov mnozˇic v ravnini in pripadajocˇih zˇivcev. Vsi pred-
stavljajo Cˇechov kompleks. Zadnjega primera v evklidskem prostoru ne mo-
remo dobiti, saj mnozˇici A in B ne predstavljata odprtih krogel, lahko pa se
pojavi v drugih prostorih.
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Slika 2.3: Prikazan je Cˇechov kompleks nad desetimi tocˇkami v ravnini.
Cˇechov kompleks povezˇe srediˇscˇi dveh zaprtih krogel med seboj le, cˇe ob-
staja presecˇiˇscˇe med kroglama. Na sliki je poleg stranic prikazanih tudi pet
trikotnikov (od katerih so sˇtirje vsebovani v tetraedru) in tetraeder.
2.2.1 Ocˇrtana sfera
Ena izmed funkcij, ki jo bomo potrebovali v samem algoritmu za konstrukcijo
Cˇechovega kompleksa, se imenuje ocˇrtana sfera (angl. Minimall enclosing
sphere). V algoritmu jo bomo oznacˇevali z [c,r] := MinSphere(S), kjer vhodni
parameter S predstavlja mnozˇico tocˇk n iz prostora Rd. Izhodna parametra
c in r pa predstavljata srediˇscˇe in radij ocˇrtane sfere vhodnih tocˇk iz mnozˇice
tocˇk S.
Bistvo te funkcije je, da preverimo, cˇe je neka podmnozˇica P ⊆ S simpleks
v Cˇechovem kompleksu. Velja namrecˇ, da mnozˇica tocˇk P ⊆ S predstavlja
simpleks v Cˇechovem kompleksu Cˇ(S) natanko takrat, kadar obstaja sfera
s polmerom , ki vsebuje vse tocˇke iz mnozˇice S. Polmer ocˇrtane sfere tocˇk,
ki dolocˇajo simpleks v Cˇechovem kompleksu, mora torej biti manjˇsi od .
Algoritem je povzet po [12], implementacija pa je na voljo [6].
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2.2.2 Maksimalne celice
Preden se lotimo same funkcije, opazimo, da ima ocˇrtana sfera med 2 in d+1
tocˇk na svojem robu. Te tocˇke imenujemo podpora sfere. Vse simplekse
kompleksa Cˇ dobimo tako, da uposˇtevamo vse morebitne podpore sfere.
Vendar pa potrebujemo le simplekse maksimalnih dimenzij oziroma ma-
ksimalne celice. To so tisti simpleksi, ki niso vsebovani v nobenem simpleksu
viˇsje dimenzije.
Samo funkcijo bomo v algoritmu oznacˇevali z IsMaxCell(Q), kjer Q pred-
stavlja podmnozˇico vseh tocˇk Q ⊆ S. Funkcija najprej preveri, ali ima
ocˇrtana sfera tocˇk v mnozˇici Q radij manjˇsi od . V primeru, da ta pogoj
drzˇi, preveri funkcija sˇe naslednji pogoj. Za vse tocˇke si mnozˇice S, si ∈ S,
za katere velja si ∩ Q = ∅, ima ocˇrtana sfera mnozˇice Q
⋃
si radij vecˇji ali
enak .
V primeru, da velja slednji pogoj za vse tocˇke, imamo maksimalno celico.
2.2.3 Sfera skozi tocˇke
Funkcija, ki jo bomo v samem algoritmu oznacˇevali z [c,r] := SphereThrough(S)
nam izracˇuna natanko dolocˇeno sfero dimenzije d skozi d+ 1 tocˇk v primeru,
da tocˇke mnozˇice S ne lezˇijo na kaksˇni sferi nizˇje dimenzije.
2.2.4 Algoritem
Algoritem za gradnjo vseh maksimalnih celic Cˇechovega kompleksa Cˇ(S)
dobi kot vhodna parametra disjunktna seznama tocˇk F in R v Rd, vrne pa
seznam C vseh tistih maksimalnih celic Cˇechovega kompleksa Cˇ unije F ∪R,
ki vsebuje vse tocˇke iz F .
Algoritem 2.1: EnumCells
C := EnumCells (F , R)
i f |F | = d+1 or |R | = 0
[ c , r ] := SphereThrough (F)
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[ c2 , r2 ] := MinSphere (F)
S := {x ∈ F ∪ R | ‖x− c‖ ≤ r }
i f r=r2 and IsMaxCell (S ) , C = ( ( c , r ) )
e l s e
i f F 6= ∅ , C := EnumCells (F , ∅) e l s e C := ∅
f o r i := 1 to |R |
C := C ∪ EnumCells (F ∪ (ri ) , ( ri+1 , . . . R|R| ) )
r e turn C
Algoritem je rekurziven in zgenerira vse mozˇne podmnozˇice z (d + 1)
elementi mnozˇice z n elementi. Vhodna mnozˇica F vsebuje vse elemente, ki
so zˇe bili zgenerirani v vse mozˇne podmnozˇice. Mnozˇica R pa vsebuje vse
tocˇke, katere je potrebno sˇe zgenerirati v podmnozˇice.
Zanka for zgenerira vse ustrezne podmnozˇice v leksikografskem zaporedju.
Samo podmnozˇico pa dodamo v C, cˇe je prava podpora maksimalne celice.
V primeru, da zˇelimo, da nam algoritem vrne seznam vseh maksimalnih
celic Cˇechovega kompleksa Cˇ, ga moramo poklicati s C := EnumCells(∅, P ).
Opazimo, da nam algoritem vrne seznam maksimalnih celic, ki so po-
dane kot koordinate srediˇscˇ in radij. To nam sˇe ne predstavlja Cˇechovega
kompleksa. Cˇechov kompleks dobimo na naslednji nacˇin. Vsaka maksimalna
celica vsebuje mnozˇico tocˇk T . Za mnozˇico tocˇk T neke maksimalne ce-
lice izracˇunamo vse podmnozˇice mnozˇice T . Podmnozˇice s k + 1 elementi
nam predstavljajo k − simplekse. Unija podmozˇic oz. k − simpleksov vseh
maksimalnih celic nam predstavlja Cˇechov kompleks.
2.3 Cˇasovna zahtevnost
Za oceno cˇasovne zahtevnosti smo merili cˇas izvedbe EnumCells algoritma
v odvisnosti od sˇtevila vhodnih tocˇk pri konstantnem radiju. Rezultati za
dimenziji 2 in 3 so prikazani na grafu 2.4 ter na grafu 2.5, kjer je cˇas v
logaritemski skali. Opazimo, da je cˇasovna zahtevnost bistveno vecˇja pri
treh dimenzijah.
12 POGLAVJE 2. CˇECHOV KOMPLEKS
0 10 20 30 40 50 60 70 800
2000
4000
6000
8000
10000
12000
14000 Časovna zahtevnost algoritma EnumCells
Število vhodnih točk
Č
as
 iz
va
ja
nj
a 
al
go
rit
m
a 
v 
m
ili
se
ku
nd
ah
Vhodne točke v 2 dimenzijah
Vhodne točke v 3 dimenzijah
Slika 2.4: Prikazana je cˇasovna zahtevnost v odvisnosti od sˇtevila tocˇk za
algoritem EnumCells za dve in tri dimenzije.
Predno se lotimo primerjave obeh dimenzij, si najprej poglejmo teoreticˇno
cˇasovno zahtevnost algoritma 2.1.
Za funkcijo 2.2.1 je znano [12], da se najucˇinkoviteje resˇi z enostavnim,
slucˇajnim algoritmom. Njegova cˇasovna zahtevnost je linearna, reda O(d!n),
kjer d predstavlja sˇtevilo dimenzij in n sˇtevilo vhodnih tocˇk. Cˇasovna zah-
tevnost funkcije 2.2.2 je O(d!n2). Sam algoritem 2.1 pa gre skozi najvecˇ
d+1∑
i=1
(
n
r
)
mozˇnosti, cˇigar cˇasovna zahtevnost je O(nd+1).
Cˇe povzamemo vse skupaj, je skupna cˇasovna zahtevnost enaka O(nd+3).
Cˇasovna zahtevnost izvajanja sovpada s teoreticˇno s to razliko, da je cˇas
izvajanja pri n tocˇkah v treh dimenzijah za faktor 2n daljˇsi kot pri dveh
dimenzijah.
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Slika 2.5: Prikazana je cˇasovna zahtevnost v odvisnosti od sˇtevila tocˇk za
algoritem EnumCells za dve in tri dimenzije, y os je v logaritemski skali.
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Poglavje 3
Alfa kompleks
Kot smo zˇe omenili v razdelku 2.2 ima sama konstrukcija Cˇehovega komple-
ksa veliko cˇasovno zahtevnost. Zato smo se za izvajanje eksperimentov raje
odlocˇili za alfa kompleks, ki ga bomo opisali v nadaljevanju. Najprej pa se
moramo seznaniti s pojmi, potrebnimi za definicijo alfa kompleksa.
Definicija 3.1 (Voronojev diagram) Naj bo S mnozˇica tocˇk v Rd. Voro-
nojeva celica tocˇke u ∈ S je mnozˇica tocˇk iz prostora Rd, ki jim je u med
tocˇkami iz S najbliˇze: Vu = {x ∈ Rd| ‖x− u‖ ≤ ‖x− v‖ , v ∈ S}. Je pre-
sek polprostorov prostora Rd. Vu je konveksen polieder v Rd. Katerikoli dve
Voronojevi celici se lahko sekata na najvecˇ enem skupnem delu njunih robov.
Skupaj celice pokrijejo cel prostor. Voronojev diagram mnozˇice S je mnozˇica
vseh Voronojev celic.
Na sliki 3.1 je predstavljen Voronojev diagram na desetih slucˇajnih tocˇkah
v ravnini s pomocˇjo Matlabove funkcije voronoi().
Definicija 3.2 (Delaunayeva triangulacija) Delaunayev kompleks koncˇne
mnozˇice S ⊆ Rd je zˇivec Voronojevega diagrama:
Delaunay(S) = {σ ⊆ S|
⋃
u∈σ
Vu 6= ∅}
.
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Primer Voronojevega diagrama na desetih naključnih točkah v ravnini v Matlabu
Slika 3.1: Primer Voronojevega diagrama v Matlabu
Delaunayeva triangulacija vedno pokrije celotno konveksno ogrinjacˇo tocˇk
iz mnozˇice S. Za rekonstrukcijo oblike domene podatkov, ki ima lahko tudi
luknje ali tunele, zato ni najbolj primerna, saj bodo vse luknje in tuneli
zapolnjeni.
Na sliki 3.2 je prikazan primer Delaunayeve triangulacije, konstruiran na
istih tocˇkah kot na sliki 3.1.
V diplomskem delu bomo za generiranje simplicialnih kompleksov na
slucˇajnih vzorcih tocˇk uporabili spodnjo konstrukcijo [4]:
Definicija 3.3 (Alfa kompleks) Naj bo S koncˇna mnozˇica tocˇk v Rd in ρ
nenegativno realno sˇtevilo. Naj bo Bρ(u) = u+ρB
d zaprta krogla s srediˇscˇem
u in radijem ρ za vsak u ∈ S. Unija krogel je mnozˇica tocˇk, ki so oddaljene za
najvecˇ ρ do vsaj ene od tocˇk mnozˇice S. Unijo razrezˇemo tako, da presekamo
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Slika 3.2: Primer Delaunayeve triangulacije v Matlabu na istih tocˇkah, kot
na sliki 3.1
vsako kroglo z ustrezno Voronojevo celico, Ru(ρ) = Bρ(u)
⋂
Vu. Ker so krogle
in Voronojeve celice konveksne, je tudi presek Ru(ρ) konveksen. Katerikoli
dve izmed mnozˇic Ru(ρ) sta disjunktni ali se prekrivata na skupnih delih na
svojih robovih. Skupaj Ru(ρ) pokrijejo celotno unijo. Alfa kompleks je zˇivec
tega pokritja:
Alfa(ρ) = {σ ⊆ S|
⋂
u∈σ
Ru(ρ) 6= ∅}
.
Dimenzija simpleksov v alfa kompleksu je bistveno nizˇja od dimenzije
simpleksov v Cˇehovem kompleksu. Za tocˇke, ki so v splosˇni legi (to pomeni,
da nobena d+ 1-terica tocˇk ne lezˇi na isti sferi dimenzije d− 1) je dimenzija
maksimalnih simpleksov enaka najvecˇ dimenziji prostora d. V dimenzijah 2
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in 3 tako konstrukcija alfa kompleksa ni prezahtevna, v viˇsjih dimenzijah pa
postane racˇunsko prezahtevna. Zaradi tega je primerna za nasˇe delo, saj smo
se omejili na dve in tri dimenzije.
Razlog, da smo se lahko odlocˇili za uporabo alfa kompleksa namesto
Cˇehovega kompleksa je v tem, da sta zaradi izreka o zˇivcu 2.1 oba homo-
topsko ekvivalentna uniji krogel okrog tocˇk iz vzorca. Torej tudi z alfa kom-
pleksom dobimo dobro aproksimacijo vhodne mnozˇice, cˇe je le vzorec dovolj
gost.
Poleg Cˇehovega in alfa kompleksa se v topolosˇki analizi podatkov upora-
blja sˇe kar nekaj drugih simplicialnih kompleksov, od katerih sta dva opisana
v nadaljevanju.
Beta kompleks [14] je posplosˇitev alfa kompleksa, kjer vhodni podatki
predstavljajo mnozˇico sfer z razlicˇnimi radiji, namesto mnozˇice tocˇk.
Vietoris-Ripsov kompleks [4, 3] je zelo popularen zaradi enostavne
konstrukcije tudi v viˇsjih dimenzijah. Sama konstrukcija temelji na grafu.
Zelo primeren je za veliko mnozˇico vhodnih podatkov, saj je gradnja komple-
ksa racˇunsko ucˇinkovita. Obstajajo zˇe javno dostopne konstrukcije Vietoris-
Ripsovega kompleksa, ki so jih razvili na Stanfordu in spadajo v druzˇino Plex
programske opreme za topolosˇko analizo podatkov. Vietoris-Ripsov kompleks
se uporablja tudi za probleme pokritja v senzorskih omrezˇjih in analizi ter
organizaciji velikih baz, ki vsebujejo slike.
Poglavje 4
Vzorcˇenje
Vzorcˇenje potrebujemo, da lahko dolocˇimo obliko mnozˇice, ki jih dolocˇajo
slucˇajni vzorci tocˇk v ravnini in prostoru. Najprej se bomo ustavili na teo-
reticˇni analizi vzorcˇenja, predvsem na verjetnosti pokritja. Nato pa se bomo
lotili eksperimentov slucˇajnih vzorcev v ravnini in prostoru. Pri tem se bomo
osredotocˇili na povprecˇno sˇtevilo komponent in povprecˇno Eulerjevo karak-
teristiko, katere definicija sledi v nadaljevanju.
Najprej si poglejmo dva primera, kako velikost radija vpliva na pokritje, ki
sta prikazana na sliki 4.1. Lika z dvanajstimi slucˇajno izbranimi tocˇkami sta
v obeh primerih enaka. Na prvem primeru imamo pokritje, saj je radij dovolj
velik. Na drugem primeru pa pokritja zaradi premajhnega radija nimamo.
4.1 Definicije
Definicija 4.1 [Eulerjeva karakteristika [15]] Naj bo K simplicialen kom-
pleks. Eulerjeva karakteristika χ(K) je definirana kot
χ(K) =
∑
σ∈K
(−1)dimσ =
dimK∑
n=0
(−1)ncn,
kjer cn predstavlja sˇtevilo n-dimenzionalnih celic v K.
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Slika 4.1: Na prvi sliki imamo lik ter mnozˇico slucˇajno izbranih tocˇk v ravnini.
V vsaki tocˇki je narisana krozˇnica, katere radij je dovolj velik, da tvorimo
pokritje celega lika. Na drugi sliki pa zaradi premajhnega radija nimamo
pokritja.
Eulerjevo karakteristiko lahko v ravnini zapiˇsemo kot
χ(K)) = sˇtevilo tocˇk − sˇtevilo robov + sˇtevilo trikotnikov
ali pa kot [11]
χ(K) = sˇtevilo komponent− sˇtevilo lukenj (4.1)
.
V prostoru Eulerjevo karakteristiko zapiˇsemo podobno:
χ(K) = sˇtevilo tocˇk− sˇtevilo robov+ sˇtevilo trikotnikov− sˇtevilo tetraedrov
ali pa kot [11]:
χ(K) = sˇtevilo komponent− sˇtevilo lukenj + sˇtevilo praznin (4.2)
.
4.2 Teorija
Najprej si oglejmo definicijo pokritja. Nato nas bo zanimalo sˇe, kaksˇna je
verjetnost, da bomo tvorili pokritje.
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4.2.1 Pokritje
Definicija 4.2 (Pokritje) Pokritje mnozˇice A ⊆ X je druzˇina {Cj| j ∈ J}
v 2X , tako da velja A ⊆ ⋃
j∈J
Cj.
4.2.2 Verjetnost pokritja
Najprej si poglejmo prvo sliko slike 4.2, katera predstavlja nek lik. Na drugi
sliki slike 4.2 so dodane vzorcˇene tocˇke liku iz prve slike. Predstavljamo si,
da tvorimo Cˇechov kompleks oziroma alfa kompleks na tej mnozˇici vzorcˇenih
tocˇk. Pri tem lahko spreminjamo vrednost radija ρ. Cˇe je ρ dovolj velik,
kot na tretji sliki slike 4.2, imamo pokritje. V primeru, da je ρ premajhen,
pokritja nimamo, kot je to razvidno iz zadnje slike slike 4.2.
Opazimo, da lahko spreminjamo dva parametra, sˇtevilo tocˇk k in radij
ρ ter v odvisnosti od obeh lahko tvorimo ali ne tvorimo pokritja. Najprej
se bomo osredotocˇili na sˇtevilo tocˇk k, nato pa si bomo pogledali, kaksˇna je
zveza med sˇtevilom tocˇk in radijem ρ.
Zanima nas, s kaksˇno verjetnostjo bomo tvorili pokritje nad mnozˇico
vzorcˇenih tocˇk. Recimo, da generiramo tocˇke na nekem kvadratu (0, 1) ×
(0, 1), kot na sliki 4.3. Pri tem lahko pade tocˇka v nek manjˇsi kvadrat. Naj
bo stranica manjˇsih kvadratov enaka 1√
n
. Zanima nas pokritje tega kvadrata,
ki ga bomo tvorili natanko takrat, ko se bo v vsakem manjˇsem kvadratu na-
hajala vsaj ena tocˇka iz mnozˇice vzorcˇenih tocˇk. Mnozˇico vzorcˇenih tocˇk
nam predstavljajo slucˇajno generirane tocˇke.
Nasˇ problem je podoben problemu zbiralca kuponov (Coupon Collector’s
Problem) [9]. Pri tem problemu imamo n tipov kuponov in si ob vsakem
poskusu izberemo nek kupon slucˇajno. Pri tem je izbira kupona neodvisna
od prejˇsnje izbire kuponov. Naj bo m sˇtevilo poskusov. Cilj tega problema
je, da ugotovimo razmerje med m in verjetnostjo, da smo izbrali iz vsakega
izmed n tipov kuponov po vsaj en kupon.
Naj bo X slucˇajna spremenljivka, ki nam predstavlja sˇtevilo potrebnih
poskusov, da zberemo po vsaj en kupon za vsak tip kupona. V nasˇi domeni
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Slika 4.2: Od leve zgoraj proti desni spodaj imamo lik, mnozˇico tocˇk v liku,
pokritje in zaradi premajhnega radija nimamo pokritja.
je X slucˇajna spremenljivka, ki nam predstavlja sˇtevilo poskusov, da imamo
iz mnozˇice vzorcˇenih tocˇk vsaj eno tocˇko v vsakem manjˇsem kvadratu 4.3.
Z Eki bomo oznacˇili dogodek, da kupon tipa i ni zbran med prvimi k
poskusi. V nasˇem primeru to oznacˇuje dogodek, da je i-ti manjˇsi kvadrat
med prvimi k poskusi prazen (ne vsebuje nobene tocˇke, ki pripada vzorcˇeni
mnozˇici tocˇk).
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Slika 4.3: Verjetnost pokritja
Pr[Eki ] =
(
1− 1
n
)k
(4.3)
Cˇe uposˇtevamo prvi del 4.4, ki velja za vse t, n ∈ R+(
1 +
t
n
)n
≤ et ≤
(
1 +
t
n
)n+ t
2
, (4.4)
iz enacˇbe 4.3 dobimo:
Pr[Eki ] =
(
1− 1
n
)k
≤ e− kn
Naj bo
k = βn lnn. (4.5)
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Verjetnost, da katerikoli izmed kuponov manjka oziroma, da imamo pra-
zen manjˇsi kvadrat, je enaka:
Pr
[
n⋃
i=1
]
= nPr
[Eki ] = ne− kn = ne−βn lnnn = 1nβ−1 (4.6)
Cˇe uposˇtevamo dejstvo, da je verjetnost unije dogodkov zmeraj manjˇsa
od vsote verjetnosti teh dogodkov, dobimo s pomocˇjo zgornje enacˇbe:
Pr[X > k] = Pr
[
n⋃
i=1
Eki
]
≤
n∑
i=1
Pr
[Eki ] ≤ n∑
i=1
n−β = n−(β−1)
V primeru, da poskuse ponavljamo v neskoncˇnost, iz enacˇbe 4.6 dobimo:
lim
k→∞
Pr
[
n⋃
i=1
]
= lim
k→∞
1
ek
→ 0.
To pomeni, da cˇe bomo generiranje tocˇk ponavljali v neskoncˇnost, bodo
na koncu imeli vsi manjˇsi kvadrati vsaj eno tocˇko iz mnozˇice vzorcˇenih tocˇk.
Poglejmo si sˇe primer, ko ima vsak manjˇsi kvadrat eno tocˇko iz mnozˇice
vzorcˇenih tocˇk, kot na primer na prvi sliki slike 4.4. V primeru, da je ra-
dij ρ vecˇji od diagonale manjˇsega kvadrata, imamo pokritje. Veljati mora
ρ >
√
2√
n
. Primer je prikazan na drugi sliki slike 4.4. Poglejmo si sˇe malo
drugacˇen primer na tretji sliki slike 4.4, kjer je radij manjˇsi od polovice dia-
gonale manjˇsega kvadrata, ρ <
√
2
2
√
n
. Opazimo, da v takem primeru nimamo
pokritja.
Zapiˇsimo sˇe odvisnost radija od n z O notacijo: ρ = O( 1√
n
).
Zanima nas sˇe zveza med sˇtevilom tocˇk k in radijem ρ. Spomnimo se,
kako smo definirali k iz enacˇbe 4.5. Pri tem lahko konstanto β izpustimo, in
velja:
k = n lnn, (4.7)
ter naj bo
ρ =
1√
n
. (4.8)
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Slika 4.4: Od leve zgoraj proti desni spodaj imamo v vsakem manjˇsem kva-
dratu po eno tocˇko, nato imamo dovolj velik radij, da tvorimo pokritje, sledi
premajhen radij, pokritja nimamo.
Ker nas zanima odvisnost radija od sˇtevila tocˇk k, vstavimo enacˇbo 4.8
v 4.7 in dobimo zvezo med obema enacˇbama:
k ≥ 1
ρ
ln
1
ρ
. (4.9)
Ko enacˇba 4.9 velja, lahko z visoko verjetnostjo pricˇakujemo, da imamo po-
kritje.
Razlog, da smo se najprej ustavili na pokritju, je zaradi topolosˇke analize
podatkov. Pri topolosˇki analizi podatkov hocˇemo rekonstruirati topologijo
neznanega prostora. Za rekonstrukcijo topologije neznanega prostora potre-
bujemo vsaj pokritje, ki pa se vcˇasih izkazˇe kot nezadosten pogoj.
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4.3 Eksperimenti
Eksperimentov se lotimo na naslednji nacˇin. Nad slucˇajnim vzorcem tocˇk v
ravnini in prostoru najprej zgradimo alfa kompleks. Vzorec je porazdeljen
enakomerno. Pri sami gradnji alfa kompleksa sta pomembna dva parametra:
n in ρ, kjer n predstavlja sˇtevilo tocˇk v slucˇajnem vzorcu in ρ predstavlja
radij zaprte krogle.
Alfa kompleks smo zgradili s pomocˇjo Matlabove funkcije DelaunayTri(P),
ki nad mnozˇico tocˇk P zgradi Delaunayevo triangulacijo. V dveh dimenzijah
smo stranico dodali v alfa kompleks le, cˇe je bil radij ocˇrtane sfere 2.2.1 stra-
nice manjˇsi od parametra ρ. Trikotnik smo dodali v alfa kompleks podobno.
V primeru, da je bil radij ocˇrtane sfere trikotnika manjˇsi od parametra ρ, smo
ga dodali v alfa kompleks. V treh dimenzijah velja za stranice in trikotnike
enako kot v dveh dimenzijah. Pojavijo se sˇe tetraedri, katere smo dodali v
alfa kompleks le, cˇe je radij ocˇrtane sfere tetraedra manjˇsi od parametra ρ.
Topolosˇki karakteristiki alfa kompleksa, ki nas zanimata, sta sˇtevilo kom-
ponent in zˇe omenjena Eulerjeva karakteristika. S pomocˇjo obeh lahko
prikazˇemo obliko mnozˇice, ki jih slucˇajni vzorci tocˇk dolocˇajo v ravnini in
prostoru.
Vsak eksperiment smo izvedli vecˇkrat, naredili smo vsaj 20 poskusov, ra-
zen cˇe ni drugacˇe napisano. Iz vseh ponovitev eksperimenta smo izracˇunali
standardno deviacijo, s pomocˇjo katere smo lahko izracˇunali standardno na-
pako. Na grafih so vhodni podatki oznacˇeni z modro barvo, interval zaupanja
pa je oznacˇen z rdecˇima krivuljama. Krivulji predstavljata zgornjo in spo-
dnjo mejo, razen cˇe ni drugacˇe napisano. Pri vseh poskusih je bila stopnja
zaupanja enaka 95%.
4.3.1 Ravninski vzorci
Pri ravninskih vzorcih smo najprej s pomocˇjo Matlabovega slucˇajnega gene-
ratorja sˇtevil zgenerirali enakomerno porazdeljena psevdo-slucˇajna sˇtevila na
kvadratu (0, 1) × (0, 1), ki so predstavljala slucˇajen vzorec tocˇk. Nad tem
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vzorcem smo zgradili alfa kompleks, pri cˇemer smo spreminjali parametra n
in ρ. Zanimalo nas je sˇtevilo komponent in Eulerjeva karakteristika glede na
parametra n in ρ.
Povprecˇno sˇtevilo komponent
Najprej nas je zanimalo povprecˇno sˇtevilo komponent pri odvisnosti od pa-
rametra ρ, ki predstavlja radij zaprte krogle alfa kompleksa. Radij smo
spreminjali od 0 do 0.1 s korakom 0.001. Pri tem je bilo sˇtevilo tocˇk n, nad
katerimi zgradimo alfa kompleks konstantno in enako 1000.
Rezultati so predstavljeni na grafu 4.5. Opazimo, da zˇe pri malo vecˇjem
radiju dobimo eno samo komponento.
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Slika 4.5: Sˇtevilo komponent v odvisnosti od radija zaprte krogle alfa kom-
pleksa v dveh dimenzijah.
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Pri naslednjem eksperimentu nas je zanimalo sˇtevilo komponent od sˇtevila
tocˇk n, iz katerih zgradimo alfa kompleks pri konstatnem radiju ρ. Izbrali
smo si tri razlicˇne radije: ρ1 = 0.1, ρ2 = 0.05 in ρ3 = 0.2. Graf je prikazan
na sliki 4.6. Zaradi lepsˇe preglednosti samega grafa vhodnih podatkov nismo
prikazali.
Opazimo, da vecˇji kot je radij ρ, prej dobimo eno komponento glede na
sˇtevilo tocˇk n.
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Slika 4.6: Sˇtevilo komponent v odvisnosti od vhodnega sˇtevila tocˇk pri treh
razlicˇnih radijih: 0.05, 0.1 in 0.2 v dveh dimenzijah.
Povprecˇna Eulerjeva karakteristika
Oglejmo si graf povprecˇne Eulerjeve karakteristike v odvisnosti od radija ρ,
ki predstavlja parameter alfa kompleksa. Sˇtevilo vhodnih tocˇk n je bilo pri
4.3. EKSPERIMENTI 29
tem primeru konstantno in enako n = 1000. Rezultati so predstavljeni na
grafu 4.7.
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Slika 4.7: Eulerjeva karakteristika od radija pri konstantnem sˇtevilu tocˇk
(1000) v dveh dimenzijah
Graf Eulerjeve karakteristike v odvisnosti od sˇtevila tocˇk pri treh kon-
stantnih radijih ρ1 = 0.1, ρ2 = 0.2 in ρ3 = 0.3 je predstavljen na sliki 4.8.
Opazimo, da cˇe imamo vecˇji radij, prej postane Eulerjeva karakteristika enaka
1.
Iz grafa 4.7 lahko razberemo kar nekaj zanimivih stvari. Oblika krivulje
najprej narasˇcˇa, dosezˇe maksimum, nato pade pod absciso (Eulerjeva karak-
teristika je negativna), zopet malo naraste in pade na 1. Graf najprej narasˇcˇa
zaradi velikega sˇtevila praznin, ki nastanejo zaradi premajhnega radija. Ko
zacˇne graf padati se tudi sˇtevilo praznin zmanjˇsuje, komponente se zacˇnejo
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Slika 4.8: Eulerjeva karakteristika v odvisnosti od sˇtevila tocˇk pri treh
razlicˇnih radijih ρ1 = 0.1, ρ2 = 0.2 in ρ3 = 0.3 v dveh dimenzijah.
med sabo povezavati.
Iz teorije slucˇajnih geometrijskih grafov [10] je znano, da obstajajo sˇtirje
rezˇimi. V vsakem rezˇimu imamo kvalitativno drugacˇno obnasˇanje [7]. Rezˇimi
se imenujejo podkriticˇni rezˇim, kriticˇni rezˇim in nadkriticˇni rezˇim ter pove-
zani rezˇim. V podkriticˇnem rezˇimu imamo veliko nepovezanih komponent.
To nam na grafu 4.7 priblizˇno predstavlja zacˇetni del krivulje, dokler ne
dobimo Eulerjeve karakteristike χ(K) = 1.
Podkriticˇnemu rezˇimu sledi kriticˇni rezˇim, kjer se zacˇnejo komponente
povezovati in nastane velika komponenta. Tu nastopi perkolacija ali termo-
dinamicˇna limita. Na grafu nastopi kriticˇni rezˇim priblizˇno takrat, ko je
Eulerjeva karakteristika prvicˇ enaka 1. Na tem podrocˇju se danes sˇe veliko
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raziskuje [7].
Superkriticˇni rezˇim pa nastopi za kriticˇnim. Takrat imamo eno samo
komponento, ki ob dodajanju tocˇk postaja zmeraj vecˇja.
Povezani rezˇim nastopi takrat, ko imamo samo eno komponento.
Poleg teh rezˇimom lahko s pomocˇjo enacˇbe 4.1 in samega grafa 4.7 raz-
beremo maksimalno sˇtevilo lukenj, ki nam predstavlja minimum tega grafa.
Oglejmo si graf odvisnosti radija od vhodnega sˇtevila tocˇk za maksimalno
sˇtevilo lukenj, ki je prikazan na sliki 4.9. Opazimo, da se radij, pri katerem
imamo maksimalno sˇtevilo lukenj, pri povecˇevanju sˇtevila tocˇk zmanjˇsuje.
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Slika 4.9: Graf radija, pri katerem dobimo maksimalno sˇtevilo lukenj, v od-
visnosti od sˇtevila tocˇk v dveh dimenzijah
Poglejmo si sˇe graf maksimalnega sˇtevila lukenj v odvisnosti od sˇtevila
tocˇk, ki je prikazan na sliki 4.9. Sˇtevilo lukenj narasˇcˇa pri povecˇevanju sˇtevila
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tocˇk.
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Slika 4.10: Maksimalno sˇtevilo lukenj v odvisnosti od sˇtevila tocˇk v dveh
dimenzijah
Naslednja stvar, ki jo lahko iz grafa 4.7 ugotovimo, je radij, pri katerem
dobimo eno samo komponento. To nam predstavlja prva vrednost χ(K) = 1,
preden postane Eulerjeva karakteristika negativna. Poglejmo si graf radija,
pri katerem nastane ena komponenta, v odvisnosti od sˇtevila vhodnih tocˇk.
Graf je predstavljen na sliki 4.11. Opazimo, da radij, pri katerem nastane
ena komponenta, pada pri povecˇevanju sˇtevila vhodnih tocˇk.
Zadnja stvar, ki jo lahko iz grafa 4.7 razberemo, je radij, pri katerem
nastane pokritje. Pokritje dobimo pri maksimalnem radiju, takrat je tudi
χ(K) = 1. Graf pokritja v odvisnosti od radija je prikazan na sliki 4.12.
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Slika 4.11: Radij, pri katerem nastane ena komponenta v odvisnosti od sˇtevila
vhodnih tocˇk v dveh dimenzijah
Teoreticˇno je dokazano [7], da imamo pokritje takrat, ko velja
ρ =
(
lnn
n
) 1
2
v dveh dimenzijah. Cˇe si sˇe enkrat pogledamo graf Eulerjeve karakteristike
v odvisnosti od radija 4.7, opazimo, da enacˇba drzˇi.
4.3.2 Prostorski vzorci
Pri prostorskih vzorcih smo, podobno kot pri ravninskih vzorcih, zgeneri-
rali enakomerno porazdeljena psevdo-slucˇajna sˇtevila s pomocˇjo Matlabovega
slucˇajnega generatorja na kocki (0, 1)× (0, 1)× (0, 1). Tocˇke v kocki so nam
predstavljale slucˇajen prostorski vzorec tocˇk. Nad tem vzorcem smo zgradili
34 POGLAVJE 4. VZORCˇENJE
0 1 2 3 4 5 6 7 8 9 10
x 105
0.2
0.25
0.3
0.35
0.4
0.45
0.5
Število točk
Ra
dij
Graf radija, pri katerem imamo pokritje, v odvisnosti od števila točk v 2D
Slika 4.12: Radij, pri katerem dobimo pokritje, v odvisnosti od sˇtevila vho-
dnih tocˇk v dveh dimenzijah
alfa kompleks v treh dimenzijah. Zopet smo izvajali eksperimente v odvisno-
sti od parametrov n, ki predstavlja vhodno sˇtevilo tocˇk in ρ, ki predstavlja
radij zaprte krogle. Prav tako nas je zanimalo povprecˇno sˇtevilo komponent
in povprecˇna Eulerjeva karakteristika.
Povprecˇno sˇtevilo komponent
Podobno kot pri ravninskih vzorcih nas je najprej zanimalo sˇtevilo kompo-
nent v odvisnosti od parametra ρ, ki predstavlja radij zaprte krogle alfa
kompleksa. Pri tem je bil vhodni parameter n = 1000. Rezultati so predsta-
vljeni na sliki 4.13. Graf je zelo podoben grafu v ravnini. Pri dovolj velikem
radiju dobimo eno samo komponento.
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Slika 4.13: Sˇtevilo komponent od odvisnosti od radija pri konstantnem sˇtevilu
vhodnih tocˇk (1000) v treh dimenzijah
Pri naslednjem eksperimentu nas je zanimalo sˇtevilo komponent v odvi-
snosti od sˇtevila tocˇk n, iz katerih zgradimo alfa kompleks, pri konstantnih
radijih ρi. Naredili smo eksperimente za tri radije: ρ1 = 0.05, ρ2 = 0.1 ter
ρ3 = 0.2. Rezultati za vse tri radije so prikazani na sliki 4.14. Opazimo,
da cˇe imamo vecˇji radij, prej dobimo eno samo komponento glede na sˇtevilo
tocˇk. Maksimalno sˇtevilo tocˇk je bilo pri teh poskusih enako n = 1000. Opa-
zimo, da pri najmanjˇsem radiju ρ3 = 0.05 glede na sˇtevilo tocˇk nismo dobili
ene same komponente, ki bi jo lahko dobili s povecˇevanjem sˇtevila tocˇk v
slucˇajnem vzorcu. Opazi pa se, da sˇtevilo komponent pada.
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Slika 4.14: Sˇtevilo komponent od odvisnosti sˇtevila tocˇk pri konstantnem
radiju v treh dimenzijah
Povprecˇna Eulerjeva karakteristika
Najprej si poglejmo graf Eulerjeve karakteristike v odvisnosti od radija v
prostoru, ki je predstavljen na sliki 4.15 pri sˇtevilu tocˇk n = 1000. Graf
izgleda podoben grafu v dveh dimenzijah 4.7, vendar ni enak. Drugacˇen je
zaradi tega, ker se v treh dimenzijah pojavijo sˇe tetraedri ter v enacˇbi 4.2
nastopajo sˇe praznine.
Minimum grafa Eulerjeve karakteristike v odvisnosti od radija nam ne
predstavlja vecˇ maksimalnega sˇtevila lukenj, temvecˇ nam predstavlja
sˇtevilo lukenj − sˇtevilo praznin.
Cˇe si pogledamo graf minimuma krivulje Eulerjeve karakteristike v odvi-
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Slika 4.15: Eulerjeva karakteristika v odvisnosti od radija, sˇtevilo vhodnih
tocˇk je konstantno in enako 1000 v treh dimenzijah.
snosti od radija 4.16, opazimo, da narasˇcˇa hitreje kot graf 4.10. To je zaradi
tega, ker v treh dimenzijah minimum ne predstavlja samo sˇtevila lukenj,
ampak mu priˇstevamo sˇe sˇtevilo praznin.
Graf radija, pri katerem nastopi minimum, v odvisnosti od sˇtevila tocˇk
je predstavljen na sliki 4.17. Pri tem je sˇtevilo tocˇk narasˇcˇalo od 4 do 1000.
Opazimo, da ta graf 4.17 pada pocˇasneje kot graf 4.9 v dveh dimenzijah. To
se prav tako zgodi zaradi drugacˇnega zapisa enacˇb Eulerjeve karakteristike v
dveh in treh dimenzijah.
V dveh dimenzijah smo radij, pri katerem dobimo eno komponento, dolocˇili
kot prvo vrednost χ(K) = 1, preden postane Eulerjeva karakteristika nega-
tivna. V treh dimenzijah velja enako. Graf radija, pri katerem dobimo eno
samo komponento, v odvisnosti od sˇtevila tocˇk v treh dimenzijah, je pri-
kazan na sliki 4.18. Cˇe ga primerjamo z grafom v dveh dimenzijah 4.11,
pada pocˇasneje. Razlog je podoben kot pri prejˇsnjih primerih. Eulerjeva
karakteristika je drugacˇe definirana v dveh in treh dimenzijah.
Radij, pri katerem dobimo pokritje, smo v dveh dimenzijah dolocˇili kot
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Slika 4.16: Graf minimuma v odvisnosti od sˇtevila tocˇk v treh dimenzijah
maksimalni radij v grafu 4.7. Enako velja tudi v treh dimenzijah. Na sliki
4.19 je predstavljen graf pokritja v odvisnosti od radija. Podobno kot smo v
dveh dimenzijah zapisali enacˇbo za radij, pri katerem imamo pokritje, se ta
v prostoru glasi [7]:
ρ =
(
lnn
n
) 1
3
.
Cˇe si pogledamo graf 4.19, opazimo, da enacˇba drzˇi.
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Slika 4.17: Graf radija, pri katerem nastopi minimum, v odvisnosti od sˇtevila
tocˇk v treh dimenzijah
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Slika 4.18: Graf radija, pri katerem dobimo eno samo komponento, v odvi-
snosti od sˇtevila tocˇk
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Slika 4.19: Graf radija, pri katerem imamo pokritje, v odvisnosti od sˇtevila
vhodnih tocˇk v treh dimenzijah
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Poglavje 5
Zakljucˇek
V diplomskem delu smo si najprej ogledali Cˇechov kompleks in algoritem
za njegovo konstrukcijo. Ugotovili smo, da je sama konstrukcija racˇunsko
potratna in smo se zaradi tega odlocˇili za njegovo aproksimacijo, alfa kom-
pleks. Sledilo je sˇe vzorcˇenje, kjer smo si najprej pogledali teoreticˇno analizo
vzorcˇenja. Potem so nas zanimali rezultati eksperimentov slucˇajnih ravnin-
skih in prostorskih vzorcev. Pri eksperimentih smo se osredotocˇili na pov-
precˇno sˇtevilo komponent in povprecˇno Eulerjevo karakteristiko. Pri tem
smo se srecˇali s sˇtirimi rezˇimi, o katerih se danes veliko raziskuje [7].
Ugotovili smo, da se rezultati eksperimentov ujemajo s teoreticˇnimi in so
zelo odvisni od tega, koliksˇno sˇtevilo tocˇk vsebuje vzorec ter od resolucije
modela, ki je v nasˇem primeru predstavljala radij zaprte krogle alfa komple-
ksa.
V zadnjem delu diplomskega dela smo se osredotocˇili na topolosˇki inva-
rianti, ki sta bili Eulerjeva karakteristika in sˇtevilo komponent. Topolosˇke
invariante se uporabljajo v strojnem ucˇenju in pri raziskovanju podatkov.
Poglejmo si enostaven primer uporabe. Imamo neko mnozˇico vhodnih po-
datkov, za katero pricˇakujemo, da tvorijo neko obliko. Pri tem nam bodo
topolosˇke invariante povedale, ali imajo ti podatki res taksˇno obliko ali ne.
Cˇe se bodo topolosˇke invariante obnasˇale podobno kot pri slucˇajnih vzorcih,
nam vhodni podatki predstavljajo slucˇajne vzorce. Zato je pomembna po-
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vezava statistike s topolosˇkimi invariantami, saj se lahko prepricˇamo, ali so
stvari slucˇajne ali ne.
Pri Eulerjevi karakteristiki smo ugotovili, da jo lahko zapiˇsemo na dva
razlicˇna nacˇina v ravnini in prostoru, iz katerih lahko izlusˇcˇimo sˇe vecˇ infor-
macij. Eulerjeva karakteristika se tudi glede na razlicˇne vrednosti parame-
trov, kot sta radij in sˇtevilo tocˇk, drugacˇe obnasˇa. S pomocˇjo grafa Eulerjeve
karakteristike v odvisnosti od radija smo ugotovili, kdaj dobimo pokritje.
Pri tem smo si teoreticˇno pomagali z verjetnostno analizo. Sam pojem po-
kritja je zelo pomemben pri sami rekonstrukciji podatkov. Cˇe zˇelimo imeti
sliko celotnega prostora, potrebujemo pokritje oz. potrebujemo podatek, pri
kaksˇnih parametrih bomo z visoko verjetnostjo pricˇakovali, da bomo imeli
pokritje. V diplomskem delu so nam parametri predstavljali razlicˇno sˇtevilo
tocˇk v ravnini in prostoru ter razlicˇno resolucijo modela, ki je predstavljala
radij.
Diplomska naloga predstavlja prve korake za boljˇse razumevanje topolosˇke
analize iz vecˇ vidikov. Najprej smo se osredotocˇili na simplicialne komple-
kse, saj je prvi korak topolosˇke analize podatkov konstrukcija simplicialnega
kompleksa nad vhodnimi podatki. Pri konstrukciji smo se najprej ustavili
pri Cˇechovem kompleksu. Ugotovili smo, da je sama konstrukcija Cˇechovega
kompleksa racˇunsko prezahtevna, zaradi cˇesar smo v eksperimentih upora-
bljali alfa kompleks v dveh in treh dimenzijah. Konstrukcija alfa kompleksa
postane v viˇsjih dimenzijah prezahtevna, kjer bi morali uporabljati Cˇechov
kompleks. To pravzaprav pomeni, da smo pri topolosˇki analizi podatkov ome-
jeni z racˇunsko zahtevnostjo algoritmov za konstrukcijo simplicialnih komple-
ksov. Ko smo skonstruirali alfa kompleks nad slucˇajnimi vzorci, smo obliko
mnozˇice, ki jo ti slucˇajni vzorci dolocˇajo, izracˇunali s pomocˇjo topolosˇkih
invariant, kot sta povprecˇna Eulerjeva karakteristika ter povprecˇno sˇtevilo
komponent. Topolosˇka analiza podatkov je sestavljena iz dveh, zˇe omenjenih
korakov. Prvi korak je konstrukcija simplicialnega kompleksa nad vhodnimi
podatki. Drugi korak predstavlja izracˇun topolosˇkih invariant. Tako lahko
dobimo obliko mnozˇice, ki jo vhodni podatki dolocˇajo. Cilj je bil tako izpol-
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njen, saj smo dolocˇili obliko mnozˇice, ki jo dolocˇajo slucˇajni vzorci tocˇk v
ravnini in prostoru.
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