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Cauchy-Dirichlet problems are studied for linear Schroedinger-type partial
differential equations in noncylindrical domains by assuming a monotonicity
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are obtained as a consequence of new general results that we prove here for a class
of abstract Schroedinger-type differential equations in Hilbert spaces.  2001
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1. INTRODUCTION
Schroedinger-Type Equations in Noncylindrical Domains
For a fixed final time T>0, let Q be an open set of RN_ ]0, T[, whose
sections
Qt :=[x # RN : (x, t) # Q] , t # ]0, T[, (1)
satisfy the non-decreasing property
s<t O Qs Qt . (2)
Let 7, Q0 , QT be its lateral, initial, and final boundaries, defined by
7:=Q & (RN_]0, T[) , Q0 :=int ,
t>0
Qt , and QT := .
0<t<T
Qt ;
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we point out that, here and in the following, the only regularity assumption
on Q and its boundary is
Q0 {<. (3)
For given u0 # L2(Q0) and f # L2(Q) (we will deal with spaces of complex-
valued functions), we want to study the following CauchyDirichlet bound-
ary value problem for the Schroedinger-type equation:
u(x, t)
t
+iAu(x, t)= f (x, t) in Q,
u(x, t)=0 on 7, (S)
u(x, 0)=u0(x) on Q0 .
Here A is a linear second-order differential operator with variable coef-
ficients of the type
Au :=&:
i, j

xj \aij (x, t)
u
x i++c(x, t) u,
where
aij # L(Q), c # L(Q; R) with their time derivatives, aij=aji . (4)
Moreover, aij satisfies the uniform ellipticity condition
_ :>0 : :
i, j
aij (x, t) !i! j : |!| 2 \ ! # CN, for a.e. (x, t) # Q. (5)
Problems of this type were studied in [4, 6, 12]. In particular, in [12] and
[6], existence and uniqueness results for (S) were obtained without any
monotonicity condition on the sections Qt of (1), but only for very special
and suitably smooth domains Q and with A :=&2x . On the other hand,
in [4] ‘‘very weak’’ solutions to (S) were considered in the general case:
An existence theorem was proved, in particular, under condition (2).
Moreover, a uniqueness result was obtained by assuming that the sets Qt
satisfy a non-increasing property.
In our present paper, we always consider general domains Q satisfying
only the non-decreasing condition (2) and (3). Then, on the one hand, we
approach the problem of uniqueness by exhibiting a particular selection
principle, which allows us to single out a unique solution among all the
possible weak ones (we call it ‘‘conservative,’’ since it is characterized by a
conservation identity: cf. (S5) below). On the other hand, we improve the
existence result in [4] by obtaining (under the same basic assumptions)
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stronger solutions satisfying our selection requirement together with
various additional properties.
Let us remark that for CauchyDirichlet problems in non-cylindrical
domains the bibliography is much wider in the cases of parabolic and
hyperbolic PDE’s than in the case of Schroedinger-type equations. Various
important references can be found, e.g., in the recent papers [10, 14] (for
parabolic PDE’s) and [5] (for hyperbolic PDE’s).
Variational Solutions with Finite Energy
Let us make precise what we mean by a variational solution of (S); we
refer back e.g. to [11] for the definitions and the main properties of the
various Sobolev spaces which we will use in the following. Here we are
interested in L2(Q)-solutions with finite Dirichlet integral
|
Q
|{x u(x, t)|2 dx dt<+, (S1)
which satisfy the differential equation of (S) in the usual weak sense in Q,
i.e.,
|
Q \&u
,
t
+i :
i, j
aij
u
xi
,
x j
+i c u,+ dx dt=|Q f, dx dt (S2)
for every test function , # H10(Q), and the initial condition in the integral
form
lim
t a 0
|
t
0
|
Q0
|u(x, {)&u0(x)|2 dx d{=0. (S3)
Finally, the lateral boundary conditions are imposed by asking that
u( } , t) # H 10(Qt) for a.e. t # ]0, T[ . (S4)
Conditions of this type are quite natural in the context of cylindrical
domains of the form Q=Q0_ ]0, T[, i.e., Q0=Qt=QT for every t #
]0, T[. Since in this case (S1), (S2), and (S4) yield
u # L2(0, T; H 10(Q0)),
u
t
# L2(0, T; H&1(Q0)), (6)
applying standard trace results [11, Chap. 1, Proposition 2.1 and Theorem
3.1], it is well known that solutions of (S) with finite energy (S1) are
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continuous w.r.t. (with respect to) the time variable t in [0, T] with values
in L2(Q0)=L2(QT) and also satisfy the conservation law
|
QT
|u(x, T )|2 dx=|
Q0
|u0(x)|2 dx+2 Re |
Q
f (x, {) u(x, {) dx d{. (S5)
In the case of a non-cylindrical set Q satisfying (2) and (3), (S5) is no
longer a direct consequence of the previous conditions, but it can be
required as a further one. (Note that, in this case, a finite energy solution
u satisfies a regularity property analogous to (6),
u # L2(T $, T; H 1(QT $)),
u
t
# L2(T $, T; H&1(QT $)) \ T $<T,
and therefore the trace of u at the final time T belongs to L2loc(QT $) for
every T $<T and in particular to L2loc(QT)).
The main result of our paper for (S) shows that (S5) is a crucial criterion
in order to select a particular solution (we will denote it as a conservative
solution) among the variational solutions of (S1)(S4).
Theorem 1.1. Suppose that (2), (3), (4), and (5) hold true. If
u0 # L2(Q0), f # L2(Q),
then Problem (S) admits at most one conservative solution u satisfying (S1)
(S5); the subset
D :=[(u0 , f ) # L2(Q0)_L2(Q) : _ u conservative solution of (S1), ..., (S5)]
is a linear space and the induced map (u0 , f ) # D [ u is linear. If furthermore
u0 # H 10(Q0),
f
t
# L2(Q),
then such a solution exists. Moreover, still denoting by u its trivial extension
by 0 outside Q , we have that
u belongs to C12([0,T];L2(RN)),
u( } , t) # H 10(Qt) for every t # [0,T], and
t [ u( } , t) is (right) continuous w.r.t. the (strong) weak topology of H1(RN).
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The Abstract Approach
The proof of the above result is an immediate application of the abstract
theory that we develop in the next sections. Here we recall the main
features of this approach.
We introduce the complex Hilbert space H :=L2(QT) endowed with the
usual scalar product, and we consider u as a function of time with values
in H: this requires a preliminary (trivial) extension of u to the whole of QT .
Correspondingly, we also introduce suitable regularity preserving exten-
sions of f and of the coefficients aij , c (still denoted by the same symbols)
to the cylinder QT_ ]0, T[: e.g., when for a.e. x # QT they are absolutely
continuous w.r.t. t in the fiber [t # [0, T] : (x, t) # Q], we can define
f (x, t) :=f (x, h(x, t)), aij (x, t) :=a ij (x, h(x, t)),
c(x, t) :=c(x, h(x, t)),
where
h(x, t) :=inf [{ # [t, T] : (x, {) # Q] .
Motivated by (S1) and (S4), we also introduce a family V :=[Vt]t # [0, T]
of closed subspaces of V :=H 10(QT) by setting
Vt :=[v # C 0 (QT) : supp v/Qt ]
V
.
It is easy to see that for every t # [0, T] a function v belongs to H 10(Qt) if
and only if its trivial extension to QT belongs to Vt ; in particular, (S1) and
(S4) are equivalent to requiring that
u # L2(0, T; V) :=[v # L2(0, T; V ) : v(t) # Vt for a.e. t # ]0, T[] . (7)
Analogously, standard approximation results ensure that a function ,
belongs to H 10(Q) if and only if its trivial extension to QT_ ]0, T[ can be
identified with a function (still denoted by ,) satisfying
, # L2(0, T; V), ,$ # L2(0, T; H ); ,(0)=,(T )=0. (8)
Therefore the variational formulation of (S) reads
|
T
0
(&(u(t), ,$(t))H+ia(t; u(t), ,(t))) dt=|
T
0
( f (t), ,(t))H dt,
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for every function , as in (8); here a(t; } , } ) is the sesquilinear form
associated to the operator A
a(t; u, v) :=|
QT \ :i, j aij (x, t)
u
xi
v
x j
+c(x, t) u(x) v(x)+ dx.
Finally, (S3) and (S5) can be expressed easily in the abstract framework by
using the norm of H.
We will collect in the next section the precise formalization of the
abstract machinery; here we want to stress that the crucial assumption (2)
is equivalent to a monotonicity property for the family V, i.e.,
s<t O Vs Vt .
Cauchy-Mixed Problems in Cylindrical Domains
The abstract theory we will develop in the next section also applies to
Cauchy-mixed problems for linear Schroedinger-type PDE’s in a domain
Q :=Q0 _ ]0, T[: in this case DirichletNeumann boundary conditions
can be considered on non-cylindrical regions of the lateral boundary
Q0 _ ]0, T[. For the sake of brevity, we only refer to [4], where this
kind of application is carefully detailed.
Plan of the Paper
In the next section we will introduce the abstract framework, we will
recall some basic results we need in the following, and we will make our
problem precise. Section 3 is devoted to a study of the uniqueness of the
variational solution under the conservativity condition. The last section
contains the statement and the proof of the basic existence result.
2. ABSTRACT FORMULATION OF THE PROBLEM
Hilbert Triplet and Vector Function Spaces
Let (as, e.g., in [11, Chaps. 2 and 3])
VH#H*V*, with V separable, (9)
be a standard triplet of complex Hilbert spaces. ( } , } ) denotes both the
scalar product in H (with norm | } | ) and the anti-duality pairing between
V* and V. (( } , } )) and & }& are the scalar product and the related norm in
V, and & }&
*
is the dual norm of V*, defined by
&v*&
*
:=max[ |(v*, v)| : v # V, &v&1] \ v* # V*.
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The Riesz surjective isomorphism J : V  V* is then defined by
(Jv, w) :=((v, w)) \v, w # V. (10)
For a given T # ]0, +[ and a complex Banach space X, we will denote
by Ck, % ([0, T]; X ), L p(0, T; X ), and Wk, p(0, T; X ) the usual Banach
spaces of X-valued functions, with 1p+, 0%1, and k # N.
If 1p<+ and p$ denotes the conjugate exponent of p, we identify
the anti-dual space of L p(0, T; X ) with L p$(0, T; X*).
The space
W1, 2(0, T; V, V*) :={v # L2(0, T; V ) : _ ddt v # L2(0, T; V*)= (11)
will play an important role in the following; we recall that
v # W1, 2(0, T; V, V*) O v # C 0([0, T]; H ), (12)
the map t [ |v(t)|2 is absolutely continuous, and the differentiation rule
holds:
d
dt
|v(t)|2=2Re \ ddt v(t), v(t)+ a.e. in ]0, T[. (13)
Sesquilinear Forms and Time-Dependent Operators
For t # [0, T] let us give a measurable family of sesquilinear forms
a(t; } , } ) : V_V  C (A1)
which are hermitian,
a(t; v, w)=a(t; w, v) \ v, w # V, a.e. in ]0, T[ , (A2)
and uniformly bounded
_M>0 : |a(t; v , w)|M&v& &w& \ v, w # V, for a.e. t # ]0,T[ .
(A3)
We will adopt the general convention of denoting by a(t; } ) the associated
quadratic forms
a(t; v) :=a(t; v, v) \ v # V, (14)
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and we will assume that they satisfy the weak uniform coercivity condition
_:>0, * # R : a(t; v):&v&2&* |v| 2 \v # V, a.e. in ]0, T[ . (A4)
Finally, we will say that a(t; } , } ) is absolutely continuous if there exists
N # L1(0, T ) s.t.
\ v, w # V, the function t [ a(t; v, w) belongs to W1, 1(0, T ) and
|a$(t; v, w)|N(t) &v& &w&, a.e. in ]0, T[ . (A5)
We associate to a the family of linear operators
A(t) : v # V [ A(t) v # V* (A(t) v, w):=a(t; v, w) \ v, w # V, (15)
and we observe that (A1), (A3) yield
u # L2(0, T; V ) O Au # L2(0, T; V*), (16)
where we denote by Au the map t [ A(t) u(t).
Abstract Schroedinger Equations in a Constant Domain
We summarize in the following proposition the basic existence and
uniqueness result for the solution to the Cauchy problem for an abstract
Schroedinger-type equation in a fixed domain (see, e.g., [11, Chap. 3,
Section 10; 9, Chap. 18, Section 7], and in particular [13, Teor. 4.1 and
Oss. 4.5]).
Proposition 2.1. Let
u0 # V and f # W 1, 1(0, T; V*) (17)
be given and let us assume (A1), ..., (A5) hold. Then there exists a unique
solution
u # C0([0, T]; V) & C1([0, T]; V*) (18)
to the Cauchy problem
d
dt
u(t)+iA(t) u(t)= f (t) a.e. in ]0, T[ ,
(19)
u(0)=u0 .
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Moreover, for every t # [0, T], u satisfies the conservation identities
1
2 |u(t)|
2= 12 |u0 |
2+Re |
t
0
( f ({), u({)) d{, (20)
1
2 a(t; u(t))&Im( f (t), u(t))=
1
2 a(0; u0)&Im( f (0), u0)
+|
t
0
( 12 a$({; u({))&Im( f $({), u({))) d{. (21)
Remark 2.1. The first conservation property (20) is an immediate con-
sequence of (12), (13), and (A2); it is useful to prove the uniqueness of the
solution to (19) under weaker assumptions. It is easy to see that if u0 # H
and f # L2(0, T; V*), then any two corresponding solutions u1 , u2 #
W1, 2(0, T; V, V*) of (19) must coincide.
Time-Dependent Hilbert Spaces
We are given
a family V :=[V(t)]t # [0, T] of closed subspaces of V, (V1)
and we will always assume that V is non-decreasing, i.e.,
s<t O V(s)V(t) \s, t # [0, T]. (V2)
In particular, (V2) implies that V is a measurable family (cf. [8, Theorem
3.9]) and the orthogonal projection operators
?(t) : V  V(t), ((?(t) v, w)) :=((v, w)) \ v # V, w # V(t) (22)
are weakly measurable, i.e.,
t # [0, T] [ ((?(t) v, w)) is measurable for every v, w # V. (23)
We associate to [?(t)]t # [0, T] the adjoint family [?*(t)]t # [0, T] of linear
operators on V* with respect to the anti-duality pairing ( } , } ) between V*
and V; they are defined by
(?*(t) v*, v) :=(v*, ?(t) v) \v* # V*, v # V, t # [0, T]. (24)
It is readily seen that ?*(t) is a projection operator on V* and satisfies
?*(t)=J?(t) J&1; we define
V*(t) :=?*(t) V*, V* :=[V*(t)]t # [0, T] ,
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and we observe that V*(t) is isomorphic to the anti-dual space of V(t). For
p # [1, +], we denote by L p(0, T; V) the closed subspace of L p(0, T; V )
defined by
L p(0, T; V) :=[v # L p(0, T; V ) : v(t) # V(t), a.e. in (0, T)]; (25)
an analogous definition holds for L p(0, T; V*). The property (23) ensures
that the linear operators
6: v # L p(0, T; V ) [ vV , vV(t) :=?(t) v(t),
(26)
6*: v* # L p(0, T; V*) [ v*V* , v*V*(t) :=?*(t) v*(t)
are linear surjections on L p(0, T; V) and L p(0, T; V*) respectively. Similarly,
we define
AV*(t) :=?*(t) A(t), (AV*(t) v, w)=a(t; v, ?(t) w) \ v, w # V, (27)
and we observe that if u # L2(0, T; V ) then the function t [ AV* (t) u(t)
belongs to L2(0, T; V*).
Remark 2.2. For p # [1, +[ the choice of the scalar product of V
induces an isomorphism between the anti-dual space of L p(0, T; V)
and L p$(0, T; V*). In order to avoid the notion of ‘‘direct integrals of
Hilbert spaces’’ (cf. [11, Chap. 1, Section 2.3]), we will simply deal with
L p$(0, T; V*), even if the above isomorphism is not intrinsic.
Weak Derivative w.r.t. V*
In order to formulate the abstract differential equation in time-dependent
domains we need to first define a suitable notion of weak derivative with
respect to the family V*; for the sake of simplicity we limit ourselves to
considering the case p=2.
Definition 2.1 We say that !* # L2(0, T; V*) is a weak derivative of
v* # L2(0, T; V*) w.r.t. V* if
|
T
0 \v*(t),
d
dt
,(t)+ dt=&|
T
0
(!*(t), ,(t)) dt (28)
for every function , # W1, 2 (0, T; V) & L2(0, T; V) with ,(0)=,(T )=0.
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If !* is a weak derivative of v* w.r.t. V* we set (d*dt)v* :=6*!*. As
in (11) we denote by W1, 2(0, T; V, V*) the Hilbert space
W1, 2(0, T; V, V*) :={v # L2(0, T; V) : _ d*dt v # L2(0, T; V*)= (29)
endowed with the natural norm.
Remark 2.3. It is clear that (d*dt) v* is independent of the choice of
!* among all the weak derivatives of v* w.r.t. V*; in Section 3 we will give
an alternative characterization of (d*dt) v* in terms of suitable limits of
right difference quotients.
Moreover, if v* # W 1, 2(0, T; V, V*) then it is easily seen that (d*dt) v*
exists and coincides with the 6*-projection of the usual time derivative
d*
dt
v*=6*
d
dt
v* \ v* # W1, 2 (0, T; V, V*);
the above formula justifies the notation we have introduced for (d*dt) v*.
Finally, if v*n is a sequence in W1, 2(0, T; V, V*), then
vn* ( v*, 6*
d
dt
vn* ( !* in L2(0, T; V*) O _
d*
dt
v*=!* # L2(0, T; V*).
(30)
Remark 2.4. As we will see in the next section, in general we cannot
replace W1, 2(0, T; V, V*) with W1, 2(0, T; V, V*) in (12) and (13); the
non-decreasing condition (V2) and v # W1, 2(0, T; V, V*) will only imply
that
d
dt
|v(t)|22Re \ d*dt v(t), v(t)+ in the sense of distributions on ]0,T[. (31)
The Abstract Cauchy Problem; Conservative Solutions
Let us give
u0 # V(0)
H
, f # L2(0, T; V*). (CP1)
We ask for
u # W1, 2(0, T; V, V*), (CP2)
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satisfying the initial Cauchy condition ‘‘u(0)=u0’’ in the integral sense
lim
= a 0
|
=
0
|u(t)&u0 | 2 dt=0, (CP3)
and such that
d*
dt
u(t)+iAV* (t) u(t)= fV*(t) a.e. in ]0, T[ . (CP4)
Furthermore, we say that u is a conservative solution (cf. (20)) if it also
satisfies
|u(t)|2=|u0 |2+2Re |
t
0
( f ({), u({)) d{ for a.e. t # ]0,T[ . (CP5)
Remark 2.5. u # W1, 2(0, T; V, V*) and (V2) do not imply, in general,
that u # C0([0, T]; H ) or even u # L(0, T; H ) (cf. Remark 2.4); this
fact motivates the weak forms of the Cauchy condition (CP3) and the
conservative condition (CP5). On the other hand, note that conservative
solutions belong to L(0, T; H ).
We can easily write an equivalent variational formulation of (CP4) in an
integral form: in fact, u # L2(0, T; V) satisfies (CP4) iff
|
T
0
(&(u(t), ,$(t))+ia(t; u(t), ,(t))) dt=|
T
0
( f (t), ,(t)) dt (32)
for every test function , # W1, 2(0, T; V ) & L2(0, T; V) with ,(0)=,(T)=0.
3. UNIQUENESS OF CONSERVATIVE SOLUTIONS
AND PARTIAL REGULARITY
In this section we will prove that the set of conservative solutions to the
Cauchy problems (CP2)(CP4) with respect to every choice of data u0 , f as
in (CP1) is in fact a linear space, which could be characterized by means
of a suitable interpolation space of Besov type. In particular, since the only
conservative solution of the homogeneous problem (corresponding to
u0=0, f=0) is the trivial one, we will prove the following uniqueness
result.
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Theorem 3.1. Let us assume (V1), (V2), and (A1)(A3); if u1 , u2 are
(conservative) solutions of the Cauchy problem (CP1), ..., (CP5), then
u1(t)=u2(t) a.e. in ]0, T[ .
We will split our arguments into some steps.
Weak Derivatives and Difference Quotients
An alternative characterization of the existence of a weak derivative w.r.t.
V* can be given by taking the limit of right difference quotients.
Lemma 3.1. Let us assume that v # L2(0, T; V*) has a weak derivative
!* # L2(0, T; V*) w.r.t. V*, and let us define vh , for 0<h<T, as
vh(t) :={h
&1(v(t+h)&v(t))
0
a.e. in ]0, T&h[
in [T&h, T[ .
Then 6*vh converges strongly to 6*!*=(d*dt) v in L2(0, T; V*) as h a 0.
Proof. Let us take = # ]0, T2[ and , # L2(0, T; V) with ,(t)#0 a.e. in
]0, =[ _ ]T&=, T[ , and for 0<h<= let us set
 :=6 ,, 9h(t) :={h
&1 |
t
t&h
(s) ds
0
if htT,
if 0t<h.
Let us observe that 9h # W 1, 20 (0, T; V ) & L
2(0, T; V) and limh a 09h= in
L2(0, T; V ). We have
|
T
0
(?*(t) vh(t), ,(t)) dt=|
T&h
0
(vh(t), (t)) dt
=h&1\|
T
h
(v(t), (t&h)) dt&|
T&h
0
(v(t), (t)) dt+
=h&1 |
T
h
(v(t), (t&h)&(t)) dt
=&|
T
h
(v(t), 9 $h(t)) dt
=&|
T
0
(v(t), 9$h (t)) dt=|
T
0
(!*(t), 9h(t)) dt.
75SCHROEDINGER-TYPE VARIATIONAL EQUATIONS
Passing to the limit as h a 0 we get
lim
h a 0 |
T
0
(?*(t) vh(t), ,(t)) dt=|
T
0
(!*(t), (t)) dt=|
T
0
(!*(t), ?(t) ,(t)) dt
=|
T
0
(?*(t) !*(t), ,(t)) dt.
As = and , are arbitrary, we conclude that ?*(t) vh(t) converges weakly to
(d*dt) v in L2(0, T; V*). Since, by Jensen’s inequality,
&9h&L2(0, T; V )&&L2(0, T; V ) ,
the previous calculations show that for every h # ]0, T[,
} |
T
0
(?*(t) vh(t), ,(t)) dt }&!*&L2(0, T; V*)&9h &L2(0, T; V)
&!*&L2(0, T; V*)&&L2(0, T; V )
&!*&L2(0, T; V*)&,&L2(0, T; V ) ,
so that
&6* vh&L2(0, T; V*)" d*dt v"L2(0, T; V*) .
This relation and the lower semicontinuity of the L2(0, T; V*)-norm w.r.t.
weak convergence yield
lim
h a 0
&6* vh&L2(0, T; V* )=" d*dt v"L2(0, T; V*) ,
and therefore we deduce the strong convergence
6* vh 
d*
dt
v in L2(0, T; V*). K
Now we want to apply the previous lemma to find an explicit formula for
the time derivative of the function t [ |v(t)|2 when v # W1, 2(0, T; V, V* ).
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Lemma 3.2. Let v be given in W1, 2(0, T; V, V*); for every couple of
Lebesgue points s<t of v w.r.t. H we have
|v(t)|2&|v(s)| 2&2Re |
t
s \
d*
dt
v({), v({)+ d{
= lim
h a 0
1
h |
t&h
s
|v({+h)&v({)| 2 d{. (33)
Proof. A straightforward computation shows that
2Re(v({)&v({+h), v({))=|v({+h)&v({)|2&|v({+h)| 2+|v({)|2.
Now, for any h such that 0<h<t&s, it follows easily that
2Re |
t&h
s
(v({)&v({+h), v({)) d{
=|
t&h
s
|v({+h)&v({)|2 d{&|
t
s+h
|v({)|2 d{+|
t&h
s
|v({)| 2 d{
=|
t&h
s
|v({+h)&v({)|2 d{&|
t
t&h
|v({)| 2 d{+|
s+h
s
|v({)|2 d{,
so that
|
t
t&h
|v({)|2 d{&|
s+h
s
|v({)|2 d{
=2Re |
t&h
s \
v({+h)&v({)
h
, v({)+ d{+1h |
t&h
s
|v({+h)&v({)| 2 d{.
(34)
Taking as s, t arbitrary Lebesgue points of v and using Lemma 3.1, we get
(33). K
The right-hand side of (33) is a sort of measure of the deviation of v from
satisfaction of the identity (ddt) |v|2=2 Re((d*dt) v, v). Since it will play
an important role in the following, we introduce the notation
’v(t) :=lim sup
h a 0
h&1 |
t&h
0
|v({+h)&v({)|2 d{; (35)
we observe that t [ ’v(t) is a non-decreasing function
s<t O ’v(s)’v(t), (36)
77SCHROEDINGER-TYPE VARIATIONAL EQUATIONS
so that its distributional derivative
d
dt
’v(t) is a non-negative Radon measure. (37)
In particular, thanks to (33), we find (31).
Corollary 3.1. If u is a solution to the Cauchy problem (CP1)(CP4),
then for every Lebesgue point t # ]0, T[ of u w.r.t. H we have
|u(t)|2&|u0 |2&2Re |
t
0
( f ({), u({)) d{
= lim
h a 0
1
h |
t&h
0
|u({+h)&u({)|2 d{=’u(t). (38)
Proof. From (CP4) and (A2) we get
Re \ d*dt u(t), u(t)+=Re( f (t), u(t)) a.e. in ]0, T[ . (39)
Substituting this relation in (33) for s :=0, we conclude the proof. K
H-Boundedness and Besov Regularity of Conservative Solutions
Proposition 3.1. If u is a solution to the Cauchy problem (CP1)(CP4),
then u belongs to L(0, T $; H) for every T $<T, and the three properties
u # L(0, T; H ), (40a)
’u(T )=lim sup
h a 0
1
h |
T&h
0
|u(t+h)&u(t)|2 dt<+, (40b)
_ an increasing sequence n [ tn of Lebesgue points of u such that
lim
n A +
tn=T, sup
n # N
|u(tn)|<+ (40c)
are equivalent. Moreover, u is conservative if and only if
’u(T )=lim
h a 0
1
h |
T&h
0
|u(t+h)&u(t)|2 dt=0. (41)
Proof. It is obvious that (40b) is equivalent to (40a) thanks to (38) and
(36), and that they imply (40c).
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To check the inverse implication, we observe that (40c) yields
sup
n # N
’u(tn)<+,
and therefore u # L(0, tn ; H ) with uniform bound of the norm. Since
tn A T, it follows that u # L(0, T; H ).
In order to prove (41), let us observe that from (CP5) we deduce
lim
h a 0
|
T
T&h
|u({)|2 d{=|u0 | 2+2Re |
T
0
( f ({), u({)) d{,
since the map
t [ |u0 |2+2Re |
t
0
( f ({), u({)) d{
is continuous; inserting this formula in (34) with t :=T and s :=0, and
recalling (39) again, we get (41). K
Remark 3.1. The previous argument shows that every solution u of
(CP1)(CP4) satisfies
’u(t)=0 \ t<T O ’u(T )=0. (42)
This property does not hold for general functions: take, e.g., H :=R,
u(t) :=(T&t)12.
Corollary 3.2. If u, v are conservative solutions to the Cauchy problem
(CP2)(CP5) w.r.t. data u0 , v0 , and f, g as in (CP1), then for every :, ; # C
the linear combination :u+;v is a conservative solution w.r.t. :u0+;v0 and
:f +;g.
Proof. We simply apply (41) by noting that
’u(T )=’v(T )=0 O ’:u+;v(T )=0.
The proof of Theorem 3.1 is now complete. K
Proposition 3.1 suggests a different way to select conservative solutions
among the other ones.
For 0<h<T let us introduce the family of seminorms in L2(0, T; H )
[v]h :=&v(t+h)&v(t)&L2(0, T&h; H )=\|
T&h
0
|v(t+h)&v(t)| 2 dt+
12
.
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We recall that the Besov space B%2, (0, T; H ), 0<%<1, can be defined by
(see, e.g., [3, 16])
B%2, (0, T; H ) :=[v # L
2(0, T; H ) : sup
0<h<T
h&%[v]h<+] , (43)
equipped by the natural norm. W1, 2(0, T; H ) is continuously embedded
into B%2, (0, T; H ) for every % # ]0, 1[ ; its closure is called B
%, 0
2, (0, T; H )
and it can be characterized as
B%, 02, (0, T; H )=[v # B
%
2, (0, T; H ) : lim
h a 0
h&%[v]h=0] . (44)
Since in the case %=12 we find
lim
h a 0
h&%[v]h=(’v(T ))12,
it is not surprising that Proposition 3.1 can be restated in the following way.
Corollary 3.3. A solution u to the Cauchy problem (CP1)(CP4)
belongs to L(0, T; H ) if and only if it belongs to B122, (0, T; H ). Moreover,
it is conservative if and only if it belongs to B12, 02,  (0, T; H ).
We conclude this section with another simple criterion of conservativity.
Lemma 3.3. Let u be a solution to (CP1)(CP4); if there exists a
sequence n # N [ tn # [0, T] of H-Lebesgue points of u converging to T as
n A + and satisfying
lim sup
n A +
|u(tn)| 2|u0 |2+2Re |
T
0
( f ({), u({)) d{, (45)
then u satisfies (CP5), too.
Proof. By Remark 3.1, it is sufficient to prove that ’u(t)=0 for every
t<T. Since tn A T, by (36) and (38), we have easily for t<T that
’u(t)lim sup
n A +
’u(tn)
=lim sup
n A + \ |u(tn)| 2&|u0 | 2&2Re |
tn
0
( f ({), u({)) d{+
=( lim sup
n A +
|u(tn)| 2)&|u0 |2&2Re |
T
0
( f ({), u({)) d{0. K
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4. EXISTENCE OF CONSERVATIVE SOLUTIONS
AND FURTHER REGULARITY
In this section we will show that Proposition 2.1 can be suitably
extended to the case of non-decreasing domains.
Theorem 4.1. Let us assume that (V1), (V2), and (A1)(A5) hold. Then,
for any
u0 # V(0), f # W1, 1(0, T; V*), (46)
there exists a (unique conservative) solution u to the Cauchy problem
(CP2)(CP5). Moreover,
u belongs to C12([0, T]; H ),
u(t) # V(t) for every t # [0, T],
u is continuous w.r.t. the weak topology of V,
u is right-continuous w.r.t. the strong one at every point t # [0, T[ .
We will carry out the proof of Theorem 4.1 in several steps by using, as
a main tool, a suitable procedure of penalization.
Regularized Projections
First, we extend the definition of V (and, correspondingly, of ?, ?*, etc.)
for t>T by setting
V(t) :=V(T ), \t>T, (47)
and we observe also that this extended family is non-decreasing with t.
Let us consider the operator function t # [0, +[ [ P(t) # L(V )
defined by
P(t) : v # V [ v&?(t) v (hence v # V(t)  P(t) v=0) , (48)
where ? is defined by (22), together with the associated hermitian ses-
quilinear forms
p(t; v, w) :=((P(t) v, w))=((P(t) v, P(t) w))=((v, P(t) w)) \ v, w # V.
(49)
P(t) is the orthogonal projection operator onto
V(t)= :=[v # V : ((v, w))=0 \ w # V(t)] .
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As V is non-decreasing, it is obvious that
V= :=[V(t)=]t0 is a non-increasing family with t. (50)
In particular, the relations
st O P(s) P(t)=P(t) P(s)=P(t), ?(s) P(t)=P(t) ?(s)=0, (51)
and (cf. (14))
st O p(s; v)=&P(s) v&2p(t; v)=&P(t) v&2 \ v # V, (52)
hold.
We need to approximate P by more regular maps w.r.t. time. Observe
that the monotonicity property (52) and the well-known polarization for-
mula for hermitian sesquilinear forms ensure that t [ p(t; v, w) is
measurable for every v, w # V.
We define, for k # N+, t0,
pk (t; v, w) :=|
1k
0
p(t+{; v, w) d{ \ v, w # V, (53)
and we denote by Pk (t) : V  V the associated linear operators defined by
((Pk (t) v, w)) :=pk (t; v, w) \ v, w # V. (54)
Lemma 4.1. Let us assume (V1 , V2) hold, and let pk be defined by (53).
Then, for any integers 1hk, for any t # [0,+[, and for every v,
w # V, it results that
pk (t; v, w)=pk (t; w, v); (55a)
ph(t; v)pk (t; v)p(t; v)=&P(t) v&2&v&2; (55b)
p $k (t; v) :=
d
dt
pk (t; v)=k(p(t+1k; v)&p(t; v))0; (55c)
((Pk (t) v, z))=0 \ z # V(t). (55d)
Moreover, for every sequence vk # L2(0, T; V ) weakly converging to v in
L2(0, T; V ), we have
lim inf
k A + |
T
0
pk (t; vk (t)) dt|
T
0
p(t; v(t)) dt. (55e)
Proof. Equation (55a) follows from (49), (53), and the corresponding
property of the scalar product (( } , } )).
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Inequalities (55b) follows immediately from (52), (55c) is a direct conse-
quence of (52) and (53), and (55d) follows from (50), (53), and (54).
In order to prove (55e), let us observe that the Lebesgue Differentiation
Theorem, (55b), and the separability of V yields
lim
h A +
ph(t; w)=p(t; w) \ w # V, a.e. in ]0, T[ .
Via the Lebesgue Dominated Convergence Theorem, we obtain
lim
h A + |
T
0
ph(t; v(t)) dt=|
T
0
p(t; v(t)) dt \ v # L2(0, T; V ). (56)
Therefore, if vk ( v in L2(0, T; V ), by (55b) and the weak lower semicon-
tinuity of convex functionals, we have for every h # N+
lim inf
k A + |
T
0
pk (t; vk (t)) dtlim inf
k A + |
T
0
ph(t; vk (t)) dt|
T
0
ph(t; v(t)) dt.
Since h is arbitrary, by applying (56) we get (55e). K
The Penalized Problem
Let us choose an increasing sequence [*k]k # N+ of positive real numbers,
and let us define the family of penalizing sesquilinear forms
ak (t; v, w) :=a(t; v, w)+*k pk (t; v, w) \ v, w # V, (57)
corresponding to the linear operators
Ak (t) :=A(t)+*k JPk (t).
It is easy to see that ak satisfies (A1)(A5) w.r.t. the constants
:k=:, *k=*, Mk=M+*k , Nk (t)=N(t)+2k*k .
We consider the corresponding family of Cauchy problems (19), where we
replace A by Ak ; i.e., we are looking for the solution uk # C0([0, T]; V )
& C1([0, T]; V*) of
d
dt
uk (t)+iAk (t) uk (t)= f (t) a.e. in ]0, T[ ,
(58)
uk (0)=u0 # V(0).
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By Proposition 2.1 uk is well defined and satisfies, for every t # [0, T], the
conservation identities
1
2 |uk (t)|
2= 12 |u0 |
2+Re |
t
0
( f ({), uk ({)) d{, (59)
1
2 (a(t; uk (t))+*kpk (t; uk (t)))&Im( f (t), uk (t))
= 12 a(0; u0)&Im( f (0), u0)
+|
t
0
[ 12 (a$({; uk ({))+*kp $k(t; uk ({)))&Im( f $({), uk ({))] d{. (60)
By taking into account (55c) and by using a generalized Gronwall lemma
(see, e.g., [1, Teor. 2.1]), we infer from (59) and (60) the uniform estimates
_K>0 : &uk (t)&K, *k pk (t; uk (t))K2, \t # [0, T], \k # N+. (61)
In particular, the sequence [uk]k1 is uniformly bounded in L(0, T; V ).
Ho lder Equicontinuity
We now adapt a technique developed in [2, 15] for parabolic problems
and we derive another estimate for uk , which gives the Ho lder equicon-
tinuity of order 12 on [0, T] with respect to the H-norm.
Lemma 4.2. Let uk be the solution of (58); then there exists a constant
C>0 independent of k such that
|uk (t)&uk (s)|C |t&s|12 \ s, t # [0, T]. (62)
Proof. Let us fix s # [0, T[ and { # ]s, T]; we ‘‘multiply’’ both sides of
(58), written at t :={, by uk ({)&uk (s) and we take the real parts. So, we
get
Re(u$k ({), uk ({)&uk (s))&Im(a({; uk ({), uk ({)&uk (s))
+*kpk ({; uk ({), uk ({)&uk (s)))
=Re( f ({), uk ({)&uk (s)), (63)
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i.e., thanks also to (A2), (55a),
1
2
d
d{
|uk ({)&uk (s)|2=&Im a({; uk ({), uk (s))
&*k Im pk ({; uk ({), uk (s))
+Re( f ({), uk ({)&uk (s)). (64)
By considering the right-hand side of (64), we can estimate at once the first
term and the third one. In fact, by using (61), we obtain the following
uniform bound for a suitable constant C1 (independent of k),
|a({; uk ({), uk (s))|+|( f ({), uk ({)&uk (s))|C1 \{, s # [0, T]. (65)
Consider now the second term at the right-hand side of (64); by the
Schwarz inequality, (55c), (61), and s<{, we get
*k |pk ({; uk ({), uk (s))|*k (pk ({; uk ({)) pk ({, uk (s)))12
*k (pk ({; uk ({)) pk (s; uk (s)))12K2.
If we integrate both sides of (64) w.r.t. { from s to t>s we obtain
1
2 |uk (t)&uk (s)|
2(C1+K 2)(t&s). K
Passage to the Limit
In order to pass to the limit, we apply the AscoliArzela Theorem to the
sequence uk : [0, T]  E, where (E, d ) is the compact metrizable space
E :=[v # V : &v&K] endowed with the weak topology.
The distance d in E can be defined as in [7, The or. III.25]: we choose a
sequence [hn]n # N strongly dense in the unit ball of H and we set
d(v, w) := :

n=1
2&n |(hn , v&w)| \ v, w # E. (66)
d induces the weak topology on every bounded set of V, and it satisfies
d(v, w)|v&w|. (67)
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We have
Corollary 4.1. Let uk # C 0([0, T]; H ) be a uniformly bounded family
satisfying (62); then there exists a subsequence (still denoted by uk) and a
function u # C12([0, T]; H ), continuous w.r.t. the weak topology of V, such
that
uk (t) ( u(t) in V, as k A +, \t # [0, T]. (68)
Proof. Inequalities (62) and (67) show that [uk]k1 is an equicon-
tinuous family w.r.t. the distance d; since E is compact, the AscoliArzela
Theorem yields a subsequence converging at every point t w.r.t. d to a
d-continuous function u. Since d induces the weak topology of V, we get (68).
On E the weak topologies of V and H coincide; by the weak lower semi-
continuity of the H-norm, (62) is preserved in the limit, so that u belongs
to C12([0, T]; H), too. K
Now we can conclude our proof. We will assume that limk A + *k=+
and we will still denote by uk , u the functions of (68). Since by the previous
corollary uk ( u in L2(0, T; V ), (55e) and the a priori estimate (61)
obviously imply
|
T
0
p(t; u(t) dtlim inf
k A + |
T
0
pk (t; uk (t)) dt=0,
so that
p(t; u(t))=0 a.e. in ]0, T[ , i.e., u # L2(0, T; V). (69)
Applying the operator 6* to the equation (58), we get
?*(t) u$k (t)+iAV*(t) uk (t)=?*(t) f (t)= fV*(t),
since by (55d)
(?*(t) JPk (t) v, w)=(JPk (t) v, ?(t) w)
=((Pk (t) v, ?(t) w))=0 \ v, w # V.
From (30) we deduce that 6*u $k weakly converges in L2(0, T; V*) to
(d*dt) u, so that u satisfies (CP2)(CP4).
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In order to show that u is also conservative, we pass to the limit in (59)
for t :=T, and we obtain, by the lower semicontinuity of the H-norm,
1
2 |u(T)|
2 12 |u0 |
2+Re |
T
0
( f ({), u({)) d{.
Finally, we apply Lemma 3.3.
The last property of Theorem 4.1 follows as in [14, Corollary 2.4].
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