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1. Introduction 
In social science research, face to face interviews are a widely used mode of data collection. 
Many large and important studies, like the German General Social Survey (ALLBUS; GESIS, 
2017), the European Value Study (EVS, 2015), or the Programme for the International 
Assessment of Adult Competencies (PIAAC; Rammstedt et al., 2016), employ interviewers. 
Interviewers play a central role: On the one hand, they generally have a positive influence on 
data quality (see Japec, 2006) which is why they are often employed. They can, for example, 
convince respondents to participate in the study (idem), explain or probe into difficult 
questions, or help the respondent to understand the questionnaire correctly (Mangione et al., 
1992). Research shows that, generally speaking, interviewers increase the response rate, the 
motivation of interviewees to participate as well as the data quality (see Japec, 2006; 
Mangione et al., 1992; West and Blom, 2016). But there is also the risk that interviewers 
depart non-intentionally or even intentionally from their interviewer guidelines and thereby 
negatively affect the data quality. In the worst case, interviewers even may decide to falsify 
parts of interviews or entire interviews (Bredl et al., 2013). The American Association of 
Public Opinion Research (AAPOR) defines interviewer falsifications as “(…) intentional 
departure from the designed interviewer guidelines or instructions, unreported by the 
interviewer, which could result in the contamination of data” (AAPOR; 2003: 1). 
The exact prevalence of falsifications is not known. One common assumption is that 
the proportion of falsifications in survey data does not exceed five percent (see Koch, 1995; 
Krejsa et al., 1999; Li et al., 2009; Schnell, 1991; Menold und Kemper, 2014). Nevertheless, 
under certain circumstances, this amount may be higher, as Bredl et al. (2012) have shown. 
We must assume that interviewer falsifications often occur and, if they occur, often 
remain undetected. Therefore it is important to know which effects falsified data may have on 
data quality and the results of social science research: It is important, first, for estimating the 
potential “damage”, that is, the ways in which results from survey research could deviate from 
reality, under the assumption that parts of the survey should be falsified. It is important, 
second, because a specific pattern characteristic for falsified data could be a key for 
identifying data falsifications more often and more easily. 
Research on interviewer falsifications identified ambiguous findings. On the one hand 
there are large similarities between real and falsified data regarding frequencies, means, and 
proportions (Reuband, 1990; Schnell, 1991; Menold and Kemper, 2014). Particularly with 
respect to attitudinal and behavioral questions Menold and Kemper (2014) reported only 
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small differences between real and falsified data. On the other hand there is no doubt that 
falsifications may lead to biases. These are, for example, differences regarding the magnitude 
of item nonresponse, extreme and middle response style, acquiescence, or primacy and 
recency effects (see Bredl et al., 2012; Kemper and Menold, 2014; Menold and Kemper, 
2014). 
Previous research has also ascertain that in analyses on statistical correlations and 
causal influences, falsified data may lead to biased results regarding the explained variances 
and effect sizes, even when the share of falsifications is low (Reuband, 1990; Schnell, 1991; 
Schraepler and Wagner, 2003). Schraepler and Wagner (2003) analyzed data of the German 
Socio Economic Panel (SOEP) that include interviews which were evidentially falsified by 
interviewers. They estimated regression analyses on log gross income and reported that the 
inclusion of falsified data reduces the explained variances and affects the effect sizes. The 
inclusion of falsified data leads to an overestimation of the effects of age and gender and to an 
underestimation of the effects of duration of training and working hours per week (Schraepler 
and Wagner, 2003). 
Schnell (1991) and Reuband (1990) analyzed data fabricated in the lab and reported 
that falsifications lead to higher explained variances. Schnell (1991) as well as Reuband 
(1990) used subsamples from existing real datasets and asked their study participants to take 
on the role of falsifying interviewers. Their task was to invent answers to attitudinal and 
behavioral questions that were also used in the survey questionnaire. For that purpose the 
“falsifiers” were informed about basic sociodemographic characteristics that were known 
from the real datasets, such as gender and age. Afterwards real and falsified data were 
compared (Reuband, 1990; Schnell, 1991). Reuband (1990) conducted regression analyses 
and reported that falsifiers overestimate the differences of the provided sociodemographic 
variables. For the example of attitudes towards abortion, he estimated a regression analysis. In 
the falsified data, the influence of age and education was higher than in the real data 
(Reuband, 1990). Schnell (1991) analyzed the effects of subjective self-definition of social 
stratum, top-bottom-scale, and net income on subjective political competence. In the falsified 
data, all three explaining variables had significant effects. By contrast, in the real data only 
two of the three explaining variables were statistically significant (Schnell, 1991). 
 
Given the partly contradictory findings, a better understanding of the differences between real 
and falsified data must be found to assess the quality of survey data. Particularly, the question 
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arises under which conditions statistical correlations are overestimated and under which 
conditions they are underestimated. Also, little is known so far on how the differences 
between real and falsified data look like when theory-driven assumptions are tested in more 
elaborate and complex models, such as it is realistic for actual social science research. 
This research gap is targeted by the present research: The question my PhD thesis aims 
to answer is how real and falsified survey data differ with respect to substantial social science 
research, that means, with respect to results of theory-driven analyses. In other words: Which 
influence do falsifications have on findings of substantial social science research?  
In the work presented here, theory-driven models of statistical correlations and 
influences are tested. These models are elaborate and designed in a way as they would be for 
researching adequately a common content-related research question. The central 
methodological question behind these models is how falsified data affect the consistency of 
the models, the direction of effects as well as the effect sizes of the determinants. 
Furthermore, the thesis presents analyses, testing the influence of interviewers’ 
sociodemographic characteristics, attitudes and personality traits on real and on fabricated 
survey data. These broaden the understanding of the mechanisms leading to the differences 
between real and falsified data: In addition to the evidence on how the two kinds of data 
deviate they gather evidence on why they deviate. Thereby the analyses contribute to the 
theoretical knowledge on interviewer falsifications and provide potential indications for 
identifying falsified data. 
 
In the next sections, the theoretical perspectives are described on why and how interviewers 
may decide to falsify. Afterwards, the hypotheses are derived and the database and methods 
are introduced. Subsequently, the results from the own empirical research are presented. The 
empirical work consists of three analyses, each presented in one paper that contributes to my 
PhD thesis. In the first two analyses, the effects of falsifications on the results of substantial 
theory-driven analyses are shown: in the first case analyses on healthy eating behavior, in the 
second case analyses on political participation. The third analysis examines differences 
between real and falsified survey data with respect to interviewer effects. The fourth paper 
that contributes to the PhD thesis discusses methodological considerations of the implemented 
quasi-experimental design. Afterwards, a short summary of the results will be given. In the 
final section conclusions are drawn with respect to the here raised research questions. 
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2. Theory 
 
2.1 Why do interviewers falsify? 
Interviewers may decide to intentionally depart from the guidelines and instructions. This 
decision is assumed to usually be the result of a cost-benefit consideration, based on which 
the interviewers try to achieve their goals with as few resources as possible. The goals may 
be, for example, conducting the interviews, achieving a high response rate, or maximizing the 
remuneration. The resources that need to be invested are time and travel expenditures, but 
also, for example, cognitive effort. The different tasks of an interviewer may, in that respect, 
be costly: It may be difficult, for example, to identify and find access to target persons, to 
motivate target persons to participate, or the average duration of an interview may be time-
consuming. Insofar the interviewers balance between the expected benefit and the necessary 
effort (Sodeur, 2007): The endeavor to realize interviews depends on this cost-benefit 
calculation and the question to what extent conducting a real interview and to what extent 
falsifying an interview (or parts of it) promises the most favorable relation between goal 
achievement and the investment of resources. 
Under certain circumstances – when the benefit of following the interviewers’ 
instructions is considered as low or when there are more promising alternatives to conducting 
the interviews – interviewers may decide to violate the rules to reduce effort (Sodeur, 2007). 
Interviewers may decide, for example, to interview another person than the target person, to 
skip questions in the questionnaire or to manipulate answers to filter questions. In the most 
extreme case, interviewers may decide to falsify parts of interviews or even entire interviews. 
What might make the interviewers’ decision easy is that they are usually not interested in the 
scientific outcomes of a study or in a particularly high data quality (Bredl et al., 2013). 
Insofar, a rational-choice perspective is likely to model the interviewer behavior adequately. 
These theoretical considerations have implications on how to reduce the risk of 
interviewer falsifications. The design of a study and of the questionnaire as well as the 
organization of the fieldwork define the opportunities, restrictions, costs and benefits under 
which the interviewers make decisions to falsify or not to falsify (see, for example, Winker et 
al., 2015). That means that it is in the hands of the researchers to provide preconditions for the 
interviewers that make a decision not to falsify easy and likely. An easy access to the field, a 
study in which target persons are motivated to participate, a well-designed, short and easy 
questionnaire, or a payment of interviewers by the invested working hours instead of by 
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completed interviews are examples of how the risk of interviewer falsifications can be 
reduced. The first and maybe most important insight from research on interviewer 
falsifications therefore is that the proportion of falsified interviews is presumably, not only 
but also a result from decisions researchers can make. It may not be possible to completely 
avoid interviewer falsifications; but it is possible to keep their prevalence low. 
 
2.2 How do interviewers falsify? 
The falsifying process itself, that is, the question in what way interviewers decide to falsify 
survey data, also underlies a cost-benefit calculation: On the one hand falsifiers have to falsify 
plausible data to prevent detection. That means they have to make effort to minimize the risk 
of detection (Kemper and Menold, 2014). On the other hand the fabrication of survey data 
should not be too effortful, since otherwise falsifying will not fulfill its purpose of saving 
resources. Falsifying will fulfill its purpose as long as the effort to falsify a certain interview 
is lower than the effort to conduct the interview (Menold et al., 2013). Falsifying interviewers 
work as carefully as necessary in order to prevent detection. Nevertheless, within the limits of 
this goal, they try to reduce time and effort as much as possible to save resources (Menold and 
Kemper, 2014). The optimal balance of these two goals determines their falsification strategy. 
If the risk of being detected seems too high to falsify an entire interview, this balance may 
also be achieved by conducting a real interview, skipping certain time-consuming parts of it 
and falsifying these parts only. 
 
The strategy which optimizes the cost-benefit balance and which falsifiers apply is satisficing. 
The concept of satisficing is usually used to describe cognitive processes of respondents when 
answering survey questions. Respondents do not try to give a precise answer, but they reduce 
their cognitive effort and try to give an acceptable answer that satisfices themselves (see 
Krosnick and Alwin, 1987). (They may, for example, just give a good estimate of their net 
household income because thinking of the exact number would take them much time and 
effort.) 
Optimizing is the process of searching for the optimal answer and means that the 
answering process goes through four stages: (1) understanding the question, (2) retrieving the 
relevant information from memory, (3) evaluating the completeness and relevance of the 
retrieved information, and finally (4) giving the answer (Tourangeau et al., 2000; Schwarz, 
2007; see also Bogner and Landrock, 2016). By contrast, in the case of satisficing the 
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respondents reduce this cognitive effort: One possibility is that the answering process may be 
shortened. This is, for example, the case when respondents only give rough estimations of 
their income instead of retrieving a more precise or even the correct answer. In more 
pronounced cases of satisficing, respondents may skip one of the four stages completely, for 
example, when they do not even try to understand the question. Respondents who apply 
satisficing strategies typically report the first answer that comes to their minds and that 
promises to be plausible or acceptable (Krosnick et al., 1996). 
In the case of falsifying, interviewers may apply satisficing strategies to reduce 
cognitive effort in a very similar way: They will report the first answer that comes to their 
minds and that promises to be acceptable for their supervisor or the project leader. One reason 
why falsifiers apply this strategy is that they have only little information about the 
respondents, namely the information from the responses to the survey questionnaire. An 
optimizing falsifying strategy would require very difficult and time-consuming investigations 
about the respondents and very likely be much more effortful than conducting the interview 
honestly. Hence, falsifiers – like respondents – will apply satisficing strategies, particularly, 
when the risk of an imprecise answer being detected is low and when the cognitive costs for 
ascertaining the optimal answer are high (see Krosnick and Alwin, 1987). Consequently, 
falsifiers will limit their effort to find an acceptable answer. Falsifying interviewers consider 
answers as acceptable when they appear to be plausible (Krosnick et al., 1996; Krosnick and 
Alwin, 1987; Menold et al., 2013). Then falsifiers assume that also researchers do not doubt 
the reported answers, and their falsification remains undetected (Menold et al., 2013). 
Although there are similarities between real respondents and falsifying interviewers 
with respect to satisficing, there is also an important difference: Falsifiers have to prevent 
detection to avoid sanctions. Consequently, falsifying interviewers show weaker satisficing 
than survey respondents (Menold et al., 2013). Falsifiers make, for example, more effort to 
understand the question correctly and think a bit longer, whether the answer that is coming in 
their mind could be realistic. By contrast, respondents do not bear the risk of detection, 
because even in doubtful cases their answer will be accepted as correct. And even if not, there 
are little sanctions they have to fear. Therefore, the respondents have stronger tendencies to 
reduce effort than falsifying interviewers (Menold et al., 2013; Kemper and Menold, 2014; 
Menold and Kemper, 2014). This may lead to respondents giving less consistent answers in 
comparison with falsifying interviewers (Menold and Kemper, 2014; Reuband, 1990). This 
also implies that, if falsified data appears to be more consistent than real data, as it was the 
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case in the research of Schnell (1991) and Reuband (1990), this may not only provide insights 
on how data is falsified. It may also point towards another problem with respect to data 
quality, independent from falsifications: Data based on correctly conducted interviews may be 
affected by imprecise or wrong answers given by real interviewees. For example, real 
respondents tend to show a stronger extreme response style than falsifiers, as Kemper and 
Menold (2014) report. When comparing real and falsified survey data and assessing the 
effects of interviewer falsifications on data quality, it has to be kept in mind that the data 
quality not only depends on the interviewers but also on the respondents. 
 
Previous research has shown that falsifiers are able to invent plausible answers even when 
they have only basic information about respondents (Reuband, 1990; Menold et al., 2013). 
Reuband (1990) reported that most of the falsifying interviewers apply stereotypes to 
fabricate interviews. To invent plausible answers with limited effort falsifiers rely on implicit 
everyday knowledge and general stereotypes on how people would behave (Reuband, 1990; 
Schnell, 1991). Thus, falsifiers are able to reproduce the means and proportions surprisingly 
exactly (Schraepler and Wagner, 2003; Schnell, 1991; Reuband, 1990). The application of 
stereotypes and everyday knowledge allows the falsifiers to complete the questionnaire like 
the respondent would do, even with only little sociodemographic information about the 
respondent (Reuband, 1990; Menold et al., 2013). Furthermore, the falsifiers seem to be able 
to reproduce the correlations between these sociodemographic characteristics and attitudes or 
behaviors, simply because they are aware of them or because they share stereotypes that 
correspond to existing correlations. Falsifiers even overestimate such sociodemographic 
differences. That may lead, as mentioned above, to higher explained variances in the falsified 
data compared to real data (Reuband, 1990). Although – or because – falsifying interviewers 
usually have very little information about the respondent they develop more consistent models 
of behavior, by consequently applying their stereotypical knowledge. 
Additionally, falsifying interviewers answer the survey questions more carefully than 
real respondents and take greater care in avoiding contradictions between the answers; this 
also leads to more consistent models in falsified than in real data (Kemper and Menold, 2014; 
Menold and Kemper, 2014). By contrast, real respondents often report inconsistent attitudes 
and behaviors (Reuband, 1990). Therefore, the implicit models of behavior that the falsifiers 
apply may lead to a higher consistency of the falsified interviews (Schnell, 1991). The results 
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of regression analyses give evidence: Falsified data tend to show higher explained variances 
than real data (Reuband, 1990; Schnell, 1991). 
Despite of incomplete information, implicit or explicit knowledge allows the falsifiers 
to produce consistent data (Reuband, 1990). According to Reuband (1990) this knowledge is 
generated and shared via communications and interactions: In everyday communication with 
friends, relatives, or peers people learn how society works. Thus, a basic knowledge is 
generated which allows people to draw conclusions about attitudes and behaviors of persons 
on the base of their sociodemographic characteristics (Reuband, 1990). 
 
 
3. Hypotheses 
 
3.1 Which effects do falsified data have on substantial findings? 
The following empirical analyses assess differences between real and falsified data. The first 
two empirical analyses aim to answer the question which effects falsified data have on 
substantial findings of social science analysis. Social science research usually aims to test 
theoretical assumptions and hypotheses that were deduced from complex theories. Therefore 
the question arises whether falsifying interviewers – who, as mentioned above, are able to 
invent consistent patterns of answers to survey questions – also may produce data that meet 
the predictions of established social science theories, tested in elaborate complex multivariate 
statistical models for explaining dependent variables. In other words: The question is whether 
interviewers apply actual social science theories. Are the effects of falsification on results 
from data analyses different if substantive, content-related, theory-driven multivariate 
analyses are compared, instead of less complex analyses? 
The underlying assumption is that falsifiers do not understand the interrelations 
described by complex social science theories. That would imply that the distinction between 
more stereotypical interrelations, as they are experienced in everyday life and have found 
their way into everyday knowledge, on the one hand and theoretically predicted interrelations 
on the other hand may be decisive for whether or not falsified data shows stronger 
correlations than real data. If this should be the case, this distinction would considerably 
improve our understanding of how falsifications affect data. In order to test this assumption 
not only theoretically predicted determinants but also independent variables that refer to 
stereotypical relations are analyzed in the here presented empirical work. 
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Thus, in the first two empirical analyses the results of theory-driven multivariate regressions 
should be analyzed, always comparing real and falsified data based on identical models. 
Realistic content-related and theory-driven social science research is conducted to assess the 
influences of interviewer falsifications. Two examples for such content-related research are 
investigated, rather than merely one, in order to generate a minimum of reliability of the 
findings. Two cases are, of course, the minimum number for a test series and far away from 
ensuring that the findings can be generalized. However, they provide a first chance for a 
comparison and for checking how robust findings are. If findings are similar in at least two 
examples of content-related, theory-driven social science research then the assumption seems 
appropriate that these findings can be generalized. The two examples investigated in the 
following are the determinants of eating healthy on the one hand and those of political 
participation on the other hand. These two examples correspond to actual branches of social 
science research. They can draw on established social science theories that are supported by a 
number of empirical studies. And they can be operationalized by variables in the data at hand. 
Based on these two examples of content-related, theory-driven social science, the following 
four hypotheses should be tested: 
 
H1.1: For the theoretically predicted determinants there are more significant effects in the 
real than in the falsified data. 
Falsifying interviewers probably do not know the underlying theoretical base of a study. Thus, 
they should in the majority of cases not be able to reconstruct the theoretically predicted 
correlations. Consequently, in the real data more and stronger statistically significant effects 
of the theory-driven explaining variables should occur than in the falsified data. 
 
H1.2: For real sociodemographic information known to falsifying interviewers, there are 
more significant effects in the falsified than in the real data. 
Reuband (1990) reports that falsifiers overestimate sociodemographic differences between 
respondents. Furthermore, falsifiers have only little information about the respondents and 
their living situations. So, if they receive any basic sociodemographic information, such as 
age or gender, this information provides their only chance to improve their guessing of which 
answers the respondent would have given. Therefore, falsifying interviewers overestimate the 
relevance of these sociodemographic characteristics. Accordingly, the effects of the 
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sociodemographic variables that were provided to the falsifiers should be stronger in the 
falsified than in the real data. 
 
H1.3: For further correlates (either based on common stereotypes or found in research), there 
are more significant effects in the falsified than in the real data. 
As would have been done in actual social science research, not only theory-driven explaining 
variables are included in the analyses but also independent variables that either seem to 
correspond with stereotypes and everyday knowledge plausibly or that have been proven as 
relevant in specific contexts in previous studies. Falsifiers apply stereotypes and implicit 
everyday knowledge to construct relations and therefore overestimate the influence of these 
further correlates. The real respondents, by contrast, apply stronger satisficing and offer less 
consistent models of behavior. Thus, statistically significant effects of further correlates can 
be expected to occur more often in falsified than in real data. 
 
H1.4: The falsifiers construct more consistent cases than real life; therefore, the explained 
variance is higher in the falsified than in the real data. 
Falsified survey data follow more stereotypical and therefore less complex assumptions than 
empirical reality. Also, real respondents show stronger satisficing than falsifying interviewers. 
Consequently, the regression models of explaining behavior should be more consistent in 
falsified data than in real data – the explained variances should be higher in the falsified than 
in the real data. 
 
3.2 In what ways do interviewer effects differ in falsified data, compared to real data? 
The third empirical analysis focusses on possible differences regarding interviewer effects in 
real and falsified survey data which may be used to identify interviewer falsifications. 
Obviously an interviewer has a particularly strong impact on the reported answers in an 
interview if she or he gives these answers her- or himself. This may mean that interviewer 
effects in falsified data should be stronger than in real data. Furthermore the ways in which 
this direct influence affects the data and the correlations within the data may be very different 
from the ways interviewers affect actual answers in real interviews, as it is usually described 
by the concept of “interviewer effects”. For interviewer effects in this stricter sense it has 
been shown, for example, that they are larger among experienced interviewers than among 
inexperienced interviewers (Olson and Bilgen, 2011). This may or may not be true for the 
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influence of falsifying interviewers on the data. Accordingly the third empirical analysis 
compares interviewer effects in real and in falsified data. The following two general 
hypotheses were tested: 
 
H2.1: Interviewer effects occur both in real and in falsified data. 
Interviewer effects may occur in real fieldwork settings when characteristics and behaviors of 
interviewers influence the responses of the respondent (see Groves and Magilavy, 1986). I 
assume that interviewer falsifications may be considered as extreme form of interviewer 
effects, because the falsifying interviewer influences the responses directly. Thus, in real as 
well as in falsified data interviewer effects can be expected to occur. 
 
H2.2: The interviewer effects in falsified data are larger than in real data. 
If falsifying responses to survey questions is considered as extreme form of interviewer 
effects, interviewer effects in falsified data should be clearly larger than in real survey data. 
 
Furthermore, more specific hypotheses were tested with respect to certain interviewer 
characteristics that are prone to lead to interviewer effects. They are each tested for real and 
for falsified data separately: 
 
H2.3a: The core sociodemographic characteristics of the interviewers affect the reported 
responses. 
As reported in literature (see, for example, West and Blom, 2016), interviewers’ 
characteristics like gender, age, and education and additionally income of the interviewers are 
expected to cause interviewer effects. 
 
H2.3b: The magnitude of interviewer effects depends on the interviewer’s experience. 
Following Olson and Bilgen (2011) I assume that experienced interviewers show stronger 
interviewer effects than interviewers without experience. 
 
H2.3c: Associations exist between the behaviors and attitudes of interviewers and the reported 
behaviors and attitudes of the respondents they interview. 
Schanz (1981) found associations between the respondents’ answer and the interviewers’ 
answer to the same survey question, that is, in real interviews the respondent may be affected 
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by interviewer-specific social expectations. For falsified data it is even more plausible to 
assume such an association since a falsifying interviewer might take his own attitudes and 
behavioral routines as inspiration to invent plausible answers. This hypothesis therefore aims 
to test whether the interviewers’ own response to a survey question affects the reported 
response of the respondent to the same question. 
 
H2.3d: The occurrence and magnitude of interviewer effects depends on the personality traits 
of the interviewer. 
I expect that personality traits of interviewers, such as extraversion, self-confidence, 
conscientiousness, and self-efficacy, may impact the occurrence and magnitude of interviewer 
effects (West and Blom, 2016; Winker et al., 2015). 
 
H2.3e: The magnitude of interviewer effects depends on the interviewer payment scheme 
used (payment per completed interview vs. payment per hour). 
As reported by Winker et al. (2015) payment per completed interview may, in contrast to 
payment per hour, cause or foster interviewer effects. Consequently, interviewer effects 
should be stronger when interviewers are paid per completed interview and not per hour. 
 
 
4. Database and methods 
For the analyses data of the research project “IFiS – Identification of Falsifications in 
Surveys” are used. This project was funded by the German Research Foundation (DFG) and 
conducted by Prof. Dr. Peter Winker from the University of Giessen and Dr. Natalja Menold 
from GESIS Mannheim. The IFiS project aims to research strategies and methods to identify 
interviewer falsifications. A quasi-experimental design was applied because datasets with 
proven falsified interviews rarely exist (Winker et al., 2015). 
The database consists of three datasets that were collected in summer 2011. For that 
purpose, 78 interviewers were recruited among students at the campus of the University of 
Giessen. These 78 interviewers conducted 710 real face-to-face interviews. The respondents 
were students at the University of Giessen as well. The interviewers recruited the respondents 
without any quota restriction. All interviews were audio recorded and checked afterwards to 
assure that all interviews were conducted correctly and to eliminate the possibility that 
interviews or parts of interviews were falsified. Every interviewer conducted 9 interviews on 
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average. Half of the interviewers were paid per completed interview (8 Euros), the other half 
were paid per hour (12 Euros). The payment scheme was randomly assigned. The average 
interview duration was 30 minutes. The questionnaire consisted of 62 factual, attitudinal, and 
behavioral questions about political, economic, and social themes. The items were mainly 
adopted from ALLBUS, the German General Social Survey (Koch et al., 1999). 
In a second step, the same interviewers falsified survey data in the lab. Similar to the 
approach of Reuband (1990) the falsifying interviewers received a short description of real 
respondents that had been interviewed before (but not by the same interviewer). The 
description informed about core sociodemographic characteristics. The information was of 
that kind that a falsifying interviewer in a real fieldwork setting could have obtained easily 
with a short interview with the respondent: sex, age, studied subject, number of semesters 
enrolled, marital status, place of residence, living situation, and country of origin. The 
interviewers were instructed to fill in the questionnaire like the described person probably 
would have done. 
 
The exact instruction was: 
 
Please read carefully the description of the person whose interview you are to falsify. 
Please complete the attached questionnaire as if you had really conducted a personal 
interview with the respondent. During falsification, please place the description of the 
respondent next to the questionnaire, so that you are always aware of the 
characteristics of that person. 
 
The person whose interview you are to falsify… 
- is female, 
- is 20 years old, 
- studies teaching, 
- is enrolled in her second semester at a university. 
- She is unmarried, in a steady relationship, 
- lives in Huettenberg, a rural village in Hesse, 
- with her parents or relatives. 
- Country of birth: Germany. 
 
16 
This procedure allowed capturing 710 falsified interviews; to each real interview a 
corresponding falsified interview was collected. Again, half of the falsifying interviewers 
were paid per completed falsified interview (3 Euros), the other half per hour (9 Euros). As 
additional incentive to enhance the motivation of the interviewers, a lottery game was 
implemented: Three of the interviewers whose falsifications remained undetected won 100 
Euros each (see Kemper and Menold, 2014). The interviews were fabricated after conducting 
the real interviews. That is consistent with a real fieldwork setting where a falsifying 
interviewer would typically conduct a few interviews before deciding to falsify survey data. 
At last, the interviewers filled in the survey questionnaire for themselves. They 
additionally answered questions about their falsifying strategies. This approach allows 
collecting much information about the interviewers that can be used, for example, to analyze 
interviewer effects. 
 
The strength of this quasi-experimental design lies in the fact that data is obtained that are 
confirmed real or confirmed falsified. Furthermore, there was control for the number of 
falsified interviews. The design ensured not only equal sample sizes (of 710 interviews) in 
each of the two groups, but even an identical sociodemographic composition, so that real and 
falsified data are directly comparable to each other: Since the sociodemographic profiles of 
the real study participants (as described above) were used also for the second part of the study 
in which interviewers invented the answers for study participants, the composition of the two 
groups according to these profiles is identical. A particularly relevant strength of this quasi-
experimental design with instructed falsifiers is that there was full control over and 
transparency of the falsifying process: It is known precisely who the falsifiers are and which 
information they had available for executing their task. 
An obvious limitation of the applied quasi-experimental approach and the data used is 
that the interviewers as well as the respondents were all students. Thus, the interviewers are 
familiar with the living situation of the respondents. That may lead to smaller differences 
between real and falsified survey data because the student interviewers are probably more 
able to imagine how a student respondent would answer the survey question. Furthermore, for 
the same reason, there is only little variation regarding age and education of respondents and 
interviewers (Winker et al., 2015).  
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What also can be regarded as a limitation of the database used in the following is the artificial 
situation of the falsifying process: The interviewers have not decided to falsify based on a 
calculation of costs and benefits, as theoretically described in the previous section (2.1). The 
design of the study, the length of the questionnaire, the difficulty of field access or the 
interviewers themselves are not related to the fact that the here assessed interviewer 
falsifications have occurred. Merely the instruction to falsify is the reason for the occurrence 
of falsifications. In that sense the falsifying interviewers acted very responsibly and in 
complete accordance with the instructions which they had been given; and that means: they 
acted differently from how real falsifiers – who in fact depart from instructions – would act in 
a real fieldwork setting. 
The question must be raised whether or not the so generated interviewer falsifications 
are comparable to real falsifications and whether the findings based on instructed 
falsifications can be generalized for all interviewer falsifications. This question is discussed in 
the fourth and last paper. It raises and discusses reasons why the results from quasi-
experimental designs, like the one used in the following, might or might not be generalizable. 
It also introduces means taken to minimize the discussed limitations, such as a lottery game 
among those falsifying interviewers that are not detected, as a motivation for generating 
falsifications that cannot be identified easily. In the end, when interpreting the findings from 
the following three empirical papers, it must be clear that instructed falsifications are not the 
same as real falsifications in real fieldwork settings. But there are convincing reasons to 
assume that they are comparable enough to trust the results and consider them as 
generalizable. The underlying theories used for implementing the research design, for 
deducting hypotheses as well as for reflecting findings increase the chance that findings are 
generalized appropriately. (“Appropriately” means that there are good reasons to assume that 
the findings would hold for real falsifications in real fieldwork settings.) Furthermore, there is 
no proof that actual falsifiers in a real fieldwork setting would falsify interviews in a different 
way than the participants in the study at hand. Finally, it also must be considered that there are 
probably no better alternatives of data collection for research on interviewer falsifications 
than instructed falsifications. 
 
Based on this data, the following chapters aim to answer the research question, which 
influence do falsifications have on findings of substantial social science research; or more 
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concrete, which differences exist between real and falsified data with respect to the results of 
substantive, theory-driven multivariate analyses. 
In chapter 5 (1st publication) possible differences between real and falsified survey 
data were investigated on the example of explaining healthy eating behavior, applying the 
theory of planned behavior (TPB). The theoretically predicted determinants are intention and 
perceived behavioral control as well as attitudes and subjective norms towards healthy food 
consumption. The sociodemographic variables prescribed to the falsifiers (like gender, age, 
living situation, or income) serve as control variables. Thus, one is able to answer the question 
on which information the falsifiers rely while fabricating interviews. Leisure activities (like 
TV-consumption or doing sports) and characteristics like BMI and the preference of healthy 
desserts were included to ascertain whether falsifiers apply stereotypes and construct 
stereotypical correlations. The focus lies on comparisons of effect sizes and explained 
variances between real and falsified data. 
Chapter 6 (2nd publication) aims to research whether the findings of chapter 5 (1st 
publication) can be confirmed and hence might be considered as robust. The second 
application of researching differences between real and falsified data with respect to theory-
driven multivariate analyses uses the example of explaining political participation. In contrast 
to the first case of healthy food consumption, where the application of the TPB and the 
operationalization of dependent and explaining variables were developed particularly for this 
study, the case of explaining political participation is grounded on concepts and variables that 
are well approved in many studies and since decades of social science research. A further 
difference between the two applications consists of the assumption that explaining political 
participation is more complex than explaining healthy eating behavior; in the latter case some 
correlations seem to be more intuitively guessable by non-social scientists. An instrumental 
approach is used to explain political participation. The determinants of political participation 
are dissatisfaction with the political, economic or social situation as well as the political 
efficacy, that is, the perceived influence on political decisions. (The existence of norms of 
political participation and social incentives for political engagement could not be included in 
the analyses because the corresponding items are missing in the questionnaire.) Additionally – 
as in the case of explaining healthy eating – the control variables provided to falsifiers (age 
and gender) and further correlates found in research (self-placement on the left-right-
dimension, self-reported social class, TV-consumption and attractiveness of respondent, 
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reported by the interviewer) were included in the analyses. Also in this second application the 
effect sizes and explained variances between real and falsified data were compared. 
In these first two empirical chapters multivariate OLS regressions were estimated to 
analyze the effects of falsifications on the results of substantial theory-driven research. Real 
and falsified survey data were analyzed separately; afterwards the results were compared. 
Chapter 7 (3rd publication) investigates further sources of differences between real 
and falsified survey data, namely the influence of the interviewers and their characteristics 
and behaviors on the reported responses. In real as well as in falsified data one can expect that 
interviewer effects may occur. The selected dependent variables are income as an example for 
a sensitive and open-ended question, political anomy as an attitudinal question as well as 
healthy eating and political participation as two examples for behavioral questions; these 
variables are known to be prone to interviewer effects. The independent, content-related 
variables on the respondents’ level serve as control variables. The explaining variables on the 
interviewers’ level are known to potentially cause or lead to interviewer effects. These are 
particularly the interviewer’s gender and experience, but also certain personality traits of the 
interviewer as well as his or her own attitudes and behaviors. Additionally the effects of the 
applied payment scheme (per hour or per completed interview) on the reported responses shall 
be investigated. 
To analyze differences regarding interviewer effects in the third empirical paper, 
multilevel regression analyses were conducted separately for real and for falsified data; 
afterwards the results were compared. 
Chapter 8 (4th publication) focusses on the question whether the applied 
methodological approach is suitable and appropriate for research on interviewer falsifications. 
Potentials and limitations of quasi-experimental research designs were discussed to allow 
statements on the generalizability of the reported findings. 
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5. Validation of Theoretical Assumptions with Real and Falsified Survey 
Data1 
 
Abstract: Falsification of survey data in face-to-face surveys has been intensively discussed 
in the literature. The results about the impact of falsifications on survey data are equivocal. 
While some authors report a strong impact, others find only little differences between real and 
falsified data. We argue that the impact of falsifications cannot be neglected, particularly 
when theory-driven analyses are conducted and not ad hoc analyses. The latter reproduce 
stereotypes used by both, researchers and falsifiers. To test this assumption we compare the 
results of multivariate regression analyses with real and falsified data by using a) theory-
driven predictors and b) ad hoc predictors. As an example of theory-driven analyses we used 
the theory of planned behavior (TPB) for predicting self-reported healthy eating behavior. As 
ad hoc predictors we included sociodemographic information about the respondents known to 
the falsifiers as well as variables, which are indicated by everyday theories. The results show 
that theory-driven relationships were more strongly pronounced in the real data. In contrast, 
stereotypical and non-theory-driven relationships were more strongly pronounced in the 
falsified data. The results provide insights in the area of social cognition when predicting the 
behavior of others. 
 
5.1 Introduction: Falsifications in surveys 
Face-to-face interviews are a widely used mode of data collection. The assistance of 
interviewers can enhance data quality, since they can help ensure that survey questions are 
correctly understood (Mangione et al., 1992). On the other hand, there is the risk that 
interviewers intentionally depart from the instructions and falsify parts of an interview or even 
the entire interview (Bredl et al., 2013). Interviewers want to save effort and time and 
therefore they sometimes decide to falsify (Sodeur, 2007). In addition, it is sometimes a 
difficult task to obtain participation and an interviewer may try to solve this problem by 
falsifying data (Turner et al., 2002). Different authors indicate that the proportion of falsified 
interviews in surveys usually does not exceed five percent (e.g., Koch, 1995; Krejsa et al. 
1999; Li et al., 2009). However, under certain circumstances the percentage of falsifications 
                                                          
1
 Already published: Landrock, Uta and Menold, Natalja (2016): Validation of Theoretical Assumptions 
with Real and Falsified Survey Data. Statistical Journal of the IAOS 32(3): 305-12. The final publication is 
available at IOS Press through http://dx.doi.org/10.3233/SJI-161020. 
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may be higher: This may be, for example, the case if a survey does not apply extended field 
control procedures (Bredl et al., 2012) or in the case of duplication of valid cases (Kuriakose 
and Robbins, 2016; Koczela et al., 2015). In any case, the spread of falsifications makes it 
important to determine how falsified data may impact the results of analyses of survey data.  
With respect to the impact of falsifications, large similarities between real and falsified 
data have been reported regarding proportions and means (Reuband, 1990; Schnell, 1991). 
Menold and Kemper (2014) identified only small differences in means and proportions 
between real and falsified data, especially in attitudinal and behavioral questions. However, 
falsifications may have a strong impact on the results of multivariate analyses. Schraepler and 
Wagner (2003) provided an example with data of the German Socio Economic Panel, where 
the inclusion of falsified data strongly reduced the estimated effects in a multivariate 
regression analysis. They calculated a linear regression on the log gross income. In the 
sample, which included fabricated data, the results were biased as compared to those in the 
sample with real data. The effects of age and gender were overestimated and the effects of 
duration of training and working hours per week were underestimated in the data when 
including falsifications (Schraepler and Wagner, 2003). Finally, Schraepler and Wagner 
(2003) found higher adjusted R-squared in the real sample than in the sample that included 
real and fabricated data. 
In other studies falsifications consistently led to higher explained variances in 
regression analyses (Reuband, 1990; Schnell, 1991). Reuband (1990) as well as Schnell 
(1991) used artificially produced falsifications. They drew a subsample from an existing real 
data set and asked their study participants to take on the role of falsifiers. The task of the 
falsifiers was then to produce data in response to survey questions, using some of the 
demographic information of respondents derived from the existing data set. Then, falsified 
and real data were compared. In an example of the attitude towards abortion, Reuband (1990) 
conducted a regression analysis with age and education as independent sociodemographic 
variables and came to the conclusion that in the falsified data the effects of these determinants 
and the explained variance were higher than in the real data (Reuband, 1990). Since Reuband 
(1990) provided sociodemographic variables as information falsifications are supposed to be 
based on, falsifiers seemed to rely on this information and to produce data in which 
information given to falsifiers resulted in significant relationships with other variables.  
Falsifiers may also be able to strongly predict some relationships. Schnell (1991) used 
a multiple regression analysis to examine the effects of subjective self-definition of social 
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stratum, top-bottom-scale, and net income on subjective political competence. In the real data, 
two of the predictors were significant, while in the falsified data, all three predictors were 
significant. The explained variance was higher in the falsified than in the real data (Schnell, 
1991). It seems that falsifiers produced more consistent results when providing answers to 
related questions.  
As shown above the results of previous studies point out that falsifiers seem to be able 
to produce means and distributions, which are comparable with real data. However, previous 
research does not provide a clear picture with respect to the question of which relationships 
can be expected to be strongly pronounced in falsified data and which not. In this article we 
address this question and test the following assumptions about the results of multivariate 
analyses one can expect to differ between real and falsified data.  
Firstly, we expect falsifiers to not be able to predict relationships in the data which are 
driven from complex theoretical models. To test these assumptions, we look for an established 
and reasonable empirically tested theory. In the present article, we apply the theory of planned 
behavior (TPB, Ajzen, 1991) to identify differences between real and falsified data. The TPB 
was used in our study to predict healthy food consumption.  
Previous studies did not use a priori theoretically driven models to predict the 
relationships but rather used ad hoc models developed on the basis of available data. Such ad 
hoc models can also be plausible for laymen so that interviewers may be able to provide data 
which are consistent with everyday theories about social life and society, even with a higher 
consistency than in the real data. Therefore, in addition to theory-driven predictions, we also 
compared effects and correlations that were not predicted by a social science theory but 
seemed plausible according to common stereotypes. In doing so, we aim to replicate the 
results found by Schnell (1991). Regarding the term “stereotypes”, we follow the Hilton and 
von Hippel (1996) definition, stated as “the standard viewpoint that stereotypes are beliefs 
about the characteristics, attributes, and behaviors of members of certain groups” (Hilton and 
von Hippel, 1996: 240). 
Third, we would like to show that falsifiers strongly use sociodemographic 
information about respondents when providing falsifications which is plausible to assume 
when considering the results obtained by Schraepler and Wagner (2003) and by Reuband 
(1990), described above. For our analyses, we assume to obtain stronger relationships 
between the sociodemographic variables in falsified than in real data.  
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When addressing the question, which information is used by falsifiers while producing data 
we research cognitive falsification strategies. Considering these strategies contributes to the 
area of social cognition, which encompasses “(…) the mental processes involved in 
perceiving, attending to, remembering, thinking about, and making sense of the people in our 
social world” (Moskowitz, 2005: 3). With respect to social cognition the results can help to 
understand which kind of information falsifiers predominantly use for predicting the 
respondents’ responses, e.g. on opinions and self-reported behavior. 
Furthermore, the research on falsifications in surveys and the impact of falsifications 
on data analyses is important for the image of survey data and its reliability and usability in 
society. 
 
5.2 Database 
Our database consisted of two datasets collected in 2011 in an experimental study. The study 
and the procedure were described by, e.g., Menold et al. (2013) and Kemper and Menold 
(2014)2. For the first dataset, 39 interviewers conducted 365 real face-to-face interviews. The 
interviewers and the respondents were students at the University of Giessen, and they were 
recruited on the campus. 
Among the interviewers, 69% were female. The interviewers’ mean age was 25.46 
years (SD = 2.45). They studied social sciences or psychology (56.4%), language and art 
(12.9%) and other disciplines such as biology, chemistry, medicine and economic sciences 
(30.7%). The interviewers were, on average, in their fifth semester (SD = 2.97). Among the 
respondents, 60.8% were female, and the average age was 26.06 years (SD = 2.45). The 
respondents studied social sciences or psychology (30.4%), language and art (23.5%), natural 
sciences (13.1%) and other disciplines such as engineering, medicine or economic sciences 
(33%). The respondents were also, on average, students in their fifth semester (SD = 3.1). All 
interviews were audio-recorded to assure that they were actually conducted and not falsified. 
The questionnaire contained 62 questions on attitudes and behavior and sociodemographic 
                                                          
2
 We use a subsample from this study. We used only data collected by GESIS, the Leibniz Institute for 
the Social Science (n = 730), in which predominantly social science students participated. In the other part of this 
study, collected by the ZEU (Center for international Development and Environmental Research) participants are 
more heterogeneous. The results for the entire data set are comparable to those presented in this article. 
However, some relationships are not as strong as in the subsample we used here, which we explain by the fact 
that the students in the two samples differed with respect to their study discipline. The results for all data are 
available on request by the authors. 
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information, mainly taken from the German General Social Survey (ALLBUS3) and 
discussing political, economic and social topics. A payment either per interview (8 Euros) or 
per hour (12 Euros) was provided to the interviewers (e.g., Winker et al., 2015). 
For the real respondents, an incentive of two Euros was provided. On average, each 
interviewer conducted 9.1 (SD = 1) interviews. An interview took approximately 30 minutes.  
For the second dataset, the same interviewers fabricated survey data in the lab so that a 
data set of 365 falsified interviews corresponding to each of the N = 365 real interviews was 
obtained. These falsifications were done after conducting the real interviews. As a 
consequence the falsifiers have a better idea of the typical responses interviewees would give. 
This is comparable to a real field setting, where the interviewers would typically conduct a 
few true interviews before they falsify interviews partially or completely. 
For the falsifications, either 9 Euros per hour or 3 Euros per falsified interview were 
paid. The falsifying interviewers received basic sociodemographic information about the real 
survey participants, for whom they were supposed to invent data and who were interviewed 
by a colleague (not by themselves) in the first part of the study. The information the 
interviewers was given was of such kind a falsifying interviewer could easily have researched 
himself with a short contact, e.g. by phone: sex, age, studied subject, number of semesters 
enrolled, marital status, place of residence, living situation (with whom the respondent lives 
together in a household), and country of origin (e.g., Menold et al., 2013). The interviewers 
were instructed to falsify the data as if it were collected in a real survey setting. Interviewers 
who took the role of falsifiers were further instructed to imagine a person according to these 
basic characteristics and to answer the questionnaire as this person would in a face-to-face 
interview. The instruction was: 
Please read the description of the person, whose interview you are supposed to falsify, 
carefully. Please fill in the attached questionnaire as if you had conducted a personal 
interview with the respondent in reality.  
  
                                                          
3
 German General Social Survey: http://www.gesis.org/en/allbus/allbus-home/ 
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5.3 Operationalization and Data Analysis 
We compared the outcomes of multivariate analyses for falsified and real data using the 
example of healthy food consumption. Our dependent behavioral variable measured healthy 
food consumption in days per week on which the respondent reports healthy eating. The 
question in the questionnaire was: “On how many days per week do you eat healthy?” 
Our explaining variables followed the theory of planned behavior (Ajzen, 1991; Ajzen 
and Krebs, 1994). The TPB has often been used in social science research with respect to a 
variety of topics (Ajzen, 1991) and claims to predict a certain behavior with the help of four 
determinants. The TPB assumes a two-step causal influence. Behavior is directly influenced 
by the actor’s intention to act, mediated by their perceived behavioral control. One step 
before, the actor’s intention is influenced by their attitudes, by their subjective norms and by 
their perceived behavioral control. These determinants thereby influence behavior indirectly. 
Ajzen (1991) refers to attitude as to the actor’s expectation that a behavior will have certain 
consequences, combined with their evaluation of these consequences as positive or negative. 
Subjective norm is the perception that other people expect a certain behavior, combined with 
the motivation to fulfill these people’s expectations. The perceived behavioral control is the 
actor’s belief that he or she is actually capable of showing the respective behavior. 
 
In the survey, the intention was operationalized by two items: 
In the future I will eat healthy at least 4 days per week. 
In the following weeks I will eat healthy at least 4 days per week. 
 
The attitude regarding healthy food consumption was measured with three items that asked 
the participant to provide an evaluation of healthy food consumption as good, useful or 
advantageous: 
It would be (bad/good) if I ate healthy at least 4 days per week. 
It would be (useless/useful) if I ate healthy at least 4 days per week. 
It would be (advantageous/disadvantageous) if I ate healthy at least 4 days per week. 
(reversed item) 
 
  
26 
Two statements on how friends and how important others evaluate healthy food consumption 
measured the subjective norms: 
My friends would approve if I ate healthy at least 4 days per week. 
People who are important to me would like it if I ate healthy at least 4 days per week. 
 
The perceived behavioral control was also measured with two items. The first was about the 
thinking that there is the possibility to eat healthy and the second was of being convinced that 
to eat healthy is completely in one’s own hands: 
It is possible for me to eat healthy at least 4 days per week. 
It is completely in my own hands to eat healthy at least 4 days per week. 
 
All above-mentioned items were measured with 7-point rating scales. This operationalization 
was needed, because the TPB is a frame theory which describes the relationship between any 
attitudes and corresponding behaviors. Therefore, researchers have to provide 
operationalization for a concrete kind of behavior by themselves. For the operationalization of 
the items described above we followed strongly the examples given by Ajzen and Krebs 
(1994). 
We separately used both datasets, real and falsified, to test the postulated relationships 
in terms of regression analyses. The differences between the real and falsified data were 
inspected with respect to the explained variances as well as the strength and direction of the 
single effects. We expected that the overall explained variance is higher in the real data, when 
only the TPB variables were included (cp. model 1). We also expected stronger theoretically 
predicted relationships in the real than in the falsified data. These predictions correspond to 
our expectation that falsifiers are not able to predict rather complex theoretically driven 
assumptions. 
In a next step we expected to see the impact of the information about the respondents 
that was provided to the falsifiers (cp. model 2). This information pertained to gender, age, the 
living situation, and the relationship status. Since we expected that falsifiers rely on this 
information when providing falsified data, the corresponding variables are to be expected to 
be more strongly related to healthy food consumption in the falsified data than in the real data. 
In model 2 these variables were added to the model 1 which included variables regarding 
TPB. We expected to obtain significant relationships of personal variables as well as an 
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increase of explained variances in model 2 in the case of falsified data but not in the real data 
case. 
To see how everyday knowledge and stereotypes influence the results of prediction of 
healthy food consumption, we additionally used other sociodemographic variables, such as 
income, vocational education and training, and seeing university as center of activities in 
model 3. Here, we expected that such information would have a greater influence on the 
falsifiers’ fabrication of responses compared to the effect the characteristics have in the real 
data. In addition, we expect a higher predictive power of those variables in the falsified than 
in the real data. We also added variables on TV consumption (measured in minutes per day), 
the preference of healthy desserts, participating in sports, and the interviewee’s BMI (body 
mass index, measured by self-reported height and weight of respondents) and obtained the 
final model 3. The favorite dessert was derived from a list of 12 desserts. We differentiated 
between healthy desserts (fruit curd, fruit salad or yogurt) and unhealthy desserts (mousse au 
chocolate, tiramisu, chocolate pudding or pancakes). We assumed that falsifiers used the 
answers they had invented for these questions about TV consumption, BMI, doing sports and 
preferring healthy desserts when trying to invent plausible answers to the questions regarding 
healthy eating behavior by using stereotypes. This information should be irrelevant for the 
prediction of healthy eating behavior when applying TPB. However, according to stereotypes, 
preferring unhealthy desserts, watching a lot of television, being obese and not participating in 
sports would typically be assumed to correlate with unhealthy food consumption. Therefore, 
we expect these variables to be more relevant in the falsified than in the real data. Therefore, 
the use of these variables in the final model 3 was expected to lead to an increase of explained 
variances in the false data but not in the real data. 
To compare the outcomes of analyses, we calculated identical regression models for 
the false and real data. SPSS 22 software was used for the analysis.  
 
5.4 Results 
Table 5-1 shows the results of regression analyses in the real and the falsified data. First we 
look at the real data; in model 1, all of the theory-driven variables showed significant effects 
on the reported eating behavior4. The correlations of healthy food consumption with the 
subjective norm, perceived behavioral control, and the intention were positive, as expected. A 
                                                          
4
 We also checked the values of the VIFs and tolerances, the values are not problematic concerning 
multicollinearity. 
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result not congruent with the assumptions of TPB was that attitude had a negative relationship 
with healthy eating behavior, meaning that the more respondents believed that healthy food 
consumption was good and positive, the fewer days of healthy eating they reported. This 
result can be explained by the fact that students who thought their eating behavior is not 
healthy evaluated healthy food consumption even more valuable than students who reported 
to eat healthy. The continuous effects of the theory-driven variables could be proven in all 
three models in the real data. The explained variance of these variables amounted to 50% 
(adjusted R2 = 0.5, Table 5-1) in model 1 and was very reasonable.  
The variables additionally included in model 2, which utilized information about real 
respondents provided to falsifiers to be used while producing falsifications, were all not 
significantly related to the dependent variable in the real data. Adding these variables to the 
variables of TPB did not change the explained variance of R2 = 0.5. These variables also did 
not show significant relationships with the dependent variable in model 3.  
The final model 3 is the most interesting because it includes also explaining variables, 
which are not related to the theory of TPB, but rather indicate stereotypical relationships with 
eating behavior. In model 3, we added additional sociodemographic variables, which were not 
given to falsifiers but could also be used by them while predicting healthy eating behavior: 
disposable income, consideration of the university as the center of interests and activities and 
vocational education. In the real data, a significant relationship was found between the 
university as the center of activities and the dependent variable. However, neither significant 
relationships between the variables on TV consumption, the preference of healthy desserts, 
participating in sports, and the interviewee’s BMI and healthy eating behavior as a dependent 
variable nor a change of explained variance were observed. 
Next, we look at the falsified data. Model 1, which included all theory-driven variables 
regarding the TPB, explained 40 per cent of variance, which was lower than that observed in 
the real data. Attitude did not have a significant effect on the healthy eating behavior. 
However, other independent variables – subjective norm, perceived behavioral control and 
intention – were significantly and positively associated with the dependent variable. The 
falsifiers supposed that people with a strong subjective norm, high perceived behavioral 
control, and high intention reported eating healthy more often than people with lower values 
for the subjective norm, perceived behavioral control, and intention. However, in model 3, in 
which variables describing stereotypical assumptions were additionally included, subjective 
norm lost significance and was no longer relevant for predicting healthy eating behavior.  
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In model 2, gender was a significant predictor of healthy eating behavior. In the falsified data, 
females were reported to eat healthy more often than males. This relationship is not 
significant in the real data. The amount of explained variance is slightly higher in model 2 
than in model 1.  
In the final model 3, the other sociodemographic variables were included. These 
variables did not have significant effects on the dependent variable, a result that is largely 
similar to the result found for the real data. However, within the real data, the university as the 
center of activities had a significant effect, while that was not the case in the falsified data. In 
the case of falsified data, all the additional included variables on TV consumption, the 
preference of healthy desserts, participating in sports, and the interviewee’s BMI have 
significant effects, as expected, unlike the results obtained from the real data. In the falsified 
data, there were negative relationships between healthy eating behavior on the one hand and 
TV-consumption and BMI on the other hand. In contrast, preferring healthy desserts and 
doing sports were significantly and positively related to the dependent variable. When 
compared with models 1 and 2, the relationships of several other independent variables with 
the dependent variable changed. As mentioned above, the effect of the subjective norm was 
no longer significant in model 3, so that only two of the four variables testing TPB were 
significantly related with the dependent behavior variable. The effect of gender lost its 
significance, while the living situation gained significance. Living with parents and/or being 
single yielded a positive relationship with healthy eating behavior. Adding variables related to 
stereotypical relationships led to an increase of explained variance up to 48% in model 3. 
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5.5 Conclusion 
The aim of the present study was to investigate how falsified survey data influence the results 
of theory-driven data analyses and which correlations in a multivariate analysis differ between 
real and falsified data. The influence of theoretically relevant variables was compared to the 
influence of variables that seem relevant according to stereotypes as well as to other variables, 
which are not relevant from the theoretical point of view. As a framework for the theory-
driven assumptions, we used TPB (Ajzen, 1991), which is an established theory in the social 
sciences that has often been utilized to predict different types of behavior (Billari et al., 2009; 
Prapavessis et al., 2015). As a behavior of interest, we used healthy food consumption, which 
was assumed to be predicted by the attitude towards this behavior, subjective norm, intention 
and perceived behavior control. We found support for the assumed relationships in the real 
data (model 1), even though the direction of the relationship between the attitude and behavior 
differed from the assumed relationship. This difference can be explained by the kind of 
behavior we used, so that even a positive attitude towards this behavior (eating healthy) may 
be associated with less frequent healthy food consumption. Next, we used self-reports of 
respondents about the behavior, which can be a source of bias. However, attitude was a 
relevant predictor of behavior in the real data, while in the falsified data a significant 
relationship between the attitude and behavior was not observed. In addition, the subjective 
norm was not a relevant predictor of behavior in the falsified data after controlling for the 
effect of possible stereotyping of assumed relationships. The model, which was supposed to 
test a priori assumptions, therefore found support in the real data but not in the falsified data. 
In addition, the results of higher explained variances of regressions models in the falsified 
data, as reported by Reuband (1990) and Schnell (1991), could not be observed in our data 
with respect to the model used to test the TPB assumptions; a contradictory result was 
obtained instead. We postulated that higher explained variances can be expected with respect 
to ad hoc developed models, which may also consist of relationships, which could be rather 
stereotypical assumptions. We did not expect such a result when theory-driven models were 
used, and our results supported this expectation. 
In contrast to the theory-driven assumptions, which could not be consistently 
supported in the falsified data, the results show that theoretically non relevant variables 
played a role in predicting the behavior under investigation in the falsified data but not in the 
real data (model 2 and 3). In the real data only one of twelve variables was significantly 
related to the dependent variable, while in the falsified data, variables of living situation as 
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well as other variables that were included to test possible stereotypical assumptions were 
significant. This applies in particular to stereotypical relationships of other behavioral 
variables related to healthy food consumption (model 3). Thus, the falsifiers seem to apply 
stereotypes to invent consistent cases – people who watch less TV, prefer healthy desserts, 
have a lower BMI and play more sports are people who eat healthier than “couch potatoes” 
with higher values of TV consumption and BMI, who do fewer sports and prefer unhealthy 
desserts. 
Our results help to clarify and to put into perspective the results obtained by previous 
research (Reuband, 1990; Schnell 1991; Schraepler and Wagner, 2003) with respect to the 
differences between real and falsified data when using multivariate analyses. Our results show 
that one can expect that theory-driven, rather complex relationships are difficult for falsifiers 
to construct. In such analyses, one can expect to obtain inconsistent results and lower 
explained variances in falsified data. Moreover, when considering stereotypical and 
theoretically non relevant variables in explanations, they will gain on significance and explain 
the variance of a dependent variable better with falsified than with real data. 
Our results also provide hints on which information falsifiers use to predict behavior 
of others. Falsifiers firstly use information available to them about respondents, which can be 
elucidated through brief contact. Additionally, they use stereotypical assumptions and laymen 
knowledge. However, falsifiers are less able to predict relationships, as postulated by a 
scientific theory, which is a new finding presented in this article. 
It should be mentioned in this context that our falsifiers were students who were 
mainly studying social sciences. This fact could lead to the result that theory-driven 
assumptions could be supported to some extent in the falsified data. However, although our 
falsifiers are rather familiar with social science theories such as TPB, they were not able to 
reproduce the strength of the correlations of the real data set. 
In addition, we have one dataset of 100 per cent real and one dataset of 100 per cent 
falsified interviews, which is seldom the case in reality, where, fortunately, the proportion of 
falsifications is much lower. However, simulation analyses showed that differences such as 
those presented in this article are also applicable for the detection of falsifiers when the 
proportion of falsifications is low (Storfinger and Winker, 2013). Therefore, our results can be 
used to better understand the impact of falsified data on the results obtained with survey data 
and to improve methods for the ex post detection of falsifications presented by other 
researchers (e.g., Bredl et al., 2013; Menold et al., 2013).   
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6. Explaining Political Participation: A Comparison of Real and Falsified 
Survey Data5 
 
Abstract: This paper examines differences between real survey data and data falsified by 
interviewers. Previous studies show that there are only small differences between real and 
falsified data which implies that falsifying interviewers are able to (re-)produce realistic 
frequency distributions. The question this paper aims to answer is whether they are also able 
to produce multivariate results in accordance with the assumptions of established social 
science approaches. As an example for a realistic theory-driven data analysis, real and 
falsified data are compared in terms of the identified determinants of political participation. I 
use an experimental data set with data partly collected in real interviews and partly by 
interviewers being instructed to falsify; that is, to fill in the questionnaire based on little 
information about the respondent. The questionnaire measures twelve political activities, 
based on which I calculate an index for political participation. There are differences in the 
models between the real and the falsified data: The explained variances are higher in the 
regression models of the falsified data. There are some variables significant in both data sets 
and some that are significant only in the real or in the falsified data. These differences can be 
explained by our theoretical assumptions. 
 
6.1 Falsification in Surveys 
Face-to-face interviews are an important mode of data collection. The interviewers play a 
central role, since they can probe into unclear answers from the respondents, for example 
(Mangione et al., 1992). There is however, the risk that interviewers may falsify parts of, or 
the entire, interview (cp. Bredl et al., 2013). Following the definition of the AAPOR, 
interviewer falsification “means the intentional departure from the designed interviewer 
guidelines or instructions, unreported by the interviewer, which could result in the 
contamination of data” (AAPOR, 2003: 1). The research question this paper aims to answer is 
how fabricated data affects the results of theory-driven multivariate analyses, using the 
example of explaining political participation. 
                                                          
5
 Already published: Landrock, Uta (2017a): Explaining Political Participation – A Comparison of Real 
and Falsified Survey Data. Statistical Journal of the IAOS 32(3): 447-458. The final publication is available at 
IOS Press through http://dx.doi.org/10.3233/SJI-160270. 
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But why do interviewers falsify survey data? Falsifying interviewers want to optimize their 
cost-benefit balance. That means, they want to fulfill their tasks and objectives (conducting 
the interviews, achieving a high response rate, maximizing the payment etc.) with a minimal 
effort and resources (time and travel expenditures, convincing the survey respondents to 
participate, etc.). Thus the behavior of the interviewers follows the logic of rational choice 
approaches: To save effort and time, interviewers can decide to falsify (Sodeur, 2007; 
Winker, 2016). 
In addition, the falsifying processes themselves underlie a cost-benefit calculation. On 
the one hand, falsifying interviewers want to reduce their cognitive effort when choosing 
answer categories. On the other hand, they want to prevent detection as falsifiers, which 
implies that they must fabricate answers which could plausibly be the true answers of the 
respondents (Menold et al., 2013; Menold and Kemper, 2014). To reduce their cognitive 
effort, falsifiers apply satisficing strategies: Satisficing means that the falsifiers do not search 
for the optimal answer on a certain question; they search for an acceptable answer, one which 
appears to be plausible on first thought (Krosnick and Alwin, 1987; Menold et al., 2013). 
Respondents in a real interview situation are assumed to use satisficing strategies since they 
also want to reduce cognitive effort when choosing answer categories (Krosnick and Alwin, 
1987). 
To quickly evaluate the plausibility of answers, falsifiers apply general stereotypes and 
implicit everyday knowledge (Reuband, 1990; Schnell, 1991). By stereotyping, falsifiers are 
able to reproduce the means and marginal distributions in high accordance with reality, as 
described later in this section (Reuband, 1990; Schnell, 1991; Schraepler and Wagner, 2003). 
The same stereotypes and implicit models of response behavior can also lead to a higher 
consistency of the falsified interviews (Schnell, 1991), particularly since the existing 
variations which accompany different sociodemographic characteristics are overestimated by 
the interviewers (Reuband, 1990). Aside from the higher consistency and the differences in 
the covariance structure there are further indications for falsification, for example in the meta- 
and para-data and also regarding different formal indicators like response sets (e.g. 
acquiescent responding or primacy and recency effects) as Menold and Kemper (2014) have 
shown. 
Reliable information on the exact proportion of falsifications in surveys does not exist; 
different authors indicate that it does not exceed five percent (e.g., Koch, 1995; Krejsa et al., 
1999; Li et al., 2009). However, there are examples of surveys where the percentage of 
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falsifications is much higher under certain circumstances (Kuriakose and Robbins, 2016; 
Koczela et al., 2015). In previous studies only small differences in the proportions and means 
were identified when real and falsified data were compared (Reuband, 1990; Schnell, 1991). 
Menold and Kemper (2014) also report large similarities between real and falsified data, 
especially in attitudinal and behavioral questions. However, findings on the impact of falsified 
data on the covariance structure of data prove that even small proportions of falsifications can 
contaminate data substantially (Reuband, 1990; Schnell, 1991; Schraepler and Wagner, 2003). 
To explore the impact of falsified survey data on the results of data analysis, Schnell 
(1991) and Reuband (1990) both produced artificially falsified data in the lab, which they 
compare with real survey data. The real survey data in both studies were subsamples from 
factually existing data sets. Basic demographic information from some of the real survey 
respondents were provided to the study participants, who were recruited as falsifiers. The 
falsifiers were asked to use this demographic information to invent responses to the survey 
questions. Schnell (1991) used subjective political competence as a dependent variable in a 
regression analysis. The explaining variables were net income, self-reported social class, and 
self-placement on the top-bottom scale. In his regression analysis, the explained variance was 
higher in the falsified than in the real data. While in the falsified data all three independent 
variables had significant effects, in the real data only two of the three independent variables 
were significant (Schnell, 1991). Reuband (1990) analyzed the effects of age and gender on 
the attitude towards abortion. The results of his regression analysis also show that the 
explained variances were higher and the effects stronger in the falsified than in the real data 
(Reuband, 1990). 
Furthermore, Schraepler and Wagner (2003) applied a regression analysis to explore 
the impact of falsified survey data on the results of a multivariate analysis. They used data 
from the German Socio Economic Panel, which included real and falsified data. The data 
were collected in a real survey field setting; the falsified data were afterwards identified as 
“real” interviewer falsifications. The dependent variable of the regression analysis was the log 
of gross income. The explaining variables were age and gender, the duration of training, and 
the working hours per week of the respondent. Schraepler and Wagner (2003) report that the 
inclusion of falsified data in their analysis reduces the explained variance and biases the effect 
sizes in different directions. Compared to the data set, which consists exclusively of real data, 
the effects of age and gender were overestimated and the effects of duration of training and 
working hours per week were underestimated (Schraepler and Wagner, 2003). 
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The previous studies in this field of research show that falsifications in surveys affect the 
results of data analyses, particularly the covariance structure, often resulting in an 
overestimation of correlations and of explained variance. Nevertheless, the correlations that 
were investigated were intuitive, based rather on ad hoc than on theoretically deducted 
hypotheses; for this reason, it is possible that they meet the assumptions of the stereotypes 
which falsifiers use in their satisficing strategies. As a consequence, one can assume that the 
overestimation of correlations in falsified data holds only or particularly for cases in which a 
falsifier would expect a relationship, for example because of stereotypes or implicit 
knowledge. In contrast to these above mentioned studies Landrock and Menold (2016) 
compared real and falsified data by applying a certain social science theory, the theory of 
planned behavior, and conducted theory-driven regression analyses for explaining healthy 
eating behavior. They came to the result that stereotypical and non-theory-driven relationships 
were more strongly pronounced in the falsified data while theory-driven relationships were 
more strongly pronounced in the real data. Apart from their work, until now, little is known 
about how the differences between fabricated and real data appear when theory-driven 
assumptions are tested. This paper intends to reduce this research gap by answering the 
research question whether falsifiers are able to produce multivariate results on political 
participation in accordance with the assumptions of established social science approaches and 
thus how fabricated data affects the results of theory-driven multivariate analyses. Thereby it 
aims to give further evidence that falsifiers are not fully able to reproduce the complex 
relationships of real data. 
 
6.2 Analyses and results 
As we know from previous research, falsifiers are often able to invent plausible answers and 
produce realistic frequency distributions. They are also able to produce correlations that exist 
in real data, which they often even overestimate, as long as these correspond to customary 
stereotypes and are intuitively guessable. The research question raised here therefore is how 
correlations are affected by falsified data that are theoretically deducted and well-grounded in 
existing scientific literature. I analyze differences between real and falsified data using theory-
driven multivariate analyses to identify the determinants for political participation. I decided 
to apply the example of explaining political participation because this is a widely researched 
question in social sciences with high social relevance. 
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6.2.1 Hypotheses 
The question of whether falsifiers are able to produce data in accordance with the assumptions 
of established social science approaches is anything but evident. One can reasonably assume 
that falsifiers are typically not familiar with these social science approaches and do not apply 
them – also because this would imply investing more cognitive effort and would contradict 
the falsifiers’ satisficing strategies. A core assumption of the following analyses therefore is 
that the more causal effects are rooted in social science theoretical approaches rather than in 
everyday knowledge, the less they can be produced by falsifiers and the less they are found in 
falsified data. This assumption leads to the following four hypotheses: 
 
H1: For the theoretically predicted determinants there are more significant effects in the 
real than in the falsified data. 
Falsifiers reproduce and eventually overestimate effects that they assume to be true, typically 
because they are obvious or intuitive, such as the influence of the self-placement on the left-
right-dimension. In contrast, the effects predicted by elaborate social science theories, such as 
the influence of political efficacy, are less likely to be intuitive for falsifiers. And unless they 
have an academic background, the falsifying interviewers probably do not know the 
underlying theoretical bases of a study. Therefore, they should generally not be able to 
reproduce relationships that are explained by these bases and that are empirically proven in 
reality by the existing research literature6. Instead, they apply implicit stereotypes and 
everyday knowledge about the attitudes and behavior of the respondents. If this assumption is 
correct, this should be reflected in the results of the theory-driven causal analysis. 
Consequently, H1 states that there are more significant effects for the theoretically predicted 
determinants in the real than in the falsified data. 
 
H2: For real sociodemographic information known to falsifying interviewers, there are 
more significant effects in the falsified than in the real data. 
As described above, previous research has found that falsifiers overestimate the existing 
sociodemographic differences between the respondents (Reuband, 1990). Furthermore, they 
have only little information about the respondents and their living conditions. Therefore, the 
falsifiers strongly rely on sociodemographic information that they happen to know or that is 
                                                          
6
 It seems to be plausible that more experienced falsifiers are able to guess these less obvious 
relationships without knowing the social science theory behind. 
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provided to them and give a particularly high relevance to such information7. Consequently, 
H2 states that within sociodemographic information known to falsifiers, there are more 
significant variables in the falsified than in the real data. 
 
H3: For further correlates found in research, there are more significant effects in the 
falsified than in the real data. 
Beyond the ground of strict theoretical deduction, there are further correlates found in 
research which enter the bases of scientific knowledge and are typically also used in 
subsequent research for formulating hypotheses and designing multivariate regression models. 
In the case of research on political participation, there are such independent variables which 
have been proven in previous empirical studies to be relevant under certain circumstances (cp. 
section 6.2.3). They mostly have an influence in specific contexts, depending on the concrete 
form of the analyzed political participation. These influences are more obvious and 
principally guessable by laymen as they were by experts. Based on their laymen’s theories 
and everyday knowledge, the falsifiers invent answers and construct stereotypical 
relationships with the likewise fabricated attitudes and behaviors. The real respondents 
instead answer more inconsistently, perhaps due to their more complex life conditions and the 
occurrence of satisficing. Therefore, the falsifiers overestimate the relationships and construct 
more significant effects in the falsified data than observable in the real data. Consequently, 
H3 states that there are more significant effects of the further correlates found in the falsified 
than in the real data. 
 
H4: The falsifiers construct more consistent cases than real life; therefore, the explained 
variance is higher in the falsified than in the real data. 
An invented pattern of answers to a questionnaire follows less complex principles and shows 
fewer inconsistencies than the empirical realities created by real life. Therefore, all in all, the 
falsifiers invent more consistent models of respondents’ behavior than the real respondents 
show. This leads to more consistent regression models in the falsified than in the real data8. 
As a result, the explained variances, measured as adjusted R-squared, should be higher in the 
falsified than in the real data. 
                                                          
7
 Nevertheless, it seems to be plausible that the level of overestimation of sociodemographic information 
depends on the knowledge of the subject and the experience of the falsifier. 
8
 The higher consistencies of the falsifiers vary on different factors, for example the length of the 
questionnaire. 
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6.2.2 Database and Method 
Data sets with confirmed real and confirmed falsified interviews rarely exist; therefore usually 
experimental data are used for the empirical analysis of the effects of falsifications (cp. 
Winker et al., 2015). The database in this paper consists of three datasets, obtained in the 
summer of 2011, and is described in detail by Kemper and Menold (2014) as well as by 
Menold and Kemper (2014): 
For the first dataset, 78 interviewers conducted 710 real face-to-face interviews. The 
interviewers were students at the University of Giessen. The respondents were students at the 
University of Giessen as well and were recruited on the campus. All interviews were audio-
recorded and checked afterwards to assure that they were actually conducted and not falsified. 
The questionnaire contains 62 questions on attitudes and behavior and sociodemographic 
information, mainly adopted from the German General Social Survey (ALLBUS9) with 
political, economic and social topics. Payment was provided either per interview (8 Euros) or 
per hour (12 Euros) to the interviewers (e.g., Kemper and Menold, 2014). 
For the second dataset, the same interviewers fabricated survey data in the lab so that a 
data set of 710 falsified interviews, corresponding to each of the N = 710 real interviews, was 
obtained. For this task, either 9 Euros per hour or 3 Euros per falsified interview was paid. 
The falsifying interviewers received basic sociodemographic information about the real 
survey participants, for whom they were supposed to invent data and who had been 
interviewed by a colleague (not by themselves) in the first part of the study. The information 
the interviewers were given was of such a kind that a falsifying interviewer could easily have 
collected him- or herself via a short interview with the respondent: sex, age, studied subject, 
number of semesters enrolled, marital status, place of residence, living situation (with whom 
the respondent lives in a household), and country of origin (e.g., Kemper and Menold, 2014). 
 
The interviewers were instructed to imagine a person with these characteristics and to fill in 
the questionnaire, thus falsifying the data as if they were collected in a real survey setting. 
The exact instruction was: 
Please read the description of the person, whose interview you are supposed to falsify, 
carefully. Please fill in the attached questionnaire as if you had conducted a personal 
interview with the respondent in reality. Please place the description of the respondent 
                                                          
9 http://www.gesis.org/en/allbus/allbus-home/ 
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next to the questionnaire while falsifying, so that you are always aware of the 
characteristics of this person. 
The person, whose interview is to falsify… 
- is female, 
- is 20 years old, 
- studies teaching, 
- is enrolled in her second semester at a university. 
- She is unmarried, in a stable relationship, 
- lives in Huettenberg, a rural village in Hesse, 
- with her parents or relatives. 
- Country of birth: Germany. 
 
Additionally, in the third phase of the fieldwork, the interviewers filled in the survey 
questionnaire for themselves, as respondents, and also a questionnaire about their falsifying 
strategies. These data are stored in a third data set. 
This experimental setup has strengths and weaknesses. On the one hand, it allows the 
collection of a lot of information about the interviewers and their falsifying processes. In 
comparison to a standard field setting, this is a relevant strength. A significant limitation of 
this experimental design is the fact that interviewers and respondents were students. As a 
result, some of the sociodemographic variables, like age or education, show only small 
variances (cp. Winker et al., 2015). 
I use the two data sets with real and with falsified answers from the respondents for 
calculating multivariate causal analysis and comparing results to find out which differences 
occur with the use of not only real but also falsified data. 
 
6.2.3 Political participation 
Following the definition of the political action study of Barnes and Kaase et al. (1979), 
political participation includes all activities of individual citizens, which are voluntary and 
intended to influence political decisions directly or indirectly (Kaase and Marsh, 1979: 42). 
Political participation has been differentiated in two forms. On the one hand, conventional 
political participation covers forms of participation which are related to political elections and 
party activities (Marsh and Kaase, 1979: 84), such as engagement in a party or participation in 
public discussions (cp. Koch et al., 1999). On the other hand, unconventional political 
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participation means forms of participation which are independent of political elections and 
party activities (Koch et al., 1999: 12; Kaase and Marsh, 1979: 41), such as participation in 
demonstrations or house squatting, which means occupying an abandoned house without 
permission (cp. Koch et al., 1999). However, the contrast between the two forms has 
diminished during the last decades since most forms of unconventional political participation 
used to be considered as illegitimate by large parts of society and are considered as fully 
legitimate today. In current literature this differentiation is mostly neglected, since it is 
considered as “analytically elegant, but difficult to keep up empirically” (van Deth, 2001: 
203). 
The question arises, which factors have an impact on the degree to which individuals 
engage in political participation. There are different models which aim to explain political 
participation (cp. Lüdemann, 2001). In the political action study, Kaase and Marsh (1979: 43) 
developed a “heuristic device” (Kaase and Marsh, 1979: 41), which is helpful to explain 
political participation, but “is not meant to be a systematic specification of causal 
relationships” (Kaase and Marsh, 1979: 41). Based on this instrumental concept, Opp 
developed a rational choice model of explaining political participation (cp. Lüdemann, 2001; 
Opp and Finkel, 2001) which is acknowledged and frequently used today, for example, it is 
the theoretical foundation for the German General Social Survey (ALLBUS, cp. Koch et al., 
1999). According to Opp, the following dimensions are considered as determinants for 
political participation (see also Koch et al., 1999; Lüdemann, 2001): dissatisfaction with the 
political, economic or social situation, the perceived influence on political decisions, the 
existence of norms of political participation, and social incentives for political engagement. 
The theoretical assumption is that the more people are dissatisfied with their political, 
economic or social situation, the stronger is their political participation. Recent research has 
provided empirical evidence for this assumption. For example, Steinbrecher (2004) proves the 
positive effect of political dissatisfaction on political participation. The perceived influence on 
political decisions is captured by the concept of political efficacy, which covers two 
dimensions: the internal and the external. Internal political efficacy means an individual’s 
perception of his or her own ability to influence political decisions. External political efficacy 
means the actor’s perception that the political system will react (Kaase and Marsh, 1979: 48-
49). The political efficacy transforms a disposition to participate in factual participation and 
can therefore be considered a precondition for political participation (cp. Kaase and Marsh, 
1979). The higher the political efficacy is the stronger is the political participation. Opp and 
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Finkel (2001), Lüdemann (2001), as well as Steinbrecher (2004) report evidence for the 
positive impact of political efficacy. A third influencing dimension covers the perception of 
participation norms; the stronger the perceived norms to participate are the stronger is the 
political participation (cp. Opp and Finkel, 2001). The dimension of social incentives refers to 
the social relations and memberships an actor has in organizations in which participation is 
likely to be supported, for example in political parties, citizens’ action groups or other 
associations (see also van Deth, 2001). The theoretical expectation is that higher social 
integration in such supporting organizations and social networks should be positively 
correlated with stronger political participation. Opp and Finkel (2001) for example provide 
evidence for this assumption. 
Aside from these influencing dimensions, many studies consider additional influencing 
factors. These factors mostly have an influence in specific contexts, depending on the 
concrete form of participation that is analyzed (for example conventional or unconventional 
forms or legal or illegal forms). Marsh and Kaase (1979) identify in the political action study 
the effects of sociodemographic variables like age, gender, and education. Opp and Finkel 
(2001), Westle (2001) and Steinbrecher (2004) confirm the significance of these variables: 
Opp and Finkel (2001) report a positive relationship between age and protest as 
unconventional political participation, whereas Steinbrecher (2004) identify a negative 
relationship. Westle (2001) shows that men participate politically more often than women do. 
Opp and Finkel (2001) as well as Steinbrecher (2004) report a positive relationship between 
education and political participation. There are further correlates, which have influences on 
political participation: Kaase and Marsh (1979) describe the self-placement on the left-right 
scale as a complementing indicator, with people classifying themselves as rather politically 
left being more active. The same result is reported by Lüdemann (2001). Furthermore, there is 
evidence for the positive influence of the self-reported social class on political participation 
(Marsh and Kaase, 1979). For TV consumption, Lüdemann (2001) and Schulz (2001) report a 
negative correlation with political participation. As one can see there is a broad variety of 
influencing correlates. 
 
6.2.4 Operationalization and regression model 
To operationalize political participation, which serves as the dependent variable, the 
questionnaire contains material adopted from the German General Social Survey (ALLBUS) 
2008, which covers 12 different conventional and unconventional activities (cp. Wasmer et 
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al., 2010). Just as in the original ALLBUS 2008 item-scale, not only the factual behavior in 
the past is obtained for each activity, but also the intention to participate politically in the 
future (idem). 
The exact wording of the two questions regarding the intention to participate and the 
factual behavior in the past is: 
If you wanted to have political influence or to make your point of view felt on an issue 
which was important to you: Which of the possibilities listed on these cards would you 
use? Which of them would you consider? Please name the corresponding letters. 
 
[letters A to M, see below] 
 
Which of these things have you actually already done, what have you already taken 
part in? Please name the corresponding letters. 
 
 A. Express your opinion to friends and acquaintances and at work 
 B. Vote at elections 
 C. Take part in public discussions at meetings 
 D. Participate in a citizens’ action group 
 E. Voluntary work for a political party 
 F. Take part in an unauthorized demonstration 
 G. Take part in an authorized demonstration 
 H. Not vote at elections out of protest 
 J. Out of protest, vote for a party other than your party of choice 
 K. Sign a petition 
 L. Boycott or buy goods for political, ethical or environmental reasons 
 M. Take part in an online protest campaign 
 
Marsh and Kaase (1979), and following them also Steinbrecher (2004), Westle (2001), Schulz 
(2001) and other researchers, use the readiness to participate politically as an indicator for 
political participation. In the work presented in this paper, it is operationalized accordingly. 
One reason for including readiness in the operationalization is the assumption that factual 
political participation in the past supports and determines the current readiness for political 
participation (cp. Westle, 2001). Another reason refers to the chronological order of cause and 
44 
effect: the interview measures factual participation in the past and other information, such as 
attitudes or sociodemographic characteristics, at the time of the interview. This makes it 
difficult to consider the current attitudes or other interview information as influencing factors 
for political participation, which occurred prior to the measurement of these potential causes 
(cp. Steinbrecher, 2004). Therefore it seems convincing to use readiness or intention to 
participate as indicators for political participation and as dependent variables.  
To identify the latent structure of the political activities and to generate a suitable 
indicator for political participation, I conducted an exploratory factor analysis using the 
twelve forms of past political participation as well as readiness for political participation (cp. 
van Deth, 2001; Lüdemann, 2001; Steinbrecher, 2004; and others). As a result, I identified 
four factors of past political activities and also four factors of readiness for political 
participation. The most reliable factor, with a Cronbach’s Alpha of 0.6, covers the readiness 
for political participation, consisting of the readiness for participation in a citizens’ action 
group (item C), the readiness for participation in public discussions (item D), and the 
readiness for engagement in a party (item E). I calculated an additive index as an indicator for 
political participation and dependent variable for the further analysis. Steinbrecher (2004) 
identified in his analysis of the ALLBUS data almost the same factor10, which he calls party 
activities. 
The explaining variables are organized in three blocks. The first block covers the 
theoretically expected determining factors for political participation as described by Opp and 
Finkel (2001, see above), the second block consists of sociodemographic and control 
variables provided to the falsifiers, and the third block refers to the further situationally 
relevant correlates found in research.  
As described before, following Opp’s explanation for political participation, there are 
four determining factors: political efficacy, dissatisfaction, norms of participation, and social 
incentives (cp. Opp and Finkel, 2001).  
 
In the data set, political efficacy is differentiated in two forms, measured with two items each. 
The internal political efficacy is measured as in agreement with the following items from 
ALLBUS 1998 (cp. Koch et al., 1999): 
                                                          
10 Steinbrecher’s factor additionally covers the item “supporting a candidate”, which is not used in 
ALLBUS 2008 and neither in my questionnaire. 
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I would have the confidence to take on an active role in a group concerned with political 
issues. 
Politics is so complicated that somebody like me can’t understand what’s going on at all. 
[Reversed item] 
 
The external political efficacy covers the agreement with the following items from ALLBUS 
1998 (idem): 
Politicians don’t care much about what people like me think. [Reversed item] 
In general, politicians try to represent the people’s interests. 
As independent variables for the analysis, the means of both items were each calculated 
(Koch et al., 1999; Wasmer et al., 2010). 
 
Following the operationalization of the ALLBUS 1998, dissatisfaction is obtained as political 
and economic dissatisfaction. To measure political dissatisfaction, the mean of the agreement 
with three statements is used (Koch et al., 1999): 
Only when differences in income and social status are large enough is there any incentive 
for personal achievement. 
Differences in social position between people are acceptable because they basically 
reflect what one has made of the chances one had. 
I consider the social differences in this country to be just on the whole. 
 
The economic situation is measured just as in ALLBUS 1998, in accordance with two items 
(Koch et al., 1999). Here I did not calculate an index because of the low value of Cronbach’s 
Alpha (.26): 
How would you generally rate the current economic situation in Germany? 
And your own current financial situation? 
Information on the norms of participation and social incentives are not available in the used 
data set. 
 
The second block of independent variables covers sociodemographic information which is 
provided to the falsifiers. These variables are known to have effects on political participation 
(Marsh and Kaase, 1979). Furthermore, this information is used by the falsifier to invent the 
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survey data. I included age and gender, but not education, which was also provided, because 
all respondents are students. 
In the third block of independent variables, I included indicators which were reported 
as situationally relevant for political participation; these variables are self-placement on the 
left-right scale (Kaase and Marsh, 1979), self-reported social class (idem), and TV 
consumption (Lüdemann, 2001; Schulz, 2001). In ALLBUS 2008, the attractiveness of the 
respondent, as reported by the interviewer, is assumed to have a positive effect on political 
participation, because psychological research has shown that attractive people consider 
themselves to be more influential than others (Wasmer et al., 2010). Thus, I also included this 
variable as situationally relevant. 
These independent variables were included in a linear OLS regression analysis, which was 
calculated for real and for falsified data identically, to compare the results of the real and the 
falsified data. 
 
6.2.5 Results 
The following table (Table 6-1) shows the results of the regression analysis for the real and 
the falsified data. 
Model 1, includes the theoretically expected determining factors for political 
participation, which are less obvious for falsifiers. In the real data, three of the five 
determining factors show significant effects. The correlations of internal political efficacy and 
political dissatisfaction are positive, as expected. In contrast to the theoretical assumptions, 
there is a negative influence of dissatisfaction with an individual's own economic situation on 
political participation. In addition, Westle (2001) and Opp and Finkel (2001) cannot confirm 
any (positive) effects of dissatisfaction. Opp and Finkel (2001) argue in their analysis that the 
respondents assume that they cannot reduce their dissatisfaction by participating politically, 
which seems to apply in this study as well. Furthermore, in this study the respondents are 
students. It doesn’t seem plausible to assume that students, who are dissatisfied with their own 
economic situation, would be willing to participate politically in the forms of participation 
that are analyzed here (cp. section 6.2.4). It seems more convincing that these students would 
concentrate on the success of their studies to change their economic situation as soon as 
possible. Consequently, they would be less likely to willingly participate politically, as 
compared to students who are satisfied with their economic situation. This effect, however, is 
not in line with the theoretically-developed hypotheses. Aside from the three effects 
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described, there are no significant effects in the first block: external political efficacy and 
dissatisfaction with the general economic situation in Germany do not influence political 
participation. 
Falsified data from model 1 contained only one significant variable: internal political 
efficacy. The other four theoretically expected determining factors for political participation 
remain without significant effects. This finding is generally in line with the first hypothesis, 
stating that for the theoretically predicted determinants, which are less obvious for falsifiers, 
there are more significant effects in the real than in the falsified data. Still, the question arises 
as to how the falsifiers are able to reproduce the correlation between internal political efficacy 
and political participation. This effect is even stronger in the falsified data than it is in the real 
data. One possible answer is that the two statements which measure internal political 
efficacy11 are relatively coarse and are therefore, for the falsifiers obviously related to 
political participation, without scientific knowledge. The adjusted R-squared of .21 in the 
falsified data is higher than the value of .16 in the real data. Although only one independent 
variable is significant in the falsified data, the falsified model is more consistent than the 
model for the real data. The falsifiers only recognize the relevance of one theoretically 
predicted determinant, the internal political efficacy, but they overestimate its influence, 
similarly as it was predicted in hypotheses 2 and 3 for the determinants that are not grounded 
on theoretical approaches. 
Model 2 additionally includes the control variables provided to falsifiers. These are the 
sociodemographic information of the real respondents regarding age and gender that are 
accurate also in the data set of falsified data, so that possible differences in the results can 
only occur due to the dependent variable. In the real data, age has no effect on political 
participation, presumably because of the low variance within the age range of this sample of 
students. Gender has a significant influence on political participation: In this sample, women 
participate politically more frequently than men. 
Results in the falsified models are quite similar: The effect of gender is also provable 
and follows the same direction. Age is not significant in the falsified data either, presumably 
for the same reason as in the real data. These results do not support the assumption that 
falsifiers overestimate the sociodemographic information they happen to have, which 
                                                          
11 The two statements are: “I would have the confidence to take on an active role in a group concerned 
with political issues” and “Politics are so complicated that somebody like me can’t understand what’s going on 
at all” (see also section operationalization). 
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contradicts the second hypothesis. One can conclude, however, that falsifiers use the 
information about gender to falsify the questionnaires. The question arises of how the 
falsifiers are able to guess the influence of gender, and also in the correct direction, with 
women being more engaged than men, which seems stereotypically contradictory. One 
explanation may be that the falsifiers have experience conducting real interviews prior to 
falsifying their data, which may have given them a good impression regarding gender 
differences in the sample. This is a weakness of the data set which might corrupt our findings. 
The adjusted R-squared is still higher in model 2 in the falsified data, with two significant 
independent variables, than in the real data, with four significant independent variables. This 
difference is still due to the variables of the first block, particularly due to the impact of 
internal political efficacy. 
The final model 3 includes additional correlates found in research, which are reported 
as situationally relevant for political participation and more obvious for falsifiers. In the real 
data, none of the further correlates show any significant effect; for the “party activities,” as 
Steinbrecher (2004) calls the forms of political participation used here for operationalization, 
these variables do not make a difference. Furthermore, in model 3, dissatisfaction with the 
individual's own economic situation loses its significant influence. Internal political efficacy 
and political dissatisfaction remain the only two significant determining factors for political 
participation.  
In the falsified data there is a significant effect of self-placement on the left-right-
dimension: The falsifiers assume that self-placement on the left-right-dimension has a 
significant influence on political participation, with those defining themselves as rather left 
being more engaged. This is in line with the third hypothesis, stating that for further 
correlates, there are more significant effects in the falsified than in the real data. The adjusted 
R-squared value in the falsified data slightly increases to .23 in model 3 and is still higher in 
comparison to the real data. Thus, the falsifiers’ model of political participation is more 
consistent than in reality. 
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To summarize the results of the regression analysis I will review the hypotheses: 
 
H1 states: For the theoretically predicted determinants, there are more significant effects in 
the real than in the falsified data. 
This hypothesis is confirmed. In all three models, there are more significant determining 
factors in the real than in the falsified data. The final model 3 shows two significant effects in 
the real data, namely effects of internal political efficacy and of political dissatisfaction. In 
model 3, regarding the falsified data, only internal political efficacy has a significant effect: 
The falsifiers do not guess the impact of political dissatisfaction. So, there is some support for 
H1. On the other hand, the support for H1 could be stronger: There is still one significant 
effect in the falsified data, even if it is an influence that seems intuitively guessable; and, there 
are only a few significant effects of the determining factors for political participation in the 
real data. As previously mentioned, other researchers cannot confirm any (positive) impact of 
dissatisfaction (cp. Opp and Finkel, 2001; Westle, 2001). The same applies to external 
political efficacy (Steinbrecher, 2004). In conclusion, the results presented here for the real 
data are in accordance with research on political participation. 
 
H2 states: For real sociodemographic information known to falsifying interviewers, there are 
more significant effects in the falsified than in the real data. 
This hypothesis is not confirmed. In each of the three models in both subsamples, gender has 
a significant effect on political participation but age does not. This contradicts the 
hypothetical assumptions of more significant effects in the falsified than in the real data. One 
reason probably is that age only has a small variance in this student sample. The second 
reason may be that the falsifiers have gained an idea about the actual gender differences in the 
sample before they falsified via experience conducting real interviews. So, it is very possible 
that the lack of support for H2 is due to weaknesses in the data set and its methodological 
design. 
 
H3 states: For further correlates found in research, there are more significant effects in the 
falsified than in the real data. 
This hypothesis is confirmed. One can see that there is one variable, self-placement on the 
left-right-dimension, with a significant effect in the falsified data, but none in the real data. 
This is in line with H3. However, again, there could be stronger support. It can be assumed 
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that falsifiers do not have many applicable stereotypes regarding readiness for political 
participation. This may have to do with the dependent variable: Readiness is a pretty vague 
construct. Also, it could be that more unconventional forms of political participation, for 
example participating in demonstrations, would activate more stereotypes in the expected 
way, in contrast to the engagement in a party or participating in a citizens’ action group or 
participating in public discussions, which are considered in this analysis. 
 
H4 states: The falsifiers construct more consistent cases than in real life; therefore, the 
explained variance should be higher in the falsified than in the real data. 
This hypothesis is confirmed. The results regarding H4 meet the expectations of a higher 
explained variance in the falsified than in the real data. The falsifiers seem to invent more 
consistent cases in all three models.  
The corrected R-squared value of .17 is not very high in the real data. This 
corresponds to the findings of Steinbrecher (2004), who analyses different forms of readiness 
for political participation and reports corrected R-squared values between .10 and .21 in his 
analyses of ALLBUS data. Steinbrecher (2004) argues that these results indicate that political 
participation depends highly on the context. 
 
It can be summarized that three of the four hypotheses find support, even if the support is not 
very strong. Only H2 is left without confirmation. 
 
6.3 Conclusion and discussion 
The present work started out from the observation that falsifying interviewers are, on the one 
hand, able to invent plausible answers to survey questions. On the other hand, previous 
studies show that interviewer falsifications in surveys affect the results of data analyses, 
mostly leading to an overestimation, partly also to an underestimation of influences. This 
paper was inspired by the assumption that an overestimation of influences would occur for 
variables to which an influence seemed intuitively plausible, based on implicit laymen’s 
theories and stereotypes, whereas an underestimation would occur for variables whose 
influence seemed less obvious. The latter can be expected for effects predicted by elaborate 
social science theory approaches. The paper therefore intended to answer the question of 
whether or not falsifiers are able to produce data in accordance with the assumptions of 
established social science approaches. Explaining political participation is a suitable example 
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for investigating this question, because there is a well-established theoretical approach with 
proven survey questions and measurements (for example in the 1998 and 2008 ALLBUS 
questionnaires). Furthermore, political participation is a highly relevant topic in the social 
sciences.  
As described in the results above, there are differences in the models between the real 
and the falsified data: The explained variances are higher in the regression models of the 
falsified data. Furthermore, correlations are present in the falsified data that cannot be proven 
in the real data, which supports the assumption that falsifiers use stereotypes or implicit 
knowledge for inventing realistic answers to interview questions. Finally, the falsifiers were 
not able to reproduce both effects of the theoretically predicted determinants for political 
participation, in particular the effect of political dissatisfaction on the readiness for political 
participation. As one can see, the falsifiers are not fully able to produce data in accordance 
with the assumptions of established social science approaches. These findings underline that 
good results of multivariate analysis, in terms of strong significant effects and high shares of 
explained variance, do not necessarily imply good data quality; they might as well be a hint 
for falsifications. Therefore it is crucially important for empirical research to put much effort 
in avoiding falsifications. And it is important to identify falsifications, for example using the 
formal indicators investigated by Menold and Kemper (2014). Comparing subsamples with 
suspicious and with unsuspicious cases based on theory-driven multivariate analysis could be 
an additional strategy in examining a data set for falsifications. 
Despite the fact that our hypotheses do find support, there are fewer differences 
between real and falsified data than one could expect. This probably has four reasons: First, 
the falsifying interviewers were familiar with the typical responses of the interviewees 
because they had conducted real interviews before they falsified. That is also the case in real 
fieldwork, where real interviewers who falsify may have conducted true interviews 
beforehand. Second, the respondents, as well as the interviewers, were students, leading to the 
possible bias that the interviewers are acquainted with the thinking and the habits of the 
interviewed population. Third, there are different social science theories that are more or less 
“intuitive” for laymen and therefore easier or harder to reproduce for falsifiers. The 
theoretically predicted explaining variables for political participation are, partly, intuitive, in 
particular the effect of internal political efficacy. Fourth, there are dependent variables that are 
more or less suitable for applying stereotypes. Aside from the intuitive explaining variables 
mentioned above, there are only a few stereotypes related to the readiness for political 
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activities. One may find better-suited dependent variables to activate stereotypes and to make 
the differences between real and falsified data visible, for example, explaining activities like 
participation in demonstrations. 
Nevertheless, the main finding of this paper is that falsifiers overestimate the influence 
of stereotypical causes and they are less able to reproduce theoretically-induced relationships. 
Thus this paper validates the results of Landrock and Menold’s previous work (2016) and 
gives another piece of evidence that complex relationships in the real data are difficult for 
falsifiers to reconstruct. 
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7. How Interviewer Effects Differ in Real and Falsified Survey Data: 
Using Multilevel Analysis to Identify Interviewer Falsifications12 
 
Abstract: In face-to-face interviews, interviewers can have an important positive influence on 
the quality of survey data, but they can also introduce interviewer effects. What is even more 
problematic is that interviewers may decide to falsify all or parts of interviews. The question 
that the present article seeks to answer is whether the interviewer effects found in falsified 
data are similar to those found in real data, or whether interviewer effects are larger and more 
diverse in falsified data and may thus be used as an indicator for data contamination by 
interviewer falsifications. To investigate this question, experimental data were used from 
controlled real interviews, interviews falsified by the same interviewers, and questionnaires 
completed by these interviewers themselves as respondents. Intraclass correlations and 
multilevel regression models were applied, and interviewer effects in the real survey data 
were compared with those in the falsified data. No evidence of interviewer effects was found 
in the real data. By contrast, interviewer effects were found in the falsified data. In particular, 
there was a significant association between the interviewers’ own responses and the falsified 
responses to the same questions in the questionnaire. Thus, to detect interviewer falsifications, 
I recommend that researchers should also get the interviewers to complete the questionnaire 
and check datasets or suspicious cases for interviewer effects.  
 
7.1 Introduction 
Face-to-face interviews are an important mode of data collection in empirical social research. 
It is used in many major studies, for example the European Values Study (EVS),13 the U.S. 
General Social Survey (GSS),14 and the Programme for the International Assessment of Adult 
Competencies (PIAAC).15 Interviewers can have a major influence on the quality of survey 
data. On the one hand, they can improve data quality, for example by helping the respondent 
to understand the survey questions correctly (Mangione et al., 1992). On the other hand, there 
is the risk of interviewer effects, that is, distortions of survey responses due to the presence of 
                                                          
12
 Already published: Landrock, Uta (2017b): How interviewer effects differ in real and falsified survey 
data. Using multilevel analysis to identify interviewer falsifications. mda 11(2): 165-190. The final publication is 
available at GESIS through http://dx.doi.org/10.12758/mda.2017.03. 
13
 http://www.europeanvaluesstudy.eu/ 
14
 http://gss.norc.org/ 
15
 http://www.oecd.org/skills/piaac/ 
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an interviewer. Interviewer effects can cause biased data and affect substantive findings 
(Beullens and Loosveldt, 2016; Groves and Magilavy, 1986). They occur when the 
respondent's answer depends not only on the intended stimulus of the question but also on the 
interview situation and the interviewer (Bogner and Landrock, 2016; Schanz, 1981). In the 
case of interviewer effects, certain interviewer behaviors (e.g., reading pace or 
suggestiveness) or characteristics (e.g., experience, age, gender, or education) may influence 
the response behavior of the respondent (Beullens and Loosveldt, 2016; Haunberger, 2006; 
Mangione et al., 1992). Interviewer effects therefore constitute response bias (see Groves and 
Magilavy, 1986), where the reported values of the respondent systematically deviate from the 
true values.  
In this context, it is important to know whether some types of questions are more 
susceptible to interviewer effects than others (Mangione et al., 1992). Research on interviewer 
effects has yielded a large number of findings in this regard (for an overview, see Bogner and 
Landrock, 2016). According to Haunberger (2006), for example, difficult and sensitive 
questions, attitudinal questions, and open-ended questions are particularly prone to 
interviewer effects. Haunberger (2006) showed that, in the case of difficult questions, the 
gender and education of the interviewers may have an influence on responses, for example, to 
income-related questions. The probability that the respondent will refuse to answer such 
questions is reported to be higher in the case of female or highly educated interviewers 
(Bogner and Landrock, 2016; Haunberger, 2006). Regarding attitudinal questions, research 
findings are ambiguous. Whereas Liu and Stainback (2013) identified interviewer gender 
effects on responses to attitudinal questions, Groves and Magilavy (1986) did not find 
evidence of such an influence on attitudinal questions compared to factual questions. 
Haunberger (2006) suggested that interviewer age and education may influence responses to 
open-ended questions and that these questions are therefore susceptible to interviewer effects 
(Mangione et al., 1992). By contrast, Groves and Magilavy (1986) reported that open-ended 
questions were not inherently more susceptible to interviewer effects than closed questions. 
However, in the case of open questions that ask respondents to mention several entities, for 
example “What do you think are the most important problems facing the country?,” the 
authors suggested that the likelihood that the respondent would mention a second entity might 
depend on the interviewer's probing behavior, and that "the differential behaviors that 
determine whether a second mention is given also might influence substantive responses on 
the second mention" (Groves and Magilavy, 1986, p. 260). In summary, therefore, research 
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findings show that difficult, attitudinal, and open-ended questions are susceptible to 
interviewer effects. 
These findings provide evidence that the perceptible sociodemographic characteristics 
of the interviewer – namely gender, age, and education – are relevant to the occurrence of 
interviewer effects (Haunberger, 2006; Liu and Stainback, 2013; West and Blom, 2016). 
Olson and Bilgen (2011) reported that larger interviewer effects occurred with respect to 
acquiescence in the case of experienced interviewers than in the case of inexperienced 
interviewers. West and Blom (2016) described the influence of certain personality traits of the 
interviewers that may affect response behavior. Moreover, research findings suggest that the 
relation between interviewers’ and respondents’ characteristics may result in interviewer 
effects: Schanz (1981) analyzed the relevance of interaction effects and described positive 
correlations between the answers of the interviewer and the answers of the respondent to the 
same survey questions. One possible explanation for this positive correlation is that the 
respondent reacts to the non-verbally expressed attitudes of the interviewer (Schanz, 1981; 
West and Blom, 2016). Thus, interviewer effects may also depend on the content of the 
question and the interaction of the attitudes of the interviewers and the respondents (Schanz, 
1981). 
In face-to-face interviews, not only may interviewer effects occur, but interviewers 
may even decide to falsify all or parts of interviews. This is the most extreme and problematic 
form of influence that an interviewer can exert. Falsifications may severely bias the results of 
analyses and lead to incorrect results (Landrock, 2017a; Reuband, 1990; Schnell, 1991; 
Schraepler and Wagner, 2003). A reliable strategy for identifying falsifications would 
therefore be extremely valuable to ensure high quality in interviewer-based survey research. 
However, research has shown that, based on univariate distributions (Menold and Kemper, 
2014; Reuband, 1990; Schnell, 1991) and multivariate correlations (Landrock, 2017a), 
falsified and real data appear to be quite similar and that the existence of falsifications in data 
is thus not readily noticeable. Given that the falsification of interviews may be considered to 
be an extreme form of interviewer effect, statistically testing for interviewer effects might 
provide a more effective indicator for identifying falsifications. This paper therefore analyzes 
and compares interviewer effects in real survey data and in data falsified by interviewers. 
Using experimental data, the aim is to determine whether similar interviewer effects occur in 
falsified data and in real data or whether interviewer effects are larger and more diverse in 
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falsified data and may thus be used as an indicator for data contamination by interviewer 
falsifications (see Winker et al., 2015). 
In falsified interviews, by definition, no interaction takes place between the respondent 
and the interviewer. Therefore, it may seem implausible to assume that interviewer effects 
occur in a dataset comprised of falsified data. However, in falsified interviews, interviewers 
obviously have a direct influence on the data reported as answers by the respondent. Yet, they 
have only a little information about the respondent. Consequently, the fabrication of plausible 
responses depends very strongly on the falsifier. Thus, interviewer effects – or, more 
precisely, “falsifier effects” – can be expected. 
Different falsifiers may falsify the respondents’ answers in different ways. It is 
conceivable that certain socioeconomic, demographic, or psychological characteristics of the 
falsifiers may find their way into the data they falsify. Both the falsifiers’ perceptions of 
social reality and their falsifications are influenced by personal characteristics. Therefore, the 
interviewers’ characteristics should be significant explanatory variables in a dataset that is 
contaminated by interviewer falsifications. Moreover, I assume that interviewer effects are 
more pronounced in falsified than in real survey data (see Winker et al., 2015). 
In the research presented in this paper, a number of variables that are known to be 
generally susceptible to interviewer effects are analyzed as dependent variables with the aim 
of determining (a) the degree to which interviewer effects occur in real and in falsified data 
and (b) whether there are differences between the interviewer effects in real and in falsified 
survey data. 
 
7.2 Hypotheses 
To contribute to research on interviewer effects, to knowledge of interviewer falsifications 
and their impact on data quality, and to potential strategies for identifying contaminated data, 
the following two general hypotheses will be tested: 
H1: Interviewer effects occur both in real and in falsified data. 
As falsifying interviewers have only a little information about the respondent, they must draw 
on their personal experience of social reality in order to fabricate plausible answers to survey 
questions. Thus, interviewer effects may occur not only in real survey data but also in falsified 
survey data (see Winker et al., 2015). 
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H2: The interviewer effects in falsified data are larger than in real data. 
I assume that sociodemographic or psychological characteristics of interviewers are more 
likely to find their way into falsified survey data than into real data. 
 
Regarding the interviewer characteristics that may cause interviewer effects or influence the 
way in which an interviewer falsifies, explanatory variables will be analyzed that can 
theoretically be expected to be susceptible to interviewer effects. The following more specific 
hypotheses will be tested on real data and on falsified data: 
 
H3a: The core sociodemographic characteristics of the interviewers affect the reported 
responses. 
As reported by West and Blom (2016), Haunberger (2006), Mangione et al. (1992), and Liu 
and Stainback (2013), sociodemographic characteristics of the interviewer – in particular 
gender, age, and education – may lead to interviewer effects. I further expect that income, as 
an indicator of socioeconomic background, may also cause interviewer effects. 
 
H3b: The magnitude of interviewer effects depends on the interviewer’s experience. 
Olson and Bilgen (2011) found that experienced interviewers caused larger interviewer effects 
than inexperienced interviewers. Hypothesis H3b will test whether this finding is replicated in 
the present study. 
 
H3c: Associations exist between the behaviors and attitudes of interviewers and the reported 
behaviors and attitudes of the respondents they interview. 
Following Schanz (1981), I assume that associations will be found between the answers of the 
interviewers and the answers of the respondents to the same survey question – in other words, 
that the interviewer’s response to the same survey question affects the response reported by 
the respondent. 
 
H3d: The occurrence and magnitude of interviewer effects depends on the personality traits 
of the interviewer. 
Both West and Blom (2016) and Winker et al. (2015) found evidence that suggested that the 
personality traits of the interviewer may lead to interviewer effects. West and Blom (2016) 
reported an effect of interviewers’ extraversion and self-confidence. Accordingly, I assume 
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that interviewers with higher levels of extraversion produce larger interviewer effects than 
introverted interviewers. By contrast, more conscientious interviewers should produce smaller 
interviewer effects than interviewers with a lower level of conscientiousness. With regard to 
self-confidence, I assume that interviewers with a higher level of perceived self-efficacy 
perform better, and therefore produce smaller interviewer effects, than interviewers with a 
lower level of perceived self-efficacy. 
 
H3e: The magnitude of interviewer effects depends on the interviewer payment scheme 
used (payment per completed interview vs. payment per hour). 
In their study of interviewer effects in real and falsified interviews, Winker et al. (2015) found 
that the payment scheme (i.e., the type of monetary compensation) applied had an impact on 
the collected data and therefore on the quality of a survey. I assume that interviewers who are 
paid per completed interview produce larger interviewer effects than interviewers paid per 
hour. Winker et al. (2015) also found correlations between the payment scheme and political 
participation (operationalized as the number of political activities mentioned by the 
respondent). For the real data, the authors showed that payment per hour was associated with 
a higher number of political activities mentioned. It would appear that payment per hour leads 
to more complete data and thus to higher data quality. Hypothesis H3e will test the 
assumption that interviewers who are paid per completed interview produce larger interviewer 
effects than interviewers who are paid per hour. 
 
7.3 Data Base and Methods 
Due to the virtual non-existence of datasets with proven falsified interviews, experimental 
data were used to analyze falsified data and their differences to real data (see Winker et al., 
2015). My data base comprised three datasets. The data were collected at the University of 
Giessen, Germany in summer 2011 in the framework of the research project IFiS – 
Identification of Falsifications in Surveys (see also Menold and Kemper, 2014; Winker et al., 
2015). 
In the first step, 78 interviewers conducted 710 real face-to-face interviews. The 
questionnaire consisted of 62 questions, which were taken mainly from the 1998 German 
General Social Survey (ALLBUS) questionnaire.16 Besides sociodemographic questions, the 
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 http://www.gesis.org/en/allbus/allbus-home/ 
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questionnaire comprised attitudinal and behavioral items on social, political, and economic 
topics. The average interview duration was 30 minutes. Both the respondents and the 
interviewers were students at the University of Giessen. The interviewers themselves selected 
the respondents on the university campus without any quota restrictions and interviewed 
them. The audio-recorded interviews were checked to make sure that they had been conducted 
correctly. Half of the interviewers were paid per completed interview (8 Euros), the other half 
were paid per hour (12 Euros). Prior to data collection, an interviewer training session was 
conducted, in the course of which the interviewers were familiarized with the research design 
and the questionnaire. 
For the second dataset, 710 interviews were fabricated. For this purpose, the same 
interviewers who had conducted the real interviews were requested to fabricate survey data in 
the lab. Hence, for each real interview, a corresponding fabricated interview was obtained. 
Compensation was allocated either per interview (3 Euros per falsified interview) or per hour 
(9 Euros per hour). The falsifying interviewers were given details of the sociodemographic 
characteristics of the persons whose interviews they were to fabricate. These persons were 
real survey participants, who had been interviewed previously by another student interviewer. 
The information provided included the respondent’s gender, age, subject studied, number of 
semesters enrolled, marital status, place of residence, living situation (i.e., the person or 
persons with whom the respondent lived in a household), and country of origin. In the case of 
a genuine (i.e., uninstructed) falsification in an actual fieldwork setting, the falsifying 
interviewer could easily have obtained this information by briefly interviewing the 
respondent. The falsifiers were requested to imagine the described person and to complete the 
questionnaire, thus fabricating the data as if they had been collected in a real survey fieldwork 
setting.  
 
The exact instructions for falsifying an interview were: 
Please read carefully the description of the person whose interview you are to falsify. 
Please complete the attached questionnaire as if you had really conducted a personal 
interview with the respondent. During falsification, please place the description of the 
respondent next to the questionnaire, so that you are always aware of the 
characteristics of that person. 
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The person whose interview you are to falsify… 
- is female, 
- is 20 years old, 
- studies teaching, 
- is enrolled in her second semester at a university. 
- She is unmarried, in a steady relationship, 
- lives in Huettenberg, a rural village in Hesse, 
- with her parents or relatives. 
- Country of birth: Germany. 
 
As a last step, the interviewers themselves, as respondents, completed the same questionnaire 
that they had previously used for interviewing and falsifying. These self-administered 
interviews generated the third dataset. 
This experimental setup has strengths, but it also has weaknesses. One weakness is 
that the respondents and interviewers were students and that core sociodemographic 
characteristics, such as age and education, therefore displayed only small variance (see 
Winker et al., 2015). The major strength of the experimental setup, compared to a standard 
field setting, was the possibility of collecting more information about the interviewers and 
their falsifying processes. Because they were surveyed with the same questionnaire as the 
proper respondents, the dataset includes not only information about respondents and fictitious 
respondents but also about the interviewers. This offers great potential for analyzing 
interviewer effects. 
 
There are several possible approaches to investigating interviewer effects. Schanz (1981) 
analyzed the influences of interviewer characteristics on the response behavior of the 
participants by estimating multiple regression analyses. First, he included substantive 
explanatory variables; then he added interviewer variables. Mangione et al. (1992) and 
Groves and Magilavy (1986) measured interviewer effects by intraclass correlation. The 
intraclass correlation expresses the proportion of the item variance that is attributable to the 
interviewer (Mangione et al., 1992). In the absence of interviewer effects, the value of the 
intraclass correlation should be zero or close to zero (Beullens and Loosveldt, 2016). Olson 
and Bilgen (2011) estimated multilevel regression analyses with respondent characteristics 
such as age and education on the respondent level (individual level) and interviewer 
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characteristics such as age, education, and experience on the interviewer level (contextual 
level).  
At first glance, it would appear to be useful to estimate ordinary least squares (OLS) 
regressions. However, especially when it comes to analyzing interviewer effects, it makes 
sense to assume that – as expressed in the above-mentioned hypotheses – the observations of 
the respondents (i.e., the individual interviews) are probably not independent from the 
interviewers. Therefore, the model assumptions of OLS regressions are not met. Rather, the 
data are organized hierarchically, and multilevel regression analyses are thus more 
appropriate (Hox, 1995). The respondents represent the individual level, and the interviewers 
represent the group or contextual level.  
To investigate the impact of interviewer characteristics on substantive findings, 
intraclass correlations were also estimated and multilevel regression analyses were conducted. 
To answer the research question as to what influence interviewers have on the data and 
findings and whether there are differences between real and falsified data in this respect, 
identical multilevel regression models were estimated separately with real and with falsified 
data. Thus, to determine what differences occur, the respective results – in particular, the 
effects of the various independent variables – were compared. This approach also allowed the 
identification of interviewer effects on substantive findings. 
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7.4 Operationalization and Multilevel Regression Model 
Table 7-1 gives an overview of the dependent and independent variables used. These 
variables are explained in more detail in the following sections. 
 
Table 7-1: Overview of variables used to analyze interviewer effects 
Dependent Variables Independent Variables on the 
Individual (Respondent) Level 
Independent Variables on the 
Contextual (Interviewer)Level 
Income Age 
Living situation 
Payment scheme 
Interviewer’s gender 
Interviewer’s income 
Interviewer’s response to the 
same questions of the 
questionnaire 
Interviewer’s experience 
Interviewer’s extraversion 
Interviewer’s conscientiousness 
Interviewer’s level of perceived 
self-efficacy 
Political participation Gender 
Internal political efficacy 
Political dissatisfaction 
Extremism 
Political anomy Economic dissatisfaction 
External political efficacy 
Healthy eating behavior Intention 
Perceived behavioral control 
TV consumption 
Body mass index 
Doing sports 
Preference for healthy desserts 
 
7.4.1 Dependent Variables on the Individual Level 
One aim of the present study was to analyze a number of dependent variables that I 
considered to be particularly susceptible to interviewer effects, namely (a) income, as a 
sensitive (and open-ended) factual question; (b) political participation, as a behavioral 
question; (c) political anomy, as an attitudinal question; and (d) healthy eating behavior, as an 
additional behavioral question. 
Income was measured with the question: “How much money is at your disposal on 
average per month, during the current semester?”  
Political participation was measured using a list of twelve political activities. The 
wording in the questionnaire was: 
If you wanted to have political influence or to make your point of view felt on an issue 
that was important to you: Which of the possibilities listed on these cards would you 
use? Which of them would you consider? Please name the corresponding letters. 
In a previous study, I analyzed the effects of falsified data on the results of multivariate 
theory-driven OLS regression analyses, using the explanation of political participation as an 
example (Landrock, 2017a). To investigate interviewer effects in the present study, the same 
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dependent and independent variables were applied in a multilevel regression. Factor analysis 
revealed that that the factor party-political activities was an appropriate indicator for political 
participation. An additive index was calculated as a dependent variable measuring political 
participation. It consisted of the following three items: 
- Participation in public discussions at meetings (factor loading: 0.701). 
- Participation in a citizens’ action group (factor loading 0.697). 
- Voluntary work for a political party (factor loading 0.776). 
Political anomy was measured with a scale consisting of four items that were summarized 
into an index that served as a third dependent variable (ZA & ZUMA, 2014). The items were: 
- In spite of what some people say, the situation of the average man is getting worse, 
not better. 
- It's hardly fair to bring a child into the world with the way things look for the 
future. 
- Most public officials are not really interested in the problems of the average man. 
- Most people don't really care what happens to the next fellow. 
Healthy eating behavior was measured with the question: “On how many days per week do 
you eat healthy?” to analyze interviewer effects. I have used this variable in the past to 
explore the impact of falsifications on substantial findings in social science research on the 
basis of the theory of planned behavior (Landrock and Menold, 2016). 
 
7.4.2 Independent Variables on the Individual Level 
To implement multilevel regression models, statistically significant explanatory variables on 
the individual level were identified by estimating OLS regressions. These individual-level 
independent variables were included in the multilevel regression analyses presented in what 
follows. Given that my research interest here was to estimate interviewer effects, these 
variables may be considered as control variables. 
For income as a dependent variable, the statistically significant explanatory variable on 
the respondent level – besides age – was the living situation, which was measured with the 
question: “Where are you living during the current semester?” This variable was 
dichotomized: The option “living with parents or relatives” was coded as 1; other options 
were coded as 0. The effect of age on income was positive. Regarding the living situation, the 
analysis revealed that students who lived with their parents or relatives reported less income 
than students who did not. 
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For political participation, the statistically significant explanatory variables on the respondent 
level were internal political efficacy, political dissatisfaction, extremism (captured with the 
left–right scale), and (female) gender. The means of the individual items were calculated for 
both internal political efficacy and political dissatisfaction; all items were adapted from the 
ALLBUS 1998 questionnaire (see Koch et al., 1999). 
The items used to measure internal political efficacy were: 
- I would have the confidence to take on an active role in a group concerned with 
political issues. 
- Politics is so complicated that somebody like me can’t understand what’s going on 
at all. (Reverse-scored item) 
Political dissatisfaction was measured with the following three items: 
- Only when differences in income and social status are large enough is there any 
incentive for personal achievement. 
- Differences in social position between people are acceptable because they basically 
reflect what one has made of the chances one had. 
- I consider the social differences in this country to be just on the whole. 
To measure extremism, the left–right scale from the ALLBUS 1998 questionnaire was used: 
Many people use the terms “left” and “right” when they want to describe different 
political views. Here we have a scale which runs from left to right.  
Thinking of your own political views, where would you place these on this scale? 
To operationalize extremism (see Lüdemann, 2001), the original 10-point rating scale (with 
the value 1 on the left end of the scale and the value 10 on the right end of the scale) was 
recoded in such a way that the original values between 1 and 10 were assigned the new values 
between 5 and -5. These new values were then squared, thereby yielding a measurement for 
extremism where the value 1 stands for a very small degree of extremism and the value 25 for 
a very high degree of extremism (integrating both the left and the right ends of the left–right 
scale). All of these variables, except extremism, were found to have significant positive 
effects in the real data. As extremism had a significant positive effect in the falsified data, this 
independent variable was nonetheless included in the analysis of interviewer effects 
(Landrock, 2017a). 
For the dependent variable political anomy, two statistically significant explanatory 
variables, economic dissatisfaction and external political efficacy were identified. Economic 
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dissatisfaction was measured with the question: “How would you generally rate the current 
economic situation in Germany?” 
External political efficacy was measured with two items: 
- Politicians don’t care much about what people like me think. (Reverse-scored item) 
- In general, politicians try to represent the people’s interests. 
Here, too, all items were adapted from the ALLBUS 1998 questionnaire. To operationalize 
external political efficacy, the means of the items were calculated (see Koch et al., 1999). 
Economic dissatisfaction was found to have a positive influence on political anomy, whereas 
external political efficacy had a negative effect.  
To analyze interviewer effects on reported healthy eating behavior, a model based on 
the theory of planned behavior was adopted, which I applied in previous research on the 
impact of falsified data on substantive findings (Landrock and Menold, 2016). 
The statistically significant independent variables for explaining healthy eating 
behavior on the individual level are the intention to eat healthily, perceived behavioral 
control, TV consumption, body mass index, doing sports, and preferring healthy desserts. The 
intention to eat healthily and perceived behavioral control were measured with two items 
each. These items were used to calculate an index for intention and for perceived behavioral 
control: 
- In future I will eat healthy at least four days a week. (Intention) 
- In the coming weeks I will eat healthy at least four days a week. (Intention) 
- It is possible for me to eat healthy at least four days a week. (Perceived behavioral 
control) 
- It is completely in my own hands to eat healthy at least four days a week. 
(Perceived behavioral control) 
The questionnaire included the following question on TV consumption: 
Thinking about the days when you watch TV, how long on average do you watch TV 
on these days – I mean in hours and minutes? 
Body mass index was calculated on the basis of the self-reported height and weight of 
respondents. The variable doing sports was dichotomized; respondents were asked to answer 
an open-ended question about which sports they took part in at least occasionally. A list of 12 
desserts was used to find out whether the respondents preferred healthy desserts. The variable 
preference for healthy desserts was dichotomized. Healthy desserts (fruit curd, fruit salad, or 
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yoghurt) were coded as 1; unhealthy desserts (mousse au chocolate, tiramisu, chocolate 
pudding, or pancakes) as 0. 
As theory-driven explanatory variables, the intention to eat healthily and perceived 
behavioral control were found to have positive effects on reported healthy eating behavior. 
TV consumption and body mass index had negative effects, whereas doing sports and 
preferring healthy desserts showed positive effects, at least in the falsified data. 
 
7.4.3 Independent Variables on the Contextual Level 
One aim of the present study was to identify interviewer characteristics on the contextual 
level that are linked to interviewer effects. The independent variables on the interviewer level 
that were tested are variables that are known to generally cause interviewer effects (see 
hypotheses in section 7.2 above). These variables are the payment scheme (payment per hour 
vs. payment per completed interview), the interviewer’s gender and income, the interviewer’s 
response to the same question of the questionnaire, and the interviewer’s experience. 
Interviewers’ personality traits were also tested, in particular extraversion, conscientiousness, 
and perceived self-efficacy, as they were considered relevant for analyzing interviewer effects. 
First, the payment scheme was analyzed to determine whether the fact that an 
interviewer was paid per completed interview or per hour made a difference for the collected 
data, and therefore for the data quality. Winker et al. (2015) reported such an influence of the 
payment scheme on formal, non-content-related meta-indicators, for example non-
differentiation. The payment scheme was varied in the research design: One half of the 
interviewers were paid per hour, the other half were paid per completed interview (see also 
section 7.3 above). 
Many authors have described the core sociodemographic characteristics, namely 
gender, age, and education, as factors influencing interviewer effects (see Haunberger, 2006; 
Liu and Stainback, 2013). To my knowledge, researchers usually obtain only this basic 
information about interviewers from the fieldwork agencies, so that further interviewer 
characteristics typically cannot be analyzed. In the present study, I included the effects of the 
interviewers’ gender as collected with the questionnaire completed by the interviewers 
themselves as respondents. Regarding age and education, the data show only small variances 
because all the interviewers were students and they were therefore very similar with respect to 
age and education. Instead, I considered the income of the interviewers, assuming that, in the 
68 
case of the student population of interviewers, income would be an appropriate indicator for 
the socioeconomic background of an interviewer, which might lead to interviewer effects. 
As mentioned above, the interviewers themselves also completed the survey 
questionnaire as respondents. Thus it was possible to include as an independent variable their 
responses to the same questions that the respondents were also asked. The interviewers’ 
responses were included as an explanatory variable on the contextual level in order to test 
whether there were positive correlations between the respondents’ answers and the 
interviewers’ answers. Schanz (1981) reported positive correlations between the attitudinal 
and behavioral characteristics of interviewers and respondents. 
A further relevant factor for the occurrence of interviewer effects is interviewer 
experience (Olson and Bilgen, 2011). The question used to measure this variable was whether 
the interviewer had ever conducted interviews before participating in the present study. The 
variable was dichotomized into interviewers with experience and interviewers without 
experience. 
The questionnaire also included scales to measure the personality traits of the 
interviewers. To analyze the effects of the interviewers’ personality traits on the respondents’ 
responses, these traits were included in the multilevel analyses on the contextual level. 
Perceived self-efficacy was measured as agreement with the following three items (Beierlein 
et al., 2014) using a seven-point rating scale: 
- I can rely on my own abilities in difficult situations. 
- I am able to solve most problems on my own. 
- I can usually solve even challenging and complex tasks well. 
Afterwards, the means of the items were calculated. 
To measure extraversion and conscientiousness, the ten-item Big Five Inventory (BFI-10; 
Rammstedt et al., 2014) with a five-point rating scale was used: 
I see myself as someone who... 
- ...is reserved (Extraversion, reverse-scored item) 
- ...is outgoing, sociable (Extraversion) 
- ...tends to be lazy (Conscientiousness, reverse-scored item) 
- ...does a thorough job (Conscientiousness) 
For these variables, too, the means of each item were calculated. 
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7.4.4 Multilevel Regression Model 
To test the hypotheses and to investigate whether the interviewers’ characteristics influenced 
the respondents’ answers (e.g., reported income), separate identical multilevel regression 
models were developed for the real and the falsified data. The statistical software Stata 12 was 
used to conduct the multilevel analyses. First, a null model without an independent variable 
and without the contextual level was estimated in order to assess the goodness of fit of the 
baseline model on the basis of log likelihood, or deviance (Hox, 1995). Second, to estimate 
interviewer-level variance the contextual level was included in the random-intercept-only 
model (RIOM) in order to be able to answer questions such as whether the income reported 
by the respondent depended on the interviewer – in other words, whether the incomes of the 
respondents varied across interviewers. To this end, the intraclass correlation (ICC), which 
measures interviewer-level variance, was calculated. In the third step, the random-intercept 
model (RIM) was estimated. This model considers the influence of the individual respondent-
level explanatory variables and controls for the contextual level. By including the interviewer-
level explanatory variables of the contextual level (intercept-as-outcome model), direct effects 
of certain interviewer characteristics on respondents’ responses were estimated. Thus, it could 
be determined, for example, whether the income reported by the respondents depended on the 
interviewers’ gender. The results of the intercept-as-outcome model are shown in detail in 
Tables 4 and 5 (section 7.5.2).17 
The likelihood-ratio test and McFadden’s R-squared values were used to assess the 
goodness of fit of the model. With the likelihood-ratio tests, it was assessed, first, whether the 
multilevel approach was more appropriate than an OLS regression and, second, whether the 
estimated model extension (i.e., the reduction of deviance) was significant. McFadden’s R-
squared assesses model fit by comparing the log likelihood of the null model (i.e., the model 
without dependent variables and contextual level) with the log likelihood of the estimated 
model. According to Langer (2010: 756), values between 0.2 and 0.4 are excellent. 
The dependent variables to be analyzed were required to be metric variables. Prior to 
the analyses, the independent variables were modified: The independent metric variables were 
grand-mean centered; the independent nominal variables were dichotomized and coded into 
binary variables. 
  
                                                          
17
 As an extension of the intercept-as-outcome models, the slope-as-outcome models were also estimated; 
they were not significant. 
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7.5 Results 
 
7.5.1 Interviewer Effects in Real Data 
First, interviewer effects in the real data were analyzed. Table 7-2 shows the random-
intercept-only model (RIOM) for all of the dependent variables.18 The intraclass correlations 
varied between 0.017 and 0.067, which means that between 1.7 percent and 6.7 percent of the 
total variance is accounted for by the contextual level (i.e., the interviewer level). These 
interviewer effects are very small. Only healthy eating behavior, with an ICC of 0.067, 
showed slightly increased interviewer effects (see Groves and Magilavy, 1986; Mangione et 
al., 1992). The likelihood-ratio test measures the significance of the models and indicates 
whether a multilevel model is more suitable than an OLS regression model. Regarding the 
dependent variables income and political participation, the RIOMs were not significant, which 
means that multilevel models were not appropriate and OLS regressions should be estimated 
instead. Regarding political anomy and healthy eating behavior, the RIOMs were significant; 
multilevel models could thus be preferred over OLS models. In the next step, the individual 
respondent-level variables were included in the model, and the random-intercept model (RIM) 
was developed. In the case of political anomy and healthy eating behavior as dependent 
variables, these models were not significant. Thus it can be assumed that interviewer effects 
scarcely exist in the real data. 
 
Table 7-2: Interviewer effects in the real data (random-intercept-only models, RIOMs) 
RIOMs
 
Dependent Variables 
 Income Political Particip. Political Anomy Healthy Eating 
 σ
2 
(SE) σ
2 
(SE) σ
2 
(SE) σ
2 
(SE) 
Resid. variance 
(respondents) 
143206.6 
(8553.957) 
0.131  
(0.007) 
1.183  
(0.071) 
2.933  
(0.165) 
Resid. variance 
(interviewers) 
3660.958 
(3674.375) 
0.002  
(0.003) 
0.063  
(0.034) 
0.210  
(0.087) 
ICC 0.025 0.017 0.050 0.067 
LR test (p) 0.1356 0.1834 0.0114 0.0007 
N 644 710 623 710 
 
                                                          
18
 Regarding political anomy, it should be mentioned that there were a large number of missing values, 
due, in particular, to the item “Most public officials are not really interested in the problems of the average man” 
(56 missing values). 
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7.5.2 Interviewer Effects in Falsified data 
In the second step, interviewer effects in the falsified data were analyzed accordingly.19 Table 
7-3 shows the results of the RIOMs. The likelihood-ratio tests indicated that the models for all 
dependent variables were significant, which implies that the multilevel approach was more 
appropriate than the OLS regression approach. With values between 0.17 and 0.21, the 
intraclass correlations were much higher than in the real data, which means that the contextual 
level explained between 17 and 21% of the total variance. These strong interviewer effects 
indicate that individual characteristics, attitudes, and behaviors of the interviewers found their 
way into the falsified data. Thus, interviewer effects in the falsified data were further analyzed 
in order to determine which interviewer characteristics, attitudes or behaviors were 
particularly associated with interviewer effects. 
 
Table 7-3: Interviewer effects in the falsified data (random-intercept-only models, RIOMs) 
RIOMs Dependent Variables 
 Income Political Particip. Political Anomy Healthy Eating 
 σ
2 
(SE) σ
2 
(SE) σ
2 
(SE) σ
2 
(SE) 
Resid. variance 
(respondents) 
30678.33 
(1887.241) 
0.102  
(0.006) 
1.125  
(0.065) 
1.869  
(0.105) 
Resid. variance 
(interviewers) 
7913.874 
(1964.437) 
0.020  
(0.005) 
0.271  
(0.065) 
0.506  
(0.115) 
ICC 0.205 0.165 0.194 0.213 
LR test (p) 0.0000 0.0000 0.0000 0.0000 
N 606 708 681 710 
 
In the third step, the RIOM was extended by including the respondent characteristics on the 
individual level (RIM, not shown here). Afterwards, the interviewer characteristics on the 
contextual level were included, thus developing the intercept-as-outcome model (IOM), 
which estimates the direct effects of the independent variables on the interviewer level. The 
further extensions of the IOM were not significant for any of the dependent variables. 
Therefore, the random-intercept, random-slope models with cross-level interactions could not 
be estimated. Table 7-4 shows the results of the final IOM for the dependent variables income 
and political participation. 
                                                          
19
 In the falsified data, there were a large number of missing cases in the case of income . I assume that the 
question is difficult to falsify and that the falsifiers therefore preferred to report item nonresponse. 
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As can be seen from Table 7-4, the models fit well: The likelihood-ratio test indicated that 
both the models themselves and the model extensions to IOMs were significant. The 
McFadden R-squared values of 0.16 and 0.64 were at least very reasonable. 
 
Table 7-4: Results of ML regression in the falsified data (intercept-as-outcome models, IOMs) 
IOMs Dependent Variables 
 Income Political Participation 
Fixed Part Coeff. SE Coeff. SE 
Constant 725.907 
***
 23.732 0.266 
***
 0.036 
Respondent level     
Age 10.381 
***
 2.345 - - 
Living with parents / relatives   (ref.: no) -176.879 
***
 21.467 - - 
Internal political efficacy - - 0.128 
***
 0.011 
Political dissatisfaction - - 0.034 
+
 0.019 
Gender = female   (ref.: male) - - 0.035 
+
 0.019 
Extremism - - 0.017 
***
 0.003 
Interviewer level     
Payment per hour   (ref.: per interview) 2.435 23.428 -0.025 0.035 
Gender = female   (ref.: male) -51.359 
+
 26.539 0.086 
*
 0.039 
Income - - 0.000 0.000 
Interviewer’s answer 0.114 
*
 0.053 0.259 
***
 0.052 
Experience   (ref.: no) -4.696 29.644 -0.034 0.044 
Extraversion -1.050 14.651 0.017 0.022 
Conscientiousness 17.575 15.002 0.022 0.022 
Perceived self-efficacy 2.372 12.341 -0.013 0.019 
Random Part σ
2
 SE σ
2
 SE 
Respondents’ residual variance 26933.240 1797.859 0.074 0.005 
Interviewers’ residual variance  4784.561 1509.125 0.010 0.003 
Model fit   
Log likelihood -3392.254 -92.393 
N 516 579 
LR test (p) 0.0000 0.0000 
LR test model extens. (p) 0.0000 0.0000 
McFadden’s R
2
 0.1641 0.6433 
Notes: 
***
 p<0.001; 
**
 p<0.01; 
*
 p<0.05; 
+
 p<0.10 
 
The results show that all individual variables on the respondent level were significant, at least 
at the ten percent level, which is not surprising as they already proved to have significant 
influence in the previously performed OLS regressions. However, for the analysis of 
interviewer effects, the more relevant results were found on the contextual level. Significant 
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effects on the dependent variables were not found for the payment scheme, the interviewers’ 
personality traits, or the interviewers’ experience. The interviewers’ income had no significant 
effect on reported political participation. However, for income and political participation as 
dependent variables, significant effects of the interviewers’ gender and their answers to the 
same survey questions could be identified. 
Female falsifying interviewers tended to report lower incomes and higher values for 
political participation of the respondents than did male falsifying interviewers. Evidence was 
found that the gender of the interviewer tended to affect reported income and political 
participation in the case of the falsified data. It was also found that the interviewers’ answers 
to the same questions had a positive effect on the reported respondents’ answers. Thus, there 
were positive correlations between the falsifiers’ attitudes and behaviors and the falsified 
reported attitudes and behaviors of the respondents. Presumably, the interviewers used their 
own income and political participation as a knowledge base for what a realistic income and 
political participation level might be for the interviews they were falsifying. 
 
The models estimated for political anomy and healthy eating behavior as dependent variables 
yielded very similar results (Table 7-5). In both cases, the interviewers’ answers to the same 
questions had a positive effect on the falsified reported answers of the respondents. In the case 
of healthy eating behavior as a dependent variable, the interviewers’ gender affected the 
reported falsified response. Male falsifiers reported higher values for healthy eating. Thus, an 
impact of the attitudes and behaviors of the falsifying interviewers on all four analyzed 
variables could be identified. 
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Table 7-5: Results of ML regression in the falsified data (intercept-as-outcome models, IOMs) 
IOMs Dependent Variables 
 Political Anomy Healthy Eating 
Fixed Part Coeff. SE Coeff. SE 
Constant 1.691 
***
 0.130 4.580 
***
 0.140 
Respondent level     
External political efficacy -0.544 
***
 0.045 - - 
Economic dissatisfaction 0.091 0.079 - - 
Intention - - 0.353 
***
 0.032 
Perceived behavioral control - - 0.359 
***
 0.046 
TV consumption - - -0.003 
**
 0.001 
Doing sports   (ref.: no) - - 0.117 
+
 0.070 
Preference for health desserts   (ref.: no) - - 0.005 0.010 
BMI - - -0.100 
***
 0.018 
Interviewer level     
Payment per hour   (ref.: per interview) 0.041 0.126 -0.089 0.133 
Gender = female   (ref.: male) -0.229 0.148 -0.341 
*
 0.147 
Income 0.000 0.000 0.000 0.000 
Interviewer’s answer 0.195 
***
 0.054 0.160 
***
 0.039 
Experience   (ref.: no) -0.026 0.156 0.020 0.163 
Extraversion 0.085 0.079 0.123 0.083 
Conscientiousness 0.032 0.081 0.130 0.083 
Perceived self-efficacy -0.079 0.067 -0.079 0.070 
Random Part σ
2
 SE σ
2
 SE 
Respondents’ resid. variance 0.896 0.057 0.998 0.063 
Interviewers’ resid. variance  0.133 0.042 0.143 0.047 
Model fit   
Log likelihood -797.383 -827.605 
N 565 565 
LR test (p) 0.0000 0.0000 
LR test model extension (p) 0.0000 0.0000 
McFadden’s R
2
 0.2613 0.3703 
Notes: 
***
 p<0.001; 
**
 p<0.01; 
*
 p<0.05; 
+
 p<0.10 
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7.5.3 Summary and Review of Hypotheses 
First, I will review the two general hypotheses: 
H1: Interviewer effects occur both in real and in falsified data. 
This hypothesis cannot be confirmed. Interviewer effects were identified in the falsified data 
but not in the real data. 
 
H2: The interviewer effects in falsified data are larger than in real data. 
This hypothesis can be clearly confirmed. Large interviewer effects occurred in the falsified 
data, whereas interviewer effects could not be identified in the real data. 
 
Next, I will review the more specific hypotheses regarding characteristics of the interviewers 
that may cause interviewer effects: 
 
H3a: The core sociodemographic characteristics of the interviewers affect the reported 
responses. 
As no effects of the core sociodemographic characteristics of the interviewers were 
measurable in the real data, this hypothesis must be rejected for the real data With regard to 
the falsified data, the analysis of the effect of the interviewers’ gender on the dependent 
variables revealed that female falsifiers reported lower income, higher political participation, 
and lower values for healthy eating behavior than did their male counterparts. The 
interviewers’ age and education were too homogeneous to be tested. With the exception of 
income as a dependent variable (see H3c), the interviewers’ income does not appear to have 
affected the falsified responses. Accordingly, for the falsified data, the hypothesis can be 
confirmed with respect to gender. 
 
H3b: The magnitude of interviewer effects depends on the interviewer’s experience. 
This hypothesis could not be confirmed for the real or the falsified data: No effect of 
interviewer experience on any of the dependent variables was found. 
 
H3c: Associations exist between the behaviors and attitudes of interviewers and the reported 
behaviors and attitudes of the respondents they interview. 
This hypothesis cannot be confirmed for the real data, where no interviewer effects were 
found. However, strong evidence was found in support of the hypothesis in the falsified data: 
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For all four dependent variables, significant positive correlations were found between the 
interviewers’ answers as respondents and the falsified answers to the same survey questions. 
 
H3d: The occurrence and magnitude of interviewer effects depends on the personality traits 
of the interviewer. 
This hypothesis cannot be confirmed for the real data or for the falsified data. No effects of 
the personality traits on the dependent variables could be identified either in the real data or 
the falsified data. 
 
H3e: The magnitude of interviewer effects depends on the interviewer payment scheme 
used (payment per completed interview vs. payment per hour). 
This hypothesis cannot be confirmed for the real data or for the falsified data. Although 
previous research (see Winker et al., 2015) has shown that the payment scheme used 
(payment per completed interview vs. payment per hour) generally has an impact on the 
collected data, the present analyses did not detect effects of the payment scheme. 
 
In summary, it can be stated that no interviewer effects of any kind were found in the real 
data. In the falsified data, the occurrence and magnitude of interviewer effects does not appear 
to have depended on the interviewers’ experience or personality traits, or on the payment 
scheme used. However, effects of the interviewers’ gender were found on the falsified 
reported income, political participation, and eating behavior of respondents. Furthermore, the 
interviewers’ own attitudes and behaviors were correlated with the falsified reported attitudes 
and behaviors of the respondents. Thus, the falsifiers’ attitudes and behaviors found their way 
into the falsified data and influenced the data reported as answers of the respondents. 
 
7.6 Conclusions and Recommendations 
The findings of the present study suggest that interviewer effects are clearly stronger in 
falsified data than in real data: The real data, derived from actual conducted interviews, does 
not appear to be contaminated by interviewer effects at all. This can be taken as an indication 
of high data quality, which may be due to the fact that the real interviews were audio-recorded 
and the fieldwork was intensively monitored. By contrast, very strong interviewer effects 
were measured in the falsified dataset. This suggests that the process of falsifying leads to a 
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pronounced impact of the falsifiers’ sociodemographic characteristics, attitudes, and 
behaviors on the data reported as answers of the respondents. 
However, the interviewer effects (or, more precisely, “falsifier effects”) identified in 
the falsified data were smaller than expected. One reason for this may be that both the 
respondents and the interviewers were students. Therefore, the falsifiers were familiar with 
the respondents’ social reality and were able to give realistic answers – which reduced the 
magnitude of the interviewer effects. (This may also be a reason for the absence of 
interviewer effects in the real data.) A second reason why interviewer effects in the falsified 
data were smaller than expected may be that, despite the fact that the dependent variables 
used were empirically shown to be susceptible to interviewer effects, more appropriate 
dependent variables could possibly have been found to analyze interviewer effects. 
The fact that neither the payment scheme nor the interviewers’ experience caused 
interviewer effects is surprising because current findings in the literature suggest that they 
should have. Winker et al. (2015) found that the payment scheme had an impact on formal, 
non-content-related meta-indicators such as non-differentiation. However, the present study 
analyzed content-related dependent variables. A further reason why the payment scheme did 
not have the hypothesized influence could be that the instructed falsifiers in the present 
experimental study had an intrinsic motivation to participate in the study and were therefore 
less frustrated by payment per completed interview than an interviewer in a real fieldwork 
setting might have been. Moreover, the interviewers in the present study selected the 
respondents on the university campus and interviewed them themselves. In a real fieldwork 
setting, the interviewers must contact certain predefined target persons, which may be time-
consuming. In such a case it would appear plausible that the payment scheme would make a 
difference and that payment per hour might enhance motivation to contact the predefined 
target person. The lack of support for the hypothesized influence of interviewer experience 
might be due to the fact that the students who stated that they had conducted interviews before 
were still less experienced than the experienced interviewers in the studies in which 
interviewer effects have been found. 
One limitation of the present study is the fact that the respondents and interviewers 
were students and that core sociodemographic characteristics, such as age and education, 
displayed only small variance. Moreover, in a real fieldwork setting, it would hardly be 
possible to implement an experimental approach such as that employed here. Nonetheless, I 
assume that the present results are generalizable, not least because interviewers in social 
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science research and market research are often students. However, further research will be 
needed to confirm the generalizability of my results to real survey settings. 
A number of recommendations can be derived from the present findings. First, 
researchers conducting interviewer-based surveys should collect as much information about 
the interviewers as possible and feasible (see Bogner and Landrock, 2016; Winker et al., 
2015). In particular, as the present study shows, interviewer responses to the same questions 
that the respondents are asked are highly suitable for detecting interviewer effects in the case 
of falsified interviews. The interviewers could be requested to complete the survey 
questionnaire as part of interviewer training, for example. This would have at least two 
positive effects: First, the interviewers would familiarize themselves with the questionnaire, 
as a preparation for conducting the interviews; second, the researchers could get to know the 
interviewers. 
A further recommendation that can be derived from the findings of the present study is 
that researchers using interviewer-based data should check the data for interviewer effects, 
especially if they suspect that falsifications may have occurred. Falsification checking should 
be implemented at least by calculating intraclass correlations or conducting multilevel 
analyses as presented in this paper. This can be done for the entire dataset or only for 
suspicious cases – provided, of course, more than one interviewer is involved. If a large share 
of the variance is explained by interviewer-level variables, this may be an indication of 
contamination of the dataset by interviewer falsifications. In light of the fact that neither 
bivariate nor multivariate correlational analyses have proved effective in unambiguously 
establishing the existence of falsifications, the assessment strategies presented here may be 
very valuable for improving the quality and accuracy of survey data. 
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8. Investigating Interviewer Falsifications – A Quasi-experimental 
Design20 
 
Abstract: This paper discusses the strengths and limitations of experimentally-orientated 
research in Sociology. In principal, results from experiments cannot be generalized. 
Nevertheless they allow controlling for certain conditions that are impossible to measure in a 
survey. This paper gives an example: It presents findings from a quasi-experimental research 
on interviewer falsifications: Interviewers conducted real standardized interviews and 
subsequently falsified corresponding interviews in the lab. This enables a comparison of real 
and falsified survey data. Our research design has the limitation that there is no proof that 
actual falsifiers in an actual survey fieldwork environment would have falsified interviews in 
the same way as did the participants of our study. However, only this quasi-experimental 
approach allows us to know for sure which interviews are falsified. 
 
8.1 Research Question 
The research question this paper aims to discuss is whether findings from experimentally 
orientated research are generalizable, as well as what the strengths and limitations are. These 
questions are addressed theoretically, referring to existing methodological literature, and 
discussed on the basis of empirical findings, using an example for a quasi-experimental setup 
of a methodological social science research project. The project “IFiS – Identification of 
Falsifications in Surveys”, which was conducted by two research teams at GESIS Mannheim 
and at the University of Giessen, aims to compare real and falsified survey data and to enable 
researchers to identify interviewer falsifications. Referring to this example, the question posed 
here is: Can experimental designs in general relevantly contribute to social science knowledge 
by asking whether our experimental setup in particular, as an example, is appropriate to 
analyze differences between real and falsified survey data. Or more concretely: Are our 
findings on interviewer falsifications generalizable? 
With respect to the fact that face-to-face interviews are widely used for data collection 
in empirical social science research, the question arises how interviewer falsifications can be 
                                                          
20
 Already published: Landrock, Uta (2017c): Investigating Interviewer Falsifications – A Quasi-
experimental Design. Bulletin of Sociological Methodology 136(1): 5-20. Copyright © 2017 (Uta Landrock). 
Reprinted by permission of SAGE Publications. The final publication is available at SAGE through 
http://dx.doi.org/10.1177/0759106317725640. 
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empirically studied. The employment of interviewers generally has a positive influence on 
data quality (Mangione et al., 1992; van Meter, 2005), but always bears the risk that 
interviewers deviate from their instructions and interviewer guidelines intentionally and 
falsify parts of an interview or the entire interview (Bredl et al., 2013; van der Zouwen, 2006). 
This may contaminate the data and thus affect the data quality (AAPOR, 2003). A problem 
connected to this risk is that it is hardly possible to determine a suspicious interview 
unambiguously as falsified or not (Menold et al., 2013). Re-interviewing as a common mean 
to detect falsifying interviewers (Biemer and Stokes, 1989) is costly and time consuming and 
therefore impractical for each collected interview (Menold et al., 2013). The same is true for 
contacting and interviewing the interviewers subsequently to clarify data anomalies (Pagès et 
al., 2006). Therefore the question arises how to efficiently detect interviewer falsifications and 
thus, how real and falsified data differ. The research on interviewer falsifications, however, 
must deal with the obstacle that data sets with confirmed falsified interviews rarely exist in 
social science fieldwork (cp. Winker et al., 2015). Therefore our research project IFiS applies 
an experimental setup which allows us to know undoubtedly whether a certain interview is 
falsified or conducted correctly. Thus we are able to identify and analyze differences between 
real and falsified survey data. Furthermore we get to know how falsifiers proceed while 
falsifying. Finally, we can support empirically researching social scientists in identifying 
interviewer falsifications. 
To answer the research question regarding the generalizability of experimentally-
orientated research we describe in the following sections the IFiS project with its 
experimental setup and data base as well as our findings. Afterwards we present the strengths 
and limitations of experimental and quasi-experimental research designs. In the final section 
we discuss whether our findings on interviewer falsifications are generalizable. 
 
8.2 State of Research on Interviewer Falsifications 
Precise statements about the exact numbers of falsifications in surveys are hardly possible; 
however, different authors report that they do not exceed five percent (Koch, 1995; Krejsa et 
al., 1999; Li et al., 2009). Some authors describe even higher proportions, for example in 
surveys without broad field controls (Bredl et al., 2012). Either way, the occurrence of 
falsifications and its consequences for the collected data call for research on the effects of 
interviewer falsifications. 
The question arises of why interviewers decide to falsify survey data. Interviewers 
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may decide to falsify because they want to optimize their cost-benefit balance. Thus, they 
reduce time and effort, particularly when their objective is difficult, for example reaching a 
certain difficult-to-reach target person and obtaining participation (Sodeur, 2007; Turner et 
al., 2002; Winker, 2016).  
Previous research has indicated that real and falsified data differ only slightly with 
respect to proportions and means of the responses, which means that there are large 
similarities between real and falsified survey data (Reuband, 1990; Schnell, 1991). 
Nevertheless, these studies also show that falsifications have a relevant influence on the 
covariance structure of data and may lead to biased results of multivariate analyses (Reuband, 
1990; Schnell, 1991; Schraepler and Wagner, 2003). 
Schraepler and Wagner (2003) estimated an OLS regression on the log gross income 
to analyze the impact of falsified data on the results. The authors used data from the German 
Socio Economic Panel. This data consists of real and falsified data which were obtained in a 
real survey field setting and afterwards identified as interviewer falsifications. The inclusion 
of these falsified data led to less explained variances and to biases of the effects of 
independent variables in different directions. The effects of some explanatory variables, 
namely age and gender, were overestimated, while the effects of others, i.e. the duration of 
training and the working hours per week, were underestimated (Schraepler and Wagner, 
2003). 
In contrast, the research of Reuband (1990) as well as of Schnell (1991) ascertained 
that falsifications increased the explained variances. In both studies artificially-produced 
falsified data were used. Reuband (1990) as well as Schnell (1991) instructed their study 
participants to use the provided factual sociodemographic information of real survey 
respondents to invent responses to the survey questionnaire. Reuband analyzed the attitude 
toward abortion and reports that the effects of the included independent variables were larger 
in the falsified than in the real data (Reuband, 1990). The results described by Schnell (1991) 
were very similar. Schnell analyzed subjective political competence. In his analyses there are 
also more significant effects of explanatory variables in the falsified than in the real data 
(Schnell, 1991). 
There is evidence in both studies that falsifiers, at least under certain conditions, may 
produce more consistent models of behavior than may occur in real life (Reuband, 1990; 
Schnell, 1991). The falsifiers overestimate the variation related to sociodemographic 
characteristics. This very likely reflects that they rely on the provided sociodemographic 
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information, which is the only information about the respondents that they have. The falsifiers 
apply general stereotypes and implicit everyday knowledge, such as “men earn more than 
women do,”. This can, in the case of falsified data, lead to significant relationships with 
variables which are insignificant when analyzing real data (Reuband, 1990; Schnell, 1991). 
Thus, the regression models of the falsified data show more consistencies (Reuband, 1990; 
Schnell, 1991). 
To summarize the state of research on interviewer falsifications: Falsifying 
interviewers are able to reproduce the proportions and means of actual responses to survey 
questions. Falsifications impact the covariance structure of data and may bias substantial 
findings. Furthermore, falsifiers tend to overestimate the relevance of the sociodemographic 
information they have about the respondents for the dependent variables; and they apply 
stereotypes and implicit knowledge in order to guess the direction of the effects. This may 
lead to more consistent models of explaining behavior in falsified interview data than 
expectable in real life (cp. Landrock and Menold, 2016). 
 
8.3 The IFiS Project - Experimental Setup and Data Base 
The main goal of the IFiS project was the research on consequences and identification of 
interviewer falsifications in survey data. For this reason it was crucial to analyze the 
differences between undoubtedly real and undoubtedly falsified survey data. As previously 
mentioned, survey data with confirmed falsified interviews rarely exist (Winker et al., 2015). 
Similarly it is difficult to claim with certainty that a particular survey interview is not 
falsified. Therefore, we had to implement an experimental setup which allowed us to obtain 
evidentially falsified as well as evidentially real survey data (see also Menold and Kemper, 
2014). 
First, we recruited 78 interviewers. These interviewers as well as the respondents were 
students at the University of Giessen. The interviewers recruited the respondents themselves 
without any quota restriction on the University campus and conducted 710 face-to-face 
interviews in a real fieldwork setting. All interviews were audio-recorded and checked 
afterwards to make sure that the interviews were actually conducted and performed correctly. 
Each interviewer conducted nine interviews on average. 
Second, the interviewers took over the role of falsifying interviewers and were 
instructed to falsify interviews in the lab. For this purpose the respondents were randomly 
assigned to the falsifying interviewers. We checked that no interviewer falsified an interview 
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of a survey respondent whom he or she had previously interviewed. For the falsification task, 
the interviewers received basic sociodemographic information of the real survey respondents 
whose interviews they were supposed to falsify. The given information were of that kind a 
falsifying interviewer in a real fieldwork setting could also have obtained easily, for example 
through a short interview with the assigned respondent without going through the complete 
questionnaire. Thus, for each real interview, a corresponding falsified interview was obtained 
to make the closest comparison to each other as possible. The exact instruction for the 
falsifications and the given information (illustrated by one exemplary case) were: 
 
Please read the description of the person, whose interview you are supposed to falsify, 
carefully. Please fill in the attached questionnaire as if you had conducted a personal 
interview with the respondent in reality. Please place the description of the respondent 
next to the questionnaire while falsifying, so that you are always aware of the 
characteristics of this person. 
  
The person, whose interview is to falsify… 
- is female, 
- is 20 years old, 
- studies teaching, 
- is enrolled in her second semester at a university. 
- She is unmarried, in a stable relationship, 
- lives in Huettenberg, a rural village in Hesse, 
- with her parents or relatives. 
- Country of birth: Germany. 
 
Third, the interviewers were surveyed using an additional self-administered interviewer 
questionnaire, about how they conducted the falsifications and which strategies they applied. 
Additionally, the interviewers filled in the actual survey questionnaire for themselves. 
The survey questionnaire contained 62 questions which were mainly adopted from the 
ALLBUS 2008 and 2010, the German General Social survey (GESIS, 2013; GESIS, 2015). It 
covered questions on political, social, and economic attitudes, as well as behaviors, 
personality traits, and sociodemographic information. The average duration of one interview 
was 30 minutes. 
The interviewers were randomly assigned to two different payment schemes: half of 
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the interviewers was paid per completed interview while the other half was paid per hour. The 
payment per hour was 12 Euros in the case of conducting the real interviews and 9 Euros in 
the case of falsifying interviews. The payment per interview was 8 Euros per real interview 
and 3 Euros per falsified interview. 
 
8.4 Main Findings of the IFiS Project 
With respect to the state of the research, there are at least two reasons why we would expect 
differences between real and falsified data (cp. Menold et al., 2013). Firstly, as mentioned 
above, falsifying interviewers may overestimate the impact of the respondents’ 
sociodemographic characteristics on the responses respondents would give in an interview. 
They may, on the base of the sociodemographic information they have about a respondent, 
apply stereotypes about the respondent’s possible attitudes and behaviors when answering the 
questionnaire in place of the real respondent (Schnell, 1991). This may lead to stronger and 
more significant effects and to more consistent regression models. Secondly, real respondents 
and falsifying interviewers differ in the mode of answering survey questions. Real 
respondents tend to satisficing response behaviors, as described by Krosnick and Alwin 
(1987). They want to reduce their cognitive effort; therefore they tend to give a satisfactory, 
plausible answer, which may not necessarily be the optimal, perfectly precise answer 
(Krosnick and Alwin, 1987). Falsifiers, on the one hand, follow a similar motivation. Just as 
the respondents, they want to reduce effort and time so they decide to falsify. Therefore 
falsifying interviewers also tend to satisfice; their satisficing processes may even be stronger 
than those of real respondents (Menold et al., 2013). On the other hand, falsifying 
interviewers have to avoid being detected. Therefore they spend much effort to invent 
plausible answers. One can assume that the effort of a falsifying interviewer in inventing a 
plausible answer is higher than the effort of a respondent to give an acceptable answer. These 
differences should be visible when comparing real and falsified data (Menold et al., 2013). 
As already reported by Reuband (1990) and Schnell (1991), as well as in the IFiS 
project, we ascertain that in falsified data the proportions and means are very similar to the 
proportions and means in the real data. Menold and Kemper (2014) identified only slight 
differences with respect to the distributions, particularly for attitudinal and behavioral 
questions. 
In order to identify and measure satisficing strategies, we developed formal indicators 
which inform about the level of response sets (Menold et al., 2013; Kemper and Menold, 
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2014; Menold and Kemper, 2014). The assumption was that falsifying interviewers, who 
wanted to avoid being caught, would show less satisficing than real survey respondents, who 
wanted to reduce their cognitive effort. For this assumption we find strong support. We could 
identify significant differences between the response sets of real and those of falsified survey 
data. Amongst others, the real data show higher levels of extreme response style and 
acquiescence response style as well as stronger primacy and recency effects (Menold et al., 
2013). These results indicate that falsifiers respond more carefully than real respondents 
(Kemper and Menold, 2014) and may help to identify falsifications. 
In order to asses differences regarding the covariance structure, we developed the 
approach of estimating theory-driven models; this way we were able to research whether 
falsifiers are also able to construct complex models of behavior in accordance with social 
reality (Landrock and Menold, 2016; Landrock, 2017a). We estimated theory-driven OLS 
regressions and compared the results of the falsified with those of the real data. We applied 
two established theories of social science research. Firstly, applying the theory of planned 
behavior (Ajzen, 1991; Ajzen and Krebs, 1994), we developed a model to explain healthy 
eating behavior (Landrock and Menold, 2016). Secondly, we adopted a rational choice model 
of explaining political participation (cp. Kaase and Marsh, 1979; Opp and Finkel, 2001) and, 
again, compared the results of falsified and of real data (Landrock, 2017a). 
Our hypothesis had been that falsifiers underestimate theoretically predicted 
correlations and overestimate the effects of sociodemographic information given in the 
instructions as well as stereotypical relations. In the case of applying the theory of planned 
behavior (see Table 8-1) as well as in the case of explaining political participation (see 
Table 8-2), we can report that falsifying interviewers are indeed not able to apply social 
science theories to invent plausible answers. While in the real data the theoretically predicted 
relations can mainly be verified, this is not the case for the falsified interviews. We can also 
confirm in both applications that falsifiers overestimate stereotypical relations. Our further 
expectation that falsifiers would construct more consistent models of behavior than the 
respondents in real life can partly be confirmed. It is true for explaining political participation. 
The assumption that falsifiers overestimate the effects of sociodemographic variables is true 
for applying the theory of planned behavior to predict healthy eating behavior. In the case of 
explaining political participation, we can find no differences between real and falsified data in 
that respect. Nevertheless we can conclude that the estimation of complex theory-driven 
models makes differences regarding the covariance structure between real and falsified data 
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visible (Landrock and Menold, 2016; Landrock, 2017a). 
 
Table 8-1: Overview over independent variables that are significant either in the real or in the 
falsified data; dependent variable: healthy food consumption 
Included variables Real data Falsified data 
Theory-driven variables:   
Attitude - (-) 
Subjective norm + (n.s.) 
Perceived behavioral control + + 
Intention + + 
Sociodemographic variables:   
Gender = female   (reference: male) (n.s.) (+) 
Living with parents   (reference: all others) (n.s.) + 
Being single   (reference: having a partner) (n.s.) + 
University as the center of interests and activities  
(ref.: university not as center) 
+ (+) 
Stereotypical relations:   
TV consumption in min/day (n.s.) - 
Doing sports   (reference: no) (n.s.) + 
Favorite dessert is healthy   (reference: unhealthy) (n.s.) + 
BMI (n.s.) - 
Adj. R
2
 (sign.) .50 (.000) .48 (.000) 
+ positive significant effect (p<.05); - negative significant effect (p<.05); 
(+) positive effect p<.10; (-) negative effect (p<.10); (n.s.) not significant 
Source: Landrock and Menold, 2016: 310 (condensed table) 
 
Table 8-2: Overview over independent variables that are significant either in the real or in the 
falsified data; dependent variable: political participation 
Included variables Real data Falsified data 
Theory-driven variables:   
Internal political efficacy + + 
Dissatisfaction with individual economic situation (-) (n.s.) 
Political dissatisfaction + (n.s.) 
Sociodemographic variables:   
Gender = female   (reference: male) + + 
Stereotypical relations:   
Self-placement on the left-right-dimension  
(1 = right, 10 = left) 
(n.s.) + 
Adj. R
2
 (sign.) .17 (.000) .23 (.000) 
+ positive significant effect (p<.05); - negative significant effect (p<.05);  
(+) positive effect p<.10; (-) negative effect (p<.10); (n.s.) not significant 
Source: Landrock, 2017a: 454 (condensed table) 
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For our final research question we aimed to identify which impact the interviewer and 
respectively the falsifier, has on the respondents’ responses in terms of statistically 
measurable interviewer effects (Winker et al., 2015; Landrock, 2017b). With respect to 
existing research on interviewer effects, we assumed that in real data interviewer effects may 
occur which may affect substantive findings (cp. Groves and Magilavy, 1986). Nevertheless 
we expected stronger interviewer effects in the falsified data than in the real data (Winker et 
al., 2015; Landrock, 2017b) since by inventing plausible answers the falsifying interviewers 
directly influence the reported responses. Therefore these responses should severely depend 
on the falsifying interviewers with their attitudes, behaviors, and their social reality 
(Landrock, 2017b). 
Winker et al. (2015) analyzed the effects of interviewer characteristics on several 
formal meta-indicators, which had been used before to compare the response sets and 
satisficing strategies between real and falsified data (Menold et al., 2013). The results (see 
Table 8-3) show that, for example, rounding and non-differentiation are not affected by 
interviewer characteristics in the real data, while in the falsified data interviewer effects on 
primacy, non-differentiation, acquiescent response style, and rounding can be found (Winker 
et al., 2015). 
 
Table 8-3: Overview over the significant effects of interviewer’ characteristics on formal meta-
indicators in the real and in the falsified data 
 
Effects in 
real data 
Effects in 
falsified data (p<.05) 
Interviewer’s gender (no effect) Primacy 
Payment scheme (no effect) Non-differentiation 
Interviewer’s attitude towards future (no effect) 
Non-differentiation,  
acquiescent response style 
Interviewer’s attitude towards rules (no effect) Rounding, non-differentiation 
Interviewer’s awareness (no effect) Non-differentiation 
Source: Winker et al., 2015: 429-431 (condensed table) 
 
We also analyzed interviewer effects on substantive findings and for that purpose estimated 
different multi-level models. We analyzed the income of the respondents and their anomy (i.e. 
the perceived lack of norms and rules) as well as the healthy eating behavior and political 
participation as dependent variables (Landrock, 2017b). For all four examples, we find no 
interviewer effects in the real data, but strong interviewer effects in the falsified data (see 
Table 8-4). 
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Table 8-4: Interviewer effects (i.e., intraclass correlations ICC) in the real and in the falsified data, 
dependent variables: income, political participation, anomy, healthy eating behavior 
ICC Income Political participation Anomy Eating healthy 
Real data .025 .017 .050 .067 
Falsified data .205 .165 .194 .213 
Source: Landrock, 2017b: 19-20 (condensed table) 
 
For three of the four dependent variables, the interviewers’ gender influences the reported 
responses in the case of falsified data. Again, in the case of falsified data, we find in all four 
models significant effects and robust correlations between the answer of the fictitious 
respondents and the interviewers’ own answer to the same question in the survey 
questionnaire (see Table 8-5). This means that the reported falsified income, anomy, healthy 
eating behavior, and political participation, are strongly influenced by the income, anomy, 
healthy eating behavior and political participation of the falsifying interviewer (Landrock, 
2017b). Against the background of strong interviewer effects in the falsified data we can 
recommend empirically researching social scientists to collect as much information as 
possible about their interviewers, since this information may help to identify falsifications 
(Winker et al., 2015; Landrock, 2017b). 
 
Table 8-5: Results of ML regression in the falsified data, overview over significant independent 
variables on the interviewer level; dependent variables: income, political participation, 
anomy, eating healthy 
 Interviewer’s gender = female  
(ref. male) 
Interviewers’ answer  
to the same question 
Income (-) + 
Political participation + + 
Anomy (n.s.) + 
Eating healthy - + 
+ positive significant effect (p<.05); - negative significant effect (p<.05);  
(+) positive effect p<.10; (-) negative effect (p<.10); (n.s.) not significant 
Source: Landrock (2017b: 21-22, 24-25), (condensed table) 
 
8.5 Experimental and Quasi-experimental Research Designs 
 
8.5.1 The Rationale of Experimental Research 
One major disadvantage of non-experimental social science research, in particular of cross-
sectional studies, is the fact that it is not possible to control for all relevant or potentially 
confounding variables. These non-controlled variables may be correlated with explaining 
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variables, and they may influence the outcome variables, i.e. the dependent variable a 
researcher is interested in (Angrist and Pischke, 2015). Thus, in non-experimental research, 
selection biases may occur21: Differences, for example, in the means of the outcome variable 
are not caused by the identified explaining variable, but by unobserved differences between 
the groups, regardless of the treatment (Angrist and Pischke, 2015).  
The elimination of this selection bias is the main advantage of experimental 
approaches over survey research and a way in which experimental designs can specifically 
contribute to social science knowledge. The key element of experimental research design is, 
aside from manipulation of one condition, random assignment (Angrist and Pischke, 2015; 
Diekmann, 2010). Randomized assignment to treatment and control groups eliminates 
selection biases (Angrist and Pischke, 2015), because treatment and control groups differ only 
in the type of treatment and are similar otherwise (Angrist and Pischke, 2015). Randomization 
leads to similar groups because the randomly assigned individuals come from the same 
population. Thus, experiments assure a high internal validity because through randomization 
the researcher can control for selection biases, which may be caused by unobserved 
differences (Diekmann, 2010). 
However, there are also drawbacks regarding the implementation of randomized 
experimental designs. The treatment and control group will only be similar if the groups are 
large enough (Angrist and Pischke, 2015; Diekmann, 2010). Difficulties arise if the number of 
cases remains small, because in that case randomization may not lead to similarity of the 
treatment and control groups (Diekmann, 2010). 
The implementation of experiments and random assignment requires much effort and 
there may be cases where randomization is impossible, for example due to practical or ethical 
issues22 (Diekmann, 2010). One may consider that randomization is not the only way to 
identify causal relations and to make comparisons possible (Angrist and Pischke, 2015). In 
any randomized and unrandomized setup, it is useful to check for balanced answers to 
questions, whether participants of the treatment and control groups are in fact similar (Angrist 
and Pischke, 2015). All in all, there are research questions where randomization is neither 
suitable nor required. In such cases, quasi-experiments – i.e. experiments without 
                                                          
21
 Angrist and Pischke (2015) described the selection bias on the example of health insurance. People with 
health insurance are healthier than people without. However, there might be a causal effect of health insurance 
on health, but there are also unobserved differences like education, employment and income, which are related to 
health insurance status as well as to health (Angrist and Pischke, 2015). 
22
 For example the non-treatment in medical experiments touches ethical issues (cp. Diekmann, 2010). 
90 
randomization – may be appropriate (Diekmann, 2010). 
 
8.5.2 Quasi-experimental Designs 
As described above, random assignments enable experimental control as well as internal 
validity, because selection biases cannot occur since the groups are similar (Shadish et al., 
2002). Nevertheless randomization “is just one part of experimental design” (Shadish et al., 
2002: 256), which may be “conceptually irrelevant” (Shadish et al., 2002: 256) and difficult to 
implement.  
There are some further limitations concerning the feasibility of a large experiment, in 
particular in cases like the IFiS project where the intended and conducted analyses required a 
large number of cases. If randomization cannot adequately be implemented, a quasi-
experimental controlled design may be more appropriate (Shadish et al., 2002).  
Quasi-experimental controlled designs are suitable when the researcher knows that the 
treatment works and that the effects or changes are caused by treatment. Then quasi-
experimental controlled designs can give evidence regarding treatment effects (Shadish et al., 
2002). Although quasi-experimental designs cannot completely control for all unobserved 
differences “alternative explanations can sometimes be made implausible” (Shadish et al., 
2002: 252). The application of quasi-experimentation may be suitable in cases which require 
following the experimental rationale of manipulation without randomized assignment 
(Diekmann, 2010). 
 
8.5.3 External Validity and Generalizability 
One central issue concerning experimental research is the question of external validity, i.e. 
whether the results of experimental studies can be transferred to social reality (Diekmann, 
2010; Levitt and List, 2007). There are some differences between experimental settings and 
social reality, namely moral considerations of the participants, the processes of self-selection, 
and their knowledge of being monitored (Levitt and List, 2007). This means that the 
participants are volunteers and they know that they are being observed by researchers (Levitt 
and List, 2007). An additional, and presumably in the case of the IFiS project the most serious 
aspect, is that the participants assume that there is a legitimate purpose of the experiment 
which may influence decisions (Levitt and List, 2007). 
The generalizability of laboratory experiments is further limited by the fact that 
alternative actions are artificially restricted and that it is not possible to control completely for 
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all contextual factors of a participant (Levitt and List, 2007). In contrast, field experiments as 
well as quasi-experimental approaches require a theory-driven research design to conduct the 
study adequately and interpret the results reasonably (Wolbring and Keuschnigg, 2015). 
Further problems of generalizability refer to the fact that the situation is abstract and 
not comparable with real life (Franzen and Pointner, 2013). Additionally, the participants of 
experiments are usually students (Franzen and Pointner, 2013), which is also true for the IFiS 
project. All these issues indicate that the results of laboratory or field experiments as well as 
quasi-experimental designs are not always generalizable. However, there is a strong 
recommendation for a theory-driven implementation of experimental designs to enable 
transferring the attained results into social reality: 
“Theory is the tool that permits us to take results from one environment to predict in another.” 
(Levitt and List, 2007: 170) 
 
8.6 Benefits of Quasi-experimental Controlled Design Implemented by IFiS 
Coming from the methodological principles of experimental research, the optimal 
experimental design to conduct the IFiS project would have consisted of three stages (see 
Angrist and Pischke, 2015): Firstly, we would have defined target persons and recruited these 
respondents to fill in the questionnaire as a reference. Secondly, we would have recruited 
interviewers and randomly assigned them to the control group of real interviewers or to the 
treatment group of falsifying interviewers. There would have been comprehensive field 
control procedures implemented to ensure that the interviews were obtained correctly and that 
the real interviewers were honest. The treatment group of falsifying interviewers would have 
fabricated the interviews in the lab as done in the actual implemented experimental setup. 
Finally, we would have collected the data and compared and analyzed the responses reported 
by real and falsifying interviewers. 
There are many good reasons why we did not implement an experimental design with 
randomized assignment: Firstly, our intended multivariate analyses required a large amount of 
data. That implied that we had to obtain the largest number of cases as possible to compare 
real and falsified data comprehensively. Thus, it would have been quite counterproductive to 
split our group of interviewers. The two randomly assigned groups would not have met the 
requirements of being large enough to be similar with respect to unobserved differences (cp. 
Angrist and Pischke, 2015) as well as to conduct the intended multivariate analyses. 
We would also have had to face the problem of repeated measurements of the survey 
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respondents, which may have led to maturing effects (Imbens and Rubin, 2015). 
For these important reasons we decided to implement a design where in each step the 
same subjects were observed. Firstly, all interviewers conducted real interviews; secondly, all 
interviewers conducted falsified interviews. Thus, applying a sort of “within-subject design” 
(Franzen and Pointner, 2013), we were able to control for unobserved differences and 
therefore eliminate selection biases through an approach where each interviewer conducted 
real and falsified interviews. 
We have to consider that randomized experiments have “many practical problems” 
(Shadish et al., 2002: 277), which limit randomization (Shadish et al., 2002). In the case of 
our study randomization could not adequately be implemented because of the requirement of 
the largest possible number of cases. 
When randomization is not feasible, quasi-experimental controlled designs, or quasi-
experiments, can be implemented instead. Quasi-experimental approaches are suitable 
particularly when the researcher knows that the treatment works and that the effects or 
observed changes are in fact caused by the treatment. That in turn requires a theory-driven 
implementation of study design (Franzen and Pointner, 2013; Wolbring and Keuschnigg, 
2015) which enables quasi-experimental controlled designs to give evidence about the 
treatment effects. One can say that quasi-experimental designs are suitable when “alternative 
explanations can (…) be made implausible” (Shadish et al., 2002: 252; see above). In the IFiS 
project we applied a quasi-experimental design, i.e. an experiment without randomization, 
which follows an experimental rationale. 
Although we gain important benefit with the chosen quasi-experimental setup, there 
are some limitations and problems regarding the generalizability of findings. Firstly, like in all 
laboratory experiments, our participants have volunteered to take part in the experiment, i.e. 
their decision to take part was intentional, which also means that they were aware of the fact 
that they were under observation (Franzen and Pointner, 2013). In the framework of the IFiS 
project one may assume that student volunteers are particularly interested in science and 
research and therefore, for example, more capable than others to apply social science theories 
while falsifying (Levitt and List, 2007). Furthermore, experimental and quasi-experimental 
designs cannot control completely for all contextual factors of a participant (Franzen and 
Pointner, 2013). The context of the participant, in the case of conducting real interviews in 
IFiS, includes for example the interviewer’s gender or his/her attitudes; these may influence 
the real interviews and cause interviewer effects. In the case of falsifications, probably the 
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perception of social norms or own experiences may influence the falsified data (cp. Levitt and 
List, 2007). 
Experimental and quasi-experimental designs artificially restrict the possible actions 
of the participants (Franzen and Pointner, 2013). In a real fieldwork setting the interviewers 
would not be restricted to the two options of being either honest or falsifying entire 
interviews; they would also be able to choose alternative actions and, for example, decide to 
conduct partial falsifications. A further limitation is that participants in experimental and 
quasi-experimental studies assume that there is a legitimate purpose for the experience, which 
may influence decisions (Franzen and Pointner, 2013). In the case of the IFiS project, 
instructed falsifications in the lab were intended and legitimated, which is definitely not the 
case in real life. It is, for example, not completely clear, whether the falsifiers have invented 
the same responses as “real” falsifiers would have, who would have needed to avoid being 
detected. We tried to solve this problem by implementing a lottery game, where three of those 
falsifiers, who were not detected by us, were paid 100 Euros (Menold and Kemper, 2014). 
Additionally, as mentioned before, all interviewers conducted both, real and falsified 
interviews, which eliminates selection bias. Regarding this repeated measurement, we must 
consider that we cannot control for changes which may have occurred in the meantime (cp. 
Angrist and Pischke, 2015). The falsifiers became familiar with the real respondents and 
therefore may have been able to reproduce typical responses. However, this is not 
problematic, since in a real fieldwork setting falsifying interviewers may also conduct honest 
interviews before beginning to falsify. 
 
8.7 Conclusion 
This paper discusses the potentials and limitations of experimentally orientated research in 
Sociology – using the example of the IFiS project on identification of interviewer 
falsifications. The research question was whether our quasi-experimental setup is appropriate 
to analyze differences between real and falsified survey data. Or more concrete: Whether our 
findings on interviewer falsifications are generalizable. 
The starting point was that research on interviewer falsifications in survey data is 
nearly impossible without experimental manipulation, as it is hard to find confirmed 
falsifications and confirmed real interviews from a real fieldwork setting. Furthermore, in the 
case of IFiS, randomization was not feasible because of practical reasons in obtaining the 
largest possible number of cases. 
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To conclude, there are advantages, but also limitations of quasi-experimental research on the 
example of interviewer falsifications in surveys. With respect to limitations, one can find 
reasons which may lead to the assumption that the results are not generalizable. Firstly, the 
experimental setup, particularly the instructed falsifications in the lab, generates an abstract 
situation which is not comparable with real life (cp. Franzen and Pointner, 2013). This also 
implies that it is not possible to control for all potentially relevant social conditions. Another 
reason which may limit generalizability can be found in the non-representativeness of the 
sample of student participants (cp. Franzen and Pointner, 2013). In our study, this is true for 
the interviewers as well as for the interviewees. Nevertheless, one may assume that in a real 
fieldwork setting at least interviewers are often students. Secondly, there is no proof for the 
assumption that actual falsifiers in real survey fieldwork would falsify interviews in the same 
way as the participants in our study. However, there is also no reason to believe that this 
assumption is wrong. Thirdly, the results of experimental setups are not always generalizable, 
but the strength of the IFiS project lies in the theory-driven approach to research on 
interviewer falsifications. Theoretically reasoned experimental designs allow transferring the 
results out of the laboratory and into social reality (cp. Levitt and List, 2007). 
Nevertheless, our project has meaningful strengths. Our data enable comparisons 
between real and falsified survey data and thus to find ways and methods which help to 
identify interviewer falsifications. Finally, only experimental or quasi-experimental 
approaches allow controlling for the number of falsifications as well as knowing precisely 
which interviews are confirmed falsified and which were confirmed real. 
On the base of the knowledge gained from the described quasi-experimental study, we 
continued our work on interviewer falsifications and conducted the next stage of the project as 
a field experiment in the strict sense of the word to obtain “real” falsifications in a real 
fieldwork setting. 
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9. Summary of results 
 
9.1 First application: Explaining healthy food consumption 
 
Publication 1: 
Landrock, Uta and Menold, Natalja (2016): Validation of Theoretical Assumptions with Real 
and Falsified Survey Data. Statistical Journal of the IAOS 32(3): 305-312. 
 
In this paper, with Natalja Menold as co-author, I analyze differences between real and 
falsified data with respect to theory-driven multivariate regression models. As a first of two 
examples for a realistic research endeavor in social sciences, I examine the determinants that 
explain healthy eating behavior. As an underlying theoretical approach for predicting self-
reported healthy eating behavior, the theory of planned behavior (Ajzen, 1991) was applied. 
Attitudes towards this behavior, subjective norms, perceived behavioral control, and intention 
to eat healthy are assumed to be predicting variables. The regression model includes three 
blocks of independent variables: theory-driven explaining variables as mentioned above, 
sociodemographic variables, and variables regarding stereotypical relations as ad hoc 
predictors. OLS regressions are calculated separately for real and falsified data, afterwards the 
results are compared (Table 9-1). 
 
In the following the hypotheses are reviewed. The hypotheses H1.1, H1.2, and H1.3 can be 
confirmed: 
H1.1: For the theoretically predicted determinants there are more significant effects in the 
real than in the falsified data. 
Although in the falsified data intention and perceived behavioral control show significant 
effects (p<.05), there are more significant effects of theory-driven explaining variables in the 
real data. Attitude, subjective norm, perceived behavioral control, and intention significantly 
affect the healthy food consumption, as predicted by the theory of planned behavior. 
 
H1.2: For real sociodemographic information known to falsifying interviewers, there are 
more significant effects in the falsified than in the real data. 
All four sociodemographic variables were significant at least at the 10% level in the case of 
the falsified data. In the real data only one variable is significant. 
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H1.3: For further correlates (based on common stereotypes), there are more significant 
effects in the falsified than in the real data. 
In the real data no stereotypical correlation can be identified. By contrast, in the fabricated 
data the falsifiers invent significant correlations for all four stereotypical independent 
variables. 
 
Hypothesis H1.4 cannot be confirmed: 
H1.4: The falsifiers construct more consistent cases than real life; therefore, the explained 
variance is higher in the falsified than in the real data. 
In the real data the overall explained variance is slightly higher than in the falsified data. The 
findings of Reuband (1990) and Schnell (1991) cannot be replicated. One possible 
explanation may be that the question whether explained variances are higher in the real or in 
the falsified data depends on the dependent variable: The better a variable can be explained by 
social science theories and the less it is linked to existing stereotypes the more likely it is that 
the explained variance of regression models is higher in the real than in the falsified data. 
Furthermore, this result corresponds with the findings of Schraepler and Wagner (2003), who 
also report that the consideration of falsified data reduces the explained variances. In the case 
of healthy eating, high ratios of explained variance are achieved in the real data (adjusted R-
squared of .50) because the theory of planned behavior is very well suited for explaining 
healthy eating. In the case of falsified data high ratios of explained variance are achieved 
(adjusted R-squared of .48) because falsifiers here evidently draw on strong stereotypes. 
Consequently, there are virtually no differences in the explained variances. Thus, one may 
conclude that the explained variance per se is not a good indicator to distinguish between real 
and falsified data. For this purpose one should, instead, compare which explaining variables 
are statistically significant. 
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Table 9-1: Overview over independent variables that are significant either in the real or in the 
falsified data; dependent variable: healthy food consumption 
Included variables Real data Falsified data 
Theory-driven variables:   
Attitude - (-) 
Subjective norm + (n.s.) 
Perceived behavioral control + + 
Intention + + 
Sociodemographic variables:   
Gender = female   (reference: male) (n.s.) (+) 
Living with parents   (reference: all others) (n.s.) + 
Being single   (reference: having a partner) (n.s.) + 
University as the center of interests and activities  
(ref.: university not as center) 
+ (+) 
Stereotypical relations:   
TV consumption in min/day (n.s.) - 
Doing sports   (reference: no) (n.s.) + 
Favorite dessert is healthy   (reference: unhealthy) (n.s.) + 
BMI (n.s.) - 
Adj. R
2
 (sign.) .50 (.000) .48 (.000) 
+ positive significant effect (p<.05); - negative significant effect (p<.05); 
(+) positive effect p<.10; (-) negative effect (p<.10); (n.s.) not significant 
Source: Landrock, 2017c; Landrock and Menold, 2016: 310 (condensed table) 
 
The results show that falsifiers rather do not apply social science theories. Instead, they seem 
to rely on stereotypes in order to invent as plausible data as possible. Furthermore they 
strongly rely on the sociodemographic information that they have been given (and that in a 
real fieldwork setting could easily be collected by a falsifying interviewer in a short 
interview). Falsifiers overestimate the influence of sociodemographic background and (other) 
stereotypical variables and underestimate the predicting effects of theory-driven variables – 
these relations seem to be difficult to reproduce by falsifying interviewers. This is a new 
finding in the research on interviewer falsifications, which may help to better understand the 
impact of falsified data on the results of substantial social science research. 
 
The research design in this paper could have been altered in a few ways: The theory of 
planned behavior could have been applied to predict the intention (rather than the behavior) 
by attitude, subjective norm, and perceived behavioral control. Healthy eating behavior, in 
turn, could have been explained by intention and perceived behavioral control only, as 
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suggested by Ajzen (1991), instead of including attitude, subjective norm, and perceived 
behavioral control as well as intention in one single model. Also, one could have used the 
entire dataset and not only a subsample of interviewers. It remains to future research to test 
whether the presented results are robust enough to hold up if the research design is varied in 
these ways. 
 
9.2 Second application: Explaining Political Participation 
 
Publication 2: 
Landrock, Uta (2017a): Explaining Political Participation – A Comparison of Real and 
Falsified Survey Data. Statistical Journal of the IAOS 32(3): 447-458. 
 
The second paper, just as the first paper, aims to answer the question how real and falsified 
data differ with respect to theory-driven multivariate analyses and, accordingly, what effects 
falsified data have on substantial social science research. In the first publication, the 
explanation of healthy food consumption was taken as an example for a research endeavor – a 
behavior for which presumably comparably many stereotypes exist (even with respect to the 
theoretically predicted variables) and everyday knowledge can be applied rather easily. By 
contrast, in the second publication a considerably more complex and abstract correlation is 
examined, where falsifying interviewers presumably have to spend higher effort: I take the 
example of explaining political participation for which a scientifically accepted model with 
established operationalization and measurements (see Barnes et al., 1979) was applied. This 
second example for a research endeavor that actual social sciences are concerned with also 
serves to increase the reliability and generalizability of the findings. Therefore the comparison 
of the findings of the first two papers is of particular interest. 
 
The corresponding OLS regression in the second paper, explaining political participation, 
follows the rationale of the model for healthy eating behavior (see previous section) to enable 
comparisons between the two examples: In a first block of independent variables, the theory-
driven predicting variables are included. In this case, these are based on the explanatory 
model of Barnes and Kaase and colleagues (1979). The second block consists of 
sociodemographic variables, known to the falsifiers, and the third one of stereotypical 
variables (Table 9-2). 
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Table 9-2: Overview over independent variables that are significant either in the real or in the 
falsified data; dependent variable: political participation 
Included variables Real data Falsified data 
Theory-driven variables:   
Internal political efficacy + + 
Dissatisfaction with individual economic situation (-) (n.s.) 
Political dissatisfaction + (n.s.) 
Sociodemographic variables:   
Gender = female   (reference: male) + + 
Further correlates found in research:   
Self-placement on the left-right-dimension    
(1 = right, 10 = left) 
(n.s.) + 
Adj. R
2
 (sign.) .17 (.000) .23 (.000) 
+ positive significant effect (p<.05); - negative significant effect (p<.05);  
(+) positive effect p<.10; (-) negative effect (p<.10); (n.s.) not significant 
Source: Landrock, 2017c; Landrock, 2017a: 454 (condensed table) 
 
With respect to the hypotheses, the following results can be reported: The hypotheses H1.1, 
H1.3, and H1.4 can be confirmed. 
H1.1: For the theoretically predicted determinants there are more significant effects in the 
real than in the falsified data. 
In the falsified data only internal political efficacy has a significant effect. In the real data, 
three independent variables – internal political efficacy, dissatisfaction with individual 
economic situation, and political dissatisfaction – are statistically significant, at least at the 
10% level. 
 
H1.3: For further correlates (found in research), there are more significant effects in the 
falsified than in the real data. 
In the falsified data, the effect of further correlates found in research, namely self-placement 
on the left-right-dimension, is significant – this is not the case in the real data. 
 
H1.4: The falsifiers construct more consistent cases than real life; therefore, the explained 
variance is higher in the falsified than in the real data. 
The adjusted R-squared reaches 0.23 for the falsified data, but only 0.17 in the real data. With 
respect to the first paper and the interpretation of the unconfirmed hypothesis there, it has to 
be noted that it cannot be generalized that explained variances are higher in falsified that in 
real data. However, political participation seems to be a dependent variable for which the 
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assumption of higher explained variances in falsified data is true. This may be interpreted in a 
way that for political participation the existing stereotypes and implicit knowledge of 
falsifiers are stronger in relation to the ability of social science theories to actually explain the 
real phenomenon. In the real data where one could have expected a strong influence of the 
theory-driven variables the reached adjusted R-squared value is lower than in the falsified 
data where stereotypes and implicit knowledge gain relevance. 
 
By contrast, hypothesis H1.2 cannot be confirmed: 
H1.2: For real sociodemographic information known to falsifying interviewers, there are 
more significant effects in the falsified than in the real data. 
Gender as sociodemographic variable is significant in both datasets. In the case of falsified 
data such effect was expected because it is known that falsifiers overestimate the effect of 
sociodemographic information. For the real dataset the effect of gender was shown in 
previous research on political participation (see Marsh and Kaase, 1979). Considering the fact 
that in this case the influence of gender is real, the data provide little opportunity for an 
overestimation of the sociodemographic background and a confirmation of H1.2. Probably the 
falsifying interviewers learned about the effect of gender in the real interviews that they had 
conducted before they falsified interviews. This may have contributed to diminish the 
differences between real and falsified data. 
It needs to be concluded that the predicted differences between real and falsified data 
can only be confirmed if there is a suitable selection of independent variables in the models. 
In the case of political participation particularly the variable gender is not suitable since it is 
meaningful in real and in falsified data. 
 
Table 9-3: Overview over the tested hypotheses regarding the dependent variables: healthy eating 
and political participation 
 Healthy eating Political participation 
H1: theory-driven variables Confirmed Confirmed 
H2: sociodemographic information Confirmed Not confirmed 
H3: further correlates Confirmed Confirmed 
H4: explained variances Not confirmed Confirmed 
 
The results show, like in the case of the explanation of healthy eating and the application of 
the theory of planned behavior, that falsifiers are not fully able to invent models of explaining 
behavior that are consistent with social science theories (see overview in Table 9-3). In 
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contrast to the case of healthy eating, in the example of explaining political participation the 
falsifiers do not overestimate the influence of sociodemographic characteristics, namely 
gender. That is foremost due to the relevance of gender in the real data, which limits the 
possibility of any overestimation. The only other sociodemographic variable that had been 
tested in the models is age, which remains statistically insignificant in both datasets, probably 
because of the very limited variation within the sample of student participants. Nevertheless, 
this paper replicates the main result of the first publication and confirms that falsifying 
interviewers overestimate stereotypical relationships and underestimate the influence of the 
theory-driven explaining determinants. Complex correlations that do not correspond to 
stereotypes and everyday knowledge are difficult to falsify. 
 
9.3 Interviewer effects 
 
Publication 3: 
Landrock, Uta (2017b): How interviewer effects differ in real and falsified survey data. Using 
multilevel analysis to identify interviewer falsifications. mda 11(2): 165-190. 
 
This paper aims to answer how real and falsified survey data differ with respect to interviewer 
effects. Interviewer effects occur when respondents do not only respond to survey questions, 
but also to characteristics and behaviors of interviewers (see Bogner and Landrock, 2016). 
Consequently, interviewer effects may cause biased data and influence substantive social 
science research (Beullens and Loosveldt, 2016). Thus, they may affect data quality. 
For falsified responses, interviewer effects in the sense of its definition cannot occur 
since an interaction of interviewer and respondent has never occurred. Nevertheless, the 
falsifying interviewer has a direct and obviously very strong impact on the reported responses. 
Therefore, one can expect that interviewer effects – in the sense of a statistical correlation 
between interviewer and reported answers – may be particularly strong in falsified data. 
The question is how interviewers bring in their life in the real as well as in the falsified 
survey data in comparison. To provide an answer to this question intraclass correlations are 
calculated and multilevel regression analyses are applied on the example of four dependent 
variables, which can be considered as particularly prone to interviewer effects (at least in real 
data). The dependent variables are income, political participation, anomy, and healthy eating. 
Income is an example of a sensitive, open-ended, factual question. Political participation and 
102 
healthy eating are behavioral questions. Anomy is an application for an attitudinal question. 
Real and falsified data are analyzed separately, and then the results are compared (Table 9-4 
and 9-5). 
 
Table 9-4: Interviewer effects (i.e., intraclass correlations ICC) in the real and in the falsified data, 
dependent variables: income, political participation, anomy, healthy eating behavior 
ICC Income Political participation Anomy Healthy eating 
Real data .025 .017 .050 .067 
Falsified data .205 .165 .194 .213 
Source: Landrock, 2017c; Landrock, 2017b: 16, 17 (condensed table) 
 
Table 9-5: Results of multilevel regression analyses in the falsified data, overview over significant 
independent variables on the interviewer level; dependent variables: income, political 
participation, anomy, eating healthy 
 Interviewer’s gender = female  
(ref. male) 
Interviewers’ answer  
to the same question 
Income (-) + 
Political participation + + 
Anomy (n.s.) + 
Eating healthy - + 
+ positive significant effect (p<.05); - negative significant effect (p<.05);  
(+) positive effect p<.10; (-) negative effect (p<.10); (n.s.) not significant 
Source: Landrock, 2017c; Landrock, 2017b: 18, 20 (condensed table) 
 
With respect to the general hypotheses I find the following: 
H2.1: Interviewer effects occur both in real and in falsified data. 
This hypothesis cannot be confirmed, because interviewer effects were identified in the 
falsified data only, but not in the real data (see ICCs in Table 9-4). Despite the fact that 
interviewer effects generally can occur in survey research this is not the case in the interviews 
conducted in the IFiS project – maybe because the student interviewers were particularly 
intrinsically motivated to fulfil the interviewer guidelines accurately (when asked to do so) 
and because the interviews were audio-recorded so that there was a high level of social 
control. 
 
H2.2: The interviewer effects in falsified data are larger than in real data. 
This hypothesis can be evidently confirmed (see ICCs in Table 9-4). In the falsified data 
strong interviewer effects are found. In the real data no interviewer effects occur at all. This 
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supports the assumption that the direct influence of a falsifying interviewer on the reported 
answers creates particularly strong interviewer effects in the sense of statistical correlations 
between the interviewer and the reported answers. 
 
Which interviewer characteristics find their way into the data? Regarding this question the 
same hypotheses were formulated for real and for falsified data equally. Given that, in the real 
data, no interviewer effects occurred at all none of these hypotheses can be confirmed for the 
real data. For the falsified data, some of the hypotheses can be confirmed and others cannot 
(see Table 9-5). Hypotheses H2.3b, H2.3d, and H2.3e cannot be confirmed: 
 
H2.3b: The magnitude of interviewer effects depends on the interviewer’s experience. 
The effect of the interviewer’s experience is statistically insignificant. 
 
H2.3d: The occurrence and magnitude of interviewer effects depends on the personality traits 
of the interviewer. 
The data at hand allowed testing the influence of extraversion, conscientiousness, and 
perceived self-efficacy. The effects of the personality traits of the interviewer are statistically 
insignificant. 
 
H2.3e: The magnitude of interviewer effects depends on the interviewer payment scheme 
used (payment per completed interview vs. payment per hour). 
The effect of the payment scheme is statistically insignificant. 
 
Neither in the real nor in the falsified data an effect of any of the mentioned characteristics of 
the interviewer or of the interview situation, namely experience, personality traits, and 
payment scheme, on any of the dependent variables is found. Possibly, this can be explained 
by the fact that these hypotheses are inspired by the state of research on interviewer effects in 
real data, whereas the statistical influence of falsifiers on the reported answers might follow 
different mechanisms and rules. The payment scheme, for example, may be a condition 
affecting the interviewer’s motivation to invest time and energy in the accurate realization of 
interviewer instructions (when conducting real interviews). It may also affect the likelihood 
that an interviewer decides to falsify, instead of conducting real interviews. But maybe it does 
not affect the way in which a falsifier falsifies an interview. For both groups of interviewers, 
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interviewers paid per hour and interviewers paid per completed interview, it is of crucial 
importance not to be detected – independent from the applied payment scheme. Thus, both 
have the same motivation to invest time and effort in the invention of false responses. The 
same may be true in respect to the interviewer’s experience and the interviewer’s personality 
traits. 
 
Hypotheses H2.3a and H2.3c do find empirical support: 
H2.3a: The core sociodemographic characteristics of the interviewers affect the reported 
responses. 
For the real data, no effect of the core sociodemographic characteristics is found. By contrast, 
in the falsified data, I identify an effect of the interviewer’s gender on the reported income, 
political participation, and healthy food consumption. The reported political participation is 
higher if falsifying interviewers are female; the reported income is higher and the eating 
behavior is healthier if falsifying interviewers are male. Therefore, in the case of falsified 
data, this hypothesis can be confirmed with respect to gender. Female and male falsifiers 
seem to perceive social realities differently and have different stereotypes which they translate 
into their invented responses. 
 
H2.3c: Associations exist between the behaviors and attitudes of interviewers and the reported 
behaviors and attitudes of the respondents they interview. 
This hypothesis has to be rejected for the real data (see above) but finds strong support in the 
falsified data. Significant positive correlations between the invented respondents’ answers and 
the interviewers’ answers to same survey questions can be shown for all four dependent 
variables. Obviously falsifying interviewers take their own social reality and their own 
attitudes and behaviors as an inspiration for inventing plausible responses. 
 
To sum up: In the real data no interviewer effects occur at all – a finding that can be taken as 
an indication for good data quality in the real interviews conducted in the IFiS project. By 
contrast, in the fabricated data the falsifiers’ characteristics, attitudes and behaviors find their 
way into the data and affect the fictitious answers of the respondents. These influences are 
very strong. Thus, the assumption is confirmed that due to the direct strong impact of 
falsifying interviewers on the reported responses, interviewer effects are particularly strong in 
falsified data. Among the falsifiers’ characteristics, attitudes and behaviors, particularly the 
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falsifier’s gender as well as his or her answer to the same question in the questionnaire have 
strong influence on the reported answers. By these insights, this publication contributes 
substantially to the research on interviewer falsifications. It also may offer a key for 
identifying datasets that are substantially contaminated by interviewer falsifications, that is, 
strong statistically significant interviewer effects can serve as an indication. 
 
9.4 Methodological Considerations regarding the quasi-experimental design 
 
Publication 4: 
Landrock, Uta (2017c): Investigating Interviewer Falsifications – A Quasi-experimental 
Design. Bulletin of Sociological Methodology 136(1): 5-20. 
 
In this paper the potentials and limitations of quasi-experimental setups are discussed in 
general, using the example of the IFiS research project. The question this publication aims to 
answer is, whether the reported results are generalizable. In other word: Is the applied quasi-
experimental design appropriate to analyze differences between real and falsified survey data 
at all? One important aspect lies in the fact that it is nearly impossible to find datasets with 
confirmed real and confirmed falsified survey data (see Winker et al., 2015). This means there 
are no good alternatives for experimental or quasi-experimental methods in order to research 
differences between real and falsified survey data. The main argument for choosing a quasi-
experimental rather than an experimental design is that in the frame of the IFiS project the 
largest possible number of cases is needed to realize the statistical analyses. Therefore 
randomization does not seem appropriate. 
There are some reasons to doubt that the reported results are generalizable. One reason 
may be that the experimental setup creates an artificial situation that is not comparable to a 
real fieldwork setting, in which falsifying implies deviating from the interviewer instruction, 
instead of following the instruction to falsify. Another argument could be that the sample is 
too homogeneous because the participants are students. Additionally, there is no evidence that 
actual falsifiers would fabricate interviews in the same way as done in the IFiS project. On the 
other hand, there is also no reason to assume that this should not be the case. And the fact that 
all interviewers are students could also occur in a real fieldwork setting in actual survey 
research. The main argument for considering the data based on quasi-experimental research as 
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generalizable is the theory-driven approach of the IFiS project which allows transferring the 
results from the lab into social reality (see Levitt and List, 2007).  
Accordingly, one can conclude that the quasi-experimental setup of the IFiS project is 
appropriate for research on interviewer falsifications, or at least the most appropriate approach 
that is feasible. The collected data allow comparing real and falsified survey data and thus 
offer the opportunity to search for strategies for identifying interviewer falsifications. 
 
 
10. Conclusion 
This PhD thesis researches differences between real and falsified survey data and aims to 
answer two questions: Which effects do falsified data have on substantial findings from 
theory-driven multivariate analyses? And: In what ways do interviewer effects differ in 
falsified data, compared to real data? Thus, it contributes to the research on interviewer 
falsifications. 
 
The estimated theory-driven OLS regressions give evidence that falsifiers are not able to 
produce data in full accordance with the predictions of social science theories. The theory-
driven explaining variables have – as predicted – more significant effects in the real and fewer 
in the falsified data. By contrast, further correlates that either refer to common stereotypes or 
that were found to be relevant under certain conditions have more significant effects in the 
falsified than in the real data. These findings may be considered as new insights in the 
research on interviewer falsification. 
The same principally seems to be true for sociodemographic characteristics, even if 
the assumption of more significant effects of sociodemographic variables in the falsified than 
in the real data cannot be confirmed in both papers. However, falsifying interviewers 
obviously utilize satisficing strategies, general stereotypes and implicit or explicit everyday 
knowledge in order to invent plausible patterns of answers, and yet minimize the invested 
time and effort. Insofar, interviewers try to reach given goals with a minimum of invested 
resources. This also confirms the underlying theoretical assumptions that the behavior of 
interviewers – when deciding to conduct a real interview or to falsify and when deciding on 
how to falsify – can be explained by rational choice models. 
This difference in which types of independent variables – theory-driven vs. further 
correlates vs. sociodemographic – turn out to be significant and have strong effects seems to 
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be decisive for the question which effects falsified data have on the results of content-related, 
theory-driven multivariate research. And, in principal, it could provide a key for identifying 
interviewer falsifications. 
However, in a real research setting it will be hard or even impossible to evaluate 
whether the effects of the theoretically predicted explaining variables are weak enough and 
the effects of the stereotypical and sociodemographic variables strong enough to assume that 
interviewer falsifications have occurred. The difference can be detected in direct comparison 
of confirmed real and confirmed falsified data. By contrast, without a reference which effects 
exactly have to be expected in a dataset that is not contaminated by falsified interviews at all, 
the effects in a contaminated dataset will very likely not appear to be suspicious. Therefore it 
is doubtful whether the differences between real and falsified data, identified in the here 
presented research, may provide a reliable key for identifying interviewer falsifications in 
practice. 
A further reason why the presented differences between real and falsified data 
(regarding which independent variables have significant effects) are not a practical key for the 
identification of falsifications is that they do not occur reliably enough. Their occurrence 
depends on rather technical aspects, as is shown by the second paper. In the case of explaining 
political participation (unlike in the case of explaining healthy eating behavior), the 
assumption that falsifiers overestimate the effects of sociodemographic variables cannot be 
confirmed. In the sample consisting of students only, the respondents’ age turns out to be too 
homogeneous to be significant in the real or in the falsified data. Gender, instead, turns out to 
be significant in the real data already and therefore does not provide a further occasion in the 
falsified data to overestimate any sociodemographic influence. Accordingly in this case, the 
selection of independent sociodemographic variables does not allow confirming the 
hypothesis that the effect of sociodemographic characteristics is overestimated by falsifiers. 
Such may happen in other cases also. That means that the described differences between real 
and falsified data with respect to which independent variables have significant effects 
principally in fact do exist. However, it is not guaranteed that they can be measured in 
practice and, thus, can be applied to identify interviewer falsifications. 
Regarding overall explained variances of regression analyses, also ambiguous findings 
have to be reported. In the case of explaining healthy eating behavior, the assumption of 
higher explained variances in the falsified data is not confirmed. In the case of explaining 
political participation, it is. The fact that the overall explained variances are not generally 
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higher in falsified data may be due to the fact that this assumption needs to be differentiated. 
The question, whether explained variances are higher in the real or in the falsified data 
probably depends on the dependent variable: With real data, a regression analysis will reach a 
high adjusted R-squared value if the dependent variable is well explained by existing social 
science theories and their operationalization in the dataset. With falsified data, a regression 
analysis will reach a high adjusted R-squared value if the dependent variable is associated 
with strong stereotypes or experiences in everyday knowledge, providing inspiration for the 
falsifiers. The better a variable can be explained by social science theories and the less it is 
linked to existing stereotypes the more likely it is that the explained variance of regression 
models is higher in the real than in the falsified data – and vice-versa: The weaker a variable 
is explained by social science theories and the more it is linked to existing stereotypes the 
more likely it is that the explained variance of regression models is higher in the falsified than 
in the real data. Obviously, healthy eating behavior is relatively well explained by social 
science theory in the real data and, at the same time, associated to strong stereotypes in the 
falsified data, so that in real and in falsified data high adjusted R-squared values are achieved. 
In the case of explaining political participation, in the real data the theoretically guided 
explanations are weaker than the linkage to stereotypes in the falsified data. Therefore, in the 
case of political participation the explained variances are higher in the falsified than in the real 
data. 
All in all, the differences between real and falsified data turn out to be more subtle 
than one might have thought. Even the differences that could be theoretically predicted and 
empirically confirmed are not particularly profound: Even in falsified data, some of the 
theoretically predicted explaining variables are significant; even in real data there are 
significant effects of sociodemographic variables and further correlates. The question arises, 
why the falsifying interviewers are able to reproduce several aspects of social reality. First, in 
my view, this has to do with the fact that social sciences are based on successfully operating 
empirical research. Therefore, many data are available, substantial findings are empirically 
proven, and they are disseminated into the public. The results from social science research are 
published not only in scientific journals but also in mass media – in newspapers, TV 
documentations and talk shows – and find their way into public knowledge and general 
education. (The public discussions about the results of the PISA study may serve as an 
example for the dissemination of scientific knowledge into general knowledge.) Falsifiers are 
exposed to this information, even without a social science education, and remember a certain 
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share of it. Thus, through the extent of social science knowledge in society, the falsifiers are 
enabled to produce data in high accordance with social reality, which is comprehensively 
researched by empirical social scientists. A second reason may be that not all predictions of 
social science theories are far away from everyday knowledge and stereotypes; some seem 
intuitive and can be guessed by non-scientists. Third, the falsifiers have all conducted real 
interviews before falsifying and gained knowledge about the interviewees through this 
experience. A fourth explanation for the unexpectedly small differences between real and 
falsified data may lie in the fact that the interviewers as well as the respondents are students 
and therefore the interviewers are familiar with the living conditions of their respondents. The 
last two issues may be considered as limitations of the research design. These and other 
potential limitations will be discussed below. 
Another implication of the described findings is that seemingly good results of 
multivariate analyses, referring to high proportions of explained variances or strong 
significant effects, do not necessarily stand for good data quality. Such findings can also be an 
indication for the occurrence of falsifications. Thus, if there are any doubts regarding the data, 
it can be recommended to separate suspicious from unsuspicious cases and to conduct theory-
driven analyses with both subsamples separately. If such differences as the here reported ones 
occur, this may be a hint for possible interviewer falsifications. Of particular interest in that 
case is which subsample has more significant effects in which type of explaining variables 
(theory-driven, further correlates, or sociodemographic). Fewer significant effects among the 
theory-driven variables and more significant effects among the other explaining variables may 
point towards the occurrence of falsifications. 
 
The results of multilevel regression analyses give evidence for the existence of interviewer 
effects in the falsified data, but not in real data. However, these “falsifier effects” are, in terms 
of occurrence and magnitude with respect to certain interviewers characteristics, smaller than 
one could have assumed. Nevertheless, the measures of intraclass correlations point out clear 
and statistically significant differences regarding interviewer effects. In the falsified data on 
average one fifth of the total variance is explained by the contextual level – that means by 
interviewers characteristics, attitudes and behaviors. 
This finding firstly provides a further answer to the question how falsified data differ 
from real data. Secondly, it may provide a much more promising key for detecting interviewer 
falsifications: A high (two digit number) percentage of variance explained on the interviewer 
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level in a multilevel analysis may be taken as indicator for a high contamination of a dataset 
or subsample. The same may be true for a particularly strong influence of the interviewer’s 
gender or the interviewer’s answer to the same question in the questionnaire – if that 
information is available. 
Thus, in order to detect interviewer falsifications in survey research, I recommend to, 
firstly, collect as much information as possible about the interviewers (see Bogner and 
Landrock, 2016; Winker et al., 2015). This recommendation is derived particularly from the 
result of strong correlations between the answers of the interviewer and the respondents’ 
response to the same survey question. As part of the interviewer training, the interviewers 
should be requested to fill in the survey questionnaire themselves. This actually helps the 
interviewers to get to known the questionnaire better; at the same time, it helps the researchers 
to get to known their interviewers and to be able to check for correlations between the 
answers of interviewers and their respondents later on. 
The second recommendation is to use this information about the interviewers to 
estimate multilevel regression analyses, in order to examine interviewer effects. At least 
intraclass correlations should be calculated. These analyses can be conducted for the entire 
dataset or for suspicious subsamples of the dataset (if more than one interviewer is considered 
as suspicious). A high share of variance explained by the contextual level as well as a strong 
and significant effect of interviewer-level variables can be indications of contamination by 
interviewer falsifications. 
Given that multivariate analyses of statistical correlations have not found to be 
unambiguously able to differ between real and falsified data, the assessment of interviewer 
effects may be a valuable supplementary strategy to identify interviewer falsifications and 
hence to assure a high data quality. Still, the best strategy for ensuring a high data quality is 
certainly providing conditions that make it unlikely that interviewers decide to falsify at all: 
That is, interviewers should rather be paid per working hours than per completed interviews; 
the access to the field should be as easy as possible; the questionnaire should be easy to 
understand and to use; interviews should be short; the content of the questions should be 
interesting enough so that respondents have an interest in participating. 
 
The implemented research design has few limitations that have to be mentioned and 
considered in future research. First, the described analyses are based on falsifications of entire 
interviews. In a real fieldwork setting, partial falsifications are probably the most prevalent 
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form of interviewer falsifications and therefore assumingly more relevant than falsifying 
entire interviews. Second, the reported findings are derived of datasets with 100 percent real 
and 100 percent falsified interviews. By contrast, in a real fieldwork setting the proportion of 
falsifications is probably much lower. On the one hand, this is fortunate since it means that 
the damage created by falsifications is limited. On the other hand, it implies that falsifications 
are harder to detect. A third limitation that needs to be considered is that in the quasi-
experimental setup the interviewers conducted real interviews in the first stage of data 
collection and afterwards falsified the data in the lab. Consequently, the falsifying 
interviewers had experienced typical response patterns and were familiar with the expectable 
responses. However, this circumstance is also realistic for a real fieldwork setting because 
there an interviewer who decides to falsify would typically also conduct honest interviews 
before falsifying. Fourth, and perhaps most important of all, the study participants, 
interviewers as well as respondents, were all students. This implies that the interviewers and 
respondents are similar to each other. Therefore, the interviewers are familiar with the 
lifestyles, living conditions, and thoughts of their respondents. For the falsified data, that 
might improve the closeness to social reality regarding significant effects as well as explained 
variances. This could lead to an underestimation of the differences between the results for real 
and falsified data. In turn, one could expect larger differences between the models if not only 
students were employed as interviewers and if a representative sample would be examined. A 
fifth limitation of the research design, related to the previous one, is that the student 
population displays only small variances concerning age and education. That limits the 
possibilities to analyze the effects of these core sociodemographic variables. Further research 
will be needed that might replicate the reported findings without being affected by the 
mentioned limitations. 
 
The subject of interviewer falsifications will not lose relevance since some of the major 
survey programs will continue working with interviewers. Therefore, the next steps of 
research on interviewer falsifications should be to investigate whether, on the base of the 
reported findings – particularly with respect to interviewer effects –, it will be possible to 
identify factual falsifications that occurred in real fieldwork settings of surveys. In a first step, 
one could try to identify confirmed falsifications, for example, in the SHARE data (Schuller 
and Bergmann, 2017). Next, highly suspicious datasets, like the German GGS (Ruckdeschel 
et al., 2016) could be investigated by searching for interviewer effects in order to identify 
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presumably falsified cases or interviewers who have presumably falsified (many) interviews. 
Such probably contaminated data may be used to enhance the knowledge about their effects 
on content-related, theory-driven multivariate research. 
To deepen the understanding of interviewer falsifications and to answer my research 
question on the influence of falsifications on findings of substantial social science research 
more comprehensively a further step could be to conduct an additional experiment. This 
subsequent experiment should base on a representative sample of respondents. Thus, one 
would achieve higher variances concerning age and education. Furthermore, one could avoid 
that student interviewers are familiar with the lives and thoughts of their respondents. The 
most important advantage would be that, in contrast to the here described experimental setup, 
the interviewers have to achieve and recruit certain predefined target persons. Consequently, 
this procedure would match stronger with the factual tasks, and difficulties, of interviewers in 
a real fieldwork setting. (To remember, in the IFiS design the interviewers recruited the 
respondents themselves and without any quota or other restriction on the campus of their own 
university.) 
In a further experiment, one could also think of implementing experimental 
randomization: The assignment of the student participants to the treatment or control group – 
that means to be a falsifying or an honest interviewer – could be randomized. But, as 
ascertained in the fourth manuscript, one should also consider that under certain 
circumstances, randomization may not be necessary, as long as theory-driven approaches 
were applied when implementing quasi-experimental setups. Additionally, one could employ 
not only student interviewers, but a more “representative” group of interviewers. Another 
fruitful approach could be to widen the focus on partial falsifications that are probably more 
relevant than falsifications of entire interviews. 
Although still quite a number of gaps in the research on interviewer falsifications have 
to be admitted, there are already a few steps taken. 
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