INTRODUCTION
In this note we consider the related normal integral ratios sometimes called Mills's ratio, and f\{x)dxjg{t),
Jo
where g(x) = , . e"***, and R(t) + R(t) = ll[2g(t) ]. We give a new continued fractionf for R(t) which is rapidly convergent for small values of t and which incidentally provides a new set of inequalities. The rapidity of convergence is compared with a series for R (t) and with the Laplace C.F. for R(t). This assessment is similar to recent work by Teichroew (1952) on the comparative rapidity of convergence of series ando.F.'s for the elementary function e?, hi (1 + x) and arc tan x. Lane (1944) has also considered the same sort of thing for interpolation, comparing Newton's series and Thiele's C.F. in the case of the function 2 X . We also prove and generalize a conjecture of Birnbaumf (1950) that for (^0, it being shown that there are two sequences of similar inequalities, increasing and decreasing to the limiting value R(t). In the Appendix we set out a brief summary of results relating to the normal integral.
THE CONTINUED FRACTION FOB R(t)
The new C.F. is given by fi ^ 3<2 ^ â nd is convergent for {^0. This is derived from the O.F. representation of the series which may be expressed in terms of the confluent hypergeometric function
We then use the C.F. of Gauss (1812, pp. 134^5) in ite confluent form It may be shown that for t > 0, q o > 0, q^+x > 0, so that from (5) we have r o <r 1 <r 4 <r 6 <r 8 <r 9 <...<S (*>0).
The situation for the remaining convergents is not so simple, but it transpires that for some positive integer s. ( )~I -3+"5"-T + T-iT + I¥-l5+l7-l9+"2T-..., ( ' the convergents corresponding to the asterisks forming a decreasing sequence exceeding S(t), the remaining convergents forming an increasing sequence less than S(t), this state of affairs holding sooner or later for all t > 0. It certainly always holds for 0<t<*j3. Otherwise, for example, if t = 2, 2-5, 30 it holds from the 3rd, 4th and 7th convergents, respectively, onwards. Further properties of the C.F. are listed in the Appendix. Table 1 the convergents for the examples t -0-1 and t = 3-0. It will be seen that for t = 0-1 eight convergents give accuracy in the 22nd place of decimals, a rapid rate of convergence of about 6 decimal places for every two convergents. For t = 3-0 the convergence is slow at first, being due to the negative value of some of the early denominators. However, convergence soon accelerates, there being a gain of four decimal places between the 16th and 20th convergents. We may mention that the increase in the number of digits in the convergents of the O.F. creates a computational difficulty. Thus with t = 2-0 the 18th convergent involves 21 digits; with t = 2-5 employing an equivalence transformation to clear decimals, the 22nd convergent involves 35 digits. This situation can be avoided if we know the number of terms required, or by curtailment at the expense of some loss of accuracy. Three methods of using O.F.'S on high-speed computing machines are discussed by Teichroew (1952) .
Numerical illustration We give in
In Table 2 we give the values of the absolute differences | Vr, | = | r, -rg_ x \, and the corresponding differences | VT S | = | T e -T s _ x \ for the series (referred to as series C) Digits in bold type before the decimal place t imply that the decimal is to be multiplied by this power of ten; thus 1-45 means 0-045 and 1-46 means 4-5.
for several values of t. These are given for s even, since in this case S(t) always lies between r t and r,_ 1 for 0 < t < ^/3 (and sooner or later for all t > 0). Similar remarks apply to T, and 2J_i. Thus the error in the approximations r t and T, is less in value than | Vr # | and | VT a \ respectively. It will be observed that the O.P. converges ultimately more rapidly than the series, as far as the present analysis is concerned. Whether this state of affairs holds for larger values of s than those considered can only be conjectured. For the early convergents the series has a slight advantage, especially for small t; but for t > 1 the O.F. soon becomes more accurate, although for larger values of t there is the disadvantage of the negative approximations in the early stages. However, this disadvantage may be overcome by using the generalization of (1), namely,
is taken large enough in this expression (which converges for t > 0) negative approximations are avoided. Numerical examples support the view that the rate of convergence of (11) is similar to that of (1), but from an analytical point of view there are difficulties. The series (2) in its rate of convergence is not a serious rival to the expansions considered in Table 2 . Thus the O.F. appears to be on the whole as good an approximation to S(t) as any other.
THB LAPLACE CONTTNTJED FRACTION FOB B(t)
It can be shown (see, for example, Bromwich, 1926, p. 388) that sothat which states the familiar fact that the error involved in using any number of terms of (13) is always less in value than the first term omitted.
In terms of the hypergeometric function we have so that lining the c.F. of Gauss for this case we find 
R(t) = ------
The following results are required in the sequel: (i) Denoting the sth convergent of (16) 
Jo which after differentiation and the use of (17) yields
(iii) It is well known that o) t is a Hermite polynomial and satisfies the differential equation
Or if we set w, = e-^w,, then -^ = (±t* + s + $) TJT,.
We require an asymptotic formula for m a for large a. Following a method outlined in Jeffreys* Jeffreys (1946, §17-122) we put w, = expj i;(5)cW|,sothat7
This leads to the asymptotic expressions (in a) 1.3.5
1.3.5.....
where A,(<) = ^ V(i i2 + « + *) + (* + *) In {V( 1 + <*/(*« + 2)) + </V(4« + 2)}.
Using an approximation to the factorial we find the following approximations to the difference between two convergents:
(25) The more complicated formulae for these differences found by using (24) in (18) is perhaps more reliable when t has a moderate value such as greater than three.
NUMERICAL COMPARISON OF THREE EXPANSIONS FOR R(t)
We shall consider the expansions 112 3 " t + t + t + t + ..., t t* 2t* 3t where the second term is unimportant for small t. As a simple crude formula for (A) we have
Thus, approximately, the necessary number of terms varies directly as the square of the acouracy, and inversely as the square of t. We have already seen from § 2 that the rates of convergence of (B) and (C) are very wiirnlAx Indeed, for small values oft we have r 4a+t -r ia+1 = n(T 4t+i -T ifi . 1 )l2**-1 , so that (B) has an advantage in view of the factor 2**-1 . A similar relation for t not small appears to be complicated. A comparison of the three expansions is given in Table 3 . Table 3 . Number of terms to achieve a given accuracy for three expansions Remarks on Table 3 First of all it must be remarked that precise accuracy in a table of this kind is unnecessary. Most of the numbers in the region of 25 or less were found by direct calculation, but the rest'are approximate. Again there is a slight difference between finding the number of terms (a) of an expansion to ensure an error leas than £ when the true value is known, as compared to relying on the expansion alone to give this information. Prom this point of view since the terms in (B) are inpairs greater than and less than the true value, the numbers given often give greater acouracy than is quoted. Thus four terms of (B) give accuracy in the ninth decimal place. It will be seen that the number of terms for a required accuracy increases with decreasing t for the Laplace O.F., the increase being rapid as t approaches zero, while for (B) and (C) there is a steady increase with increasing t. Again for (A) the ratio of the number of terms for 12 places of decimals as compared to 6 is approximately three, whereas the corresponding factor for (B) and (C) is less and decreases as t increases. Expressed otherwise, we may say that increasing accuracy for the Laplace O.F. for a given value of t is only achieved at the expense of an increasing additional number of terms. To take an extreme case, we remark that for t = 0-1, the additional numbers of terms required for successive jumps of six places of decimals, starting from zero.are: 7072, 16390, 25934, 35477, 45020, 54564 approximately. For the series (C) the corresponding numbers for the case t =. 10 are: 187, 10, 10, 10, 9, 9.
A graphical comparison of the expansions (A) and (C) showing the logarithm of the number of terms against the accuracy is given in Fig. l. f It is evident from this that the usefulness of the series (C) falls off slowly with increasing t, and from the flatness of the curves when n is large (for a fixed t) it is clear that although convergence may be slow at first, sooner or later it becomes rapid. By contrast the Laplace C.P. falls off rapidly in its usefulness as t decreases, and there is little tendency to flatness for increasing n when t is fixed.
To discuss the behaviour of (B) for moderate or large values of t requires an asymptotio expression for the denominators of the convergents, and this is not at present available. From the numerical evidence of Table 3 it would appear that (B) may be quicker in converging than (C).
SCHWABZIAN INEQUALITIES AND BlRNBAUM'S OONJBCTUBB
Birnbaum (1942) gave the inequality B(t) > [ -1 + V(** + 4)]/2 (t>0), and later (1950) conjectured what amounts to R(t) < 4/[3f+J(P + 8)] for t > 0. We prove generalizations of these, using the inequality of Sohwarz, which in its simplest form states that if fi(x) and f t (x) are linearly independent functions, then
J a J a Hence taking f x {x) = (x-t)**e-**,fi(x) = (x -<)«•+» e-*** in (26) using (21) we find (26) >0 («= 0,1,2,...; t>0). and Xsl^s is the «th convergent of the Laplace C.F. The sign of the radical in (28) is easily determined provided we can show that for t ^ 0, (i) /i^ > 0 and (ii) n i&+1 > 0. For if this is the case we see that since
and also from (19) that R lies between <j> 8+1 and 0^.2, then where Rst+x is the smaller root of F^^R) = 0.
To prove (i) we have the integral representation co a = g(x) (t-xf dx, so that the result
J-CD
follows immediately from the inequality of Schwarz. For (ii) there is the recurrence relation and if <r t = Xt~8Xt-t B+t~ ( 8~= t, (r 4 = fi + t, and so er to >0 since x to > 0 for O 0. Thus ^to+x > 0 since n^ = 2.
From (19), (30) and (31) it is evident that KmR, = R(t) (t^O) . Murty (1952) has given a partial proof of some of the inequalities in (28). Sampford (1953) has shown that holds for the extended range t > -1. Similar extensions could be given for other oases also; for example, since the roote of F t (R) = 0 are of opposite sign for 0 > t > -2, we have R > [f 3 -2* + J(p + 12)]/(<* + 3) for t > -2. It is obvious from (30) that R^ increases from time to time with «; but it is not obvious that {Rt,} is a monotonic increasing sequence. This can be proved by considering the recurrence relations Ff{y) = _ 5^_i(y) + (j^ _ ^ (32) and
For from (32) it is evident that F^R^) > 0, and using this in (33) Table 4 . For comparison we also give the error for the Laplace convergent ĵ , and that for the P61ya (1945) and Williams (1946) inequality Strictly speaking the latter is a different type of inequality, and although Polya gives a generalization of it, convergency properties have not been considered. Table 4 The second row gives the value of R(t) to two decimal places merely to indicate the importance of the errors in the approximations. It will be observed that the Schwarzian values are always better than the corresponding Laplace oonvergents, and this is particularly so for small values of t; thus for t = 0* 1 the error in R t is within about 4 %, whereas the error in 0 6 is in the region of 100 %. It is also interesting to notice that the P.W. values are better than the other approximations for t < 1-0, but deteriorate for t > 1-0. Of course for t< 1-0 higher Schwarzian approximations would ultimately become better than the P.W. inequality.
Remarks on

SuMMABY AND CONCLUSION
We have given a new continued fraction (O.F.) for the normal integral ratio R(t) = e** 1 f < Jo which turns out to be rapidly convergent for small values of t (say less than ^/3); for moderate values convergence is slow at first but becomes quite rapid in due course; at least this is supported by numerical evidence. The rate of convergence of this o.F. is compared with a series and also with the Laplace O.F. for the Mills's ratio R(t) = e** 1 e"** 1 dx. An interesting point about the Laplace C.F. is that the difference between the «th and (s -l)th convergent* has the approximate magnitude 2 J(2n) exp {^i 1 -2t Js), when t is not large. This, together with numerical evidence, shows that fair accuracy is attainable with a few terms when t is moderate to large, but the rate of convergence deteriorates rapidly as t becomes small. In addition, for a fixed value of t (not large) the necessary number of terms for a given accuracy varies directly as the square of the accuracy. The behaviour of the new O.F. for S(t) is completely different, for it converges rapidly for small t and deteriorates slowly as t increases, whereas for a fixed value of t, increaaing accuracy seems to demand much less in terms than the sequence of the accuracy.
We also give two sets of inequalities for R(t), consisting of irrational fractions, these being generalizations of results by Birnbaum. We prove that one set increases, and the other decreases, monotonically, to the limit R(t). A particular case includes the formula for the total area under the normal curve.
In an appendix we give some properties of the C.F.'s for R(t) and R(t) which are not readily available in the literature, and a brief summary of expansions and inequalities. 
