Abstract. We show that any second eigenfunction of the Laplacian with standard vertex conditions on a metric tree graph attains its extremal values only at degree one vertices, and give an example where these vertices do not realise the diameter of the graph.
Introduction and preliminaries
The hot spots conjecture asserts that the eigenfunction of the first positive eigenvalue of the Neumann Laplacian on a bounded domain Ω ⊂ R d should reach its maximum and minimum (only) at the boundary ∂Ω. The intuition is that these points should be located as "far away" from each other as possible in some appropriate, weighted sense. While there are counterexamples to the conjecture in full generality, it is still open for convex domains. In fact, a very recent preprint claims a proof for triangles, resolving a polymath project under the aegis of T. Tao; see [4] , also for more references and an account of the history of the problem.
In this note we introduce an analogue for quantum graphs: to have a clear notion of boundary, we restrict ourselves to trees, where the boundary is the set of vertices of degree one. Then it is to be expected, and we prove, that the extrema of the eigenfunction of the first positive eigenvalue of the Laplacian with standard (or continuity-Kirchhoff) vertex conditions, the natural equivalent of Neumann conditions, are all located at the boundary, establishing a hot spots-type theorem for quantum trees. However, an example shows that these extrema need not be located at maximal (Euclidean) distance from each other within the graph, i.e., the distance between these extremal points may be strictly less than the diameter, contrary to naïve intuition. In fact, for the discrete Laplacian on a tree, where this problem has also been considered, a similar type of example was found in [3] . A more complete analysis of the hot spots of quantum graphs (not just trees) will be given elsewhere.
Let us now briefly summarise some important properties of quantum graphs. We will largely follow the notation of [2] , to which we also refer for further details. We will consider finite, compact metric trees Γ, i.e., the vertex set V , the edge set E, and the lengths of the edges, are all finite, and Γ contains no cycles. We call the boundary of Γ the set of vertices of degree one. The standard (or Kirchhoff) Laplacian −∆ Γ is a well-known self-adjoint operator defined on L 2 (Γ), which has discrete spectrum of the form 0 = µ 1 (Γ) ≤ µ 2 (Γ) ≤ . . .; see [2, Sec. 1.4] for the particulars. If Γ is connected then µ 2 (Γ) > 0 and ker(−∆ Γ ) consists of all constant functions on Γ. It follows that each f ∈ ker(−∆ Γ − µ 2 (Γ)) is orthogonal to the constants,
(1.1)
A hot spots theorem on metric trees
In this section we state and prove the main result of this note.
Theorem 2.1. Let Γ be a finite, compact, connected metric tree and let f be an arbitrary eigenfunction of −∆ Γ corresponding to the first positive eigenvalue µ 2 (Γ). Then all global minima and maxima of f are located at the boundary of Γ.
Proof. Let f ∈ ker(−∆ Γ −µ 2 (Γ)) be nontrivial. We are going to show that the global maximum of f lies on the boundary; the statement for the minimum then follows by considering −f . For a contradiction, assume that f has a global maximum at an interior point of Γ, without loss of generality at a vertex v with deg(v) ≥ 2. Then all ingoing derivatives of f at v are nonnegative, and due to the Kirchhoff condition it follows that all these derivatives vanish at v. On the other hand, f (v) > 0 as it is the maximum of the nontrivial function f which satisfies (1.1). Let us disconnect Γ at v into deg(v) subgraphs, i.e., we split Γ into a new graph having deg(v) connected components; see Fig. 1 . LetΓ be one of these components. By the above v Figure 1 . The tree Γ before and after splitting at the vertex v.
observations,f := f |Γ is not identically zero onΓ and has a vanishing derivative at v; as −f ′′ = µ 2 (Γ)f holds edgewise onΓ, it follows thatf is an eigenfunction of −∆Γ corresponding to the eigenvalue µ 2 (Γ). In particular, µ 2 (Γ) ≤ µ 2 (Γ). On the other hand, Γ can be obtained fromΓ by gluing pendant trees to the vertex v ofΓ so that actually µ 2 (Γ) = µ 2 (Γ) by the domain monotonicity principle [5, Thm. 2] . Hencef is an eigenfunction of −∆Γ corresponding to µ 2 (Γ) which is nonzero at the splitting vertex v, and thus [5, Thm. 2] even yields µ 2 (Γ) < µ 2 (Γ), a contradiction.
An example
We now give an example showing that the global maxima and minima of the eigenfunction f corresponding to µ 2 (Γ) need not be at the points realising the diameter of a tree, but may be closer together. To construct this example, we start out with a path graph (interval) P of length 1 and a star graph S consisting of three edges, each of length 1 2 − ε for some ε ≥ 0 to be chosen later, meeting at a central vertex, as depicted in Fig. 2 (left) . We form Γ by first reflecting two copies of each of them, to form P 2 and S 2 , respectively, and then gluing these together at a central vertex v 0 as shown in Fig. 2 . Then diam(Γ) = 2 is realised only by the path joining v l and v r provided ε > 0. But we claim that for sufficiently small ε > 0, µ 2 (Γ) is simple and its eigenfunction f vanishes identically on P 2 ⊂ Γ, being supported on S 2 (Γ) and without loss of generality reaching its maximum at the vertices v u1 , v u2 and minimum at the vertices v d1 , v d2 . Indeed, by standard arguments using the symmetries of Γ, the eigenfunctions of −∆ Γ can be chosen to form an orthonormal basis of L 2 (Γ), such that each eigenfunction f falls into exactly one of the following categories:
1. f (v 0 ) = 0 and f is supported on P 2 , corresponding to an eigenfunction and eigenvalue of −∆ P 2 ; Figure 2 . The path graph P and the star S (left); the graphs P 2 and S 2 formed by reflecting them (centre); the graph Γ formed by gluing the reflections together at the central vertex v 0 (right). Here l stands for "left", r for "right", u for "up" and d for "down".
2. f (v 0 ) = 0 and f is supported on S 2 , corresponding to an eigenfunction and eigenvalue of −∆ S 2 ;
3. f (v 0 ) = 0 and f is supported on the whole of Γ. The smallest eigenvalue in the first case is µ 2 (P 2 ) = π 2 /4, while the smallest in the second is µ 2 (S 2 ); both of these are seen to be simple, and it may be checked that the eigenfunction of the latter reaches its extrema at the degree-one vertices of S 2 . Now if ε = 0, then µ 2 (S 2 ) < µ 2 (P 2 ) by [5, Thm. 2] . Hence, by continuity of µ 2 with respect to edge lengths, cf. [2, Sec. 3.1.2], µ 2 (S 2 ) < µ 2 (P 2 ) still holds if ε > 0 is small enough; fix any ε > 0 with this property. In the third case, the smallest eigenvalue is 0 = µ 1 (Γ). But if f is any non-constant eigenfunction in this class with eigenvalue µ, then since f is sign-changing by (1.1) and f (v 0 ) = 0, at least one of its nodal domains (connected components of {f = 0}), call it N , must be a proper subset of one of the copies of P or S, say S. Then by standard arguments µ = λ 1 (N ), the first eigenvalue of the Laplacian with a Dirichlet condition at ∂N := N ∩ (Γ \ N ) and standard conditions elsewhere. But then λ 1 (N ) > λ 1 (S) by a Dirichlet version of the strict domain monotonicity principle, since N S (where S is equipped with a Dirichlet condition at v 0 ), cf. [1, Thm. 3.10]. On the other hand, λ 1 (S) = µ 2 (S 2 ) < µ is the smallest eigenvalue in the second case; hence no eigenvalue in the third category can equal µ 2 (Γ). An analogous argument yields a similar comparison with the first case if N ⊂ P instead. At any rate, we conclude that µ 2 (Γ) is simple and equals µ 2 (S 2 ) for ε > 0 small enough, and the unique eigenfunction reaches its maximum at v u1 , v u2 and minimum at v d1 , v d2 . More sophisticated variants of this example, such as where the distance between maximal and minimal points of f can be arbitrarily small, will be discussed at a later point.
