The nature and level of turbulent transport in the outer core of low-confinement (L-mode) discharges performed at the ASDEX Upgrade tokamak [Kallenbach et al., Nucl. Fusion 51, 094012 (2011)] are examined. Previously, it was found that for an L-mode discharge of the DIII-D tokamak [J. L. Luxon and L. G. Davis, Fusion Technol. 8, 441 (1985)] gyrokinetic simulations were unable to reproduce the experimental ion heat flux, underestimating it by almost an order of magnitude. In the present work, employing the GENE gyrokinetic turbulence code, an extensive nonlinear study is performed for L-mode discharges of ASDEX Upgrade in order to cross-check this observation. It is shown that no systematic underprediction can be found in these simulations-instead, discrepancies with respect to experimental transport levels are small enough to be resolved within the uncertainties of the experimental profiles. Moreover, it is shown that some turbulence properties resemble closely those of the underlying linear microinstabilities at least out to 90% of the minor radius, so that quasilinear transport models remain, in principle, applicable even for these parameters, provided that appropriate nonlinear saturation rules can be developed. [http://dx
I. INTRODUCTION
Characterizing turbulent transport in magnetic confinement fusion devices is one of the key physics challenges on the way to harnessing nuclear fusion for electricity production. 1 In order to understand and improve the performance of present fusion experiments as well as future reactors, it is necessary to establish a solid understanding of turbulent transport across the whole range of plasma parameters accessible to experiments.
In recent years, in a number of publications, 2-9 the issue of an apparently systematic theoretical underprediction of the experimental heat transport levels in the outer core region of low-confinement (L-mode) tokamak discharges was discussed. This underprediction ("shortfall") was observed in quasilinear gyrofluid predictions using the TGLF model, 10, 11 but as it turned out, also the gyrokinetic turbulence codes GYRO 12 and GEM 13 (run at relatively low resolution) failed to recover the experimentally inferred ion heat transport level in a selected case, underpredicting it by a factor of $7 (see Ref. 2) . Even though reactor scenarios target H-mode plasmas, for which simulations inside of the edge pedestal do not appear to encounter similar problems, correctly predicting L-mode confinement is important for a number of reasons. In particular, a reliable description of L-mode turbulence is the necessary basis for an understanding of the L-H transition, which remains one of the principal open problems of plasma turbulence research.
1 A more technical implication concerns the accuracy of profile predictions during current-ramp phases, affecting predictions not only for the Ohmic transformer flux consumption but also for the requirements placed on the vertical stabilization systems of ITER. 14, 15 The apparent failure of state-of-the-art gyrokinetic simulations to correctly capture L-mode turbulence has drawn much attention in the community, and several groups worldwide have started to investigate such discharges with various gyrokinetic codes in order to find an explanation of the observed discrepancies. In addition, a number of ideas about possible elements missing in present theoretical descriptions were put forward. A potential influence of resistive ballooning modes (RBM) was examined, 7 a suggestion for an extension of existing gyrokinetic simulation codes to higher frequencies was made, 16 and it was proposed that strongly nonlinear edge turbulence [17] [18] [19] may not have been taken into account properly. Several other possible causes for the discrepancies, including potential numerical deficiencies, nonlocal effects such as avalanches, or turbulence spreading from the edge, were discussed in some of the existing publications. 2, 6 In the present work, we provide a detailed study of turbulent transport in the outer core region of two different L-mode discharges of the ASDEX Upgrade 20 tokamak, which were designed to exhibit a stationary phase with parameters as usually found in current ramps. It is found that gyrokinetic turbulence simulations are capable of explaining the experimental levels of transport in all the examined cases, without requiring parameter variations outside of the experimental error bars. Carrying out such a study requires a substantial computational effort, however-in the present case, more than 280 separate nonlinear simulations were carried out using the gyrokinetic code GENE, [21] [22] [23] amounting to a computational cost of $15 Â 10 6 CPU-h. Using the gathered nonlinear data, it is shown here that the outer core region of the examined L-mode discharges is, in principle, accessible to quasilinear modeling, since nonlinear turbulence characteristics, such as drift frequencies and phase-shifts, between fluctuating quantities remain closely bound to those of the underlying microinstabilities-a property which has been questioned in the discussion of possible reasons for the underprediction observed in the above references. Nevertheless, in order to correctly predict transport levels for the outer region of L-mode plasmas, the nonlinear saturation rules employed in present quasilinear transport models need to be generalized.
The paper is structured as follows: In Sec. II, the GENE gyrokinetic code and the methods used for the present study are described, and precise definitions of the employed geometric conventions are given. The results of both nonlinear and linear simulations, along with a detailed physics analysis, are presented in Sec. III. In Sec. IV, we discuss the consequences of the obtained results for quasilinear modeling, and give some suggestions for improvements of the existing models. Finally, a summary of our findings is presented in Sec. V.
II. METHODOLOGY A. Description of gyrokinetic simulation method
For the present study, numerical simulations were performed using the gyrokinetic turbulence code GENE, retaining at least two particle species (deuterons and electrons) at realistic mass ratio as well as electromagnetic effects. As all of the simulated cases have very low plasma b, only perpendicular magnetic field fluctuations are retained and the pressure gradient contribution to the curvature drift is neglected. Collisions are treated by means of a linearized LandauBoltzmann collision operator, which includes both pitch angle and energy scattering as well as modeling terms which ensure conservation of density, momentum, and energy. The flux surface geometry is extracted from SPIDER equilibria 4, 24 (in the form of G-EQDSK files) via a field line tracing method (developed in Refs. 25 and 26 , and first applied to ASDEX Upgrade in Ref. 27 ), through which the metric coefficients of the field-aligned coordinate system are constructed. Effects of equilibrium rotation are neglected throughout the paper, as the analyzed cases exhibit both small rotation velocity (v tor /v th well below 0.1) and small E Â B shear. In line with these circumstances, momentum transport levels will not be evaluated or compared against the experiment in the present paper.
For the initial simulations, impurities were accounted for only via the effective charge number Z eff , which enters as a prefactor in the collision operator, modifying the collisionality of particles scattering off ions. For the most realistic simulations, though, from which most of the plots in the present paper were generated, boron impurities were included as a separate gyrokinetic species, such that Z eff matched the experimental value (see Sec. III D). This assumption represents an upper limit of the experimental boron concentration, and thus a lower limit of the deuterium density, since in reality also other species (e.g., carbon, nitrogen) will contribute to Z eff .
We would like to stress here that numerical settings, which suffice for physically accurate simulations of core turbulence, will often not do so for parameters of the outer plasma core or the edge, mainly due to the drastically different values of safety factor, magnetic shear, and background profile gradients. Turbulent spectra react to these parameters, thus requiring different box setups and careful verification (see Sec. III D). In the present article, all resolutions in the plane perpendicular to the background field (i.e., in the directions labeled x and y) will be given in terms of complex Fourier modes. Due to the hermiticity of the Fourier coefficients for real quantities, a given number of modes (n kx , n ky ) corresponds to twice that number (n kx , 2n ky ) of grid points in the (x, y) direction. For the present nonlinear simulations, a typical choice of resolution was 512 Â 64 Â 32 Â 32 Â 16 points in the radial (x), binormal (y), parallel (z), parallel velocity (v jj ), and magnetic moment (l) grids, respectively. Due to the strong magnetic shear (ŝ > 2, see definition in Eq. (2)), a large radial resolution is typically required. The convergence of the results at the chosen resolution was compared against a number of simulations using the shiftedmetric approach. 28, 29 The minimum finite toroidal mode number retained in the simulations was usually 2-8, with convergence checks done to ensure the sufficiency of this choice. Radial box sizes were usually chosen to be approximately 110q s (in GENE coordinates, see Sec. II B). The extent of the simulation domain along the magnetic field corresponds to one poloidal turn, and the velocity grids were set to encompass a region up to v max ¼ 3v th;j , with the thermal velocity v th;j ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 2T 0j =m j p of the jth species. The simulations presented here make use of the local approximation, i.e., the relevant turbulent dynamics is assumed to occur on much smaller scales than the variation of background profiles and gradients, enabling the use of periodic radial boundary conditions. A pseudo-spectral approach is used to solve the resulting system of equations. There are some notable exceptions, though, where we find it necessary to limit the radial extent that turbulent structures can develop. These cases, as well as the methods used to achieve this size limiting, will be described in the text (see Secs. III C and III F).
B. Geometric definitions
In order to provide the simulation setups and results given in the present paper in a form that is easily comparable to those of other gyrokinetic codes, we detail the geometric definitions used in the simulations of the present study. In existing benchmark publications (see, e.g., Refs. 30-34), circular geometry was often employed, 35, 36 in which there is practically no ambiguity in the definition of the magnetic coordinates. Even when a local Miller equilibrium was used for benchmarking, 37, 38 the coordinate choices made in the involved codes were often identical. When using realistic geometry, however, differing coordinate setups affect both the meaning of box sizes as well as the definitions of wavenumbers against which spectra are plotted, thus often leading to confusion when comparing output from different codes. To clarify this point, the definitions employed in the GENE interface to G-EQDSK files, which serve as the geometry input in this work, are outlined in the following.
The magnetic field in a tokamak can be represented as
where w is the poloidal flux divided by 2p, u is the toroidal angle, and v is the straight field line angle. Thus, we can write the magnetic field as B ¼ Crx Â ry, where x is an (in principle) arbitrary radial coordinate, y ¼ C y qv À u ð Þ is the binormal coordinate, and C ¼ ðC y @ x wÞ À1 is a flux-surface dependent prefactor. With the choice,
where U is the toroidal flux divided by 2p, B ref is the reference toroidal field taken at the magnetic axis, and L ref is defined to be a macroscopic reference scale, we can set
For global simulations, we choose to define C y as a constant over the entire domain (with q tor and q taken at the radial center of the simulation domain), so that C in turn picks up a radial variation.
The fact that C y appears as a coefficient in the definition of the y coordinate means that it will affect the definitions of wavenumbers k y in this dimension, complicating direct comparisons between implementations with different definitions. To facilitate benchmarks, it is therefore preferable to convert all output either to a common definition, or to a uniquely defined quantity such as the toroidal mode number. The conversion from GENE k y wavenumbers to the latter is given by n ¼k yĈy q (1) and therefore resembles a flux-surface averaged minor radius. With these definitions, the box size in binormal (y) direction is then determined by the spacing of toroidal mode numbers Dn. In Table I , the conversion from k y wavenumbers to toroidal mode number in each of the studied cases is given.
In order to compare radial box sizes, in the case of fluxtube simulations, it is convenient to exploit the quantization of the radial box size, which must be enforced due to the periodic radial boundary condition 39 and restricts the box sizes L x and L y such that
is an integer number. Here, x 0 and q 0 are the radial coordinate and the safety factor of the flux surface containing the simulated flux tube. For N ¼ 1 in such a setup, L x corresponds precisely to the distance between two mode rational surfaces for the k y;min ¼ 2p=L y wavenumber, and the value of N in a simulation can serve as a coordinate-free measure of the radial box size for given magnetic shearŝ. Using the values Dn and N , it is therefore possible to specify uniquely the physical box size for a given parameter set. In Table II , the perpendicular extent of the simulation domain is given using the above defined quantities. In the case of non-periodic (but local) simulations, the radial box size is not quantized. The above parameter N can then still be used as a coordinate-free measure, but it is no longer restricted to integer numbers. For global simulations, the toroidal mode number spacing is still a useful quantity for comparison, but radial domain sizes are best compared in a flux label coordinate (here: q tor ). Taking into account these conventions, linear and nonlinear benchmarks between GENE and the gyrokinetic GKW code 40 were carried out for the ASDEX Upgrade discharges studied in this work. These simulations, although performed at somewhat lower resolution than the ones shown in Sec. III C, retained both numerical magnetic geometry and collisions and found very good agreement between both codes. The linear results of this comparison, as well as the transport levels obtained from nonlinear simulations, were shown already in Ref. 41 . In addition to these results, a more stringent comparison of the nonlinear spectra obtained from both codes is shown in Appendix.
III. GYROKINETIC SIMULATIONS

A. Physical parameters
In the framework of the present study, we examine four different operation points, whose physical parameters are taken from the discharges 28132 and 28151 of the ASDEX Upgrade tokamak. Both of these discharges had a toroidal magnetic field of 2.3 T, but differing plasma currents of 400 kA (q 95 % 12) in discharge 28132 and 800 kA (q 95 % 6) in discharge 28151. In both discharges, a small amount of electron cyclotron heating was applied, compensating approximately for the difference in Ohmic heating.
For the high-power phase of each discharge (28132: Plasmas 20, 122312 (2013) simulations are performed at the positions r/a ¼ 0.75 and r/a ¼ 0.85, where r is defined to be the local minor radius of a surface (given as (R out -R in )/2), measured at the average elevation of the flux surface-as defined also in Ref. 42 , and a is the minor radius of the last closed flux surface. The four main operation points that will be analyzed in the present paper will be labeled with the letters A through D. The physical parameters for each of these four cases are given in Table I . There, the logarithmic gradients are defined as
with X 2 fT i ; T e ; n e g, the magnetic shear is given aŝ
the electron beta is defined as b e ¼ 2l 0 n e T e =B 
:
In addition to the operation points examined in the present work, the plasma parameters of the DIII-D 43 "shortfall" case 2 are shown for comparison. As can be seen in Table I , our plasma parameters are generally quite similar to that case, except for the ion/electron temperature ratio (due to NBI vs. ECRH heating) and the Z eff value (due to carbon vs. tungsten wall materials). We therefore expect the presently studied cases to be highly relevant for further investigation of the shortfall issue. In a forthcoming publication, an extensive study of the DIII-D shortfall case itself, using the GENE code, will be detailed.
B. Microinstability investigations
In order to establish a physical picture of the relative strength of the drive mechanisms of the turbulence, it is useful to study the linearized system, since certain characteristics of linear physics often persist in the fully developed nonlinear turbulent state. 22, [44] [45] [46] [47] [48] In the present case, it is particularly interesting to follow this approach, since it must be clarified whether quasilinear transport modeling is applicable to the outer region of L-mode plasmas.
For each of the four operation points, we scan the full range of binormal wavenumbers from machine size scales down to electron gyroradius scales; in addition to the common ion temperature gradient (ITG) or trapped electron mode (TEM) instabilities, we therefore also retain microtearing modes (MTM) and electron temperature gradient (ETG) Plasmas 20, 122312 (2013) instabilities in the linear analysis. Furthermore, subdominant instabilities are tracked employing the eigenvalue solver integrated into GENE, [49] [50] [51] which allows a more complete comparison between linear and nonlinear transport characteristics. For the present linear simulations, we employ a resolution of 31 Â 64 Â 64 Â 16 in ðk x ; z; v k ; lÞ dimensions, analyzing a single k y mode at a time.
In Figs. 1 and 2, growth rates and mode frequencies for all four operation points are shown, retaining two kinetic species (deuterium ions and electrons). In all figures, black lines and symbols belong to the dominant instability, while red lines and markers indicate the strongest subdominant instability, if present. Electron and ion drift directions are designated by crosses and diamonds, respectively.
An analysis of the simulation results reveals that all of the instabilities mentioned above are found in the present cases, in addition to a hybrid instability with mixed drive. We start by describing the results for cases C and D (the lowcurrent discharge at 0.4 MA), since the behavior of these two cases is very similar, and straightforwardly explained. Going from low to high wavenumbers, both cases are dominated first by a microtearing mode up to k y q s $ 0.1, then by an ITG mode up to k y q s $ 0.7/0.3 (case C/D), and a combined TEM-ETG branch at higher wavenumbers. Furthermore, in the low-k y regime up to k y q s ¼ 2, the most unstable subdominant mode is always one of the instabilities just described-there is first a coexistence of MTM and ITG, and at higher k y q s a coexistence of ITG and TEM. Only for k y q s տ10, an additional subdominant eigenmode of ETG type is found. The main difference between the linear behavior of cases C and D is the earlier, and stronger, onset of the trapped-electron mode at k y q s $ 0:3 in case D, hinting at an increased fraction of electron heat transport at that radial position. As will be discussed in Sec. III C, the microtearing activity found at low wavenumbers in both cases can lead to numerical problems in nonlinear simulations, related to the large radial extent of these instabilities.
For the high-current cases A and B, the linear behavior is somewhat less transparent: For the r/a ¼ 0.75 position, the situation is similar to the cases described above. At the lowest wavenumbers, an unstable microtearing instability is found, which is then followed by an ITG instability at higher wavenumbers between 0.05 and 0.2. Beyond these wavenumbers, however, a hybrid mode takes over (rather than a "pure" TEM as in cases C and D), whose mode frequency exhibits a smooth sign change from electron to ion drift direction around k y q s $ 0:8. Another hybrid mode, but with lower growth rate, appears above k y q s $ 0:3 and connects to the ETG branch, which dominates beyond k y q s $ 2. In case B, on the other hand, no unstable microtearing mode is found. Instead, a trapped electron mode governs the entire range from k y q s ¼ 0:1 up to k y q s $ 2, beyond which an ETG FIG. 1. Linear growth rates for the four operation points A-D. The labels "i" and "e" refer to modes drifting in the ion or electron diamagnetic direction, respectively, and black solid (red dash) color marks the dominant (subdominant) instability. The labels in the plots refer to the most unstable mode. See main text for further physical interpretation, and Table I for the definitions of L ref .
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Phys. Plasmas 20, 122312 (2013) instability is the most unstable mode. In the low-k y range up to k y q s $ 1, no subdominant instabilities are found here. Note that ETG modes are unstable in all four cases, but their relative growth rates (compared to the instabilities at larger scales) are stronger in the 0.4 MA discharge, where they exceed their low-k counterparts by roughly a factor of 50, indicating possibly important transport contributions from small-scale ETG turbulence. 52 In that discharge, there are also more pronounced microtearing instabilities, hinting at the possible importance of electromagnetic effects. As will be discussed in Sec. III C, this microtearing activity is indeed reflected also in the turbulent state and poses a practical challenge due to its numerical implications (see also Refs. 53-55 for simulations of pure microtearing turbulence).
In summary, linear simulations show that most of the examined operation points exhibit a coexistence of TEMtype and ITG-type instabilities, except for case B in which ITG modes at low k y are stable. At the lowest examined wavenumbers, microtearing modes are found, primarily for the parameters of the low current (high safety factor) discharge. While the nonlinear simulations discussed in Secs. III C-III E will focus on these large-scale instabilities, all four cases also exhibit unstable ETG modes, whose contribution to turbulent transport will be studied in Sec. III F.
C. Turbulence simulations
Setup
In this section, the nonlinear, turbulent regime for each of the four operation points A-D is explored. The physical parameters are those listed in Table I ; the numerical parameters are shown in Table II , with the most realistic simulations (from which all of the following figures were produced) printed in boldface.
All simulations are set up such that most of the dissipation is caused by collisions and therefore physical. Numerical dissipation is introduced in the parallel direction in order to damp grid-scale modes, and in some cases also in the perpendicular plane, if spectral pile-up (e.g., due to unresolved ETG contributions) is found in the simulations without perpendicular dissipation. In the present work, all the numerical dissipation terms have the form of fourth-order hyperdiffusion terms (see Ref. 56) . Apart from these supplementary dissipative terms, all Poisson bracket terms that appear in the gyrokinetic equation have been discretized such that their analytical conservation properties are being retained in the numerical representation 57 -namely, an Arakawa 58 discretization is employed for the parallel dynamics, whereas the conservative properties of the nonlinearity are ensured by the pseudo-spectral approach. Fig. 1 , the labels "i" and "e" refer to modes drifting in the ion or electron diamagnetic direction, respectively, and black solid (red dash) color marks the dominant (subdominant) instability. The labels in the plots refer to the most unstable mode. See main text for further physical interpretation, and Table I for the definitions of L ref .
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Phys. Plasmas 20, 122312 (2013) The simulations have been run with a resolution in parallel spatial (z), parallel velocity (v k ), and magnetic moment (l) dimensions of typically 32 Â 32 Â 16 grid points; the resolutions in radial and toroidal directions were adjusted according to the requirements of each case-explicit values for a number of simulations are listed in Table II. Note that for the present physical parameters, the radial resolution must be chosen quite large due to the strong magnetic shear and to a lesser extent also because of the flux tube distortion due to plasma shaping. In addition, we find that it is necessary to include quite small toroidal mode numbers in the simulations, since the fluctuations tend to peak at rather large scales. Namely, for the high-current cases usually a toroidal mode number spacing of Dn ¼ 6 is taken, while for the low current cases Dn ¼ 4 or even Dn ¼ 2 is necessary.
In what follows, the heat transport levels obtained from our simulations will be compared to the experimental values obtained from interpretive ASTRA 59 modeling, and to the neoclassical ion heat transport obtained from the local GENE neoclassics solver. 60 The power transported through the full flux surface by species j ("heat transfer rate") is
where rx is the contravariant basis vector of the radial coordinate, hÁ Á Ái FS denotes a flux surface average, Q j is the heat flux (power per unit area), and V 0 is the derivative of the plasma volume with respect to the x coordinate. For our comparisons, we focus on the electrostatic contribution to Q j , generated by the radial component of the fluctuating E Â B drift-the electromagnetic transport channels are found to contribute at most 4% of the total heat transport, and are thus neglected in the analyzed cases.
Results and analysis
In Figs. 3(a) and 3(b) , the heat transport levels of the simulations marked in boldface in Table II are compared to the experimental levels obtained from interpretive ASTRA simulations. The markers show the GENE heat transfer rates (yellow circles: neoclassical; red triangles: ions including neoclassical and impurity; blue pentagons: electrons, black diamonds: sum over the above), while the lines indicate the ASTRA results (red dash: ion; blue dash-dot: electron; black solid: sum of both). Note that no contributions due to ETG turbulence are considered in these plots-see Sec. III F for simulations and a discussion of ETG turbulence in these discharges.
The simulations shown in Fig. 3 (a) were three-species simulations (#2 and #9 in Table II ) which included a boron impurity concentration set to match the Z eff values given in Table I . In addition, the assumption x nB ¼ x ne /2 was made for all impurity simulations, as this setting was found to approximately yield
whereas using flat impurity profiles (x nB ¼ 0) lead to a strong impurity influx, and an increased main ion outflux due to the larger main ion density gradient. Close analysis of the (nominal parameter) simulations for both radial positions of this discharge revealed that there is a significant amount of particle transport (which would be absent in experiment due to the lack of a core particle source), indicating that the nominal density gradient may be overestimating the actual one to some degree. In Table II , a simulation with slightly decreased density gradient is shown for case B, which gives reduced transport levels.
Examining Figure 3 (a), we find that using the nominal settings, the simulations of the 0.8 MA discharge moderately overestimate the heat transfer rates by about 35%-50%-the Table II ). The total heat transfer rate obtained from ASTRA is shown in black solid, while the ion (electron) contribution is drawn in red dashed (blue dashed-dotted) lines, respectively. Yellow circles denote the neoclassical ion heat transfer rate obtained from the GENE neoclassical solver, red triangles show the ion heat transfer rate (including neoclassical and impurity heat flux), blue pentagons show the electron heat transfer rate, and black diamonds denote the sum of the above contributions. Shaded regions are used to indicate the uncertainty of the interpretive ASTRA values (due to radiation for the total heat transport, due to equipartition for ion heat transport, and due to both for electron heat transport). Variations of input parameters are explored in Sec. III D.
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simulations still exhibit an outflow of particles, though, which is responsible for about 20%-30% of the heat transport in case A, and about 20% (50%) of the electron (ion) heat transport in case B. A crude correction (neglecting the impact of the density gradient on the driving instabilities) to this result may be obtained by subtracting the convective heat flux Q conv j ¼ 3 2 T j C j from the total value, shifting the heat transfer rates obtained for case A/B to within 20% of the ASTRA profiles. Additional simulations with input parameter variations for this discharge will be discussed in Sec. III D.
Continuing our analysis with the 0.4 MA discharge, we again find in Fig. 3(b) that the heat transfer rates obtained from GENE agree within 25%-50% with the ASTRA results. Here, a 50% underestimation of the combined heat transport levels at the inner radius (case C) is found and a 25% overestimation at the outer position (case D). The distribution of ion and electron heat transfer rates differs somewhat from mean values ASTRA predicts (more ion heat transport at r/a ¼ 0.75, less at r/a ¼ 0.85), but are only slightly outside the ASTRA error bars. As will be shown in Sec. III D, better agreement can be achieved by applying moderate variations of the background gradients.
Importantly, in addition to turbulent heat transport, neoclassical effects also turn out to contribute substantially in the low-current discharge. As the neoclassical transport scales like the squared poloidal ion gyroradius, 61 the approximate doubling of the safety factor between the two discharges leads to an increase of the neoclassical ion heat transfer rate by a factor of $4. At r/a ¼ 0.85, the neoclassical heat transfer rate thus attains a level of $0.08 MW, approximately equal to the turbulent ion heat transfer rate found for nominal input parameters. Adding both contributions gives a value close to the ASTRA interpreted values. Note that in the GENE simulations of this discharge the predicted particle flux is quite small, as would be expected in the present ECRH-heated plasmas.
Heat flux spectra
In Figures 4 and 5 , spectra of the electron and ion electrostatic heat fluxes, obtained once again from the boldfaced simulations of Table II, versus the binormal wavenumber are displayed for all operation points discussed so far. Several noteworthy features can be observed: Due to the coexistence of ITG and TEM (or hybrid) instabilities, the spectra of cases A and C (i.e., the two r/a ¼ 0.75 cases) have a rather complex shape exhibiting two peaks, one at low k y due to the ITG mode, and a broader one at higher k y due to the TEM mode. The spectra of cases B and D (i.e., of the two outer cases at r/a ¼ 0.85) lack the low-k y ITG peak observed at the other two operation points, and exhibit only a single peak around k y q s $ 0:4 (case B) and k y q s $ 0:5 À 0:6 (case D).
Comments regarding radial boundary conditions
We would like to note that, while most of the above simulations could be run straightforwardly with a conventional flux-tube setup 39 using periodic radial boundary conditions, two-species simulations for case D present an exception. As was hinted already in Sec. III B, the presence of unstable microtearing modes at low wavenumbers turned out to lead to problems in nonlinear simulations. More specifically, when running this case in a radially periodic box, typically after a relatively long quasi-stationary phase (lasting for a simulation time of about 300 a/c s ) the parallel magnetic potentialÃ k develops structures with large radial extent ("magnetic streamers"), which eventually stretch across the entire radial box, leading to an unbounded growth of fluctuation amplitudes and finally to a blow-up of the simulation.
Two options were successfully explored in order to tackle this problem: First, it is possible to use the global version of the GENE code 23 (retaining the local approximation), which treats the radial direction in direct space instead of Fourier space and thus allows for Dirichlet-type boundary conditions. Here, the latter assumes fluctuations outside the radial domain to be zero, thereby limiting the maximal extent of turbulent structures. With such a setup, and using appropriate heating terms in order to maintain the background profiles, 23 ,57 stable simulations can be achieved, in which the radial extent of the magnetic streamers reaches a steady state. While this approach provides stable simulations, one may question whether it is physically justified to limit the size of turbulent structures in this way. As global effects due to profile variation may impose a natural size limitation to A-D) . The spectra are averaged over time and the radial and parallel direction.
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Phys. Plasmas 20, 122312 (2013) such structures, global simulations could be used to guide the choices made in corresponding local runs-such simulations are very challenging and thus beyond the scope of the present work. As a second option, the local (periodic) GENE version can be stabilized by adding a small amount of E Â B shear in order to achieve a similar size-limiting effect. Using this approach, an E Â B shearing rate of c E ¼ 0:02 c s =L ref (which is small, but still exceeds the time-averaged experimental value by a factor $4) is sufficient to achieve a long-term stabilization of the simulation. Both the above approaches were found to yield heat transport levels close to those of a standard periodic simulation before blow-up.
In simulations, which included boron impurities, microtearing modes were found to be sufficiently weakened to allow for quasi-stationary simulations for at least 1000 a/c s , even without any of the above described measures. The GENE result for case D shown in Fig. 3(b) (#20 in Table II) was obtained from the quasi-stationary phase of such a three-species simulation with periodic radial boundaries, without E Â B shear.
D. Sensitivity with respect to input parameter variations
In order to estimate the robustness of the present results given experimental profile uncertainties, it is necessary to examine the sensitivity of the simulation results with respect to changes in the plasma parameters. Although the simulations shown in Sec. III C are relatively expensive (up to $300 000 CPUh per run, depending on the number of species and resolution), a number of tests with different resolutions and physics parameters were performed. In Table II , these simulations are listed together with the measured heat transfer rates and the corresponding experimental values.
High-current discharge
For case A, simulations with nominal parameters (keeping only deuterium and electrons) yielded an overestimation of the experimental electron heat transfer rate by $40%, and of the ion heat transfer rate by a factor of 2.3. The checks performed include a reduction of the radial resolution by a factor of 2 and the inclusion of compressional magnetic fluctuations. Both these changes had no significant effect on the results. When including boron impurities (n B /n e ¼ 3.4%), the saturated transport levels of both heat transport channels are reduced by 20%-45%, thus improving the agreement with experiment.
For case B, with the nominal parameters and two species again an overestimation of the heat transfer rates is obtained, by a factor of 3.2 in the electrons, and by a factor of 2.9 in the ions. Here, a reduction of the radial resolution can actually lead to false agreement with experiment-both ion and electron heat transfer rates are strongly reduced if only half the radial resolution (n x ¼ 256) is used (compare simulations #5 and #10). Increasing the toroidal mode number spacing from Dn ¼ 6 to Dn ¼ 14 (run #11) did not further compromise the result. One simulation was performed at even higher resolution, using 1024 radial modes, giving transport levels within 10%-20% of the simulation using 512 modes.
Therefore, using this resolution, several physics parameter variations were performed in order to examine the sensitivity of the transport levels with respect to variations in the input parameters. Since linear simulations indicate that the dominant TEM has a contribution due to density gradient drive (consider also the statements made about the convective heat flux contributions in Sec. III C), the density gradient was reduced by 10% for run #6, yielding a considerable decrease in the resulting heat transfer rates, thus reducing the overestimation to roughly a factor of 2 in both ions and electrons. Reducing the electron temperature gradient (#7) lowered the electron heat transfer rate by the same amount, but did not affect the ion heat transport.
Adding a kinetic boron species (using n B /n e ¼ 5.4% to match the experimental Z eff ), on the other hand, substantially reduces the transport levels, such that the ion heat transfer rate is matched well and the agreement in the electron heat transfer rate is also improved. Therefore, it may be concluded that through the inclusion of impurities, as well as a small adjustment to the density gradient, agreement with the inferred ASTRA transport levels can be achieved.
Low-current discharge
Using the nominal parameters for case C (and two species), nonlinear simulations predict a total heat transfer rate that is in very good agreement with the experimental value, although the distribution between ions and electrons differs from the ASTRA interpreted values. Nevertheless, since impurities lead to a substantial transport reduction in cases A and B, their influence consequently must be studied for the 0.4 MA discharge as well.
Running the case C parameters with a boron density of n B /n e ¼ 5.0% (again chosen to match the experimental Z eff through boron alone), both the ion and electron heat transfer rates are reduced by factors of $2 (see #12), thus underestimating the mean ASTRA levels by roughly this factor, and is slightly below the ASTRA error bars as well. For this reason, additional simulations were performed (see Fig. 6 ), FIG. 6 . Total heat transfer rates (including neoclassical) for variations of ion (red squares) and electron (blue diamonds) logarithmic gradients x Tj from their nominal values (indicated by dashed line) in case C. With moderately increased values, the ASTRA heat transport levels (solid line, with error band) can be matched. increasing either the electron or ion temperature gradient by 10% (runs #13 and #14, respectively). The electron temperature profile was found to be moderately stiff, yielding a 30% increase of P e with 10% increased electron temperature gradient. With slightly increased ion temperature gradient, on the other hand, it was very difficult to obtain a steady saturation level over the simulation time of $750 L ref /c s -the average heat transfer rates obtained during that simulation time recover approximately the reduction found before when adding impurities. Similar statements apply to the simulation #15, which was run with 20% increased electron temperature gradient. From the above results, we can conclude that agreement of the transport levels within the errors can be achieved, once again considering small variations of the input parameters.
Numerical convergence of the above simulation results was examined by reducing perpendicular resolutions for the nominal parameters (runs #16 and #17). As for case B, we find little change when increasing the toroidal mode number spacing Dn, but a strong reduction of heat transport levels when lowering the radial resolution to 256 modes.
Finally, we turn to case D, which proved to be the most delicate parameter set in terms of numerical stability, as was already mentioned in Sec. III C. The nominal parameters were therefore run with Dirichlet boundary conditions (run #18), using Krook-type buffer zones acting on all k y modes close to the boundary (see Ref. 23 ), as well as Krook-type heat and particle sources. 57 Using this setup, the electron heat transfer rate is close to the ASTRA result. The turbulent ion heat transfer rate, on the other hand, underestimates the ASTRA value somewhat-note, however, that according to the GENE neoclassical solver, the neoclassical heat transfer rate is expected to largely make up for the discrepancy, adding approximately 0.08 MW to the balance at this radial position. When increasing the driving ion temperature gradient by 20%, the turbulent ion heat transfer rate is raised to 0.24 MW (see run #19), which together with neoclassics, also surpasses the mean ASTRA value. Furthermore, increasing for a test the ion temperature gradient by 50% (run #20) leads to an ion heat transfer rate of 0.37 MW, which exceeds, together with neoclassical levels, the mean ASTRA level by more than 70%. Therefore, turbulent and neoclassical contributions match the experimental levels for a moderate gradient increase of 10%-20%.
When using, instead of the Dirichlet approach, a periodic (flux-tube) simulation with an E Â B shearing rate of c E ¼ 0.02c s /a (compare run #21 to #18), very similar heat transfer rates are obtained. Adding kinetic boron impurities (#22, again assuming x nB ¼ x ne /2 to retain close-to-zero particle flux, and n B /n e ¼ 6.5%) yields a substantial increase of the electron heat transfer rate (now overestimating the mean ASTRA result by almost 70%) and a further slight reduction of the ion heat transfer rate. Running the same setup either with Dirichlet boundaries or with E Â B shear (#23, #24) generates somewhat reduced electron heat transfer rates, within the ASTRA error bars, while ion heat transfer rates remain small at about 0.04 MW.
Finally, running again nominal parameters (with no impurities), but with an artificially reduced plasma beta of b e ¼ 10 À5 (run #25), the microtearing instability is stabilized enough to achieve a numerically stable simulation without resorting to Dirichlet boundaries or E Â B shear, giving at the same time a slightly larger ion heat transfer rate. However, a 40% reduction in electron heat transfer rate is observed, compared to the nominal run, indicating an electromagnetic enhancement of electron heat transport levels in this case, despite the predominantly electrostatic nature of the driving instabilities.
Summarizing the present sensitivity study, we do not observe any systematic underprediction of heat transfer rates in our gyrokinetic simulations. Even for nominal parameters, the GENE transport level predictions are not systematically outside the error bars of the ASTRA predictions and could be matched using reasonable variations of the input parameters. For the same discharges studied here, however, it was recently shown 41 that quasilinear TGLF results do substantially underestimate (by a factor of 3-5) the heat transfer rates for the 0.4 MA discharge, while agreeing better with the 0.8 MA discharge. Our results therefore suggest that the shortfall of the TGLF transport predictions in this case is likely related to the assumptions made in the model rather than to a breakdown of the underlying gyrokinetic theory. This question will be further addressed in Sec. IV. First, the GENE simulations are examined more closely to establish whether quasilinear modeling is applicable at all for the relatively cold L-mode plasmas studied here.
E. Analysis and comparison of linear and nonlinear fluctuation characteristics
In the debate about underpredicted transport levels in L-mode turbulence, a recurring topic has been the question whether the problem might be caused by an ill-modeled transition from plasma core turbulence, which often retains features (cross phases, mode frequencies) of the driving linear instabilities, to edge turbulence, which has been reported to exhibit little correspondence to linear modes. 18, 19, 62 
Cross phase analysis
Having shown that in the present GENE simulations, we do not find any systematic transport underprediction, we will now demonstrate that even at the outermost positions studied here, many turbulence characteristics remain essentially attached to those of the linear instabilities. To this end, we compare the phase shift # between the fluctuating electrostatic potential/ and fluctuations of the perpendicular temperatureT ?;i ;T ?;e , which is obtained by calculating at the outboard midplane for each k y mode #/;T ?;j h i
where W k x ; k y ð Þ¼ j/ k x ; k y ð ÞjjT ?;j k x ; k y ð Þj is an amplitudedependent weighting factor, hÁ Á Ái k x indicates an average over all k x modes, and j is the species index.
In Figs. 7 and 8 , the phase shifts of/ vs.T ?;e andT ?;i (of the main ions) are shown for the simulations of cases A-D, using nominal parameters, but including boron impurities (i.e., runs #2, #8, #12, #21). In Fig. 9 , furthermore, the same phase shifts are displayed for a simulation of the additional flux surface r/a ¼ 0.9 of the 0.4 MA discharge 63 (neglecting impurities here).
While the shifts between/ ÀT k and/ Àñ are relevant as well for electrostatic heat transport, the qualitative statements made below for/ ÀT ? are valid also for the other variable pairs, but not shown here for brevity. In the figures, the colored contours display the crossphases obtained from the saturated phase of nonlinear simulations (the ones marked in boldface in Table II) , while the red squares (green circles) are used to display the cross phases of the linear instability with the largest (second largest) growth rate. The transitions between dominant modes, finally, are marked by dashed lines, and the labels indicate the dominant mode in each region.
Several observations can be made from these plots. Generally, the agreement between linear and nonlinear cross phases is remarkably good even for the most extreme parameters studied here (i.e., the outermost positions of the lowcurrent discharge), especially in the wavenumber regime most important for transport, 0:1 Շ k y q s Շ 0:5. Moreover, it can be observed that the nonlinear cross phases do tend to trace those of the most-unstable linear mode-see Fig. 8(a) for a case in which the nonlinear/ ÀT ?;i cross phase (which determines the ion heat flux) at high k y "prefers" to follow that of the more unstable hybrid/TEM instability rather than that of the ITG mode. On the other hand, knowledge of the subdominant instabilities does provide additional useful information in cases like Fig. 8(c) , where the/ ÀT ?;i cross phase agrees with the subdominant ITG rather than the dominant ETG mode or in the mode transition regime of Fig.  8(d) , where the nonlinear cross phase averages over those of the two coexisting linear modes.
In the cases studied here, the analysis of the/ ÀT ?;e cross phase, relevant for electron heat transport, does not benefit much from knowledge of the subdominant modes, as both the dominant and subdominant instabilities place that phase shift close to the resonant p/2 value, as do the turbulence simulations. Microtearing modes do not contribute substantially in the present analysis since only electrostatic phase shifts are studied, while MTMs generate almost exclusively electromagnetic transport, characterized mainly by the cross phase between the parallel electron heat flux and the radial magnetic field fluctuations. 55, 64 FIG. 7. Comparison of linear (markers) and nonlinear (contours) cross-phases between/ andT ?e , where amplitudes increase from white to black. The most unstable linear modes are plotted as red diamonds, the second-most unstable modes as green circles, and dashed lines separate wavenumber regions dominated by different instabilities.
Frequency analysis
In addition to the above cross phase analysis, a comparison between linear and nonlinear drift frequencies can serve to quantify the degree to which linear and nonlinear physics overlap. Here, as an example, we perform this comparison for case D. From a nonlinear simulation, we extract the real frequencies of the electrostatic potential fluctuations by applying a windowed-FFT method to the simulation data and plot in addition the mode frequencies obtained from the linear eigenvalue analysis. The result of this comparison is plotted in Fig. 10 
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Told et al. Phys. Plasmas 20, 122312 (2013) between linear and nonlinear regimes. Here, one may note that the wavenumber range in which the ITG/TEM frequencies can be identified in fact extends beyond the range where each individual mode dominates (red squares vs. green circles), so that both frequencies coexist between k y q s % 0.2-0.4, similar to the observations made in Ref. 65 . The double peak visible in the frequencies of the nonlinear regime at k y ¼ 0, x % 0:5c s =L ref corresponds to a GAM oscillation (whose frequency analytically scales as 66
, which can be found also in linear GAM simulations with k x q s % 0.2. The microtearing modes observed in the linear simulations of Sec. III B are weakened in the simulations which include impurities, so that they do not appear in the frequency spectra. Even in nonlinear simulations without impurities, their influence on the spectra is weak-this is likely due to the fact that the spectra have been generated from electrostatic potential data. Measuring instead frequencies on the electromagnetic A k potential would provide stronger microtearing signals, but such an analysis is not shown here.
To summarize the findings of this section, one can state that there appears to be a solid foundation for quasilinear modeling of the present L-mode discharges out to r/a ¼ 0.9, at least. It should be kept in mind, though, that in this case the observed agreement between linear and nonlinear characteristics was found here using full gyrokinetic simulations, which contain more complete physics than the simplified (but much faster) quasilinear transport models currently in use (see, e.g., Refs. 10 and 67). It is therefore not selfevident that these models will straightforwardly obtain the same results in their present form.
F. Contributions due to ETG turbulence
When attempting to match experimental transport levels in gyrokinetic simulations, it is important to keep in mind that when comparing the simulated electron heat transfer rates to experimental data, the contributions due to electron scale turbulence (usually by ETG modes) should be examined as well. A recent study 9 has begun work on L-mode discharges of the Alcator-C-Mod tokamak and found cases where indeed the contribution of ETG turbulence to Q e constituted a significant fraction of the electron heat transport. In the present section, we therefore analyze the properties of electron scale turbulence in the discharges studied above.
In Sec. III B, it was found that the low-current discharge (cases C and D) had relatively stronger ETG instabilities than the high-current discharge (cases A and B), implying that ETG turbulence may contribute measurably in the former. For that reason, results from dedicated ETG simulations of these two cases are discussed in the present section. Before examining the simulation results, we analyze the discharge data from a linear point of view by calculating the critical gradients of the ETG instabilities, using the formula of Ref. 68
For this analysis, we convert the data from Table I from q tor to r coordinates (all necessary geometric quantities can be found in the table) and convert the resulting critical gradients back to the convention employed here. This procedure yields for cases A-D, respectively, critical gradients of x Te,crit ¼ 2.14, 2.02, 1.51, and 1.21. Thus, the observation of more pronounced ETG instabilities in cases C and D (see Sec. III B) can be traced back to a reduced linear threshold due to the larger safety factor values-note, however, that the linear simulations shown in that section did not include impurities, in contrast to the critical gradient values calculated here. Even though impurities tend to raise the linear threshold gradient for ETG instabilities by increasing Z eff , the experimental gradients exceed the threshold in all four cases. In addition to the lower thresholds of cases C and D, the ratio g e ¼ L ne /L Te (where L ne , L Te are density/temperature profile scale lengths) driving the ETG instabilities is also considerably larger in those cases, reaching values of about 3.5 to 4, while in cases A and B g e % 2. In order to study the actual transport contributions due to ETG turbulence, we now turn to nonlinear simulations for all cases A-D, focusing exclusively on electron scales. Since any possible coupling between ion and electron scales 52 is ignored with this approach, such simulations of pure ETG turbulence pose difficulties of their own: In toroidal plasmas, ETG turbulence often has the property of generating extremely elongated radial structures (streamers 21, 69, 70 ), requiring large radial simulation domains. In reality, however, turbulence at larger scales (neglected here) would generate a fluctuating background, which may act in a stabilizing way on the smaller ETG structures and thus limit their radial extent. 52, 71, 72 In order to model this stabilizing effect, we add a weakly sheared background flow, as discussed already in Sec. III C, 
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Phys. Plasmas 20, 122312 (2013) while at the same time having only a moderate effect on the resulting transport levels. Using this setup, simulations with an adiabatic ion response (including impurities through the parameter s ¼ Z eff T e /T i , see Ref. 68) were performed for each of the four cases. Despite the small E Â B shearing rate used in these simulations, the heat transfer rates generated were rather small, attaining values of 0.06 MW, 0.07 MW, 0.04 MW, and 0.09 MW, respectively, for cases A-D. When neglecting impurities, on the other hand, the transport levels rise to 0.25 MW for case C and 0.41 MW for case D. It is therefore essential to retain their contribution in order to obtain a realistic picture.
In summary, the ETG transport levels obtained in this section do not alter the statements of Sec. III C substantially, as they present only small additions to the electron heat transport found in ion scale simulations. We would like to stress here, though, that this statement does not apply to L-mode discharges in general. For instance, as can be seen in Table I , the well-known DIII-D "shortfall" discharge 128913 exhibits both a lower Z eff , as well as a larger T i /T e ratio than any of the cases examined here. Thus, we have s % 1 in that case, while all of the ASDEX Upgrade operation points studied here have s > 2. Calculating the linear threshold gradient for DIII-D yields x Te,crit ¼ 1.10, which is strongly exceeded by the experimental gradients, while at the same time g e ¼ 4.6. More significant ETG contributions can thus be expected in the DIII-D L-mode discharge. Finally, it should be noted that, by the temperature fluctuations due to large-scale turbulence can also locally destabilize ETG turbulence, which may thus add to the electron heat transport. These effects can only be conclusively examined in simulations encompassing both ion and electron gyroradius scales, though, which are outside the scope of this paper.
IV. CONSEQUENCES FOR QUASILINEAR MODELING
As has been demonstrated in Sec. III E, there does not appear to be any fundamental obstacle for quasilinear modeling of colder L-mode regions. In the present section, we therefore discuss the reasons for the apparent failure of present quasilinear models in some of these cases (documented, e.g., in Refs. 4, 6, 7, and 41), and we give some suggestions for the improvement of such models.
Quasilinear transport modeling basically rests on two pillars. The first consists of a more or less elaborate approach to describing the physics of linear instabilities for given plasma parameters-these usually involve solving linearized gyrofluid or simplified gyrokinetic equations. Already at this level, it is not guaranteed that all relevant effects are captured in such models, since linear instabilities can develop quite complex mode structures in simulations which consider strong shaping. 27 However, it must be stressed here that even from the most accurate linear physics description it is not possible to deduce any information on nonlinear saturation levels. Thus, the transport levels remain entirely unspecified and can only be found reliably by actually solving the full nonlinear equations.
Due to this fact, as the second pillar of any quasilinear transport model, an empirical nonlinear saturation rule must be employed to be able to deduce transport levels from the linear results. Such a rule usually consists of an assumption on the shape of the transport spectrum (or the saturated electrostatic potential) and a saturation amplitude, which is derived, e.g., from mixing length estimates 67 or obtained by fitting an ad-hoc formula to nonlinear simulations.
11 Present quasilinear models have mainly been benchmarked/calibrated to simulations of core plasma turbulence-saturated turbulence levels outside this parameter regime are therefore likely to deviate from the model predictions.
For core parameters, turbulent diffusivities are usually found to be of the order of the gyro-Bohm diffusivity
). In the cold outer core and edge of L-mode plasmas, however, due to the scaling v gB / T 3=2 , the gyro-Bohm heat flux decreases like Q gB / T 5=2 , so that models fitted to core turbulence amplitudes will almost inevitably fail unless their saturation rules are adapted or extended for L-mode parameters, which require saturation at much higher amplitudes than in the hot core of H-mode plasmas. For the operation points examined in the present work, e.g., Q gB decreases roughly by a factor of 4 (2.5) As a simple test, we evaluate quasilinear diffusivities for the present ASDEX Upgrade cases A-D, using the quasilinear model proposed in Ref. 22 , which was successfully applied therein to pure TEM turbulence. This model estimates saturated quasilinear diffusivities by evaluating
where
is the parallel average (extending over m -1 poloidal turns) of the perpendicular wavenumber, weighted by a power n of the electrostatic potential, and c is the linear growth rate. For each k y , the diffusivity v QL is taken to be the saturated diffusivity of the dominant heat transport channel-he diffusivities for the other species are then computed according to the ratios of the transport quantities evaluated from the linear simulations.
Using this scheme and setting n ¼ 2 and m ¼ 15, we calculate spectra of the quasilinear prediction for the electron heat flux Q e /Q gB , which are plotted in Figs. 11 and 12 . The former figure shows that, without applying any scaling factors, for the high current discharge the quasilinear model predictions agree surprisingly well with the nonlinear results in terms of the peak position and amplitudes of the heat flux spectra. Also, the double peak structure found in case A agrees well with the nonlinear simulation results.
For cases C and D, on the other hand, the predictions of the quasilinear model cannot be used as straightforwardly. In Fig. 12 , the quasilinear spectrum for case C has been multiplied by a factor of 0.3. Apart from the amplitude, the shape of the spectrum and the peak position still agree quite well with the nonlinear result. In contrast, for the parameters of case D, we find that the model does not handle the coexistence of ITG and TEM modes well. In order to make the peak amplitudes agree, the heat flux predictions for the TEM branch (marked in the figure) had to be multiplied by a factor of 4. The ITG fluxes, on the other hand, were not rescaled, but overestimate the nonlinear results by a similar factor. The quasilinear model of Eq. (3) therefore clearly needs refinement to enable a reliable treatment of such cases, possibly along the lines of Ref. 65 , where similar cases with coexisting ITG/TEM instabilities have already been treated. Such a study is beyond the scope of the present paper, though.
In summary, while the results of Sec. III E imply that quasilinear modeling should be, in principle, applicable to the outer core of L-mode plasmas, we would like to stress that to enable reliable predictions for such regimes, significant extensions to the models presently in use are likely required. In particular, the empirical saturation rules used in current quasilinear models should be benchmarked/fitted to nonlinear gyrokinetic simulations which simultaneously include large gradients, large safety factor, strong magnetic shear, and strong shaping. Furthermore, collisional and electromagnetic effects, which are more important in the outer core of L-modes, should be included. We are aware that this requires an enormous computational effort, as is obvious also from the present work, but in our view this is a necessary step in order to achieve a reliable quasilinear modeling of L-mode plasmas.
V. CONCLUSIONS
The study presented in this paper focused on nonlinear gyrokinetic simulations of turbulence in the outer region of L-mode plasmas, using the GENE code. A seemingly systematic underestimation of transport levels in DIII-D L-mode plasmas, which was reported in several publications in recent years, motivated the present study of turbulence in ASDEX Upgrade L-mode discharges. In our simulations, no evidence of a systematic underprediction could be foundinstead, even using the nominal experimental plasma parameters, our most comprehensive simulations predicted transport levels close to the inferred experimental values. Even better agreement could be achieved through moderate variations of input parameters around their nominal values. Conversely, for prescribed fluxes, as is, in principle, possible with transport solvers like TRINITY 73 or TGYRO, 74 one would obtain quite accurate profile predictions for the analyzed cases. However, performing extensive parameter variations with nonlinear gyrokinetic simulations is very expensive, since the plasma conditions occurring in the outer regions of L-mode plasmas place severe constraints on the resolutions and physics content to be retained. This study thus involved a large computational effort, amounting to about 15 Â 10 6 CPU-h in total-attempts to exactly match experimental transport levels for many different operation points therefore constitute an immense undertaking.
With the nonlinear simulation data gathered in this study, an extensive comparison of cross phases and frequencies with those obtained in linear simulations was performed, which revealed that even in conditions of cold L-mode plasmas, turbulence properties like the cross phases and drift frequencies resemble closely those of the driving instabilities, at least out to a radial position of r/a ¼ 0.9. Hence, the applicability of quasilinear models for such plasmas is, in principle, confirmed.
The problems of current quasilinear models in matching the experimental fluxes therefore appear to stem not from a failure of the underlying gyrokinetic theory, but mainly from limitations of the empirical nonlinear saturation rules which link linear physics to transport levels. In the cold L-mode edge, saturation amplitudes necessarily must be larger in order to overcome the degradation of gyro-Bohm transport levels with temperature. Considering the fact that the existing models are calibrated largely to the saturation levels of electrostatic core turbulence simulations, it is clear that an additional effort is required to devise saturation rules which apply also to colder L-mode plasmas with simultaneously 
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Told et al. Phys. Plasmas 20, 122312 (2013) occurring strong magnetic shear, large safety factor, strong shaping, and steep gradients. The underpredictions found even in nonlinear gyrokinetic simulations of certain L-mode plasmas are not confirmed for the discharges and physical/numerical setups used in the present paper. In addition, close agreement between the GENE and GKW gyrokinetic codes was demonstrated. A substantial international benchmarking effort is currently underway to address the question whether this "shortfall" problem is caused by numerical issues and/or connected to certain discharge conditions.
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APPENDIX: BENCHMARK BETWEEN GENE AND GKW
In Ref. 41 , a benchmark between (the local versions of) GENE and GKW based on the same four L-mode cases as in the present work was presented. Complementing the model validation of this paper, it is useful to also verify the correct implementation of the model (particularly its more sophisticated features, e.g., the experimental geometry interface, and the collision operator) for the same cases. 75 Here, we therefore present further details and refinements of the benchmark verification that could not be included in Ref. 41 .
The codes GKW 40 and GENE 21 have been implemented completely independently, but use equivalent equations and similar numerics, with very similar parallel grids, velocity grids, and collision operators. For this benchmark, both codes were run with the "nominal" physics setup described in Sec. II, using the full numerical equilibria from the same G-EQDSK files (for GKW, via an interface to the CHEASE code 76 ), and a linearized Landau-Boltzmann collision operator with both pitch angle and energy scattering including ad-hoc momentum and energy conservation terms. Only deuterium ions and electrons were retained for this benchmark, with Z eff kept only in the collision frequency. Electromagnetic effects were taken into account, neglectingB k fluctuations.
The linear mode spectra for these settings were shown in Ref. 41 and demonstrated very good agreement between the codes (once the collision operators and geometry inputs were matched exactly). For the nonlinear benchmark, the GENE setup is as described in Secs. II A and III C. GKW was run with 60 Â 32 Â 8 points in the parallel, parallel velocity (v k ) and magnetic moment (l) grids, respectively (exception: Case C, with only 36 parallel points), and with minimal parallel diffusion for numerical stability and   FIG. 13 . Comparison between the GENE and GKW spectra of the electron/ion heat transfer rates for cases A-D.
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Phys. Plasmas 20, 122312 (2013) perpendicular spatial diffusion as required to damp the ETG branch. Case A proved to be quite insensitive to grid setups. The other cases were more sensitive, and required perpendicular resolutions to be matched; as is clear from the earlier discussion of Table II , the increased presence of electron driven modes (MTM and TEM) present in cases B, C, and D make them much more challenging for numerical convergence. The grid setups for these cases were matched as closely as practical within stability and resource constraints. The large extent of low-n electron driven modes in ballooning space means they are often under-resolved on the nonlinear grid; in these circumstances, differences in the parallel boundary condition between the codes may influence the results. The GKW simulations were run at somewhat larger parallel resolution to remove a numerical instability at low n; subsequently, it was found that lower resolutions can be used if an alternative dissipation scheme is used in the parallel differencing.
As discussed in Sec. III C, case D was also run with Dirichlet boundaries (using radial finite-difference versions of both codes 23, 77 ) to constrain the magnetic streamers. The radial width of the domain at the low field side (L r ) was set to half the shortest perpendicular length scale 0:5 L T e ¼ 0:5 x T e dq tor =dr ¼ 6:3 cm, providing a similar domain size as for standard periodic boundary simulations. Both GENE and GKW used combinations of Krook-type buffer zones at the radial boundaries of the simulation domain, and global sources were applied across the whole radial domain, but with quite different implementations and settings. The electron heat fluxes are relatively robust to these choices, but for a correct ion flux it was important to confirm that the setup prevents profile relaxation and gives a saturated zonal flow. Given the quite different setups, the agreement of the two codes within 20% in both channels indicates that appropriate setups have been found for both codes for this case. Although the Dirichlet boundaries turned out not to be necessary for this case (see Sec. III C), they may still prove useful for local simulations of other edge cases.
The benchmark results for all four cases are summarized in Table III and the heat transport spectra are shown in Fig.  13 . Note that the simulations shown here exhibit slightly different transport levels from those in Ref. 41 , due to extended time averages in the present work and because of the different collision operator employed in the GKW simulations of cases B and D in Ref. 41 . In all cases except B, the agreement between the codes is within the uncertainty of the time average due to intermittency (estimated by taking a sample of time averages). In case B, which is the most difficult for convergence, the codes could not be run with identical grid setups, but still agree within 25%, within the uncertainties of the numerical convergence.
The comparison of the spectra is much more stringent than that of the total flux presented in Ref. 41 . The close agreement of the spectral shapes in all cases provides a convincing verification of the nonlinear physics in both codes. To further advance the resolution of the L-mode transport shortfall issue, we have begun to extend this benchmark to additional gyrokinetic codes, whose numerical approaches differ much more substantially than the implementations of GENE and GKW do. Results of this work will be reported in a separate publication.
TABLE III. Summary of nonlinear runs in the GENE/GKW benchmark, corresponding to the spectra shown in Fig. 13 . The GENE results and numbering are the same as in Table II Plasmas 20, 122312 (2013) 
