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Abstrakt
Ta´to bakala´rska pra´ca sa zaobera´ vy´pocˇtami poz´ıcie GPS prij´ımacˇa s vyuzˇit´ım meto´dy
Cramerovho pravidla. Na´sledne popisuje chyby vytvorene´ pocˇas prenosu. Zaobera´ sa tak-
tiezˇ zaveden´ım geodeticky´ch su´radn´ıc pre vypocˇ´ıtanu´ poz´ıciu v priestore. Na vy´pocˇty
poz´ıcie prij´ımacˇa pomocou Cramerovho pravidla a na vy´pocˇty v geode´zii je pouzˇite´ pro-
stredie MATLAB.
Abstract
This bachelor’s thesis deals with the calculating of the position of the GPS receiver using
the method of Cramer’s rule. Subsequently, the errors generated during the transmission
are described. The geodetic coordinates for the calculated position in space are introduced.
The calculations of the receiver position by Cramer’s rule and the calculations in geodesy
are performed using MATLAB.
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1 U´vod
Histo´ria
L’udia sa uzˇ odda´vna snazˇili orientovat’ vo svojom priestore, ktory´ ich obklopoval, po-
mocou isty´ch cyklicky´ch u´kazov alebo neskoˆr pr´ıstrojov. Prvy´m pr´ıstrojom na urcˇenie
poz´ıcie nebesky´ch telies povazˇujeme astrola´b. Vyuzˇ´ıvali ho hlavne astrono´movia, ast-
rolo´govia a naviga´tori. Chronologicky za n´ım pricha´dza kompas, ktory´ sa datuje od
4. storocˇia n.l. Azˇ v 18. storocˇ´ı pricha´dza dalˇs´ı podstatny´ navigacˇny´ pr´ıstroj, sextant.
Na princ´ıp sextantu ako prvy´ priˇsiel Isaac Newton.
Su´cˇasnost’
Najzna´mejˇsie Globa´lne druzˇicove´ polohove´ syste´my (Global Navigation Satellite Sys-
tem - GNSS):
• GPS (Global Positioning System) syste´m preva´dzkuje Ministerstvo obrany U.S.A.
• GLONASS (Globalnaja navigacionnaja sputnikovaja sistema) syste´m preva´dzkuje
Ruska´ arma´da
• Galileo navigacˇny´ syste´m, pla´novany´ projekt Euro´pskej u´nie, ktory´ by mal za-
bezpecˇit’ neza´vislost’ od GPS syste´mu
Rozdelenie pra´ce
V nasleduju´cej kapitole budeme pojedna´vat’ o algebraickom za´klade, potrebnom k po-
chopeniu d’alˇs´ıch kapitoˆl. Zameriame sa na prvky vektorove´ho priestoru, determinanty
a Cramerovo pravidlo. Determinanty rozoberieme z dvoch pohl’adov. Prvy´ bude vycha´dzat’
priamo z defin´ıcie a druhy´ pohl’ad bude prostredn´ıctvom orientovany´ch objemov. Pre Cra-
merovo pravidlo si uka´zˇeme geometricke´ odvodenie na R2 a R3.
Tretia kapitola na´m vysvetl´ı teoreticky´ vy´pocˇet poz´ıcie. Budeme v nej riesˇit’, ake´
rozostavenie satelitov na´m zaist´ı konecˇny´ pocˇet riesˇen´ı. V tejto kapitole si uvedieme
meto´du vy´pocˇtu poz´ıcie prij´ımacˇa na za´klade Cramerovho pravidla. Na´sledne popisujeme
nezˇiadu´ce faktory z praxe, ktore´ vel’kou mierou vply´vaju´ na presnost’ vypocˇtu poz´ıcie.
Na zacˇiatku sˇtvrtej kapitoly zavedieme niektore´ geodeticke´ pojmy ako u´vod do tejto
problematiky. Pokracˇujeme zaveden´ım referencˇne´ho elipsoidu WGS-84, ktory´ bol vytvo-
reny´ pra´ve pre potreby GPS. V kapitole je tiezˇ vysvetleny´ proble´m s urcˇen´ım nadmorskej
vy´sˇky.
Nadobudnute´ vedomosti vyuzˇ´ıvame v piatej kapitole, ktora´ je zamerana´ prakticky. Zo
z´ıskany´ch rea´lnych dat pocˇ´ıtame polohu algoritmom pop´ısany´m v tretej kapitole. Na´sledne
prepocˇ´ıtavame poz´ıciu aj na zemepisne´ geodeticke´ su´radnice, podl’a ktory´ch sa uzˇ vieme
orientovat’ na Zemi. Vy´pocˇty zavrsˇ´ıme vy´pocˇtom nadmorskej vy´sˇky, pre bod prij´ımacˇa.
Nasˇe vy´pocˇty prebiehaju´ v prostred´ı Matlab, preto su´ su´cˇast’ou kapitoly aj zdrojove´ ko´dy.
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2 Pouzˇita´ algebra
Zadefinovane´ pojmy z tejto kapitoly su´ v literatu´re [8] a [3]. Vsˇetky vy´pocˇty v tejto
pra´ci su´ uskutocˇnovane´ nad pol’om R, preto budeme matematicke´ objekty definovat’ nad
ty´mto pol’om, ak nebude uvedene´ inak.
2.1 Vektorove´ priestory
Defin´ıcia. Vektorovy´m priestorom V nad R rozumieme mnozˇinu V spolu s opera´ciami
scˇ´ıtania a na´sobenia skala´rmi. Prvky vektorove´ho priestoru budeme nazy´vat’ vektory
(znacˇ´ıme¯).
Axio´my scˇ´ıtania:
(i) (u¯+ v¯) + w¯ = u¯+ (v¯ + w¯), ∀u¯, v¯, w¯ ∈ V
(ii) u¯+ v¯ = v¯ + u¯, ∀u¯, v¯ ∈ V
(iii) ∃0¯ ∈ V, u¯+ 0¯ = u¯, ∀u¯ ∈ V
(iv) ∀u¯ ∈ V, ∃(−u¯) ∈ V, u¯+ (−u¯) = 0¯
Axio´my na´sobenia skala´rmi:
(i) a · (u¯+ v¯) = a · u¯+ a · v¯, ∀a ∈ R, u¯, v¯ ∈ V
(ii) (a+ b) · u¯ = a · u¯+ b · u¯, ∀a, b ∈ R, u¯ ∈ V
(iii) a · (b · u¯) = (a · b) · u¯, ∀a, b ∈ R, u¯ ∈ V
(iv) 1 · u¯ = u¯, ∀u¯ ∈ V
V d’alˇsom texte budeme uvazˇovat’ mnozˇinu Rn vsˇetky´ch n-tic (w1, . . . , wn), kde wi ∈ R,
i = 1, . . . , n. Scˇ´ıtanie vektorov definujeme po zlozˇka´ch. Na´sobenie vektora w¯ ∈ Rn
skala´rom a ∈ R definujeme taktiezˇ po zlozˇka´ch. Mnozˇina Rn s tymito opera´ciami tvor´ı
vektorovy´ priestor. Vel’kost’ vektora w¯ ∈ Rn budeme oznacˇovat’ |w¯| a pocˇ´ıtame |w¯| =√∑n
i=1w
2
i .
Defin´ıcia. Mnozˇina vektorov M = {w¯1, . . . , w¯k} ⊂ V vo vektorovom priestore sa nazy´va
linea´rne neza´visla´, ak pre kazˇde´ skala´ry a1, . . . , ak ∈ R plat´ı:
a1 · w¯1 + . . .+ ak · w¯k = 0¯⇒ a1 = a2 = . . . = ak = 0.
Defin´ıcia. Mnozˇina M = {v¯1, . . . , v¯k} ⊂ V generuje vektorovy´ priestor V, ak plat´ı:
∀w¯ ∈ V : ∃k1, . . . , kn ∈ R tak, zˇe k1v¯1 + . . .+ knv¯k = w¯.
Potom vektory v¯1, . . . , v¯k vola´me genera´tormi vektorove´ho priestoru, cˇ´ısla k1, . . . , kn su´rad-
nicami vektora w¯ v ba´ze v¯1, . . . , v¯k a vy´razy tvaru k1v¯1 + . . . + knv¯k nazy´vame linearnou
kombina´ciou vektorov v¯1, . . . , v¯k.
Defin´ıcia. Majme vektorovy´ priestor V. Nech vektory z¯1, z¯2, . . . , z¯k ∈ V, k ∈ N tvoria
maxima´lnu neza´vislu´ su´stavu vektorov z V, potom su´stava z¯1, z¯2, . . . , z¯k je ba´zou tohoto
vektorove´ho priestoru.
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A teda plat´ı pre kazˇdy´ vektor z¯ ∈ V, zˇe ho moˆzˇeme jednoznacˇne vyjadrit’ v su´radniciach
ba´zovy´mi vektormi takto: z¯ = s1 · z¯1 + s2 · z¯2 + . . .+ sk · z¯k kde s1, s2, . . . , sk ∈ R
Pozna´mka. Ba´zu vektorove´ho priestoru moˆzˇeme nadefinovat’, taktiezˇ ako minima´lnu
mnozˇinu genera´torov vektorove´ho priestoru.
Pozna´mka. Zna´ma je sˇtandardna´ ba´za vektorove´ho priestoru Rn , ktora´ ma´ za prvky
e¯1 = (1, 0, . . . , 0)
T
e¯2 = (0, 1, . . . , 0)
T
...
...
e¯n = (0, 0, . . . , 1)
T .
Defin´ıcia. Vektorovy´ su´cˇin v pravotocˇivom su´radnicovom syste´me definujeme takto
k¯ × l¯ = n¯ · |k¯| · |l¯| · sin(α),
kde n¯ je jednotkovy´ norma´lovy´ vektor (smer je urcˇeny´ podl’a pravidla pravej ruky) a α je
uhol zvierany´ vektormi k¯ a l¯.
Pozna´mka. Pravidlo pravej ruky aplikovane´ na vektorovy´ su´cˇin znie takto: Nech pre dva
vektory ∀a¯, b¯ 6= 0¯ plat´ı, zˇe a¯ a b¯ su´ vyjadrene´ ukazova´kom a prostredn´ıkom pravej ruky,
potom vektorovy´ su´cˇin a¯× b¯ ma´ smer palca.
Pozna´mka. Z defin´ıcie vektorove´ho su´cˇinu moˆzˇeme odvodit’ antikomutativnost’ vekto-
rove´ho su´cˇinu takto
k¯ × l¯ = n¯ · |k¯| · |l¯| · sin(α)
l¯ × k¯ = n¯ · |l¯| · |k¯| · sin(2pi − α) = −n¯ · |k¯| · |l¯| · sin(α)
}
k¯ × l¯ = −l¯ × k¯.
2.2 Matice
Mnozˇinu vsˇetky´ch mat´ıc typu m× n nad R budeme znacˇit’ Matmn(R). Sˇtvorcovu´ maticu
potom oznacˇ´ıme Matm(R).
Neza´visly´ riadok matice rozumieme riadok, ktory´ nemozˇno vytvorit’ linea´rnou kombina´ciou
ostatny´ch riadkov matice.
Defin´ıcia. Majme maticu A ∈Matmn(R). Hodnost’ou matice nazy´vame maxima´lny pocˇet
jej neza´visly´ch riadkov. Sˇtvorcovu´ maticu A ∈ Matm(R) nazy´vame regula´rnou, ak jej
hodnost’ je rovna´ m v opacˇnom pr´ıpade ju nazy´vame singula´rnou. Hodnost’ matice A
znacˇ´ıme h(A).
Defin´ıcia. Nech A = (aij) ∈ Matmn(R) potom maticu AT = (aˆij) ∈ Matnm(R) s prv-
kami aˆij = aji nazy´vame maticou transponovanou k matici A. Symetrickou maticou A
nazy´vame taku´ maticu, zˇe plat´ı A = AT a maticu A nazy´vame antisymetrickou ak plat´ı
A = −AT .
2.3 Determinanty mat´ıc
Pre zavedenie determinantu mus´ıme najprv zaviest’ pojem permuta´cie z [8].
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2.3.1 Permuta´cie
Defin´ıcia. Permuta´ciou mnozˇinyX rozumieme bijekt´ıvne zobrazenie mnozˇinyX na seba.
Permuta´ciu σ konecˇnej mnozˇinyX = {1, 2, . . . , n}moˆzˇeme zap´ısat’ pomocou vy´sledne´ho
poradia vo forme tabul’ky: (
1 2 · · · n
σ(1) σ(2) · · · σ(n)
)
.
Ak plat´ı σ(x) = x pre x ∈ X potom x nazy´vame samodruzˇny´m prvkom permuta´cie
σ. Ak existuju´ pra´ve dva prvky x, y ∈ X pre ktore´ platia vzt’ahy σ(x) = y a σ(y) =
x a vsˇetky ostatne´ prvky su´ samodruzˇne´, potom permuta´ciu nazy´vame transpoz´ıciou
(znacˇ´ıme (x, y)).
Veta 2.1. Kazˇda´ permuta´cia konecˇnej mnozˇiny je su´cˇinom transpoz´ıci´ı.
Doˆkaz. Na mnozˇine X zadefinujeme rela´ciu ∼ takto: a ∼ b pra´ve vtedy, ked’ existuje
k ∈ Z s vlastnost’ou b = σk(a), kde pre k > 0 je σk(a) = σ(. . . σ(σ(a)) . . .), σ0(a) = a a pre
za´porne´ k zavedieme σk = (σ−1)−k. Kde σ−1 je inverzne´ zobrazenie(tj. σ−1(σ(a)) = a).
Rela´cia ∼ splnˇuje:
(i) a ∼ a, pretozˇe σ0(a) = a (reflexivita)
(ii) a ∼ b⇒ b ∼ a, pretozˇe σk(a) = b pra´ve vtedy, ked’ a = σ−k(b) (symetria)
(iii) a ∼ b ∧ b ∼ c⇒ b ∼ a, pretozˇe σk ◦ σl = σk+l (tranzitivita)
Rela´ciu splnˇuju´cu reflexivitu, symetriu a tranzitivitu nazy´vame ekvivalenciou. A vieme,
zˇe ekvivalencia na mnozˇine produkuje rozklad mnozˇiny na triedy. Uvazˇujme preto jednu
triedu obsahuju´cu a ∈ X. Mnozˇina X je konecˇna´, preto plat´ı σp(a) = σq(a) pre urcˇite´
0 ≤ p < q. Uvazˇujme najmensˇie neza´porne´ p, ale pretozˇe pre kazˇdu´ dvojicu σp(a) =
σq(a) p < q, mozˇeme p´ısat’ σ0(a) = σq−p(a) mus´ı byt’ p = 0 a teda a = σq(a). Na´sledne
pre a, vytvorme pr´ıslusˇnu´ triedu ako mnozˇinu {a, σ(a), . . . , σq−1(a)}. Taka´to mnozˇina je
triedou rozkladu na mnozˇine X obsahuju´cou a. Obdobne moˆzˇeme vytvorit’ mnozˇinu pre
kazˇdy´ prvok b ∈ X. Zu´zˇen´ım permuta´cie σ k tejto podmnozˇine moˆzˇeme zap´ısat’ ako
zlozˇenie transpoz´ıci´ı
(a, σq−1(a)) ◦ (a, σq−2(a)) ◦ . . . ◦ (a, σ(a)).
Zu´zˇenie permuta´cie σ rozsˇ´ırime na permuta´ciu celej mnozˇiny X tak, zˇe vsˇetky ostatne´
body (mimo uvazˇovanej triedy ekvivalencie) budu´ samodruzˇne´. Ak je teda cely´ rozklad
na triedy mozˇne´ vyjadrit’ ako X = X1 ∪ X2 ∪ · · · ∪ Xr, potom poˆvodnu´ permuta´ciu σ
vyjadrujeme ako zlozˇenie r permuta´ci´ı σi, zodpovedaju´cej jednotlivy´m triedam. Veta je
doka´zana´, pretozˇe permuta´cie σi sme uzˇ vyjadrili ako zlozˇenie transpoz´ıci´ı.
Permuta´cii σi rozsˇirenej z triedy Xi na cele´ X hovor´ıme cyklus. Dl´ˇzkou cyklu σi rozu-
mieme pocˇet permutovany´ch prvkov, takzˇe card(Xi). Dl´zˇka permuta´cie σ je pocˇet prvkov
X, ktore´ nie su´ samodruzˇne´.
Defin´ıcia. Dvojica prvkov a, b ∈ X = {1, 2, . . . , n} tvor´ı inverziu v permutacii σ, ak
a < b a σ(a) > σ(b). Permuta´ciu nazy´vame pa´rnou ak ma´ pa´rny pocˇet inverzi´ı, v opacˇnom
pr´ıpade ju nazveme nepa´rnou. Paritu pemuta´cie definujeme sgn(σ) = (−1)pocˇet inverzi´ı.
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Pozna´mka. Uvazˇujme l’ubovol’nu´ permuta´ciu σ na mnozˇine X = {1, . . . , n}. Ak k per-
muta´cii prida´me zlozˇen´ım transpoz´ıciu (i, j), pre paritu novej permuta´cie σ ◦ (i, j) plat´ı:
sgn(σ ◦ (i, j)) = sgn(σ)(−1)mij+mia, aj ,
kde exponent vyjadruje o kol’ko sa zmen´ı pocˇet inverzi´ı a index oznacˇuje cˇleny inverzie.
Samotne´ i,j bud’ vytvor´ı alebo zrusˇ´ı jednu inverziu v σ, preto mij je nepa´rne cˇ´ıslo
z {−1, 1}. Pre inverzie s prvkom a ∈ X − {i, j}, plat´ı i,a a j,a su´cˇasne vytvoria dve
inverzie, zrusˇia dve inverzie v σ alebo jedna vznikne a jedna zanikne (tj. mia, aj je pa´rne
cˇ´ıslo z {−2, 0, 2}). Pocˇet ostatny´ch inverzi´ı bez i a j sa nezmen´ı. Potom mij +mia, aj je
nepa´rne a z toho moˆzˇeme usu´dit’, zˇe jedna pridana´ transpoz´ıcia men´ı znamienko parity.
Zoberieme zacˇiatok sgn(σ0) = 1, pretozˇe identicka´ permuta´cia nema´ inverzie a ani trans-
poz´ıcie. Prida´n´ım jednej transpoz´ıcie vznikne nepa´rny pocˇet inverzi´ı(transpoz´ıci´ı je tiezˇ
nepa´rny pocˇet), preto sa opakovane su´hlasne men´ı hodnota parity. Preto taktiezˇ plat´ı
sgn(σ) = (−1)pocˇet transpoz´ıci´ı.
2.3.2 Determinanty
Defin´ıcia. Majme sˇtvorcovu´ maticu A = (aij) ∈ Matn(R). Potom determinant matice
A definujeme vzt’ahom:
det(A) =
∑
σ∈∑n
sgn(σ) a1σ(1) a2σ(2) · · · anσ(n), (2.1)
kde
∑
n je mnozˇina vsˇetky´ch permuta´ci´ı na {1, 2, . . . , n}. Kazˇdy´ z vy´razov
sgn(σ) a1σ(1) a2σ(2) · · · anσ(n)
nazy´vame cˇlen determinantu det(A).
Vezmime si vy´pocˇet determinantu. Permuta´cia v indexoch prvkov aiσ(i) matice A na´m
hovor´ı, zˇe do jedne´ho cˇlena determinantu vybera´me prvky z kazˇde´ho riadku a kazˇde´ho
st´lpca matice pra´ve raz. Za´rovenˇ potrebujeme zistit’ paritu permuta´cie pre vybrane´ prvky.
Zaved’me si preto teraz pojem trasa v matici ako graficke´ zna´zornenie permuta´cie podl’a
Obr. 1:
vy´beru prvkov v matici sˇ´ıpkami. Na obra´zku 1. moˆzˇeme vidiet’ trasy vybrany´ch prvkov
cˇlenov determinantu.
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V kazˇdej matici su´ vyberane´ vsˇetky mozˇne´ trasy, pre pevne zvoleny´ prvy´ prvok (v jed-
notlivy´ch maticiach a11, a12 a a14). Pre prehl’adnost’ sme zvy´raznili jednu trasu na cˇerveno.
Tieto trasy su´ naznacˇene´ bez parity permuta´cie, preto si teraz uvedieme ako z nich moˆzˇeme
urcˇit’ paritu. Vyuzˇijeme vzt’ah sgn(σ) = (−1)pocˇet inverzi´ı a preto potrebujeme najprv ve-
diet’ kedy nasta´va v trase inverzia. Zavedieme su´radnicove´ osi, podl’a obra´zku 2., ktore´
vysvetluju´ ako su´vis´ı smer sˇ´ıpky s inverziou. Nazvime tento smer inverzny´m smerom.
Obr. 2: Zavedene´ osy permuta´cie
Ak oznacˇ´ıme vsˇetky mozˇne´ inverzne´ smery pre jednu trasu, moˆzˇeme potom jednodu-
cho spocˇ´ıtat’ paritu permuta´cie tohoto vy´beru prvkov. Pre lepsˇiu predstavu si uvedieme
pr´ıklad s taky´mto riesˇen´ım.
Pr´ıklad 2.1. Urcˇte determinant riedkej matice A.
A =

1 0 0 0 3
0 0 7 0 0
0 0 0 2 0
2 0 4 0 1
0 5 0 8 0

Na obra´zku 3. vid´ıme zakru´zˇkovane´ nenulove´ prvky matice, ktore´ maju´ vsˇetky cˇleny
Obr. 3: Oznacˇenie tra´s
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determinantov nulove´, pretozˇe v druhom a tret’om riadku su´ jedine´ nenulove´ prvky riadku
pra´ve na tejto poz´ıcii.
Na obra´zku 4. sme vyznacˇili vsˇetky inverzne´ smery jednotlivy´ch tra´s determinantu
a na´sledny´m spocˇ´ıtan´ım sme zistili paritu permuta´cie. Stacˇ´ı uzˇ len dopocˇ´ıtat’ determinant
podl’a defin´ıcie.
Obr. 4: Oznacˇenie inverzi´ı a na´sledny´ vy´pocˇet determinantu
Pozna´mka. Samozrejme tento pr´ıklad na´m ma´ hlavne urobt’ predstavu o celom vy´pocˇte.
Pre taku´to maticu by sme urcˇite s vy´hodou vyuzˇili Laplaceov rozvoj. Za zmienku stoj´ı
povedat’, zˇe keby sme vyjadrovali napr´ıklad maticu ra´du n Laplaceovy´m rozvojom azˇ na
matice 1× 1, vyjadrili by sme vzt’ah z defin´ıcie determinantu (2.1).
Veta 2.2. Platia nasleduju´ce vlastnosti pre determinant matice A ∈Matn(R):
(i) det(AT ) = det(A)
(ii) Ak je jeden riadok tvoreny´ nulovy´mi prvkami v A , potom det(A) = 0
(iii) Ak matica B vznikne z A vy´menou dvoch riadkov, potom det(A) = −det(B)
(iv) Ak matica B vznikne z A pripocˇ´ıtan´ım na´sobku riadku k ine´mu riadku, potom sa
determinant nezmen´ı det(A) = det(B)
(v) Ak matica B vznikne z A vynasoben´ım riadku skala´rom a ∈ R, potom a · det(A) =
det(B).
Treba si uvedomit’ zˇe 1. vlastnost’ det(AT ) = det(A) na´m teda garantuje, zˇe ak nejaku´
vlastnost’ doka´zˇeme v determinante pre riadok, tak plat´ı aj pre st´lpec a naopak.
Uvedomme si, zˇe sˇtvrta´ vlastnost’ na´m dovol’uje upravovat’ l’ubovol’nu´ maticu bez zmeny
hodnoty determinantu. Ak ma´me maticu so za´visly´mi riadkami, sme schopn´ı ju upravit’
na maticu s minima´lne jedny´m nulovy´ riadkom. Teda taka´to matica by mala determinant
nulovy´. Ak ma´me maticu s n neza´vislmi riadkami, sme ju schopn´ı upravit’ na maxima´lne
n nenulovy´ch riadkov. To je iny´ pohl’ad na hodnost’ matice z defin´ıcie.
Doˆkaz. Vlastnosti doka´zˇeme:
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(i) Cˇleny determinantov det(A) a det(AT ) su´ v bijekt´ıvnej koresˇpondencii. Pretozˇe plat´ı
sgn(σ) · aσ(1)1 · aσ(2)2 · . . . · aσ(n)n = sgn(σ) · a1σ−1(1) · a2σ−1(2) · . . . · anσ−1(n)
Avsˇak treba esˇte rozhodnu´t’ paritu. Plat´ı σ ◦ σ−1 = σ0, teda σ0 je identicka´ per-
muta´cia. Indenticka´ permuta´cia nema´ transpoz´ıcie, preto plat´ı:
sgn(σ ◦ σ−1) = 1⇒ σ ◦ σ−1ma´ pa´rny pocˇet transpoz´ıci´ı.
Kedzˇe pa´rny pocˇet transpoz´ıci´ı je mozˇne´ rozdelit’ len na su´cˇet dvoch pa´rnych alebo
dvoch nepa´rnych pocˇtov transpoz´ıci´ı, plat´ı
sgn(σ) = sgn(σ−1).
Ty´m je veta doka´zana´.
(ii) Vyply´va priamo z defin´ıcie determinantu, pretozˇe vsˇetky jeho cˇleny budu´ nulove´.
(iii) Vo vsˇetky´ch cˇlenoch determinantu matice A vy´menou riadkov v permuta´cii vznikne
transpoz´ıcia. Ty´m sa zmen´ı parita cˇlenov a teda aj znamienko cele´ho determinantu.
(iv) Uvazˇujme, zˇe matica B vznikla pripocˇ´ıtan´ım i-teho riadku matice A k jej j-te´mu
riadku, kde i 6= j. Potom zo vyt’ahu (2.1) vyply´va:
det(B) =
∑
σ∈∑n
sgn(σ) · a1σ(1) · . . . · aj−1σ(j−1) · (aiσ(i) + ajσ(j)) · aj+1σ(j+1) · . . . · anσ(n)
Ked’zˇe cˇlen (aiσ(i) + ajσ(j)) v su´cˇine moˆzˇeme rozna´sobit’, dostaneme:∑
σ∈∑n
sgn(σ) · a1σ(1) · . . . · aj−1σ(j−1) · ajσ(j) · aj+1σ(j+1) · . . . · anσ(n)+
sgn(σ) · a1σ(1) · . . . · aj−1σ(j−1) · aiσ(i) · aj+1σ(j+1) · . . . · anσ(n)
Pre konecˇne´ n plat´ı, zˇe moˆzˇeme tu´to sumu rozdelit’ na dve sumy takto:∑
σ∈∑n
sgn(σ) · a1σ(1) · . . . · aj−1σ(j−1) · ajσ(j) · aj+1σ(j+1) · . . . · anσ(n)+
∑
σ∈∑n
sgn(σ) · a1σ(1) · . . . · aj−1σ(j−1) · aiσ(i) · aj+1σ(j+1) · . . . · anσ(n)
Potom zrejme prvy´ scˇ´ıtanec je rovny´ det(A). Druhy´ scˇ´ıtanec ma´ v su´cˇine dvakra´t
cˇlen aiσ(i), preto matica take´hoto determinantu ma´ i-ty a j-ty riadok rovnaky´, maticu
oznacˇme C. Podl’a vety (iii) vymen´ıme v matici C i-ty a j-ty riadok, potom det(C) =
−det(C). To plat´ı len pre det(C) = 0. Ty´mto je veta doka´zana´.
(v) Vyply´va priamo z defin´ıcie determinantu, pretozˇe kazˇdy´ cˇlen determinantu matice
B je a-kra´t vyna´sobeny´ cˇlen determinantu matice A.
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2.3.3 Orientovane´ objemy
Podkapitola je spracovana´ z literatu´ry [11], odkial’ su´ prevzate´ le´my a defin´ıcia.
Uvazˇujme obsah rovinne´ho u´tvaru X a oznacˇme ho P(X). Zrejme zobrazenie P je
kladne´ a pre zhodne´ u´tvary X, Y plat´ı P(X) = P(Y ). Pre u´tvary ktore´ su´ disjunktne´
plat´ı P(X ∪ Y ) = P(X) + P(Y ). Pre u´secˇku X plat´ı P(X) = 0.
Uvazˇujme obsah rovnobezˇn´ıka tvorene´ho vektormi u¯, v¯ ∈ V a oznacˇme ho P(u¯, v¯).
Zrejme plat´ı
P(u¯, v¯) = P(v¯, u¯) P(c · u¯, v¯) = |c| · P(u¯, v¯),
kde c ∈ R. Na obra´zku 5. je pre c = 3 graficky interpretovana´ druha´ vlastnost’, ktoru´
nazy´vame pozit´ıvna homogenita.
Obr. 5: [11]
Na obra´zku 6. uvazˇujme dva rovinne´ u´tvary, nie priestorove´. Na l’avom vid´ıme, zˇe pre
trojuholn´ıky XOAD a XCBE plat´ı P(XOAD) = P(XCBE). Potom priamo z obra´zku vl’avo
vid´ıme rovnost’ obsahov
P(XOABC) = P(XODEC) + P(XDABE)⇒ P(v¯ + w¯, u¯) = P(v¯, u¯) + P(w¯, u¯). (2.2)
Obr. 6: [11]
Na obra´zku 6. vpravo usudzujeme analogicky. Pre trojuholn´ıky XODA a XCEB plat´ı
P(XODA) = P(XCEB). Potom pre obsahy u´tvarov plat´ı
P(XOABC) = P(XODEC) + P(XDABE)⇒ P(w¯, u¯) = P(w¯ + v¯, u¯) + P(v¯, u¯). (2.3)
Vy´sledok (2.2) bol ocˇaka´vany´, ale vy´sledok (2.3) uzˇ nie. Pretozˇe z toho vyply´va
P(w¯ + v¯, u¯) = P(w¯, u¯)− P(v¯, u¯).
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Zmena znamienka P(v¯, u¯) bola spoˆsobena´ zmenou smeru vektora v¯. Preto zist’ujeme po-
trebu orientovat’ plosˇny´ obsah, ktory´ budeme nazy´vat’ orientovany´ plosˇny´ obsah. Zmena
orienta´cie plochy je za´visla´ od vektorove´ho su´cˇinu dvoch vektorov, reprezentovane´ho
norma´lovy´m vektorom. Analogicky si moˆzˇeme zaviest’ pre R3 orientovany´ objem alebo
pre Rn zavedieme pojem orientovany´ n-rozmerny´ objem.
Defin´ıcia. Nech V je vektorovy´ priestor nad pol’om R a 1 ≤ n ∈ N. Hovor´ıme, zˇe
zobrazenie F : Vn → R je
(i) n-linea´rne alebo tiezˇ multilinea´rne, ak pre kazˇde´ 1 ≤ j ≤ n a l’ubovol’ne´ vektory
v¯1, . . . , v¯j−1, v¯j+1, . . . , v¯n ∈ V priradenie
x¯ 7−→ F (v¯1, . . . , v¯j−1, x¯, v¯j+1, . . . , v¯n)
definuje linea´rne zobrazenie V→ R, t.j. pre vsˇetky x¯, y¯ ∈ V, a, b ∈ R plat´ı
F (v¯1, . . . , v¯j−1, ax¯+ by¯, v¯j+1, . . . , v¯n) =
aF (v¯1, . . . , v¯j−1, x¯, v¯j+1, . . . , v¯n) + bF (v¯1, . . . , v¯j−1, y¯, v¯j+1, . . . , v¯n)
(ii) antisymetricke´, ak pre vsˇetky 1 ≤ i < j ≤ n a l’ubovol’ne´ vektory v¯1, . . . , v¯n ∈ V plat´ı
F (v¯1, . . . , v¯i, . . . , v¯j, . . . , v¯n) = −F (v¯1, . . . , v¯j, . . . , v¯i, . . . , v¯n)
(iii) alternuju´ce, ak pre l’ubovol’ne´ v¯1, . . . , v¯n ∈ V z podmienky v¯i = v¯j pre nejake´ 1 ≤ i <
j ≤ n vyply´va
F (v¯1, . . . , v¯n) = 0.
Lema 2.1. Nech V je vektorovy´ priestor nad pol’om R a F : Vn → R je l’ubovol’ne´
zobrazenie
(i) F antisymetricke´ ⇒ F alternuju´ce
(ii) F multilinea´rne a alternuju´ce ⇒ F antisymetricke´
Doˆkaz. Doˆkaz si uvedieme pre bilinea´rne zobrazenie:
(i) F antisymetricke´, preto moˆzˇeme vyjadrit’
F (v¯, v¯) = −F (v¯, v¯)
a z toho
2F (v¯, v¯) = 0 ⇒ F alternuju´ce
(ii) F alternuju´ce, preto
F (v¯ + w¯, v¯ + w¯) = 0
a pre bilinearitu plat´ı
F (v¯, v¯) + F (v¯, w¯) + F (w¯, v¯) + F (w¯, w¯) = 0⇒ F (v¯, w¯) = −F (w¯, v¯)
ty´m je F antisymetricke´.
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Lema 2.2. Nech F : Vn → R, κ : {1, . . . , n} → {1, . . . , n} su´ l’ubovol’ne´ zobrazenia
a v¯1, . . . , v¯n ∈ V.
(i) Ak F je antisymetricke´ a κ je permuta´cia, tak
F (v¯κ(1), . . . , v¯κ(n)) = sgn(κ)F (v¯1, . . . , v¯n)
(ii) Ak F je alternuju´ce a κ nie je permuta´cia, tak
F (v¯κ(1), . . . , v¯κ(n)) = 0.
Doˆkaz. (i) Stacˇ´ı si uvedomit’, zˇe pre F sa kazˇdou za´menou dvoch vektorov, men´ı zna-
mienko (antisymetria). To je obdobne´ s transpoz´ıciou v permuta´cii, ktora´ men´ı
znamienko.
(ii) Ak κ nie je permuta´cia, potom pre asponˇ dve roˆzne 1 ≤ i, j ≤ n plat´ı
κi = κj ⇒ v¯κi = v¯κj
Pre alterna´ciu preto F (v¯κ(1), . . . , v¯κ(n)) = 0.
Uvazˇujme V = Rn, multilinea´rne zobrazenie F : (Rn)n ∼=∈ Matn(R) → R, kde
(Rn)n ∼=∈ Matn(R) je vektorovy´ priestor. Majme A = (aij) ∈ Matn(R). Dˇalej uvazˇujme
j-ty st´lpec matice ako vektor v Rn, potom a¯•j =
∑n
i=1 aij e¯i. Potom pre vzt’ah F (A) =
F (a¯•1, . . . , a¯•n) rozlozˇ´ıme podl’a multilinearity na jednotlive´ cˇleny
aκ(1)1 . . . aκ(n)nF (e¯κ(1), . . . , e¯κ(n)), (2.4)
pretozˇe κ je zobrazenie samo na seba na mnozˇine {1, . . . , n}, budeme mat’ nn cˇlenov.
Ak zobrazenie κ je permuta´ciou (κ ∈ ∑n ), potom v cˇlene zo vzt’ahu (2.4) moˆzˇeme
nahradit’
F (e¯κ(1), . . . , e¯κ(n)) = sgn(κ)F (e¯1, . . . , e¯n) = sgn(κ)F (In),
v opacˇnom pr´ıpade je cˇlen nulovy´, lema 2.2 (ii). Preto plat´ı
F (A) =
∑
κ∈∑n
sgn(κ) · aκ(1)1 · aκ(2)2 . . . aκ(n)n, (2.5)
kde sme zvolili F (In) = 1.
Moˆzˇeme si vsˇimnu´t’ zˇe tento vzt’ah je vel’mi podobny´ so vzt’ahom (2.1) pre vy´pocˇet
determinantu. Oba vzt’ahy su´ v konecˇnom doˆsledku pre bijekt´ıvnu koresˇpondeciu totozˇne´,
po vol’be jednotkove´ho objemu. Ty´m moˆzˇeme zaviest’ vy´znam determinantu taktiezˇ ako
orientovane´ho n-rozmerne´ho objemu v priestore (F (A) = det(A)). Zobraznie F (A) resp.
determinant A vyjadruje napr´ıklad pre A ∈ R2×2 obsah rovnobezˇn´ıka a pre A ∈ R3×3
objem rovnobezˇnostena.
Pr´ıklad 2.2. Ma´me vektory u¯, v¯ ∈ R2 a A ∈ R2×2. Vektory u¯ = u1e¯1+u2e¯2, v¯ = v1e¯1+v2e¯2
a matica A =
(
u1 v1
u2 v2
)
.
F (A) = F (u¯, v¯) = F (u1e¯1 + u2e¯2, v1e¯1 + v2e¯2) =
= u1v1F (e¯1, e¯1) + u1v2F (e¯1, e¯2) + u2v1F (e¯2, e¯1) + u2v2F (e¯2, e¯2) =
= u1v2F (e¯1, e¯2) + u2v1F (e¯2, e¯1) = u1v2F (e¯1, e¯2)− u2v1F (e¯1, e¯2) =
= u1v2 − u2v1 = det(A)
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2.4 Su´stavy linea´rnych rovn´ıc
Defin´ıcia. Linea´rnou rovnicou o n nezna´mych x1, ..., xn nad R je rovnica a1x1+...+anxn =
b, kde a1, ..., an ∈ R nazy´vame koeficienty a cˇ´ıslo b ∈ R nazy´vame absolu´tny cˇlen.
Ak ma´me dany´ch m ≥ 1 linea´rnych rovn´ıc o n nezna´mych nad R, hovor´ıme o syste´mu
rovn´ıc ai1x1 + ...+ ainxn = bi, i = 1, . . . ,m.
Maticovy´ za´pis linea´rnych rovn´ıc vyzera´ takto
Ax¯ =
 a11 · · · a1n... . . . ...
am1 · · · amn

 x1...
xn
 =
 b1...
bm
 = b¯,
kde maticu A nazy´vame maticou su´stavy. Maticu
A∗ =
 a11 · · · a1n b1... . . . ... ...
am1 · · · amn bm

budeme nazy´vame rozsˇ´ırenou maticou su´stavy.
Riesˇen´ım su´stavy je n-tica (u1, . . . , un)
T ∈ Rn, ktora´ pri dosaden´ı xi = ui zmen´ı rovnice
na identity.
Veta 2.3 (Frobeniova veta). Su´stava linea´rnych rovn´ıc nad R je riesˇitel’na´ pra´ve vtedy,
ked’ je hodnost’ matice su´stavy rovna´ hodnosti rozsˇ´ırenej matice su´stavy h(A) = h(A∗).
Su´stava A · x¯ = b¯, A ∈Matmn(R) je nedourcˇena´, ked’ je riesˇitel’na´ a pocˇet nezna´mych
je va¨cˇsˇ´ı ako hodnost’ matice su´stavy h(A). Ak pocˇet nezna´mych je rovny´ h(A) potom
je riesˇen´ım riesˇitel’nej su´stavy pra´ve jedno riesˇenie, teda je urcˇena´. Preurcˇena´ su´stava je
su´stava ktora´ je riesˇitel’na´, ale ma´ va¨cˇsˇiu hodnost h(A) ako pocˇet nezna´mych.
Pre vy´pocˇet riesˇenia urcˇenej su´stavy linea´rnych rovn´ıc je viacero meto´d. Vel’mi zna´ma
je Gaussova elimina´cia, pri ktorej sa ekvivalentny´mi u´pravami dosta´vame na schodovity´
tvar matice su´stavy, pricˇom nemen´ıme mnozˇinu riesˇen´ı. Spa¨tne, jednoduchy´m dosadzo-
van´ım, pr´ıdeme k riesˇeniu. V tejto pra´ci budeme pouzˇ´ıvat’ tiezˇ vel’mi zna´mu meto´du,
Cramerovo1pravidlo, ktore´ si teraz zavedieme.
2.4.1 Cramerovo pravidlo
Veta 2.4 (Cramerovo pravidlo). Nech je dana´ su´stava linea´rnych rovn´ıc A · x¯ = b¯,
A ∈ Matm(R) a nech (det(A))−1 ∈ R existuje. Potom dana´ su´stava ma´ pra´ve jedno
riesˇenie x¯ = (x1, x2, ..., xm)
T a plat´ı xi = (det(A))
−1 · det(Ai), kde matica Ai vznikla
z matice A nahraden´ım i-te´ho st´lpca st´lpcom absolu´tneho cˇlena.
Cramerovo pravidlo ma´ nevy´hodu oproti Gaussovej elimina´cii v tom, zˇe mus´ı platit’
podmienka (det(A))−1 6= 0.
1Gabriel Cramer (1704-1752) bol sˇvajcˇiarskym matematikom, profesor na Acade´mie de Clavin
v Zˇeneve. K najzna´mejˇs´ım patria jeho pojednania ohl’adom algebraicky´ch kriviek.
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Pozna´mka (Geometricka´ interpreta´cia Cramerovho pravidla na R2). Geometricku´ inter-
preta´ciu uka´zˇeme na R2 a v dalˇsej pozna´mke na R3 ale vsˇeobecne plat´ı na Rn. Majme
su´stavu
x1a11 + x2a12 = b1
x1a21 + x2a22 = b2
,
ktoru´ moˆzˇeme zap´ısat’ ako
x1
(
a11
a21
)
+ x2
(
a12
a22
)
=
(
b1
b2
)
alebo
x1a¯1 + x2a¯2 = b¯.
Uzˇ vieme, zˇe obsah rovnobezˇn´ıka zlozˇene´ho z vektorov a¯1 a a¯2 ma´ obsah rovny´ determi-
nantu matice su´stavy det(A). Z Cavalieriho princ´ıpu, ktory´ hovor´ı zˇe telesa´ s rovnaky´mi
podstavami (za´kladnˇami) a vy´sˇkami maju´ rovnaky´ objem (obsah), vyply´va rovnost’ ko-
sod´lzˇnikov tvoreny´ch z b¯, a¯1 a x2a¯2, a¯1.
Obr. 7: Geometricka´ interpreta´cia Cramerovho pravidla na R2
A z toho vyply´va rovnost’ determinantov
det
(
a11 b1
a21 b2
)
= det
(
a11 x2a12
a21 x2a22
)
= x2 · det(A). (2.6)
Druha´ rovnost’ plat´ı z vety (2.2), ktora´ hovor´ı, zˇe vyna´soben´ım riadku resp. st´lpca matice
A skala´rom r ∈ R sa determinant zvy´sˇi r-na´sobne r · det(A). Z rovnosti (2.6) priamo
vyply´va Cramerovo pravidlo pre urcˇovanie nezna´mej x2
x2 =
det
(
a11 b1
a21 b2
)
det
(
a11 a12
a21 a22
)
Analogicky sa to da´ uka´zat’ pre x1.
Mysˇlienku odvodenia pre R2 je z http://en.wikipedia.org/wiki/Cramer’s rule.
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Pozna´mka (Geometricka´ interpreta´cia Cramerovho pravidla na R3). Postupujeme ana-
logicky. Majme su´stavu
x1
 a11a21
a31
+ x2
 a12a22
a32
+ x3
 a13a23
a33
 =
 b1b2
b3

alebo p´ıˇseme
x1a¯1 + x2a¯2 + x3a¯3 = b¯.
Z vektorov a¯1,a¯2 a a¯3 na´m vznikne rovnobezˇnosten. Taky´to hranol ma´ objem rovny´ de-
terminantu
det
 a11 a12 a13a21 a22 a23
a31 a32 a33
 .
Obr. 8: Geometricka´ interpreta´cia Cramerovho pravidla na R3
Z Cavalieriho princ´ıpu, vyply´va rovnost’ rovnobezˇnostenou na obra´zku 8. a z toho
vyply´va rovnost’ determinantov
det
 a11 a12 b1a21 a22 b2
a31 a32 b3
 = det
 a11 a12 x3a13a21 a22 x3a23
a31 a32 x3a33
 = x3 · det
 a11 a12 a13a21 a22 a23
a31 a32 a33
 .
Znova sa da´ jednoducho vyjadrit’
x3 =
det
 a11 a12 b1a21 a22 b2
a31 a32 b3

det
 a11 a12 a13a21 a22 a23
a31 a32 a33

a obdobne je to mozˇne´ uka´zat’ pre x1 a x2.
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3 Urcˇovanie polohy prij´ımacˇa
Ma´me dva za´kladne´ spoˆsoby merania vzdialenost´ı pri urcˇovan´ı polohy: fa´zove´ a ko´dove´.
Pri fa´zovom meran´ı vyuzˇ´ıvame frekvencie elektromagnetickeho vlnenia posielane´ho signa´lu
zo satelitu. Pri ko´dovom meran´ı pouzˇ´ıvame nameranu´ dobu sˇ´ırenia elektromagmeticke´ho
vlnenia zo satelitu. V d’alˇsom texte budeme hovorit’ o druhej meto´de, ktora´ je zna´ma
ako d´lzˇkomerna´ meto´da. Presnejˇsie rozdelenie urcˇovania polohy sa nacha´dza napr´ıklad
v literatu´re [2].
3.1 Teoreticky´ vy´pocˇet poz´ıcie
Poz´ıciu budeme pocˇ´ıtat’ pomocou d´lzˇkomernej meto´dy, ktoru´ pouzˇ´ıva syste´m GPS. V tejto
meto´de vyuzˇ´ıvame vy´pocˇet vzdialenosti medzi satelitom a prij´ımacˇom, prostredn´ıctvom
zna´mej ry´chlost’i signa´lu c a dobu letu τ . Preto moˆzˇeme vyuzˇit’ vzorec pre urcˇenie vzdia-
lenosti r = cτ .
Nech [x, y, z] je poz´ıcia prij´ımacˇa a [a, b, c] poz´ıcia satelitu. Potom pre vzdialenost’ plat´ı
rovnica
(x− a)2 + (y − b)2 + (z − c)2 = r2 = c2τ 2.
Ak zist´ıme vzdialenost’ len od urcˇite´ho satelitu, mnozˇinou riesˇen´ı bude gul’ovy´ povrch. Pri
dvoch satelitoch ma´me ma´me dve mozˇne´ riesˇenia. Riesˇen´ım je bud’ kruzˇnica alebo jeden
bod, pra´zdnu mnozˇinu bodov neuvazˇujeme (minima´lne jedny´m je bod prij´ımacˇa). Jeden
bod je riesˇen´ım ak dva satelity s prij´ımacˇom lezˇia na jednej priamke. Ak teraz neuvazˇujeme
tu´to jedinecˇnu´ situa´ciu, dostaneme vzˇdy nekonecˇnu´ mnozˇinu riesˇen´ı. Pridan´ım tretieho
satelitu z´ıskame uzˇ konecˇnu´ mnozˇinu riesˇen´ı. Sˇpecia´lnym pr´ıpadom bude opa¨t’ jeden bod,
kde dva satelity s prij´ımacˇom budu´ lezˇat’ na jednej priamke. Vsˇeobecny´m pr´ıpadom budu´
dva body, kde kruzˇnicu (riesˇenie dvoch satelitov) pretne gul’ovy´ povrch v dvoch bodoch.
Preto d’alej uvazˇujme 3 satelity - 3 rovnice (kde satelit i ma´ poz´ıciu [ai, bi, ci] ):
(x− a1)2 + (y − b1)2 + (z − c1)2 = r21 = c2τ 21 (i)
(x− a2)2 + (y − b2)2 + (z − c2)2 = r22 = c2τ 22 (ii)
(x− a3)2 + (y − b3)2 + (z − c3)2 = r23 = c2τ 23 (iii)
Tieto kvadraticke´ rovnice upravujeme tak, aby sme na jednej strane mali nezna´me x, y a z.
Jednotlivo odcˇ´ıtame tretiu rovnicu od prvej ((i)− (iii)) a druhej ((ii)− (iii)) a dostaneme
2(a3 − a1)x+ 2(b3 − b1)y + 2(c3 − c1)z = c2(τ 21 − τ 23 ) + (a23 − a21) + (b23 − b21) + (c23 − c21)
2(a3 − a2)x+ 2(b3 − b2)y + 2(c3 − c2)z = c2(τ 22 − τ 23 ) + (a23 − a22) + (b23 − b22) + (c23 − c22),
odkial’ λi vyjadr´ıme ako
λ1 = c
2(τ 21 − τ 23 ) + (a23 − a21) + (b23 − b21) + (c23 − c21)
λ2 = c
2(τ 22 − τ 23 ) + (a23 − a22) + (b23 − b22) + (c23 − c22)
.
λ1 a λ2 su´ v podstate konsˇtanty, so zna´mymi hodnotami (a, b, c, τ). Ta´to na´hrada na´m
sprehl’adnˇuje d’alˇs´ı vy´pocˇet.
Pri vy´pocˇte nezna´mych pouzˇijeme Cramerovo pravidlo. Na aplikovanie tohto pravidla,
nutne potrebujeme, aby asponˇ jeden determinant matice z vysˇsˇie uvedeny´ch rovn´ıc bol
nenulovy´(
a3 − a1 b3 − b1
a3 − a2 b3 − b2
)
,
(
a3 − a1 c3 − c1
a3 − a2 c3 − c2
)
alebo
(
b3 − b1 c3 − c1
b3 − b2 c3 − c2
)
.
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Ak by vsˇetky tri matice mali nulovy´ determinant, znamenalo by to, zˇe vektorovy´ su´cˇin
vektorov k¯ = (a3 − a1, b3 − b1, c3 − c1) a l¯ = (a3 − a2, b3 − b2, c3 − c2) je nulovy´ vektor.
Takzˇe ak by sme mali dostat’ nulovy´ vektor z vektorove´ho su´cˇinu, znamenalo by to, bud’
splnenu´ podmienku |k¯| = 0¯ ∨ |l¯| = 0¯ alebo α = 0 ∨ α = pi (vektory su´ kolinea´rne). Prva´
podmienka nepricha´dza do u´vahy a z druhej by vyply´valo, zˇe vsˇetky tri body-satelity lezˇia
na jednej priamke, cˇo nie je mozˇne´. Mozˇeme to vyvra´tit’ kontrapr´ıkladom, zˇe neexistuje
priamka precha´dzaju´ca gul’ovy´m povrchom (plocha dra´h satelitov) a ma´ s ty´mto povr-
chom 3 prieniky. Preto asponˇ jedna z troch mat´ıc ma´ determinant nenulovy´ a mozˇeme
pokracˇovat’ d’alej v riesˇen´ı. Uvazˇujme pr´ıklad, zˇe druha´ matica ma´ nenulovy´ determinant.
Potom mozˇeme vyjadrit’ x a y v za´vislosti na z ako
x(z) =
det
(
λ1 − 2(b3 − b1)z 2(c3 − c1)
λ2 − 2(b3 − b2)z 2(c3 − c2)
)
det
(
2(a3 − a1) 2(c3 − c1)
2(a3 − a2) 2(c3 − c2)
)
y(z) =
det
(
2(a3 − a1) λ1 − 2(b3 − b1)z
2(a3 − a2) λ2 − 2(b3 − b2)z
)
det
(
2(a3 − a1) 2(c3 − c1)
2(a3 − a2) 2(c3 − c2)
) .
Moˆzˇeme si vsˇimnu´t’, zˇe z determinantu v cˇitateli na´m vyjde polyno´m maxima´lne prve´ho
stupnˇa a v menovateli nenulove´ rea´lne cˇ´ıslo. Parametricke´ riesˇenia x(z) a y(z) su´ preto
polyno´my maxima´lne prve´ho stupnˇa a ak teraz dosad´ıme x(z) a y(z) do tretej kvadratickej
rovnice
(x(z)− a3)2 + (y(z)− b3)2 + (z − c3)2 = r23 = c2τ 23 ,
dostaneme opa¨t’ kvadraticku´ rovnicu. Preto z nej dostaneme maxima´lne dve riesˇenia z1
a z2, celkovy´m vy´sledkom budu´ dva body [x, y, z1] a [x, y, z2]. Jeden z ty´chto bodov sa
bude nacha´dzat’ priblizˇne na povrchu Zeme a to bude nasˇe spra´vne riesˇenie.
Kapitolu sme spracovali z [7].
3.2 Vy´pocˇet v praxi
V praxi sa mus´ı samozrejme pocˇ´ıtat’ s roˆznymi nepresnost’ami. Napr´ıklad nepresne´ me-
ranie cˇasu (u´plne presne ani v praxi nie je mozˇne´) alebo nesta´la ry´chlost’ signa´lu, ktoru´
sme povazˇovali vo vy´pocˇte za konsˇtantnu´. Preto potrebujeme k vy´pocˇtu poz´ıcie urcˇit’ aj
korekcie k urcˇity´m nezˇiadu´cim faktorom. Ty´m sa na´m spresnuje konecˇne´ riesˇenie.
Za´kladny´ vy´pocˇet vzdialenosti P ki medzi i-tym prij´ımacˇom a k-tym satelitom s korek-
ciami je vzt’ah
P ki = ρ
k
i + c(dti + dt
k) + ∆trop
k
i + ∆iono
k
i + e
k
i ,
kde
• ρki - geometricka´ vzdialenost’ vypocˇ´ıtana´ teoreticky
• dti - cˇasova´ odchy´lka spoˆsobena´ meran´ım v prij´ımacˇi
• dtk - cˇasova´ odchy´lka spoˆsobena´ meran´ım v satelite
• ∆tropki - korekcˇna´ vzdialenost’ spoˆsobena´ zn´ızˇen´ım ry´chlosti signa´lu v troposfe´re
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• ∆ionoki - korekcˇna´ vzdialenost’ spoˆsobena´ zn´ızˇen´ım ry´chlosti signa´lu v ionosfe´re
• eki - chybova´ vzdialenost’ spoˆsobena´ iny´mi chybovy´mi faktormi.
Uved’me si teraz cely´ proces prenosu informa´cie zo satelitu do prij´ımacˇa s nezˇiadu´cimi
vplyvmi. Satelit posˇle v spra´ve, medzi iny´mi informa´ciami, aj informa´ciu o cˇase vyslania
spra´vy. Satelit urcˇ´ı tento cˇas vyslania s chybou dtk. Signa´l precha´dza ionosfe´rou a tro-
posfe´rou, kde je signa´l vplyvom cˇast´ıc v ty´chto vrstva´ch brzdeny´. Ty´m sa teda predlzˇuje
doba prenosu signa´lu, cˇo je v prepocˇte na d´lzˇku, korekcia ∆iono
k
i a ∆trop
k
i . Nakoniec
prij´ımacˇ urcˇ´ı cˇas prijatia spra´vy s chybou dti. Ta´to chyba je konsˇtantna´ pre jedno meranie
k vsˇetky´m satelitom, pretozˇe prij´ımacˇ signa´ly z roˆznych satelitov vyhodnocuje su´cˇasne.
Dˇalej sa o ty´chto chyba´ch rozp´ıˇsem v d’alˇs´ıch podkapitola´ch.
3.2.1 Za´kladny´ vy´pocˇet s cˇasovou odchy´lkou τod
Na presne´ meranie cˇasu pouzˇ´ıvame ato´move´ hodiny, ktore´ su´ privel’mi drahe´ a preto su´
ulozˇene´ len v satelite. Cˇasova´ chyba dtk satelitu je preto priblizˇne 103-kra´t mensˇia ako
cˇasova´ chyba v prij´ımacˇi dti.
Ked’zˇe odchy´lka dti prij´ımacˇa je konsˇtantna´ pre jedno meranie a odchy´lka dt
k vel’mi
mala´. Mozˇeme nahradit’ tieto dve odchy´lky odchy´lkou τod = dti+dt
k, ktoru´ preto moˆzˇeme
povazˇovat’ priblizˇne za konsˇtantu. Ak do na´sˇho teoreticke´ho vy´pocˇtu prida´me aj odchy´lku
τod ako sˇtvrtu´ nezna´mu, budeme mat’ sˇtyri nezna´me na tri rovnice - satelity. Aby sme
priˇsli ku konecˇne´mu pocˇtu riesˇen´ı, potrebujeme sˇtvrtu´ rovnicu a teda aj signa´l zo sˇtvrte´ho
satelitu.
Pre tento pr´ıpad ma´me su´stavu rovn´ıc
(x− a1)2 + (y − b1)2 + (z − c1)2 = r21 = c2(T1 − τod)2
(x− a2)2 + (y − b2)2 + (z − c2)2 = r22 = c2(T2 − τod)2
(x− a3)2 + (y − b3)2 + (z − c3)2 = r23 = c2(T3 − τod)2
(x− a4)2 + (y − b4)2 + (z − c4)2 = r24 = c2(T4 − τod)2
Tieto kvadraticke´ rovnice upravujeme analogicky tak, ako sme ich upravovali v predosˇlej
kapitole. Samostatne sˇtvrtu´ rovnicu odcˇ´ıtame od prvej, druhej a tretej a dostaneme rovnice
2(a4 − a1)x+ 2(b4 − b1)y + 2(c4 − c1)z = 2c2τod(T4 − T1) + β1
2(a4 − a2)x+ 2(b4 − b2)y + 2(c4 − c2)z = 2c2τod(T4 − T2) + β2
2(a4 − a3)x+ 2(b4 − b3)y + 2(c4 − c3)z = 2c2τod(T4 − T3) + β3
(x− a4)2 + (y − b4)2 + (z − c4)2 = r24 = c2(T4 − τod)2,
kde konsˇtanty βi su vyjadrene´
β1 = c
2(T 21 − T 24 ) + (a24 − a21) + (b24 − b21) + (c24 − c21)
β2 = c
2(T 22 − T 24 ) + (a24 − a22) + (b24 − b22) + (c24 − c22)
β3 = c
2(T 23 − T 24 ) + (a24 − a23) + (b24 − b23) + (c24 − c23).
Analogicky ako vo vysˇsˇie uvedenej kapitole, pouzˇijeme Cramerovo pravidlo. Teda potrebu-
jeme nenulovy´ menovatel’, aby sme splnili podmienku (detA)−1 ∈ R z defin´ıcie Cramerovho
pravidla. Determinant matice a4 − a1 b4 − b1 c4 − c1a4 − a2 b4 − b2 c4 − c2
a4 − a3 b4 − b3 c4 − c3

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je nulovy´, len ak su´ vektory (a4 − a1, b4 − b1, c4 − c1), (a4 − a2, b4 − b2, c4 − c2) a (a4 −
a3, b4 − b3, c4 − c3) za´visle´. Tieto vektory vyjadruju´ vektor z i-teho satelitu do sˇtvrte´ho.
Vsˇeobecne teda vyjadruju´ objem rovnobezˇnostena, a ten ma´ objem nulovy´, len ak vsˇetky
vrcholy lezˇia na jednej rovine. Neuvazˇujme nerea´lnu situa´ciu, zˇe vsˇetky sˇtyri satelity lezˇia
na jednej priamke. V rovine satelitov s prienikom gul’ove´ho povrchu (plocha obezˇny´ch
dra´h) je kruzˇnica jediny´m rea´lnym riesˇen´ım nulove´ho determinantu. Satelitny´ syste´m bol
ale navrhnuty´ tak, aby zˇiadne sˇtyri satelity neboli su´cˇasne zachyta´vane´ jedny´m prij´ımacˇom
na Zemi a za´rovenˇ lezˇali na jednej rovine.
Na´sledne tak ako v predosˇlej kapitole, vyjadr´ıme pomocou Cramerovho pravidla x, y
a z ako funkcie odchy´lky τod
x(τod) =
det
 2c2τod(T4 − T1) + β1 2(b4 − b1) 2(c4 − b1)2c2τod(T4 − T2) + β2 2(b4 − b2) 2(c4 − b2)
2c2τod(T4 − T3) + β3 2(b4 − b3) 2(c4 − b3)

det
 2(a4 − a1) 2(b4 − b1) 2(c4 − c1)2(a4 − a2) 2(b4 − b2) 2(c4 − c2)
2(a4 − a3) 2(b4 − b3) 2(c4 − c3)

y(τod) =
det
 2(a4 − a1) 2c2τod(T4 − T1) + β1 2(c4 − b1)2(a4 − a2) 2c2τod(T4 − T2) + β2 2(c4 − b2)
2(a4 − a3) 2c2τod(T4 − T3) + β3 2(c4 − b3)

det
 2(a4 − a1) 2(b4 − b1) 2(c4 − c1)2(a4 − a2) 2(b4 − b2) 2(c4 − c2)
2(a4 − a3) 2(b4 − b3) 2(c4 − c3)

z(τod) =
det
 2(a4 − a1) 2(b4 − b1) 2c2τod(T4 − T1) + β12(a4 − a2) 2(b4 − b2) 2c2τod(T4 − T2) + β2
2(a4 − a3) 2(b4 − b3) 2c2τod(T4 − T3) + β3

det
 2(a4 − a1) 2(b4 − b1) 2(c4 − c1)2(a4 − a2) 2(b4 − b2) 2(c4 − c2)
2(a4 − a3) 2(b4 − b3) 2(c4 − c3)

ktore´ dosad´ıme do sˇtvrtej kvadratickej rovnice a dostaneme rovnicu s jedinou nezna´mou
τod
(x(τod)− a4)2 + (y(τod)− b4)2 + (z(τod)− c4)2 = r24 = c2(T4 − τod)2.
Analogicky zist’ujeme, zˇe x(τod), y(τod) a z(τod) su´ maxima´lne linea´rne polyno´my a preto
bude ta´to rovnica maxima´lne kvadraticka´. Preto vsˇeobecne uvazˇujme dve riesˇenia τod1
a τod2 . Dosaden´ım dvoch riesˇen´ı z´ıskame dva body [x1, y1, z1] a [x2, y2, z2], ale len jeden sa
bude nacha´dzat’ priblizˇne na povrchu Zeme. To je poz´ıcia na´sˇho prij´ımacˇa.
Podkapitola je spracovana´ z [7].
Spra´vny vy´ber 4 satelitov
Vznika´ proble´m, ak ma´me dostupne´ viac ako 4 satelity. Mus´ıme vybrat’ tie ktore´ na´m
mozˇne´ miesto prij´ımacˇa zredukuju´ na minimum. Ak vyberieme dva satelity, ktore´ su´
bl´ızko seba, vytvoria va¨cˇsˇiu chybu. Pretozˇe zo za´kladov numericky´ch meto´d vieme, zˇe
mensˇ´ı delitel’ (bl´ızˇiaci sa k nule) vytvor´ı va¨cˇsˇiu chybu. Podl’a na´sˇho priameho vy´pocˇtu
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prostredn´ıctvom Cramerove´ho pravidla na spresnenie vypocˇtu potrebujeme cˇo najva¨cˇsˇ´ı
determinant matice  a4 − a1 b4 − b1 c4 − c1a4 − a2 b4 − b2 c4 − c2
a4 − a3 b4 − b3 c4 − b3
 .
Hodnota tohoto determinantu je objem rovnobezˇnostena, ktory´ ma´ vrcholy v sˇtyroch
bodoch satelitov. To znamena´, zˇe objem sa zn´ızˇi ak sa dva satelity nacha´dzaju vo vza´jomnej
bl´ızkosti. Na obra´zku 9. a 10. mozˇeme vidiet’ rozdiely vel’kosti determinantov pri rovnakom
rozlozˇen´ı troch satelitov (vyznacˇeny´ch farebne) a sˇtvrte´ho satelitu, ktory´ zmenil poz´ıciu.
V dnesˇnej dobe su´ prij´ımacˇe 8 azˇ 12 kana´love´, takzˇe su´ schopne´ prij´ımat’ viacero signa´lov
Obr. 9: Satelity su´ vzdialene´ od seba Obr. 10: Dva satelity su´ vo vza´jomnej
blizkosti
naraz. Potom sa uzˇ jedna´ o preurcˇenu´ su´stavu. Napr´ıklad z 8 prijaty´ch signa´lov z´ıskame
8 kvadraticky´ch rovn´ıc o 4 nezna´mych. Taka´to su´stava sa riesˇi pomocou numericky´ch
meto´d, najcˇastejˇsie Meto´dou najmensˇ´ıch sˇtvorcov.
3.2.2 Vplyv atmosfe´ry
Pre refrakciu elektromagneticke´ho vlnenia prechodom atmosfe´rou sa signa´l nesˇ´ıri po naj-
kratsˇej mozˇnej dra´he s0 (priama spojnica). Signa´l sa preto sˇ´ıri medzi dvoma bodmi v at-
mosfe´re po krivke ktoru´ moˆzˇeme vyjadrit’ vzt’ahom [9]
s =
∫
n ds,
kde n vyjadruje index lomu pozd´lzˇ dra´hy signa´lu. Index lomu je vyjadreny´ vzt’ahom
n = c
v
, kde c je ry´chlost’ svetla vo va´kuu a v je ry´chlost’ svetla v danom prostred´ı. Pre
n samozrejme plat´ı n ≥ 1.
Potom korekciu dra´hy signa´lu atmosfe´rou moˆzˇeme vyjadrit’ rozdielom d´lzˇky skutocˇnej
dra´hy s a geometrickej spojnice s0 [9]
∆atm = s− s0 =
∫
n ds−
∫
ds.
Z pohl’adu refrakcie moˆzˇeme rozdelit’ atmosfe´ru na ionosfe´ru a troposfe´ru. Cela´ ta´to
podkapitola je spracovana´ z literatu´ry [9].
Troposfe´ricka´ refrakcia
Troposfe´ricka´ refrakcia vyjadruje prevazˇne vplyv neutra´lnej atmosfe´ry. Zavedieme velicˇinu
refraktivita Ntrop, ktora´ za´vis´ı na tlaku, teplote a vlhkosti atmosfe´ry υ. Pre korekciu
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satelitu v zenite plat´ı vzt’ah [9]
∆trop = 10
−6
∫
Ntrop(p, t, υ) ds.
Vzt’ahy su´ odvodene´ empiricky. Troposfe´ricka´ korekcia je taktiezˇ vel’mi za´visla´ na zeme-
pisnej sˇ´ırke, rocˇnom obdob´ı a aktua´lnom pocˇas´ı.
Ionosfe´ricka´ refrakcia
V ionosfe´re je refrakcia spoˆsobena´ vol’ny´mi cˇasticami (elektro´ny, iony). Preto je refrakcia
za´visla´ na elektro´novej hustote Ne v danom mieste. Aby sme mali hodnotu elektro´novej
hustoty vyjadrenu´ pre celu´ dra´hu pod zenitovy´m uhlom z = 90◦ vyjadr´ıme novu´ velicˇinu
TEC2 zavedenu´ TEC =
∫
Ne ds. Jednotku ma´ TEC unit ⇒ TECU, 1 TECU = 10−16
elektro´nov/m2. Pre ko´dove´ meranie z druzˇice pozorovanej pod zenitovy´m uhlom z plat´ı
vzt’ah [9]
∆ion(z
′) =
TEC
cos(z′)
40, 3
f 2
,
kde
z′ =
R
R + hion
sin(z).
R je stredny´ polomer Zeme, hion je stredna´ vy´sˇka ionosfe´ry a f je frekvencia elektromag-
neticke´ho vlnenia. Hodnota korekcie ∆ion je za´visla´ na vel’kosti uhla z
′ pod ktory´m sa
dosta´va do ionosfe´ry na stredne vy´sˇke ionosfe´ry.
Presnost’ vy´pocˇtu korekcie ∆ion je za´visla´ hlavne na velicˇina TEC, ktora´ je v praxi
odhadovana´. TEC sa men´ı podl’a rocˇne´ho obdobia, zemepisnej sˇ´ırky alebo dnˇa a noci.
Slnecˇne´ zˇiarenie nara´zˇa na neutra´lne ato´my a vytva´ra ionty. Preto je najvecˇsˇia hodnota
TEC tesne po poludn´ı a najmensˇia hodnota pred svitan´ım.
3.2.3 Vplyv relativisticke´ho efektu
Podkapitola spracovana´ z literatu´ry [9].
Za´kladne´ postula´ty sˇpecia´lnej teorie relativity [9]:
1. Fyzika´lne za´kony maju´ rovnaky´ tvar vo vsˇetky´ch inercia´lnych su´stava´ch. Pre popis
fyzika´lnych javov su´ vsˇetky tieto su´stavy ekvivalentne´.
2. Ry´chlost’ sˇ´ırenia elektromagneticke´ho zˇiarenia je rovnaka´ vo vsˇetky´ch inercia´lnych
su´stava´ch a neza´vis´ı na pohybe zdroja a smeru sˇ´ırenia.
Majme sˇtvorrozmerne´ syste´my S(x, y, z, t) a S ′(x′, y′, z′, t′) potom plat´ı [9]
x2 + y2 + z2 = (cτ)2
x′2 + y′2 + z′2 = (cτ ′)2. (3.1)
H. A. Lorenz vysˇiel z klasickej Galileovej transformace(x′ = x − vt, t′ = t), kde dodal
koeficient k takto:
x = k(x′ + vt′), y = y′, z = z′
2TEC - Total Electron Content
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x′ = k(x+ vt), y′ = y, z′ = z.
Dosaden´ım ty´chto hodnoˆt do rovnice (3.1) dosta´vame koeficient:
k =
1√
1− v2
c2
(3.2)
Neskoˆr bolo doka´zane´, zˇe doˆsledkom Lorentzovej transforma´cie su´ [9]:
◦ dilata´cia cˇasu
∆t′ =
∆t√
1− v2
c2
◦ kontrakcia d´lzˇok
∆x′ =
∆x√
1− v2
c2
◦ dopplerovsky´ efekt
∆f ′ =
∆f√
1− v2
c2
Vplyv relativisticke´ho efektu je pr´ıliˇs maly´, oproti ostatny´m uzˇ zmieneny´m korekcia´m,
okrem dopplerovho efektu. Dopplerov efekt vznika´ ry´chlost’ou druzˇice a satelitu a rozdie-
lom gravitacˇne´ho potencia´lu na povrchu Zeme a na obezˇnej dra´he. Vplyv tohoto efektu
sa opravuje zn´ızˇen´ım za´kladnej frekvencie druzˇicovy´ch hod´ın. [9]
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4 Prij´ımacˇ v su´radnicovom syste´me
4.1 U´vod do problematiky
V prvej polovici 18. storocˇia sa geodeticky´mi (stupnˇovity´mi) meraniami podarilo doka´zat’
Newtonovu teo´riu o splosˇtenom tvare Zeme na po´loch. Ty´m pre geodetov nastala u´loha
na´jst’ taky´ model Zeme, ktory´ by mal jednoduchy´ analyticky´ tvar a za´rovenˇ najlepsˇie
vystihoval tvar Zeme.
Pri formovan´ı tvaru nasˇej plane´ty prima´rne poˆsobili dve sily. A to gravitacˇna´ sila F¯g
a odstrediva sila F¯od. Su´cˇtom ty´chto dvoch vektorovy´ch velicˇin dosta´vame znova vek-
torovu´ velicˇinu, ktoru´ nazy´vame tiazˇova sila G¯. Uzavretu´ plochu, ktora´ je vo vsˇetky´ch
bodoch kolma´ k tiazˇi budeme nazy´vat’ hladinova´ plocha. Pre lepsˇiu predstavu, vrstev-
nice na mapa´ch vznikli prienikom skutocˇne´ho povrchu a hladinovy´ch ploˆch v urcˇity´ch
vy´sˇkach. Pre teleso s hladinovou plochou vo vy´sˇke nula v roku 1872 Johann B. Listing
prvy´kra´t zava´dza pojem Geoid. Pre lepsˇiu predstavu, keby povrch Zeme tvorila hladina
vody, mysl´ıme aj pod pevninou, vznikol by vel’mi priblizˇny´ tvar geoidu. Avsˇak nepravidel-
nost’ tvaru geoidu je spoˆsobena´ nehomoge´nnym rozlozˇen´ım hmoty v zemskej koˆre, preto
na´m komplikuje analyticke´ vyjadrenie. M.S. Molodenskij priˇsiel v roku 1945 s novou
teo´riou, ktora´ uvazˇovala s meraniami len na fyzickom povrchu Zeme. A preto predmetom
urcˇenia neuvazˇoval geoid, ale vsˇeobecnu´ plochu, ktora´ nie je plochou hladinovou a bola
nazvana´ kva´zigeoid. Odchy´lka od geoidu nepresahuje 2m po celom povrchu kvazigeoidu,
na hladine mora sa stotozˇnˇuju´. Odstavec z literatu´ry [10].
Obr. 11: Sche´ma priebehu kva´zigeoidu vzhl’adom k referencˇne´mu syste´mu WGS - 84. [1]
V minulosti boli vytvorene´ roˆzne rotacˇne´ elipsoidy, ktore´ najlepsˇie modelovali danu´
oblast’. Preto neboli ani ujednotene´ stredy ty´chto elipsoidov, ani vel’kosti poloos´ı.
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Teraz dopln´ıme u´daje o najpouzˇivanejˇs´ıch referencˇny´ch elipsoidoch.
elipsoid a[m] i[−]
GRS-80 6378137,0 298,257222101
Besselov 6377397,15508 299,152812853
Krasovskeho 6378245,0 298,3
Hayfordov 6378388,0 297,0
Ak chceme prepocˇ´ıtavat’ polohy vzhl’adom k roˆznym referencˇny´m elipsoidom, mus´ıme
vyuzˇit’ transforma´ciu.
4.2 Transla´cia a rota´cia loka´lnej su´stavy
Budeme vyjadrovat’ loka´lny polohovy´ vektor r¯∗ = (r∗x, r
∗
y, r
∗
z) v x
∗, y∗ a z∗ z polohove´ho
vektora r¯ = (rx, ry, rz) v x, y a z v rovnakom bode. Zacˇneme zlozˇitejˇs´ım a ty´m je rota´cia.
Uhol ψz vyjadruje uhol otocˇenia okolo osi z, uhol je kladny´ v smere ota´cˇania hodinovy´ch
rucˇicˇiek z pohl’adu v kladnom smere osi z. Rota´ciu okolo jednej osi R(ψz) moˆzˇeme odvodit’
z valcovy´ch su´radn´ıc, ktore´ su´ v tvare:
r∗x = rx · cosψz − ry · sinψz
r∗y = rx · sinψz + ry · cosψz
r∗z = rz
Tento za´pis je ekvivalentny´ so za´pisom: r∗xr∗y
r∗z
 =
 cosψz − sinψz 0sinψz cosψz 0
0 0 1
 rxry
rz
 .
Preto transforma´cia prostredn´ıctvom rotacˇnej matice (r¯∗ = R(ψz) · r¯) je taka´to:
R(ψz) =
 cosψz − sinψz 0sinψz cosψz 0
0 0 1

Analogicky vieme potom vyjadrit’ maticu rota´cie aj pre uhly otocˇenia ψx a ψy.
R(ψx) =
 1 0 00 cosψx sinψx
0 − sinψx cosψx

R(ψy) =
 cosψy 0 − sinψy0 1 0
sinψy 0 cosψy

Potom vsˇeobecna´ rota´cia je vyjadrena´ takto
r¯∗ = R(ψx, ψy, ψz) · r¯ = R(ψx)R(ψy)R(ψz) · r¯
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potom rotacˇna´ matica R(ψx, ψy, ψz) ma´ tvar
 cosψy cosψz cosψy sinψz − sinψysinψx sinψy cosψz − cosψx sinψz sinψx sinψy sinψz + cosψx cosψz sinψx cosψy
cosψz sinψy cosψx + sinψx sinψz cosψx sinψy sinψz − sinψx cosψz cosψx cosψy
 .
Pre male´ uhly moˆzˇeme tu´to rotacˇnu´ maticu linearizovat’ podl’a nasleduju´cich pravidiel:
sinψx ≈ ψx
cosψx ≈ 1
sinψx · sinψx ≈ ψx · ψx ≈ 0.
Potom dosta´vame linearizovanu´ rotacˇnu´ maticu
R(ψx, ψy, ψz) =
 1 ψz −ψy−ψz 1 ψx
ψy -ψx 1
 .
Transla´ciu reprezentujeme vektorom r¯0, ktory´ vyjadruje posunutie pocˇiatku loka´lnej su´stavy
vzhl’adom k pocˇiatku za´kladnej su´stavy. Potom transforma´ciu vektora r¯ v loka´lnej su´stave
k za´kladnej, zap´ıˇseme takto r¯∗ = r¯0 + r¯. So su´cˇasnou rota´ciou transforma´ciu zap´ıˇseme
r¯∗ = r¯0 + (1 +m)R(ψx, ψy, ψz)r¯
a maticovo  r∗xr∗y
r∗z
 =
 r0xr0y
r0z
+ (1 +m)
 1 ψz −ψy−ψz 1 ψx
ψy −ψx 1
 rxry
rz
 ,
kde m je koeficient mierky, ktory´ vyjadruje zmenu d´lzˇkovej mierky pri transforma´cii
su´stav.
4.3 Zavedenie syste´mu WGS 84
V dnesˇnej dobe a hlavne na za´klade druzˇicovy´ch meran´ı vytvorilo ministerstvo obrany
U.S.A. syste´m WGS - 843pre potreby GPS.
Uvazˇujme 3-rozmerny´ pravotocˇivy´ kartezia´nsky syste´m su´radn´ıc. Zadefinujeme polohu
prij´ımacˇa vocˇi ba´ze priestoru nasledovne [6]:
◦ stred syste´mu je v t’azˇisku Zeme
◦ os z smeruje do referencˇne´ho po´lu IERS4
◦ os x je priesecˇnicou referencˇne´ho nulte´ho poludn´ıka IERS a roviny kolmej k osi z
a precha´dzaju´cej pocˇiatkom su´stavy
◦ os y je priesecˇnicou poludn´ıkovej roviny 90◦ IERS a roviny kolmej k osi z a pre-
cha´dzaju´cej pocˇiatkom su´stavy
3WGS-84 - (World Geodetic System 1984) je geodeticky´ geocentricky´ syste´m arma´dy USA, v kto-
rom pracuje globa´lny syste´m urcˇovania polohy GPS a ktory´ je za´rovenˇ sˇtandardizovany´m geodeticky´m
syste´mom arma´d NATO [1].
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Taky´to syste´m budeme volat’ su´radnicovy´ sy´ste´m WGS 84. Pre za´kladne´ u´lohy vysˇsˇej
geode´zie tvar Zeme najlepsˇie aproximuje rotacˇny´ elipsoid, ktore´ho analyticke´ vyjadrenie
podstatne zjednodusˇuje vy´pocˇty. Preto je referencˇny´ elipsoid WGS 84 zavedeny´ takto [6]:
◦ stred elipsoidu je totozˇny´ zo stredom na´sˇho pravotocˇive´ho syste´mu
◦ referencˇny´ nulty´ poludn´ık precha´dza Greenwichom
Teraz uvedieme niektore´ parametre referencˇne´ho syste´mu WGS 84.
parameter, konsˇtanta oznacˇenie hodnota
Hlavna´ poloos a 6378137,0 m
Vedl’ajˇsia poloos b 6356752,314 m
Splosˇtenie i = a−b
a
298,257223563
Uhlova´ ry´chlost’ ωe 7292115 · 10−11 rad/s
Geocentricka´ gravitacˇna´ konsˇtanta GM 23986004, 418 · 108 m3/s
Ak chceme jednoznacˇne vyjadrit’ poz´ıciu [xe, ye, ze] na nasˇom modely vzhl’adom k ba´zi
priestoru, potrebujeme rovnicu ktora´ vyjadruje tento model. Rovnica rotacˇne´ho elipsoidu
k nasˇej ba´zy je vyjadrena´ takto:
x2e
a2
+
y2e
a2
+
z2e
b2
= 1.
Nasˇou u´lohou teraz bude urcˇit’ su´radnice, podl’a ktory´ch sa osoba vyuzˇ´ıvaju´ca prij´ımacˇ
orientuje na Zemi.
4.4 Geodeticke´ zemepisne´ su´radnice
Obr. 12: Sche´ma priebehu kva´zigeoidu vzt’azˇene´ho k referencˇne´mu syste´mu WGS - 84. [1]
4IERS - International Earth Rotation Service
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Zemepisne´ su´radnice:
◦ B : zemepisna´ geodeticka´ sˇ´ırka
- uhol zvierany´ medzi ekliptikou a norma´lou k ploche elipsoidu
◦ L : zemepisna´ geodeticka´ d´lzˇka
- uhol zvierany´ rovinou miestneho a Greenwichske´ho poludn´ıka
◦ H : elipsoidicka´ vy´sˇka
- vzdialenost’ od elipsy, zobrana´ po norma´le
Vzt’ahy pravouhly´ch su´radn´ıc k zemepisny´m [10]:
x = (N +H) cosB cosL
y = (N +H) cosB sinL
z = ((1− e2)N +H) sinB,
kde e je excentricita elipsoidu a N priecˇny polomer krivosti
e =
√
1− b
2
a2
, N =
a√
1− e2 sin2B
.
Spa¨tne teraz moˆzˇeme vypocˇ´ıtat’ zemepisne´ su´radnice priamo cez vyriesˇenie bikvadra-
tickej rovnice alebo iteracˇne, takto [1]
cosL =
x
p
, sinL =
y
p
⇒ tanL = sinL
cosL
=
y
x
⇒ L = arctan y
x
,
kde nahra´d´ıme p =
√
x2 + y2.
Pocˇiatocˇne´ hodnoty
B0 = arctan
z
(1− e2)p, N0 =
a√
1− e2 sin2B0
, H0 = 0.
Podl’a potrebnej presnosti postupne iterujeme:
Bn+1 = arctan
z
p(1−e2 Nn
Nn+Hn
)
, pre n = 0, 1, 2, . . .
Nn+1 =
a√
1−e2 sin2Bn+1
, pre n = 0, 1, 2, . . .
Hn+1 =
p
cosBn+1
−Nn+1, pre n = 0, 1, 2, . . .
(4.1)
Treba si uvedomit’ rozdiel medzi H a nadmorskou vy´sˇkou. Nadmorska´ vy´sˇka je vy´sˇka nad
kva´zigeoidom.
Elipticku´ vy´sˇku H moˆzˇeme vyjadrit’ pomocou norma´lnej Molodenske´ho vy´sˇky [1]
H = HQ + ζ, (4.2)
kde HQ je norma´lna Molodenske´ho vy´sˇka a ζ prevy´sˇenie kva´zigeoidu nad elipsoidom. Ak
teda chceme vypocˇ´ıtat’ nadmorsku´ vy´sˇku v urcˇitom bode, mus´ıme pre dane´ su´radnice
bodu zistit’ prevy´sˇenie ζ kva´zigeoidu nad elipsoidom. Ma´me viacero mozˇnost´ı ako tu´to
hodnotu aproximovat’. Moˆzˇeme pouzˇit’ interpolacˇny´ vzt’ah v literatu´re [2], z najnovsˇich
da´t z modelu CR-2005 vytvorene´ho VU´GTK5alebo pomocou interpola´cie namerany´ch
bodov z databa´zy Bodovy´ch pol´ı z webovy´ch stra´nok http://bodovapole.cuzk.cz/.
5VU´GTK - Vy´zkumny´ u´stav geodeticky´, topograficky´ a kartograficky´, v. v. i.
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5 Vy´pocˇty s rea´lnymi hodnotami prij´ımacˇa GPS
Hodnoty ktore´ na´m boli poskytnute´, letecky´m u´stavom FSI VUT, boli namerane´ prij´ıma-
cˇom (Rx Aschtech Promark 3 - GPS/EGNOS Receiver) zo strechy budovy A1 na FSI
VUT dnˇa 20.10.2010.
Dokument obsahoval zap´ısane´ hodnoty v intervale 2001s a kazˇdu´ sekundu prij´ımacˇ
vyp´ısal vsˇetky data zachyteny´ch satelitov. U´daje sme prekontrolovali a zistili, zˇe pocˇas
cele´ho cˇasove´ho intervalu bolo zachyteny´ch pra´ve 9 rovnaky´ch satelitov. Ta´to informa´cia
na´m mierne zjednodusˇila ko´d pri spracovan´ı u´dajov. Obsahom dokumentu boli aj hodnoty
vypocˇ´ıtane´ prij´ımacˇom, ako roˆzne korekcie a pod. Taktiezˇ na´m boli poskytnute´ u´daje
poz´ıcie prij´ımacˇa pri meran´ı
B = 49.224107325◦
L = 16.57721407778◦
H = 406.482m.
5.1 Vy´pocˇet poz´ıcie prij´ımacˇa
Aby sme vypocˇ´ıtane´ hodnoty mohol porovnat’ so skutocˇny´mi, prepocˇ´ıtame si skutocˇnu´
poz´ıciu do syste´mu pravouhly´ch su´radn´ıc WGS8-4, v ktorej ma´me ostatne´ hodnoty. Postup
prepocˇtu je uvedny´ v tomto dokumente v kapitole o zemepisny´ch su´radniciach. Uvedieme
jednoduchy´ zdrojovy´ ko´d prepocˇtu v Matlabe.
format long
b=49.224107325;
B=(b/180)*pi;
l=16.57721407778;
L=(l/180)*pi;
H=406.482;
a=6378137;
b=6356752.31425;
e=sqrt((a^2-b^2)/a^2);
N=a/sqrt(1-e^2*(sin(B))^2);
X=(N+H)*cos(B)*cos(L);
Y=(N+H)*cos(B)*sin(L);
Z=(N*(1-e^2)+H)*sin(B);
Vy´stup Matlabu:
X = 4.000376769701590e+06
Y = 1.190832022152060e+06
Z = 4.807180959242958e+06
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V nasleduju´cej tabul’ke uka´zˇeme len vel’mi malu´ cˇast’ u´dajov namerany´ch z prvej
sekundy.
cˇ.sat. x[m] y[m] z[m] T [s]
2 17659178.81745 −13590006.53788 14086114.95031 0, 073923001
8 26503095.68707 511457.184848 4285852.242236 0, 075115326
13 8777316.600455 13543415.5292 20946374.48306 0, 069640565
4 25951306.37601 −5954418.774026 2473063.773507 0, 077394494
7 20737287.78473 7172181.497267 15083117.48192 0, 068481904
5 4695522.059531 −16630771.96822 20135128.09446 0, 078443518
10 14538731.97176 −5934210.231625 21270816.39092 0, 069400126
23 3278713.689983 21079650.66182 15586012.93833 0, 075496772
16 −9343720.838091 12117571.62344 21715508.80713 0, 080564539
Naprogramovali sme algoritmus podl’a tretej kapitoly, ktory´ vyuzˇ´ıva Cramerovo pravi-
dla. Program vypocˇ´ıta polohy pre vsˇetky sˇtvorice z deviatich satelitov. Teda
(
9
4
)
= 126
mozˇny´ch poloˆh prij´ımacˇa. Pre na´zornost’ sme na vy´stup nechali vyp´ısat’ 5 sˇtvor´ıc.
format long;
X=readExcel(’document.xls’, 12);
Y=readExcel(’document.xls’, 13);
Z=readExcel(’document.xls’, 14);
T=readExcel(’document.xls’, 25);
c=299792458;
syms t; %v dalsom vypocte budeme potrebovat pocitat s parametrem
comb = combnk(1:9,4); %vytvori nam pole vsetkych stvoric
for p=1:126 %prechadzame vsetky mozne stvorice
k=comb(p,1);
l=comb(p,2);
m=comb(p,3);
n=comb(p,4);
%konstanty
beta1=c^2*(T(l)^2-T(k)^2)+ X(k)^2-X(l)^2+Y(k)^2-Y(l)^2+Z(k)^2-Z(l)^2;
beta2=c^2*(T(m)^2-T(k)^2)+ X(k)^2-X(m)^2+Y(k)^2-Y(m)^2+Z(k)^2-Z(m)^2;
beta3=c^2*(T(n)^2-T(k)^2)+ X(k)^2-X(n)^2+Y(k)^2-Y(n)^2+Z(k)^2-Z(n)^2;
%nasleduje algoritmus z podkapitoly 3.2.1
B=[2*(X(k)-X(l)) 2*(Y(k)-Y(l)) 2*(Z(k)-Z(l));
2*(X(k)-X(m)) 2*(Y(k)-Y(m)) 2*(Z(k)-Z(m));
2*(X(k)-X(n)) 2*(Y(k)-Y(n)) 2*(Z(k)-Z(n))];
Bx=[2*c^2*t*(T(k)-T(l))+beta1 2*(Y(k)-Y(l)) 2*(Z(k)-Z(l));
2*c^2*t*(T(k)-T(m))+beta2 2*(Y(k)-Y(m)) 2*(Z(k)-Z(m));
2*c^2*t*(T(k)-T(n))+beta3 2*(Y(k)-Y(n)) 2*(Z(k)-Z(n))];
By=[2*(X(k)-X(l)) 2*c^2*t*(T(k)-T(l))+beta1 2*(Z(k)-Z(l));
2*(X(k)-X(m)) 2*c^2*t*(T(k)-T(m))+beta2 2*(Z(k)-Z(m));
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2*(X(k)-X(n)) 2*c^2*t*(T(k)-T(n))+beta3 2*(Z(k)-Z(n))];
Bz=[2*(X(k)-X(l)) 2*(Y(k)-Y(l)) 2*c^2*t*(T(k)-T(l))+beta1;
2*(X(k)-X(m)) 2*(Y(k)-Y(m)) 2*c^2*t*(T(k)-T(m))+beta2;
2*(X(k)-X(n)) 2*(Y(k)-Y(n)) 2*c^2*t*(T(k)-T(n))+beta3];
xt=det(Bx)/det(B);
yt=det(By)/det(B);
zt=det(Bz)/det(B);
eqq=(xt-X(k))^2+(yt-Y(k))^2+(zt-Z(k))^2-c^2*(T(k)-t)^2;
tttsolve=solve(eqq,t);
eqq1=sqrt((xt)^2+(yt)^2+(zt)^2);
%v podmienke zistujeme spravne riesenie
if double(subs(eqq1, t, tttsolve(1)))<double(subs(eqq1, t, tttsolve(2)))
tod=tttsolve(1);
else
tod=tttsolve(2);
end
x=double(subs(xt, t, tod)); %vypocet x s dosadenim parametru tod
y=double(subs(yt, t, tod)); %vypocet y s dosadenim parametru tod
z=double(subs(zt, t, tod)); %vypocet z s dosadenim parametru tod
end
Vy´stup Matlabu:
cˇ.m. Cˇı´sla satelitov:
1. 2. 3. 4. tod[s]
1. 5 10 23 16 7.581702119643361e-010
2. 8 13 4 7 2.193923848605887e-009
3. 8 5 10 23 1.968283982987624e-010
4. 2 13 7 5 2.828170340911516e-008
5. 2 8 13 7 3.250390289153302e-009
Vypocˇı´tane´ hodnoty prijı´macˇa zo sˇtvorice satelitov:
cˇ.m. x[m] y[m] z[m]
1. 4.000375732776336e+06 1.190831573292132e+06 4.807182394707825e+06
2. 4.000376437151264e+06 1.190830201235336e+06 4.807183631839505e+06
3. 4.000375843096084e+06 1.190831545768962e+06 4.807182099512342e+06
4. 4.000380520107073e+06 1.190829837468897e+06 4.807192818940337e+06
5. 4.000376776876287e+06 1.190831454374800e+06 4.807182981871780e+06
Na´sledne sme urobili vy´pocˇet zalozˇeny´ na itera´cia´ch (vzt’ah (4.1))pre prevod do zeme-
pisny´ch geodeticky´ch su´radn´ıc.
X = 4.000376769701590e+06;
Y = 1.190832022152060e+06;
Z = 4.807180959242958e+06;
format long
presnost=1;
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ItB=zeros(1,50);
ItN=zeros(1,50);
ItH=zeros(1,50);
L=atan(Y/X);
p=sqrt(X^2+Y^2);
ItB(1)=atan(Z/((1-e^2)*p));
ItN(1)=(a/sqrt(1-e^2*(sin(ItB(1,1)))^2));
ItH(1)=0;
f=1;
while presnost>1e-030
f=f+1;
ItB(f)=atan(Z/(p*(1-e^2*ItN(f-1)/(ItN(f-1)+ItH(f-1)))));
ItN(f)=(a/sqrt(1-e^2*(sin(ItB(f)))^2));
ItH(f)=(p/cos(ItB(f)))-ItN(f);
presnost=(ItB(f)-ItB(f-1))^2+(ItN(f)-ItN(f-1))^2+(ItH(f)-ItH(f-1))^2;
end
L=(L*180)/pi;
B=(ItB(f)*180)/pi;
H=ItH(f);
pocet_iteraci=f;
Vy´stup programu:
Vypocˇı´tane´ hodnoty prijı´macˇa zo sˇtvorice satelitov:
cˇ.m. L[◦] B[◦] H[m] pocˇ.it.
1. 16.577212233362662 49.224123392787583 4.068363262321800e+02 7
2. 16.577191422891556 49.224128726124597 4.079584155250341e+02 8
3. 16.577211439180655 49.224120992923311 4.066767103550956e+02 8
4. 16.577170646069032 49.224156736168375 4.174035038361326e+02 7
5. 16.577206579586001 49.224120258204621 4.079123705690727e+02 8
5.2 Vy´pocˇet nadmorskej vy´sˇky
Pre vy´pocˇet nadmorskej vy´sˇky potrebujeme urcˇit’ ζ prevy´sˇenie kva´zigeoidu nad elipsoi-
dom. Podl’a obra´zku 13., kde sme vyznacˇili su´radnice polohy merania, vid´ıme zˇe v oblasti
na´sˇho merania je povrch kva´zigeoidu priblizˇne rovinny´. Preto mozˇeme pre urcˇenie hodnoty
ζ prelozˇit’ hodnoty rovinnou interpola´ciou troch bodov.
Na obra´zku 14. moˆzˇeme vidiet’ body geodeticky´ch meran´ı z´ıskany´ch z webovej stra´nky
http://bodovapole.cuzk.cz/ mapTop.aspx, odkial’ sme taktiezˇ z´ıskali hodnoty uvedene´ v na-
sleduju´cej tabul’ke.
body B[◦] L[◦] ζ[m]
211 49,21923772 16,56650633 44,75
212 49,21893389 16,57646794 44,73
239 49,22852669 16,58656742 44,71
241 49,21794519 16,58790408 44,71
257 49,22972875 16,57754792 44,73
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Obr. 13: Vytvoreny´ model CR2000[4] kva´zigeoidu nad cˇast’ou Brna.
Interpola´cia
Interpolovat’ moˆzˇeme nasledovne, vyberiem tri body (napr´ıklad 211, 241 a 257). Pretozˇe
zemepisna´ sˇ´ırka, zemepisna´ d´lzˇka a elipsoidicka´ vy´sˇka tvoria provouhlu´ su´stavu su´radn´ıc,
moˆzˇeme si situa´ciu zakreslit’ do obra´zku 15. Bod z najnizˇsˇou hodnotou ζ oznacˇ´ıme bodom
A, druhy´ najnizˇsˇ´ı B a tret´ı C. Dˇalej priemety bodov B a C do roviny ζ = 44, 71 m oznacˇme
B′ a C ′, pricˇom A ≡ A′. Zaznacˇme priemet bodu prij´ımacˇa do roviny ζ = 44, 71 m
ako D′, jeho zemepisnu´ sˇ´ırku a d´lzˇku pozna´me. Oznacˇ´ıme v bodoch B′ a C ′ prevy´sˇenia
ζB = 0, 02 m a ζC = 0, 04 m. Na´sledne prelozˇ´ıme rovinou ABC a zaznacˇ´ıme bod D do
tejto roviny ako priemet bodu D′ v smere ζ. Nasˇou u´lohou je zistit’ ζD. Vektory w¯ a v¯
zadajme rozdielom bodov w¯ = B′ − A′ a v¯ = C ′ − A′. Na rovine ζ = 44, 71 m vytvor´ıme
ba´zu z vektorov w¯ a v¯. Teda bod C ′ vyjadr´ıme v tejto ba´ze su´radnicami [0, 1] a bod A′
su´radnicami [0, 0]. Hl’ada´me take´to vyjadrenie v su´radniciach pre bod D′ = [x, y], ked’zˇe
A′ je pocˇiatok, D′ je vyjadreny´ vektorom u¯ = D′ − A′ s poˆsobiskom v pocˇiatku.
Su´stava vyzera´ nasledovne
xw¯ + yv¯ = u¯
.
Vy´pocˇet v Matlabe(v celom programe uvazˇujeme ale neznacˇ´ıme symbol ’ pre bod):
A=[49.21794519 16.58790408];
B=[49.22972875 16.57754792];
C=[49.21923772 16.56650633];
D=[49.224107325 16.57721407778];
w=B-A
v=C-A
d=D-A
syms x y
[x y]=solve(x*w’+y*v’-d’)
Vy´stup programu:
[x y]= [0.4944 0.2603]
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Obr. 14: Mapa Bodovy´ch pol´ı v okol´ı FSI.
Vy´sledok na´m hovor´ı, zˇe bodD′ je vyjadreny´ v ba´ze tvorenej prvkami w¯ a v¯ su´radnicami
[0.4944, 0.2603]. Teraz uvazˇujme aj zlozˇky v smere elipsoidickej vy´sˇky. Kedzˇe preklada´me
interpola´ciu rovinou, plat´ı, zˇe d´lzˇka ζD je tvorena´ pra´ve 0.4944-kra´t d´lzˇkou ζB a 0.2603-
kra´t d´lzˇka ζC . Preto dostaneme vy´sledok ζD = 0, 0203 m.
Vy´sledkom je, zˇe v nasˇom bode je prevy´sˇenie ζ = 44, 71 + ζD = 44, 7303 m. Preto
moˆzˇeme d’alej dosadit’ hodnotu do vzt’ahu (4.2) H = HQ + ζ resp. HQ = H − ζ. Ked’zˇe
elipsoidicku´ vy´sˇku ma´me H = 406.482 m, nadmorska´ vy´sˇka na´m vyjde
HQ = H − ζ = 406.482− 44, 7303 = 361.7517m.
Vypocˇ´ıtali sme teda nadmorsku´ vy´sˇku, v bode prij´ımacˇa, na streche budovy A1 FSI VUT
v Brne.
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Obr. 15: Interpola´cia prevy´sˇenia ζD.
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6 Za´ver
V teoretickej cˇasti sme kla´dli doˆraz na zavedenie determinantu a jeho vy´pocˇet, kde
sme urobili mensˇi rozbor. Potom sme odvodili geometricky Cramerovo pravidlo pre R3.
Z´ıskane´ vedomosti sme na´sledne aplikovali v teoretickom vy´pocˇte. Z´ıskali sme vedomosti
o niektory´ch nezˇiaducich vplyvoch na prenos signa´lu z druzˇice. Na´sledne sme urobili u´vod
do problematiky geodeticky´ch meran´ı. V piatej kapitole sme aplikovali nadobudnute´ vedo-
mosti z predcha´dzaju´cich kapitoˆl. V MATLAB-e sme naprogramovali meto´du z literatu´ry
[7], do ktorej sme pouzˇili rea´lne da´ta. Takto sme z´ıskali niekol’ko vypocˇ´ıtany´ch poz´ıcii.
Taktiezˇ sme interpolovali hodnotu ζ, prevy´sˇenie kva´zigeoidu nad elipsoidom, pre bod
prij´ımacˇa. Ty´m sme z´ıskali nadmorsku´ vy´sˇku v danom bode.
Prima´rnym u´cˇelom tejto pra´ce bolo pochopenie a zjednotenie poznatkov z viacery´ch
zdrojov a vytvorenie ucelene´ho textu s logicky´m usporiadan´ım. Bakala´rska pra´ca moˆzˇe
byt’ vyuzˇita´ ako u´vodny´ text do problematiky fungovania druzˇicovej naviga´cie, zalozˇenej
na ko´dovom meran´ı aky´m je napr´ıklad syste´m GPS.
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