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Coherent spatial transport or shuttling of a single electron spin through semiconductor nanostructures is an
important ingredient in many spintronic and quantum computing applications. In this work we analyze the
possible errors in solid-state quantum computation due to leakage in transporting a single-spin qubit through a
semiconductor double quantum dot. In particular, we consider three possible sources of leakage errors associated
with such transport: finite ramping times, spin-dependent tunneling rates between quantum dots induced by
finite spin-orbit couplings, and the presence of multiple valley states. In each case we present quantitative
estimates of the leakage errors, and discuss how they can be minimized. Moreover, we show that in order to
minimize leakage errors induced by spin-dependent tunnelings, it is necessary to apply pulses to perform certain
carefully designed spin rotations. We further develop a formalism that allows one to systematically derive
constraints on the pulse shapes and present a few examples to highlight the advantage of such an approach.
I. INTRODUCTION
It has long been recognized that the ability to efficiently
transport spins is crucial in designing spintronic devices or
practical quantum computing in a physical system with short-
range interactions [1]. Semiconductor spin qubits, including
coupled donor spins [2, 3] as well as electron spins localized
in laterally defined quantum dots [4–9], are prime examples of
a candidate quantum information processor that typically has
short-range spin-spin interactions, either exchange [2, 4] or
capacitive [10]. Spin qubits have remarkably long coherence
times compared to their gate times [11, 12], and have been
operated in one-dimensional arrays [10, 13, 14], and could
potentially be operated in two-dimensional arrays [15–18].
However, the ability to transport a single electron spin through
semiconductor nanostructures while preserving its spin state
has only been experimentally investigated recently [19, 20].
One way or another, spin shuttling schemes have always
featured in theoretical considerations of scalable spin qubit
architectures [16, 21]. Especially in recent proposals based
on the two-dimensional surface code [22], it becomes neces-
sary to move spins either as probes [23], or as qubit activa-
tors [18], or as qubits themselves [24]. Mathematically, the
Hilbert space of the entire system is composed of many or-
thogonal two-dimensional subspaces with spatially localized
support, and initializing a physical electron spin into a given
dot/donor not only populates one of those subspaces, but la-
bels it as the “logical” subspace (or, in a multi-qubit system,
part of the logical subspace) where the information resides.
The subspaces with support on unpopulated dots/donors are
labeled as “leakage” subspaces, as stray populations leaking
into this space comes at the expense of the logical subspace.
A deliberate and complete physical transport of a spin from
one dot/donor to another is simply a repartitioning of the total
space into relabeled logical and leakage subspaces, bringing
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the qubit into a potentially advantageous spatial position for
storage, manipulation, or readout. However, in practice, any
transport process will be susceptible to leakage, i.e., the in-
complete transfer of population to the new subspace, in which
case the portion remaining in the original position is no longer
part of the logical subspace. Such leakage processes may fur-
ther be complicated by the presence of spin-orbit coupling
(SOC) [25–32] and multiple valley states [33–40]. Obviously,
the whole Hilbert space of the system is typically much larger
than the “logical subspace” of interest, and unless very special
care (involving adiabaticity and other constraints) is taken,
there would invariably be undesirable leakage, adversely af-
fecting the whole spin shuttling scheme. The quantitative de-
tails of such leakage will depend on the details of the physical
system as well as the transport process with many mechanisms
present in real semiconductors potentially playing detrimental
roles. In spite of there being many proposals in the theoretical
literature for spin shuttling in semiconductor nanostructures,
there has not been any detailed theoretical study of the leak-
age problem, which, however, now takes on significance in
view of the recent experiments on spin transport in quantum
dots [19, 20].
In this paper we present comprehensive calculations of this
leakage when transporting a single-spin qubit through a dou-
ble quantum dot using a minimal model that captures the es-
sential physics. Our purpose is to identify and analyze com-
mon sources of leakage errors during such an operation, and
discuss how they can be possibly minimized. In particular,
this work focuses on leakage errors that arise due to finite
ramping times, spin-dependent tunneling rates induced by fi-
nite spin-orbit couplings, as well as the presence of multiple
valley states. We first take into account the finite bandwidth
of gate voltage pulses, as indeed the nonzero ramping time
has important ramifications here. We show that even in the
absence of any coupling between spin and orbital degrees of
freedom, leakage occurs due to imperfect initialization to a
localized Fock-Darwin state [6]. However, such ramping in-
duced leakage errors can be compensated during the transport
by adjusting the tunneling time appropriately.
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2We perform a similar analysis in the presence of spin-orbit
couplings, in which case the spin-dependence of the tunneling
rate precludes the same compensation procedure, especially
when the spin encodes a quantum bit in an arbitrary superpo-
sition state. We show that in such cases it is necessary to apply
carefully designed spin rotations during the transport process
to help preserve the spin state. We developed a systematic
approach to determine pulse shapes that can fulfill such re-
quirements. In particular, our approach does not rely on the
prior knowledge of the spin state being transported, which is
often a huge benefit. Sometimes it is also desirable to perform
certain spin rotations while transporting the spin. However,
due to the spin dependent tunneling rates, it is again necessary
to choose the pulse shapes carefully in order to minimize the
errors of the spin rotations performed. We show that the ap-
proach we established before can also help us construct pulse
shapes that minimize the errors. Developing physical error
correction protocols by designing appropriate spin rotations
in the presence of spin-orbit coupling is an important new re-
sult in this paper.
We also present a discussion of the effect of multiple val-
ley states, which is common in silicon quantum dots. Silicon
is an outstanding candidate for the operation of spin qubits
because of its long spin coherence time (because of the rel-
ative absence of spinful nuclei in the environment) and the
potential for scalability (because of the vast existing silicon
technology) [41–44]. In addition, the spin-orbit coupling is
generally weak in silicon, so that the information stored in
the spin is relatively immune to charge noise [45]. Further-
more, the nuclear-spin background fluctuations can also be
largely suppressed by isotope engineering [46]. All these ad-
vantages have driven a concerted research effort in silicon spin
qubits [47, 48]. Despite all these advantages, however, sil-
icon has one serious disadvantage (compared, for example,
with GaAs) for quantum computing applications since it has a
conduction band valley degree of freedom which complicates
initialization and gate operations unless the valley degeneracy
is somehow lifted by an energy splitting larger than the op-
erational temperature. In addition, one may wonder whether
the presence of multiple valley states could lead to additional
leakage channels, and thereby further complicate spin-qubit
operations through the population of undesirable valley states.
Our study shows that different valley eigenstates in a pristine 1
silicon quantum dot are orthogonal to each other, and thus
will not become a source of leakage for the spin qubit trans-
port and operations. However, recent experiments [30] show
that certain mechanisms like spin-orbit couplings may induce
nonzero couplings between valley eigenstates. In such sce-
narios leakage to the other valley eigenstates indeed becomes
possible. However, these couplings are appreciable only near
certain so-called “leakage hot spots” [30]. We demonstrate
that as long as one can avoid such “hot spots”, the leakage to
the other valley states will still be negligible. As a result, the
presence of multiple valley states in silicon quantum dots will
1 The word “pristine” in this paper specifically refers to a system with zero
spin-orbit couplings.
usually not cause additional leakage errors in spin qubit trans-
port and operations, although one needs to keep in mind the
possibility of valleys causing problems through leakage hot
spots in the presence of spin-orbit coupling.
The structure of this paper is as follows. In Section II we
discuss the leakage in transporting a single-spin qubit through
a double quantum dot in GaAs, at first neglecting spin-orbit
coupling effects completely. Because there are no spin-orbit
couplings or additional valley states, the leakage here is solely
due to finite ramping times. This relatively simple situation
allows us to set up the general framework for leakage calcula-
tions. In Section III we add spin-orbit couplings to the GaAs
double quantum dot model, and present a comprehensive anal-
ysis of leakage errors induced by finite spin-orbit couplings.
In particular, we describe in some details on how to systemat-
ically design appropriate pulse shapes to mitigate the leakage.
In Section IV we turn to the leakage in silicon double quan-
tum dots due to the multiple valley states, and discuss how one
can usually avoid the leakage near the so-called “leakage hot
spots”. We summarize our results and discuss open questions
in Section V.
II. LEAKAGE IN A DOUBLE QUANTUM DOT IN GAAS
We begin our analysis with the transport of a single-spin
qubit through a GaAs double quantum dot (DQD). Because
there are no additional valley states in GaAs quantum dots and
we neglect spin-orbit couplings in this section, the leakage is
entirely due to the finite ramping time that causes an imper-
fect initialization of the spin qubit. This relatively simple case
allows us to set up the basic framework to analyze the leakage
problem, and pave the way for more general discussions later.
A. Model for a double quantum dot
We will first construct the model for a double quantum dot.
If one neglects the finite confinement length in the zˆ-direction
(which is justified since the typical zˆ-confinement is much
tighter than the lateral lithographic confinement), the model
for a double quantum dot can be cast in the following strictly
two-dimensional form [6, 9],
HDQD = T + VDQD(r), (1)
where T is the kinetic energy, and VDQD(r) is the two-
dimensional confinement potential of the double quantum dot,
VDQD(r) =
mω20
2
[
(|x| − X0)2 + y2
]
+ eEx, (2)
where E is an electric field along the interdot axis xˆ that con-
trols the detuning between the two quantum dots, (±X0, 0) is
the location of the two dots in the E = 0 limit, and ~ω0 is
the strength of the harmonic confinement potential, which is
usually a few meV. An illustration of VDQD is shown in Fig. 1.
Our results change little if the two-dimensional confinement
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FIG. 1. Illustration of the double quantum dot potential VDQD de-
fined in Eq. (2). The dimensionless separation between the two dots
is λ = 4, and f is the quantum dot detuning parameter [see Eq. (6)].
is taken to be somewhat different from the parabolic confine-
ment model.
In the zero detuning limit (E = 0), the confinement poten-
tial VDQD near each dot is harmonic at the center, and can be
locally approximated by
V (±)0 (r) =
mω20
2
[
(x ± X0)2 + y2
]
. (3)
As a result, in the large separation limit (X0 → ∞) the single-
particle orbitals near each quantum dot can be well approxi-
mated by the so-called Fock-Darwin (FD) states [6]. More-
over, because in a typical quantum dot the lowest FD level is
separated from the excited ones by at least few meV [6], the
single-spin qubit can be well defined within the two spin states
of the lowest FD level in each dot, given by
ψL/R(x, y) =
1√
pia
e−[(x±X0)
2+y2]/2a2 , (4)
where a =
√
~/mω0 is the FD radius. We want to emphasize
that these two basis states generally have a nonzero overlap,
l ≡ 〈ψL|ψR〉 = e−λ2 , (5)
where λ = X0/a is the dimensionless separation between the
two quantum dots. Note also that the above FD wave func-
tions and their overlap will both be modified in the presence
of an out-of-plane magnetic field (i.e., applied along the z di-
rection) [36]. However, in this work we limit our discussions
to the zero field case, because our results will not be qualita-
tively modified by the magnetic field 2.
2 We do take into account the effect of the finite magnetic field explicitly in
the next section where we consider leakage errors in the presence of spin-
orbit couplings because the time reversal breaking by the applied magnetic
field introduces qualitative issues when combined with the inversion sym-
metry breaking associated with the spin-orbit coupling.
A finite electric field E applied along the interdot axis will
create a detuning εd = 2eEX0 between the two dots, and shift
the minima of the double well potential by an amount f a, with
the dimensionless detuning parameter f given by [36]
f = eEa/~ω0. (6)
Such an effect is illustrated by the dashed line in Fig. 1. The
displaced FD wave function can be obtained by replacing ±X0
by ±X0− f a in Eq. (4). As a result, neither the interdot separa-
tion nor the overlap between the FD wave functions is affected
by the applied electric field.
It is often more convenient to work with basis states that
are orthogonal with each other. Therefore we introduce the
so-called Wannier (single-dot) states as follows [6],
|ψ˜L〉 = |ψL〉 − g|ψR〉√
1 − 2gl + g2
, |ψ˜R〉 = |ψR〉 − g|ψL〉√
1 − 2gl + g2
, (7)
which are orthogonal 〈ψ˜L|ψ˜R〉 = 0, with g = l/(1 +
√
1 − l2).
Inversely, the FD states are written in the Wannier basis as
|ψL〉 = cos θ2 |ψ˜L〉 + sin
θ
2
|ψ˜R〉, |ψR〉 = sin θ2 |ψ˜L〉 + cos
θ
2
|ψ˜R〉,
where θ = arcsin l.
In this Wannier basis the double quantum dot Hamiltonian
has the following form,
HWannier =
(
ε˜d/2 t˜0
t˜0 −ε˜d/2
)
, (8)
where ε˜d ≡ 〈ψ˜L|HDQD|ψ˜L〉−〈ψ˜R|HDQD|ψ˜R〉 is the orbital detun-
ing between the two quantum dots, while t˜0 ≡ 〈ψ˜L|HDQD|ψ˜R〉
captures the tunneling between the two quantum dots. The
explicit expressions for these two parameters are [36]
ε˜d =
−λ30√
pi(1 − l2)
[
e−(λ+ f )
2 − e−(λ− f )2
+
√
pi
[
(λ + f ) erf(λ + f ) − (λ − f ) erf(λ − f )]],
t˜0 = − λ
3l0
2(1 − l2)
[
2λ + 2 f erf( f ) − (λ − f ) erf(λ − f )
− (λ + f ) erf(λ + f ) − e
−(λ+ f )2
√
pi
(
1 + e4λ f − 2eλ(λ+2 f )
)]
, (9)
where erf(x) is the error function, and 0 = ~2/mX20 is a char-
acteristic geometric energy scale determined solely by intrin-
sic quantum dot parameters. Using that m = 0.065me in GaAs
(me is the bare electron mass) and choosing X0 = 70 nm, we
find that 0 ' 0.25 meV. Note also that the tunneling param-
eter t˜0 is always negative. Finally, an FD state on the left
(right) dot can be recovered as the ground state of HWannier in
the f → +∞ ( f → −∞) limit.
B. Leakage in transporting a single-spin qubit through a
double quantum dot with no spin-orbit couplings
We now set up the basic framework to study the leakage in
the transport of a single-spin qubit through this double quan-
tum dot. We consider that a single electron is first loaded from
4a reservoir onto the left quantum dot in the positively detuned
limit f → +∞, which will guarantee that it starts in an ex-
act FD state on the left dot. Transporting the spin qubit then
involves three successive stages: initialization (I), gate opera-
tion (II), and finalization (III). Specifically, in the initialization
stage (I) the detuning is quickly reduced to zero within time
TI ; in the gate operation stage (II), the electron tunnels into
the right quantum dot within time TII ; and finally, in the fi-
nalization stage (III), the detuning between the dots is quickly
increased to the negatively detuned limit f → −∞, in order to
preserve the final state on the right dot. The ramping time in
this stage usually equals TI in actual experiments.
At the end of stage III, we can evaluate the overall error dur-
ing the transport, defined as the error in obtaining the desired
state on the right dot at the end of stage III, i.e.,
ηoverall = 1 − |〈ψ f |ψIII〉|2, (10)
where ψIII is the state at the end of stage III, and ψ f is the
desired final state.
There are many possible sources of leakage errors. In this
work we will focus on three typical ones. The first one arises
because the ramping process cannot be instantaneous 3. As a
result, the state at the end of stage I may not be an exact FD
state on the left dot to begin with. We call this type of error
the ramping error ηramping, defined as the error in obtaining an
FD state on the left dot at the end of stage I, i.e.,
ηramping = 1 − |〈ψL|ψI〉|2, (11)
where ψI is the state at the end of stage I. Such an error can
arise even without spin-orbit couplings or additional valley
states, and will be the main focus of this section.
In the presence of finite spin-orbit couplings, the spin and
orbit dynamics will be entangled, and thus additional leakage
errors could arise. For example, the initial spin state of the
electron may not be preserved during the transport. Similarly,
any spin operations performed during the transport may also
be subject to errors. We will present a comprehensive analysis
on this type of leakage errors in Section III.
The last type of leakage error we consider is due to the ad-
ditional valley states that are present in, for example, silicon
quantum dots. These valley states are usually quasidegen-
erate, which seems to be a source of leakage errors for spin
qubit transport and operations. We will analyze this problem
in some detail in Section IV.
In the present section, however, we will only consider leak-
age in GaAs quantum dots without spin-orbit couplings. In
such a case the spin and orbital dynamics completely decou-
ple, and thus any spin dynamics will not be affected by the
transport. As a result, the only possible leakage comes from
the ramping errors. We will therefore completely ignore the
spin degrees of freedom in this section.
3 Strictly speaking, a truly instantaneous ramping involving zero ramping
time will introduce errors associated with leakage into all the higher orbital
excited states of the system since zero ramping couples excited states at all
energies—we ignore these complications since they are not of any practical
relevance for the real system.
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FIG. 2. Ramping errors as a function of ramping time TI . In this
figure the initial detuning is f0 = 4, the dimensionless quantum dot
separation is λ = 2.0, and the confinement potential has a strength
of 0 = 0.25 meV. The three curves correspond to different time
dependences of the detuning parameter, see Eq. (12).
1. Stage I and III: The ramping error
We first study the ramping errors ηramping in the initialization
stage (I). We assume that the detuning parameter f (t) has the
following time dependence,
f (t) = f0(1 − ts/T sI ), (12)
where f0 is the initial detuning, TI is the ramping time, and
s allows for the possible nonlinear ramping rates. Our first
observation is that a detuning parameter f0 ≥ 4 is already
sufficient to guarantee that the ground state ψGS of the Wannier
Hamiltonian (8) has an error less than 10−9 from an exact FD
state on the left dot. We then numerically calculate the time
evolution of ψGS by solving the Schroedinger equation for its
time evolution operator U(t) as follows,
i~
∂U(t)
∂t
= HWannier(t)U(t). (13)
The ramping error then amounts to
ηramping = 1 − |〈ψL|ψI〉|2 = 1 − |〈ψL|U(TI)|ψGS〉|2, (14)
which is plotted as a function of ramping time TI in Fig. 2. We
find that if the ramping process is linear (s = 1) the ramping
error is typically larger than 10−3. In contrast, for a nonlinear
ramping with s > 1, the ramping error can be much smaller.
One possible explanation for this could be that for nonlinear
ramping processes, a larger portion of the dynamics occurs in
the larger detuning limit, so that the leakage to the right dot is
relatively suppressed.
In the third stage we drive the double quantum dot into a
negatively detuned limit ( f → −∞), so that the FD state on
the right dot can be preserved. The following dependence of
f (t) will be adopted,
f (t) = f0(ts/T sI ). (15)
Because this stage is the reverse of stage I, we will not elabo-
rate on it further.
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FIG. 3. (a) The overall error ηoverall as a function of the time ad-
justment ∆TII . The labels indicate the corresponding ramping time.
(b) The optimal time adjustment ∆T ∗II as a function of the ramping
time TI . The other parameters in this plot are f0 = 4, λ = 2, and
0 = 0.25 meV. Moreover, we used a linear ramping process [s = 1
in Eq. (12)].
2. Stage II: the Rabi oscillation process
We now focus on the gate operation stage (II), where there
is no detuning between the two quantum dots, so that the
Hamiltonian in Eq. (8) reduces to HWannier = t˜
(0)
0 σx, with t˜
(0)
0
being the tunneling parameter in the zero detuning limit,
t˜(0)0 =
−λ3l0
1 − l2
[
λ erfc(λ) +
1 − l√
pi
]
. (16)
As a result, the minimal time for an exact FD state on the
left dot to tunnel to the right dot equals half the Rabi os-
cillation period, i.e., T (0)II = TRabi/2 = pi~/2|t˜(0)0 |, where the
superscript (0) indicates that this is the ideal operation time
if the Rabi oscillation starts from an exact FD state on the
left dot. For λ = 2.0 and 0 = 0.25 meV, we estimate that
t˜(0)0 ' −0.02 meV, and thus T (0)II ' 51.70 ps.
However, because of the ramping errors, the state at the be-
ginning of the Rabi oscillation will not be an exact FD state
on the left dot. One may wonder how this ramping error af-
fects the fidelity of obtaining an FD state on the right dot at
the end of the operation, and how such errors can be corrected
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FIG. 4. Ramping errors as a function of ramping time TI . The
tunneling rate at zero QD detuning is t˜(0)0 = 3.31 µeV, and f0 = 4.
The three curves correspond to different ways to model the same t˜(0)0 .
during the operations. Our calculations show that the overall
error ηoverall can be much reduced if we slightly reduce the op-
eration time TII in the second stage. In Fig. 3(a) we plot the
overall error ηoverall as a function of the time adjustment ∆TII ,
defined as ∆TII = TII − T (0)II , where TII is the actual opera-
tion time in the second stage. We can see that if the operation
time TII is reduced by an optimal amount ∆T ∗II , the overall
error can be minimized to be below 10−6. Figure 3(b) further
demonstrates that the optimal operation time TII is shorter for
larger ramping times TI . We also note that these results were
obtained using a linear ramping process [s = 1 in Eq. (12)] in
both stage I and III. If a nonlinear ramping process is carried
out, the overall error can be further reduced.
What we learn from the above analysis is that due to the
ramping errors, the optimal operation time in the second stage
should be reduced from half the Rabi oscillation period, i.e.,
TII = T
(0)
II + ∆T
∗
II . One intuitive way to understand this result
is the following. The Rabi oscillation from the left dot to the
right dot is like flipping a “spin-up” state by a pi-pulse. On
a Bloch sphere this process is like to move the initial state
from the north pole to the south pole. The initial ramping
error causes the Rabi oscillation to start from somewhere away
from the north pole, and thus it should take less time to arrive
at the south pole.
C. Leakage in a DQD with smaller tunneling rates
We have been considering leakage in DQDs with relatively
large tunneling rates, with |t˜(0)0 | ' 0.02 meV in the limit of zero
orbital detuning. Our goal is to demonstrate that even rela-
tively large leakage errors, i.e, the worst case scenario from
the leakage perspective, can still be corrected. Nonetheless, it
seems appropriate to present some quantitative estimates us-
ing small tunneling rates closer to actual experimental val-
ues [5, 20, 28, 31]. In Fig. 4 we plot the ramping errors in
a DQD with |t˜(0)0 | = 3.31 µeV, which is close to the tunnel-
ing rate of 0.8 GHz measured in a recent experiment [20]. We
find that a smaller tunneling rate generally allows for a longer
6ramping time in stage I while still keeping the ramping error
low. The smaller tunneling rate also provides a longer gate
operation time in stage II: with |t˜(0)0 | = 3.31 µeV we estimate
that T (0)II ' 312.36 ps. Thus, realistic tunneling rates allow
for longer ramping times, which are still orders of magnitude
longer than the qubit decoherence time (> 10 µs even in GaAs
quantum dots).
There is an important caveat in modeling a given tunneling
rate t˜(0)0 , though. As shown in Eq. (16) t˜
(0)
0 depends on both λ
and 0. Therefore in order to obtain a smaller t˜
(0)
0 than what
we use in the previous discussions, we can either fix λ and
just decrease 0, or use a larger λ. The first case can be ac-
commodated with a simple rescaling of the time variable in
the Schroedinger equation. In particular, the dashed curve in
Fig. 4 can be obtained from the black curve in Fig. 2 by mul-
tiplying its TI variable with a factor of 0.25 meV/0.04 meV '
6.25. In the second case, however, by using a larger λ, the
actual overlap between two quantum dots is reduced. In this
case, the ramping error is even smaller, as shown by the two
solid curves in Fig. 4.
Therefore we conclude that leakage errors in current ex-
periments are relatively small due to the small tunneling rates
between the quantum dots (at least as long as spin-orbit cou-
pling effects are negligible). However, we will continue to use
larger tunneling parameters in our analysis in order to better
ascertain the quantitative extent to which leakage errors can
be eliminated in quantum dot spin transport even in the worst
case scenario.
III. LEAKAGE IN A DOUBLE QUANTUM DOTWITH
FINITE SPIN-ORBIT COUPLINGS
The previous section focused on the leakage due to finite
ramping times. In this section we turn to the second source
of leakage errors, i.e., the presence of finite spin-orbit cou-
plings. The entanglement of spin and orbital dynamics poses
a substantial challenge in preserving the spin state during the
transport process. We will show that except for some spe-
cial cases, it is necessary to apply a carefully designed 2pi-
pulse during the transport in order to help preserve the spin
state. Fortunately, we find that there exists a systematic way to
find 2pi-pulses that can fulfill such requirements. More impor-
tantly, such pulses can be designed without prior knowledge
of the spin state being transported, which is highly desirable
for quantum computation or quantum information processing
purposes. We also consider the leakage errors when trying
to perform certain spin rotations using an applied pulse while
transporting the spin qubit. As expected, spin-orbit couplings
often prevent such operations from being carried out exactly,
and it is necessary to optimize the applied pulse in order to
reduce errors. We show that the approach we develop can
also provide crucial insights into how the pulse should be op-
timized, and we present some pertinent examples.
The general form of spin-orbit couplings in a semiconduc-
tor quantum dot is given by [25, 26, 30]
HSO = βD(−sxPx + syPy) + αR(sxPy − syPx), (17)
where the two terms correspond to the so-called Dresselhasus
and Rashba contribution, respectively. The former appears
when the inversion symmetry is broken in the bulk, while the
latter appears in the presence of asymmetric confining poten-
tials, explicitly breaking the spatial inversion symmetry. The
effects of spin-orbit couplings on double quantum dots have
been studied extensively in the literature [26–29]. In partic-
ular, many studies have demonstrated that the interdot tun-
neling t˜(0)0 can be modified by the spin-orbit coupling, which
will result in a quantitative modification of the leakage in the
single-spin qubit operation we described previously.
More interestingly, however, a finite magnetic field breaks
the time-reversal symmetry, and allows for unequal tunnel-
ing rates between the two spin species. Quantitative estimates
show that such a difference can be as large as 0.5% [26]. Moti-
vated by these considerations, we construct the following phe-
nomenological model to capture such spin-dependent tunnel-
ing rates induced by spin-orbit couplings,
H(t) =

ε˜d + Ez
2
Ω(t)e−iωt t˜0(1 + ζ) 0
Ω(t)e+iωt
ε˜d − Ez
2
0 t˜0(1 − ζ)
t˜0(1 + ζ) 0
−ε˜d + Ez
2
Ω(t)e−iωt
0 t˜0(1 − ζ) Ω(t)e+iωt −ε˜d − Ez2

, (18)
which is written in the basis of {ψ˜L↑, ψ˜L↓, ψ˜R↑, ψ˜R↓}. Here Ez is
the Zeeman splitting, Ω(t) and ω are the magnetic field pulse
envelope and frequency, respectively, while the phenomeno-
logical parameter ζ accounts for the difference in the two spin
tunneling rates. Without any loss of generality we will assume
ζ > 0 throughout our discussions. We can introduce a unitary
transformation to remove the oscillatory time dependence in
Eq. (18), and obtain
Heff(t) =

ε˜d + δ
2
Ω(t) t˜0(1 + ζ) 0
Ω(t)
ε˜d − δ
2
0 t˜0(1 − ζ)
t˜0(1 + ζ) 0
−ε˜d + δ
2
Ω(t)
0 t˜0(1 − ζ) Ω(t) −ε˜d − δ2

. (19)
where δ = Ez − ω is the detuning of the driving field Ω(t).
A. Leakage in transporting a spin-up or spin-down state
We begin our analysis with the simple situation of trans-
porting a spin-up or spin-down FD state. We will see that this
special case avoids many subtle issues while still revealing the
essence of the problem, thus giving us insight and intuition
into the physics of the problem. We will turn to more general
initial spin states at a later stage.
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FIG. 5. Ramping errors in initialing a spin-up FD state on the left
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correspond to ζ = 0.02 and 0.05, respectively. The other parameters
in this plot are f0 = 4, λ = 2, and 0 = 0.25 meV.
1. Stage I: The ramping error
We first calculate the ramping errors when transporting a
spin-up (or spin-down) electron in this model. Because no
driving field is applied in the ramping process, the dynamics
of spin-up and spin-down electrons are completely decoupled.
As a result, starting with a spin-up or spin-down state has the
important simplification that the spin state will not be affected
by the ramping process. We thus expect that the ramping error
in this case only comes from the orbital part of the wave func-
tion, and it is larger (smaller) than that in a pristine system,
because the effective tunneling rate between the two quantum
dots is larger (smaller). The numerical result for ramping a
spin-up FD state is given in Fig. 5, which indeed shows that
the corresponding ramping error increases with ζ.
2. The overall error
Next we discuss the overall error of transporting a spin-up
FD state from the left dot to the right dot. We first consider
a simple shuttling of the spin qubit, in which no driving field
is applied in stage II to perform spin rotations. Consequently,
the dynamics of spin-up and spin-down electrons is again de-
coupled, and thus this situation is almost the same as the one
without SOC we discussed in the previous section: by prop-
erly adjusting the gate operation time TII , one can perform the
entire operation exactly. The only caveat is the definition of
the time adjustment ∆T ∗II . Here we choose to measure it with
respect to TII in a system without SOC; as a result we expect
that ∆T ∗II for a spin-up electron decreases with increasing ζ,
because the corresponding tunneling rate is increased. The
numerical results in Fig. 6(a) corroborate our expectations.
A more interesting situation arises when a pi-pulse is ap-
plied in stage II to flip the electron spin, in which case the
error should be measured against a spin-down FD state on the
right dot. In a system with zero SOC such an operation is still
exact, because the spin rotations will not be affected by or-
bital dynamics. However, spin-orbit couplings will generally
induce errors in such a combined operation, making it difficult
to perform the desired operation exactly. In what follows we
would like to quantify such errors and investigate if one can
reduce them by optimizing pulse shapes.
Our numerical results are shown in Fig. 6(b). We first look
at the three solid lines, which corresponds to using the follow-
ing square pi-pulse to flip the spin,
Ωsq(τ) =
pi~
2TII
≡ Ω0. (20)
We observe two prominent features in these curves. First, the
optimal time adjustment ∆T ∗II in this case does not vary much
with ζ, in contrast to the case without a pi-pulse [cf. Fig. 6(a)].
We can understand this effect as follows: while a spin-up elec-
tron accumulates a larger ramping error in stage I than it does
in the zero SOC case, in stage III it becomes a spin-down elec-
tron, and thus accumulates less ramping errors. As a result,
the overall ramping error will be almost the same as that in
the zero SOC case, leading to an almost identical time adjust-
ment ∆T ∗II . The second observation is that the leakage mini-
mum generally increases with ζ. In fact, as we demonstrate
in the following, when using the square pulse in Eq. (20), the
leading-order leakage minimum is proportional to ζ2. How-
ever, it is difficult to gain additional insights into such leakage
errors solely from the numerical results; in addition, they can-
not provide explicit guidance on how to design pulse shapes
that can minimize the leakage errors either.
In the following we will turn to some analytical methods. In
particular, we will use time-dependent perturbation theory to
construct a formalism that helps us analyze the leakage errors.
Such an approach is powerful in its broad generality, because
it not only helps us understand why the leakage errors arise,
but also reveals the explicit constraints that the applied pi-pulse
must satisfy in order to minimize the leakage errors. The two
dashed lines in Fig. 6(b) plot the leakage under an optimized
pi-pulse in Eq. (40), and we can see that the leakage error of
this operation is indeed largely suppressed.
3. Stage II: Leakage errors in gate operations
We begin our discussions by noting that the gate operation
stage is carried out when the detuning between the two quan-
tum dots is zero (ε˜d = 0). Moreover, we will assume for the
moment that the applied pulse is resonant with the Zeeman
splitting (δ = 0), leaving the more general situation to the end
of this section. Under such assumptions the Hamiltonian in
Eq. (19) can be written as Heff(τ) = H0(τ) + V 4, with
H0(τ) = t˜0σx ⊗ s0 + Ω(τ)σ0 ⊗ sx, V = ζ t˜0σx ⊗ sz, (21)
4 In this section we will use τ to represent the time variable, in order to avoid
confusions with the tunneling rate t˜0.
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where we adopt the convention that Pauli matrices σi act on
the orbital degrees of freedom, while si act on the spin degrees
of freedom. In the ζ = 0 limit, the time-evolution is only
governed by H0(τ), which can be solved exactly. Specifically,
because the two terms in H0(τ) commute with each other, the
time-evolution operator for H0(τ) can be written explicitly as
U0(τ) = exp
[−it˜0τσx ⊗ s0] · exp [−iΦ(τ)σ0 ⊗ sx] , (22)
where Φ(τ) =
∫ τ
0 dt
′Ω(t′) is the total area of the pulse. For
example, a pi-pulse will satisfy Φ(TII) = pi/2, where again TII
is the duration of stage II.
The time evolution under Heff(τ) with a nonzero ζ cannot
be solved in a closed form. However, because ζ is generally
small [26] we can treat the V term as a perturbation to H0(τ).
Such a problem can be handled most conveniently in the inter-
action picture [49]. For clarity we will adopt the notation that
operators and states carrying a hat symbol are in the interac-
tion picture, while those without are in the usual Schroedinger
picture. The operators and states in these two pictures are con-
nected by U0(τ) as follows,
Oˆ(τ) = U†0(τ)O(τ)U0(τ), |ψˆ(τ)〉 = U†0(τ)|ψ(τ)〉. (23)
Moreover, by definition we have that Uˆ0(τ) = U0(τ), and that
|ψˆ(τ = 0)〉 = |ψ(τ = 0)〉. Therefore we will not carry a hat
symbol for U0(τ).
We can now write down the perturbation V in the interac-
tion picture as follows,
Vˆ(τ) = U†0(τ)VU0(τ) = ζ t˜0σx ⊗
[
cos[2Φ(τ)]sz + sin[2Φ(τ)]sy
]
,
and the time-evolution operator in the interaction picture Uˆ(τ)
is only governed by Vˆ(τ), i.e.,
i∂τUˆ(τ) = Vˆ(τ)Uˆ(τ). (24)
We can then solve Uˆ(τ) up to second order in ζ as Uˆ(τ) '
1 + Uˆ(1)(τ) + Uˆ(2)(τ), where
Uˆ(1)(τ) =
1
i
∫ τ
0
dτ1Vˆ(τ1),
Uˆ(2)(τ) =
1
i2
∫ τ
0
dτ1Vˆ(τ1)
∫ τ1
0
dτ2Vˆ(τ2). (25)
Finally, we can return to the Schroedinger picture and evaluate
the overlap between any time-evolved initial state |ψi(τ)〉 and
the final state |ψ f 〉 as follows,
ξ(τ) ≡ 〈ψ f |ψi(τ)〉 = 〈ψ f |U0(τ)Uˆ(τ)|ψi(0)〉. (26)
We will now use this formalism to analyze the leakage
when flipping a spin-up state with a pi-pulse while transport-
ing it from the left dot to the right dot. We will demonstrate
that by choosing an appropriate shape for the pi-pulse, leakage
errors up to second order in ζ can be eliminated.
We first explore the condition to eliminate the first-order
leakage error, which arises from Uˆ(1)(τ),
Uˆ(1)(τ) = −iζ t˜0σx⊗ (27)[
sz
∫ τ
0
dτ1 cos[2Φ(τ1)] + sy
∫ τ
0
dτ1 sin[2Φ(τ1)]
]
.
Note that for a pi-pulse, the time evolution operator U0(τ) sat-
isfies U0(τ = TII) = −σx ⊗ sx. Consequently, the contribution
to the wave function overlap ξ(τ) from Uˆ(1)(τ) is
ξ(1)(TII) = 〈ψR| ⊗ 〈↓|
[
U0(TII)Uˆ(1)(TII)
]
|↑〉 ⊗ |ψL〉
∝ 〈↓|sxsz|↑〉 ·
∫ TII
0
dτ1 cos[2Φ(τ1)], (28)
where we have identified that the contribution from the other
term in Uˆ(1)(τ) vanishes because 〈↓|sxsy|↑〉 ≡ 0. As a result,
in order to eliminate the first-order leakage error, we need a
pulse that satisfies ∫ TII
0
dτ cos[2Φ(τ)] = 0. (29)
9Many pi-pulses satisfy this constraint, including the square
pulse in Eq. (20) and Ωsech(t) we introduce in Eq. (40) be-
low. In fact, all pi-pulses symmetric with respect to half of its
period TII/2 (or “symmetric pulses” for short),
Ω(TII/2 − τ) = Ω(TII/2 + τ), (0 < τ < TII/2), (30)
automatically satisfy this constraint. This conclusion can be
proved by noting that all symmetric pulses satisfy Φ(TII/2 −
t) = pi/2 − Φ(TII/2 + t), and thus∫ TII/2
0
dτ1 cos[2Φ(τ1)] = −
∫ TII
TII/2
dτ1 cos[2Φ(τ1)]. (31)
One can also see from the proof that this conclusion holds for
pi-pulses only, while more general situations are considered
below. In contrast, the following pi-pulse is an example that
cannot eliminate even the first-order leakage error,
Ω(τ) =
6pi~
T 4II
τ2(TII − τ). (32)
Next we study the condition to minimize the second-order
leakage error, which arises from Uˆ(2)(τ),
Uˆ(2)(τ) = −ζ2 t˜20
∫ τ
0
dτ1
∫ τ1
0
dτ2
{
cos[2Φ(τ1) − 2Φ(τ2)]
+ isx sin[2Φ(τ1) − 2Φ(τ2)]
}
. (33)
Our first observation is that the contribution to ξ(2)(τ) from
the second term in Uˆ(2)(τ) is proportional to 〈↑|sxsx|↓〉 and
thus vanishes. As a result, the correction to the wave function
overlap is given by
ξ(2)(τ) = −ζ
2 t˜20
2
∫ τ
0
dτ1
∫ τ
0
dτ2 cos[2Φ(τ1) − 2Φ(τ2)], (34)
which then gives rise to the following leakage error
η(2) = 1 − |1 + ξ(2)(TII)|2 ' 2|ξ(2)(TII)|. (35)
It is also worth noting that the orbital part of the wave function
will not carry additional leakage errors once the gate operation
time is optimized. Therefore in order to minimize the leakage
error at this order the pulse shape should satisfy∫ TII
0
dτ1
∫ TII
0
dτ2 cos[2Φ(τ1) − 2Φ(τ2)] = 0. (36)
For symmetric pi-pulses, which automatically satisfy the first
condition in Eq. (29), the above condition can be simplified to∫ TII
0
dτ sin[2Φ(τ)] = 0. (37)
Before we proceed to find optimized pulse shapes that can-
cel second-order leakage errors, we want to use the above
results to understand the leakage minimum of the two solid
curves in Fig. 6(b), which corresponds to using the square
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pulse in Eq. (20). In such a case, the correction to the wave
function overlap is
ξ(2)(TII) = −
ζ2 t˜20
2~2
∫ TII
0
dτ1
∫ TII
0
dτ2 cos[2Φ(τ1) − 2Φ(τ2)]
= − ζ
2 t˜20
2Ω20
= −ζ
2
2
 TII
T (0)II
2 ' −ζ22 × 0.942, (38)
where T (0)II is the gate operation time if there were no ramping
errors, while TII ≡ T (0)II −∆TII is the optimized gate operation
time. As a result, the overall leakage error is given by
log10 η = log10
[
2|ξ(2)(TII)|
]
= 2 log10
[
ζTII/T
(0)
II
]
. (39)
Therefore, the minimum for the red solid curve and the blue
solid curve in Fig. 6(b) should be at −3.44 and −4.04, respec-
tively, which agree well with the numerical results.
Having understood the leakage errors under a square pi-
pulse, we now proceed to determine which pulse shapes can
satisfy the condition in Eq. (37), so that the leakage error at
this order can also be minimized. We propose that in the
a→ ∞ limit the following pulse shape
Ωsech(τ) =
pi~a
4TII
sech2
[
a
(
τ
TII
− 1
2
)]
(40)
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will be a good candidate, which is compared with the square
pulse in Fig. 7. In particular, we find that for such a pulse with
a = 20 the resulting correction to the wave function overlap is
ξ(2)(TII) ' −ζ
2
2
× 0.02, (41)
which is almost 45 times smaller than that for a square pulse
[cf. Eq. (38)]. The two dashed lines in Fig. 5(b) shows the
overall leakage error when using this pulse with a = 20 to flip
the electron spin in stage II. We find that it indeed leads to a
much reduced leakage error.
B. Summary and generalization of the error-reduction scheme
In the above discussions we have developed a theory to ana-
lyze and reduce the leakage errors when transporting a single-
spin qubit through a DQD with finite spin-orbit couplings. Al-
though the theory was developed using the example of trans-
porting a spin-up or spin-down state in the presence of a pi-
pulse, it is fairly general and can be easily extended to analyze
the leakage during many other spin operations. Therefore here
we would like to summarize the above formalism and extend
it to incorporate a more general spin Hamiltonian.
The Hamiltonian we consider takes the form Heff(τ) =
H0(τ) + V , where V = ζ t˜0σx ⊗ sx is still the term that cap-
tures the spin-dependent tunnelings, and
H0(τ) = t˜0σx ⊗ s0 + σ0 ⊗ Hs(τ), (42)
where Hs(τ) is now a general spin Hamiltonian. In order for
the above error correction scheme to work, we need to first
identify the zeroth-order operation U0(τ), which can perform
the desired operations exactly within time TII . For the Hamil-
tonian in Eq. (42), the spin and orbital degrees of freedom in
U0(τ) are still separable, and thus we can write
U0(τ) = exp
[−it˜0τσx ⊗ s0] · σ0 ⊗ U(0)s (τ), (43)
where U(0)s (τ) is the time-evolution operator for Hs(τ). Be-
cause U(0)s (τ) performs the desired spin rotation exactly, we
must have 〈χ f | = 〈χi|U(0)s (TII), where |χi〉 and |χ f 〉 are the
initial and final spin states, respectively.
We can then write the operator V in the interaction picture
as follows,
Vˆ(τ) = U0(τ)†VU0(τ) = ζ t˜0σx ⊗ Vˆs(τ), (44)
where Vˆs(τ) acts only on the spin degrees of freedom. Sub-
sequently, we can write down the nth order (in ζ) spin time-
evolution operator in the interaction picture as follows,
Uˆ(n)s (τ) =
1
in
1
n!
∫ τ
0
dτ1 . . .
∫ τ
0
dτnT
[
Vˆs(τ1) . . . Vˆs(τn)
]
, (45)
where T is the time ordering operator [49]. As a result, the
nth order correction to the wave function overlap is
ξ(n)(TII) ∝ 〈χ f |Uˆ(0)s (TII)Uˆ(n)s (TII)|χi〉 = 〈χi|Uˆ(n)s (TII)|χi〉,
where |χi〉 and |χ f 〉 are the initial and final spin state, respec-
tively. Therefore, in order to cancel out the nth order error,
i.e., ξ(n)(TII) = 0, we need Uˆ
(n)
s (TII) to rotate the initial spin
state |χi〉 to a state that is orthogonal to it. This result makes
it easy to read off constraints on the pulse from the form of
Uˆ(n)s (TII): if the Bloch vector associated with the initial state
|χi〉 points along a direction kˆ, then we want Uˆ(n)s (TII) ∝ pˆ · s,
where pˆ is orthogonal to kˆ, and s = {sx, sy, sz}. In the exam-
ple we discussed in Section III A, the initial state is a spin-up
state, corresponding to a Bloch vector pointing along the zˆ
direction. As a result, if the time-evolution operator has the
form Uˆ(n)s (TII) = axsx + aysy for any ax and ay, the corre-
sponding leakage error will vanish. We therefore obtain the
pulse shaping constraints that the identity and sz components
of Uˆ(n)s (TII) must vanish. These are exactly the implications
of the two error-reduction conditions in Eq. (29) and (37).
In what follows we will use this generalized formalism to
analyze a few interesting scenarios, and demonstrate how it
can help one derive the appropriate pulse shaping conditions
for error reductions. For simplicity we will neglect the ramp-
ing errors for all subsequent discussions, and just focus on the
errors that arise during the transport process.
C. Leakage in transporting an arbitrary spin state
In this subsection we would like to discuss the conse-
quences of transporting an arbitrary spin state in this spin-
dependent tunneling model. Specifically we assume that its
initial orbital wave function is an exact FD state on the left
dot, while its initial spin state |χα,γ〉 is given generally by
|χα,γ〉 = cos α2 e
iγ|↑〉 + sin α
2
|↓〉, (46)
with α ∈ [0, pi], and γ is some arbitrary phase of the spin state.
In particular, α = 0 and pi correspond to the spin-up and spin-
down state, respectively, while α = pi/2 corresponds to an
eigenstate of sx.
We find that even the simple transport of a spin state other
than spin-up or spin-down is no longer exact in this model.
Such an effect is illustrated in Fig. 8(a), as we now explain
in details. First, remember from the previous discussions that
transporting a spin-up state is subject to a larger tunneling rate
t˜0(1 + ζ) than that in a pristine system. As a result, we expect
a reduced TII time. However, as long as we tune ∆TII ac-
cordingly, such an operation is still exact, as illustrated by the
gray dotted line in Fig. 8(a). In contrast, the transport of any
other spin state will be accompanied by some finite errors.
Even though one can tune ∆TII to minimize such an error, the
residual error is still rather large. Besides, the residual error
increases with α monotonically for 0 < α < pi/2, and reaches
its maximum at α = pi/2, which is marked by the red dot in
Fig. 8(a). In fact we can show that the error at this red dot
is first-order in ζ. Finally, we note that in the absence of an
applied pulse Ω(τ), the leakage error will not be affected by
the phase γ of the initial spin state, because the wave function
overlap here only contains expectation values of s0 and sz.
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From the above discussions one might worry that the po-
tential error in transporting an arbitrary spin state is so large
that it is no longer viable. Fortunately, this is not the case:
such errors can be largely suppressed by applying a carefully
designed 2pi-pulse during the transport. Specifically, we find
that (i) the gate operation time need not be changed: one can
still carry out the transport within the same TII time as that in
a pristine system; (ii) in order to eliminate the first-order error
in ζ, the applied 2pi-pulse should satisfy
C1 cosα = S1 sinα sin γ, (47)
where
C1 =
∫ TII
0
dτ cos[2Φ(τ)], S1 =
∫ TII
0
dτ sin[2Φ(τ)]; (48)
(iii) in order to eliminate the second-order error in ζ, the ap-
plied 2pi-pulse should satisfy additionally
C2 + iS2 sinα cos γ = 0, (49)
where
C2 =
∫ τ
0
dτ1
∫ τ1
0
dτ2 cos[2Φ(τ1) − 2Φ(τ2)],
S2 =
∫ τ
0
dτ1
∫ τ1
0
dτ2 sin[2Φ(τ1) − 2Φ(τ2)]. (50)
The single equation in Eq. (49) contains two separate require-
ments: that C2 must always vanish, and that S2 = 0 when
sinα cos γ , 0. We can see from this analysis that the phase γ
of the spin state will affect the leakage if a 2pi-pulse is applied
to help preserve the spin state, in contrast to the case without
an applied pulse.
It is not difficult to find 2pi-pulses that satisfy the two con-
ditions in Eqs. (47) and (49). However, the set of pulses that
satisfy C1 = S1 = 0 has two key advantages for spin qubit op-
erations. First of all, the condition that C1 = S1 = 0 will
immediately lead to C2 = S2 = 0. Therefore this set of
pulses simultaneously satisfies both conditions, and thus can
eliminate errors up to at least second order in ζ. More im-
portantly, they can satisfy these two conditions regardless of
the initial spin state of the spin qubit being transported. The
fact that leakage-suppressed transport can be achieved without
any knowledge of the spin state is quite surprising, and highly
desirable for quantum computation and quantum information
processing purposes.
Even if we restrict our attention to pulses satisfying C1 =
S1 = 0, there still remains a vast number of solutions. One
simple and practical candidate is the following square pulse
Ω
(2pi)
sq (τ) =
pi~
TII
. (51)
The black dashed line in Fig. 8(b) plots the error of transport-
ing a spin state with α = pi/6 and γ = 0 in the presence of this
pulse, and indeed shows a substantial error reduction. In fact,
the leakage error under this square pulse can be written in a
closed form as follows,
η = sin2
[
pi
√
1 + (ζ/2)2
] [
1 − (2 cos γ sinα + ζl cosα)
2
4 + ζ2
]
,
where l is the overlap between the two FD states ψL and ψR
[cf. Eq. (5)]. The above result further shows that the leading-
order error is actually proportional to ζ4, i.e.,
η ' pi
2ζ4
64
[
1 − sin2 α cos2 γ
]
+ O(ζ5), (52)
which explains the substantial error reduction by this square
2pi-pulse. In particular, the minimum of the black dashed line
in Fig. 8(b) will be at log10 ηmin ' −8.94.
We are not satisfied with just the square pulse, however,
because pulses in actual experiments cannot be switched on
infinitely quickly, making purely square pulses somewhat un-
realistic. It is thus imperative for us to demonstrate that there
exist more practical pulse shapes that satisfy the two condi-
tions we specify in Eqs. (47) and (49). Fortunately such pulses
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FIG. 9. (a) Illustration of the Ω(2pi)sin (τ)-pulse in Eq. (53). (b) A plot
of the corresponding cos[2Φ(τ)] (solid line) and sin[2Φ(τ)] (dashed
line) for the pulse in (a).
do exist. As an example of more practical pulses that still sat-
isfy C1 = S1 = 0 we design the following pulse,
Ω
(2pi)
sin (τ) =
~A
TII
sin2 [pi(4z − 1)/2] + 2 sin2 [pi(4z − 1)]√
e16 sin2[pi(4z−1)/2] − 4 sin2[pi(4z − 1)] − 1
, (53)
where z = τ/TII ∈ (0, 1), and A ' 16pi2/10.59. Such a pulse
is shown in Fig. 9. Numerical simulations show that this pulse
can preserve the initial spin state very well. In fact, the leak-
age error under this pulse nearly coincides with the result for
the square pulse in Eq. (51), and thus is not separately shown
in Fig. 8(b). However, we do find that the leakage minimum
for this pulse is even lower, at log10 ηmin ' −9.40.
Before we end this subsection, we want to make some addi-
tional comments on the two conditions (47) and (49). First, we
emphasize that they are in fact the most general error reduc-
tion conditions one can write down in the zero spin detuning
case (δ = 0), and therefore they constitute one of the main re-
sults of this paper. In particular, the two conditions we derived
in Eq. (29) and (37) correspond to the special limits of C1 = 0
and C2 = 0, respectively.
In addition, one should not be deceived by the innocuous
form of the two conditions in Eqs. (47) and (49): although not
obvious, these two conditions crucially depend on the area of
the pulse. For example, when γ = 0 the condition (47) re-
duces to C1 = 0, which looks almost identical to Eq. (29).
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FIG. 10. Comparison between pi-pulses and 2pi-pulses. The solid
lines correspond to 2pi-pulses, while the dashed lines correspond to
their pi-pulse counterparts. (a) and (b) correspond to the square pulse
and sech-shaped pulse, respectively.
However, this is where the similarity ends. Unlike pi-pulses,
symmetric 2pi-pulses will no longer satisfy C1 = 0 by default,
and thus in general cannot eliminate first-order errors in trans-
porting a spin state. Moreover, unlike its pi-pulse counterpart,
the following sech-shaped 2pi-pulse,
Ω
(2pi)
sech(τ) =
pi~a
2TII
sech2
[
a
(
τ
TII
− 1
2
)]
, (54)
is also no longer a good candidate to preserve the spin here:
the effect of this pulse is shown by the red dotted line in
Fig. 8(b), and we can see that it is only barely better than not
applying a pulse at all [cf. the blue line therein]. All these dif-
ferences are attributed to the fact that 2pi-pulses have twice the
area of a pi-pulse. Figure 10 provides an intuitive understand-
ing of why the square pulse in Eq. (51) satisfies the condition
C1 = 0 while the sech-shaped pulse in Eq. (54) does not. The
influence of different pulse shapes on spin shuttling is thus
quite subtle and nonintuitive.
D. Leakage of an arbitrary rotation by sx
Having discussed the transport of an arbitrary initial spin
state, one may wonder what the consequences are of flipping
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FIG. 11. Illustration of two different sx rotations. The initial spin
state is α = pi/4 and γ = pi/2, which is marked by the red arrow. The
angle of the two rotations are 2θ1 = pi/2 and 2θ2 = 2pi/3, respectively.
an arbitrary spin state by a pi-pulse during the transport. More
generally, one can even consider the consequences of per-
forming a general sx-rotation on an arbitrary spin state dur-
ing the transport. In this section we would like to address
these questions, which will also provide a good illustration of
how to make use of the general pulse shaping conditions in
Eqs. (47) and (49).
The question we want to address is illustrated in Fig. 11.
Specifically, we study the leakage when an arbitrary spin state
(red arrow) undergoes a general sx-rotation during the trans-
port. The angle of the spin rotation will be 2θ, with θ being
the area of the pulse that performs the sx rotations. To simplify
our discussions we will further assume that γ ≡ pi/2, so that
the spin state always lies in the y-z plane. Thus, the first-order
error reduction condition in Eq. (47) simplifies to
C1 cosα = S1 sinα. (55)
One then needs to determine what pulse shapes can satisfy
this condition and thereby eliminate first-order leakage errors.
Note that for this problem it is generally no longer possible to
find pulse shapes that suit all initial spin states and/or all dif-
ferent sx rotations; instead we have to tailor the pulse shapes
for each individual case. The reason is that in many cases
the sx rotation performed simply precludes the possibility that
C1 = S1 = 0. For example, for an sx rotation by a pulse with
area pi/3, the integrand of S1 is always positive, and thus no
pulse shapes can possibly satisfy S1 = 0.
In the following we present two examples to illustrate how
the condition in Eq. (55) can help one design appropriate pulse
shapes for efficient error corrections.
As the first example, we would like to show the effects of
square and sech-shaped pulses, defined as
Ω
(θ)
sq =
θ~
TII
, Ω(θ)sech(τ) =
θ~a
2TII
sech2
[
a
(
τ
TII
− 1
2
)]
. (56)
They both cover an area of θ for τ ∈ (0,TII), and thus can
perform an sx-rotation with an angle of 2θ. However, these
two pulses are limited in the sense that the corresponding ratio
C1/S1 is fixed by their area, i.e., C1/S1 ≡ cot θ. As a result,
they can only satisfy the constraint in Eq. (55) for α = pi/2−θ.
Therefore, they will only be useful for the specific operation
that the initial spin state |χα,pi/2〉 is rotated about the x-axis
by an angle of pi − 2α. Such a rotation for the initial state of
α = pi/4 is illustrated by the rotation marked by 2θ1 in Fig. 11.
For more general sx rotations one has to find in each case
the pulses for which the ratio C1/S1 can be adjusted indepen-
dently of their area. For instance, let us consider
Ωcos(τ) =
pi~aθ
2TII
(
τ
TII
)a−1
cos
[
pi
2
(
τ
TII
)a]
, (a > 1) (57)
which covers a fixed area θ regardless of a. Therefore, we can
use a to adjust the ratio C1/S1, and adapt the pulse shape for a
given initial spin state α. As an example, if we want to rotate
the same initial spin state α = pi/4 in Fig. 11 by a different
angle 2θ2 = 2pi/3, we can use this pulse with a ≈ 2.379, so
that at least the first-order leakage error can be eliminated.
E. Generalization to arbitrary spin rotations
Having discussed the transport and sx-rotation of an arbi-
trary spin state, we would like to finally generalize to also
include arbitrary spin rotations. To achieve this we need to
drop the assumption that the driving field Ω(t) is always res-
onant with the Zeeman splitting. Therefore, the Hamiltonian
we consider in this subsection is given by Heff(τ) = H0(τ)+V ,
where V = ζ t˜0σx ⊗ sx and
H0(τ) = t˜0σx ⊗ s0 + σ0 ⊗ Hs(τ), Hs(τ) = Ω(τ)sz + δ2 sx, (58)
where δ is the spin detuning. Note that for convenience the
above Hamiltonian has been written in a different spin basis
than that in Eq. (21), and that they are related by a Hadamard
transformation,
U = 1√
2
(
1 1
1 −1
)
. (59)
To solve this time-dependent problem, we first note that the
two terms in H0(τ) still commute with each other. As a result,
the time-evolution operator for H0(τ) are still given generally
by Eq. (43). However, its spin part U(0)s (τ) no longer assumes
the simple form in Eq. (22), and thus needs to be calculated
separately for each different spin operations. Nonetheless,
some general properties of U(0)s (τ) can still be drawn. We start
by noting that because U(0)s (τ) is unitary, we can parametrize
it generally as follows [50, 51]
U(0)s (τ) =
(
u11 −u∗21
u21 u∗11
)
, (60)
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where both u11 and u21 are ordinary complex numbers. If we
introduce a pair of new variables
D± =
1√
2
e±iδτ/2(u11 ± u21), (61)
the Schroedinger equation for u11 and u21 can be written com-
pactly as follows,
D˙± = −iΩ(τ)e±iδτD∓. (62)
We can then write down the spin-orbit coupling term V in the
interaction picture as follows,
Vˆs(τ) =
(|D+|2 − |D−|2 2D∗+D∗−
2D+D− |D−|2 − |D+|2
)
. (63)
Thus, according to the general formalism in Section III B, the
condition to eliminate the first-order error is given by
〈χ˜i|
[∫ TII
0
dτ1Vˆs(τ1)
]
|χ˜i〉 = 0, (64)
while the condition to eliminate the second-order error is
〈χ˜i|
[∫ τ
0
dτ1
∫ τ1
0
dτ2Vˆs(τ1)Vˆs(τ2)
]
|χ˜i〉 = 0. (65)
The condition in Eq. (64) can be written more explicitly.
There is one caveat, however, as we have transformed to a
different spin basis. As a result, the initial spin state here |χ˜i〉
is related to the more familiar one in Eq. (46) by
|χ˜i〉 = U|χα,γ〉. (66)
After some simplifications, the first-order error-reduction con-
dition in Eq. (64) reads,
A sinα cos γ + 2Re[B] cosα + 2Im[B] sinα sin γ = 0, (67)
with
A =
∫ TII
0
dτ1
[
|D+|2 − |D−|2
]
, B =
∫ TII
0
dτ1D+D−. (68)
The further simplification of Eq. (65) is less useful, and we
will not write it down here.
In general, the two conditions (64) and (65) impose con-
straints on the functional form of D+ and D−, which in turn
place requirements on the pulse shape Ω(τ). However, the
general solution of this problem is beyond the scope of this
work, and we will leave it for the future.
IV. LEAKAGE IN SPIN QUBITS BASED ON A SINGLE
SILICON QUANTUM DOT
Having discussed leakage errors due to finite spin-orbit
couplings, we now turn to the last source of leakage errors:
the presence of multiple valley states, (e.g., in Si or Ge con-
duction band). In semiconductors it is common that there exist
more than one minimum in the conduction band, and that they
are degenerate with each other. These degenerate conduc-
tion band minima are called the “valleys” of the band struc-
ture, and they often give rise to interesting electronic proper-
ties [52–55].
Silicon, one of the most-studied spin quantum computing
platforms, is well known for its multivalley structure in the
conduction band. In particular, there are six valleys in its
bulk conduction band. Upon confinement along the growth
direction zˆ, the six valleys split into a low-energy twofold-
degenerate subspace, and a high-energy fourfold-degenerate
one in the two-dimensional quantum dot systems of interest
in the present work. The energy separation between these
two valley subspaces is of the order of a few meV [56], and
thus the leakage into the high-energy subspace is highly sup-
pressed, and will not likely pose a problem for spin-qubit op-
erations within the low-energy subspace. However, the ques-
tion still remains of whether the presence of a second valley
state in the low-energy subspace will complicate the operation
of a single-spin qubit.
In this section we will analyze this problem in some de-
tail. However, our discussions will be limited to the leakage
in operating single-spin qubits in a single silicon quantum dot,
for several reasons. First, the leakage due to multiple valley
states already fully manifests itself in a single silicon quantum
dot. Therefore, it seems appropriate to address the single-dot
case first. Second, the single-dot double-valley structure in
silicon makes a nice comparison with the double-dot single-
valley structure in GaAs, which is interesting in its own right.
Third, in certain limits the generalization to double quantum
dots can be straightforward, especially because we only con-
sider one electron problems 5. For example, if we assume that
the two quantum dots have identical valley-orbit couplings
(defined below), the electron will only tunnel between like
valley eigenstates [37]. In this case many results in the double
quantum dot in Si case will be qualitatively the same as those
we found for GaAs. We emphasize that now we are consid-
ering two valleys and one quantum dot, whereas before we
considered two quantum dots and one valley. Later, we will
compare and contrast these situations.
The main results of this section can be summarized as fol-
lows. (i) a rough interface potential will couple the twofold
degenerate valley states at k± = ±k0zˆ (this mechanism is of-
ten referred to as the “valley-orbit coupling”), leading to a val-
ley splitting ∆ between them; (ii) in the limit of ∆  kBT , a
single-spin qubit can be initialized with a high fidelity within
the two spin states in the lower valley eigenstate; (iii) in a pris-
tine system, the two valley eigenstates are orthogonal to each
other, and there will be no leakage to the other valley eigen-
state, regardless of their energy separations; (iv) external per-
turbations like spin-orbit couplings will indirectly couple the
two valley eigenstates, leading to finite leakage errors near
certain “leakage hot spots”. However, such leakage errors can
be avoided if the gate operations are performed away from
5 The situation can become more involved for two-electron problems due to
electron-electron interactions.
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such leakage hot spots. We now provide below the theoretical
details leading to these conclusions.
A. Valley eigenstates in a single silicon quantum dot
We consider a single silicon quantum dot located at R =
(X0, 0, 0), described by the following Hamiltonian
H = T0 + V(r) + Hv, (69)
where T0 and V(r) are the kinetic energy and the confinement
potential respectively, given by
T0 =
(p + eA)2
2mt
,V(r) =
~ω0
2a2
[
(x − X0)2 + y2
]
+
~ωz
2b2
z2, (70)
where mt = 0.191m0 is the transverse effective mass for Sili-
con (m0 is the bare electron mass). Moreover, a =
√
~/mtω0
is the in-plane FD radius, and b is the growth-direction con-
finement length. The term Hv in the Hamiltonian is the valley-
orbit coupling term which we will discuss below 6.
In the absence of Hv, the two valley states in this low-energy
branch remain degenerate, and their wave functions can be
written generally as
ψλ(r) = ϕ(r)eikλ·ruλ(r), (71)
where λ = ± labels the two valleys located at k± = ±k0zˆ,
with k0 = 0.85(2pi/aSi), and the lattice constant of silicon is
aSi = 5.43 Å. The envelope function is
ϕ(r) =
1
pi3/4
√
a2b
e−[(x−X0)
2+y2]/2a2e−z
2/2b2 , (72)
while the lattice-periodic part is uλ(r) =
∑
K cλ,KeiK·r, with
K the reciprocal lattice vectors.
The overlap between the two valley states |ψ±〉 is nonzero,
but is suppressed by an exponential factor e−b2Q2z /4, with Qz =
(2piδnz/aSi)−2k0, and δnz is an integer. With a typical confine-
ment length b ' 3 nm [39], we find that b2Q2z/4 ' (29.5)2 =
870.25 for δnz = 0, and that b2Q2z/4 ' (12.2)2 = 148.84 for
δnz = 1. However, for a smaller b, this overlap can be larger.
Note that the length parameter b is nonuniversal and depends
on the theoretical details of the confinement potential in the
zˆ-direction [56, 57], except that typically b  X0.
1. Valley-orbit coupling and valley eigenstates
The degeneracy of the valley states will be lifted if the inter-
face potential is sharp on the atomic scale, leading to a finite
valley splitting |∆|, which can be as large as 0.8 meV, but is
6 Note that we consider only the ground two valley states since the upper
valleys are ∼ 10 meV above the ground state, and can be safely ignored for
our considerations.
typically ∼ 0.1 meV [30, 33–40]. Moreover, both the mag-
nitude and phase of ∆ can be controlled by an electric field
in the experiment. In this work we adopt a phenomenolog-
ical model [37] for the valley-orbit coupling term Hv in the
Hamiltonian (69), with
〈ψ˜+|Hv|ψ˜−〉 = |∆|e−iϕ. (73)
Note that similar to the case of double quantum dots, we have
introduced a pair of orthogonalized valley states |ψ˜±〉, which
are related to the bare valley states in Eq. (71) as follows,
|ψ˜+〉 = |ψ+〉 − g|ψ−〉√
1 − 2gl + g2
, |ψ˜−〉 = |ψ−〉 − g|ψ+〉√
1 − 2gl + g2
, (74)
where l = 〈ψ+|ψ−〉 is the overlap between the bare valley
states, and g = l/(1 +
√
1 − l2). We can then diagonalize Hv in
this basis, and obtain the valley eigenstates (ψ˜+ ± eiϕψ˜−)/
√
2.
These two valley eigenstates are orthogonal, and are separated
by an energy EVS = 2|∆|, which is a parameter of our theory.
B. Leakage in a single-spin qubit in silicon
We would like to examine the role of the valley degree of
freedom in the operation of a single-spin qubit in silicon; in
particular, whether the two closely spaced valley eigenstates
will give rise to serious experimental challenges in spin trans-
port. One important issue is the proper initialization of the
single-spin qubit, which depends crucially on the size of the
valley splitting 2|∆|: only in the limit of 2|∆|  kBT can one
initialize the electron into a definite orbital state with a high
fidelity [34, 39, 43]. Given that the experimental value of Si
valley splitting is 0.1 meV or larger, and the experiments are
typically carried out at less than 100 mK, the low temperature
condition applies, and we consider only the T = 0 situation.
Our main interest in this work, however, is in whether the
nearby valley state will lead to additional leakage channels in
the spin qubit operations. In a pristine system the answer is
obviously no, because as we showed above, the two valley
eigenstates are orthogonal to each other. As a result, single
spin rotations in a given valley eigenstate can be performed
with no leakage to the other valley, as long as there is a finite
splitting between the two valleys. We will not consider the
case where the two valleys are degenerate, because in such a
case we cannot define a single-spin qubit to begin with, and Si
is then (for zero valley splitting) no longer a good candidate
for spin quantum computing purposes.
However, if some external perturbations couple the two val-
ley eigenstates, the leakage to the other valley state during the
spin rotations cannot be neglected. Here we use spin-orbit
coupling as a possible mechanism for the intervalley coupling
and present quantitative estimates of leakage in such a situa-
tion. Obviously, the combined presence of both valley-orbit
and spin-orbit couplings will lead to some leakage errors as-
sociated with the second valley state, since the pure orthogo-
nality of the pristine valley states no longer applies.
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FIG. 12. Illustration of the valley and Zeeman splitting in a single-
spin qubit in silicon. The red dot labeled by Bc marks the “hot-spot”
where the Zeeman splitting equals the valley splitting.
1. Intervalley coupling induced by spin-orbit couplings
Recent experiments [30] have shown that an effective cou-
pling between the two valley eigenstates ψ˜± can be induced
by spin-orbit couplings at the interface of silicon quantum
dots. These experimental results were empirically explained
by an effective model to demonstrate that the spin relaxation
rate is dramatically enhanced near a “hot-spot”, defined as the
resonant point where the valley splitting coincides with the
Zeeman splitting, as shown in Fig. 12. Here we develop a
theory based on this empirical model to estimate the leakage
during the gate operations in the presence of valley-orbit and
spin-orbit couplings. We will show that the leakage will also
become pronounced near the hot-spot, and that one needs to
avoid such hot-spots in order to minimize the leakage during
Si (and other multi-valley semiconductor) gate operations.
We will start by reviewing the model constructed in Ref. 30.
The spin-orbit Hamiltonian is still given by the general form
in Eq. (17). In the experiment the confinement of the quantum
dot is along the (001) (i.e., zˆ) direction, while the magnetic
field is applied along the (110) direction. The corresponding
vector potential is A = B
2
√
2
(z,−z,−x + y). As a direct con-
sequence, the wave function of the quantum dot states will
not be modified by the applied in-plane magnetic field. Fur-
thermore, the definition of spin-up and spin-down states is
changed from the eigenstates of σz to the eigenstates of the
following operator,
σ+45 ≡ −(σx + σy), σ+45|↑, ↓〉 = ±|↑, ↓〉. (75)
Because the matrix element of the momentum operator can
be directly mapped onto dipole moments in this model [30],
i~
mt
〈ψ˜−|Px|ψ˜+〉 = EVS〈ψ˜−|xˆ|ψ˜+〉, (76)
it is then convenient to express the spin-orbit Hamiltonian in
Eq. (17) in terms of the dipole matrix elements between the
two valley eigenstates,
〈ψ˜+|x|ψ˜−〉 = 〈ψ˜+|y|ψ˜−〉 = r, (77)
which is treated as a phenomenological parameter of the
model. In particular, the explicit form of this matrix element
is given by [30]
〈ψ˜(0)−,↑|HSO|ψ˜(0)+,↓〉 =
√
2r
mtEVS
~
(βD − αR), (78)
where the superscript (0) indicates unperturbed states. The
parameters extracted from the experiment [30] are βD − αR '
15 m/s, EVS ' 0.75 meV, and r ' 2 nm, so that the magnitude
of this intervalley coupling is about 0.05 µeV. Other matrix
elements of the spin-orbit coupling Hamiltonian are in general
much smaller. For example, intervalley coupling between the
same spin states is negligible, as
〈ψ˜(0)−,↓|HSO|ψ˜(0)+,↓〉 ∝ 〈ψ˜−|xˆ|ψ˜+〉 − 〈ψ˜−|yˆ|ψ˜+〉 ' 0. (79)
Moreover, the dipole moment within the same valley is likely
small, and thus we will neglect the effect of spin-orbit cou-
pling between states in the same valley.
The analysis above indicates that near the hot-spot Bc, the
two states ψ˜−,↑ and ψ˜+,↓ will be renormalized as follows [30],
ψ˜(1)−,↑ =
√
1 − ξ
2
ψ˜(0)−,↑ −
√
1 + ξ
2
ψ˜(0)
+,↓,
ψ˜(1)
+,↓ =
√
1 + ξ
2
ψ˜(0)−,↑ +
√
1 − ξ
2
ψ˜(0)
+,↓, (80)
where the superscript “(1)” and “(0)” indicate renormalized
and unperturbed states, respectively. In addition,
ξ = −Ed/(E2d + ∆2a)1/2 ∈ (−1, 1) (81)
characterizes the mixing between these two states, and Ed =
EVS − EZ is the detuning from the hot-spot Bc. Finally, the
energy splitting between ψ˜(1)−,↑ and ψ˜
(1)
+,↓ at Bc is
∆a ≡ 2|〈ψL, ↑|HSO|ψH , ↓〉|. (82)
2. Leakage of spin rotations near Bc
We now analyze the leakage of spin rotations near the hot-
spot Bc, and estimate how far away from Bc the operation
must be carried out in order for leakage errors to be negli-
gible. We assume that the valley splitting is large enough that
the spin qubit can be initialized with high fidelity in the two
spin states in the lower valley eigenstate ψ˜−. The dynam-
ics of the spin qubit is governed by a time-dependent driv-
ing Hamiltonian H(t), which can be written in the basis of
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{ψ˜−,↓, ψ˜(1)−,↑, ψ˜(1)+,↓, ψ˜+,↑} as follows,
H(t) =

−Es
2
Ω−(t)e+iωt Ω+(t)e+iωt 0
Ω−(t)e−iωt −
√
E2d + ∆
2
a
2
0 −Ω+(t)e+iωt
Ω+(t)e−iωt 0
√
E2d + ∆
2
a
2
Ω−(t)e+iωt
0 −Ω+(t)e−iωt Ω−(t)e−iωt Es2

,
(83)
where we have defined
Ω±(t) =
√
1 ± ξ
2
Ω(t), Es ≡ EVS + EZ , (84)
while Ed and ∆a are defined under Eq. (80). We can again
introduce a unitary transformation to remove the oscillatory
time dependence in Eq. (83), and obtain
Heff(t) =

ω − Es
2
Ω−(t) Ω+(t) 0
Ω−(t) −
√
E2d + ∆
2
a
2
0 −Ω+(t)
Ω+(t) 0
√
E2d + ∆
2
a
2
Ω−(t)
0 −Ω+(t) Ω−(t) Es2 − ω

.
(85)
The pulse Ω(t) is characterized by two independent parame-
ters, i.e., its duration and the detuning of the driving δ, defined
as the energy difference between the driving frequency and the
energy separation of the targeted transitions.
As an example, we study the leakage during a spin rotation
under a pi-pulse, which can flip between spin-down and spin-
up states with a 100% probability in the “fast limit”, defined
as T0  (pi~)/2δ. To begin with, we initialize the electron in
the lower valley eigenstate with spin-down. A pi-pulse is then
applied to flip its spin. Because of the couplings between the
two valley subspaces, it is expected that there is a finite prob-
ability for the electron to end up in the other valley eigenstate.
We can characterize the leakage error of such an operation as,
η = 1 − |〈ψ˜−,↓|U(T0)|ψ˜−,↓〉|2 − |〈ψ˜−,↓|U(T0)|ψ˜(1)−,↑〉|2, (86)
where U0(t) is the time-evolution operator for the effective
Hamiltonian in Eq. (85). Moreover, for definiteness we will
choose a particular realization of the pi-pulse as follows,
Ω(t) =
wpi
4
sin
wt
~
. (87)
Our numerical results find that the dominant factor that af-
fects the leakage is ξ [see Eq. (80)], the hybridization between
ψ˜−,↑ and ψ˜+,↓, while the pulse parameter δ and duration T0
have little impact, as long as the pulse is in the “fast limit”.
As shown in Fig. 13, the leakage varies with ξ through its
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FIG. 13. Leakage to the other valley eigenstate when the SOC
strength ∆a is (a) 0.1 µeV and (b) 0.5 µeV, respectively. The de-
tuning of the pulse is δ = 0.1 meV, and the valley splitting is
EVS = 0.33 meV. The pulse duration is set to T0 = pi~/10δ ' 2.0 ps.
dependence on the spin-orbit coupling strength and detuning
from the hot spot Bc. In Fig. 13(a) we plot the leakage us-
ing the SOC strength extracted from the recent experiment,
∆a = 0.1 µeV [30], and we find that the leakage quickly de-
creases below 10−4 when the applied field is 0.1 T away from
Bc. In contrast, as shown in Fig. 13(b), if we use an SOC
strength five times larger, the same level of leakage can be
achieved only when the field is about 0.25 T away from Bc.
Meanwhile, given that the ability to tune valley splitting by a
perpendicular electric field has been well demonstrated [30],
it is also possible to avoid such leakage hot spots by tuning
the valley splittings. Thus, the leakage due to the valley-orbit
and spin-orbit couplings can suppressed by tuning either an
applied magnetic or electric field.
The upshot of these results is that the leakage to the other
valley subspace can be minimized if one avoids the leakage
hot spots in the spin qubit operations; the exact amount of
necessary detuning for obtaining a given low leakage level
however, depends crucially on the strength of the spin-orbit
coupling in the silicon quantum dot. Therefore we conclude
that the leakage due to multiple valley states is usually not
a serious concern for spin qubit operations in silicon, where
spin-orbit and valley-orbit couplings are both small.
C. Discussions
The leakage in this single-dot-double-valley model in Si
makes a nice comparison with that in the double-dot-single-
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valley model in GaAs. Indeed, the Hamiltonian for these
two systems have a similar structure [cf. Eq. (85) for Si and
Eq. (19) for GaAs]. Here we would like to contrast these two
situations, which will help us gain some additional insights.
The Hilbert space of these two problems can both be de-
composed into a spin subspace and an orbital subspace. In
the silicon problem, the orbital degrees of freedom arise from
the two valleys in its band structure, which are completely
decoupled from each other. As a result, in a pristine silicon
quantum dot no leakage between the two valley states is pos-
sible, as long as there is a finite splitting between them. This
scenario contrasts sharply with the case in GaAs, where the
orbital degrees of freedom arise from the two Fock-Darwin
states associated with the two quantum dots. In such a case a
finite coupling always exists between the two FD states unless
the two dots are infinitely far away from each other (i.e., in the
X0/a → ∞ limit). This is the fundamental reason for leakage
errors that occur in a GaAs double quantum dot.
One may take a step further and ask why the two valleys in
the silicon case are completely decoupled while the two FD
states in the GaAs case are coupled? The reason is that, the
two valley states are the eigenstates of their parent Hamilto-
nian, while the two FD states are not, as we now explain. If
we compare the valley-orbit coupling term in Eq. (73) with
the double quantum dot Hamiltonian at zero orbital detuning
(ε˜d = 0) in Eq. (8), it is clear that both Hamiltonians are pro-
portional to σx. We further recall that the valley eigenstates
are the exact eigenstates of σx, and thus they are completely
decoupled. In contrast, the two FD states are not eigenstates
ofσx (thus not eigenstates of their parent Hamiltonian), which
explains why finite couplings between the two FD states still
remain. If we were to define the spin qubits in terms of an
equal superposition of the two FD states (an eigenstate of the
double quantum dot Hamiltonian), the orbital dynamics of the
spin qubit will always remain in this state, and no leakage
would be possible, which is exactly what happens between the
two valleys in silicon. Obviously, any leakage in a quantum
problem is a statement about the distribution of wave function
amplitude in different candidate states, and thus the magni-
tude of the leakage depends crucially on how these candidate
states are defined.
We mention two additional aspects of the leakage prob-
lem in quantum dots here. First, obviously all the features
of double-dot spin transport leakage apply equally well to Si
double quantum dot systems too, but Si has the additional ele-
ment of multivalley physics which leads to a potential leakage
even in the single-dot situation. Second, in addition to the
types of leakage considered in this work for quantum dot spin
qubits, there could always be also leakage associated with the
higher orbital confinement levels in each dot since quantum
dots typically have many confined orbital levels. This type of
leakage associated with higher orbital levels (taking the sys-
tem away from the pure two-level qubit subspace) is usually
very small since the higher orbital levels are typically several
meV above the ground qubit states [58].
V. SUMMARY
In this work we study the leakage in transporting a single-
spin qubit through a double quantum dot (and also, the com-
plementary problem of leakage in a single quantum dot due
to two valley states). We mainly focused on three types of
leakage errors: finite ramping times, spin-dependent tunnel-
ing rates due to spin-orbit couplings, and the presence of mul-
tiple valley states. In the first and last case, we demonstrate
that the leakage errors can be corrected or avoided relatively
easily. Specifically, the ramping errors can be compensated
by adjusting the tunneling time appropriately, while the leak-
age due to multiple valley states can be avoided by operat-
ing the spin qubit away from the “leakage hot spots”, which
occurs when the Zeeman splitting equals the valley splitting.
For the second case where the leakage arises from the spin-
dependent tunneling rates, we find that pulse shaping is gen-
erally needed to reduce the leakage errors. We discuss several
possible optimal pulse shapes to minimize the leakage error.
For example, in order to preserve the spin state during the
transport, a carefully designed 2pi-pulse should be applied. To
find such pulses we develop a formalism that can systemat-
ically analyze the leakage errors and generate the necessary
pulse shapes to reduce the errors. Importantly, we show that
universal, leakage-suppressing 2pi-pulses can be found with-
out precisely knowing the spin state being transported. We
further apply the same formalism to analyze leakage errors
when certain spin rotations are performed during spin shut-
tling, and show that similar pulse shaping conditions can still
be found, although they will generally depend on the initial
spin state as well as the spin rotations performed.
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