The Siegert integral-equation approach is used to study the statistics of first passage time in a noisy linear dynamical system with a swept control parameter. Small-noise-theory results are recovered from the source terms in the integral equations. Numerical results obtained using a simple algorithm are found to agree well with simulation results. An interesting case in which the first-passage-time probability density has the two most probable values is pointed out.
It is a well-established fact that the presence of inevitable fluctuations in macroscopic variables has a significant inhuence when the control parameter is near the critical value. Therefore, the inhuence of an additive Gaussian noise on the dynamics of a nonlinear laser model (with swept control parameter) has been studied by nurnerical integration of the associated Fokker-Planck equation and analog simulations.
The general conclusion is that noise reduces the delay in the bifurcation.
In the vicinity of the zero solution, the dynamical equations may be linearized. The bifurcation time predicted using the linearized equations (without noise) is found to be in good agreement with those obtained from the nonlinear equations for a wide range of sweeping rates. In the absence of noise, a linear system (triggered by a linearly varying control parameter) shows that the time taken by the dynamical variable to cross the initial value is exactly twice the time taken by the control parameter to reach the critical point. Therefore, there had been a great deal of interest ' The Fokker-Planck equation for the probability densi-
Here, x'y(t, t') is the solution of the deterministic equation (i.e. , without noise) with the initial condition
Furthermore, o(t, t ) is the variance of X(t) with the ini-
The solution of Eq. (9) over the infinite domain with the boundary conditions G(x, tIx', t')=0, x'=+ĩ s a Gaussian function given by
where h (x, t ) = p( t )x. If P(x, t ) is obtained with the absorbing boundary conditions'
The probability density of first passage time is given by dW(t) g dt (6) Integrating Eq. (3) over x from -g to g and using Eqs. (4) and (5), we obtain where the function f(y, y') is defined as f(y, y')= f exp(y -z )dz .
We can rewrite Eq. (16) and (9) with G (x, t I x ', t ') and P(x', t'), respectively, subtracting the resulting equations, integrating over t' (0 to t) and x' ( -g to g), and simplifying via partial integration, we obtain
where P'(x, t ) is the spatial derivative of P(x, t ). Due to the symmetry of the problem around x =0, P'( -g, t ) = P'(g, t ) and we g-et
Thus the probability density g(t) is related to the gradient of P(x, t ) at g.
The boundary-value problem defined by Eqs. (3) and (4) can be easily converted to an integral equation for g (t) or W(t) It is we'.'1 known' t.hat the conditional probability (or the Green's function) G(x, tIx', t') ob ys the back- 
In obtaining Eq. (17) P(x, t ) in terms of the probability density g(t) of first passage time,
and can be expressed in terms of two error functions.
Further, the source term S (t) defined by S(t)= f P"(x,t)dx (27) is the probability that X(t) is in [ -g, g] ,
Volterra equations of the first kind are generally more difficult to solve in comparison to equations of the second kind. Furthermore, we note that the kernels in Eqs. (21) and (28) 
As mentioned in the Introduction, expressions to the first-passage-time probability density g(t) have been derived' '" in the small-noise limit. These are, in fact, generalizations to the results' for the decay of an unstable system characterized by a time-independent positive value of the control parameter p. We consider this case first.
A. Unstable dynamics +g(t')dt' .
We rewrite Eq. (22) for the cumulative probability W(t) as Integrating Eq. (19) over x (from -g to g) and using Eq.
(5), we obtain W(t)=S(t)+ f Go(t g, t'), dt' .
where the kernel Go(t~g, t') is given by G, (t~g, t')= f G(x, t~g, t')dx Gx, t =,t'dx.
The expression in Eq. (12) yields Go(t~g, t')=erfd(z+, z ),
As mentioned earlier, S(t) is the probability that X(t) is in [ -g, g] at time t disregarding the number of previous exits from the region. Since Go(t~g, t ) is the probability of finding X(t) in [ -g, g'] starting from +g at t' and dWIdt'=g(t'), the int-egral term (which is negative) is the contribution to S(t) from earlier exits from the region. When the control parameter p is time independent, the terms y(t, t') and o(t, t') in the exp. ression [see Eqs.
(12) - (14) 
Assuming times of interest such that p (t)/u ))1, we obtain from Eqs. (13) - (15),
where (h ) The first-passage-time probability density g(y) should therefore show two peaks in this situation. For instance, when the parameters take the values b =0. 1, a= 1.2, and a = -2, we get a situation just described and Fig. 3 shows S(y), 8'(y), and g(y) for this case. The mean and variance of the first passage time are about 1.487 and 0.785, respectively.
The small-noise-theory approximation S(y) = 8'(y) will be completely inadequate in this case.
The small hump in g (y) for y =a in Fig. 2 
