A fundamental challenge in many robotics applications is to correctly synchronize and fuse observations across a team of sensors or agents. Instead of solely relying on pairwise matches among observations, multi-way matching methods leverage the notion of cycle consistency to (i) provide a natural correction mechanism for removing noise and outliers from pairwise matches; (ii) construct an efficient and low-rank representation of the data via merging the redundant observations. To solve this computationally challenging problem, state-of-the-art techniques resort to relaxation and rounding techniques that can potentially result in a solution that violates the cycle consistency principle. Hence, losing the aforementioned benefits. In this work, we present the CLEAR algorithm to address this issue by generating solutions that are, by construction, cycle consistent. Through a novel spectral graph clustering approach, CLEAR fuses the techniques in the multi-way matching and the spectral clustering literature and provides consistent solutions, even in challenging high-noise regimes. Our resulting general framework can provide significant improvement in the accuracy and efficiency of existing distributed multi-agent learning, collaborative SLAM, and multiobject tracking pipelines, which traditionally use pairwise (but potentially inconsistent) correspondences.
I. INTRODUCTION
Data association across multiple views, also known as the multi-way matching problem [1] , is a fundamental problem in robotic perception and computer vision. In many applications, agents seek the fusion of the information acquired by multiple sightings of certain "items" in order to build a larger and more information-rich model. Finding the correct associations between different sightings of each item is thus a key prerequisite. Multi-robot map merging [2] is a good example for the following reasons: (i) identifying the correct association between landmarks across robots' local maps provides a basis for the fusion of local maps into a global map; (ii) each unique landmark must appear exactly once in the global map; and (iii) associating multiple sightings of landmarks allows the robots to improve their corresponding initial estimates. In such fusion scenarios, rather than pairing individual observations, one's primary goal is to assign labels to the observations such that multiple sightings of an item have the same label. This clustering narrative suggests that "association" must be an equivalence relation (i.e., a symmetric, reflexive, and transitive binary relation) on the set of observations.
The traditional approach treats the multi-way association problem as a sequence of decoupled pairwise matching problems, each of which can be solved efficiently using nearest neighbour heuristics or by solving a geometric-or appearancebased linear assignment problem using, e.g., the Hungarian K. Fathian, K. Khosousi, P. Lusk, Y. Tian, and J. P. How are with the Department of Aeronautics and Astronautics, Massachusetts Institute of Technology, E-mail: {kavehf, kasra, plusk, yulun, jhow}@mit.edu. algorithm [3] . Independently established pairwise associations cannot exploit redundancy: each pairwise association is typically not robust to observation noise and, furthermore, cannot reliably break ties between comparable hypotheses in ambiguous situations. Consequently, the result will generally contain wrong and conflicting matchings that violate transitivity (albeit, reflexive and symmetric). This issue can be mitigated by synchronizing [1] all noisy pairwise associations through enforcing transitivity-often referred to as the cycle consistency constraint; see, e.g., [4, 1, 5, 6] . Transitivity serves two crucial purposes: (i) it provides a natural mechanism for the validation, correction, and discovery of associations given incomplete, noisy, and conflicting correspondences that exist in the initial collection of pairwise matchings; (ii) it is a necessary condition for establishing equivalence relations in the context of fusion (e.g., map merging).
Synchronizing noisy pairwise associations under the cycle consistency constraint is a combinatorial optimization problem with an exponentially large search space. This problem has been extensively studied in recent years, particularly in the context of computer vision and structure from motion (SfM); see, e.g., [1, 5, 6, 7] . These efforts have resulted in a number of algorithms that can significantly improve the erroneous initial set of independent pairwise matchings. Despite these efforts, providing good associations while guaranteeing transitivity and the so-called uniqueness constraints (i.e., two observations in a single view must not be associated to each other) remains to be a fundamental challenge under partial observability (i.e., some items may not be observed in some views). In particular, even in moderate noise regimes, the relaxation and rounding techniques applied in some of the state-of-the-art algorithms can violate these constraints, and thus the results do not prescribe valid solutions, in the context of fusion. 1 Our work addresses this critical challenge via a novel spectral graph-theoretic approach. We exploit the natural graphical representation of the problem, and propose a spectral graph clustering algorithm specifically tailored to the multi-way matching problem under partial observability. The proposed algorithm, by construction, is guaranteed to produce solutions that satisfy the cycle consistency and uniqueness constraints under any noise level. This is demonstrated empirically in our extensive experimental evaluations based on synthetic datasets. The results show that our algorithm outperforms the state-of-the-art techniques in terms of a standard performance metric. By providing accurate matchings while maintaining consistency, our work is uniquely suited for fusing local observations into a global information-rich model.
II. RELATED WORK
The cycle consistency relation (CCR) has been used extensively in recent years in the computer vision [5, 8, 9, 10] and the SfM literature [11] to match/synchronize pairwise observations of agents/sensors. The method of spectral graph clustering [12] has also become one of the most widely used methods for data dimensionality reduction [13] , image segmentation [14] , and community detection in graphs [15] . Our proposed approach provides insights into the connection between these two areas and exploits these connections algorithmically. In this section, we briefly review the related literature and highlight their connections/differences with our proposed approach.
A. Cycle Consistent Matching
The existing literature that exploits CCR for multiway matching can be classified into two major categories: optimization-based (iterative), and spectral decomposition methods. Some of the first optimization-based methods are [4] and [16] , which are based on a combinatorial formulation. In a more computationally efficient approach, [17] uses a convex relaxation to solve the resulting semidefinite program (SDP) via the ADMM method [18] . A distributed variation with a similar formulation has been recently presented in [19] . Toward the same goal, [5] use a low-rank matrix factorization to solve the SDP, improving the computational time. Although the aforementioned methods leverage the CCR property, as we will show in Section VII, they do not aim/guarantee to return a cycle consistent output. The advantage of these algorithms, and our proposed approach, is that they work in a partially observable setting, while works such as [20] and [6] , which preserve the cycle consistency, require full observability.
The second class of methods are based on spectral matrix decomposition, with prominent works including [1] and [21] . The method proposed in [1] recovers a consistent matching from noisy pairwise correspondences via an eigendecomposition relaxation in the fully observable setting. The work done by [21] proposes a decomposition approach that works in the partially observable setting, however CCR is lost in high-noise regimes. The recent work of [22] leverages a non-negative matrix factorization approach to extend [1] to the partial setting and preserve the consistency. This algorithm requires tuning parameters. In addition to our algorithm CLEAR, we also present a simple and parameter-free extension of [1] for the partial setting such that the CCR is preserved.
In addition to abovementioned works, [23] explores the use of deep learning for multi-view feature matching and leverage CCR for unsupervised training. This approach, however, does not supersede the existing analytic methods in accuracy.
B. Spectral Graph Clustering
The spectral graph clustering technique was introduced in [24] and [25] , and later became popular through the works of [26, 27, 28] . The technique does not make any assumptions on the form of the clusters. Due to this fact, spectral clustering cannot guarantee the properties of cycle consistency and uniqueness by itself. By enforcing the right constraints, however, this technique can become a powerful tool for solving the multi-way matching problem. Spectral clustering methods very often outperform traditional clustering algorithms [12] (such as the k-means) and, to the best of our knowledge, have not been previously exploited in this context. We also leverage the so-called eigengap heuristic from the spectral graph clustering literature to estimate the unknown universe size by inspecting the graph Laplacian. This estimation approach is free of any trimming steps required in the matching literature [17] to estimate the universe size.
C. Cycle Consistent Graph Clustering
The problem of lifting and aligning pairwise correspondences can be solved via incorporating the uniqueness constraint in the graph clustering technique. In [29] and [7] , the authors have elegantly observed the relation between cycle consistency and the number of clusters in the graph representation of the problem. The work done in [29] has considered a constrained clustering approach using a method similar to k-means, which can be sensitive to initialization. In [7] , the existing density-based graph clustering algorithm in [30] is leveraged to solve the problem. Compared to the spectral clustering technique used in this work, the densitybased clustering returns inaccurate estimate for the size of universe, resulting in low performance accuracy. Moreover, in this work we provide new insights into the connection between the standard objective functions used in the spectral graph clustering and matching literatures. These insights provide an explanation for the better performance of spectral graph clustering techniques in the multi-way matching problem.
III. NOTATION AND ASSUMPTIONS
We denote the set of natural numbers by N, and define the shorthand notation N n := {1, 2, · · · , n}. We denote scalars and vectors by lower case (e.g., a), matrices by uppercase (e.g., A), and sets by script letters (e.g., A). The element on row i and column j of matrix A is denoted by (A) ij . Trace of a matrix is shown by tr(A)
We denote a graph with l vertices by G = (V, E), where V def = N l is the set of vertices, and E ⊂ V × V is the set of edges. We define a ij = 1 if there is an edge between vertices i, j ∈ V, otherwise a ij = 0. The degree of a vertex i ∈ V is defined as d i def = l j=1 a ij , and the degree matrix D ∈ N l×l is defined as a diagonal matrix with d 1 , . . . , d l on the diagonal.
The Laplacian matrix of the graph is defined as
and the symmetric normalized Laplacian is subsequently defined as
Given a subset of vertices A ⊂ V, we useĀ def = V\A to denote the complement of V. The sets A 1 , . . . A m ⊂ V are called a partition of the graph if they are mutually disjoint and
We define the volume of A as the sum of degrees of its vertices vol(A)
i∈A, j∈B a ij the number of edges between A and B. For a partition A 1 , . . . A m ⊂ V, the normalized cut is defined as
IV. PROBLEM FORMULATION Consider n ∈ N agents observing a universe of m ∈ N objects, and let m i ∈ N, denote the number of objects agent i ∈ N n has observed. Without loss of generality, we define the universe to be the union of agents' observations.
Given m i , m j ∈ N, the matrix P i j ∈ {0, 1} mi×mj is said to be a partial permutation matrix if and only if 0 ≤ P i j 1 ≤ 1, 0 ≤ 1 P i j ≤ 1 , where 0 and 1 respectively denote vectors of zero and one elements with proper dimensions, and inequalities are element-wise. Consequently, each row and column of P i j at most contains a single 1 element, which denotes the correspondence/matching among the observations of agents i, j. Matrix P is called a full permutation matrix if and only if P 1 = 1, 1 P = 1 , i.e., each row and column has a single 1 element. We denote the space of all m i × m j partial permutation matrices by Π mi×mj . Definition 1. Given m i ≤ m ∈ N, matrix P u ∈ Π mi×m is a said to be a lifting permutation if and only if
Note that (4) implies that each row of P u contains a 1 element (however columns could be zero). In other words, a lifting permutation matrix is an injective (one-to-one) operator that maps observations of an agent to the universe objects. We denote the space of all m i × m lifting permutation matrices by Π mi×m u . Definition 2. For a given m ∈ N, a set of pairwise corre-
where P u j def = P j u . Condition (5) can be parsed as follows: if agents i and j have observed the same object in the universe, then there must be a correspondence/match among their observations. Remark 1. Sometimes m-cycle consistency is defined as P i j = P i k P k j for all triples i, j, k ∈ N n . This property coincides with Definition 2 for the case of full permutation matrices. However, it does not hold for the case of partial permutations.
Definition 3. The set P is said to be cycle consistent if and only if there exists m ∈ N for which P is m-cycle consistent.
The objective of this paper is to solve the following problem.
The notion of "closeness" in Problem 1 is often captured in the literature via the Frobenius norm or the inner product through the objective functions such as min i =j
In this paper, we use a normalized inner product (to be specified later) that relates Problem 1 to the spectral clustering literature and leads to better performance.
We point out that under the abovementioned formulations, Problem 1 is an integer program, which is computationally hard to solve. To find a suboptimal solution in a computationally tractable manner, several relaxation/rounding techniques have been considered by the state-of-the-art algorithms, which can lead to the loss of cycle consistency even in moderate noise regimes. In what follows, we present our proposed algorithm to address this issue.
V. THE CLEAR ALGORITHM
In this section, we present the Consistent Lifting, Embedding, and Alignment Rectification (CLEAR) algorithm. Theoretical justifications of the algorithm will be explained in the next section.
FromP given in Problem 1, we first construct the degree matrix D ∈ R l×l and the adjacency matrix A ∈ R l×l as
where
m i is the total number of observations 2 . Form (6), the normalized Laplacian matrix is defined via (2) .
Given the number of objects in the universe m (which, if not provided, is estimated in Section V-A), N ∈ R l×m is defined as the matrix containing the m first eigenvectors 3 of L sym . The rows of N are further normalized to have unit norm. That is, if v r ∈ R m denotes the r'th row of N , then v r = 1. From the set of rows {v r : r ∈ N l }, m linearly independent rows, denoted by w s , s ∈ N m , are chosen. These rows are referred to as the initial cluster centers. Subsequently, matrix Size of universe m (optional). output: Lifting permutations P u . step 1: Construct L sym fromP via (6) and (2) . step 2: If m is not provided, set m =m from (10). step 3: Define N as the m first eigenvectors of L sym , and divide each row by its norm. step 4: Take m linearly independent rows of N as initial cluster centers. step 5: Compute F from (7) . F ∈ R l×m is constructed using the distance of rows v r to the cluster centers w s as
For each agent i ∈ N n , the block F i ∈ R mi×m associated to the agent's observations is defined as the rows
Applying the (partial) Hungarian algorithm [3] on F i gives the lifting permutation P i u ∈ Π mi×m u , which associates (lifts) the observations of an agent to the objects of the universe in an injective manner. These lifting permutations can be stacked into an aggregate matrix as
The new cluster centers are now set as the average of the rows of N in the clustering defined by Y as
where C s def = {r ∈ N l : (Y ) rs = 1} is the set of cluster indices (i.e., the index of rows of Y which have a 1 entry on the s column). The above procedure for constructing F from the newly found cluster centers is repeated until the cluster centers are the same as the previous iterations. At this point, the set of lifting permutations P u = {P i u ∈ Π mi u : i ∈ N n } gives the output, from which one can compute (cycle consistent) pairwise permutations from (5) . The pseudo code of the CLEAR algorithm is given in Algorithm 1.
A. Estimating m
Let us denote the eigenvalues of the normalized Laplacian matrix L sym by λ l ≥ · · · ≥ λ 2 ≥ λ 1 = 0, and its eigengap by γ k def = λ k+1 − λ k , k ∈ N l−1 . Letm def = argmax k (γ k ) denote the index k for which γ k is maximum. An estimate for the size of universe is then given bỹ
The estimate (10) is known in the spectral clustering literature as the eigengap heuristic and has been empirically shown to be a robust method to identify the number of clusters of a graph [12] .
B. Implementation Details
In what was discussed above, it was implicitly assumed that the Laplacian matrix L is symmetric. That is, the noisy input is such thatP i j =P j i . The symmetry of L implied that the eigendecomposition is real, justifying the ordering of the eigenvectors. For the case of non-symmetric L, the symmetric part defined via (L + L )/2 should be used instead.
To choose m rows from N that are linearly independent, the index of the m first partial pivots in the Gaussian elimination method from the QR or LU decomposition of N can be used. This pivoting scheme further leads to a straightforward extension of the Spectral algorithm [1] to the case of partial permutation matrices. More specifically, rather than using the first m rows as pivot to recover the lifting permutations, m linearly independent rows drawn from N are chosen instead. This extension preserves the CCR and will be used in our comparisons.
VI. THEORETICAL ANALYSIS
In this section, we discuss the theoretical insights behind the CLEAR algorithm.
A. The Induced Graph
A set of pairwise permutations P can be equivalently represented by a graph G = (V, E), where each vertex of the graph denotes an observation acquired by an agent. An edge between two graph vertices indicates the matching among two observations. Note that constraint (4) implies that there can be no edge between observations of the same agent. The degree, adjacency, and Laplacian matrices of this induced graph, given by (6) and (1), are used in the CLEAR algorithm. Given a graph G induced by a set of cycle inconsistent permutations P, Theorem 1 implies that in order to make P cycle consistent, G must be partitioned into m clusters. This observation motivates the application of the spectral graph clustering technique.
B. Spectral Graph Clustering
Given a graph G, the spectral graph clustering technique seeks to partition G into clusters A 1 , . . . A m such that min A1,...Am Ncut(A 1 , . . . A m ) is achieved. This objective can be equivalently formulated as [12] min A1,...Am tr(U L sym U ) subject to U U = I,
By relaxing the discreteness condition to U ∈ R l×m , the spectral clustering method aims to solve the NP-hard discrete optimization problem (11) in a computationally tractable manner [31] . Under this relaxation, and from the Rayleigh-Ritz theorem [32, Sec 5.2.2] , it follows that the solution is given by choosing U as the matrix containing the first m eigenvectors of L sym . The matrix U is then converted (rounded) through applying standard methods such as the k-means algorithm on its set of normalized rows {v r ∈ R m : v r = 1, r ∈ N l }. Further theoretical justifications for the spectral clustering technique can be found in [33] .
C. Constrained Clustering and Alignment
Through embedding the normalized rows of U ∈ R l×m in R m and applying the k-means algorithm, the rows, which represent the nodes of the graph, are partitioned into m clusters. While from Theorem 1 this clustering implies the mcycle consistency, the uniqueness property described by (4) is not respected and may be lost through this process. Furthermore, k-means clustering is NP-hard and existing heuristic algorithms may converge to local optima depending on the initial guess for the cluster centers. This problem will be further demonstrated in our comparison results in the next section.
The CLEAR algorithm addresses these issues as follows. First, a good set of initial cluster centers are found from the partial pivoting scheme described in Section V-B. Matrix F , defined in (7) , captures the distance of the embedded rows from the cluster centers. By running the Hungarian algorithm on blocks of F associated to an agent's observations, and since the associations returned by the Hungarian algorithm are injective, the uniqueness property is preserved and the observations are uniquely lifted to the objects of the universe.
D. The Optimization Formulation
We now show that with a suitable choice of objective function in Problem 1, the spectral clustering problem (11) can be viewed as a relaxation of the original combinatorial problem.
Given a set of lifting permutation matrices P u and the aggregate lifting matrix Y defined in (8) , it holds that
is the degree matrix of the graph induced by P, where P is the set of pairwise permutations extracted from P u according to (5) . Consider the following reformulation of Problem 1,
We can analytically eliminate C in both the objective and constraints of (12), by applying a change of variable U = C − 1 2 Y . By relaxing the combinatorial constraint P i u ∈ Π mi×m u , problem (12) is reduced to (11) . This shows that the spectral graph clustering problem is a relaxation of Problem 1, with the objective function defined as in (12) .
Remark 2. The objective function in (12) can be interpreted as a normalized similarity score between the recovered permutations P i j and the observed permutationsP i j ,
where the normalizing factor is a combination of
VII. EXPERIMENTAL RESULTS
To evaluate the performance of the proposed algorithm, we use Monte Carlo analysis with synthetic data across different noise regimes. The results are compared with several state-ofthe-art algorithms including the extended Spectral algorithm [1] by Zhou et al. [5] , MatchEig [21] , MatchALS [5] , and MatchLift [17] algorithms, our cycle consistent extension of the Spectral algorithm, the graph clustering method without enforcing the uniqueness constraint, and the constrained clustering method of the QuickMatch [7] algorithm.
We consider cases with various number of agents, observation probability of objects, and percentage of noise in the pairwise correspondence. The universe size is set to m = 10, while this value is assumed to be unknown and should be estimated. For algorithms that require the universe size as input, the same value estimated from the proposed eigengap method is provided.
We report the F-score, which is commonly used in the literature as a merit of performance, and is defined via f = 2 p r p+r ∈ [0, 1], to evaluate the accuracy of the output. Here, the precision p ∈ [0, 1] is defined as the number of correct matches divided by the total number of matches in the output, and the recall r ∈ [0, 1] is the number of correct matches in the output divided by the number of matches in the ground truth. The best performance is achieved when f = 1 and the worst when f = 0.
A. Accuracy vs. Number of Agents
In our first set of comparisons, algorithms are evaluated for different number of agents and percentage of mismatch in the input. The observation probability of universe objects is fixed at the value of 0.7. For a given number of agents, 30 Monte Carlo simulations with the specified mismatch percentage are generated and used as input in the algorithms. The F-score of the outputs are then computed and averaged across all simulations. This number is reported in Fig. 1 (in percentage) for all algorithms. In addition to the F-score, the cycle consistency and validity of the correspondence returned by the algorithms are checked and denoted via colors in the figure.
In particular, the dark green color indicates that the (cycle consistent) ground truth was recovered in all Monte Carlo iterations. The light green color indicates that the returned results satisfied the cycle consistency, but contained matching errors. The red color indicates that in at least one Monte Carlo simulation the output was not cycle consistent, orange indicates a non-valid permutation matrix (i.e., violating the so-called uniqueness constraint), and purple indicates that the output was neither cycle consistent nor a valid permutation.
As can be seen in Figs. 1(a) and (e), unlike our consistent extension of the Spectral algorithm for the partial setting, the Spectral implementation of Zhou et al. may return nonvalid correspondences and has a lower F-score. This further suggests that the proposed pivoting technique in Section V-B provides a good initial guess for the cluster centers that are used in the CLEAR algorithm. From Figs. 1(b) -(d) one can see that the outputs of the MatchEig, MatchALS, and MatchLift algorithms quickly violate the cycle consistency property in moderate-noise regimes. Furthermore, from Fig. 1(f) , when the spectral clustering technique is used via the k-means algorithm and without considering the uniqueness constraint, the output can become a non-valid permutation matrix. This observation highlights the importance of applying the Hungarian algorithm on the blocks of F (defined in (7) ) in the CLEAR algorithm. The output of the QuickMatch, evaluated in Fig. 1(g) , is cycle consistent and has a valid permutation matrix structure, however, it has a considerably lower F-score due to an inaccurate estimate of the universe size in the densitybased clustering approach. The CLEAR algorithm preserves the cycle consistency and uniqueness properties, and as can be seen in Fig. 1(h) , on average has the highest F-score among algorithms that are cycle consistent.
The lower F-score of CLEAR and other cycle consistent algorithms on high-noise regimes (e.g., 75% mismatch percentage) compared to algorithms such as the MatchALS and MatchEig is due to enforcing the consistency by constructing clusters from a highly noisy input. By making clusters (i.e., complete subgraphs) in this case, the output of a cycle consistent algorithm is more affected than an algorithm that allows "missing" edges in the graph's connected components. This suggests that the F-score cannot be a single figure of merit for evaluating the performance. To clarify this point, and to highlight the importance of ensuring the cycle consistency, we consider an example with n = 40, m = 10, total number of observations l = 320, and input noise level of 60% mismatches. The graph representation of the ground truth, noisy input, and outputs of the MatchALS and CLEAR algorithms are plotted in Fig. 2 (see the Appendix for other algorithms). Outputs of both algorithms have the same Fscore of f = 0.95, however, the CLEAR's output consists of the correct number of 10 clusters that map (i.e., lift) agent observations to distinct universe objects. This property is lost in the output of the MatchALS algorithm since the associated graph consists of a single connected component, which is not a cluster. Fig. 3 shows the comparison results for various observation probability of a universe object and input mismatch percentage. The number of agents in all Monte Carlo simulations is fixed at the value of n = 30. For each value of observation probability and mismatch percentage, 30 Monte Carlo simulations are generated. The averaged F-score across 30 Monte Carlo simulations is shown in Fig. 3 (in percentage) . The CLEAR, our consistent extension of Spectral, and QuickMatch are the only algorithms that preserve the cycle consistency and uniqueness properties. The CLEAR has the best performance among these cycle consistent algorithms. Table I lists the average execution time of all algorithms in seconds. The results are generated by averaging 50 Monte Carlo runs for the values of n ∈ {10, 25, 40}, while the total number of objects and the observation probability of an object are fixed at m = 10 and 0.8, respectively. All the algorithms are implemented in Matlab and tested on a PC with an Intel Core i7-8750H CPU @ 2.20GHz and 16GB RAM.
B. Additional Comparison Results

C. Computational Complexity
The optimization-based algorithms of MatchALS and MatchLift have the highest computation time due to their iterative nature. The computational complexity of the CLEAR algorithm is determined by the eigendecomposition and the Hungarian algorithm used for finding the lifting permutations, for which the complexity is dominated by O(l 3 ). This puts the CLEAR in the same order of complexity as the Spectral and MatchEig algorithms, which are among the fastest existing methods.
VIII. CONCLUSION
Multi-way matching is a general class of data association problems that frequently arise in robotic and computer vision The F-score×100 is shown at each grid (the higher the better). The color coding is identical to Fig. 1 applications. The state-of-the-art algorithms seek to correct given noisy pairings using the cycle consistency principle. However, in practice these algorithms may produce solutions that violate this constraint, and thus cannot construct a lowrank representation of the data for the fusion of local information. We presented CLEAR, an algorithm for solving the multiway matching problem under partial observability that is guaranteed to produce cycle consistent associations. Empirical results based on extensive evaluation demonstrated that CLEAR outperforms the state-of-the-art consistent algorithms in terms of precision and recall. The general framework of CLEAR provides significant improvement in the accuracy and efficiency of existing distributed multi-agent learning, collaborative SLAM, and multi-object tracking pipelines, which traditionally use pairwise correspondences.
