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Re´sume´
Nous conside´rons un ope´rateur h-pseudodiffe´rentiel non-autoadjoint
dans la limite semiclassique. p de´signe le symbole principal. Nous sa-
vons que la re´solvante existe a` l’inte´rieur de l’image de p jusqu’a` une
distance O((h ln 1h)
k
k+1 ), de certains points du bord, ou` k ∈ {2, 4, . . .}.
Dans ce travail, nous pre´cisons les estimations de re´solvantes qu’ont
obtenues diffe´rents auteurs dans le cas k = 2, et en dimension 1. Pour
la preuve, il s’agit de construire, via un scaling, des quasimodes pour
des valeurs du parame`tre spectral tre`s proches du bord de l’image de
p.
Abstract
We consider a non-self-adjoint pseudodifferential operator in the
semi-classical limit (h → 0). The principal symbol is given by p.
We know that the resolvent (z − P )−1 exists inside the range up to
a distance O((h ln 1h)
k
k+1 ) from certain boundary points, where k ∈
{2, 4, . . .}. In this work, we improve the resolvent estimates given by
different authors in the case k = 2, and in dimension one. For the
proof, we will construct quasimodes by a scaling for z very close to
the boundary.
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1 Introduction
Dans [5], N. Dencker, J. Sjo¨strand et M. Zworski obtiennent une estima-
tion de la re´solvante pour certains points du bord de l’image du symbole
principal. Dans le cas d’un point z0 de type fini d’ordre k, ils obtiennent
que la re´solvante a une croissance en h−
k
k+1 , dans des disques de rayon
O(h kk+1 ) centre´s en z0. Dans [16], J. Sjo¨strand montre que la re´solvante peut
s’e´tendre a` des disques de rayon O((h ln 1
h
)
k
k+1 ), et donne une majoration
pour la re´solvante. Une majoration similaire avait e´te´ obtenue auparavant
par l’auteur pour un ope´rateur mode`le hDx + g(x), x ∈ S1, avec k = 2, voir
[1] Chapitre 4. On citera aussi J. Martinet [12] qui obtient un encadrement
de la norme de la re´solvante pour l’ope´rateur d’Airy complexe. La preuve
est base´e sur une analyse directe du semigroupe apre`s conjugaison par la
transforme´e de Fourier. Dans ce travail, il s’agit d’ame´liorer et ge´ne´raliser les
estimations de la re´solvante obtenues par ces diffe´rents auteurs. On se limite
au cas d’un point d’ordre 2, et a` la dimension 1. Les estimations obtenues
nous permettent de pre´ciser l’estimation de re´solvante obtenue par Martinet
[12] pour l’ope´rateur d’Airy complexe sur la droite re´elle (Dx)
2+ix, x ∈ R, et
d’obtenir le comportement a` l’infini des lignes de niveaux de la re´solvante de
l’oscillateur harmonique non-autoadjoint. Ce dernier re´sultat vient comple´ter
ceux publie´s par L. Boulton [2], K. Pravda-Starov [15]. Mentionnons aussi
le travail [3] de Davies et Kuijlaars qui obtiennent le premier terme dans
l’asymptotique du logarithme de la norme des projecteurs spectraux pour les
grandes valeurs propres pour l’oscillateur harmonique non-autoadjoint.
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Cas mode`le sur R a` parame`tre. Nous conside´rons l’ope´rateur mode`le
non-autoadjoint dans L2(R)
Pα = hDx + g(x, α) + h
2g∗(x, α; h), h ∈ (0, 1], Dx = 1
i
∂
∂x
,
g et g∗ de´pendent de manie`re C∞ de x et d’un parame`tre α strictement
positif et borne´. On pose g˜(x, α; h) := g(x, α) + h2g∗(x, α; h) et on demande
qu’il existe C0 > 0 tel que
Re g = O(x2 + 1),
(cette hypothe`se peut facilement eˆtre affaiblie). Pour g∗ nous avons le de´velop-
pement asymptotique en puissances de h suivant
g∗(x, α; h) ∼ g0∗(x, α) + hg1∗(x, α) + . . . dans C∞0 (R× [0, 1]). (1.1)
L’ope´rateur Pα est muni du domaine Hsc(R) := {u ∈ L2(R)| ‖x2u‖ +
‖hDxu‖ < +∞}. On note pα le symbole principale semiclassique de Pα,
soit pα = ξ + g(x, α). Rappelons que la de´finition du crochet de Poisson est
{a, b}(x, ξ) := (a′ξb′x − a′xb′ξ)(x, ξ) = Hab, (1.2)
pour deux fonctions a(x, ξ), b(x, ξ) de classe C1(R2). Ici Ha = (aξ∂x − ax∂ξ)
de´signe le champ Hamiltonien.
Proposition 1.1 Soient g˜ comme ci-dessus avec g(x, α) ∈ C∞(R×]0, C[),
et pour tout h fixe´ g∗(x, α; h) ∈ C∞(R× [0, 1/C]) pour un C > 0 donne´. Nous
rajoutons les hypothe`ses suivantes :
pour x 6= 0, g satisfait Im g(x, 0) > 0, et
g(0, 0) = 0, g′α(0, 0) = −i, (1.3)
g′x(0, 0) = 0, Im g
′′
xx(0, 0) > 0. (1.4)
L’ope´rateur Pα est muni du domaineHsc(R). Dans ces conditions, la re´solvante
est de´finie pour tout α
(hDx + g˜(x, α; h))
−1 : L2(R)→ L2(R), (1.5)
et ve´rifie pour h≪ α3/2 et α assez petit,
‖P−1α ‖ ∼
√
π exp( 1
h
Im ℓ0(α))
h1/2( 1
2i
{pα, pα}(ρ+)) 14 ( 12i{pα, pα}(ρ−))
1
4
(1 +O(h˜)) +O( 1√
hα1/4
),
(1.6)
3
ou` h˜ = h/α3/2, et ρ±(α) := (x±(α), ξ±(α)) sont les solutions de pα(ρ±) =
ξ±+ g(x±, α) = 0 avec ∓Im ′(x±, α) > 0 (impliquant Im g(x±, α) = 0). ℓ0 est
donne´ par
ℓ0 := −Im
∫ x−
x+
g(y, α)dy ≍ α3/2. (1.7)
Nous avons pour α assez petit
x±(α) = ∓α 12
( −2
{p0, 12i{p0, p0}}(0, 0)
)1/2
+O(α), (1.8)
impliquant
|1
2
{pα, pα}(ρ±)| ≍ α 12 .
Voir la section 2 pour la preuve.
Remarque 1.2 Le de´nominateur du premier de 1.6 est de l’ordre de
√
hα1/4
et ce qui le rend dominant de`s que α≫ h2/3.
Remarque 1.3 La proposition reste valable pour α ∈ [0, 1] si on rajoute l’hy-
pothe`se (automatiquement ve´rifie´e pour α petit) que l’e´quation Im g(x, α) = 0
admet exactement deux solution x = x+(α), x−(α) et de plus ∓Im g′x(x±(α), α)
> 0.
Nous conside´rons l’ope´rateur d’Airy complexe sur la droite re´elleA = D2x+ix,
e´tudie´ par J. Martinet [12], et muni du domaine D(A) = {u ∈ H2(R)| xu ∈
L2(R)}. Nous savons que le spectre est vide, que la norme de la re´solvante
(A− z)−1 ne de´pend que de Re z (voir Helffer [11]), et qu’en conjuguant par
une transforme´e de Fourier, on peut se ramener a` l’e´tude de l’ope´rateur
Dx − ix2 + iz.
Pour z dans la zone d’inte´reˆt Re z > 0, le changement de variable x =
(Re z)
1
2y, donne l’ope´rateur (Re z)Q, ou` Q est donne´ par
1
(Re z)
3
2
Dx − ix2 + i− Im z
Re z
.
De la proposition au-dessus et la remarque 1.3, avec h = 1
(Re z)
3
2
et α = 1, on
de´duit le corollaire suivant :
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Corollaire 1.4 Pour Re z > 0 assez grand, la re´solvante de A satisfait
‖((Dx)2 + ix− z)−1‖ ∼
√
π
2
(Re z)−
1
4 (1 +O( 1
(Re z)3/2
)) exp(
4
3
(Re z)
3
2 )
+O( 1
(Re z)1/4
).
Ceci pre´cise l’estimation qu’a obtenue J. Martinet dans [12]. La preuve sera
donne´e a` la fin de sa sous-section 2.2.
Cas ge´ne´ral en dimension 1. Soit p ∈ S(R2, m) inde´pendant de h, ou`
m de´signe une fonction d’ordre au sens que
∃C0 ≥ 1, N0 > 0 tels que m(ρ) ≤ C0〈ρ− µ〉N0m(µ), ∀ρ, µ ∈ R2,
avec 〈ρ− µ〉 =
√
1 + |ρ− µ|2.
L’espace de symboles correspondant est
S(R2, m) = {a ∈ C∞(R2), |∂αρ a(ρ)| ≤ Cαm(ρ), ρ ∈ R2, α ∈ N2}.
Nous de´signons par P = pw son h-quantifie´ de Weyl (voir par exemple [4]),
que nous conside´rons dans L2(R). Nous faisons une hypothe`se d’ellipticite´ a`
l’infini sur P :
|p(x, ξ)| ≥ m(x, ξ)/C, |(x, ξ)| ≥ C,
m(x, ξ)→∞, (x, ξ)→∞. (1.9)
Pour garantir que le spectre de P n’est pas le plan complexe, nous avons
besoin de supposer que
p(T ∗R2) 6= C. (1.10)
Dans ces conditions, le spectre de P est discret pour h assez petit, voir par
exemple [8] ou [10].
Introduisons l’ensemble
Σ(p) = p(T ∗R), (1.11)
ce dernier est automatiquement ferme´ a` cause de (1.9). Nous allons faire une
hypothe`se sur un point z0 ∈ ∂Σ(p) :
p−1(z0) = {ρ0}, {p, {p, p¯}}(ρ0) 6= 0. (1.12)
Ceci entraine que dp(ρ) 6= 0, Nous disons aussi p est de type fini d’ordre 2
au point z0.
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Le champ Hamiltonien H 1
2i
{p,p¯} est un champ de vecteurs re´el et tangent
a` l’ensemble {ρ| 1
2i
{p, p¯}(ρ) = 0}. Nous avons
]− T1, T0[∋ s 7→ ρ(s) := exp(sH 1
2i
{p,p¯})(ρ0) ⊂ {
1
2i
{p, p¯} = 0}
est une courbe oriente´e. Sa courbe image par p ; γ = p ◦ ρ est une courbe C∞
avec γ˙ 6= 0 et dont l’image co¨ıncide avec ∂Σ pre`s de z0. De plus Σ se situe
a` gauche quand on regarde dans la direction de γ˙, voir [9]. Pre`s de z0, pour
tout complexe z∗ ∈ ∂Σ(p), nous avons p−1(z∗) = {ρ(s∗)}. γ = p ◦ ρ est aussi
une courbe oriente´e. Le vecteur unitaire tangent a` ∂Σ dans un voisinage de
z0 est alors donne´ par u(s) := γ˙(s)/|γ˙(s)|, lequel ve´rifie
u(s) = − {p,
1
2i
{p, p¯}}(ρ(s))
|{p, 1
2i
{p, p¯}}(ρ(s))| .
Pre`s de z0, Σ(p) est un ensemble a` bord C
∞. Il existe un voisinage W de z0
tel que tout z ∈ Σ(p) ∩W peut s’e´crire sous la forme
z = γ(s) + iαu(s), α ≥ 0, z0 = γ(0). (1.13)
Proposition 1.5 Soit P un ope´rateur h-pseudodiffe´rentiel de symbole inde´pen-
dant de h. Nous supposons que (p, z0) ve´rifie les conditions (1.9), (1.10),
(1.12). Il existe un voisinage W de z0 tel que pour tout point z de (Σ(p) ∩
W ) \ ∂Σ(p) nous avons
p−1(z) = {ρ+(z), ρ−(z)}, ρ± = (x±, ξ±), (1.14)
avec
0 < ± 1
2i
{p, p¯}(ρ±) ≍ α1/2 |ρ+ − ρ−| ≍ α1/2.
(le point ρ0 se scinde en deux points ρ+ et ρ− lorsque l’on s’e´loigne du bord
de Σ(p)).)
Ici on introduit ℓ0(z). Dans le cas ou` p
′
ξ(ρ0) 6= 0 nous avons la factorisation
p(ρ)− z = q(x, ξ, α, s)(ξ + g(x, α, s)) (1.15)
ou` si α < 0 alors Im g(x) > 0, x > x− ou x < x+ et Im g(x) < 0, x− < x < x+.
Ici ρ±(x±, ξ±), ξ± = −g(x±, α, s). Sous ces conditions, on de´finit ℓ0(z) comme
ℓ0(z) := −
∫ x−(z)
x+(z)
g(x)dx. (1.16)
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Si p′ξ(ρ0) = 0 alors p
′
x(ρ) 6= 0. On applique la discussion pre´ce´dente a` p̂(x, ξ) =
p(−ξ, x), fonction obtenue de p par composition avec une transformation
canonique. On pose alors
ℓ̂0(z) = −
∫ x−
x+
ĝ(x, ξ)dx (1.17)
ou` p̂(ρ)− z = q̂(x, ξ, α, s)(ξ + ĝ(x, α, s)). On peut prouver que
Proposition 1.6 Si p′ξ(ρ0) 6= 0 et p′x(ρ0) 6= 0, alors nous avons Im ℓ0(z) =
Im ℓ̂0(z) +O(α∞).
The´ore`me 1.7 Il existe une constante T∗ (< T0, T1) telle que pour toutes
constantes C0, C1 > 0 il existe une constante C2 > 0 telle que la re´solvante
(P − z)−1 est bien de´finie pour
|s| < T∗, h
2/3
C0
≤ α ≤ C1(h ln 1
h
)2/3, h <
1
C2
, (1.18)
et satisfait l’estimation
‖(P − z)−1‖ ∼
√
π exp( 1
h
Im ℓ0(z))
h1/2( 1
2i
{p, p¯}(ρ+)) 14 ( 12i{p¯, p}(ρ−))
1
4
× (1 +O(h˜)) +O( 1√
hα1/4
),
ou` h˜ = h/α3/2, et ℓ0 (qui est une inte´grale d’action) ve´rifie
ℓ0(z) :=
∫
γ⊂p−1(z)
ξdx, (γ relie ρ− a` ρ+). (1.19)
Remerciements :Mes remerciements vont d’abord a` Johannes Sjo¨strand
pour m’avoir propose´ ce sujet, et les aides et les discussions qu’il m’a ap-
porte´es ainsi que pour son soutien. Je tiens aussi a` remercier Bernard Helffer
pour les e´changes sur l’ope´rateur d’Airy. Ce travail a e´te´ soutenu par le Grant
a` Vienne sponsorise´ par K. Groechenig et H.G. Feichtinger et par les grants
sponsorise´s l’un par V. Ivrii et l’autre par M. Sigal. Merci enfin a` K. Groe-
chenig et H.G. Feichtinger a` Vienne, et V. Ivrii et M. Sigal. a` Toronto pour
leur accueil.
2 Mode`le sur R a` parame`tre
Nous rappelons pα(x, ξ) := ξ + g(x, α) de´signe le symbole principal semi-
classique de Pα = hDx + g˜(x, α; h). Notre ope´rateur hDx + g˜(x, α; h) admet
comme domaine naturel l’espace semiclassique suivant
Hsc(R) := {u ∈ L2| ‖u‖Hsc := ‖u‖+ ‖x2u‖+ ‖hDxu‖ <∞}.
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L’inverse, de´finie pour tout α
(hDx + g˜(x, α; h))
−1 : L2(R)→ L2(R), (2.1)
est donne´e par la formule suivante
u(x) =
∫ x
+∞
i
h
e−
i
h
∫ x
y g˜(t,α;h)dtv(y)dy.
En particulier, quand α est nul, nous avons (voir [5])
‖(hDx + g˜(x, 0; h))−1‖ ≤ Ch−2/3, (2.2)
2.1 Ensemble d’e´nergie pour de petites valeurs du pa-
rame`tre
Nous cherchons a` de´crire l’ensemble p−1α (0) pour α ≪ 1 assez petit.
D’abord remarquons que
p−10 (0) = {(0, 0)}.
Re´soudre ξ + g(x, α) = 0 revient a` trouver les solutions de l’e´quation
Im g(x, α) = 0.
Puisque Im g′α(0) = −1, nous avons par la factorisation Im g(x, α) =
q(x, α)(α− f(x)), ou` q 6= 0 dans un voisinage de ze´ro, avec f(0) = f ′(0) = 0,
et f ′′(0) = −Im g′′xx(0) 6= 0. Par le the´ore`me de l’inversion locale, il existe des
voisinages U+ :=]0, b+[ et U− :=]b−, 0[ tels que f soit un C1 diffe´morphisme
de U+ sur ]0, f(b+)[ et de U− sur ]0, f(b−)[. Pour avoir les solutions de
l’e´quation α − f(x) = 0, nous inversons simplement une fonction croissante
en de´croissante. Nous trouvons alors
x ∈ U±, 2
Im g′′xx(0, 0)
α = x2 +O(|x|3),
= (x+O(x2))2.
Soit
x ∈ U±, x+O(x2) = ±α 12
(
2
Im g′′xx(0, 0)
) 1
2
,
x(α) = ±α 12
(
2
Im g′′xx(0, 0)
) 1
2
+O(α). (2.3)
Nous de´duisons alors le re´sultat suivant :
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Lemme 2.1 Soit pα = ξ + g(x, α) le symbole principal de Pα. (1.3) et (1.4)
sont ve´rifie´s. Nous avons, pour α > 0, assez petit,
p−1α (0) = {ρ+(α)} ∪ {ρ−(α)}, ρ±(α) = (x±, ξ±),
avec
x±(α) = ∓α 12
( −2
{p0, 12i{p0, p0}}(0, 0)
)1/2
+O(α), (2.4)
tel que
± 1
2i
{pα, pα}(ρ±(α)) > 0. (2.5)
L’ensemble p−10 (0) est constitue´ d’un seul point (0, 0) qui va se “scinder” en
deux ρ+(α) et ρ−(α), lorsque α ne s’annule plus.
Preuve. Il faut remarquer que pour le premier crochet et le second crochet
de Poisson, nous avons
1
2i
{pα, pα}(ρ±) = −Im g′x(x±(α), α),
{p0, 1
2i
{p0, p0}}(0, 0) = −Im g′′xx(0, 0).
De`s lors,
± 1
2i
{pα, pα}(ρ±) = ∓Im g′x(x±(α), α)
= ∓ (x±(α)Im g′′xx(0, 0) + αIm g′′x,α(0, 0) +O(x2± + α2))
(2.6)
> 0.
Le premier terme de (2.6) domine car il se comporte comme
√
α. 
2.2 Proble`me de Grushin.
Nous nous appuyons sur les sections “solutions locales” et “proble`me de
Grushin” de Hager [7] et “Enonce´ et re´solution asymptotique du proble`me
de Grushin” de Hager [8]. Pour une lecture “plus aise´e”, nous reprenons en
de´tail les grandes lignes, et les calculs dont nous aurons besoin.
On suppose que α ≥ 1O(1) appartient a` un intervalle ouvert Ω, relativement
compact, se´pare´ de l’origine par une constante inde´pendante de h. Nous allons
d’abord conside´rer cette situation, puis nous laisserons α devenir petit et nous
ferons des dilations pour se ramener a` ce premier cas.
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Avec les hypothe`ses choisies pour g, nous avons
∀α ∈ Ω, p−1α (0) = {ρ+(α), ρ−(α)} avec ±
1
2i
{pα, pα}(ρ±) > 0. (2.7)
On peut trouver des intervalles J+ et J− disjoints tels que
x±(Ω) ⋐ J±.
Conside´rons χ± ∈ C∞(I±) avec I+ :=]−∞, inf J−[ et I− :=] sup J+,+∞[. Il
est clair que I+ ∩ I− =] sup J+, inf J−[. On demande que χ± = 1 sur J± tels
que supp(χ+) ∩ supp(χ−) = ∅. Pour le comportement de χ± a` l’infini, nous
imposons que χ+ = 1 sur ]−∞, inf J+[ et, χ− = 1 sur ] sup J−,+∞[. Les χ±
s’annulent pre`s de ∂I±.
Conside´rons sur I+, une solution de l’e´quation Pαe+ = 0,
e+ := c+(α; h) exp (− i
h
∫ x
x+
g˜(y, α; h)dy). (2.8)
Si nous choisissons le formalisme “BKW”, e+ s’e´crit
e+ =
(
c+(α; h)e
−ih ∫ x
x+
g∗(y,α;h)dy
)
e
− i
h
∫ x
x+
g(y,α)dy
,
=: a+(x, α; h)e
i
h
ϕ+(x,α), ϕ+(x, α) := −
∫ x
x+
g(y, α)dy,
avec une phase ϕ+ ∈ C∞, inde´pendante de h, qui ve´rifie l’e´quation eikonale
∂xϕ+(x, α) + g(x, α) = 0, et une amplitude a+ admettant un de´veloppement
asymptotique en puissances de h,
a+(x, α; h) ∼
∑
k≥0
a+,k(x, α)h
k dans C∞b (R), ∀α ∈ Ω.
Nous avons ϕ+(x+, α) = 0, ϕ
′
+(x+, α) = ξ+ ∈ R, et
Imϕ′′+(x+(α), α) = −Im g′x(x+, α) =
1
2i
{pα, pα} > 0.
La partie imaginaire de la phase est positive, cela restera vrai globalement
sur I+ : Imϕ+ ≥ 0.
Graˆce au choix de g vers −∞, pour C > 0 assez grand nous avons
‖e+‖L2(]−∞,−C]) = O(e−
1
C˜h ). Il est alors possible, graˆce au lemme de la phase
stationnaire (que nous rappellerons apre`s), de choisir c+(α; h) de la forme
c+(α; h) ∼ h−1/4(c0+(α) + hc1+(α) + . . .) > 0,
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avec
c0+(α) =
(−2Im g′x(x+(α), α)1/4
2π
) 1
4
=
(−Im g′x(x+, α))1/4
π1/4
,
tel que e+ soit normalise´ dans L
2 sur I+. Ce qui implique, dans le formalisme
“BKW”, que
a+(x, α; h) = c+(α; h)e
−ih ∫ xx+ g∗(y,α;h)dy
= c+(α; h)(1− ih
∫ x
x+
g0∗(y, α)dy +O(h2)),
=
|Im g′x(x+, α)|1/4
(πh)1/4
(1 +O(h)) dans C∞b (R).
Lemme 2.2 On de´signe par e+ ∈ Hsc(I+) la solution normalise´e dans L2(I+)
de (hDx + g˜(x, α; h))e+ = 0 sur I+. Nous avons la repre´sentation asympto-
tique suivante pour h≪ 1, assez petit
e+ ∼ |Im g
′
x(x+, α)|1/4
(πh)1/4
(1 +O(h))e− ih
∫ x
x+
g˜(y,α;h)dy
.
De manie`re analogue nous avons :
Lemme 2.3 On de´signe par e− ∈ Hsc(I−) la solution normalise´e dans L2(I−)
de (hDx+ g˜(x, α; h))
∗e− = 0 sur I−. e− admet la repre´sentation asymptotique
suivante pour h≪ 1, assez petit
e− ∼ (Im g
′
x(x−, α))
1/4
(πh)1/4
(1 +O(h))e− ih
∫ x
x
−
g˜(y,α;h)dy
.
Nous rappelons ici le lemme de la phase stationnaire :
Proposition 2.4 (Phase stationnaire) Soit a ∈ C∞0 (R). Supposons que
0 ∈ K = supp(a) et
ϕ(0) = ϕ′(0) = 0, ϕ′′(0) 6= 0, Imϕ ≥ 0.
Supposons en plus que ϕ′(x) 6= 0 sur K − {0}. Posons g(x) = ϕ(x) −
ϕ′′(0)x2/2. Alors, nous avons le de´veloppement asymptotique explicite, lorsque
11
h→ 0, ∫
R
eiϕ(x)/ha(x)dx ∼(
2πih
ϕ′′(0)
) 1
2 ∑
k≥0
∑
ℓ≥0
(
h
2iϕ′′(0)
)k
1
ℓ!
1
k!
d2k
dx2k
((i/h)ℓgℓa)(0). (2.9)
En particulier, nous voyons que le premier terme est (2πih)1/2ϕ′′(0)−1/2a(0).
Pour une preuve on pourra consulter [19] p.36.
Proposition 2.5 Pour v ∈ L2(I+), v+ ∈ C, le proble`me de Cauchy (hDx +
g˜(x, α; h))u = v, u(x+) = 0, admet la solution unique u = F˜ v avec
‖F˜‖L2(I+)→Hsc(I+) ≤
C√
h
.
Par ailleurs F˜ admet un noyau inte´gral k ve´rifiant l’e´galite´
|k(x, y)| ≤ O(1/h) exp(−|x− y|/(C
√
h)).
Preuve. F˜ admet le noyau inte´gral
k(x, y) =
i
h
e−
i
h
∫ x
y
g˜(x˜,α;h)dx˜1{x+≤y≤x} −
i
h
e−
i
h
∫ x
y
g˜(x˜,α;h)dx˜1{x≤y≤x+}. (2.10)
Nous montrerons apre`s qu’un tel noyau ve´rifie l’ine´galite´ suivante
|k(x, y)| ≤ O(1/h) exp(−|x− y|/(C
√
h)) (2.11)
pour une constante C donne´e.
La norme L2 de F˜ est majore´e (lemme de Schur) par(
sup
x
∫
|k(x, y)|dy
)1/2(
sup
y
∫
|k(x, y)|dx
)1/2
. (2.12)
Ce qui nous donne
sup
x∈I+
∫
|k(x, y)|dy ≤ C√
h
et, sup
y∈I+
∫
|k(x, y)|dx ≤ C√
y
. (2.13)
Donc
‖F˜‖L2(I+)→L2(I+) ≤
C√
h
.
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De la meˆme fac¸on on peut montrer que
‖x2F˜‖L2(I+)→L2(I+) ≤
C√
h
.
Ce qui implique, en utilisant (hDx + g˜(x, α; h))F˜w = w, que nous avons
‖F˜‖L2(I+)→Hsc(I+) ≤
C√
h
.
Il nous reste a` prouver l’estimation (2.11). Parce que x+ est un ze´ro non-
de´ge´ne´re´ de Im g, et au comportement de Im g vers −∞, nous avons pour h
assez petit, et x ∈ I+, (rappelons que g∗(x, α; h) est uniforme´ment borne´)
Im g˜(x, α; h) ≤ − 1
C0
(x− x+) + C0h2 si x ≥ x+, (2.14)
Im g˜(x, α; h) ≥ − 1
C1
(x− x+)− C1h2 si x ≤ x+. (2.15)
Ce qui implique, si nous conside´rons le cas x ≥ x+,
|k(x, y)| ≤ 1
h
e
1
h
∫ x
y Im g˜(x˜,α;h) dx˜1{x+≤y≤x}
≤ 1
h
e
− 1
C0h
∫ x
y
(x˜−x+) dx˜eC0h(x−y)1{x+≤y≤x}
≤ 1
h
e
− 1
2C0h
((x−x+)2−(y−x+)2)eC0h(x−y)1{x+≤y≤x}, (2.16)
Pour (x− x+) ≥
√
h, 2.16 s’e´crit
1
h
e
− 1
2C0h
((x−x+)−2(C0h)2)(x−y)1{x+≤y≤x} =
1
h
e−|x−y|/(C
√
h),
et pour (x− x+) ≤
√
h,
1
h
e
− 1
2C0h
((x−x+)−2(C0h)2)(x−y)1{x+≤y≤x} = O(1/h)e−|x−y|/(C
√
h).
Les autres ine´galite´s ne´cessaires pour de´duire (2.11) se calculent de la meˆme
manie`re. 
Proposition 2.6 Pour Pα = hDx+g˜(x, α; h), v ∈ L2(I+), v ∈ C le proble`me{
Pαu = v
R+u = v+
(2.17)
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avec
R+u := 〈u, χ+e+〉 =
∫
I+
u(x)χ+(x)e+(x)dx,
admet une solution unique
u = Fv + F+v+ ∈ Hsc,
ou`
F+v+ :=
1
〈e+, χ+e+〉v+e+ =:
1
D+
v+e+,
avec
D+ = 1 +O(e− 1Ch ),
et nous avons
‖F‖L2→Hsc = O(h−1/2), (2.18)
‖F‖C→Hsc = O(1). (2.19)
Preuve. Le proble`me {
Pαu = 0
R+u = v+
admet la solution unique u = F+v+, tandis que le proble`me{
Pαu = v
R+u = 0
admet la solution unique u = Fv := (1− F+R+)F˜ v. 
Nous de´signons par L2comp(I−) et Hsc,comp(I−) respectivement l’ensemble
des fonctions f appartenant a` L2 et a` Hsc(I−) respectivement telles que f
est nulle dans un voisinage de inf I−.
Proposition 2.7 Pour Pα = hDx + g˜(x, α; h), v ∈ L2comp(I−) le proble`me
Pαu+R−u− = v,
avec
R−u− := u−χ−e−, u− ∈ C,
admet une solution unique dans Hsc,comp × C, donne´e par
u = Gv, (2.20)
u− = G−v :=
1
〈χ−e−, e−〉〈v, e−〉 =:
1
D−
〈v, e−〉, (2.21)
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ou`
D− = 1 +O(e− 1Ch ),
avec, en tant qu’ope´rateur L2comp(I−)→ Hsc,comp(I−) :
‖G‖L2→Hsc ≤
C√
h
.
Preuve. Pour x ≤ x−, nous avons l’unique solution de Pαu = v˜, v˜ ∈
L2comp(I−), qui est nulle pre`s de inf I−
u1(x) =
i
h
∫ x
−∞
e−
i
h
∫ x
y
g˜(x˜,α;h)dx˜v˜(y)dy := G˜1v˜(x),
alors que pour x ≥ x−, nous avons
u2(x) =
i
h
∫ x
+∞
e−
i
h
∫ x
y
g˜(x˜,α;h)dx˜v˜(y)dy := G˜2v˜(x),
les deux exposants e´tant de´croissants (a` partie re´elle strictement ne´gative loin
de x−) dans le domaine d’inte´gration. Afin d’obtenir une solution continue,
il faut imposer
0 = u1(x−)− u2(x−) = i
h
∫ +∞
−∞
e−
i
h
∫ x
−
y
g˜(x˜,α;h)dx˜v˜(y)dy,
=
i
hc−
〈v˜, e−〉.
Donc, avec
u− = G−v,
nous pouvons prendre v˜ = v −R−u−, car par construction
〈v − R−u−, e−〉 = 0.
Nous avons alors la solution
u = Gv = G˜(I − R−G−)v,
u− = G−v,
ou` G˜ est donne´ par G˜1,2 dans les zones correspondantes. En observant que
G˜ a le noyau inte´gral
k(x, y) =
i
h
e−
i
h
∫ x
y g˜(x˜,α;h) dx˜1{y≤x≤x−} −
i
h
e−
i
h
∫ x
y g˜(x˜,α;h) dy˜1{x−≤x≤y},
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- qui est semblable au noyau inte´gral de F˜ - et que Im g′x(x+) ∼ −Im g′x(x−),
nous pouvons utiliser les estimations du paragraphe pre´ce´dent pour trouver
que
‖G˜‖L2(I−)→L2(I−) ≤
C√
h
,
ainsi que
‖G‖L2(I−)→Hsc(I−) ≤
C√
h
.

Proble`me de Grushin global. Nous choisissons une partition de l’unite´
de R, ψ± ∈ C∞(I±), ψ+ + ψ− = 1, telle que χ± ≺ ψ±, ou` ψ ≺ φ signifie
supp (ψ) ∩ supp(1− φ) = ∅. (2.22)
Comme les χ±, les ψ± s’annulent pre`s du bord de l’intervalle I±. On suit
Hager [7] “Inverse global” : on commence par re´soudre le proble`me sur I+{
(hDx + g˜(x, α; h))u = ψ+v
R+u = v+.
Sur I+, on introduit
u1 := (1− χ−)Fψ+v + (1− χ−)F+v+.
Donc, en utilisant χ+ ≺ (1− χ−), et ψ+ ≺ (1− χ−) (car χ− ≺ ψ−)
R+u1 = 〈u1, χ+e+〉 = v+,
Pαu1 = ψ+v − [Pα, χ−]Fψ+v − [Pα, χ−]F+v+,
en rappelant que Pα := hDx + g˜(x, α; h).
Comme chez Hager [7], on peut “corriger l’erreur” sur I− en y re´solvant
le proble`me
(hDx + g˜(x, α; h))u2 +R−u− = ψ−v + [Pα, χ−]Fψ+v + [Pα, χ−]F+v+.
Nous avons la solution
u2 = G(ψ−v + [Pα, χ−]Fψ+v − [Pα, χ−]F+v+)
u− = G−(ψ−v + [Pα, χ−]Fψ+v − [Pα, χ−]F+v+).
Et R+u2 = 0 car supp(u2) ∩ supp(χ+) = ∅.
Finalement nous obtenons :
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The´ore`me 2.8 Pour tout α ∈ Ω,
P =
(
hDx + g˜(x, α; h) R−
R+ 0
)
: Hsc × C→ L2 × C,
est inversible d’inverse
E =
(
E E+
E− E−+
)
ou`
E = G
(
ψ− +
h
i
χ′−Fψ+
)
+ (1− χ−)Fψ+ (2.23)
E+ = (1− χ−)F+ +Gh
i
χ′−F+
E− = G−(ψ− +
h
i
χ′−Fψ+)
E−+ = G−
h
i
χ′−F+ = −
h
iD−D+
〈χ′−e+, e−〉.
Les normes ve´rifient
‖E‖L2→H1sc = O(
1√
h
), ‖E+‖ = O(1), ‖E−‖ = O(1), (2.24)
‖E−+‖ = O
(√
h e−
1
Ch
)
. (2.25)
Les ope´rateurs F, F+, G,G− ont e´te´ de´finis au-dessus. De plus E+ et E− sont
des ope´rateurs de rang 1, satisfaisant
E+ =
1− χ−
D+
e+ +O(h∞), (2.26)
E− = 〈•, ψ−
D−
e−〉+O(h∞). (2.27)
On peut de´duire une formule exacte pour E−+,
E−+ =
hc+c−
iD+D−
exp (
i
h
∫ x+
x−
g˜(x˜, α; h)dx˜). (2.28)
Finalement, en utilisant la relation (hDx+ g˜)
−1 = E−E+(E−+)−1E−, on
trouve l’estimation suivante pour la re´solvante :
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Proposition 2.9 On rappelle que 1/O(1) ≥ α ≤ O(1) appartient a` un ou-
vert Ω, relativement compact et se´pare´ de l’origine par une constante inde´pendante
de h. Pour tout α dans Ω, la re´solvante ve´rifie pour h assez petit
‖(hDx + g˜(x, α; h))−1‖ ∼
√
πe
1
h
Im ℓ0(α)
h1/2(Im g′x(x+, α))
1
4 (Im g¯′x(x−, α))
1
4
(1 +O(h))
+O( 1√
h
), (2.29)
ou` ℓ0 ve´rifie
ℓ0 := −Im
∫ x−
x+
g(y, α)dy. (2.30)
Preuve. Il suffit de remarquer que E−+ s’e´crit
|E−+(α)| ∼ h
1
2√
π
(
Im g′x(x+, α) Im g¯
′
x(x−, α)
) 1
4
exp (−1
h
Im
∫ x+
x−
g(y, α)dy) (1 +O(h)),
et que
‖E−E+‖ = ‖1− χ−
D+
e+‖ ‖ψ−
D−
e−‖ ∼ 1 +O(h∞).

L’ope´rateur d’Airy complexe sur R. Conside´rons l’ope´rateur A = D2x+
ix sur la droite re´elle, muni du domaine D(A) = {u ∈ H2(R)| xu ∈ L2(R)}.
Nous pouvons montrer que pour chaque z ∈ C, la re´solvante satisfait (voir
Helffer [11])
‖(A− z)−1‖ = ‖(A− Re z)−1‖.
Proposition 2.10 (J. Martinet) Pour Re z > 0 assez grand, il existe deux
constantes positives C0 et C1 telles que
C0|Re z|− 14 exp 4
3
(Re z)
3
2 ≤ ‖(A− z)−1‖ ≤ C1|Re z|− 14 exp 4
3
(Re z)
3
2 .
nous voyons que
F(D2x + ix− z)F−1 = i(−Dx − ix2 + iz).
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Apre`s conjugaison par l’ope´rateur unitaire u(x) 7→ u(−x), nous notons (A0+
iz) := Dx − ix2 + iz ce nouvel ope´rateur. Nous avons ‖(A0 − iz)−1‖ =
‖(A0 − iRe z)−1‖. Le changement de variable x = (Re z) 12 y, nous permet
d’identifier A0 + iz avec |Re z|Q, ou` Q est donne´ par (y a e´te´ remplace´ par
x)
1
(Re z)
3
2
Dx − ix2 + i.
Nous nous retrouvons alors dans la situation pre´ce´dente avec Im g(x, α) ≤ 0,
plus explicitement Q est de la forme hDx + g˜ avec g˜ = g. En reprenant les
notations pre´ce´dentes, nous avons
h =
1
(Re z)
3
2
, (2.31)
g(x, z) := −ix2 + i, (2.32)
x±(z) = ±1 ve´rifiant Im g(x±, z) = 0, (2.33)
− Im g′x(x+(z), z) = 2x+(z) = 2, (2.34)
+ Im g′x(x−(z), z) = −2x−(z) = 2. (2.35)
De plus
−1
h
Im
∫ x−
x+
g(x, z)dx = −1
h
Im
∫ −1
1
g(x, z)dx = −(−2 + 2
3
)(Re z)3/2
=
4
3
(Re z)3/2, (2.36)
et
h1/2
(
Im g′x(x+, z) Im g¯
′
x(x−, z)
) 1
4 = h1/2(2x+(z))
1/2 = 21/2(Re z)−
3
4 .
On de´duit alors le corollaire 1.4.
2.3 Estimation de re´solvante pre`s du bord de l’image
du symbole.
On suppose cette fois ci que α > 0 tend vers ze´ro pour le cas mode`le
a` parame`tre hDx + g˜(x, α; h) sur la ligne droite. On va se ramener au cas
pre´ce´dent par “scaling”. Rappelons que (lemme 2.1)
x±(α) = ∓α1/2
( −2
{p0, 12i{p0, p0}}(0, 0)
)1/2
+O(α). (2.37)
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Le changement de variable x = (α)1/2y, nous permet d’identifier notre ope´rateur
avec αQ ou` Q est donne´ par
h
α1/2α
Dy +
g(α1/2y, α)
α
+
h2
α3
(α3g∗(α1/2y, α; h) =
h˜Dy +
g(α1/2y, α)
α
+ h˜2(α3g∗(α1/2y, α; h)) ou` h˜ = h/α3/2. (2.38)
On a ainsi remplace´ les points x+(α) et x−(α), par des points y+(α) = α−
1
2x+
et y−(α) = α−
1
2x−, ou` y± ≍ ∓1. Les points y± ve´rifient Im f(y±, α) = 0,
ou` f est de´fini par f(x, α) := g(α
1/2x,α)
α
. Nous avons Im f ′′xx(0, 0) > 0, et
Im f(x, α) ≍ (x2 − 1), Nous pouvons alors appliquer la proposition 2.9 avec
h˜ := h/α3/2 comme notre nouveau petit parame`tre semiclassique.
Proposition 2.11 Pour tout α, la re´solvante ve´rifie pour h ≪ α3/2 et α
assez petit
‖(hDy + g˜(y, α; h)−1‖ ∼
√
π exp( 1
h˜
Im ℓ˜(α))
αh˜1/2(Im f ′y(y+, α))1/4(Im f ′y(y−, α))1/4
(1 +O(h˜))
+O( 1
α
√
h˜
), (2.39)
ou` h˜ = h/α3/2, et ℓ˜ ve´rifie
ℓ˜ :=
∫ y+
y−
g(α1/2y˜, α)
α
dy˜, Im f(y±, α) = 0. (2.40)
Rappelons que f = g(α
1/2y,α)
α
.
Ensuite, nous avons les e´galite´s suivantes,
1
h˜
ℓ˜ =
α3/2
h
∫ y+
y−
g(α1/2y˜, α)
α
dy˜ =
α3/2
h
∫ α1/2y+
α1/2y−
g(y˜, α)
αα1/2
dy˜
=
1
h
∫ x+
x−
g(y˜, α)dy˜ =:
1
h
ℓ0(α),
et,
αh˜1/2(−Im f ′y(y+, α))1/4Im (f ′y(y−, α))1/4
= α1/4h1/2
(Im g′x(α
1/2y+, α))
1
4
α1/8
Im (g′x(α1/2y−, α))
1
4
α1/8
= h1/2(Im g′x(x+, α))
1
4 (Im g′x(x−, α))
1
4
= h1/2(
1
2i
{pα, pα}(ρ+)) 14 ( 1
2i
{pα, pα}(ρ−)) 14 .
Nous pouvons ainsi donner une formule invariante pour la re´solvante.
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Corollaire 2.12 Soit g satisfaisant (1.3) et (1.4). Pour tout α, la re´solvante
ve´rifie pour h≪ α3/2 avec α assez petit
‖(hDx + g˜(x, α; h))−1‖ ∼
√
π exp( 1
h
Im ℓ0(α))
h1/2( 1
2i
{pα, pα}(ρ+)) 14 ( 12i{pα, pα}(ρ−))
1
4
(1 +O(h˜))
+O( 1√
hα1/4
),
(2.41)
ou` h˜ = h/α3/2, et ℓ0 ve´rifie
ℓ0 := Im
∫ x+
x−
g(y, α)dy, Im g(x±, α) = 0. (2.42)
Remarque 2.13 Puisque |α±(α)| ≍ α 12 , nous avons les estimations sui-
vantes :
ℓ0(α) ≍ αα 12 = α3/2,
1
2i
{pα, pα}(ρ+) = −Im g′x(x+, α) ≍ α1/2,
1
2i
{pα, pα}(ρ−) = −Im g¯′x(x−, α) ≍ α1/2.
Donc, sous la condition h≪ α3/2 ≪ 1 assez petit, nous avons
‖(hDx + g˜(x, α; h))−1‖ ≤ C
h1/2α1/4
e
Cα3/2
h .
Nous retrouvons alors la formule usuelle donne´e dans [1] et [16].
Re´sumons le cas ou` α tend vers ze´ro, le the´ore`me 2.8 traite en effet du
point α ≥ 1O(1) :
The´ore`me 2.14 Rappelons que (hDx− g˜(x, α; h))−1 = E−E+E−1−+E−, avec
|E−1−+| ∼
√
π exp( 1
h
Im ℓ0(α))
h1/2( 1
2i
{ξ + g, ξ + g¯}(ρ+)) 14 ( 12i{ξ + g¯, ξ + g}(ρ−))
1
4
× (1 +O(h˜))
(2.43)
h˜, ℓ0 seront rappele´s par la suite, et E = O( 1√hα1/4 ). E+ et E+ sont des
ope´rateurs de rang 1, satisfaisant
E+ =
1− χ−
D+
e+ +O(h∞),
E− =
1
D−
〈•, ψ−e−〉+O(h∞),
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ou` D± = 1 +O(h∞), et e+, e− sont normalise´s, et ve´rifient
e+(x, α; h) =
( 1
2i
{ξ + g, ξ + g¯}(ρ+)) 14
(πh)1/4
(1 +O(h˜))e− ih
∫ x
x+
g(y,α)dy
,
ou` (ξ+g)(ρ+) = 0 avec (
1
2i
{ξ+g, ξ+ g¯}(ρ+)) > 0. Nous avons une estimation
similaire pour e−. Donc
‖(hDx − g˜(x, α; h))−1‖ ∼
√
π exp( 1
h
Im ℓ0(α))
h1/2( 1
2i
{ξ + g, ξ + g¯}(ρ+)) 14 ( 12i{ξ + g¯, ξ + g}(ρ−))
1
4
× (1 +O(h˜)) +O( 1√
hα1/4
),
ou` h˜ := h/α3/2, et ℓ0 (est une inte´grale d’action) ve´rifie
ℓ0 := Im
∫ x+
x−
g(x, α)dx. (2.44)
3 Cas ge´ne´ral en dimension 1
Soit p ∈ S(R2, m), inde´pendant de h. On choisit un point z0 appartenant
au bord de l’image du symbole Σ(p) = p(T ∗R), qui est ferme´ graˆce a` la
condition d’ellipticite´ sur p et la croissance a` l’infini de la fonction d’ordre
m. Nous supposons que p est de type principal en z0, c’est-a`-dire
p(ρ)− z0 = 0⇒ dp(ρ) 6= 0,
et que p est d’ordre 2 en z0.
Pour simplifier, nous supposons que p−1(z0) ne contient qu’un point ρ0.
En nous appuyant sur Hager ([9]) : pour z0 ∈ ∂Σ nous avons p−1(z0) =
{ρ0}, avec {p, p¯}(ρ0) = 0. Soit H 1
2i
{p,p¯} le vecteur re´el tangent a` l’ensemble
{ρ| 1
2i
{p, p¯}(ρ) = 0}. Donc
(−T1, T0) ∋ s 7→ ρ(s) := exp(sH 1
2i
{p,p¯})(ρ0) ⊂ {
1
2i
{p, p¯} = 0} (3.1)
est une courbe oriente´e, et 1
2i
{p, p¯} est positif a` la gauche de cette courbe,
et ne´gatif a` sa droite. Concernant la ligne (3.1), nous avons e´videmment
ρ(0) = ρ0, et le sous-ensemble de C, p
({ 1
2i
{p, p¯} = 0}) , co¨ıncide avec ∂Σ
pre`s de z0.
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p(ρ(s)) est aussi une courbe oriente´e, puisque
∂
∂s
(p(ρ(s))) = (H 1
2i
{p,p¯}p)(ρ(s)) = −{p,
1
2i
{p, p¯}}(ρ(s)) 6= 0.
De plus dIm p∧dRe p = 1
2i
{p, p¯}dξ∧dx, donc ρ→ p(ρ) pre´serve l’orientation
a` gauche de ρ(s), et la renverse a` droite. Ce qui veut dire, qu’au voisinage de
z0, si ρ(s) est parcouru dans le sens positif, on voit que Σ se trouve a` gauche
de la courbe p(ρ(s)) ∈ ∂Σ.
On note le chemin p(ρ(s)) par γ :] − T1, T0[→ C. Un vecteur tangent a`
∂Σ est donne´ par γ˙(s), et nous savons que
γ˙(s) = −{p, 1
2i
{p, p¯}}(ρ(s)). (3.2)
Il existe un voisinage de z0 ou` tout point z appartenant a` Σ(p) s’e´crit sous
la forme
z = γ(s) + αn(s), 0 ≤ α < 1
C0
, −T1 < s < T0, z0 = γ(0), (3.3)
pour une constante C0 > 0 donne´e, ou` n(s) est le vecteur unitaire normal
a` la courbe γ(s), oriente´ vers l’inte´rieur de Σ(p). n(s) ve´rifie les relations
n(s) = i γ˙(s)|γ˙(s)| , et |n(s)| = 1. Par la suite le vecteur unitaire tangent a` γ(s)
sera note´ u(s), u(s) = γ˙(s)|γ˙(s)| et |u(s)| = 1.
Puisque p est de type fini d’ordre 2 au point z0, nous pouvons alors
supposer sans perte de ge´ne´ralite´ que p′ξ(ρ0) 6= 0 et que p′x(ρ0) = 0. Nous
avons dans de nouvelles coordonne´es (x, ξ) centre´es en ρ(s) - changement de
coordonne´es symplectiques de´pendant explicitement de s, conjugaison par un
ope´rateur inte´gral de Fourier de plus le gradient de p en (0, 0) est un multiple
d’un vecteur re´el -
p(ρ, s)− γ(s) = p(ρ, s)− p(ρ(s))
= u(s)(
p′ξ(0, 0, s)
u(s)
ξ + ω(x, ξ, s)), avec ω = O(x2 + ξ2),
ou` ω est C∞ en s. N’oublions pas que p va de´pendre de s car les nouvelles
coordonne´es de´pendent de s. Aussi p′ξ(0, 0, s)/u(s) est re´el. Puis, graˆce au
the´ore`me de factorisation de Malgrange pour des fonctions C∞, il existe un
ouvert V de R2 × R+×] − T1, T0[ contenant le point (0, 0, 0, 0) tel que dans
V, nous avons la factorisation
p(ρ, s)− z = p(ρ, s)− γ(s)− iαu(s)
= u(s)(
p′ξ(0, 0, s)
u(s)
ξ + ω(x, ξ, s)− iα)
= u(s)q(x, ξ, α, s) (ξ + g(x, α, s)), q(x, ξ, α, s) 6= 0, (3.4)
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ou` g et q sont des fonctions C∞, g s’annulant au point (0, 0, 0). De plus pour
x = ξ = 0, α = 0 et s non nul, nous avons p(0, s) − z = p(0) − γ(s) = 0,
impliquant g(0, 0, s) = 0. Par commodite´, nous supprimons la variable s.
Pour x = ξ = 0, α = 0, nous avons alors
g(0, 0) = 0, (3.5)
q(0, 0, 0) =
p′ξ(0, 0)
u(s)
, (3.6)
g′α(0, 0) = −i
u(s)
p′ξ(0, 0)
, (3.7)
g′x(0, 0) = 0. (3.8)
Comme p′x(ρ0) est nul, le rapport
p′ξ(0,0)
u(s)
est re´el et non nul, et sera note´ a ;
a :=
p′ξ(0,0)
u(s)
= q(0, 0, 0). Puisque
ω′′xx(0, 0) = q
′′
xx(0, 0, 0) . 0 + 2 q
′
x(0, 0, 0) . 0 + q(0, 0, 0)g
′′
xx(0, 0),
nous avons aussi,
ag′′xx(0, 0) = ω
′′
xx(0, 0). (3.9)
Nous avons alors - rappelons que c’est pour α = 0 -
1
2i
{p, p¯}(x, ξ) = |u(s)|
2
2i
{aξ + ω, aξ + ω¯}(x, ξ)
=
1
2i
(aω′x − aω′x)
= −aImω′x(x, ξ),
ce qui implique
{p, 1
2i
{p, p¯}}(0, 0) = u(s){aξ + ω,−Im aω′x}(0, 0)
= −u(s)a2Imω′′xx(0, 0)
= −u(s)a2aIm g′′xx(0, 0). (3.10)
On de´duit alors que
Im g′′xx(0, 0) 6= 0, (3.11)
et que
Im g′′xx(0, 0) =
γ˙(s)
u(s)a2a
=
γ˙(s)3
|γ˙(s)|3
|γ˙(s)|
p′ξ(0, 0)
3
=
{p, 1
2i
{p, p¯}}(0, 0)2
|{p, 1
2i
{p, p¯}}(0, 0)|2
{p, 1
2i
{p, p¯}}(0, 0)
p′ξ(0, 0)3
. (3.12)
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De l’e´quation (2.3) qui donne le comportement de x±(α) dans le cas
mode`le hDx + g(x, α) avec l’hypothe`se que g
′
α(0, 0) = −i, nous obtenons
qu’il existe un voisinage de z0 pour lequel nous avons pour tout complexe z
appartenant a` Σ(p)
z /∈ ∂Σ(p), p−1(z) = {ρ+(z), ρ−(z)}, ρ := (x, ξ), (3.13)
ou`
x±(z) = x0 ∓ ǫ(α|g′α(0, 0, s)|)1/2
(
2
|Im g′′xx(0, 0, s)|
)1/2
+O(α),
ǫ est le signe de g′α(0, 0, s)Im g
′′
xx(0, 0, s). En remplac¸ant g
′
α(0, 0, s) et Im g
′′
xx(0, 0, s)
par leur expression respective (3.7) et (3.12), nous obtenons
x±(z) = x0 ∓ ǫ α1/2|p′ξ(ρ(s))|
(
2
|{p, 1
2i
{p, p¯}}(ρ(s))|
)1/2
+O(α), (3.14)
z = γ(s) + αn(s), α > 0,
ou` ǫ est le signe de {p, 1
2i
{p, p¯}}(ρ(s))/p′ξ(ρ(s)). Nous avons que
± 1
2i
{p, p¯}(ρ±) > 0. (3.15)
On prolonge g sur R de la meˆme manie`re que dans le cas mode`le a` pa-
rame`tre.
On distingue, maintenant, deux cas :
• 1er cas, p−1(z0) ne contient qu’un point {ρ0},
• 2e`me cas, p−1(z0) ne contient que deux points {ρ1, ρ2}.
3.1 Estimation de re´solvante : cas 1
Proposition 3.1 Il existe deux fonctions
q˜ ∼
∑
k≥0
q˜kh
k ∈ Scl(Vois(0, 0), 1), (3.16)
g˜ ∼
∑
k≥0
g˜kh
k, gk ∈ C∞(πx(Vois(0, 0))), (3.17)
telles que - nos coordonne´es (x, ξ) sont centre´es en ρ(s) -
p(x, ξ)− z ∼ q˜(x, ξ, α, s; h)#(ξ + g˜(x, α, s; h))#q˜(x, ξ, α, s; h), (3.18)
dans S(Vois(0, 0), m) uniforme´ment en z (z de´pend de s et α), ou` z appar-
tient a` un voisinage de z0. Si l’on tient compte de la factorisation (p− z) =
n(s)q(x, ξ)(ξ + g(x)), nous pouvons choisir q˜0 e´gal a` (n(s)q(x, ξ))
1/2 impli-
quant que g˜1 = 0.
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Pour la suite, par souci de clarte´, nous supprimons la de´pendance en α et s.
Preuve. Avec p(ρ(z)) − z = 0, p′ξ(ρ(z)) 6= 0 nous obtenons un voisinage V
de ρ(z0) des fonctions lisses q˜0 et g˜0 de´finies respectivement sur V et πx(V )
telles que
(p− z) = (n(s)q(x, ξ))1/2(ξ + g˜0(x))(n(s)q(x, ξ))1/2
avec q˜0(x(z0), ξ(z0)) 6= 0, g˜0(x(z0) = −ξ(z0) On peut rajouter z aux variables
et nous avons toujours une de´pendance C∞ de z, et les e´quations ci-dessus
restent valables dans un voisinage de z0. Nous regroupons par ordre de h les
termes de la forme de composition asymptotique :
0 =q˜20(x, ξ)g˜N(x) + 2q˜0(x, ξ)q˜N(x, ξ)(ξ + g˜0(x))
+ G˜N(q˜0, . . . , q˜N−1, g˜0, . . . g˜N−1, x, ξ, z).
Etant donne´ que q˜0 est non nul, nous avons une e´quation de la forme
GN = 2
q˜N
q˜0
(ξ + q˜0(x)) + g˜N(x)
ou`GN ne de´pend que de q˜0, . . . , q˜N−1, g˜0, . . . g˜N−1. Il est possible de de´terminer
g˜N et q˜N inductivement (voir [8]), puisque le the´ore`me de Malgrange nous
prouve l’existence d’un voisinage de ρ(z0) et les fonctions g˜N et q˜N avec les
proprie´te´s demande´es. En ite´rant, nous obtenons les se´ries formelles g˜ et q˜.
Pour le dernier point de la proposition, il suffit de remarquer que le terme
en h d’une composition de Weyl syme´trique s’annule. 
Nos variables ρ = (x, ξ) sont centre´es en ρ(s) := (x(s), ξ(s)) ; si nous
introduisons l’ope´rateur unitaire Ts par
Tsu(y) := e
iyξ(s)/hu(y − x(s)),
nous trouvons que l’ope´rateur P˜ := TsPT
−1
s satisfait
P˜ = Opwh (p˜) ou` p˜(ρ) = p(ρ− ρ(s)).
Il existe alors un symbole q˜ pour les variables (x, ξ), α et s, ve´rifiant
q˜ = χ(x, ξ)q(x, ξ, α, s)−
1
2 + O(h), ou` χ = C∞0 (πx,ξ(V )) est une troncature a`
support compact inde´pendant de z (donc de α et s) valant 1 dans un petit
voisinage V de (0, 0), tel que
(q˜)wTs(P − z)T−1s (q˜)w = n(s)(hDx + g(x, α, s) + h2g∗(x, α, s; h))
microlocalement pre`s de (0, 0), (3.19)
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(remarque de J. Sjo¨strand, pour y arriver, il semblerait qu’il faut aussi une
rotation symplectique) uniforme´ment pour z (qui est une fonction de α et s,
voir (3.3)) dans un voisinage donne´ de z0,
g∗(x, α, s; h) ∼ g0∗(x, α, s) + hg1∗(x, α, s) + . . . dans C∞0 ,
uniforme´ment en α et s.
Par souci de clarte´, la variable s est supprime´e. On notera
g˜(x, α; h) := g(x, α) + h2g∗(x, α; h).
Nous pouvons trouver une partition de l’unite´ de R2, χj ∈ S(R2, 1), j =
0, 1 telle que (voir Faure-Sjo¨strand par exemple)
χj ≥ 0, χ20 + χ21 = 1, avec χ0 ∈ C∞0 (Vois(ρ0)), χ1 ∈ C∞b .
Nous avons
‖u‖2 = ‖χ1u‖2 + ‖χ0u‖2.
En utilisant l’ellipticite´ de (P − z)−1 on peut montrer que pour |α| =
O(h ln( 1
h
)2/3)
‖(P − z)−1v‖2 ≤ M20‖χ0v‖2 +O(1)‖χ1v‖2 +O(h)‖v‖2, (3.20)
ou` M0 = ‖(P − z)−1χ0‖. Ce qui veut dire que si M := max(M0,O(1)) alors
‖(P − z)−1‖ ≤ (M2 +O(h)) 12 .
Nous souhaitons maintenant connaˆıtre le comportement de M0,
M0 = ‖(n(s))−1T−1s q˜w(hDx + g˜(x, α; h))−1q˜wTsχ0‖.
Du the´ore`me 2.14 et du fait que E−+ est scalaire et Ts est unitaire, nous
avons que
M0 = |E−1−+| × ‖q˜wE+E−q˜w‖+O(
1√
hα1/4
),
et nous obtenons une expression pour q˜wE+E−q˜w, en fonction des quasi-
modes :
q˜wE+E−q˜w =
1− χ−
D−D+
(q˜we+)〈•, ((q˜)∗)wψ−e−〉+O(h∞). (3.21)
Nous avons besoin d’un the´ore`me de Melin, Sjo¨strand sur l’action d’un ope´ra-
teur pseudodiffe´rentiel sur une fonction BKW avec phase complexe. De`s lors,
puisque e+ et e− sont des fonctions BKW normalise´es, et microlocalise´es pre`s
de ρ±, nous avons le re´sultat suivant :
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Lemme 3.2 Nous avons la formule
‖q˜wE+E−q˜w‖ ∼ 1|q(ρ+)| 12 |q(ρ−)| 12
(1 +O(h˜)). (3.22)
Nous utilisons maintenant l’expression (2.43) de E−+. Puisque (p − z) =
n(s)q(ξ + g), avec |n(s)| = 1 nous obtenons que
1
|q(ρ+)| 12
× ( 1
2i
{ξ + g, ξ + g¯}(ρ+)) 14 = ( 1
2i
{p, p¯}(ρ+)) 14 ,
et similairement pour ρ−. Nous avons donc, pour tout h ≪ α3/2 ≪ 1, assez
petit
M0 =
√
π exp( 1
h
Im ℓ0(α))
h1/2( 1
2i
{p, p¯}(ρ+)) 14 ( 12i{p¯, p}(ρ−))
1
4
(1 +O(h˜)) +O( 1√
hα1/4
), (3.23)
ou` h˜ := h/α3/2, et ℓ0 (qui est une inte´grale d’action) ve´rifie
ℓ0(α) := Im
∫ x+
x−
Im g(x, α, s)dx (3.24)
(remarquons l’ajout de s qui est important pour la suite). ℓ0(α) = ℓ0(z)
s’e´crit aussi sous la forme
ℓ0(z) = Im
∫ x+(z)
x−(z)
ϕ(x, z)dx, p(x, ϕ(x, z))− z = 0,
= Im
∫
γ⊂p−1(z)
ξdx, (γ relie ρ− a` ρ+), (3.25)
= Im
∫
γ⊂p−1(z)
xdξ.
Pour que M0 ait que croissance tempe´re´e en h
−1, il faut que
(α3/2 ≍) Im
∫ x+
x−
g(y, z)dy ≤ Ch ln 1
h
,
pour un C > 0 quelconque. Soit si
α ≤ O(1)
(
h ln
1
h
)2/3
. (3.26)
On de´duit alors le re´sultat suivant :
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The´ore`me 3.3 Soit P un ope´rateur h-pseudodiffe´rentiel de symbole inde´pen-
dant de h. On suppose que (p, z0) ve´rifie les conditions (1.9), (1.10), (1.12).
Un vecteur tangent a` ∂Σ(p) dans un voisinage de z0 est donne´ par γ˙(s). Donc
tout point z de Σ(p) appartenant a` un voisinage de z0 peut s’e´crire sous la
forme
z = γ(s) + αn(s), −T1 < s < T0, α ≥ 0, z0 = γ(0), (3.27)
ou` n(s) = iγ˙(s)/|γ˙(s)|. Il existe un voisinage de z0, pour lequel tout point de
z a` l’inte´rieur de Σ(p) ve´rifie
z /∈ ∂Σ, p−1(z) = {ρ+(z), ρ−(z)}, ρ± = (x±, ξ±), (3.28)
avec
± 1
2i
{p, p¯}(ρ±) > 0.
Il existe une constante T∗ (< T0, T1) telle que pour toutes constantes C0, C1 >
0, il existe une constante C2 > 0 telle que la re´solvante (P − z)−1 est bien
de´finie pour
|s| < T∗, h
2/3
C0
≤ α ≤ C1(h ln 1
h
)2/3, h <
1
C2
, (3.29)
et satisfait l’estimation
‖(P − z)−1‖ ∼
√
π exp( 1
h
Im ℓ0(z))
h1/2( 1
2i
{p, p¯}(ρ+)) 14 ( 12i{p¯, p}(ρ−))
1
4
× (1 +O(h˜)) +O( 1√
hα1/4
),
ou` h˜ = h/α3/2, et ℓ0 (qui est une inte´grale d’action) ve´rifie
ℓ0(z) := Im
∫
γ⊂p−1(z)
ξdx, (γ relie ρ− a` ρ+). (3.30)
Dans le cas des ope´rateurs a` coefficients analytiques, on peut pousser α
jusqu’a` une petite constante.
3.2 Estimation de re´solvante : cas 2
The´ore`me 3.4 Soit P un ope´rateur h-pseudodiffe´rentiel de symbole inde´pen-
dant de h. On demande que pour tout z dans l’inte´rieur de Σ, p−1(z) soit fini
et que {p, p¯}(ρ) 6= 0 pour ρ ∈ p−1(z).
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On suppose que p ve´rifie les conditions (1.9), (1.10), et que l’hypothe`se
(1.12) soit remplace´e par
p−1(z0) ={ρ1, ρ2}, ρj = (xj , ξj),
{p, {p, p¯}}(ρ1) 6= 0,
{p, {p, p¯}}(ρ2) 6= 0. (3.31)
Σ(p) sera l’union de deux domaines Σ1, Σ2 a` bord C
∞ pre`s de z0 dont les
bords peuvent ne pas co¨ıncider, Σj = p(vois(ρj)).
Soit H 1
2i
{p,p¯} le vecteur re´el tangent a` l’ensemble {ρ| 12i{p, p¯}(ρ) = 0}.
Donc
(−T1, T0) ∋ s 7→ ρj(s) := exp(sH 1
2i
{p,p¯})(ρj) ⊂ {
1
2i
{p, p¯} = 0}
est une courbe oriente´e. Pre`s de z0, pour tout z∗ ∈ ∂Σ(p), nous avons
p−1(z) = {ρ1(s∗), ρ2(t∗)}. p(ρj(s)) est aussi une courbe oriente´e note´e γj(s) :=
p(ρj(s)). Le vecteur tangent a` ∂Σ dans un voisinage de z0 est donne´ par γ˙1(s)
ou par γ˙2(t). Il existe donc un voisinage de z0 tel que tout point z de Σ(p) se
met sous la forme :
z = γ1(s) + α1n1(s), −T1 < s < T0, α1 ≥ 0, z0 = γ1(0), (3.32)
z = γ2(s) + α2n2(s) ,−T1 < s < T0, α2 ≥ 0, z0 = γ2(0), (3.33)
n1 = iγ˙2(s)/|γ˙1(s)| et n2 = iγ˙2(s)/|γ˙1(s)|. Alors pour tout point z de Σ dans
un voisinage de z0, nous avons
z /∈ ∂Σ, p−1(z) = {ρ1+(z), ρ1−(z), ρ2+(z), ρ2−(z)},
ou`
± 1
2i
{p, p¯}(ρj±) > 0.
Il existe une constante T∗ (< T0, T1) telle que pour toutes constantes
C0, C1 > 0 il existe une constante C2 > 0 telle que la re´solvante (P − z)−1
est bien de´finie pour
|s| < T∗, h
2/3
C0
≤ α ≤ C1(h ln 1
h
)2/3, h <
1
C2
, α = max(α1, α2), (3.34)
et satisfait l’estimation pour z ∈ Σ1 ∩ Σ2 :
‖(P − z)−1‖ ∼ sup
i=1,2
( √
π exp( 1
h
Im ℓi0(z))
h1/2( 1
2i
{p, p¯}(ρi+)) 14 ( 12i{p¯, p}(ρi−))
1
4
)
× (1 +O(h˜))
+O( 1√
hα1/4
),
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pour z ∈ Σ1 ∩ Σc2 :
‖(P − z)−1‖ ∼
√
π exp( 1
h
Im ℓ10(z))
h1/2( 1
2i
{p, p¯}(ρ1+)) 14 ( 12i{p¯, p}(ρ1−))
1
4
× (1 +O(h˜))
+O( 1√
hα1/4
),
pour z ∈ Σc1 ∩ Σ2 :
‖(P − z)−1‖ ∼
√
π exp( 1
h
Im ℓ20(z))
h1/2( 1
2i
{p, p¯}(ρ2+)) 14 ( 12i{p¯, p}(ρ2−))
1
4
× (1 +O(h˜))
+O( 1√
hα1/4
),
ou` h˜ = h/α3/2, et ℓi0 (qui est une inte´grale d’action) ve´rifie
ℓi0(z) := Im
∫
γ⊂p−1(z)
ξdx, (γ relie ρi− a` ρ
i
+). (3.35)
Preuve. Fort du cas 1, nous pouvons donner les grandes lignes de la preuve.
Comme pre´ce´demment notre raisonnement donne donc deux ope´rateurs Ts
et T−1s tels que
q˜wTs(P − z)T−1s q˜w =n1(s)(hDx + g˜1(x, α; h))
microlocalement pre`s de (0, 0), (3.36)
g˜1 = g1(x, α) + h
2g∗,1(x, α; h),
De meˆme pour ρ2. Soient V1, V2 des voisinages arbitrairement petits pre`s de
ρ1, ρ2. Il existe θj ∈ C∞0 (Vj) tels que si
p0 = p+
∑
j
θj
alors p−10 (z0) est vide. Soit pj = p +
∑
k,k 6=j θk. Donc p
−1
j (z0) = {ρj}. Soit
P0 = p
w
0 (x, hDx) et Pj = p
w
j (x, hDx). P0 est uniforme´ment elliptique. On
suppose que θ0 = 1 pre`s de ρ0. Nous e´crivons
R0(z) :=
∑
j
(Pj − z)−1θj + (P0 − z)−1(1−
∑
j
θj)
Nous avons
(P − z)R0(z) =1 +
∑
j
(P − Pj)(Pj − z)−1θj
+ (P + P0)(P0 − z)−1(1−
∑
j
θj),
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ou` (P − Pj)(Pj − z)−1θj = O(h∞), (voir [8]) et aussi pour le dernier terme.
Donc (P − z) = R0(z)(1 +K)−1 ou` K = O(h∞).
Nous pouvons trouver une partition de l’unite´ de R2, χj ∈ S(R2, 1), j =
0, 1, 2 telle que
χj ≥ 0, χ20 + . . .+ χ22 = 1, avec χj ≺ θj , χ0 ∈ C∞b .
Nous avons
‖u‖2 =
2∑
j=0
‖χju‖2.
On peut alors montrer que
‖(P − z)−1v‖2 ≤
2∑
j=1
M2j ‖χjv‖2 +O(1)‖χ0v‖2 +O(h)‖v‖2, (3.37)
ou` Mj = ‖(Pj − z)−1χj‖. Ce qui veut dire que si M := max(Mj ,O(1)) alors
‖(p− z)−1‖ ≤ (M2 +O(h)) 12 .
Nous souhaitons maintenant connaˆıtre le comportement de Mj qui est
aussi donne´ par l’expression,
M1 = ‖(n1(s))−1T−1s q˜w1 (hDx + g˜1(x, α1; h))−1q˜w1 Tsχ1‖,
M2 = ‖(n2(s))−1S−1s q˜w2 (hDx + g˜2(x, α2; h))−1q˜w2 Ssχ2‖, (3.38)
St a un comportement similaire a` Ts.
De la section pre´ce´dente, Mj , j = 1, 2 satisfait
Mj ∼
√
π exp( 1
h
Im ℓj0(z))
h1/2( 1
2i
{p, p¯}(ρj+)) 14 ( 12i{p¯, p}(ρj−))
1
4
(1 +O(h˜j)) +O( 1√
hα1/4
), (3.39)
ou` h˜j = h/α
3/2
j , et ℓ
j
0 (qui est une inte´grale d’action) ve´rifie
ℓj0(z) := Im
∫
γ⊂p−1(z)
ξdx, (γ relie ρj− a` ρ
j
+). (3.40)

4 Exemples
Dans ce qui pre´ce`de, le parame`tre α repre´sentait la distance du point z a`
la frontie`re du pseudospectre. Dans ce qui suit, pour les exemples, la frontie`re
ne sera repre´sente´e que par des morceaux de l’axe re´el ou imaginaire. Donc
la partie re´elle ou imaginaire de z sera notre distance a` la frontie`re, soit notre
parame`tre α. On pre´fe`re ici changer et utiliser la lettre y a` la place de α.
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4.1 Cas 1 : L’ope´rateur cubique non-autoadjoint
On conside`re l’ope´rateur non-autoadjoint sur la droite re´elle
P = (Dx)2 + ix3.
L’image du symbole principal est le demi-plan Re z ≥ 0. Le spectre est
compose´ de valeurs propres discre`tes situe´es sur l’axe re´el positif (voir Tre-
pheten, Embree [18]). Le pseudospectre est syme´trique par rapport a` l’axe
re´el. Pour e´tudier les courbes de niveaux de la re´solvante, il suffit donc de
conside´rer celles situe´es au-dessus de l’axe re´el. p de´signe le symbole de P.
Pour z au dessus de l’axe re´el et appartenant a` ∂Σ(p) = iR, nous avons
p−1(z) = {ρ} = {(Im z) 13 , 0} et
{p, 1
2i
{p, p¯}}(ρ) = −2× 32(|Im z|)4/3 6= 0.
Nous sommes donc dans le cas 1.
Pour tout z appartenant a` l’inte´rieur de Σ(p), nous avons
p−1(z) = {ρ+, ρ−},
ou`
ρ±(z) = ((Im z)
1
3 ,∓(Re z) 12 ),
et
1
2i
{p, p¯}(ρ±) = (Im pξp¯x)(ρ±) = −2× 3ξx2.
Le changement de variable x = (Im z)
1
3 x˜, nous permet d’identifier (P − z) a`
(Im z)P˜ ou` P˜ s’e´crit
( 1
(Im z)
5
6
Dx
)2
+ ix3 − Re z
Im z
− i, avec h := 1
(Im z)
5
6
, y :=
Re z
Im z
. (4.1)
h est notre parame`tre semiclassique et y est choisi petit. On choisit y > 0,
puisque l’on se restreint aux courbes situe´es au dessus de l’axe re´el. Soit ϕ(ξ)
la fonction qui ve´rifie
ξ2 + iϕ(ξ)3 − y − i = 0.
Nous avons ∫ −√y
√
y
ϕdξ =
∫ −√y
√
y
(1− iy + iξ2) 13dξ
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Puisque y est petit, un de´veloppement limite´ donne
Im
∫ −√y
√
y
(1− iy + iξ2) 13dξ = 4
9
y
3
2 +O(y5/2).
Ensuite, remarquons que
1
2i
{p, p¯}(ρ+(y + i)) = 1
2i
{p, p¯}(1,−y1/2)
= (−3x2ξ − 3x2ξ)(1,−y1/2) = 6√y,
il en de´coule que
1
2i
{p¯, p}(ρ−(y + i)) = 6√y.
Proposition 4.1 Pour Im z ≫ 1 et y := Re z
Im z
, h := 1
(Im z)
5
6
, tels que
h≪ y3/2 ≪ O(h ln 1
h
) soit, (Im z)4/9 ≪ Re z ≪ Im z,
nous avons de manie`re pre´cise,
‖(P − z)−1‖ ∼
√
π exp
(
1
h
Im
∫ −√y√
y
(1− iy + ix2) 13dx
)
61/2(Im z)1/3(Re z)1/4
+O( 1
(Re z)
1
4 (Im z)
1
3
),
ou bien, sous une forme simplifie´e
‖(P − z)−1‖ ∼
√
π exp(4
9
(Re z)3/2
(Im z)2/3
+O( (Re z)5/2
(Im z)5/3
))
61/2(Im z)1/3(Re z)1/4
+O( 1
(Re z)
1
4 (Im z)
1
3
). (4.2)
Lignes de niveaux de la re´solvante. On se sert de l’expression (4.2),
1
ǫ
= ‖(P − z)−1‖ = (4.2).
On obtient alors
− ln ǫ = 4
9
(Re z)3/2
(Im z)2/3
+O((Re z)
5/2
(Im z)5/3
) + ln
(√
π
61/2
1
(Re z)1/4(Im z)1/3
)
. (4.3)
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(4.3) se met sous la forme
Re z =(
9
4
)2/3(Im z)4/9
(
ln(
61/2(Re z)1/4(Im z)1/3√
πǫ
)
)2/3
+O((Re z)
5/3
(Im z)2/3
)
=(
9
16
)2/3(Im z)4/9
(
ln(Re z(Im z)4/3)
)2/3
+O((Im z)4/9)
+O((Re z)
5/3
(Im z)2/3
). (4.4)
Donc
Re z =(
9
16
)2/3(Im z)4/9
(
ln(Im z)16/9(ln((Re z)(Im z)4/3)2/3
)2/3
+O((Im z)4/9). (4.5)
Puisque Re z < Im z et que ln(t ln t) = (1 + o(1)) ln t, on obtient
Re z = (1 + o(1))(
9 · 16
16 · 9)
2/3(Im z)4/9(ln Im z)2/3. (4.6)
Re´sumons :
Proposition 4.2 La partie des lignes de niveaux de l’ope´rateur non-autoadjoint
P se situant en dessous de l’axe re´el, admet la repre´sentation asymptotique
suivante lorsque Im z →∞
Re z = (1 + o(1))(Im z)4/9(ln Im z)2/3.
De manie`re plus pre´cise, si l’on conside`re la ligne de niveaux 1
ǫ
= ‖(P−z)−1‖
alors nous avons
Re z = (1 + o(1))(
9
4
)2/3(Im z)4/9
(
ln(
(Im z)4/9
ǫ
)
)2/3
.
4.2 Cas 2 : Oscillateur harmonique non-autoadjoint
Maintenant, conside´rons l’ope´rateur harmonique non-autoadjoint,
Q = (Dx)
2 + ix2 (4.7)
sur la droite re´elle.
Σ(p) est le premier quadrant supe´rieur, et ∂Σ(p) = R+ ∪ iR+.
Les lignes de niveaux de la re´solvante sont syme´triques par rapport a`
l’axe eiπ/4R. Inte´ressons-nous ici au comportement asymptotique des lignes
de niveaux. Au regard de la syme´trie axiale, il suffit de conside´rer la partie
des lignes qui se situe en dessous de l’axe de syme´trie. Nous avons le re´sultat
suivant de K. Pravda Starov :
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Proposition 4.3 Si est la syme´trie axiale par rapport a` l’axe e
iπ/4R. Il existe
C > 0 tel que nous avons
{z ∈ C; Re z ≥ ν0 et 0 ≤ Im z < C(Re z)1/3 − ǫ}∪
Si
({z ∈ C; Re z ≥ ν0 et 0 ≤ Im z < C(Re z)1/3 − ǫ}) ⊂ σǫ(Q)c,
σǫ de´signe le ǫ-pseudospectre de Q.
Pour tout z dans l’image du symbole q, nous avons
q−1(z) = {ρj−(z), ρj+(z)| j = 1, 2}, (4.8)
ou`
1
2i
{q, q¯}(ρ±) > 0. (4.9)
et si z0 un point du bord, appartenant a` R+ alors
q−1(z0) = {(ξ0, 0)} ∩ {(−ξ0, 0)}, ξ0 > 0.
Nous nous trouvons donc dans le cas 2. Dans un voisinage de z0 nous avons
ρ1+(z) = ((Im z)
1
2 ,−(Re z) 12 ), ρ1−(z) = (−(Im z)
1
2 ,−(Re z) 12 ),
ρ2+(z) = (−(Im z)
1
2 , (Re z)
1
2 ), ρ2−(z) = ((Im z)
1
2 , (Re z)
1
2 ).
Le changement de variable x = (Re z)
1
2 x˜, nous permet d’identifier Q − z a`
(Re z)Q˜ ou` Q˜ s’e´crit(
1
Re z
Dx
)2
+ ix2 − 1− iIm z
Re z
, avec h :=
1
Re z
, y :=
Im z
Re z
. (4.10)
h est notre parame`tre semiclassique et y est choisi petit.
Nous avons
ξ2 + ix2 − 1− iy =(ξ −
√
1 + iy − ix2)(ξ +
√
1 + iy − ix2),
=:(ξ − ϕ1(x, y))(ξ − ϕ2(x, y)). (4.11)
Nous obtenons∫ √y
−√y
ϕ1 dx =
∫ −√y
√
y
ϕ2 dx =
∫ √y
−√y
√
1 + iy − ix2dx. (4.12)
Nous souhaitons calculer cette inte´grale.
Soit F (x) = 1
2
arcsin x+ x
√
1−x2
2
, F ′(x) =
√
1− x2, nous avons
d
dx
F
(
ei
pi
4 x√
1 + iy
)
=
√
1− ix
2
1 + iy
ei
pi
4√
1 + iy
. (4.13)
36
Donc
e−
ipi
4 (1 + iy)
d
dx
F
(
ei
pi
4 x√
1 + iy
)
=
√
1 + iy − ix2.
Si bien que∫ −√y
√
y
ϕ2 dx = e
− ipi
4 (1 + iy)
(
F
(
ei
pi
4
√
y√
1 + iy
)
− F
(
−eipi4√y√
1 + iy
))
= e−
ipi
4 (1 + iy) arcsin(
ei
pi
4
√
y√
1 + iy
), (4.14)
un de´veloppement limite´ donne
= e−
ipi
4 (1 + iy)(
ei
pi
4
√
y√
1 + iy
+
1
6
ei
3pi
4 y3/2
(1 + iy)3/2
+ . . .), (4.15)
=
√
1 + iy
√
y +
1
6
ei
pi
2
1
(1 + iy)
1
2
y3/2 +O(y5/2). (4.16)
Remarque 4.4 On aurait pu aussi traiter l’inte´grale (4.12) en remarquant
que ∫ √
x2 + a =
1
2
(x
√
x2 + a+ a ln(x+
√
x2 + a)),
ce qui donne ∫ −√y
√
y
ϕ2 dx =
1
2
e−
pii
4 (i− y) ln
√
y +
√
i
−√y +√i .
On retrouve (4.14) par la formule :
arcsin(z) = −i ln
(
iz + (1− z2) 12
)
.
Finalement, en prenant la partie imaginaire dans (4.16), on obtient
Im
∫ √y
−√y
ϕ1 dx = Im
∫ −√y
√
y
ϕ2 dx =
1
2
y3/2 +
1
6
y3/2 =
2
3
y3/2 +O(y5/2).
Ensuite, remarquons
1
2i
{q, q¯}(ρ1+(1 + iy)) =
1
2i
{q, q¯}(√y,−1)
= (−2ξx− 2ξx)(−1,√y) = 4√y,
1
2i
{q¯, q}(ρ1−(1 + iy)) = 4
√
y.
On de´duit alors le re´sultat suivant :
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Proposition 4.5 Pour Re z ≫ 1 et y := Im z
Re z
, h := 1
Re z
,
h≪ y3/2 ≪ 1 soit (Re z)1/3 ≪ Im z ≪ Re z,
nous avons de manie`re pre´cise,
‖(Q− z)−1‖ ∼
√
π exp
(
1
h
Im (e−
ipi
4 (1 + iy) arcsin(
ei
pi
4
√
y√
1+iy
))
)
2(Re z)1/4(Im z)1/4
+O( 1
(Im z)
1
4 (Re z)
1
4
),
ou bien dans une forme symplifie´e,
‖(Q− z)−1‖ ∼
√
π exp(2
3
(Im z)3/2
(Re z)1/2
+O( (Im z)5/2
(Re z)3/2
))
2(Re z)1/4(Im z)1/4
+O( 1
(Im z)1/4(Re z)1/4
).
(4.17)
Lignes de niveaux de la re´solvante. On se sert de l’expression (4.17),
1
ǫ
= ‖(Q− z)−1‖ = (4.17).
On obtient alors
− ln ǫ = 2
3
(Im z)3/2
(Re z)1/2
+O((Im z)
5/2
(Re z)3/2
) + ln
(√
π
2
1
(Re z)1/4(Im z)1/4
)
. (4.18)
En oubliant le facteur logarithmique dans (4.18), on aurait
− ln ǫ = 2
3
(Im z)3/2
(Re z)1/2
+O((Im z)
5/2
(Re z)3/2
) =
2
3
(Im z)3/2
(Re z)1/2
(1 +O(Im z
Re z
)) (4.19)
Soit
(− ln ǫ)29
4
=
(Im z)3
Re z
(1 +O(Im z
Re z
)),
ainsi
Im z = (Re z (− ln ǫ)2 9
4
)1/3(1 +O(Im z
Re z
)). (4.20)
(4.18) se met sous la forme
Im z = (
3
2
)2/3(Re z)1/3
(
ln(
2(Re z)1/4(Im z)1/4√
πǫ
)
)2/3
+O((Im z)
5/3
(Re z)2/3
)
= (
1
6
)2/3(Re z)1/3 (ln(Re zIm z))2/3 +O((Re z)1/3) +O((Im z)
5/3
(Re z)2/3
).
(4.21)
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Donc
Im z =(
1
6
)2/3(Re z)1/3
(
ln(Re z)4/3(ln(Re zIm z)2/3
)2/3
+O((Re z)1/3). (4.22)
Puisque Im z < Re z et que ln(t ln t) = (1 + o(1)) ln t on obtient
Im z = (1 + o(1))(
1 · 4
6 · 3)
2/3(Re z)1/3(lnRe z)2/3. (4.23)
Re´sumons :
Proposition 4.6 La partie des lignes de niveaux de l’oscillateur harmo-
nique non-autoadjoint se situant en dessous de la droite eiπ/2R admet la
repre´sentation asymptotique suivante lorsque Re z →∞
Im z = (1 + o(1))(
1 · 4
6 · 3)
2/3(Re z)1/3(lnRe z)2/3.
De manie`re plus pre´cise si l’on conside`re la ligne de niveau 1
ǫ
= ‖(Q− z)−1‖
alors nous avons
Im z = (1 + o(1))(
3
2
)2/3(Re z)1/3
(
ln(
(Re z)1/3
ǫ
)
)2/3
.
On remarquera que les lignes de niveaux de la re´solvante ne se rapprochent
pas a` l’infini puisque partant de (4.21), nous avons
Im z =(
3
2
)2/3(Re z)1/3
(
ln(Re z)4/3(ln(Re zIm z)2/3 − ln ǫ)2/3
+O((Im z)
5/3
(Re z)2/3
),
=C0(Re z)
1/3(lnRe z)2/3
(
1 + C1
− ln ǫ
ln Re z
+O( ln ǫ
ln Re z
)2
)
+O((Im z)
5/3
(Re z)2/3
),
=C0(Re z)
1/3(lnRe z)2/3 + C ′0(Re z)
1/3 − ln ǫ
(lnRe z)1/3
+ . . .
Le second membre tend vers l’infini pour un ǫ donne´.
Projection spectrale. Ici nous nous inte´ressons au projection spectrale de
l’oscillateur harmonique non autoadjoint.
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The´ore`me 4.7 (Davies, Kuijlaars) Soit l’ope´rateur H = D2x + z
4x2 pour
un complexe z = eiθ. Les valeurs propres sont note´es λn = z
2(2n+1). On note
Nn,z la norme du projecteur spectral
1
2πi
∫
D(λn,ǫ)
(z −H)−1dz. Si 0 < θ < π/4
alors
lim
n→∞
n−1 lnNn,z = 2Re (f(r(θ)eiθ))
ou`
f(z) = z
√
z2 − 1 + ln(z +
√
z2 − 1),
et
r(θ) = (2 cos(2θ))−1/2.
Nous allons rede´montrer ce the´ore`me avec nos estimations.
Preuve. Le changement de variable x = (2n + 1)1/2x˜ permet d’identifier
H − λn a` (2n + 1)((hDx)2 + z4x2 − z2), avec h = (2n + 1)−1. Compte tenu
de qui pre´ce`de, nous avons
lim
n→∞
lnNn,z = −1
h
Im
∫ x+
x−
√
(z2 − z4x2) dx = −1
h
Im
∫ x+
x−
√
(1− z2x2) dx
=
1
h
Re
∫ x+
x−
√
(z2x2 − 1) dx,
ou
x+(z) =
Im z2
Im z4
=
√
sin(2θ)
sin(4θ)
=
=
√
sin(2θ)
2 sin(2θ) cos(2θ)
) = (2 cos(2θ))−1/2,
x−(z) = −(2 cos(2θ))−1/2.
Etant donne´ la remarque 4.4, il est facile de conclure. 
4.3 Ope´rateur d’advection-diffusion
Ici nous calculons la re´solvante d’un ope´rateur d’advection-diffusion au
point 1 + i.
On conside`re l’ope´rateur non-autoadjoint sur le cercle
L = − sin(x)(hDx)2 − ihDx.
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Fort des informations de [18], nous savons que l’image du symbole a` l’infini
est comprise entre les deux paraboles Re z = ±(Im z)2. Nous allons montrer
que c’est exactement la frontie`re de son image. Pour cela, remarquons que
ℓ−1(z) = {(arcsin(− Re z
(Im z)2
),−Im z)} ∪ {(π − arcsin(− Re z
(Im z)2
),−Im z)}
= {ρ+} ∪ {ρ−} (4.24)
Nous avons
1
2i
{ℓ, ℓ¯}(ρ) = ξ2 cos(x). (4.25)
Par souci de simplification, nous notons γ := Re z
(Im z)2
. Puisque cos(arcsin x) =√
1− x2. nous voyons que
1
2i
{ℓ, ℓ¯}(ρ+) = (Im z)2
√
1− γ2 > 0,
1
2i
{ℓ, ℓ¯}(ρ−) = −(Im z)2
√
1− γ2 < 0.
En utilisant l’annulation du crochet de Poisson sur le bord de l’image de l
nous obtenons :
Lemme 4.8 Soit L = − sin(x)(hDx)2− ihDx de symbole ℓ alors ℓ(T ∗S1) est
borne´e par les paraboles
Re z = −(Im z)2 et Re z = +(Im z)2.
De plus, nous affirmons que les points du bord de Σ(ℓ) sont tous d’ordre 2,
a` l’exception de l’origine.
Preuve. Nous allons calculer le deuxie`me crochet pour ve´rifier que les point
du bord sont d’ordre 2
{ℓ, 1
2i
{ℓ, ℓ¯}}(ρ) ={− sin(x)ξ2 − iξ, ξ2 cos(x))}
=2ξ3(sin x)2 + 2ξ3(cosx)2
+ iξ2 sin x
=2ξ3 + iξ2(sin x).
Dans le cas ou` Im z ne s’annule pas, il est clair que le bord est d’ordre 2. 
Soit le point (1+i)−αeiθ θ ∈]−π/2, π/2[ ou` cos θ = −1/√5, sin θ = 2/√5.
Nous partons pour α petit dans la direction donne´e par la normale a` la courbe
∂Σ(ℓ) au point 1 + i.
41
Nous avons les formules exactes plus les de´veloppements limite´s suivants
(en utilisant arcsin(1− x2) ∼ π
2
+
√
2|x|+O(|x|3)) :
x+(α) = arcsin(− 1− α cos θ
(1− α sin θ)2 ),
= −π
2
+ α1/2(
√
2× (− cos θ + 2 sin θ))1/2 +O(α)
= −π
2
+ α1/2(
√
2× 5)1/2 +O(α),
x−(α) = π − arcsin(− 1− α cos θ
(1− α sin θ)2 )
= −π
2
− α1/2(√2× 5)1/2 +O(α).
En utilisant la formule 3.14 on aurait retrouve´
x± = −π
2
±
√
5α1/2(
√
2√
5
)1/2 +O(α).
Pour ξ± nous avons
ξ±(α) = −1 + α sin θ.
Avec les donne´es exactes de x± et ξ± nous retrouvons
1
2i
{ℓ, ℓ¯}(ρ±) ≍ α1/2.
Pour l’inte´grale d’action, la fonction implicite ϕ(x, z), ve´rifiant ϕ(−π/2, 1+
i) = −1, de l’e´quation −(sin x)ξ2 − iξ − z = 0 est
1
2
× −i+ (−1 − 4z sin(x))
1/2
sin x
, (4.26)
et
ϕ′x(x, z) =
−i cosx
2(sin x)2
+
2z(cos x)(−1− 4z sin x)−1/2 − (cos x)(−1− 4z sin x)1/2
(sin x)2
.
Comme ϕ′x(−π/2, z) = 0, et ϕ′′x(−π/2, z) 6= 0 on peut retrouver
ℓ0(z) = Im
∫ x+
x−
ϕ(x, z)dx ≍ α3/2. (4.27)
Nous avons alors rede´montre´ dans le cas de l’ope´rateur d’advection-diffusion,
la formule que nous connaissions [16] :
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Proposition 4.9 Soit θ tel que cos θ = −1/√5, sin θ = 2/√5. Pour h ≪
α3/2 < 1, nous avons
‖L− ((1 + i)− αeiθ)‖−1 ∼ 1√
h
exp( 1
h
[Im
∫
ϕ(x, (1 + i)− αeiθ))]x+x−)
(1− α sin θ)
√
1− 1−α cos θ
(1−α sin θ)2
(1 +O( h
α3/2
))
+O( 1√
hα1/4
),
ou`
ϕ(x, z) =
1
2
× −i+ (−1 − 4z sin(x))
1/2
sin x
,
avec
x+(α) = arcsin(− 1− α cos θ
(1− α sin θ)2 ),
x−(α) = π − arcsin(− 1− α cos θ
(1− α sin θ)2 ).
Ce qui donne, apre`s simplification
‖L− ((1 + i)− αeiθ)‖−1 ≍ C
h1/2α1/4
e
α3/2
Ch .
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