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ON FORMAL INVERSE OF THE PROUHET-THUE-MORSE
SEQUENCE
MACIEJ GAWRON AND MACIEJ ULAS
Abstract. Let p be a prime number and consider a p-automatic sequence
u = (un)n∈N and its generating function U(X) =
∑
∞
n=0
unX
n ∈ Fp[[X]].
Moreover, let us suppose that u0 = 0 and u1 6= 0 and consider the formal power
series V ∈ Fp[[X]] which is a compositional inverse of U(X), i.e., U(V (X)) =
V (U(X)) = X. In this note we initiate the study of arithmetic properties of the
sequence of coefficients of the power series V (X). We are mainly interested
in the case when un = tn, where tn = s2(n) (mod 2) and t = (tn)n∈N is
the Prouhet-Thue-Morse sequence defined on the two letter alphabet {0, 1}.
More precisely, we study the sequence c = (cn)n∈N which is the sequence
of coefficients of the compositional inverse of the generating function of the
sequence t. This sequence is clearly 2-automatic. We describe the sequence
a characterizing solutions of the equation cn = 1. In particular, we prove
that the sequence a is 2-regular. We also prove that an increasing sequence
characterizing solutions of the equation cn = 0 is not k-regular for any k.
Moreover, we present a result concerning some density properties of a sequence
related to a.
1. Introduction
Let k ∈ N≥2 and consider a k-automatic sequence u = (un)n∈N. Let us recall that
the sequence u is k-automatic if its n-th term is generated by a finite automaton
with n in base k as the input. One can prove that this property is equivalent to
the fact that the family of sequences (called k-kernel of u)
K(u) := {(ukan+b)n∈N : a ∈ N, 0 ≤ b ≤ k
a − 1}
is finite. The simplest k-automatic sequences are periodic sequences.
A famous 2-automatic sequence which is not periodic is the Prouhet-Thue-Morse
sequence t = (tn)n∈N (PTM sequence for short). In order to define the sequence
t (on alphabet {0, 1}) let n ∈ N be written in base 2, i.e., n =
∑k
i=0 ǫi2
i, where
ǫi ∈ {0, 1} for i = 0, 1, . . . , k. Then we define the sum of digits function s2 : N→ N
as s2(n) =
∑k
i=0 ǫi. This function satisfies the obvious recurrence relations:
s2(0) = 0, s2(2n) = s2(n), s2(2n+ 1) = s2(n) + 1
for n ≥ 0. The sum of digits function allows us to define the PTM sequence
t = (tn)n∈N, where tn = s2(n) (mod 2). We thus have
t0 = 0, t2n = tn, t2n+1 = 1− tn
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for n ≥ 0. In particular, from the above relations we immediately deduce that the
PTM sequence is indeed 2-automatic. This is clear due to the fact that its kernel
contains exactly two sequences, i.e., K(t) = {t, 1− t}.
The PTM sequence has many interesting properties and applications in combi-
natorics, algebra, number theory, topology and even physics (see for example [2]
and [3]).
Now, if k = p is a prime number then Christol theorem says that the sequence
u (with terms in a finite field Fp) is p-automatic if and only if the formal power
series U(X) =
∑∞
n=0 unX
n is algebraic over Fp(X). In this context one can ask
the following general
Problem 1.1. Let u = (un)n∈N be a p-automatic sequence and let U(X) =∑∞
n=0 unX
n ∈ Fp[[X ]] be a formal power series related to the sequence u. Let
us suppose that there exists a formal power series V (X) =
∑∞
n=0 vnX
n ∈ Fp[[X ]]
which is compositional inverse to the series U , i.e., U(V (X)) = X. What can be
said about properties of the sequence v = (vn)n∈N?
It is well known that the formal power series U(X) =
∑∞
n=0 unX
n with coef-
ficients in a commutative ring R is invertible (in the sense of composition) if and
only if u0 = 0 and u1 is an invertible element of R. Moreover, if U(V (X)) = X
then V (U(V (X))) = V (X) and thus H(V (X)) = 0, where H(X) = V (U(X))−X .
Because U is non-constant so is V and thus H ≡ 0 which is equivalent with the
equality V (U(X)) = X . In particular, the above problem does not make sense
for all p-automatic sequences. However, we observe that if the problem above is
correctly stated then the sequence v is p-automatic which is an immediate con-
sequence of Christol theorem [3, Theorem 12.2.5]. Indeed, if H ∈ Fp(X)[Y ] is a
non-zero polynomial with the root U(X), i.e., H(X,U(X)) = 0, then we clearly
haveH(V (X), X) = 0 and thus we get p-automaticity of the sequence of coefficients
of V .
As we were unable to prove any general result for Problem 1.1 we concentrate on
this problem in case of u = t, where t is the PTM sequence. To be more precise,
let us consider the increasing sequence (on)n∈N satisfying the equality
O := {m : tm = 1} = {on : n ∈ N+},
i.e., on is the n-th element of the set O of so called “odious” numbers. A positive
integer is an odious number if the number of 1’s in its binary expansion is odd.
This is equivalent to the identity tn = s2(n) (mod 2) = 1. It is interesting that
the sequence (on)n∈N satisfies o1 = 1, o2 = 2, o3 = 4 and for n ≥ 1 we have the
following recurrence relations
o4n = on − 3on+1 + 3o2n+1
o4n+1 = −2on+1 + 3o2n+1
o4n+2 = −on − 9on+1 − o2n + 8o2n+1
o4n+3 = −
5
3on − 11on+1 −
5
3o2n + 10o2n+1.
(One can prove that in fact on = 2n− 1− tn−1 for n ≥ 1). In particular, we deduce
that the sequence (on)n∈N is 2-regular [4, 5]. The concept of a k-regular sequence
is a generalization of k-automatic sequences to the case of infinite alphabets. More
precisely, we say that the sequence u = (un)n∈N taking values in a Z-module R is a
k-regular sequence if there exist a finite number of sequences overR, say {(rj,n)n∈N :
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j = 1, 2, . . . ,m} such that for each integer i ∈ N and b ∈ {0, 1, . . . , ki − 1} we have
ukin+b =
m∑
j=1
bjrj,n
for some b1, . . . , bm ∈ Z and each n ∈ N. In other words, the Z-module R is finitely
generated. Let us also note that the integer sequence, say (en)n∈N, enumerating
the set
E := {m ∈ N : tm = 0}
of “evil” numbers, satisfies the same recurrence relation as the sequence (on)n∈N
(with different initial conditions of course). In particular this sequence is 2-regular
too. Let us note that several examples of q-automatic sequences which is charac-
teristic function of an k-regular increasing sequence of integers are given in [7, p.
99-105].
2-regularity of the sequences related to the sets O and E is interesting. Indeed,
this is a strong property due to the fact that for a general 2-automatic sequence
u the sequence related to the set {m : um = 1} need not be k-regular for any k.
Indeed, let us consider the characteristic sequence of powers of 2, i.e., the sequence
u = (un)n∈N+ satisfying u1 = 1 and
u2n = un, u2n+1 = 0
for n ≥ 1. We then have an obvious equality {m : um = 1} = {2n : n ∈ N}. It is
also clear that the sequence (2n)n∈N is not k-regular due to the fact that k-regular
sequences grow polynomially fast (see [3, Theorem 16.3.1]).
Because t0 = 0, t1 = 1 we note that for the formal power series
F (X) = X +X2 +X4 +X6 +X7 + . . . =
∞∑
n=1
tnX
n ∈ F2[[X ]]
there is a formal power series G ∈ F2[[X ]] such that F (G(X)) = G(F (X)) = X ,
i.e., G is a compositional inverse of F . We write
G(X) = X +X2 +X7 +X8 +X9 +X10 + . . . =
∞∑
n=1
cnX
n ∈ F2[[X ]]
and call the sequence c = (cn)n∈N the inverse Prouhet-Thue-Morse sequence (iPTM
for short).
Let us describe the content of the paper in some details. In Section 2 we get
2-automaticity of c and present some recurrence relations satisfied by this sequence.
We also prove transcendence over C(X) of the power series C(X) =
∑∞
n=0 cnX
n,
where we treat C as an element of the ring of formal power series C[[X ]]. In Section
3 we prove 2-regularity of an increasing sequence a = (an)n∈N with the property
cm = 1⇐⇒ m = an for some n ∈ N.
Moreover, we prove that the set of fractions {an
n2
: n ∈ N+} is dense (in the
Euclidean topology) in the set
[
1
6 ,
1
2
]
. Section 5 is devoted to the study of an
increasing sequence d = (dn)n∈N satisfying the condition
cm = 0⇐⇒ m = dn for some n ∈ N.
We prove that the sequence d is not k-regular for any k ∈ N≥2.
Finally, in the last section we offer some problems and conjectures which may
stimulate further research.
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2. Recurrence relation for the sequence c and transcendence of a
related series
In this section we are interested in the coefficients of the seriesG(X) =
∑∞
n=1 cnX
n
which is the compositional inverse of the Prouhet-Thue-Morse generating series
F (X), i.e., we are interested in G(X) which satisfies
F (G(X)) = G(F (X)) = X
over F2[[X ]]. Before we state our first result let us recall that the Prouhet-Thue-
Morse power series F (X) satisfies the algebraic equation [3, p. 352]
(1) (1 +X)3F (X)2 + (1 +X2)F (X) +X = 0.
We have the following result:
Theorem 2.1. The series G(X) =
∑∞
n=1 cnX
n satisfies each of the following
polynomial equations
X2G(X)3 +X(1 +X)G(X)2 + (X2 + 1)G(X) +X(X + 1) = 0,
X3G(X)4 + (1 +X)G(X) +X(X2 + 1) = 0.
In particular, the sequence c = (cn)n∈N satisfies c0 = 0, c1 = c2 = 1, c3 = 0 and for
n ≥ 1 we have the following recurrence relations
c4n = c4n−1
c4n+1 = c4n−1
c4n+2 = c4n−1
c4n+3 = (c4n−1 + cn) (mod 2).
Proof. We are working in the ring F2[[X ]]. Rewriting the equation (1) in terms of
X we have F (X)2X3+F (X)(F (X)+1)X2+(F (X)2+1)X+F (X)(F (X)+1) = 0.
We replace now X by G(X), where the power series G is a formal inverse of F , i.
e. satisfies F (G(X)) = G(F (X)) = X , and get the equation
(2) X2G(X)3 +X(1 +X)G(X)2 + (X2 + 1)G(X) +X(X + 1) = 0
which is exactly the first equation from the statement of our theorem.
In order to get the second equation we multiply (2) by G(X) and in the resulting
equation we replace G(X)3 by the expression (1+X)
X
G(X)2 + (X
2+1)
X2
G(X) + X+1
X
(which is just solution of (2) with respect to G(X)3). Performing now all neces-
sary simplifications we get the second equation presented in the statement of our
theorem.
Let us write G(X) =
∑∞
n=0 cnX
n. In order to get recurrence relations for cn we
observe that the second equation for G(X) can be rewritten as
X3G(X4) + (1 +X)G(X) +X(X2 + 1) = 0.
We thus get that
∞∑
n=0
cnX
4n+3 + (1 +X)
∞∑
n=0
cnX
n +X3 +X = 0
and a quick inspection of coefficients of the above power series gives the equalities
c0 = 0, c1 = c2 = 1. Moreover, we have cn+c4n+3+c4n+2 = 0 and c4n+i+c4n+i−1 =
0 for i = 0, 1, 2 (here the equalities are taken (mod 2)). These relations are clearly
equivalent to those presented in the statement of our theorem. 
FORMAL INVERSE OF THE PROUHET-THUE-MORSE SEQUENCE 5
Based on the recurrence relations for c we can easily construct a finite automaton
which generates the sequence c. It takes the form:
0
10 0
0
3 1,2 0
3
1
2,0
2,0
1,3
0
1,3
2
0,1,2,3
Figure 1. An automaton generating the iPTM sequence
In the sequel we will need different recurrence relations for the sequence c. More
precisely, we have:
Lemma 2.2. The sequence c = (cn)n∈N+ satisfies c0 = 0, c1 = c2 = 1, c3 = 0.
Moreover, we have the following recurrence relations
(3)
c8n−1 = c8n = c8n+1 = c8n+2 = c2n−1 for n ≥ 1,
c8n+3 = c8n+4 = c8n+5 = c8n+6 = 0 for n ≥ 0.
Proof. In the proof all equalities are taken (mod 2). We start with the simple
property of the sequence c which states that c2n−1 + c2n ≡ 0 (mod 2). Indeed, if
n = 2m then using the recurrence relation, we have
c2n−1 + c2n = c4m−1 + c4m = 2c4m−1 = 0.
In the case n = 2m+ 1 we have
c2n−1 + c2n = c4m+1 + c4m+2 = 2c4m−1 = 0.
We are ready to prove the result. Let i ∈ {0, 1, 2}. We then have c8n+i =
c4(2n)+i = c8n−1. In order to prove the equality c8n−1 = c2n−1 we use induction on
n. We have c7 = c1 = 1. Let us suppose that c8n−1 = c2n−1. We then have
c8(n+1)−1 = c4(2n+1)+3 = c4(2n)+3 + c2n+1 = c4(2n)−1 + c2n + c2n+1
= c8n−1 + c2n + c2n+1 = c2n−1 + c2n + c2n+1 = c2n+1,
where in the two last equalities we used induction hypothesis and the remark from
the beginning of the proof respectively.
In order to prove the second part of relations for the sequence c we note that for
i ∈ {0, 1, 2} we have c8n+4+i = c4(2n+1)+i = c8n+3. We proceed by induction on n.
We have c3 = 0. Let us suppose that c8n+3 = 0 for some n > 0. We then have
c8(n+1)+3 = c4(2n+2)+3 = c4(2n)+7 + c2n+2
= c2(n+1)−1 + c2n+2 = c2n+1 + c2n+2 = 0.
In the third equality we used the identity c8n+7 = c8(n+1)−1 = c2n+1. The last
equality follows from the remark given on the beginning of the proof. 
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Remark 2.3. The sequence c take only the values 0 and 1 and thus can be con-
sidered as a sequence of real (complex) numbers. In this case we can easily write
the functional equation satisfied by the formal power series
C(X) =
∞∑
n=0
cnX
n ∈ C[[X ]]
and even prove that the series C is transcendental over C(X).
More precisely, we have the following
Theorem 2.4. The formal power series C(X) ∈ C[[X ]] satisfies the following
functional equation
(4) C(X) = X(X + 1) +
X3(X4 − 1)
(X − 1)(X4 + 1)
C(X4).
Moreover, the function C(X) is transcendental over C(X).
Proof. Based on Lemma 2.2 we notice the following chain of equalities
C(X) =
∞∑
n=0
cnX
n(5)
= X +X2 +
2∑
i=−1
∞∑
n=1
c8n+iX
8n+i
= X +X2 +
2∑
i=−1
∞∑
n=1
c2n−1X
8n+i
= X +X2 +
∞∑
n=1
c2n−1
(
2∑
i=−1
X i+1
)
X8n−1
= X +X2 +
X4 − 1
X − 1
∞∑
n=1
c2n−1X
8n−1
= X +X2 +
1
2
X3
X4 − 1
X − 1
(C(X4)− C(−X4)),
where in the last equality we used the simple equality
∞∑
n=1
c2n−1X
8n−1 =
1
2
X3(C(X4)− C(−X4)).
Replacing X by −X in the above equation and adding these two equations we get
after simple manipulations the equation
(6) C(−X) =
X − 1
X + 1
C(X).
ReplacingX byX4 in (6) we get expression for C(−X4) in terms of C(X4). Putting
obtained expression into the equation (5) and performing necessary simplifications
we get the functional equation from the statement of our theorem.
The transcendence of C(X) will be a consequence of a well known result of
Nishioka [11]. This result says that the power series with rational coefficients which
defines a holomorphic function, say f , in some neighborhood of zero and satisfying
functional equation of the form f(X) = r1(X) + r2(X)f(X
m) for some m ∈ N≥2
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and functions r1, r2 ∈ C(X), is either rational or transcendental over C(X). It
is clear that the power series C(X) defines a holomorphic function in the domain
|X | < 1.
Let us assume that the function C(X) is rational. This means that there are
co-prime polynomials p, q ∈ C[X ] such that C(X) = p(X)/q(X). Moreover, we can
assume that q(X) 6= 0. Putting this expression into the functional equation (4) and
multiplying both sides by (X − 1)(X4 + 1)q(X)q(X4) we get
(X−1)(X4+1)p(X)q(X4) = X(X2−1)(X4+1)q(X)q(X4)+X3(X4−1)p(X4)q(X)
or equivalently
(7) (X − 1)(X4 + 1)[p(X)−X(X + 1)q(X)]q(X4) = X3(X4 − 1)p(X4)q(X).
In particular q(X4)|(X4 − 1)p(X4)q(X) due to the inequality q(0) 6= 0. Moreover,
because the polynomials p(X), q(X) are co-prime then p(X4) and q(X4) are co-
prime too. We thus have q(X4)|(X4−1)q(X). We thus have that 4 deg q ≤ 4+deg q
and thus deg q ≤ 4/3 < 2 which implies that deg q ∈ {0, 1}. However, if deg q = 0
then comparing the degrees of both sides in (7) we get
7 + 4 deg p = 5 + deg(p(X)−X(X − 1)q(X)) ≤ 5 + max{deg p, 2}.
This inequality is clearly impossible.
Finally, if deg q = 1 then using similar reasoning we get the equality
5 + deg(p(X)−X(X − 1)q(X)) = 8 + 4 deg p
or equivalently deg(p(X) − X(X − 1)q(X)) = 3 + 4 deg p. If deg p ≥ 1 we get a
contradiction. Thus, the polynomial p need to be of degree 0. Let us put q(X) =
aX + b and p(X) = c. Because C(X) is non-constant we have ac 6= 0. However, a
quick computation reveals that the leading term of the difference of both sides of
the equation (7) is ac and need to be zero and we get a contradiction.

Remark 2.5. In the above proof instead of Nishioka result we could use the classi-
cal result of Fatou: if a power series
∑∞
n=0 anz
n with integer coefficients converges
inside the unit disk, then it is either rational or transcendental over Q(X) [8].
It is clear that if we make a reduction (mod 2) then the functional equation for
C reduces to the equation satisfied by G over F2(X). Let us also note that using
the functional equation for the series C one can deduce an alternative recurrence
relation for the sequence c. Indeed, let us write
X3(X4 − 1)
(X − 1)(X4 + 1)
=
∞∑
n=0
pnX
n,
i.e.,
pn =
{
1 if n = 0 or n ≡ −1, 0, 1, 2 (mod 8)
0 if n ≡ 3, 4, 5, 6 (mod 8)
.
Then, comparing the coefficients of both sides of the functional equation (4) we get
cn =
⌊n
4
⌋∑
k=0
pn−4kck,
for n ≥ 3.
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3. Characteristic sequence of 1’s in the sequence c
The aim of this section is to give characterization of an increasing sequence
a = (an)n∈N satisfying the equality
A := {m ∈ N : cm = 1} = {an : n ∈ N}.
We start with characterization of the elements of A in terms of their expansions
in base 4.
Theorem 3.1. The set A consists of these integers n > 0 such that all their 22k-th
binary digits are 0 for k ≥ 1, or equivalently expansion of n+ 1 in base 4 consists
only of digits 0 and 2, except for the last digit which can be arbitrary.
Proof. We will use induction on length of binary expansion of n+ 1. Our theorem
holds for n < 7. Let us suppose that n+ 1 has binary expansion of length k ≥ 3.
From recurrence relations presented in Lemma 2.2 we get that if n = 8k+ r with
r ∈ {3, 4, 5, 6} then n /∈ A. Let us note that this condition is equivalent to the fact
that n+ 1 has digit 1 at position 22 in its binary expansion.
Next, if n = 8k + r with r ∈ {0, 1, 2, 7} then using Lemma 2.2 one more time
we have cn = c[n−34 ]
. It turns out that binary expansion of
[
n−3
4
]
+ 1 =
[
n+1
4
]
is
just binary expansion of n+1 with truncated two last digits. In order to finish the
proof we use induction hypothesis to get the statement of our theorem. 
In order to enumerate elements of the set A we define a sequence (bn)n∈N of those
non-negative integers which has only digits 0 and 2 in base 4 expansion. Number
bn can be computed in the following way: replace each digit 1 by the digit 2 in the
unique binary expansion of n, the string obtained in this way is an expansion of bn
in base 4. Therefore we can write the following recurrence relations
b0 = 0, b2n = 4bn, b2n+1 = 4bn + 2.
Let (an)n∈N be the increasing sequence of elements of A, then we have the following
relation between sequences (an)n∈N and (bn)n∈N.
Lemma 3.2. For each integer k ≥ 0 the following equality holds
a4k+r = 4bk + r for r = −1, 0, 1, 2,
provided that 4k + r ≥ 0.
Proof. From Theorem 3.1 we know that the sequence (an)n∈N consists of those
positive integers k such that expansion of k + 1 in base 4 has only digits 0 and 2,
except at the last position, where we can have arbitrary digit. Let us look at the
following sequence
4b0, 4b0+1, 4b0+2, 4b0+3, 4b1, 4b1+1, 4b1+2, 4b1+3, 4b2, 4b2+1, 4b2+2, 4b2+3, . . .
It consists of those integers which have only digits 0 and 2 in base 4, except at the
last position, where we can have arbitrary digit. Therefore, to get description of
a = (an)n∈N we just have to subtract one from each element of this sequence. We
want a1 to be the first positive element and thus
a1 = 4b0 + 1, a2 = 4b0 + 2, a3 = 4b1 − 1, a4 = 4b1, a5 = 4b1 + 1, . . . .
Clearly, the above relations can be rewritten in the following form
a4k+r = 4bk + r for r = −1, 0, 1, 2.
Our lemma is proved. 
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We use the above lemma in order to get 2-regularity of the sequence a. More
precisely, we have the following:
Theorem 3.3. Let G(X) =
∑∞
n=1 cnX
n be the inverse power series of the Prouhet-
Thue-Morse power series F (X) over F2. Then cm = 1 if and only if m = an, where
n > 0, a0 = 0, a1 = 1, a2 = 2, a3 = 7 and for n ≥ 1 we have the following recurrence
relations
a4n = a4n−1 + 1
a4n+1 = a4n−1 + 2
a4n+2 = a4n−1 + 3
a8n+3 = a8n + 7
a8n+7 = 4a4n+3 + 3.
Proof. From Lemma 3.2 and recurrence relations satisfied by the sequence (bn)n∈N
we get that
a4n+r = 4bn + r = (4bn − 1) + (r + 1) = a4n−1 + (r + 1) for r = 0, 1, 2.
Moreover
a8n+3 = 4b2n+1 − 1 = 16bn + 7 = 4b2n + 7 = a8n−1 + 8 = a8n + 7,
and
a8n+7 = 4b2n+2 − 1 = 16bn+1 − 1 = 4(a4n+3 + 1)− 1 = 4a4n+3 + 3.
So we get desired relations and our theorem is proved. 
From the definition of the sequence (cn)n∈N we easily deduce that it consists of
blocks of 0’s of length divisible by 4 and blocks of 1’s of the exact length 4. Thus,
a natural question arises about the behavior of the sequence (an+1 − an)n∈N. In
particular, we are interested in its limit points and set of values.
We have the following:
Theorem 3.4. We have
{an − an−1 : n ∈ N+} =
{
1
3
(4m − 1) : m ∈ N
}
.
Moreover,
an − an−1 = 1⇐⇒ n ≡ 0, 1, 2 (mod 4), n ∈ N+,
and for m ≥ 2 we have
an − an−1 =
1
3
(4m − 1)⇐⇒ n = 2m+1k + 2m − 1 for each k ∈ N.
Proof. From Lemma 3.2 we know that a4k+r = 4bk+ r for r = −1, 0, 1, 2, therefore
when n ≡ 0, 1, 2 (mod 4) we have an − an−1 = 1.
Let us take n = 4k − 1 and observe that a4k−1 − a4k−2 = 4(bk − bk−1)− 1. Let
binary expansion of k be k = dsds−1 . . . d0, and let q be the least integer such that
dq 6= 0. The binary expansion of k − 1 is k − 1 = dsds−1 . . . dq+1011 . . .1. We are
interested in computing bk − bk−1. We have
bk − bk−1 = ds0ds−10 . . . d00− ds0ds−10 . . . dq+10001010 . . .10 = 2
2q+1 −
q−1∑
i=0
22i+1
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and as a consequence we get
an − an−1 = 4(2
2q+1 −
q−1∑
i=0
22i+1)− 1 = 8
(
4q −
4q − 1
3
)
− 1 =
4q+2 − 1
3
.
We put m = q − 2 to get n = 4k − 1 = 4(2q + 2q+1l)− 1 = 2m+1l + 2m − 1. Our
theorem follows. 
As a immediate consequence of Theorem 3.4 we get
Corollary 3.5. For each m ∈ N+ in the sequence c there are infinitely many strings
of 0’s of length 13 (4
m − 1). In particular, the sequence c contains an arbitrary long
strings of consecutive 0’s.
Remark 3.6. Let us consider the infinite word
m = c0c1c2 . . . .
We observe that the above corollary shows that m contains arbitrary large powers.
This is in strong contrast with the property of the Prouhet-Thue-Morse word T =
t0t1t2 . . . which does not contain any power of a finite word with exponent ≥ 3 as
a subword.
In the next result we present an interesting connection between the sequence a
and the PTM sequence.
Theorem 3.7. Let t = (tn)n∈N be the PTM sequence, i.e., tn = s2(n) (mod 2),
and let us consider the sequence a = (an)n∈N defined in Theorem 3.3. Then the
following identity holds:
tan =
1
2
(tn + tn+1) +
1
2
(−1)n(tn − tn+1).
In particular ta2n = tn and ta2n+1 = tn+1 for n ∈ N.
Proof. Let us take an arbitrary integer k > 0 with binary expansion k = dsds−1 . . . d0.
From definition of the sequence (bn)n∈N we get that the binary expansion of bk takes
the form bk = ds0ds−10 . . . d00. As a consequence we get s2(bk) = s2(k).
Now we are ready to prove our result. As a4k+r = 4bk + r for r = 0, 1, 2, we
simply compute
s2(a4k) = s2(4bk) = s2(k),
s2(a4k+1) = s2(bk) + 1 = s2(k) + 1 = s2(2k + 1),
s2(a4k+2) = s2(bk) + 1 = s2(k) + 1 = s2(2k + 1).
When n = 4k + 3 then a4k+3 = 4bk+1 − 1. Let the binary expansion of k + 1 be
k + 1 = dsds−1 . . . d0. We define m ∈ N as the minimal integer such that dm 6= 0.
The binary expansion of 4bk+1 takes the form 4bk+1 = ds0ds−10 . . . d0000 (it has
2m+3 ending zeros). When we subtract one from this number we change all ending
zeros into ones, and change first one into zero, thus s2(a4k+3) = s2(4bk+1 − 1) =
s2(k + 1)− 1 + (2m+ 3) ≡ s2(2k + 1) (mod 2). Our theorem follows.

Theorem 3.8. We have the following equalities
m := lim inf
n→+∞
an
n2
=
1
6
, M := lim sup
n→+∞
an
n2
=
1
2
.
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Moreover, the set
A :=
{an
n2
: n ∈ N+
}
is dense in
[
1
6 ,
1
2
]
.
Proof. We know that a4k+r = 4bk + r for r = −1, 0, 1, 2 and thus
lim inf
n→∞
an
n2
= lim inf
k→∞
bk
4k2
and lim sup
n→∞
an
n2
= lim sup
k→∞
bk
4k2
.
We thus see that in order to get the result it is enough to prove that lim sup
k→∞
bk
k2
= 2,
lim inf
k→∞
bk
k2
=
2
3
and that the set
B :=
{
bk
k2
: k ∈ N+
}
is dense in
[
2
3 , 2
]
.
Let us prove that 2n2 ≥ bn ≥
2
3 (n
2+2n) for n ≥ 1. We use induction on n. Our
inequalities are satisfied for n = 1. We consider two cases depending on parity of
n. If n = 2k then we have
bn = b2k = 4bk ≥ 4 ·
2
3
(k2 + 2k) ≥
2
3
(4k2 + 4k) =
2
3
(n2 + 2n),
bn = 4bk ≤ 8k
2 = 2n2.
In the case when n = 2k + 1 we have
bn = b2k+1 = 4bk + 2 ≥ 4 ·
2
3
(k2 + 2k) + 2
≥
2
3
(4k2 + 8k + 3) ≥
2
3
((2k + 1)2 + 2(2k + 1)) =
2
3
(n2 + 2n),
bn = b2k+1 = 4bk + 2 ≤ 8k
2 + 2 ≤ 8k2 + 8k + 2 = 2(2k + 1)2 = 2n2.
Our inequalities are proved. As a consequence we obtain the inequalities
2
3
≤ lim inf
k→∞
bk
k2
and lim sup
k→∞
bk
k2
≤ 2.
On the other hand b2k = 2 · 4
k and b2k−1 = 2 ·
4k−1
3 for each integer k and thus the
extremal values of the sequence (bk/k
2)k∈N+ are attained and corresponding values
of m and M are as in the statement of the theorem.
Now we prove that the set B is dense in (23 , 2). Let us fix number q ∈ (
2
3 , 2)
and define the sequence (un)n≥0 as follows: u0 = 1 and for n ≥ 1 by the following
relations
un =
{
2un−1 + 1 when q(2un−1 + 1)
2 ≤ b2un−1+1,
2un−1 otherwise.
We claim that lim
n→∞
bun
u2n
= q. Let us define the set
E := {n ∈ N : un ≡ 0 (mod 2)}.
We will prove that E is infinite.
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First of all we prove that E is non-empty. To the contrary let us suppose that
E = ∅. As a consequence we get that un = 2n+1− 1 and lim
n→∞
bun
u2n
2
3
< q. However,
this is a contradiction because bun ≥ qu
2
n from the definition of un.
Now, let us suppose that E is non-empty but finite. Thus, one can define the
number n0 = maxE. The number un0 is even and from the definition of our
sequence we get un0 = 2un0−1 and b2un0−1+1 < q(2un0−1 + 1)
2. The inequality is
clearly equivalent to the inequality bun0 + 2 < q(un0 + 1)
2. We have that un =
2n−n0un0 + 2
n−n0 − 1 for n ≥ n0 and thus
lim
n→+∞
bun
u2n
= lim
n→+∞
(4n−n0bun0 + 2 ·
4n−n0−1
3 )
(2n−n0un0 + 2
n−n0 − 1)2
=
(bun0 +
2
3 )
(un0 + 1)
2
< q.
However, this is a contradiction because for all n we have bun ≥ (un)
2q.
The sequence
bun
u2
n
is decreasing and thus has a limit r. From bun ≥ qu
2
n we have
r ≥ q. The set E is infinite and as a consequence we get that for infinitely many n
the inequality bun + 2 < q(un + 1)
2 holds. Thus r = lim
n→∞
(bun + 2)
(un + 1)2
≤ q and this
implies the equality r = q. Our theorem follows.

4. Characteristic sequence of 0’s in the sequence c
Let
D := {m ∈ N+ : cm = 0}
and let d = (dn)n∈N+ be the increasing sequence satisfying the equality D = {dn :
n ∈ N+}. In this section we will prove that the sequence d is not k-regular for any
k. In order to prove this theorem we will need some lemmas concerning auxiliary
sequence
z = (zn)n∈N+ ,
where zn = (
d4n+1
4 − n) (mod 2).
Lemma 4.1. Let us consider the sequence z = (zn)n∈N. Then zn = 1 if and only if
n can be written in the form n =
∑s
i=0 2
ni−1(2ni − 1) for some increasing sequence
1 < n0 < . . . < ns.
Proof. We know from Theorem 3.1 that m ∈ D if and only if at least one of the
digits in the expansion m + 1 =
∑t
i=0 ei4
i of m + 1 in base 4 is equal to 1 or 3.
Let us put un = (d4n + 1)/4. We thus see that the sequence (un)n∈N consists of
those positive integers which have at least one digit equal to 1 or 3 in their base-4
expansion.
Let us prove that the elements of the sequence (un)n≥0 satisfy the following
recurrence formula:
u0 = 1, u1 = 3,


u4n−2n+i = 4
n + i for i = 0, 1, . . . , 4n − 1, n ≥ 1,
u2·4n−2n+i = 2 · 4n + ui for i = 0, 1, . . . , 4n − 2n − 1, n ≥ 1,
u3·4n−2n+1+i = 3 · 4
n + i for i = 0, 1, . . . , 4n − 1, n ≥ 1.
In order to prove the above relations we use induction. Moreover, we also prove
that |{n|un < 4m}| = 4m − 2m. Let us suppose that our relations holds for n < m.
The only elements of (un)n∈N which are less than 4 are 1 and 3 and the statement
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is true for m = 1. Let us consider elements of the sequence (un)n∈N of length
m + 1. When such number starts with digit 1 or 3 then the rest of digits can be
arbitrary. Moreover when the expansion of the number un starts with digit 2 then
the rest of digits has to form an element of the sequence (un)n∈N of length at most
m. Therefore there are 2 ·4m+2(4m−2m) = 4m+1−2m+1 numbers in the sequence
(un)n∈N of length at most m+ 1. Moreover it is clear from our reasoning that the
above recurrence holds.
Let us prove by induction on m that if un 6= n (mod 2) and un ∈ [4m−1, 4m)
then we can write n =
∑s
i=0 2
ni−1(2ni − 1) for some increasing sequence 1 < n0 <
. . . < ns = m. If m = 1 then u0 = 1 6≡ 0 (mod 2) and n = 0 corresponds to
the empty sum. If m > 1 then from our recurrence relation we can see that the
only possibility is that n = 2 · 4m−1 − 2m−1 + i, where i ≤ 4m−1 − 2m−1 − 1 and
ui 6≡ i (mod 2). From induction hypothesis we get i =
∑s
j=0 2
ni−1(2ni − 1) for
some increasing sequence 1 < n0 < . . . < ns < m. Summing up we get
n = 2 · 4m−1 − 2m−1 + i = 2m−1(2m − 1) + i = 2m−1(2m − 1) +
s∑
j=0
2ni−1(2ni − 1),
and thus if we define ns+1 = m we arrive at desired equality. 
Lemma 4.2. Let m ≥ 2 for each n ∈
[
22m, 432
2m
]
we have zn = 0.
Proof. Let n ∈
[
22m, 432
2m
]
and suppose that zn = 1. In particular
n =
s∑
i=0
2ni−1(2ni − 1)
for some increasing sequence n0, . . . , ns. We then have
22m+1 − 2m+1 = 22m+1
(
1−
1
2m
)
> 22m+1 ·
2
3
≥ n ≥ 2ns−1(2ns − 1)
and thus ns ≤ m. On the other hand
22m ≤ n =
s∑
i=0
2ni−1(2ni − 1) ≤ (23 − 2) + . . .+ (22m−1 − 2m)
< 1 + 2 + . . .+ 22m−1 < 22m
and we get a contradiction. 
Lemma 4.3. For each positive integer m ≥ 2 there exists a positive integer n such
that m|n and zn = 1.
Proof. Let us write m = 2u · (2v + 1). There exists q = (u + 1)ϕ(2v + 1) + 1 such
that 2q−1 ≡ 1 (mod 2v + 1) and 2q−1 > 2u. Now we can define
n =
2v+1∑
i=1
2i(q−1)(2i(q−1)+1 − 1) ≡
2v+1∑
i=1
1 · (2− 1) ≡ 0 (mod 2v + 1),
which satisfies the desired conditions.

Lemma 4.4. The sequence z is not 2-automatic.
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Proof. Let us suppose that z is 2-automatic. Let A be the automaton with M
states which for given n computes zn. We know that z(2
M+1(2M+2 − 1)) = 1.
From pumping lemma [3, Lemma 4.2.1] we know that there exists q > 0 for which
we have z(2q+M+1(2M+2 − 1)) = 1. Thus we can write
2q+M+1(2M+2 − 1) =
s∑
i=0
2ni−1(2ni − 1) ≥ 2n0−1(2n0 − 1).
But as ν2(
∑s
i=0 2
ni−1(2ni − 1)) = 2n0−1 we have n0 − 1 = q +M + 1 and then
2n0−1(2n0 − 1) > 2q+M+1(2M+2 − 1)
and we get a contradiction.

Lemma 4.5. Let k > 1 be an integer not of the form 2m for some positive integer
m. Then the sequence z is not k-automatic.
Proof. Let us suppose that z is k-automatic. Let A be the automaton withM states
which for given n computes zn. From Lemma 4.3 we get that there is n which is
divisible by kM+1 say n = kM+1L such that zn = 1. From pumping lemma [3] we
know that there exists q > 0 such that for all ν > 0 we have z(kM+1+νqL) = 1. Let
us prove that we can find ν such that
(8) kM+1+νqL ∈
[
22U ,
4
3
22U
]
for some U.
Which is equivalent to
{log4(k
M+1+νqL)} < log4
4
3
.
We have {log4(k
M+1+νqL)} = {νq log4 k + log4(k
M+1L)} as log4(k
M+1L) is con-
stant and log4 k /∈ Q we know that {log4(k
M+1+νqL)} is equidistributed in [0, 1].
So we can find ν such that condition (8) holds. We arrive at a contradiction with
Lemma 4.2.

Gathering all the proved results together we get the following:
Theorem 4.6. The sequence d is not k-regular for any k ∈ N≥2.
Proof. Suppose that the sequence d is k-regular for some k, then the sequence z
has to be a k-automatic sequence for some k ∈ N≥2, which is impossible. However,
we get a contradiction with Lemma 4.4 when k is power of 2 and Lemma 4.5 in the
opposite case. 
5. Problems and conjectures
In this section we present some problems and conjectures connected with the
sequence c and related sequences.
Let p, n ∈ N and consider the Hankel matrix related to the sequence c
hp,n = [cp+i+j−1]1≤i,j≤n.
Next, let us consider the sequence Hp,n := dethp,n. Recently, there has been a
growing interest in studing the arithmetic properties of the sequences of Hankel
determinants of automatic sequences (see for example [1, 9] and references given
there). This motivates us to state the following general
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Problem 5.1. Characterize those p ∈ N such that the sequence (Hp,n)n∈N is k-
automatic for some k ∈ N≥2.
Based on numerical computations we believe that the following is true:
Conjecture 5.2. We have the following properties
(1) For each p, n ∈ N we have Hp,n ∈ {−1, 0, 1}.
(2) We have
H0,n =


1, n = 13 (4
m − 1) for some m ≥ 2;
−1, n ∈ { 23 (4
m − 1) + 1, 23 (4
m − 1) + 1, 43 (4
m − 1) + 2} for some m ≥ 1;
0, otherwise .
(3) We have
Hn,n =
{
1, n =
∑m
i=1 4
ki , where ki < ki+1;
0, otherwise .
Remark 5.3. Let us observe that Hn,n = 1 if and only if n is an element of the
Moser-de Bruijn sequence [6, 10].
Problem 5.4. Let m be a non-zero integer and let F1(X) (F−1(X) respectively)
be generating function for the PTM sequence (for the iPTM sequence respectively)
treated as an element of F2[[X ]]. Next, let us define
Fm(X) =
{
F
(m)
1 (X) for m ≥ 1
F
(−m)
−1 (X) for m ≤ −1
,
where as usual F (m)(X) = F ◦ F ◦ . . . ◦ F is composition of m copies of F . We
write
Fm(X) =
∞∑
n=0
Cm,nX
n
and ask about arithmetic properties of the sequence Cm = (Cm,n)n∈N.
Finally, in the light of results obtained in this paper it is natural to state the
following:
Problem 5.5. Let p be a prime number and consider the series Fp(X) =
∑∞
n=0 sp(n)
(mod p)Xn ∈ Fp[[X ]]. Study the sequence cp = (cp,n)n∈N, where cp,n is n-th coeffi-
cient in expansion of the power series Gp(X) satisfying the identity Gp(Fp(X)) =
Fp(Gp(X)) = X.
In particular, let u ∈ {0, 1, . . . , p− 1} and put
Ap,u := {n : cp,n = u}.
Characterize these p’s and u ∈ {0, 1, . . . , p − 1} for which the increasing sequence
of elements of the set Au,p is k-regular for some k.
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