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Abstract
We introduce a novel model order reduction method for large-scale linear switched
systems (LSS) where the coefficient matrices are affected by a low-rank switching. The
key idea is to replace the LSS by a non-switched system with extended input and output
vectors – called the envelope system – which is able to reproduce the dynamical behavior
of the original LSS by applying a certain feedback law. The envelope system can be
reduced using standard model order reduction schemes and then transformed back to an
LSS. Furthermore, we present an upper bound for the output error of the reduced-order
LSS and show how to preserve quadratic Lyapunov stability. The approach is tested by
means of various numerical examples demonstrating the efficacy of the presented method.
Keywords: switched system, model reduction, balanced truncation, rational interpo-
lation, stability, port-Hamiltonian System
AMS(MOS) subject classification: 93C30, 93A15, 30E05, 93B52
1 Introduction
Many real world applications are a combination of continuous and discrete dynamics, which are
mathematically described by hybrid systems. Popular examples are manufacturing processes
[37], automotive engine control [6], and transportation systems [26]. In the context of control
design the discrete dynamics may be used to switch between operating modes of the dynamical
system. Thus the focus is on the continuous dynamics only. This results in the concept of
switched systems.
In this paper we study linear switched systems (LSS) of the form
Σ =

x˙(t) = Aσx(t) +Bσu(t),
y(t) = Cσx(t) +Dσu(t),
x(0) = x0,
t ≥ 0 (1)
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with matrices Ai ∈ Rn×n, Bi ∈ Rn×m, Ci ∈ Rp×n, Di ∈ Rp×m for i = 1, . . . , ℓ, and switching
signal σ : [0,∞) × Rp → {1, . . . , ℓ}. We refer to x, u, and y as the state, input, and output
of the system, respectively. Without loss of generality we assume a zero initial condition, i. e.
x0 = 0, since otherwise we can simply append the initial condition to the input matrices as
in [21] or solve two independent problems as in [10]. We include that case that the switching
signal depends on the output of the system (1), thus allowing feedback-based switching laws.
Although each subsystem in (1) is linear, the overall dynamics are nonlinear with a discontin-
uous vector field and thus even linear time-invariant (LTI) switched systems exhibit complex
phenomena.
If (1) results from semi-discretization of a switched partial differential equation then n is
large and controller design, optimization, or system verification of such a large-scale system
is computationally demanding or even intractable. For LTI systems without switching the
computational complexity is nowadays often avoided by replacing the system with a cheap-to-
evaluate surrogate model. A standard approach to build reliable surrogate models is model
order reduction (MOR), which usually constructs a low-dimensional approximation via Petrov-
Galerkin projection – see [1,2,8,12] for an overview. Popular reduction methods are balanced
truncation [30, 31], rational interpolation (formerly known as moment matching) [19], and
proper orthogonal decomposition [22, 49].
A straigthforward way to generalize these methods to switched systems is to apply the re-
duction technique of choice to each subsystem Σi = (Ai, Bi, Ci,Di) separately, see for exam-
ple [28,34,35]. However, even if during this reduction each input-output mapping is preserved,
the approximation error for the switched system may be arbitrarily large (see Example 2.1).
Instead, MOR methods for switched systems should be tailored to switching specific phe-
nomena. A generalization of balanced truncation to switched systems is developed in [44]
and analyzed in [39]. In these papers the authors assume that all subsystems in (1) can be
balanced simultaneously via generalized Gramians, which is in general not feasible [27]. To
compute the generalized Gramians, 2ℓ coupled Lyapunov inequalities need to be solved, which
may become computationally intractable in a large-scale setting. A modified version with
similar computational complexity is presented in [45] and the authors claim (without proof
or numerical example) that this method performs better in terms of the approximation error.
Model reduction of switched systems via interpolation is considered in [4, 5, 40]. In [4, 5] the
notion of moment is defined for LSS based on the realization theory derived in [38]. Then a
certain selection of moments – called nice selections – is interpolated. In contrast, the authors
of [40] base their work on the signal generator approach [3]. Let us also mention the recent
technical report [18], where model reduction is performed by introducing Gramians for the
switched system that are similar to those of bilinear systems.
As is standard in MOR theory, all methods assume that the solution of the dynamical sys-
tem evolves (approximately) in a low-dimensional subspace. The existence of such a low-
dimensional subspace is based on the smoothness of the input-output mapping [32] – a feature
that switched systems do not possess in general if arbitrary switching is allowed. In order
to expect a good approximation quality with low-dimensional surrogates we either need to
assume that the switching occurs very rarely in the desired time horizon or that the switching
affects only a low-dimensional part of the system.
Example 1.1. Similar to [34, 35] we consider the heating of two adjacent rooms that are
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connected via a door that is either open or closed. For simplicity we restrict ourselves to a
one-dimensional model. The situation is depicted in Figure 1. Opening or closing the door
Room 1 Room 2DoorHeater
Ω1 Ω2 Ω3
Figure 1: Heating of two adjacent rooms
results in an abrupt change of the thermal conductivity and the heat capacity in the domain Ω2.
Since the domain of the door is small compared to the overall domain Ω := Ω1 ∪Ω2 ∪Ω3, the
switching influences only a small part of the dynamical system. Thus after a semi-discretization
(cf. Example 5.2), only a low-dimensional structure of the overall system is affected. ©
In this paper we allow arbitrary switching sequences and thus assume that the switching
affects only a low-dimensional part of the system. We exploit this to compute a multiple-
input multiple-output (MIMO) LTI system without switching – called the envelope system –
that covers all the dynamics of the original switched system. More precisely, using a certain
feedback control law for the envelope system, the two systems are equivalent. Model reduction
is achieved by reducing the envelope system by a standard LTI MOR method. The resulting
reduced-order model (ROM) can be transformed back to a switched system of the same form as
(1). The advantage of this approach is that a comparison of models and hence an evaluation of
approximation properties can be made for the envelope system using standard tools. Using this
abstraction, the difficulties associated with switched systems and different switching signals
can be circumvented. Of course, one cannot expect similar approximation qualities as for a
standard LTI system – this is reflected by a slower decay of the Hankel singular values of the
envelope system.
The main contributions of this paper are the following:
1. We show (cf. Example 2.1) that independent reduction of the subsystems in (1) may
result in arbitrarily large errors and should thus be avoided.
2. Example 2.2 demonstrates that if the switching signal depends on the state or the output
of the system itself, then any approximation of the state or the output that effects the
switching law may result in arbitrarily large errors and thus no error bounds for such
switching signals can be derived.
3. We propose an abstraction of the switched system (1) in form of an LTI system without
switching (cf. Proposition 3.4). This abstraction allows to use standard MOR methods
for switched systems and to derive an error bound for the approximation error in the
time domain (Theorem 3.8) provided that the switching signal depends only on time.
4. Proposition 4.1 shows that quadratic Lyapunov stability of a switched system implies
that all subsystems are dissipative Hamiltonian systems and hence MOR techniques for
port-Hamiltonian systems can be used to preserve quadratic stability in the reduced
model (Theorem 4.2).
3
Notation
The symbol AT denotes the transpose of the real matrix A. If A is quadratic, we write A > 0
(A ≥ 0) to indicate that the matrix is positive definite (semidefinite). The matrix In is the n×n
identity matrix and 0n,m describes the n×m zero matrix. We use blkdiag(A1, . . . , Ak) to denote
the block diagonal matrix with matrices A1, . . . , Ak on the diagonal. For a square-integrable
function f : [0, T ]→ Rn we denote the L2 norm by ‖f‖L2 := (
∫ T
0 ‖f(t)‖22 dt)1/2 with Euclidean
vector norm ‖ · ‖2. The switched system (1) is written as Σ = (Ai, Bi, Ci,Di | i = 1, . . . , ℓ)
and each subsystem
x˙(t) = Ajx(t) +Bju(t), y(t) = Cjx(t) +Dju(t)
is denoted by Σj = (Aj , Bj , Cj ,Dj) with transfer function Hj(s) = Cj(sIn − Aj)−1Bj + Dj .
We say that Σj is stable, if all eigenvalues of Aj have non-positive real part and say the Σj is
asymptotically stable, if all eigenvalues of Aj have negative real part. In the latter case, there
exist matrices Pj = PTj ≥ 0 and Qj = QTj ≥ 0 that satisfy the Lyapunov equations
AjPj + PjATj +BjBTj = 0 and ATj Qj +QjAj + CTj Cj = 0.
The matrix Pj is called controllability Gramian of Σj, while Qj is called observability Gramian
of Σj. Moreover, the square roots of the eigenvalues of PjQj are the Hankel singular values of
Σj . We say that Σj is controllable or observable, if the conditions rank(
[
λIn −Aj Bj
]
) = n
or rank(
[
λIn −ATj CTj
]
) = n hold for all λ ∈ C, respectively. The system Σj is called
minimal, if it is controllable and observable. For corresponding definitions for the switched
system (1) we refer to [46]. The H∞ norm of Σj is the L2–L2 induced norm and denoted by
‖Σj‖H∞ .
2 Problem setting and motivation
Starting from the LSS (1) we want to construct a reduced order model
Σ˜ =
{
˙˜x(t) = A˜σx˜(t) + B˜σu(t),
y˜(t) = C˜σx˜(t) + D˜σu(t),
t ≥ 0 (2)
of the same form as (1) with A˜i ∈ Rr×r, B˜i ∈ Rr×m, C˜i ∈ Rp×r, and D˜i ∈ Rp×m for i = 1, . . . , ℓ
and r ≪ n, such that the approximation error y − y˜ is small (in some appropriate norm). If
we want to emphasize the dependency of the state or the output on the input variable, we
write x(u) or y(u).
As is common for many model reduction techniques [1], the reduced matrices A˜i, B˜i, C˜i, and
D˜i are constructed via Petrov-Galerkin projection. More precisely, we determine matrices
Wi, Vi ∈ Rn×r with W Ti Vi nonsingular and compute the reduced model Σ˜ via
A˜i :=
(
W Ti Vi
)−1
W Ti AiVi, B˜i :=
(
W Ti Vi
)−1
W Ti Bi, C˜i := CiVi, D˜i := Di (3)
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for i = 1, . . . , ℓ. Note that if we use different Wi and Vi for each subsystem then we assume
Vix˜ ≈ x for each subsystem and thus the reduced state x˜ ≈ (W Ti Vi)−1W Ti x depends on
the subsystem. Accordingly we need a state transition transformation. If we switch from
subsystem i to subsystem j we need to transform the state via x˜ 7→ K˜ijx˜ with
K˜ij =
(
W Tj Vj
)−1
W Tj Vi. (4)
A standard approach in the literature [28, 34, 35] is to reduce the subsystems independently.
The following example shows that this may result in large approximation errors.
Example 2.1. We consider the RLC circuit given in Figure 2, where the input is given by the
entering current i, while the output of interest is iL, the current of the branch containing the
inductance. The corresponding control system is given in [43], but here we modify the system
by allowing a switch in the inductance. Precisely, we set R = 1, C = 1, L1 = 1/2, and L2 = 1.
The resulting switched system has two modes, i. e. ℓ = 2, given by
R L
CR
u = i
y = iL
Figure 2: A simple RLC circuit [43]
A1 =
[
0 −1
2 −4
]
, A2 =
[
0 −1
1 −2
]
, B1 =
[
1
2
]
, B2 =
[
1
1
]
, CT1 = C
T
2 =
[
0
1
]
,
i. e., the switching occurs only in the matrices Ai and Bi but not in the output matrix. The
transfer functions of the two subsystems are given by
H1(s) =
2s+ 2
s2 + 4s + 2
and H2(s) =
1
s+ 1
.
Notice that the first subsystem is minimal but the second one is not controllable. We only
reduce the dimension of the second subsystem by truncating the states that are not controllable
(e. g. via Kalman decomposition), i. e., we make no error with respect to the transfer function.
This can, for instance, be achieved using the projection matrices
V T2 =
[
1 1
]
, W T2 =
[
2 −1]
and via (3) the reduced model and its transfer functions are given by
A˜2 = −1, B˜2 = 1, C˜2 = 1, H˜2(s) = 1
s+ 1
.
Now let us suppose that we have the switching function
σ : [0, 2]→ {1, 2}, σ(t) =
{
1, if t ∈ [0, 1],
2, if t ∈ (1, 2]
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and we are interested in the output y of the switched system at the final time t = 2. We fix
ξ ∈ R and choose u∣∣
[0,1]
such that x(1) =
[
ξ 2ξ
]T
. This is possible since the first system is
controllable. Afterwards we do not control the system anymore, i. e. u
∣∣
(1,2]
≡ 0. This yields
x(2) =
[
0 ξ exp(−1)]T and hence y(2) = ξ exp(−1). However, if we use the reduced model
for the computation, we obtain y˜(2) = 0, thus the error can be arbitrarily large, although no
approximation error in the input-output mapping of both subsystems was made. ©
The reason for the behavior in the previous example is the fact that in a minimal realization
of a switched system the subsystems might not be minimal [38]. This can be seen from the
solution formula for switched systems. More precisely, assume that the switching signal σ
depends only on time and the switching time points are 0 = t0 < t1 < . . . < ts with switching
index sequence ik := σ(tk). Then for t ≥ ts the solution [46] of the state equation in (1) is
given by (recall that we assume x0 = 0)
x(t;u) = eAis (t−ts) · · · eAi1 (t2−t1)
∫ t1
t0
eAi0 (t1−τ)Bi0u(τ)dτ + · · ·
+ eAis (t−ts)
∫ ts
ts−1
eAis−1 (ts−τ)Bis−1u(τ)dτ +
∫ t
ts
eAis (t−τ)Bisu(τ)dτ.
(5)
If we reduce each subsystem independently, we expect a good approximation of∫ t
tk
Cike
Aik (t−τ)Biku(τ)dτ +Diku(t) for each 0 ≤ k ≤ s.
However this does not necessarily imply a good approximation of the interaction of the sub-
systems, which is described by the terms
eAik (t−tk) · · · eAi1 (t2−t1)
∫ t1
t0
eAi0 (t1−τ)Bi0u(τ)dτ + · · ·
+ eAik (t−tk)
∫ tk
tk−1
eAik−1 (tk−τ)Bik−1u(τ)dτ.
The interaction terms can be interpreted as (non-zero) initial condition at each switching time
point. Note that also the techniques offered in [10, 21] cannot be used, since it is a priori
unclear which initial conditions are important.
A standard question in approximation theory is about the approximation quality in form of
error bounds or error estimators. The following toy example illustrates what we can expect to
happen if the switching signal depends on the state or the output of the system.
Example 2.2. Consider the switched system Σ = (Ai, Bi, Ci,Di | i = 1, . . . , ℓ) where the first
subsystem Σ1 = (A1, B1, C1,D1) is given by
A1 =
[−1 0
0 −1
]
, B1 =
[
1
1
]
, CT1 =
[
1
p
]
, D1 = 0 (6)
with parameter p > 0. The approximation Σ˜1 = (A˜1, B˜1, C˜1, D˜1) with
A˜1 = −1, B˜1 = 1, C˜1 = 1, D˜1 = 0 (7)
6
satisfies (without switching) y˜ = (1 + p)−1y, and thus the approximation error becomes
arbitrarily small for p→ 0. Suppose the switching condition and the input are given by
σ(t,y) =
{
1, y ≥ (1 + p2) (1− exp(−1)),
2, otherwise,
, u(t) =
{
1, if t ≤ 1,
0, otherwise,
Then for p > 0, we have y˜(t) <
(
1 + p2
)
(1 − exp(−1)) for all t > 0 whereas there exists a
t1 ∈ (0, 1) with y(t1) =
(
1 + p2
)
(1 − exp(−1)). The situation is depicted in Figure 3. Thus,
0 0.2 0.4 0.6 0.8 1 1.2 1.4
0
0.2
0.4
0.6
t
y
switching surface (p = 0.05)
y
y˜
Figure 3: Output-dependent switching: full model and approximation
the approximation (7) driven with above input and switching condition never switches the
system, while the original model (6) switches to the second (not further specified) subsystem
at t1. ©
The failure of the approximation in the previous example is caused by the fact that for small
p the output approaches the switching surface approximately tangentially, which makes the
system ill-posed for this input and one may need a regularization [24]. Since we do not
know the input a priori, we cannot exclude such cases. Anyhow, the previous example shows
that independent from the approximation quality of the subsystem, the error may become
arbitrarily large, if the switching depends on the state or the output. Thus, we cannot expect
to have error estimators for output-dependent switching laws, implying that we need the
following assumption to derive an error bound.
Assumption 2.3. The switching depends only on time, i. e. σ : [0,∞)→ {1, . . . , ℓ}.
3 Envelope system and model reduction
Consider the switched system (1) with switching time points 0 = t0 < t1 < . . . < ts and
switching sequence ik := σ(tk). In order to circumvent the problems that come with switching
between different subsystems, we propose the following view: For a given input u, is it possible
to modify u on the interval (t1, t2] such that the unswitched system driven with the modified
input produces the same output as the switched system with the original input in the interval
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[0, t2]? If this is the case, then we could run the first subsystem without the need to switch
and still observe the same behavior.
However, it is in general not possible to excite the first subsystem such that it behaves as the
second subsystem. For an example we refer to [46]. Instead we construct an envelope system
of the first subsystem with extended in- and outputs that is able to mimic the behavior of
all other modes of the switched system. Note that a similar viewpoint was considered for
parametric MOR in [7] and for MOR of systems with time delay in [47].
Let us describe for i = 2, . . . , ℓ the difference of the ith subsystem to the first subsystem via
the matrices
∆A,i := A1 −Ai ∈ Rn×n, ∆B,i := B1 −Bi ∈ Rn×m,
∆C,i := C1 − Ci ∈ Rp×n, ∆D,i := D1 −Di ∈ Rp×m
(8)
and we additionally assume a decomposition
∆A,i = SiMiT
T
i with Si, Ti ∈ Rn×βi , Mi ∈ Rβi×βi (9)
with βi = rank(∆A,i). Notice that we can always obtain such a decomposition via singular
value decomposition (SVD) or Schur decomposition. Using the decomposition (9), we intro-
duce for i = 2, . . . , ℓ the new variables
zi(t) := T
T
i x(t) ∈ Rβi .
Thus, using the Kronecker delta δi,j , (1) can be rewritten as the descriptor system
x˙(t) = A1x(t)−
ℓ∑
i=2
Siδi,σMizi(t) +
(
B1 −
ℓ∑
i=2
δi,σ∆B,i
)
u(t),
zi(t) = T
T
i x(t),
y(t) =
(
C1 −
ℓ∑
i=2
δi,σ∆C,i
)
x(t) +
(
D1 −
ℓ∑
i=2
δi,σ∆D,i
)
u(t).
(10)
Viewing δi,σMizi as feedback control law, we can define the following abstraction of the
switched system (1).
Definition 3.1 (Envelope system). Consider the switched system (1) and matrices ∆B,i, ∆C,i,
∆D,i, Si, and Ti as in (8) and (9). Define
AE := A1 ∈ RnE×nE ,
BE :=
[
B1 ∆B,2 · · · ∆B,ℓ S2 · · · Sℓ
] ∈ RnE×mE ,
CTE :=
[
CT1 ∆
T
C,2 · · · ∆TC,ℓ T2 · · · Tℓ
] ∈ RnE×pE,
DE := blkdiag(D1,∆D,2, . . . ,∆D,ℓ, 0L,L) ∈ RpE×mE ,
with dimensions nE := n, mE := ℓm+ L, pE := ℓp+ L, and L :=
∑ℓ
i=2 βi. Then we call
ΣE =
{
x˙E(t) = AExE(t) +BEuE(t),
yE(t) = CExE(t) +DEuE(t),
t ≥ 0
an envelope system for the switched system (1).
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Notice that we have included the Ti matrices in the output matrix CE, since in terms of model
reduction it is not sufficient to have a good approximation of the output variable y, but we
need in addition a good approximation of zi to compute the feedback control law.
Remark 3.2. In a large-scale setting the computation of (9) via a full SVD is computationally
expensive. However, the decomposition (9) requires only a skinny SVD, which can be computed
efficiently, see [13]. ♦
Remark 3.3. Notice that the envelope system is not unique. Besides different low-rank
factorizations (9), also the ordering of the subsystems in (1) is an arbitrary choice that effects
the construction of the envelope system. Moreover, it may be computationally advantageous to
compute the difference of the subsystems to a hypothesized system Σ = (A,B,C,D). This may
be particularly useful, if neither of the subsystems is asymptotically stable but all subsystems
are low-rank perturbations of an asymptotically stable system. Moreover, it is a priori not
clear that BE and CE have full rank and thus a rank-revealing decomposition of BE and CE
may be used to compress the number of inputs and outputs. ♦
The connection of the envelope system (3.1) to the original switched system (1) is as follows.
For a given input u, consider the feedback control uE = K(σ)yE +K0(σ)u with
K(σ) := blkdiag(0ℓm,ℓp,−δ2,σM2, . . . ,−δℓ,σMℓ) ∈ RmE×pE,
K0(σ) :=
[
Im −δ2,σIm · · · −δℓ,σIm 0m,L
]T ∈ RmE×m, (11)
and the matrix function
C0(σ) :=
[
Ip −δ2,σIp · · · −δℓ,σIp 0p,L
] ∈ Rp×pE. (12)
Then by construction, the envelope system (3.1) with feedback law (11) reproduces the output
of the LSS (1). More precisely, we have the following result.
Proposition 3.4. Consider the LSS (1) and its envelope system (3.1). For a given input u
let y(t;u) denote the output of (1) under this input, and accordingly, let yE(t;uE) denote the
output of the envelope system with input uE. Then
y(t;u) = C0(σ)yE (t;K(σ)yE +K0(σ)u) ,
where K, K0, and C0 are defined as in (11) and (12), respectively.
Remark 3.5. If the envelope system is not minimal, then neither is the switched system and
we can remove the uncontrollable and unobservable parts of the envelope system. Unfortu-
nately, the converse is not true. Consider for example the switched system Σ = (Ai, Bi, Ci, 0 |
i = 1, 2) with
A1 =
[−1 0
0 −2
]
, ∆A,2 =
[
1 0
1 0
]
=
[
1
1
] [
1 0
]
, B1 = B2 =
[
0
0
]
.
The reachable set of this system from the zero initial condition under arbitrary switching is
{0} and following [46] thus not controllable. However, the envelope system
AE =
[−1 0
0 −2
]
, BE =
[
1
1
]
is controllable. ♦
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The advantage of the envelope system (3.1) over the switched system (1) is that we can apply all
standard MOR methods for MIMO LTI systems, for example balanced truncation [30] or IRKA
[19]. Since the construction of the envelope system is computationally tractable (provided that
the matrices ∆A,i have low rank), MOR of switched systems within our framework is possible,
whenever MOR for one of the subsystems is computationally feasible.
Assume that the MOR method of choice has determined projection matrices W,V ∈ Rn,r for
the envelope system (3.1). Then the reduced envelope system is given via
A˜E = (W
TV )−1W TAEV, B˜E = (W
TV )−1W TBE, C˜E = CEV, D˜E = DE. (13)
On the other hand, we can reduce the switched system (1) with W and V according to (3) via
A˜i = (W
TV )−1W TAiV, B˜i = (W
TV )−1W TBi, C˜i = CiV, D˜i = Di (14)
for i = 1, . . . , ℓ. We infer from
∆
A˜,i
:= A˜1 − A˜i = (W TV )−1W T∆A,iV = (W TV )−1W TSiMiT Ti V
that the reduced envelope system (13) is an envelope system for the reduced system (14) and
thus Proposition 3.4 applies.
Note that we can drive the envelope system with other input signals than the feedback law
from Proposition 3.4 and thus can generate dynamics that the switched system cannot produce.
Similarly, standard LTI MOR methods like balanced truncation and IRKA aim for a good
approximation for all possible input signals and are not tailored to a restricted input space,
which in our case is parameterized due to the feedback law.
Remark 3.6. The larger the part of the system, that is affected by the switching, i. e. the
larger
∑ℓ
i=2 βi, the more we have to extend the input and the output dimensions of the
envelope system thus making the system harder to reduce (provided rank(BE) = mE and
rank(CE) = pE, see Remark 3.3). Notably, the controllability Gramian PE of the envelope
system ΣE satisfies
0 = AEPE + PEATE +BEBTE = A1PE + PEAT1 +B1BT1 +Q
for some Q = QT ≥ 0 and is thus a generalized Gramian for the first subsystem, cf. [44]. In
particular, the Hankel singular values of the envelope system are greater than or equal to the
Hankel singular values of the first subsystem. ♦
Remark 3.7. As outlined in Remark 3.3, the construction of the envelope system is not unique.
In particular, the decomposition (9) allows to weight the subsystems differently (for example
via scaling of Si,Mi, and Ti) for the model reduction procedure. This may be exploited, if the
switching sequence is known beforehand. A theoretical discussion and optimal scaling for the
modes is however beyond the scope of this paper. It is worth to mention that scaling issues are
not unique to our methodology, but appear in other MOR methods, e. g. balanced truncation,
as well. Heuristics for the scaling are, for instance, proposed in [21]. ♦
As outlined in Example 2.2 it is in general not possible to derive an error bound or er-
ror estimator for LSS with state- or output-dependent switching. Thus, we need to invoke
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Assumption 2.3, which guarantees that the full-order model and the reduced model switch at
the same time to the same subsystem. This in turn allows us to use error bounds that we
obtain based on the model reduction of the envelope system. For instance, if we assume that
the envelope system is minimal and asymptotically stable, then the error bound for balanced
truncation [1] for square-integrable inputs uE is given by
‖yE(uE)− y˜E(uE)‖L2 ≤
(
2
q∑
i=k
σi
)
‖uE‖L2 ,
where σ1 > σ2 > . . . > σq > 0 denote the distinct Hankel singular values of ΣE with multiplic-
ities ν1, . . . , νq ∈ N and σk denotes the largest neglected Hankel singular value. Recall that
yE(uE) denotes the solution of the envelope system (3.1) with input uE and y˜E(uE) denotes
the solution of the reduced envelope system (13) with the same input uE. Unfortunately,
this error bound is not carried over to the error of the switched system, since the feedback
in Proposition 3.4 is different for the envelope system and for the reduced envelope system.
Thus we need to compare yE(uE) and y˜E(u˜E). Moreover, any error bound that is obtained in
this way is of a posteriori type, since the input for the envelope system depends on the actual
solution of the system.
Theorem 3.8. Let the switching signal satisfy Assumption 2.3 and for any square-integrable
input u let u˜E := K(σ)y˜E + K0(σ)u denote the feedback law from Proposition 3.4 for the
reduced envelope system. Moreover assume that
max
i=2,...,ℓ
‖Mi‖2‖ΣE‖H∞ < 1. (15)
Then there exists a constant η = η(ΣE) > 0 independent of Σ˜E and u such that
‖y(u)− y˜(u)‖L2 ≤ η‖ΣE − Σ˜E‖H∞‖u˜E‖L2 . (16)
holds.
Proof. First note that due to Assumption 2.3, the matrix functions C0, K, andK0 are identical
for the envelope system and the reduced envelope system. Let uE = K(σ)yE+K0(σ)u denote
the feedback law from Proposition 3.4 for the envelope system. From Proposition 3.4 we infer
y(u) = C0(σ)yE(uE) and y˜(u) = C0(σ)y˜E(u˜E). Since for any σ ∈ {1, . . . , ℓ} the largest
singular value of C0 is
√
2, we obtain
‖y(u)− y˜(u)‖L2 = ‖C0(σ) (yE(uE)− y˜E(u˜E)) ‖L2 ≤
√
2‖yE(uE)− y˜E(u˜E)‖L2
≤
√
2‖yE(uE)− yE(u˜E)‖L2 +
√
2‖yE(u˜E)− y˜E(u˜E)‖L2
≤
√
2‖yE(uE)− yE(u˜E)‖L2 +
√
2‖ΣE − Σ˜E‖H∞‖u˜E‖L2 .
Due to the definitions of uE and u˜E and Assumption 2.3 we get
‖yE(uE)− yE(u˜E)‖L2 ≤ ‖ΣE‖H∞‖uE − u˜E‖L2 = ‖ΣE‖H∞‖K(σ) (yE(uE)− y˜E(u˜E)) ‖L2
≤ ‖ΣE‖H∞ max
i=2,...,ℓ
‖Mi‖2‖yE(uE)− y˜E(u˜E)‖L2 .
From the triangle inequality and (15) we obtain
‖yE(uE)− yE(u˜E)‖L2 ≤
max
i=2,...,ℓ
‖Mi‖2‖ΣE‖H∞
1− max
i=2,...,ℓ
‖Mi‖2‖ΣE‖H∞
‖ΣE − Σ˜E‖H∞‖u˜E‖L2
and thus
‖y(u)− y˜(u)‖L2 ≤
√
2
1− max
i=2,...,ℓ
‖Mi‖2‖ΣE‖H∞
‖ΣE − Σ˜E‖H∞‖u˜E‖L2 .
Note that the switching information is encoded in ‖u˜E‖L2 and thus explicitly taken into
account in the error bound. Nevertheless, the bound (16) seems rather restrictive, since in the
proof we bound the output error y − y˜ by adding up all output errors of the envelope system
yE − y˜E.
Remark 3.9. Although the theory presented above is tailored to systems in standard state-
space form, it is easily generalized to generalized state-space form, i. e., a switched system of
the form
Eσx˙(t) = Aσx(t) +Bσu(t), y(t) = Cσx(t) +Dσu(t)
with nonsingular matrices Ei ∈ Rn×n. Setting ∆E,i := E1 − Ei, we have
E−1i = (E1 −∆E,i)−1 = E−11 + E−11 ∆E,iE−1i
for i = 2, . . . , ℓ. Transformation to standard state-space form thus transforms the perturba-
tions in (9) as
∆A,i 7→ E−11 ∆A,i − E−11 ∆E,iE−1i Ai, ∆B,i 7→ E−11 ∆B,i − E−11 ∆E,iE−1i Bi.
In particular, if the perturbations have a low-rank structure, then the transformed perturba-
tions are also low-rank and thus the framework presented above can be applied. ♦
4 Structure preservation
In the last decades, a lot of research in model reduction is devoted to structure preservation
[9,16,20,23,25,42] and preservation of system properties like stability or passivity. The latter
properties are directly encoded in so called port-Hamiltonian (pH) systems [48], which can be
written in the form {
x˙(t) = (J −R)Qx(t) +Bu(t),
y(t) = BTQx(t),
(17)
with J = −JT , R = RT ≥ 0, and Q = QT > 0. In this context any square matrix A of the
form A = (J − R)Q is called a dissipative Hamiltonian matrix [17, 29]. The special structure
in (17) allows us to use the Hamiltonian H(x) = 1/2xTQx, which often represents the total
energy of the system, as a Lyapunov function, thus showing that pH systems are stable. Let
us mention the recent work [11, 29] for a more general form of (17).
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In terms of switched systems, stability is usually not defined for each subsystem separately, but
in terms of a joint Lyapunov function. More precisely, an LSS (1) is called quadratic Lyapunov
stable [27] if there exists a symmetric positive definite matrix Q ∈ Rn×n that satisfies the
linear matrix inequalities
ATi Q+QAi < 0 for all i ∈ {1, . . . , ℓ}. (18)
Following [17, Lemma 2], we immediately have the following connection between quadratic
Lyapunov stable LSS and dissipative Hamiltonian systems.
Proposition 4.1. The LSS (1) is quadratic Lyapunov stable, if and only if there exist some
Q ∈ Rn×n with Q = QT > 0 and matrices Ji, Ri ∈ Rn×n with JTi = −Ji and Ri = RTi > 0
such that Ai = (Ji −Ri)Q for i = 1, . . . , ℓ.
Proof. Suppose that the switched system (1) is quadratic Lyapunov stable, i. e. there exists
Q ∈ Rn×n with Q = QT > 0 such that (18) holds. For i = 1, . . . , ℓ define
Ji :=
1
2
(
AiQ
−1 −Q−1ATi
)
and Ri := −1
2
(
AiQ
−1 +Q−1ATi
)
.
Then JTi = −Ji, Ri = RTi and Ai = (Ji − Ri)Q. The Ris are positive definite if and only if
(18) holds, since
xTRix = −1
2
xT
(
AiQ
−1 +Q−1ATi
)
x = −1
2
(Q−1x)T
(
ATi Q+QAi
)
Q−1x
for each x ∈ Rn, which also shows the converse direction.
Using Proposition 4.1, we see that for a quadratic Lyapunov stable LSS the envelope system
(3.1) is also a dissipative Hamiltonian system [17] and hence we can use any of the techniques
derived for structure-preserving model reduction for port-Hamiltonian systems [15, 20, 50] to
ensure quadratic stability in the reduced switched system as well. Following [20], we obtain
for instance the following result.
Theorem 4.2. Suppose that the LSS (1) is quadratic Lyapunov stable, i. e. (1) satisfies (18)
for some Q ∈ Rn×n with Q = QT > 0. For any V ∈ Rn×r with full column rank, set
W = QV (V TQV )−1. Then the reduced switched system Σ˜ = (A˜i, B˜i, C˜i, D˜i | i = 1, . . . , ℓ) with
A˜i, B˜i, C˜i, D˜i obtained as in (14) is quadratic Lyapunov stable.
Proof. For i = 1, . . . , ℓ we have
A˜Ti V
TQV + V TQV A˜i = V
TATi WV
TQV + V TQVW TAiV
= V T (ATi Q+QAi)V < 0.
From a modeling perspective, the matrix Q is usually not known beforehand and hence we may
only assume that each mode of the switched system exhibits a port-Hamiltonian structure, i. e.{
x˙(t) = (Jσ −Rσ)Qσx(t) +Bσu(t),
y(t) = BTσQσx(t),
(19)
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with Ji = −JTi , Ri = RTi ≥ 0, and Qi = QTi > 0. Instead of asking to preserve potential
quadratic stability of the switched system, we can also aim for preserving the port-Hamiltonian
structure of each subsystem, which in turn implies that each subsystem is stable and passive.
Note that stability of the subsystems does not imply quadratic stability of the switched system,
for a counter example we refer to [27].
Remark 4.3. If for i = 1, . . . , ℓ the matrices Ri in (19) are positive definite and Qi = αiQ0
for some αi > 0 and symmetric positive definite matrix Q0, then the previous discussion
immediately implies that the LSS (19) is quadratic Lyapunov stable. ♦
A structure-preserving model reduction scheme for the LSS (19) can be obtained by a straight-
forward extension of Theorem 4.2 and [20]. This is summarized in the following result.
Theorem 4.4. Consider the LSS (19). For any Vi ∈ Rn×r with full column rank, set Wi =
QiVi(V
T
i QiVi)
−1 for i = 1, . . . , ℓ. Then each mode of the reduced switched system in (2)
exhibits a port-Hamiltonian structure.
Theorem 4.2 and Theorem 4.4 both do not further specify the projection matrices V and Vi.
Following our framework from section 3, we can compute the envelope system and apply any
MOR method of choice to determine projection matrices W,V ∈ Rn×r. In general, the left
projection matrix W does not satisfy the condition in Theorem 4.2 and Theorem 4.4 and thus
needs to be modified accordingly. Let us mention that one can modify the construction of V
within the IRKA framework, such that some necessary H2 optimality conditions are satisfied
while at the same time the port-Hamiltonian structure is preserved [20].
So far, we have considered the cases when either a common quadratic Lyapunov function
or a port-Hamiltonian structure of the subsystems of (1) is known. However, if neither of
them is available we can still preserve potential stability of the subsystems, for example, by
formulating different envelope systems for the different modes with AE = Ai etc. for i = 2, . . . , ℓ
and reducing each of them separately with a stability-preserving model reduction scheme. In
this case the transformation matrices in (4) are in general not identity matrices. However, we
postpone a detailed analysis of this situation to future work. An alternative way of preserving
stability is to write each stable Ai as Ai = (Ji − Ri)Qi, cf. [17, Lemma 2], and afterwards
apply a projection as in Theorem 4.4.
5 Numerical examples
We illustrate the proposed method by means of numerical examples and compare the reduced-
order models with the respective full-order model. In the figure legends, we use the notation
FOM for the full-order model and Σ˜E for the reduced-order models obtained by the method
presented in Section 3. The supplement IRKA refers to the usage of IRKA [2] for reducing
the envelope system and BT to balanced truncation [30]. In Example 5.1 we also compare our
approach with the method introduced in [5], which we denote with nice selection in the figure
legends.
For constructing the envelope system, we use an SVD ∆A,i = UiΣiV Ti for the decomposition
in (9) and we assign Si = Ui, Mi = Iβi , and Ti = ViΣi. Furthermore, all time simulations are
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performed with the MATLAB solver ode45 with default settings except for Example 5.3 where
we used a backward Euler scheme. The source code for the numerical examples is available
from [41].
Example 5.1. Consider the first numerical example from [5], which is a single-input single-
output (SISO) LSS with two subsystems (ℓ = 2) and n = 11. The system matrices are random
matrices and thus from a model reduction perspective we cannot expect a good approximation
quality with a smaller dimension. Anyhow, using randomly generated systems appears to be
a benchmark example in the MOR literature for switched systems [4,5,44,45]. Notice that for
a randomly generated system the difference matrices ∆A,i have full rank and thus the input
and output matrices of the envelope system both have rank n. As expected the decay of the
1 2 3 4 5 6 7 8 9 10 11
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10−4
10−1
Σ1
Σ2
ΣE
Figure 4: Normalized Hankel singular values of the two subsystems (Σ1 and Σ2) and of the
envelope system ΣE for Example 5.1
Hankel singular values of the two subsystems and of the envelope system (cf. Figure 4) is slow
and hence we do not expect a good approximation. We consider two switching signals
σ1(t) =
{
2, t ∈ [0, 0.2] ∪ (0.6, 0.8],
1, t ∈ (0.2, 0.6] ∪ (0.8, 1.2], σ2(t) =
{
1, t ∈ [0, 0.4] ∪ (0.7, 0.9],
2, t ∈ (0.4, 0.7] ∪ (0.9, 1.2]
and input functions u1(t) = sin(2πt) and u2(t) = exp(−t). For the model reduction, we pick
r = 8 and perform the reduction based on the envelope system ΣE with balanced trunca-
tion and IRKA. The time simulations for above switching and input signals are presented in
Figure 5. As expected from the singular value decay, there is a significant error between the
full-order model (FOM) and the envelope reduced systems. Still the envelope systems capture
Table 1: L2 and L∞ errors for the output of the reduced models in Example 5.1
u1 u2
‖ · ‖L2 ‖ · ‖L∞ ‖ · ‖L2 ‖ · ‖L∞
Σ˜E BT r = 8 1.15e-02 3.29e-01 3.06e-03 2.97e-01
Σ˜E IRKA r = 8 1.09e-02 3.82e-01 7.94e-03 3.09e-01
nice selection r = 8 7.42e-02 8.05e-01 6.67e-02 5.44e-01
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Figure 5: Comparison of the full order model (FOM) and the reduced models of dimension
r = 8 for Example 5.1
the qualitative behavior of the switched system quite accurately compared to the methodology
from [5]. For a quantitative assessment see Table 1. ©
Since our approach clearly outperforms the method from [5] for both input signals in Example 5.1
and in addition needs considerably less user choices for the reduction, we use in the following
examples only reduced models based on the envelope system.
Example 5.2. Continuing with Example 1.1, we ignore effects of convection and model the
time evolution of the temperature distribution by the heat equation
ζ(ξ, σ)∂tz(t, ξ) − ∂ξ (k(ξ, σ)∂ξz(t, ξ)) = 0 for (t, ξ) ∈ [0, T ]× Ω, (20)
where k is the thermal conductivity, ζ the volumetric heat capacity, and z is the relative
temperature difference with respect to the ambient temperature θ∞, i. e., z(t, ξ) = θ(t, ξ)−θ∞
with absolute temperature θ. The thermal conductivity and the volumetric heat capacity are
assumed to be homogeneous over the total domain apart from the fact that the properties in
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the second subdomain Ω2 are affected by a switch, i. e.,
k(ξ, σ) =
{
kΩ2 (σ) , if ξ ∈ Ω2,
k2, otherwise,
ζ(ξ, σ) =
{
ζΩ2 (σ) , if ξ ∈ Ω2,
ζ2, otherwise,
kΩ2 (σ) =
{
k1, if σ = 1,
k2, if σ = 2,
ζΩ2 (σ) =
{
ζ1, if σ = 1,
ζ2, if σ = 2.
The heater at the left boundary acts as a boundary control and we assume that at the right
side of room 2 there is a heat transfer to the environment, i. e., we assume homogeneous Robin
boundary conditions at this point, cf. [33]. More precisely, we have the boundary conditions
−k2∂ξz(t, 0) = u(t), for t ∈ [0, T ], (21)
k2∂ξz(t, L) + hz(t, L) = 0, for t ∈ [0, T ], (22)
where L is the total length of the computational domain Ω and h denotes the heat transfer
coefficient at the right boundary. We furthermore assume that the initial temperature distribu-
tion in both rooms and the door equals the ambient temperature yielding the initial condition
z(0, ξ) = 0 for ξ ∈ Ω. As output we use the average temperature in the second room, which is
y(t) =
1
|Ω3|
∫
Ω3
z(t, ξ) dξ, for t ∈ [0, T ].
Discretization with finite volumes leads to a switched system of the form (1) with coefficient
matrices specified in Appendix A, where the first mode corresponds to the closed door and
the second one to the open door. The used physical, geometry, and discretization parameters
are listed in Table 2 and Table 3. Here we assume that the (closed) door acts like an isolator,
i. e., with low thermal conductivity k1 and high heat capacity ζ1.
Table 2: Example 5.2 – Physical parameters
ζ1
[
J
m3K
]
ζ2
[
J
m3K
]
k1
[
W
mK
]
k2
[
W
mK
]
h
[
W
m2K
]
2× 106 700 0.015 3 100
Table 3: Example 5.2 – Geometry and discretization parameters
|Ωi| [m] ∆ξi [m] ni
i ∈ {1, 3} 5 0.1 50
i = 2 0.3 0.1 3
The Hankel singular values of the two subsystems and of the envelope system are depicted in
Figure 6. Since the Hankel singular values decay is fast for all three systems we expect (in
contrast to Example 5.1) a good approximation quality with a small dimension. We construct
reduced-order models based on IRKA and based on balanced truncation of the envelope system
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Figure 6: Example 5.2 – Normalized Hankel singular values of the two subsystems (Σ1 and
Σ2) and of the envelope system ΣE
with reduced dimensions r = 6 and r = 10. As input we use a constant heat flux density of
u(t) ≡ 1W/(m2) and the switching sequence is given by
σ(t) =
{
2, t ∈ [0, 1.1] ∪ (1.6, 1.7],
1, t ∈ (1.1, 1.6] ∪ (1.7, 6].
Figure 7 shows the time evolution of the output of the full-order model and of the reduced-
order models. At the beginning the door is open and the temperature in the second room
increases until the system is switched the first time. Afterwards, the output temperature
decreases since the isolating door separates the second room from the heated first one. After
each switching the output dynamics changes abruptly depending on whether the door is open
or not. This behavior of the full-order model (n = 103) is captured by the reduced-order
models of dimension 10, whose graphs lie on top of the one of the full-order model (the L∞
errors are less than 10−2). On the other hand, the reduced-order models of dimension 6 show
clear quantitative deviations from the full-order model while the qualitative behavior is still
captured reasonably well. The significant difference between the reduced models of dimension
6 and those of dimension 10 can be explained by the strong decay between the sixth and the
tenth Hankel singular value of the envelope system, cf. Figure 6. ©
In Example 2.2 we demonstrated with a toy example that output dependent switching may
pose a severe challenge for MOR. Indeed, the next example illustrates that using an output
dependent switching law in the previous example may result in inaccurate approximations.
Example 5.3. We revisit the previous Example 5.2 and consider an output-dependent switch-
ing signal, that closes the door whenever the average temperature in the second room becomes
too high and opens the door, if the average temperature falls below a certain threshold. The
corresponding switching law reads{
if (σ = 1 ∧ y (t) < ϑ1) , switch to σ = 2,
if (σ = 2 ∧ y (t) > ϑ2) , switch to σ = 1.
To avoid a permanent switching between the modes, the threshold temperatures ϑ1 and ϑ2
should be chosen such that ϑ1 < ϑ2. Here, we choose ϑ1 = 0.2K and ϑ2 = 0.5K. The other
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Figure 7: Example 5.2 – Time domain simulation of the full-order model (FOM) and the
reduced-order models
parameters and the input signal are chosen as before, see Example 5.2. Moreover, the initial
value for σ is set to 2 again, which refers to an open door.
In Figure 8, the simulated time evolution of the output of the full-order model and of the
reduced-order models from Example 5.3 is depicted. The dynamics of the full-order model
look similar as in the case of the time-dependent switching. The ROM of dimension 10 is
again sufficient to approximate the dynamics very well, although the approximation error is
larger compared to Example 5.2. While in Example 5.2 the ROM of dimension 6 was at least
able to capture the qualitative behavior, in the output-dependent switching setting, the output
of the ROM of order 6 reveals more switches than the full-order model and consequently the
error is large, see Figure 8. ©
Example 5.4. Similar as in [18] we consider the CD player example [14] and use the different
columns and rows of the input and output matrix to create a SISO switched system of dimen-
sion n = 120. More precisely, the first mode consists of the second column of the input matrix
and the first row of the output matrix (multiplied by 2/1000) and the second mode is defined
via the first columns of the input matrix and the second row of the output matrix (multiplied
by 5). The scaling of the subsystems is performed to adjust the magnitude of the output of
the different subsystems. Notice that the switching affects only the B and C matrices and
the envelope system is given by the original CD player example. We drive the system with
u(t) = exp(−5t) and switching signal
σ(t) =
{
2, t ∈ [0, 0.5] ∪ (1, 1.5],
1, t ∈ (0.5, 1] ∪ (1.5, 2].
The time simulation of the FOM together with the envelope reduced systems of order r = 10
are presented in Figure 9. Again, the envelope reduced systems capture the dynamics very
accurately. ©
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Figure 8: Example 5.3 – Time domain simulation of the full-order model (FOM) and the
reduced-order models
6 Summary
For switched LTI systems, we introduced in Definition 3.1 a so-called envelope system, which
is a standard LTI system without switching and which allows to reproduce the output of
the original switched system by using a suitable feedback law (Proposition 3.4). The envelope
system can be reduced by classical model order reduction techniques and the reduced envelope
system can be transformed back to a linear switched system by the same feedback law as for
the full-order envelope system. Our theoretical findings are confirmed by several numerical
examples. The strengths of this new model order reduction framework for switched systems
are summarized in the following:
• The model reduction is applied to the non-switched envelope system, which allows the
usage of standard model reduction techniques and, hence, existing implementations.
• The approach allows for efficient treatment of large-scale systems since the state dimen-
sion of the envelope system equals the state dimension of the modes of the switched
system. The main cost for constructing the envelope system is due to the matrix decom-
positions in (9) which can be computed efficiently, cf. Remark 3.2.
• The linear time-invariant envelope system is easier accessible for analysis than the origi-
nal switched system. Especially, an error bound for the output error of the reduced-order
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Figure 9: Example 5.4 – Time domain simulation of the full-order model (FOM) and the
reduced-order models
switched system has been presented.
• For the case that the original switched system is quadratic Lyapunov stable or consists
of port-Hamiltonian subsystems, we can adapt the model reduction scheme such that
these properties are preserved in the reduced switched system.
In contrast to the strengths are the following weaknesses:
• While the envelope system behaves like the original switched system when applying
a certain feedback law, also other inputs are possible allowing for different dynamics.
Thus the envelope reduction framework may be improved, if one modifies existing MOR
methods to handle restricted input spaces.
• The derived error bound seems to be quite conservative, since it is based on a sum of
the output errors of the envelope system.
An interesting direction for future work is to analyze the approximation quality of the reduced
order model with respect to the freedoms in the construction of the envelope system. In partic-
ular, it is an open task to determine optimal scaling strategies for the low-rank decomposition
in (9) and the effect of the different orderings of the subsystems.
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A Spatial discretization of Example 5.2
The partial differential equation (20) associated with the boundary conditions (21) and (22)
is discretized in space using a cell-centered finite volume scheme. Each of the three subdo-
mains is discretized with a uniform mesh with mesh widths ∆xi and numbers of cells ni for
i = 1, . . . , 3. The integrals over the finite volumes are approximated using the midpoint rule
and the temperature gradients at the cell interfaces are approximated by central finite differ-
ences. Moreover, the effective thermal conductivity at the cell interfaces between the different
subdomains is approximated based on the values at the cell centers as described in [36], i. e.,
k1+1/2 (σ) =
(
∆x1
k2
+
∆x2
kΩ2 (σ)
)−1
(∆x1 +∆x2) ,
k2+1/2 (σ) =
(
∆x3
k2
+
∆x2
kΩ2 (σ)
)−1
(∆x3 +∆x2) .
The resulting semi-discretized system of dimension n = n1 + n2 + n3 can be written in the
form
{
Eˆσx˙(t) = Aˆσx(t) + Bˆu(t),
y(t) = Cˆx(t),
t > 0 (23)
with coefficient matrices
Eˆσ = blkdiag (ζ2∆x1In1 , ζΩ2 (σ)∆x2In2 , ζ2∆x3In3) , Aˆσ =
Aˆ11,σ Aˆ12,σ 0AˆT12,σ Aˆ22,σ Aˆ23,σ
0 AˆT23,σ Aˆ33,σ
 ,
Bˆσ =

1
0
...
0
 ∈ Rn×1, Cˆσ = 1n3 [01,(n1+n2) 1 · · · 1] ∈ R1×n,
where the block matrices of Aˆσ are given by
Aˆ11,σ =
k2
∆x1
tridiag (1,−2, 1) + k2
∆x1

1 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0

+
(
k2
∆x1
− 2k1+1/2 (σ)
∆x1 +∆x2
)
0 · · · 0 0
...
. . .
...
...
0 · · · 0 0
0 · · · 0 1
 ∈ Rn1×n1 ,
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Aˆ12,σ =
2k1+1/2 (σ)
∆x1 +∆x2

0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
1 0 · · · 0
 ∈ Rn1×n2 ,
Aˆ22,σ =
kΩ2 (σ)
∆x2
tridiag (1,−2, 1) +
(
kΩ2 (σ)
∆x2
− 2k1+1/2 (σ)
∆x1 +∆x2
)
1 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0

+
(
kΩ2 (σ)
∆x2
− 2k2+1/2 (σ)
∆x3 +∆x2
)
0 · · · 0 0
...
. . .
...
...
0 · · · 0 0
0 · · · 0 1
 ∈ Rn2×n2 ,
Aˆ23,σ =
2k2+1/2 (σ)
∆x3 +∆x2

0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
1 0 · · · 0
 ∈ Rn2×n3 ,
Aˆ33,σ =
k2
∆x3
tridiag (1,−2, 1) +
(
k2
∆x3
− 2k2+1/2 (σ)
∆x3 +∆x2
)
1 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0

+
(
k2
∆x3
− h
2
)
0 · · · 0 0
...
. . .
...
...
0 · · · 0 0
0 · · · 0 1
 ∈ Rn3×n3 .
The notation tridiag(a, b, c) denotes a tridiagonal matrix with constant values a, b, and c on
the first lower, the main, and the first upper diagonal, respectively. Since Eˆσ is a diagonal
matrix with positive entries only, it is invertible and we obtain a system of the form (1) which
is equivalent to (23) and whose coefficient matrices are given by Aσ = Eˆ−1σ Aˆσ, Bσ = Eˆ
−1
σ Bˆσ,
Cσ = Cˆσ, and Dσ = 0. It is noteworthy that only Aσ is affected by switching whereas Bσ, Cσ,
and Dσ are constant matrices.
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