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Negative binomial point processes are defined for which all finite-dimensiotlz! distributions 
associated with disjoint bounded Bore1 sets are negative binomial in the usual sense:. For these 
processes we study classical notions such as infinite divisibility, conditional distributions, Palm 
probabilities, convergence, etc. Negative binomial point processes appear to be of interest because 
they are mathematically tractable models which can be used in many situations. The general 
results throw some new light on some well-known special cases like the Polya process and the 
Yule process. 
~,~-~I 
negative bmomlal dlstrtbut Ion 
1. Introduction 
In a random population which is spatially distributed in an area S of the plane, 
the number of individuals in soma. subset B of S often has a negative binomial 
distribution. Examples arise in many fields: populat-ion genetics, ecology, epi- 
demiology, human geography, etc. (cf. Boswell and Patil, [4], Bliss [3], Cliff and 
Ord [7], Matern [15]). SDme simple birth processes also give rise to negative 
bil, 6-l distributions for the m.inbeh of births in any finite time interval (cf. Boswell 
and Patil [IS], Bates and Neymann [2], Neymann [18], Cane [6]). 
The purpose of this paper ;Q to construct and study in the case Iof a rather general 
space X a class of point process distributions al! of whose finite-dimensional 
distributions arising for disjoint Bore1 sets are negative binomial in the usual sense: 
we call them negative binomial distributions for point processes or, siior+ly, BN- 
distributions. 
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In Section 2, notation is given. In Section 3, for r >O and v a positive Radon 
measure on X, we define the distribution 5%V(r, v) as a particular mixed Poisson 
process distribution. We give the generating functions of all relevant finite- 
dimensional distributions, first and second moments, canonical representation of 
.A,\“(r, V) as an infinitely divisible distribution. 
Next, in Section 4, we show that the class of BN-distributions is closed under 
thinning and that Palm probabilities and some conditional distributions also are 
BN-distributions. Moreover limit properties are studied: 5%K(r, v) is seen to be 
continuous on (r, V) and we prove that, under some conditions, a sequence of 
BN-distributions converges to a Poisson process distribution. 
Finally, Section 5 is devoted to well-known particular cases: the Polya process 
and the Yu,le birth process. Concerning the counting and interval properties of 
these processes, the foregoing results provide straightforward arguments for known 
facts and some other results. 
Let us observe that the RN-distributions provide possible models when negative 
binomial distributions are fitted to data observed in bounded subsets of a given set 
!often, this is done without any appreciation of possible underlying models). It is 
also worth noting that the BN-distributions are mathematically tractable and in 
this respect provide some decent competition to the ordinary Poisson process. 
2. Notation 
Delimition 2.1. Let r, p, q 1, . . . , (in satisfy r > 0, 0 <p < 1, 0 -G/, < 1, i = 1, 2, . . . , rz, 
I,+~; ,q, = 1. The n-dimensional negative binomial distribution with parameters 
C/J* q1, * . . 1 q,, is defined by the probability generating function 
GLS,, . , . , s,,)-= [p/( 1 --,g, q,s,$ (Y1,. . . ,s,,bE[O, !]‘I (2.1) 
and we denote it by .H.l‘(r; ,v, ql,. . . , q,,). 
For a detailed account on these distributions (which are also called n-dimensional 
negative multillomial distributions), one can see, for instance [19]. Concerning 
point processes, essentially we use notations from Kallenberg [12] and Matthes, 
Kerstan and Mecke [ 16). 
Let rX, 2’) be a locally compact second countable Hausdorff space endowed with 
its Bore1 u-algebra and let .8 be the ring of all bounded Bore1 sets in 55 We write 
.i. for the class of all positive measurable functions on (X, %) and SC. for the 
subclass of all functions in S, which are continuous with compact support. 
Let &?l,. if 5 denote the space of integer-valued Radon measures on (X, %!Y) 
endowed with the g-algebra generated by the mappings p -*p(B), B E Al. 
Throughout the paper, we assume that a probability space (0, c(;II, P”) is given and 
3 point Or0 , wss is a measurable mapping from (0, .d. PI to &II, .Ct 1. 
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Given Al,. . . , A, E 2’ and P a probability distribution on (Ml, A), PAa ,..., n,, 
denotes the probability induced on Z”, by the mapping p + (p (A I), . . . , p (A,,)) and 
is called a finite-dimensional distribution (fd-distribution) associated with P. 
Given any measure p on (X, 2’) and f~ 9+, p(f) means jJ(x) (11 (dx ). For B E iti, 
Bp is the measure defined by &(A) = p (A n B), A E 2’. The Laplace functional 
of a probability distribution P on (Ml, AZ) is defined by 
@(f) = [ eFFtf) P(dp), f~ p+. 
We denote by Q, the probability distribution of the point process 6 = S, where 
7 is a random element in (X,2?) with distribution v and 8, is the Dirac measure 
at x. 
For any positive Radon measure u on (X, S!‘), the notation P, means the Poissoln 
process distribution with intensity measure V. 
Throughout the paper, the measures are always supposed to be positive. 
Jbtl 
3. Definition of %N(r, ) and elementary properties 
Let u be a Radon measure on (X, Z). We recall that the Laplace functional of 
the Poisson process distribution Py is given by: 
(l-e ‘(“) vrdx) , f~s+. 
I 
For r > 0, let (T be I’@, l), i.e. the probability distribution on [0, a] defined by 
o(dl) = I’ ’ e ‘/I’(r) dl. For #any 2> 0, let &,, denote the Laplace functional of PI,.: 
then: 
““) v(dx) 1 r, fE3.. 13.1, P 
Consequently, the right term in (3.1) defines the Laplace functional of a mixed 
Poisson process distribution. 
Definition 3.1. Let v be a Radon measure on (X, 27 and r >(I. The negative 
binomial distribution .%?A”(r, V) on (M, A; is defined by the Laplace transform 
L JX J 
The distribution :%A”( 1, V) is cakd geometric. 
We say that P is a BN-distribution when p = :&+‘(r, v I for some r and I/, 
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The following proposition is obtained by means of the uniqueness result of [ 16, 
Proposition 1.3.21 and completes the definition above. 
Proposition 3.2. Let P be a probability distribution on (44, A). Then P = 24?N( r, v) 
if and only if, for any finite sequence of pairwise disjoint bounded Bose1 sets B 1, . . . , B, 
pB,.....B, =BN(r;p,q1, l - l ,qn) 
where 
Sometimes, it may be interesting to know all relevant fd-distributions (for not 
necessarily disjoint sets) of !%VIr, v)_ They are given in the following 
Proposition 3.3. Let 5 be a point process distributed according to %?A%, v). Then 
(i) for&, , . . , B,,BoreLsubsetsofXsuch thatv(Bi)cm,i = 1,. . . ,rz, thegenerat- 
ing function of PR ,,,,,, R, is given by 
G3 I... ,#,,h ’ * ’ , *sr, 1 
-2 
[ 
1+ i V(B,](l -Si)- x V(B* nB,)(l -Si)(l -Sj) 
I1 i-r; 
+ x v(fE,nR,n&)(l -s,)(l -s;)(l-Sk)+’ - - 
i. j- k 
(Sl, . . . ) s,, ) E L\l, l]“. (3.3) 
Gil The intensity measure and the covariancc functiopl are given /ij 
E~u?J=w@), BEA’, (3.4) 
Proof. ti, is obtained by straightforward calculations from (3.9, and (ii) is a 
consequence of general results concerning Cox processes (see [lo, p. 231). 
Remarks 3.4. ( 1) The fact that BN-processes are mixed Poisson processes is 
important. i[n particular, this implies that they are locally mixed sample processes. 
More precisely, when 5 is distributed according to %V”(r, v), then for B E % such 
that 0~ VU?) < m, the conditional distribution of Bt given c(B) = k is Q~$,~~, (see 
the end of Section 2 for the meaning of Q). This follows from [ 16, Theorem 1.14.8, 
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Proposition 1.14.131 when v is infinite, and is easily proved when u is finite. As 
another consequence, let us observe that a BN-process is never ergodic. 
(2) Let us note that a BN-process is simple iff u is diffuse (cf. [ 133) and that, in 
view of (3.5) a BN-process does not have independent increments. 
The distribution P = SXA+, V) is clearly infinitely divisible since, by use of Laplace 
functionals, we can check that, for any n, we have P = Pz” where Pn = 9llr(r/n, v). 
so (cf. [12]) we can associate with P a canononical measure P on Ml” = M\(O) which 
satisfies lM* (1 - eVp(‘) ) $(d& < 00, B E 3, and such that the Laplace functional of 
P can be written in the form 
(1 -e 
Proposition 3.5. I’he canonical measure P associated with the infinitely divisible 
distribution %N(r, V) is given by 
& Pl,.rl -’ e-’ dl. 
Proof. When c is an infinitely divisible distribution on [0, a[, then [ 16, Proposition 
2.4.71 the canonical measure associated with P = Jr Pi” cr(dl) is given by p = 
Jr Pl,G(dl) where CT is the usual canonical measure associated with U. When u is 
T(r, l), 6 is known to be defined by G(d2) = rl-’ e-’ dl (cf. [9, p. 4511). 
4. Thinning, conditional distributions and limit properties 
Now, we look at further properties of BN-distributions. First we show that 
performing some operations on BN-processes, we remain in the class of BN- 
,>rocesses. 
Let us recall that a p-thinning of a point process 5 is obtained by deleting the 
unit atoms of 5 independently with probability 1 -p each (cf. [12, p- 91) and that 
performing a random shift on 5 consists in shifting the unit atoms of 6 independently 
by random vectors identically distributed. 
Proposition 4.1. Let 5 be a point process on X with distribution :&k’(r, v). 
(i) For p E 113, I], let q be a pthlnning of 6. Then, q is distributed according to 
i&W(r, p). 
(ii) In the case when X = IF!? ‘lrld 4’ is stationary (i.e. u (dx ) = a dx 1, the distribution 
of 5 is invariant by random shift. 
Proof. (i) is obtained by writing down the Laplace functional of a p-thinning 
(cf. [12, p. 93). 
(ii) is an application of Theorern 11.10.5 of [ 161. 
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Let 6 be a mixed Poisson process with distribution P = jr PI” cr (dl), B E 3 such 
that P(p (B) = k) > 0. We denote by B’ the complement of B. It i:s easily seen that 
the conditional distribution of B’r given t(B) = k is the restriction on B’ of the 
mixed Poisson process distribution 
PdJdB) = k) o(dl) 
” P(p(B)=k) ’ 
In the case when 6 is a BN-process, we have 
Proposition 4.2. Let 5 be a point process distributed according to SW(r, u) and B a 
Bore1 set of X such that 0 < u(B) c a. Then, the conditional distribution of B”[ given 
CAB)--kis.;cn.~~.(r+k,(l+v(B))-‘B’v). 
Proof. Evaluating 
PI&(B) = k) o(dl) 
P@(B) = k) ’ 
we obtain the distribution /7r + k, 1). 
Remarks. ( 1) Note that, in fact, we can prove the following more general 
result. Let B,, . . . , Bn be pairwise disjoint llorcl sets with 0~ v(Bi) < 00, i = 
1,2,...,rr, B = 111 1 B,. Then the conditic.)nal distribution of B’[ given 
d&B,,, . . . ,&B,,))=(kl,..., k,)is 
r+ i k,,(l+d?)) ‘Bcy . 
i-l 
! 21 For any mixed Poisson process 5, the conditional distributions of 5 given 
E(B) or given Be are the same. It follows that, when 5 is distributed according, to 
A.\‘(r, V 1, the conditional distribution of B’t given Be is %U’(r+((B), 
! 1 -J-v(BI) ‘B%. 
Now we are interested in the Palm probability P’ of a BN-process 4. When ,,r is 
diffuse, ( is simple and P’ can be seen as the conditional distribution of 5 given 
f{s ) i I). Let & b e a point process with distribution P” andl denote by F\’ rhe 
distribution of 6, -6, (cf. [ 12, p. 70]).. ? is called the reduced Palnl distribution. 
Proposition 3.3. Let (r’ be u pails process with distributiorz Y = AI,~‘(~v, Y). Tlzen, 
v-a/most surely, the reduced Pa/m distribution PA does not depend on x and px is the 
distribution A. \‘(r + 1, Y ). 
Proof. It is known !see, for example, [ 1 2, Chapter 111) that, when P is a mixed 
f’oisstrn process distribution, say P = k: P lr. cr(dl), then v-almost surely @’ does not 
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depend on x and is given by 
I 
00 
AX P= PdE(c+))-‘lcr(dO, 
0 
where E(a) = 1: la(dl). Evaluating (E(o))%r(dZ) we obtain the rt:sult. 
Now, we are interested in some limit properties of BN-distributions. Let us 
denote by 9 the set of all probability distributions on (Ml, A). We endow 9 with 
the usual weak topology w.r.t. the vague topology on Ml. Now. considering the 
vague topology on fQ* =N\{O} (IQ is the set of all positive Radon measures on 
(X, Z)) and the usual one on 10, m[, the space IO, a[ x fQ* is endowed with the 
corresponding product topology. 
Proposition 4.4. The mapping (r,,v) -+ %V(r, V) is a continuous mapping from 
lo, oo[ x IV* to 9. 
Proof. 10, a[ x N* and P are metric spaces for the given topologies. Hence, it is 
enough to prove that, for any sequence {(rk, z’k)}k& which converges to ~~r(), vo) in 
10, oO[ X N*, the sequence {%N(rk, &)}k2;1 converges to %JV’(~,~, Z/O). For IG 5 0, let 
@k be the Laplace functional of %N(rk, vk). We see that, for any f E &SC, @k(f) tends 
to QiO( f). Consequently, applying Theorem 4.2 of [12], the result fpllows. In the 
case when rk -j 00 and vk + 0, we obtain a generalization of a we’ll-known theorem 
for one-dimensional random variables. 
Theorem 4.5. For k = 1,2, . . . , let Pk be the distribution %v(rk, vk). If rk + ~0 and 
rkuk converges vaguely to the Radon measure v, then Pk converges lo the Poisson 
process distribution P,,. 
PrOOf. Let @k be the Laplace functional Of Pk. It is clear that, for any f E y,-, 
log @k(f) tends to -5 (1 -e -fcx)) v(dx). Thuc, applying Theorem 4 2 of [ 121, it follows 
that Pk converges weakly (w.r.t. the vague topology) to P,. 
5. Examples in the case X = R +: The Polya process and the Yule birth process 
For a simple point process on R+, we den’ote by (~I,Q, . . . ) the times of arrivals 
and h the joint density function of (~1, . . . , Tk). As an application of a known result 
concerning Cox processes [20, p. 3Ol], we have 
Proposition 5.1. Let u be an absolutely continuous measure on Iw, and 5 a point 
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process with distribution .BX(r, v 1. Then, for k 2 1, 
Mt,, . . . , tk ) = (f7k +r)/f-m)f(r, 1 . . - f(tk )( 1 +F(tk I)---, 
(5.1) 
where F(t) = v([O, t[) and f(t) = dF’(t)/dt. 
5. I. TIte Polya process 
Let us coazsider a point process 6 distributed according to B,b”(r, a dx). In this 
case, (5.1) can be rewritten: 
hst1,. . . , tk)=(r(k +r)/T(r))ak(l+atkJ-‘ktr’, O<t+’ - ‘St& (5.2) 
Thus, 5 is nothing but the Polya process. This process hias been discussed for 
example by Cane [6] who shows that a double interpretation can be given to 
*accident proneness’. 
Of course, 5 is a non ergodic stationary process and, when t fa, ($0, t[ j/t a.s. 
tends to a random variable with distribution (7 = f (r, 1). From (3.9, it follows that, 
whenAnB=fl 
where IIZ is the Le’lesgue measure. Note also that the correlation coefficient 
&A 1, [MS)) does not depend on r, and that for B n (B + Cz ) = 0: 
Now, let us look at the interval properties. Let t be an arbitrary time. Observing 
1E after time t, we denote by S1, Sz, . . . the forlvard recurrence time and the 
asynchronous intervals (see,, for instance, [14]). Alternatively, we can observe [ 
after an ‘arbitrary’ event; in this case we denote by U1, Uz, . . . the so-called 
synchronous intervals. 
it is worth noting that, up to a change from r to r + 1, the sequences (Sk) and 
t cl’& ) have the same probabilistic structure. It is a consequence of Proposition 4.3. 
In particular, (Sr, ) is stationary and the joint density function of (S1, . . . , & ) is given 
by 
tl, +rl 
%+I,. ..,sr;I=Irfk+r)/l’(r))a” . 
In addition. it can be seen that the distribution of I&,, . . . , Sk,, 1 for k 1-c k: < Q * - =C 
k,doesnotdependontk,.....k,,~andthatprS,,S,)=r ‘fori+. 
5.2. The We birth process 
I .ct 6 I-W a point process distributed according to 4, ~‘(r, AC”‘ ds ) with Y E { 1.2, . . . } 
mod A ;t positive parameter. The joint density function of (7,. . , . , rk j is given by: 
G. Gregoire / Negative binomial point processes ! 87 




The intervals Ui = 71, U2 = 72 - 71, . . . are independent and, for k > 1, Uk is dis- 
tributed according to r(l, A (r + k - 1)). e is nothing but the Yule birth process with 
r initial individuals (cf. [l]). It follows that counting properties of a Yule process 
are easily obtained. For instance, the mean number of births in a Bore1 set A is 
r exp(m (A)), and 
CovMA ), NW =rexp(m(AuB)), AJh.%,AnB=li) 
PWU SW +W) = ( exp ,irn (A))/[ 1 + exp Am (A)], 
AcB,An(A+h)=O. 
Finally, let us note that the resuit of Proposition 4 3 has the following inte, tire !:a- 
tion: given that a birth takes place at time x (and not counting this birth) the 
conditional distribution of the process is the same as the distribution of a Yule 
proc’:ss given that the first birth takes place at time 0, i.e. of a Yule process with 
r + 1 initial individuals. 
6. Comments 
The general case of the geometric process construction (r = 1) was given in Moyal 
[17] using firstly a mixed sample process on a bounded subset of X and then 
extending the process to the entire space. This intuitive construction could be used 
for BN-processes (see [ 111). Matern [ 151 asked whether it is possible to construct 
a Cox process on the plane all of whose one-dimensional distributions are negative 
binomial. The BN-processes may be considered as an answer to this question. 
While the author was revising this paper, Diggle and Milne published a research 
report [S] on the problem set by Materll. In particular, they point out that the Cou 
process whose Laplace functional is givf:n by 
iog[l +cu(l -e .““‘)I v(dx) 
where cy E 10, CQ[ and v is a Radon nveasure, alc.0 satisfies the requirement of Matern. 
But, as the authors have noted, this process i:; a compound Poisson process. 
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