Stochastic Measures and Modular Evolution in Non-equilibrium
  Thermodynamics by Hernandez-Lemus, Enrique & Estrada-Gil, Jesus K.
ar
X
iv
:0
90
8.
21
56
v1
  [
ma
th-
ph
]  
15
 A
ug
 20
09
Stochastic measures and modular evolution in
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Abstract
We present an application of the theory of stochastic processes to model and cat-
egorize non-equilibrium physical phenomena. The concepts of uniformly continuous
probability measures and modular evolution lead to a systematic hierarchical structure
for (physical) correlation functions and non-equilibrium thermodynamical potentials.
It is proposed that macroscopic evolution equations (such as dynamic correlation
functions) may be obtained from a non-equilibrium thermodynamical description, by
using the fact that extended thermodynamical potentials belongs to a certain class of
statistical systems whose probability distribution functions are defined by a stationary
measure; although a measure which is, in general, different from the equilibrium Gibbs
measure. These probability measures obey a certain hierarchy on its stochastic evolution
towards the most probable (stationary) measure. This in turns defines a convergence se-
quence. We propose a formalism which considers the mesoscopic stage (typical of non-
local dissipative processes such as the ones described by extended irreversible thermody-
namics) as being governed by stochastic dynamics due to the effect of non-equilibrium
fluctuations. Some applications of the formalism are described.
Scope
The paper is outlined as follows: Section 1 is a brief introduction to the problem of applying
measure theoretical tools to the study of many-particle physical systems, also some recent
developments in the field are mentioned. We sketch how the probability measures approach
has been applied to equilibrium systems (states). In section 2 we present an extension of
such method for the case of non-equilibrium systems (processes) by means of the Choquet-
Meyer Theorem on continuous measures. In this section two propositions (2.1 and 2.3) are
made in terms of non-equilibrium stochastic measures as how to deal with systems out of
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2local thermodynamic equilibrium within a modeling approach. The formalism dealing with
Linear Response with Memory, (physical) Time Correlation Functions. Section 3 includes
some results of the successful application of these methods on the aforementioned problems.
Section 4 presents some brief concluding remarks.
1 States and processes in Statistical Physics
One of the great unfinished tasks of non-equilibrium physics, whether statistical or phe-
nomenological is that of finding a general, model-independent way of describing out of
equilibrium states, similar to the Gibbs-Boltzmann formalism for the statistical-kinetic de-
scription that leads to a complete thermodynamical definition of systems in equilibrium. The
Gibbs-Boltzmann formalism also applies to systems close to equilibrium by means of the cel-
ebrated local equilibrium hypothesis. This hypothesis lies at the heart of both linear response
theory and linear (classic) irreversible thermodynamics.
The main problem in finding such a general theory of non-equilibrium states lies in the
fact that, due to their intrinsic dissipative nature, such systems do not have a unique definition
of entropy for each state [50, 13, 51], because of the non-volume preserving property of its
phase space [25, 11, 27]. Since phase space volume is not preserved it is, in general impossi-
ble to define a unique global measure [59], derive from this measure a probability distribution
function and characterize from it a non-equilibrium system.
Nevertheless some work in that direction has been proved useful in recent years. For ex-
ample, by extending the works of Sinai [62] and later of Ruelle and Bowen [59, 4] Gallavotti
and Cohen [21, 22] wrote down an expression for a non-trivial measure characteristic of a
stationary non-equilibrium state obeying this so-called SRB statistics. This measure plus the
so-called chaotic hypothesis make possible to formulate, at least at a formal stage a proposal
for a general theory of non-equilibrium phenomena. In this way probability measures give a
new insight to our mathematical and physical understanding of non-equilibrium.
1.1 Physical description and measurability
Let us consider a description of a system in terms of its states. For continuous systems the
configurations are countable subsets X of Rν such that X∩Λ is finite for every bounded Λ ⊂
Rν . A state should be defined as a probability measure on the set of all such X . We must
give to each open set Λ ⊂ Rν the probability of finding exactly n particles in Λ and also the
probability distribution of their positions. For every bounded open set Λ and for every integer
n ≥ 0, let µnΛ ≥ 0 be a measure on Λn ⊂ Rnν . We shall say that the µnΛ form a system of
density distributions (SDD) if they satisfy the following conditions [60]:
µ0∅(R0) = 1 (1)
3for every Λ ⊂ Λ′
µnΛ(x1, x2, . . . , xn) =
∞∑
p=0
(n+ p)!
n!p!
∫
Λ′\Λ
dxn+1 . . .
∫
Λ′\Λ
dxn+pµ
n+p
Λ′ (x1, x2, . . . , xn+p)(2)
The above conditions imply the normalization condition
∑
n
∫
dx1 . . . dxnµ
n
Λ(x1, x2, . . . , xn) = 1 (3)
The (statistical) correlation functions1 corresponding to the density distribution µnΛ are
defined by:
ρ(x1, x2, . . . , xn) =
∞∑
p=0
(n+ p)!
p!
∫
dxn+1 . . . dxn+p µ
n+p
Λ (x1, x2, . . . , xn+p) (4)
Here x1, x2, . . . , xn ∈ Λ. Equation 4 could be formally inverted to obtain:
µnΛ(x1, x2, . . . , xn) =
1
n!
∞∑
p=0
(−1)p
p!
∫
Λp
dxn+1 . . . dxn+p ρ(x1, x2, . . . , xn+p) (5)
Since the series in the right-hand side of equation 5 may be non-convergent, there could
be a case when the statistical correlation functions may not determine the state of the system.
Nevertheless, it is usually asummed that the series converge.
It is possible to associate with every SDD µnΛ a state on a B∗-algebra A that we will con-
struct as follows:
For every bounded open set Λ ⊂ Rν let KνΛ be the space of real continuous functions on
(Rν)n with support in Λn. Let us callKΛ the space of sequences (fn)n≥0 where fn ∈ KνΛ and
fn = 0 for large enough n. Let us now define K = ⋃ΛKΛ.
We denote by T the topological sum ∑n≥0 (Rν)n of disjoint copies of the spaces (Rν)n.
If f = (fn)n≥0 ∈ K, a function Sf on T is defined so that its restriction to (Rν)n is:
Sf(x1, x2, . . . , xn) =
∑
p≥0
n∑
i1
. . .
n∑
ip
f p(xi1 . . . xip) (6)
Let us now consider functions on T of the form ϕ(Sf1, . . . Sfq) where f1 . . . fq ∈ K and
ϕ is a bounded continuous complex function on Rq. With respect to the usual operations on
1These statistical correlation functions are different from the physical correlation functions that we will talk
about later. The former are the moments of the SDD or Ensemble (as the physicist call it), correlating partitions
of the probability measurable space; the latter are correlations between physical quantities which evolve in time.
Obviously both kinds of correlation functions are related but their links are non-trivial, and in fact make up for
a lot of the actual battlefield of the statistical physicist.
4functions and the complex conjugation operation (*), the ϕ(Sf1, . . . Sfq) form a commuta-
tive algebra A˜ with an involution. The closureA of A˜ with respect to the uniform norm is an
Abelian B∗-algebra [60].
Given an SDD µnΛ, a state ρ on A is defined as follows. For each ϕ(Sf1, . . . Sfq), let Λ
be such that f1, . . . , fq ∈ KΛ. We write
ρ(ϕ(Sf1, . . . Sfq)) =
∑
n≥0
∫
dx1 . . . dxn µ
n
Λ(x1, . . . xn)× ϕ(Sf1, . . . Sfq) (7)
fi = fi(x1, . . . xn) ∀i, this definition (equation 7) is independent of the choice of the
volume Λ and extends by continuity to a state on A. If we call F the set of states defined
as above (equation 7) from an SDD; the mapping µnΛ → ρ is then one-to-one onto F . It
could be seen that the translations of Rν are automorphisms of A. The algebra here obtained
A is not separable, hence a direct decomposition of invariant states into ergodic states is not
possible. However, it can be shown that this could be attained if by an indirect treatment [61].
We are now on position of studying the time evolution of the just defined states (i.e. a
physical process) as a particular automorphism of the algebra A. The time evolution of the
system occupying the finite region Λ ∈ Rν , with respect to a given physical interaction2
Φ, is defined by a one-parameter group of automorphisms of AΛ which associates to the
observable A (A(0)) at time 0, the following observable at time t (A(t)):
eitHΦ(Λ) A e−itHΦ(Λ) =
∞∑
n=0
in
tn
n!
[HΦ(Λ), A]
n (8)
here [B,A]0 = A; [B,A]n = [B, [B,A]n−1].
It has been proved [57] that in the so-called thermodynamic limit (Λ→∞), for a general
class of physical interactions Φ with associated hamiltonians3 HΦ the following limit exists:
lim
Λ→∞
eiτHΦ(Λ) A e−iτHΦ(Λ) = Γτ A (9)
Hereafter we will call Γτ the modular automorphism operator and Γτ A will be called
the τ -modular evolution of A or just the time evolution of A.
2Whose specific nature it will not affect the following consideration.
3a Hamiltonian is a function which essentialy gives the energy of the system in terms of the positions of the
particles and the nature of the interactions between them, in this case it is sufficient to know that is a bounded
function of the xi’s.
51.2 Equilibrium states, Gibbs measures and KMS condition
Let us consider a quantum dynamical system described by a von Neumann algebra A (rep-
resenting the system’s physical observable quantities) with a one-parameter automorphism
group (taking into account the time evolution of the observable quantities). In equilibrium
statistical mechanics the entropy 4 S of a given state < · > (labelled by an observable) is
defined as:
S = −Tr ρˆ lnρˆ (10)
where ρˆ = ρ/Tr ρ is the so-called normalized density matrix. We are to consider states lying
on a constant observable energy surface E =< H > with H the system’s hamiltonian and
the trace taken with respect to some measure Ξ (an ergodic measure). For such systems, a
global equilibrium state is characterizable as the state of maximal entropy within this set (of
constant energy E) . As one knows the constant energy and the normalization of the probabil-
ity matrix ρ (Trρˆ = 1) constraints are introduced in the maximization procedure as Lagrange
multipliers [43]. Doing so one gets the usual Gibbs states ρ = e−βH.
It turns out that by analyzing the meaning of this entropy (making it coincident with the
equilibrium thermodynamic entropy) one gets two main results. The parameter β is propor-
tional to the inverse temperature of the system and the ergodic measure Ξ is identical to the
Gibbs measure ρ [68]. This equilibrium condition Ξ = ρ (usually called Gibbs condition)
has the restriction of being limited to apply to finite systems [41].
Now let us examine the quantum mechanical description of a system with an arbitrary
number of degrees of freedom under a constraint η from the standpoint of a measure theory.
The expectation value of an observable quantity A in a state 〈·〉η could be characterized by a
density matrix ρη as follows:
〈A〉η =
Tr ρηA
Trρη
(11)
It is possible to introduce in connection with this measure a so-called modular Hamilto-
nian H⋆ as:
ρη = e
−β⋆H⋆ (12)
Here β⋆ is a number introduced for later convenience (e.g. as a parameter of periodicity
for the trace of density matrices). The modular evolution 5 of a property A is given by an
action-like similarity mapping [68] as:
Γτ (A) = e
ıH⋆τAe−ıH
⋆τ (13)
4In order to avoid the confusion between thermodynamic entropies and probabilistic or informational en-
tropies we will use term entropy when referring to the former and entropic-measure when referring to the latter.
5Of course it is possible to replace this modular evolution by the action of a Liouvillian super-operator or
propagator. See for example [1], also [52] For a modern introduction to modular operators see [20]
6The cyclical behavior of the trace (i.e. Trρη(τ) = Trρ∗η(τ + ıβ⋆)) gives the following
condition on the modular evolution between two states N,M :
〈Γτ(N)M〉η = 〈M Γτ+ıβ⋆(N)〉η (14)
This condition is called the KMS condition [42]. This Kubo-Martin-Schwinger (KMS)
condition (proposed by those authors as an auxiliary boundary condition for Green’s func-
tions) can be adopted as a simple characterizing property of equilibrium states in the alge-
braic formulation (also called C∗-statistical mechanical formulation), which makes sense for
an infinite system (in contrast to Gibbs Ansatz) and hence enables one to study an infinite
system directly, by-passing the thermodynamic limit. This is a generalization of the theorem
concerning Laplace transforms, which says that the Laplace transform of a function of energy
E, which is zero for E < 0, is analytic as a function of the conjugate variable (here, time t) in
the upper half-t-plane 6. The KMS generalization of this says that, if the energy of a theory
is positive then the equilibrium state gives a two-point two-time correlation function that is
analytic in time-difference in a strip in the upper-half plane of width 1/K⋆T , where T is the
temperature, and is periodic with imaginary period 1/K⋆T , K⋆ is a measure-specific con-
stant. The periodicity follows from the cyclicity of the trace. The justification of this KMS
condition as the characterization of equilibrium states is that KMS states along with ground
states and ceiling states (corresponding to ±0 temperature) are precisely those states which
are stable against local perturbations.
If the system is in a global equilibrium state 〈·〉η =< · >, β⋆ is just the inverse temper-
ature β = 1/KBT and the modular hamiltonian H⋆ is the usual mechanical hamiltonian H.
In this case modular evolution generates time evolution. Stationarity and dynamical stability
are minimal requirements for a state to be called an equilibrium state; A passivity theorem
[31] can be rephrased by saying that it is precisely the KMS states which are distinguished
by the second law of thermodynamics in Kelvin’s formulation: there are no cyclic processes
converting heat into mechanical work if the state of the systems obeys the KMS condition
[58].
Local equilibrium could also be defined through a KMS-type condition. We can think of
local thermodynamic equilibrium as a state that cannot be distinguished from a global equi-
librium state by infinitesimally localized measurements [36]. The quantitative description of
the term infinitesimally localized measurements could be given in terms of a one-parameter
scaling procedure [36] over the observable. We introduce a parametric diffeomorphism as a
scaling procedure as follows.
6For a proof of the theorem in the above context of modular evolution see reference [57].
7Definition 1.3
Uniparametric state space scaling
A diffeomorphism of the state space that preserves the topological and ergodic character of
such space and projects a set of points (called quasi-local points) into equilibrium points by
means of a change of scale is called a Uniparametric State Space Scaling (USSS).
Let us consider an observable depending on n-points in real space A = A(x1, x2, . . . , xn).
For the sake of simplicity we will consider a unique field φ spanned by the various values of
the observable and depending on spacial localization as follows: A = φ(x1)φ(x2) . . . φ(xn).
A ξ-scaling diffeomorphism (USSS) Λξ is given as:
ΛξA = Σ(ξ)
n φ(χξx1) . . . φ(χξxn) (15)
with ΛξA the value of A after a scaling by a factor ξ, Σ(ξ) a scaling function (postulated
in order for the scaling to be well-defined) and
χξ(xi) = x
∗ + ξ(xi − x
∗) (16)
x∗ is the point to which quasi-local points 7 xi shrink after localization, x∗ is called an
equilibrium point-cell in the sense of Onsager. It is possible to see that χξ=0(xi) = x∗ ∀i
and that χξ=1(xi) = xi so that if the system scales with ξ → 0 we could talk about local
equilibrium (i.e. all points shrink to an equilibrium one) and if ξ → 1 we are in a highly
delocalized stage and hence local equilibrium is not attained. Of course repeated application
of the scaling Λξ would define a coarse graining operator in the sense evoked by Ehrenfest
and formalized by Zwanzig [70].
It is worth noticing that this scaling procedure generates, for each application, a sequence
of probability distributions ρ0, ρ1, . . . ρn . . .; here ρ0 is the initial random distribution, gener-
ally taken as a uniform distribution, a fact called Stosszahlansatz (by Boltzmann), molecular
chaos hypothesis or Initial Random Phase Approximation. Since the USSS procedure is,
by construction, convergent to the state of thermodynamic equilibrium, ρ∞ should be the
equilibrium distribution function, i.e. the equilibrium Gibbs distribution, ρ∞ = ρ. A weak
convergence condition is generally assumed:
lim
n→∞
ρn = ρ (17)
Even if the state of equilibrium (global or local) is not attained the description of the sys-
tem under a modular evolution could be done. In this case the measure will depend on the
space-time localization described by the scaling Λξ. For a variety of conditions a systemati-
zation for the scaling effect could be done in terms of a time-dependent distribution function
7We call quasi-local to those points with a value of the property A sufficiently close to its equilibrium value
A∗ so that after a finite scaling they will indeed take the value A∗. Hence quasi-local points are good candidates
for representing local equilibrium states.
8Ωτ (ξ) for the values of ξ. The time τ can be considered as the indicator for the direction of
convergence. In some cases the distribution function is given in the form of a stationary abso-
lutely continuous uniform measure (or a family of Cauchy convergent continuous measures)
and so the weak convergence argument -equation 17- applies. [24, 10].
Several physically relevant problems could be better understood in terms of uniformly
continuous measures of parameter state spaces. The problem of extending the notion of
Gibbs states to quasi-local interactions [45], coupled quantum systems [37], the hierarchi-
cal structure of physical descriptions in terms of the coarse-graining [30] exemplifies such
problems. The recent arise of the so-called non-extensive statistical mechanics [64] and the
somehow dubious q-based entropies [72] are an indirect consequence of a problem that has
been called non-canonical averaging [2]. This problem has been related with the issue of
aging in physical systems in the form of anomalous phenomena such as the ones surrounding
the glass transition, a problem that could also be treated as the effect of a non-local in time
measure. Quasi-local interactions, coarse-graining-scale effects and non-canonicity are all in
a class of phenomena for which the description in terms of absolutely continuous measures
(phase space densities) results enlightening.
As we already noticed a central issue in non-equilibrium physics is the description of ir-
reversible processes in a formalism akin to the Gibbs-Boltzmann Ansatz. Since we have seen
that a measure-theoretical description carries on the double duty of characterizing equilib-
rium (and also local equilibrium) states through a KMS condition, and also providing a tool
for calculation of the evolution of equilibrium quantities (i.e. modular evolution via an equi-
librium distribution called the Gibbs measure ρ) it is natural to think of a possible extension
of this procedure for the characterization of non-equilibrium processes. Nevertheless, even
if this goal has been pursued by some of the most brilliant minds in thermal physics: Boltz-
mann, Landau, Onsager, Zwanzig, Green and many others; the problem has been proved to
be very difficult to tackle. The reason is that since we have to base our measure theoretical
description on a non-stationary hamiltonian (a strongly time-dependent quantity), the explicit
form of the associated measure is given in terms of the solution (impossible in practice) of
the complete many-body problem. Several approaches have been attempted, ranging from
projection operator techniques [70, 71] to memory functions [3], variational principles [68],
etc.
In the next section we will introduce an alternative based on a kinetic-theory-founded [15]
extended irreversible thermodynamical formalism [13, 7, 16] taking into account the fact that
in the typical time and length scales of extended non-equilibrium phenomena (the so-called
mesoscopic stage) the fluctuations of the macro-variables will play a very important role.
92 Non-equilibrium measures
By application of the so called modified moment method for the kinetic theory extraction of
macroscopic non-equilibrium information, it has been proved [12] that a probabilistic mea-
sure (a "quasi-gibbsian" measure) exists for an arbitrary pair of (non-equilibrium) steady
states given in terms of the entropy production (more precisely the uncompensated heat pro-
duction) at the steady states. This measure gives rise to an extended Gibbs relation that
generalizes the Gibbs relation for the entropy change usually employed in equilibrium ther-
modynamics [7].
The distribution function fne = f0 + fne1 + fne2 + . . ., if examined under the so-called
functional hypothesis [15, 17] gives rise to an irreversible thermodynamical formalism that,
in spite of being of a nonlocal and nonlinear (far from equilibrium) nature obeys a form of
canonical thermal averaging; this fact will be very useful later in this study. Here f0 is the
equilibrium distribution function and fnei , i = 1, 2, . . . are non-equilibrium contributions to
the distribution function also called higher order moments of the distribution function.
The specific form of the measure µ depends on the solution of the kinetic theoretical
description of the system under study. Once again, except for a few ideal systems like the
classical and quantum diluted gas there is no closed solution for the kinetic equations. How-
ever, since the measure depends on the kinetic solution in terms of a distribution function
µ = µ (f0, f
ne
1 , f
ne
2 , . . .) (even without having the explicit solution for it), it is possible to
see that the passage from the so-called chaotic stage (given by Boltzmann’s stosszahlansatz)
to the fully-developed stationary distribution shall induce a dynamic convergence sequence
in the measure. Given these facts the main contribution of this work could be summarized in
two principles:
Proposition 2.1
The measure µτ associated with the state space modular evolution Γτ ( ~X) for a system out of
(local or global) thermodynamic equilibrium and described by variables ~X(t) is given by a
sequence of time dependent distribution functions. This means that we are able to recognize
the measure as the stationary solution of a stochastic process Θτ (t).
More explicitly we can state that:
lim
t↑τ
Θτ (t) = µτ (18)
ΓτA =
∫
Ωτ
Θτ (t)F (A(t), τ) dt =
∫
τ
µτF
τ (A(t)) dt (19)
F is called the kernel or modulus of the given modular evolution Γ and is a still-undefined
8 continuous monotonic function of the state space fields ~X. The dynamic variable A is an
8System-dependent in the Physicists saying
10
arbitrary function of the state space fields ~X , A(t) ≡ A
(
~X(t)
)
, Θτ is a time-continuous
stochastic process. The sequence induced by equation 19 converges according to the distri-
butionΩτ already mentioned in connection with the scaling procedure in the previous section.
Although the explicit form for the distribution function for the scaling parameter Ωτ is a pri-
ori unknown we will see that is homeomorphic to the convergence sequence for the kinetic
distribution function fne.
Theorem 2.2
The stationary state of the Stochastic process Θτ corresponds to the non-equilibrium prob-
ability measure µ at least in the sense of means (i.e. almost-surely) according to equation
(18).
Proof
Let Ωτ (ξ) be a distribution of τ -time dependent scaling factors in the sense of USSS. Let us
assume that the distribution is stationary and has a compact support (i.e. it is dense in state
space). By construction of the USSS, the stationary distribution corresponds to an equilib-
rium (local or global) distribution of state space points. Now let µ = µ (f0, fne1 , fne2 , . . .) be
an ǫ-dependent or kinetic distribution, where ǫ is called the uniformity parameter or Knud-
sen’s parameter. By definition µ is stationary and has compact support in phase space. Since
the stationary distribution µ (f0) is an equilibrium (local or global) distribution there exists
a transformation from one equilibrium distribution to the other (i.e. in the thermodynamic
limit both distributions are equivalent).
This condition suffices, to take into account the fact that as ξ goes to zero the kinetic
distribution fne should converge to the equilibrium distribution f0. This is so, since the con-
dition of equilibrium (in the sense of spatial homogeneity of the thermodynamic potentials)
gets attained (see equation 16), notwithstanding the difference in the speed of convergence of
both distributions.
In some sense, Theorem 2.2 is a kind of informal version of the Monotone-Convergence
Theorem [67]. The second proposition, namely equation (19) follows Theorem 2.2 plus the
assumption of modular evolution. Let us see this in terms of measures:
Let F be a locally convex topological vector space and K a convex, compact subset of
F . The dual M of the closure of K consists on the measures on K. Denoting by M+ the
convex cone of positive measures and byM1 the set of positive measures of norm 1 (i.e., the
probability measures). If µ ∈M1 there exists ρ ∈ K, such that:
f(ρ) =
∫
f(σ)dµ(σ) (20)
11
ρ is usually called the resultant of µ [5]. If µ ∈ M1 has a resultant ρ then µ can be
approximated weakly by measures µ′ ∈M1 with resultant ρ and finite support 9
If we take this result in terms of equation 18, equation 19 follows directly. In the second
expression at the right hand side of equation 19 has been used the so-called tower property of
conditional probabilities [67].
We have still retained the notation of discrete evolution in order to show up the analogy
with usual (i.e. finite volume) Gibbs measures, however we must note that µτ F τ represents
the operation of a time continuous stochastic process Θτ (t) over a field through the action of
a τ -continuous semigroup F 10.
Once we have defined this measure we are able to make explicit assumptions to what the
time evolution of a macro-variable will be in terms of correlation functions under the context
of non-local irreversible thermodynamics.
Proposition 2.3
The time evolution of a (non-local) irreversible thermodynamic field Z given in terms of a
modular evolution operator Γτ generates a form for the 2-time correlation function given by
the τ -continuous stochastic map:
〈Z(t), Z(t′)〉EIT =
∫ t
−∞
Z(t)µ(t−t′) Z(t
′) dt′ (21)
Similar expressions could be write down for higher order and crossed correlations.
As it could have been already noticed Propositions 2.1 and 2.3, are an extension of linear
response theory for the (non-linear) case of a time dependent measure. At the moment and
having recognized the impossibility to derive this measure from microscopic models we have
assumed it as an stochastic variable. Of course if this stochastic measure converges (at least
in the sense of means) -see equation 17- to the Gibbs measure ρ we recover the usual linear
response theory.
2.1 Linear response with memory
Non-equilibrium thermodynamics often addresses the problem of transport through material
media. Hyperbolic transport equations (such as the MCV [6, 65] equations and the telegra-
pher’s equation [26]) taking into account the lag on the response due to the finite velocity of
9A formal proof of this Choquet-Meyer Theorem (too lengthy to be included here) is given in reference [8]
10Since F τ represents the time evolution of a mesoscopic and hence possibly dissipative system the inverse
operation may not satisfy existence and/or unicity so we will refer to the effect of operating F as the action of
a semigroup.
12
perturbations have been derived from several points of view. Ranging from phenomenologi-
cal arguments to purely microscopic transport [26] and also probabilistic methods such as the
persistent random walk [28]. On the other hand linear response theory represented a pow-
erful theoretical tool to cope with transport phenomena from a dynamic and thermodynamic
standpoint. In the last years linear response functions incorporating memory (i.e. the effect
of the lag in the response to an applied field) appeared in such problems as delayed transport
in electronic devices, molecular hydrodynamics and rheology of structured fluids, and also
solid state phenomena such as the dynamics of Abrikosov vortices.
Let us first consider two related dynamic variables say the magnetic field ~H(t), and the
magnetization ~M. At constant temperature in the low-field limit there is a linear relation
between the magnetic field and the magnetization:
~M = χ0T
~H(t) (22)
Here χ0T is a tensor response coefficient called the susceptibility tensor. However, it
is known that it takes some time τM for a material media to achieve magnetization under
exposure to a magnetic field. In other words, there is a lag in the response to the field. This
effect is due to the fact that magnetization is a non-equilibrium process. If we look at the
effect of mesoscopic fluctuations of the magnetic field due to non-equilibrium evolution in
the sense already evoked we will see a possible explanation. Since the magnetic field is
in disequilibrium we can assume it undergoes a stochastic time evolution. It is possible to
associate an automorphism Γη on the magnetic field with this stochastic evolution:
~H(t)sto = Γη ~H(t) (23)
If we consider linear response between the magnetization ~M and the field ~H(t)sto we get:
~M = χ0T
~H(t)sto = χ
0
T Γη
~H(t) (24)
But since the modular automorphism is induced by a time-continuous measure µτ we
have:
~M = χ0T
∫ t
−∞
µτ ( ~H(t
′)) dt′ (25)
By proposing a form for the stochastic process associated with the measure µτ of the
automorphism Γη we can model this non-equilibrium process. If we look for the behavior in
a weak stochastic limit we are able to consider a first order stochastic process. Let us consider
Γη as a modular automorphism whose associated stochastic process is a simple exponential
decay in time since this is a prototypic first order stochastic process [39]. In this case equation
25 reads:
~M = χ0T
∫ t
−∞
λP e
( t−t
′
τP
) ~H(t′) dt′ (26)
13
here λP is the amplitude of the associated distribution and τP is a characteristic time
(akin to Poisson’s time). If we define a non-equilibrium susceptibility χneT (up to first order)
as χneT = χ
0
TλP , and recognize Poisson’s time as the relaxation time associated with the
non-equilibrium process of magnetization we get:
~M =
∫ t
−∞
χneT e
( t−t
′
τM
) ~H(t′) dt′ (27)
Equation 27 is the usual expression of a linear response with exponential memory (also
called fading memory). If we look at the differential representation of equation 27 we will
find the hyperbolic MCV-type transport equation. It is worth noticing that even if we start
with a linear response relation and the measure is induced by a first order stochastic process,
the resulting equation possess a non-markovian character, i.e. memory in the response. If
the time scale of the system is much more slower than its stochastic time (tchar >> τP )
then we can consider the limit τP → 0. In this case the exponential decay distribution is
just a δ-distribution and the usual linear response without memory is recovered. By means
of the analysis of the associated measure (and its related stochastic process) one is enable to
perform a selection of the effects that we will take into account in a very transparent way. This
will be a very important issue when considering a collection of irreversible processes taking
place in a non-equilibrium system, since in this case the presence of irreversible couplings (a
question related to the relative relaxation times of the various processes) could be cope-with
in a systematic way.
2.2 Time correlation functions
Time correlation functions are usually considered to represent the mean behavior of a large
set of microscopic dynamic variables under certain averaging assumptions (canonicity, num-
ber density conservation, energy density conservation, etc.) usually taken into account by
some kind of Lagrange multiplier formalism (in the case of extended thermodynamics these
multipliers are introduced, for example, by Liu’s Method) [19, 38, 44]. Nevertheless by ap-
plying a novel irreversible thermodynamics formalism [14] it has been stated that they also
represent Gibbsian ensemble averages of a collection of macroscopic field variables, when
the latter are considered (as is the case in extended irreversible thermodynamics [13]) as
coming from stochastic processes (in general non-markovian noises) in a mesoscopic length-
scale [18, 12]. This statement has only been proved formally for dilute gaseous systems by
means of quantum kinetic theory [13, 18, 12], but there is strong evidence supporting its va-
lidity for several other physically significant systems. We will use this statement as an ansatz.
In order for the field averages to be of a more general character, we will use the equiv-
alence between 2-time correlation functions and propagators [70, 71], or time evolution op-
erators acting on a dynamical variable. The dynamic variables are the set of extended ther-
modynamical potentials over its gibbsian set. Time evolution operators are obtained as inner
products with dual vectors of the aforementioned thermodynamical potentials. From the the-
ory of stochastic processes [39, 48] we obtain the statistical properties of such inner products
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by introducing a probability measure µ (or weighting function) in the last stages of study of
the problem.
The 2-time auto-correlation function for a dynamical variable A will then be given as (see
eq. 21):
〈A(t)A(t′)〉t′ =
∫
τ
A(t)µτA(t
′) dt′ (28)
As we already stated we are in a position to see the measure µτ as a dual complement of
A, i.e. µτA = A† with (A(t), A(t)†) = ‖A(t)‖2 [63]. We could also look in a very similar
way to 2-time crossed-correlation functions and also to higher order correlations. Let us look
at an example coming from extended irreversible thermodynamics [34].
According with the formalism of Extended Irreversible Thermodynamics (EIT) [38] the
time evolution of the (entropy-like) compensation function Ψ is given by:
TdtΨ = dtU + PdtV −
∑
i
ΥidtCi +
∑
j
Xj ⊙ dtΦj (29)
We see that equation (29) is nothing but the formal extension of the celebrated Gibbs equation
of equilibrium thermodynamics for the case of a multi-component non-equilibrium system.
This extended Gibbs relation is brought about in the theory by imposition of some consis-
tency conditions on the non-equilibrium part of the distribution function [14, 18, 15]. The
quantities appearing therein are the standard ones, T is the local temperature, P and V the
pressure and volume, Υi is the chemical potential for the species "i", etc. Xj and Φj are
extended thermodynamical fluxes and forces.
We will look up for the effect that a non-equilibrium process, say mass flux will have on
the thermodynamic description of the system. In the case of a binary fluid mixture we will
take our set of relevant variables G = S ⋃ F to consist in the temperature T (~r, t) and con-
centration of one of the species C2(~r, t) fields as the slow varying (classical) parameters set S
and the mass flux of the same species ~J2(~r, t) as a fast variable on the extended setF . For the
fast dynamic variables (such as the mass flux ~J2 and its conjugated thermodynamic force ~X)
characteristic times are much smaller than for the so-called conserved fields (mass, energy
and momentum densities, etc.) so, the effect of fluctuations in this variables will be greater.
We will take this fact into account by associating to this fields a memory in the response akin
to the memory described in the last section.
We propose linear constitutive equations with exponential memory kernel (see section
2.1) for the following reasons: a) The associated transport equations are hyperbolic (of the
Maxwell-Cattaneo-Vernotte type) [6, 65] so causality is taken into account, b) These hyper-
bolic transport equations are compatible with the postulates of EIT [38, 44, 53, 54, 55], c)
Similar equations can be derived for coupled non-markovian stochastic processes [66, 47] and
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since stochasticity has been associated with the major role of fluctuations in the mesoscopic
description level of EIT the outcome will improve our understanding of phenomena occurring
in such mesoscopic stages, d) The stochastic process associated with this set of two coupled
constitutive equations called a semimartingale has been extensively studied and its known to
accept absolutely continuous measures a fact that will become very useful [10, 67, 33].
The constitutive equations are therefore chosen to be,
~J2(~r, t) =
∫ t
−∞
λ1 ~u e
(t′−t)
τ1 Υ†(~r, t′)dt′ (30)
~X†(~r, t) =
∫ t
−∞
λ2 e
(t′′−t)
τ2 ~J2(~r, t
′′)dt′′ (31)
The λi’s are time-independent, but possibly anisotropic amplitudes, ~u is a unit vector
in the direction of mass flow and τi’s are the associated relaxation times considered path-
independent scalars. Since we have a linear (thought non-markovian) relation between ther-
modynamic fluxes and forces some features of the Onsager-Casimir formalism will still hold.
The resulting thermodynamic potentials and its derivatives are assumed to belong to the
quasi-gibbsian set of time dependent macroscopic functions mentioned in reference [12],
over which we will perform a thermodynamic average (i.e. a phase field average as mea-
sured by a quasi-gibbsian measure characteristic of the non-equilibrium thermodynamic state
space) in order to obtain the 2-time dependent correlation function for, say the concentration-
concentration correlation function 〈C1(~r, t), C1(~r, t′)〉. If the thermodynamic average is per-
formed under isotropic canonical conditions [68, 69, 32] the resulting correlation function is
given by:
〈C1(~r, t), C1(~r, t
′)〉 =
∫
Φ
C1(~r, t) µ(t−t′)C1(~r, t
′)dt′ (32)
For the case being treated it was showed [34] that equation 32 is given as follows:
〈C1(~r, t), C1(~r, t
′)〉 =
∫
Φ
Ξ(~r) e−n(t+t
′) W (t− t′)dt′ (33)
with
Ξ(r) = AB +B2 (34)
A =
∫ T
o
Cp(T )
T
dT
1
H(~r)
(35)
B = [
λ1λ2τ1H(~r)T (~r)
n(1− nτ1)2
][λ1τ
2
1 − τ2(
λ1τ1
(1− nτ1)
+
λ1(1− nτ1)− 1
(1− nτ2)
)] (36)
W (t− t′) is a stochastic process representative of the measure µ(t−t′); hence the presence
of non-equilibrium correlations is taken into account by means of this stochastic evolution of
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the measure 11. Equation (33) is the non-regular part of the composition field time correlation
function (i.e. the value of the correlation function near the critical point after scaling of the
thermal and concentration fields). Cp is the heat capacity, T (~r) and H(~r) are known contin-
uous functions for the amplitudes of the temperature field and the chemical potential field.
For a broad family of stochastic measures equation (33) asymptotically converges to a
limit given by [29]:
〈C1(~r, t), C1(~r, t
′)〉 = κ Ξ(~r) e−2nt (37)
where κ is a constant depending on the explicit stochastic measure under considera-
tion. For an unitary Ornstein-Uhlenbeck measure (W (t − t′) = e|t−t′|) convergence im-
plies κ = 1
1−n
. As we shall see this distribution resulted very appropriate to model this
kind of non-equilibrium critical system [34]. In the case of an unitary Gaussian measure
(W (t− t′) = e(t−t′)2) for example, an asymptotic solution could not be given in terms of an
exponential decay, a typical feature of the critical decay of fluctuations. In this Gaussian case
the solution consist of two contributions: an exponential decay plus an error function type
mode. This difference eliminates the short-time plateau (known as critical slowing down of
fluctuations) present in correlation functions obtained under colored noise measures.
Equation 37 is a form of the van Hove expression for the density-density correlation func-
tion, also called a dynamic structure factor.
One of the advantages of this formalism with respect to others, such as mode-coupling
theory is that we can test different kinds of stochastic relaxational couplings (delta-correlated,
quasi-markovian, gaussian, lorentzian, Ornstein-Uhlenbeck type, non-markovian, simultane-
ous non-linear multi-modal coupling, etc.) just by changing the weighting functionsW (t−t′)
(that is the family of probability measures µτ ), within a unifying thermodynamic scheme.
2.3 Hysteresis in non-equilibrium systems
It is possible to describe how the phenomena of hysteresis could be well understood in the
context of an extended irreversible thermodynamic formalism by pointing out that hysteretic
phenomena is a consequence of the existence of dissipative internal processes in the system
as was showed elsewhere [35]. The different contributions to the uncompensated heat pro-
duction can be explicitly incorporated in the description by characterizing each one by its
relaxation time. In order to do so it is important to take into account the effect of dynamical
coupling. One way of taking this effects into account is by examining the coupling of the
associated stochastic measures, then looking for processes whose measures have stochastic
11In the case studied then (reference [34]) the convergence sequence was Cauchy, with stationary Ornstein-
Uhlenbeck character for linear non-markovian statistics except in the case where stochastic resonance was
present.
17
times of the same order, since in this case a dynamic coupling is possible. By enslaving those
stochastic processes to the faster one it is possible to develop a hierarchy of measures. In
this case the analysis of relaxation times is also physically clearer than by using the standard
hysteresis operators [56, 49]
3 Some successful examples of the results of the application
of the formalism
Since we introduced the non-equilibrium stochastic measure µτ in Propositions 1 and 2 as
a tool for modeling systems out of local or global equilibrium its physical validity will be
ultimately conditioned by the results given by its use against experimental data. We will give
here some brief results of some cases where its application has led to satisfactory results. Let
us first consider the extended thermodynamical description of criticality as given in ref.[34].
If we compare the results for the temperature dependence of the diffusion as obtained from the
calculated 2-time concentration autocorrelation function in the neighborhood of the critical
consolute point, as given by equation 33 under a suitable measure with the experimental light
scattering spectra as reported and by looking at the results there, it is clear that the stochastic
measure was a reliable tool for the description of a highly complex non-equilibrium property.
For the case of non-equilibrium couplings and its relation to the observed phenomena of
hysteresis (cf. section 3.3) it has been possible to show [35] that if the relaxation times of
the phenomena are compared to the stochastic time given by the associated measure, then a
criteria is given as to when will we experimentally observe hysteretic phenomena.
In brief; by applying simple and reasonable modeling approximations within the formal-
ism outlined in the preceeding sections, we were able to reconstruct the hyperbolic transport
MCV equations (cf eq. 27) of linear response theory with memory. Also a well known re-
sult of condensed matter theory and phase transitions was obtained, namely the Van Hove
equation for the density autocorrelation function (eq.37). Finally some previous results on
the phenomena of hysteresis in terms of relaxation times resulted firmly grounded within the
framework presented in this paper.
4 Concluding remarks
In equilibrium statistical mechanics a measure theoretical representation (Gibbs formalism)
has provided a great insight and also powerful tools for the characterization of equilibrium
states (via Gibbs or KMS conditions) and the calculation of equilibrium quantities (via ther-
modynamic averages, i.e. averages given by equilibrium measures). Similar tools has been
derived for systems close to equilibrium (in local equilibrium) by means of linear irreversible
thermodynamics and linear response theory. Although this task has been impossible to take
further away from equilibrium, by using a similar approach we have been able to model
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expressions representing some non-equilibrium situations in a non-local regime. The appli-
cation of this formalism (based on the assumption of stochastic evolution at the mesoscopic
level of description) permits a systematic study of such dissipative systems and in the cases
outlined give rise to good agreement with available experimental data. Much work has to be
done in order to fully understand the consequences of this and related formalisms, such as
the ergodic dynamic systems approach of Gallavotti and Cohen [21] and the (much debated)
fractional calculus approach of Tsallis [64]. Acknowledgements: One of the authors (E.H.L.)
greatly appreciates the fruitful discussion with Rubén D. Zárate on modular automorphisms
in arbitrary spaces.
References
[1] B.J. Berne, and R. Pecora„ Dynamic Light Scattering, John Wiley & Sons, (1978),
[2] M. Bologna; M. Campisi,;P. Grigolini; Physica A 305, 89-98, (2002)
[3] J.P. Boon, S. Yip, Molecular hydrodynamics, Dover, New York, (1991)
[4] R. Bowen & D. Ruelle Invent. Math. 29, 181, (1975)
[5] N. Bourbaki, Eléments de Mathématique, Intégration, Hermann, Paris, (1965).
[6] C. Cattaneo, Sulla conduzione del calore, Atti del Seminario Matematico e Fisico
dell’Università di Modena, Vol. 3, pp. 83-101 (1948-49).
[7] M. Chen; B.C. Eu, J.Math. Phys. 34, (7), 3012-29 (1993)
[8] G. Choquet and P. A. Meyer, Existence et unicité des representations intégrales dans
les convexes compacts quelconques, Ann. Inst. Fourier., 13, 139-154, (1963).
[9] P. Dantzer, E. Orgaz; J. Less. Comm. Met. 147,27, (1989)
[10] F. Delbaen, W. Schachermayer, The existence of absolutely continuous local martingale
measures, Ann. Appl. Probab. 5, 926-945, (1995)
[11] J.R. Dorfman, From Molecular Chaos to Dynamical Chaos, Utrecht Notes, Holanda,
(1997)
[12] B.C. Eu,J. Chem. Phys.85, (3), 1592-602, (1986)
[13] B.C. Eu, Kinetic theory and irreversible thermodynamics, New york : J. Wiley, (1992).
[14] B.C. Eu, Semiclassical theories of molecular scattering, Berlin Springer, (1984)
[15] B.C. Eu, J. Chem. Phys.103, 24, 10652-62, (1995)
[16] B.C. Eu, Phys. Rev. E 51, (1), 768-71 (1995)
19
[17] B.C. Eu, J. Chem. Phys.102, (18), 7169-79, (1995)
[18] B.C. Eu, Nonequilibrium ensemble method and irreversible thermodynamics in Lec-
tures on thermodynamics and statistical mechanics: Proceedings of the XXIII Winter
Meeting on Statistical Physics, Cuernavaca (México) 1994, Ed. Costas, M; Rodríguez,
R. and Benavides, A.L. World Scientific Singapore (1994)
[19] B.C. Eu, Nonequilibrium statistical mechanics: ensemble method, Dordrecht; Boston,
Kluwer Academic, (1998)
[20] H.M. Farkas and I.Kra, ; Theta Constants, Riemann Surfaces and the Modular Group:
An Introduction with Applications to Uniformization Theorems, Partition Identities and
Combinatorial Number Theory, American Mathematical Society, New York, (2001)
specially the chapters on identities related to partition functions and Fourier coefficients
of automorphic functions.
[21] G. Gallavotti, & E.G.D. Cohen, Phys Rev Lett 74, 2694, (1995)
[22] G. Gallavotti, & E.G.D. Cohen, J Stat Phys 80, p. 931, (1995)
[23] G. Gallavotti, Phys Rev Lett 77, 4334, (1996)
[24] G. Gallavotti, & D. Ruelle, Commun. Math. Phys. 190, 279, (1997)
[25] Nato Advanced Study Institute On Nonlinear Evolution (1987 Noto, Cicilia), Nonlinear
evolution and chaotic phenomena, Ed. by G. Gallavotti and P. F. Zweifel, New york,
Plenum published in cooperation with NATO scientific affairs division, (1988)
[26] L.S. García-Colín; M.A. Olivares-Robles,Physica A, 220, 165-172, (1995).
[27] P. Gaspard, Statistical Mechanics, Scattering and Chaos, Cambridge University Press
(1998)
[28] S. Goldstein, Quat. J. Mech. Applied Math., IV, 129, (1951)
[29] I.S. Gradshtein, I.M. Ryzhik, Table of integrals, series, and products, Academic Press,
(1980).
[30] D. Guido, R. Longo, Natural Energy Bounds in Quantum Thermodynamics, e-print at
arXiv:math.OA/0010019 v2 27 Dec 2000.
[31] R. Haag, D. Kastler, E.B. Trych-Pohlmeyer,“Stability and equilibrium states", Com-
mun. Math. Phys. 38, 173-193 (1974), also W. Pusz, S.L. Woronowicz: “Passive states
and KMS states for general quantum systems", Commun. Math. Phys. 58, 273 (1978).
[32] R. Harris, J. Hurley, C. Garrod, Phys. Rev. A 53, (3), 1350-59 (1987)
20
[33] S. He, J. Wang, J. Yan, Semimartingale Theory and Stochastic Calculus Science Press,
CRC Press Inc., (1992).
[34] E. Hernández-Lemus, and L.S. García-Colín, Non-equilibrium critical behavior : An
extended irreversible thermodynamics approach, Journal of Non-Equilibrium Thermo-
dynamics, 31, 4, 397-417 (2006).
[35] E. Hernández-Lemus, and E. Orgaz, Hysteresis in non-equilibrium steady states: the
role of dissipative couplings, Rev. Mex. Fis. 48, 1, 38-45, (2002)
[36] H. Heßling, On the local equilibrium condition; e-print at arXiv:hep-th/9411094 v1 14
Nov 1994.
[37] V. Jaksit’c and C.-A. Pillet; Non-equilibrium steady states of finite quantum systems cou-
pled to thermal reservoirs, e-print: Department of Mathematics and Statistics McGill
University, July 9, 2001.
[38] D. Jou, J. Casas-Vázquez,G. Lebon, Extended Irreversible Thermodynamics, Springer,
Berlin, (1993)
[39] N. van Kampen; Stochastic processes in physics and chemistry, North Holland, (1992).
[40] D.R. Knittel, S.P. Pack, S.H. Lin, L. Eyring, J. Chem. Phys. 67, 134, (1977).
[41] R. Kubo, Statistical Mechanics, Springer Verlag, Berlin (1977)
[42] R. Kubo,Statistical Mechanical theory of irreversible processes I., J. Math. Soc. Japan
12, 570 (1957), P.C. Martin, and J. Schwinger Theory of many particle systems I, Phys.
Rev. 115, 1342 (1959)
[43] L.D. Landau, and S. Lifschitz; Statistical Physics, Pergamon Press, Oxford, (1991)
[44] G. Lebon , & J. Casas-Vázquez, Towards a thermodynamic theory of the third type,
in Thermodynamics History and Philosophy, Ed. Martinás, Ropolyi & Szegedi, World
Scientific, (1990).
[45] A. Le Ny, F. Redig, Short time conservation of Gibbsiannes under local stochastic
evolution, e-print: TU Eindhoven report ISSN 1389 2355, January 18, 2002.
[46] C. Maes, F. Redig, A. Van Moaert, K.U Leuven, Stochastic Processes and their Appli-
cations 79, 1-15, (1999)
[47] P. Malliavin, Integration and Probability, Springer, Berlin., (1995)
[48] N. Martin, J.W. England, Mathematical theory of entropy, Adison-Wesley, London,
(1981).
[49] I. D. Mayergoyz, Phys. Rev. Lett. 56, 1518 (1986)
21
[50] J. E. Meixner, On the Foundations of Thermodynamics of Processes in A Critical Review
of Thermodynamics, Ed. Stuart, E.B. Mono Book, Baltimore (1970)
[51] J.E. Meixner, Rheol. Acta 12, 465, (1973)
[52] S. Mukamel, Principles of Nonlinear Optical Spectroscopy, Oxford University Press,
New York (1995).
[53] W. Muschik, Fundamentals of nonequilibrium thermodynamics, in: W. Muschik
(Ed.), Non-Equilibrium Thermodynamics with Applications to Solids, Section 1, CISM
Courses and Lectures, Vol. 336, Springer, Wien, (1993).
[54] W. Muschik, Aspects of Non-Equilibrium Thermodynamics, World Scientific, Singa-
pore, (1990).
[55] W. Muschik, Recent Developments in Non-Equilibrium Thermodynamics, Lecture
Notes in Physics, Vol. 199, Springer, Berlin, 1984, p. 387.
[56] F. Preisach, Z. Phys. 94, 277, (1935)
[57] D. W. Robinson, Statistical Mechanics of Quantum Spin Systems I, Commun. Math,
Phys. 6, 151-160, (1967) see also, Statistical Mechanics of Quantum Spin Systems II,
Commun. Math, Phys. 7, 337-348, (1968).
[58] H. Roos, On the Problem of Defining Local Thermodynamic Equilibrium Report of the
Workshop on “Mathematical Physics Towards the 21st Century", Beer Sheva, 14-19
March 1993, R. N. Sen, A. Gersten, eds.
[59] D. Ruelle,Am. J. Math. 98, 619, (1976)
[60] D. Ruelle, Statistical Mechanics: Rigurous Results, Advanced Book Classics, Addison
Wesley, Massachusetts, (1989).
[61] D. Ruelle, States of Classical Statistical Mechanics, J. Math. Phys. 8, 1657-1668,
(1967)
[62] Y.G. Sinai,Russ. Math. Surveys 27, 21, (1972)
[63] D.W. Strook, Lectures on Topics in stochastic differential equations, Tata Instritute of
Fundamental Research, Springer-Verlag, Bombay, (1982)
[64] C. Tsallis, J. Stat. Phys. 52, 479, (1988).
[65] P. Vernotte, Les paradoxes de la théorie continue de l’équation de la chaleur, Compte
Rendus, Vol. 246, pp. 3154-3155 (1958).
[66] H. von Weizsacker,G. Winkler, Stochastic Integrals, Advanced Lectures in Mathemat-
ics, Vieweg, Braunschweig, (1990)
22
[67] D. Williams, Probability with Martingales, Cambridge Mathematical Texts CUP, (1991)
[68] D.N. Zubarev, V. Morozov,G. Röpke, Statistical mechanics of nonequilibrium pro-
cesses, Berlin Akademie Verlag, (1996)
[69] D.N. Zubarev, Nonequilibrium statistical thermodynamics, translated from russian by
P.J. Shepherd ; edited by P. Gray and P. J. Shepherd New york Consultants bureau,
(1974)
[70] R. Zwanzig, Phys. Rev. 124, 983, (1961).
[71] R. Zwanzig, Ann. Rev. Phys. Chem. 16, 67, (1965)
[72] See the articles in the special volume of Physica A related to this non-extensive thermo-
dynamics: Physica A 305 (2002).
