Abstract-This paper considers the assignment of multiple mobile robots to goal locations under uncertain travel time estimates. Our aim is to produce optimal assignments, such that the average waiting time at destinations is minimized. Our premise is that time is the most valuable asset in the system. Hence, we make use of redundant robots to counter the effect of uncertainty. Since solving the redundant assignment problem is strongly NP-hard, we exploit structural properties of our problem to propose a polynomial-time, near-optimal solution. We demonstrate that our problem can be reduced to minimizing a supermodular cost function subject to a matroid constraint. This allows us to develop a greedy algorithm, for which we derive sub-optimality bounds. A comparison with the baseline nonredundant assignment shows that redundant assignment reduces the waiting time at goals, and that this performance gap increases as noise increases. Finally, we evaluate our method on a mobility data set (specifying vehicle availability and passenger requests), recorded in the area of Manhattan, New York. Our algorithm performs in real-time, and reduces passenger waiting times when travel times are uncertain.
I. INTRODUCTION
The optimal assignment of mobile robots to tasks at different locations is a fundamental problem that has many applications. In particular, the large-scale deployment of robots has the potential of transforming the industries of transport and logistics. To orchestrate the coordination of the robots, centralized communication architectures have become the norm in various instances; representative applications include product pickup and delivery [17] , item retrieval in warehouses [9] , and mobility-on-demand services [28, 34] . In general, a solution to this problem can be computed by a centralized unit that collects all robot-to-task assignment costs (e.g., expected travel times) to determine the optimal assignment (e.g., by running the Hungarian algorithm). However, the optimality of this assignment hinges on the accuracy of the assignment cost estimates. Despite our best efforts to model any uncertainties, discrepancies between model assumptions and real-life dynamics may arise. For example, in transport scenarios, a robot may encounter an unexpectedly blocked path, and consequently takes significantly longer to reach its destination than anticipated. These discrepancies cause degradations in the system's overall performance, and can lead to cascading effects.
We are interested in applications that require a fast arrival of robots at their destinations. Due to uncertain robot locations or uncertain path conditions, the knowledge about expected travel times may be imprecise or incomplete. This compounds the difficulty of determining an optimal robot-to-goal assignment. Although assignments under random costs have gained a considerable amount of attention [19, 25, 26] , the focus has primarily been on providing analyses of the performance under noisy conditions. New ideas are needed for solutions that overcome performance loss due to uncertainty.
Our premise is that time is the most valuable asset in the system. The approach we take is to consider the assignment of redundant robots to goal locations. Our idea is led by a 'firstcome, first-to-serve' principle, by which only the fastest robot to reach a task actually services it. Redundancy allows us to reduce the waiting time at the goal locations: when multiple robots travel to the same destination, only the travel time of the fastest robot counts. Effectively, we exploit redundancy to provide resilience to uncertainty. Consequently, this paper presents a novel and efficient method by which robots are redundantly matched to individual goals, such that the average waiting time over all goal locations is minimized.
Our problem belongs to the class of Single-Task Robots, Multi-Robot Tasks (ST-MR) [15] , which considers the assignment of groups of robots that have a combined utility for any given task. This task utility can be uniquely defined for a given robot group and task, and is not necessarily linear over the individual robot utilities. The aim is to split the set of robots to form task-specific coalitions, such that the average task utilities over all coalition-to-task assignments is maximized (or, in our case, the average cost minimized). Formally, this can be cast as a set-partitioning problem, which considers a set of robots that needs to be partitioned into a family of subsets with maximum utility over the set of tasks that they are assigned to. The set-partitioning problem is strongly NPhard [14] . Research in this domain has generated heuristic solutions as well as methods that facilitate the combinatorial search [2, 7, 35] . However, if we pay special attention to the objective function, the problem may reveal additional structure that can be exploited to find near-optimal solutions. In particular, for utility functions that satisfy a property of diminishing returns, otherwise known as submodularity, nearoptimal approximations can be found [13] . As we will see later in this work, our approach provides diminishing returns in the number of redundant robots assigned to each goal, yielding a supermodular cost function. For practical reasons, we further specify our problem to cap any robot deployment at a maximum number of assignable robots. This consideration turns out to be particularly relevant for applications that run continuous assignments with fluctuating task demand, and allows us to keep some robots in reserve for future deployments. Furthermore, it allows operators to limit the cost of redundant robot deployments. Formally, we capture the additional constraint by a matroid [27] , which is an abstract structure that generalizes the notion of linear independence to set systems.
In this paper, we solve the problem of selecting optimal redundant robot-to-goal matchings such that the waiting time over all goals is minimized, whilst respecting an upper limit on how many robots may be assigned. We pose a set optimization problem under cardinality constraints, and employ a method based on supermodular cost minimization under a matroid constraint. This framework leads to a polynomial-time algorithm that has a provable bound on the difference between the minimum waiting time, and the waiting time resulting from our algorithm.
Related work. To a large extent, work on multi-robot task assignment deals with deterministic costs, and does not capture any uncertainties about the robots, the tasks, or the environment [15] . Robust assignment methods, such as [29] , hedge against uncertainty during task assignment by pre-defining acceptable risk thresholds. However, it is not clear to what extent assignments maintain optimality for given risk thresholds as costs change. Methods of sensitivity analysis provide us with analytical tools that elucidate these relationships [36] . Recent work in the multi-robot systems domain employs sensitivity analyses that inform whether a cost change affects the optimality of the robot-to-task assignment, and whether or not a re-computation of the solution is necessary [25, 26] . In particular, the work in [26] analyzes the sensitivity of a solution with respect to a risk preference, where uncertainty takes a role in determining the optimal assignment.
An alternative approach considers dynamic re-assignment strategies that directly update current assignments if cost changes are perceived. Such a solution was presented for the Hungarian method, and repairs assignments incrementally instead of solving them from scratch [24] . Other work considers task swapping or switching policies, which are also well-suited to decentralized settings [3, 22] . Yet, dynamic re-assignments are disruptive and expensive, and the practical circumstances under which they can be orchestrated online are still unclear.
The commonality among all of the above-mentioned approaches is that they consider non-redundant and nonoverlapping assignments. Indeed, redundant assignment introduces additional combinatorial complexity by requiring the evaluation of all possible subsets of robots with all possible matchings to tasks. Evidently, the number of evaluations grows factorially in the the number of robots and tasks.
In the last decade, submodular optimization for combinatorial problems has gained considerable traction in the domain of multi-robot systems, with applications to coordinated robot routing for environmental monitoring [32] , leader selection in leader-follower systems [8] , sensor scheduling for localization [33] , and path planning for orienteering missions [18] . A thematically relevant work in [31] considers the allocation of task sets (or task bundles) to robots under an abstract submodular utility gain. We consider the inverse problem of allocating robot coalitions to individual tasks, and furthermore prove the supermodularity of a specific objective function, for which we provide an explicit form.
Contributions. Our main contribution is a supermodular optimization framework that selects redundant robot-to-task matchings in order to minimize the average waiting time at the task locations. Our framework is underpinned by the insight that the deployment of redundant robots under uncertain travel times is supermodular in the number of redundant robots. This insight builds on our first-come, first-to-serve principle, which we formally represent through an aggregate function that considers only the minimum travel time among the assigned robot group. Our second contribution consists of formalizing the cardinality and assignment constraints by a matroid. These combined results (optimization of a supermodular function under a matroid constraint) allow us to derive sub-optimality bounds. We develop an assignment algorithm with a constantfactor approximation bound that relies on dynamic programming to compute task utilities efficiently in polynomial time. Finally, we compare our method with an optimal, exhaustive combinatorial search algorithm to show that our method performs very close to the optimum. We also evaluate it on a large, real data-set to show that considerable time savings can be made by deploying redundant robots.
II. PROBLEM STATEMENT
We formalize our problem as a bipartite matching problem, where we seek to find a minimum cost matching of robots to goals, such that all goals are covered, and any goal may be assigned multiple robots, while respecting a limit on the maximum deployment size. We consider a system composed of M goals and N available robots. The size of the total robot deployment is constrained by
The following paragraphs describe the matching problem. We subsequently consider the specific case where robots have uncertain origin positions.
A. Redundant Bipartite Graph Matching under Uncertainty
We consider a complete bipartite graph B = (U, F , C). The set of vertices U is partitioned into two subsets U r and U g , such that U r = i r i , i = 1, . . . , N contains all robot nodes, U g = j g j , j = 1, . . . , M contains all goal nodes, and U = U r ∪ U g , U r ∩ U g = ∅. The edge set F = {(i, j)|i ∈ U r , j ∈ U g , ∀ i, j} is complete, meaning that any robot can reach any goal node. Since the travel time for a robot to reach its goal is uncertain, we represent the weight of each edge (i, j) by a random variable C ij ∈ C, where C is a set of random variables. Each random variable C ij has a unique distribution D ij , with C ij ∼ D ij . We note that these distributions can be arbitrarily defined for any edge, and we do not make use of i.i.d. assumptions. We consider an initial assignment O ⊂ F , such that ∀j|{i|(i, j) ∈ O}| = 1 and ∀i|{j|(i, j) ∈ O}| ≤ 1. In other words, O covers every goal with one robot, and any robot is assigned to at most one goal. This assignment can be found efficiently using the Hungarian algorithm. Given an initial assignment, the aim of this paper is to find an optimal set of assignments A ⋆ ⊂ F \ O for the remaining N d −M robots 1 . In the following, we denote F \O by F O . Fig. 1 illustrates a simple robot-to-goal matching.
In this work, we deploy redundant robot assignments to help counter the adverse effect of uncertainty on robot travel times. If the system admits a sufficiently large number of robots (i.e., N d − M > 0), we can assign multiple robots to the same goal, while still ensuring that all goals are assigned at least one robot. For a given goal that just requires a single robot, only the fastest robot belonging to the redundant robot group assigned to this goal actually ends up servicing the task (e.g., picking up a product or a passenger). We call this the firstcome, first-to-serve principle. In order to measure the effective performance of such a system, we consider the time waited at a task location before being served. Given the first-come, first-to-serve principle, the random travel times to this task are aggregated over the redundant robot group, thus resulting in an effective waiting time that is equivalent to the minimum travel time: 
where I j (A) is the set of incident edges to node j in the set of edges A and is equal to {(i, j)|∀i with (i, j) ∈ A}.
This definition allows us to formulate our objective function. For a given set A of edges that define robot to goal assignments, we wish to measure the average effective waiting time over all goals. The function evaluates the expected minimum of the joint distribution of the respective waiting times, for all goals: Problem 1. Optimal matching of redundant robots under cardinality constraints: Given N available robots, M goals with uncertain robot-to-goal assignment costs, and an initial 1 The assumption that we can make an initial assignment based on nonredundant robots first is important for the mathematical proofs that follow. Without O, any solution that is smaller in size than M would lead to an infinite waiting time, and hence, the objective function looses its supermodular property. Furthermore, we have found that in practice, using the Hungarian assignment for O yields a negligible performance loss in our benchmark tests. assignment O, find a matching A ⊆ F O of redundant robots to goals such that the average cost over all goals is minimized, and the total number of robots deployed is N d . This is formally stated as:
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A O i j U r U g C ijargmin A⊆FO J O (A) (4) subject to ∀i|{j|(i, j) ∈ A ∪ O}| ≤ 1 (5) |A| = N d − M(6)
B. Application to Transport with Uncertain Robot Positions
The mathematical model and algorithms presented in this paper are general, and can accommodate uncertainties defined on any given robot to task assignment (i.e., cost C ij ). Yet, in order to provide one specific example and its implementation, we apply the general assignment problem described above to a transport scenario (in planar space), where robot positions are imprecisely known, which leads to uncertainty in the travel time estimates.
In our application, we formulate the transport network via a weighted directed graph, G = (V, E, W). Vertices in the set V represent geographic locations, where a node i has a position x i ∈ R 2 . Nodes i and j are connected by an edge if (i, j) ∈ E. We assume the graph G is a strongly connected graph, i.e., a path exists between any pair of vertices. Robots are located at nodes r ∈ V N , goals are located at nodes g ∈ V M , and the true position of a robot i is given by x ri .
Robot positions are only approximately known, withx i for all robots i = 1, . . . , N . The noisy position follows a distribution D i , which can be arbitrarily defined for any robot i. The 'reverse' probability mass function P Di (v|x i ) gives the probability of robot i being truly located at node v given that the reported position isx i .
The random variable C ij captures the estimated travel time for robot i to reach a goal j (assuming the shortest path connecting the robot to the goal). This estimate is computed as follows. First, we define a weight w kl ∈ W that quantifies the true time needed to traverse an edge (k, l). The travel time from a node i to a node j is then given by
where S ij is the set of edges in the shortest path between node i and node j. For a given robot i, its estimated travel time to
One-dimensional sketch of a redundant assignment of two robots to one goal. Based on the noisy positions (in red), robot 2 is closer to the goal. However, based on the true positions (in green), robot 1 is closer to the goal, and is effectively the one to service the task at the goal. Fig. 2 illustrates the first-come, first-to-serve principle under uncertain robot origin positions. The formula that implements the objective function in (2) for noisy robot origins is given in Appendix A. If implemented without taking heed, the evaluation is computationally demanding with a run-time of
By exploiting the fact that we build our solution incrementally (as is elaborated in more detail in Sec. III-C), we can rely on dynamic programming to reduce the runtime to O(|V| 2 ) for each call of the objective function (see Appendix B).
III. METHOD Our method is underpinned by the following key insight: as we assign additional robots to a given goal, the waiting time at that goal decreases by durations of diminishing length. This property is known as supermodularity. In the following, we begin by introducing the fundamental concepts, and demonstrate the supermodular structure of our problem. Building on this, in Section III-C, we elaborate a polynomial-time algorithm that addresses Problem 1.
A. Supermodularity of cost functional
A supermodular function is a set function. Given a finite set F , it is defined as J : 2 F → R, assigning a scalar to any subset of F . The following statements support the development of Theorem 1, below.
Definition 2 (Marginal decrease).
For a finite set F and a given set function J : 2 F → R, the marginal decrease of J at a subset A ⊆ F with respect to an element x ∈ F \ A is:
Definition 3 (Supermodular). Let J : 2 F → R and A ⊆ B ⊆ F . The set function J is supermodular if and only if for any x ∈ F \ B:
The definition implies that adding an element x to a set A results in a larger marginal decrease than when x is added to a superset of A. This property is known as a property of diminishing returns from an added element x as the set it is added to grows larger. 
Proof:
Based on these definitions, we show that our objective function in (2) has the following property: 
By Lemma 2 we know that min A ≥ min(A ∪ Y ∪ {x}).
Hence, it remains to show that the difference on the left side of the inequality (12) is greater or equal to the difference on its right side. To do this, we consider the following two possible cases. The results above establish our problem of selecting redundant robot assignments as a problem of supermodular minimization. We note that the structure of our problem has some similarity with the submodular welfare problem [21] (which, instead of cost minimization considers utility maximization). As will become evident in the sequel of this paper, to the contrary of the welfare problem, we require the formulation of a matroid constraint to capture the limited cardinality of our robot deployment.
B. Matroid Constraint
In the following, we show that the system considered in Problem 1 is a matroid. The latter result allows us to identify the approximation bound of our algorithm, as elaborated later in Sec. III-C.
Given a finite ground set F and I ⊆ 2 F a family of subsets of F , an independence system is an ordered pair (F , I) with the following two properties: (i) ∅ ∈ I, and (ii) for every A ∈ I, with B ⊆ A, implies that B ∈ I. The second property is known as downwards-closed -in other words, every subset of an independent set is independent. An independence system (F , I) is a matroid if it also satisfies the augmentation property, that is, for every A, B ∈ I, with |A| > |B|, there exists an element a ∈ A \ B such that {a} ∪ B ∈ I.
The requirements posed by our problem statement satisfy the above three properties. In specific, following constraints (5) and (6), our problem considers the matroid (F O , I O ), with
By the definition of a matroid, any valid assignment must be an element of the family of independent sets I O . Firstly, the empty set is a valid solution, in which case our objective function is reduced to J 0 , as given by (3). Secondly, our system is downwards-closed: for any valid robot-to-goal assignment A ∈ I O , any subset of assignments B ⊆ A is also a valid assignment by (5) . Thirdly, we can show that our system satisfies the augmentation property. For any two valid assignments A and B, |A| > |B| implies that there is at least one robot assigned to a goal in set A that is unassigned in set B. Hence, adding that robot-to-goal assignment to set B still satisfies (5) and maintains the validity of the solution. We note that the augmentation property implies that all maximal solution sets have the same cardinality N d − M , which corresponds to the rank of our matroid (and is formulated as a constraint to the solution of our problem in (6)).
C. Greedy Assignment Algorithm
The sections above establish our problem as one of minimizing a supermodular set function under a matroid constraint, min{J O (A)|A ∈ I O }. Although this problem is NP-hard, Fisher et al. [12] show that approximate optimization with a greedy algorithm yields a 1/2 approximation ratio. The greedy solution works as follows. At each iteration k, an element a 
a ← argmax x∈FO,E ∆ JO (x|A)
7:
A ← A ∪ {a} 8: i ← i + 1 9: end for 10: return A is added to the solution set A k−1 such that it maximizes the marginal decrease given this current set,
where F O,E denotes the set of eligible elements, given the independence system I O and ground set F O , defined as
For matroid rank r and ground set size n, this algorithm requires O(nr) calls to the objective function, which in our case corresponds to O(N 2 M ). More recently, the (1/2)-approximation was improved upon. In [6] , Calinescu et al. show that a (1 − 1/e)-approximation can be achieved through a randomized, continuous greedy algorithm. This is a strong result, since no polynomial-time (1 − 1/e + ǫ)-approximation exists for any constant ǫ > 0, unless P = NP [10] ). This continuous greedy algorithm, however, is not optimized for running time, and requiresÕ(n 8 ) calls to the objective function. Recent works [4, 11] improve this performance, providing a means to trade-off bound and running time: in [4] , Badanidiyuru et al. provide a (1−1/e−ǫ) bound for O(rn/ǫ 4 log r/ǫ) calls to the objective function. This performance improvement is achieved through a smooth interpolation between greedy and continuous greedy.
Algorithm 1 shows the greedy algorithm. We implement this version (rather than the randomized continuous greedy variant) -as we will later see in our evaluations, it performs very close to the optimum. The following theorem gives the expected worst-case lower bound for the performance ofreplacements [4, 11] ) satisfies
The randomized continuous greedy algorithm (as in
O, and is used as the baseline for all redundant assignment algorithms. (2) Optimal: We implement an exhaustive search strategy using dynamic programming, which makes O(M 2 N ) calls to the objective function (assuming an initial assignment O has already been made) 2 . (3) Slice-Greedy: We implement a greedy algorithm, as described in [30] . This algorithm assigns the same number of redundant robots to all goals 3 . (4) Random: A random algorithm assigns the redundant N d − M robots randomly to goals. (5) True: This algorithm runs the Hungarian method with N d = M robots on noise-free data. This corresponds to the best achievable performance for a given set of robot origins and goal destinations.
Due to the computational intractability of Optimal, we perform two separate series of evaluations: Series A compares our algorithm to Optimal for N d = {4, 6, . . . , 16}, M = 4, N = 16, and Series B compares our algorithm to Slice-greedy for larger numbers N d = {10, 20, . . . , 100}, M = 10, N = 100. For all algorithms except True, we add noise to the origins of the robots. The noise is sampled from three alternative distributions; their respective parameterizations are such that the standard deviations are equivalent: (i) 2D Gaussian, with a standard deviation σ = 100,x i ∼ N (x ri , σ) (ii) 2D Laplace, with a scale parameter ǫ = √ 3/100,x i ∼ L(x ri , ǫ) and (iii) circular uniform, with radius 200. Robots and goals are randomly positioned on a 16 × 16 regular grid with 50 m separation. Travels speeds are drawn from a normal distribution with mean 10 m/s and standard deviation 2 m/s. Fig. 3 shows the normalized waiting time J/J 0 , as a function of the maximum deployment size N d . Series A shows that Greedy performs near-optimally and well below the bound, with the mean values coinciding with Optimal for all values of N d . Series B shows that Greedy slightly outperforms Slice-greedy. Both series confirm that redundant assignment improves upon non-redundant assignment, for various noise distributions. For the same deployment size, our algorithm performs significantly better than randomly assigned redundant robots. Fig. 3(d) and 3(h) compare redundant with nonredundant assignment for varying Gaussian noise values. The results show how the improvement of Greedy over Hungarian increases as the noise increases. For very large noise values (w.r.t. the size of the workspace), the performance of Random approaches that of Greedy. In summary, these results confirm the benefit of redundancy in the face of uncertainty.
IV. APPLICATION
The assignment of robots to goals has numerous applications, including product pickup and delivery [17] , item retrieval in warehouses [9] , and mobility-on-demand services [1, 34] . Building on our formalism introduced in Sec. II-B, we focus on evaluating the benefits of our redundant assignment mechanism for mobility-on-demand systems with uncertain vehicle positioning (e.g., due to the implementation of a privacy mechanism [30] ). By improving the coordination of mobility systems, the hope is to further reduce travel costs and passenger waiting times.
The literature in the domain of mobility-on-demand systems focuses on load re-balancing, predictive positioning, and passenger pooling [1, 23, 28, 34] . Our approach complements prior literature: when mobility systems operate with slack, we can aggressively minimize passenger waiting times through redundant assignments. In fact, according to the 2014 NYC Taxicab Factbook, during the 4pm-6pm rush hours only 64% of cabs are occupied, while the rest of the fleet is traveling empty. 4 Consequently, our algorithm utilizes these unoccupied (redundant) vehicles by assigning them to passengers. Among assigned vehicles, only the fastest vehicle will actually pick up the passenger (implementing our first-come, first-to-serve principle). The key point is that to operate the redundant assignment mechanism, no new vehicles need to be deployed, since existing unoccupied vehicles are simply re-routed.
A. Manhattan Taxicab Dataset
We focus the evaluations of our work on the geographical area of Manhattan, and rely on a public dataset of New York City yellow taxicab operation to provide us with real passenger demand and vehicle availability information. 5 The dataset was collected during the month of June, 2016, and consists of 11 million taxi rides, of which we use the data recorded during the 24 hours of June 1st. The data specifies the time and location of pick-up and drop-off, as well as trip distance and fare. In order to facilitate the evaluation of our methods, we create a graph of Manhattan by accessing actual street networks from OpenStreetMap 6 [5] . Our topological representation of Manhattan consists of 4302 nodes and 9414 edges. We use the pick-up and drop-off locations listed in the dataset to compute all trajectories taken, assuming that the shortest path (lengthwise) was chosen. We associate each trajectory with the listed travel time. Each edge of the trajectory is assigned a travel time proportional to its length. After processing all trajectories, we compute the mean travel time w ij of each edge (i, j) in the transport graph G.
B. Implementation of Continuous Redundant Assignment
Since passenger requests for vehicles occur continuously throughout the day, we implement a continuous assignment mechanism. The implementation details are as follows. (1) We use the real recorded passenger pick-up times to represent the times when vehicles are requested. Requests are batched into 20 s intervals. If requests are not serviced in the current batch, they roll over to the next one, and those that are not serviced within 10 min are dropped (all schemes exhibit a drop rate below 0.15%). (2) To compute the total vehicle fleet size N for a given time of day, we take the number of occupied vehicles reported in the dataset and multiply this value by 1.56 (to account for the unreported unoccupied vehicles). This factor of 1.56 corresponds to rush hour statistics (4pm-6pm) and is a worst case scenario for the ratio of fleet size to occupied vehicles. 7 When the fleet size increases, we spawn vehicles at random locations, and when the fleet size decreases, we remove unoccupied vehicles. (3) Since passenger demand fluctuates during the day, we vary the permissible deployment size N d such that there is at least one vehicle per passenger when possible, and such that there are a sufficient number of vehicles left unassigned (the number of remaining unassigned vehicles must be at least 50% of the current number of requests).
C. Performance
The following results compare the performance of our redundant assignment algorithm to non-redundant assignment (A = ∅). The initial assignment O is obtained through the Hungarian method. We apply Gaussian noise with a standard deviation of σ = 100 meters to the origins of all vehicles.
Since the allowable deployment size N d varies as a function of the time-of-day, the number of redundant vehicles also varies. Fig. 4 shows the average number of vehicles assigned per passenger. We see that this value fluctuates between one vehicle (i.e., no redundancy), and three vehicles (i.e., two redundant vehicles). The highest value is reached around midday, which is a time of high vehicle abundance that coincides with a dip in passenger demand (as seen in Fig. 5 , on the right axis).
Fig . 5 shows the average passenger waiting time for six 4-hour segments of the time-of-day, for the redundant and non-redundant assignment algorithms. In four out of the six segments, the redundant scheme performs significantly better. The remaining two segments show equal performance. We have found that periods with equal performance correspond to moments either when (i) passenger and vehicle locations are densely collocated (with high positioning noise w.r.t location distributions) around noon, or when (ii) the number of available vehicles is low (thus preventing redundancy), after midnight. This performance is further summarized in Table I , where the waiting time is computed over all passenger requests in the dataset. In average, the non-redundant scheme performs 36% worse than the noise-free instance, whereas the redundant scheme performs only 11% worse. This represents a 18% improvement over the non-redundant scheme. Furthermore, the standard deviation is reduced by 25% with respect to the non-redundant scheme. We note that this reduced spread of waiting times is also confirmed by the 95th percentile value, which is 24% smaller for the redundant assignment scheme. Fig. 6 shows the mean waiting time as a function of the ratio of occupied vehicles to non-occupied vehicles. The density is obtained from data points processed by a Gaussian KDE with a Scott's rule bandwidth. The plot shows that the non-redundant scheme has a large spread of vehicle occupation ratios, with a concentration around 45%. In contrast, the redundant scheme utilizes any slack available to the system, with a concentration of occupation ratios above 95%; this allows the redundant scheme to reduce the variance of passenger waiting times. Fig. 6 . Kernel density plot of waiting times as a function of occupation ratio. For each batch of passenger requests, we compute the average waiting time for all passengers serviced in that batch. These data points are processed as a function of the occupation ratio at the time that the batch was assigned.
V. DISCUSSION
In this work, we provided a framework for redundant robotto-goal assignment. Our main contribution is a supermodular optimization framework that efficiently and near-optimally selects robot matchings to minimize the average waiting time at the goal locations. Our first-come-first-to-serve principle implies a minimum aggregation over redundant assignments. This allows us to compute our objective function efficiently by dynamic programming, leading to a polynomial-time algorithm that can be run in real-time, even for large numbers of robots, goals, and graph nodes. Our results show that redundant assignment reduces waiting time with respect to non-redundant assignments. This performance gap between redundant and non-redundant assignment increases with increasing noise levels.
Although the idea of engineering systems with redundant resources to increase reliability, robustness and resilience is not new [16, 20] , our ideas in this work provide a different take on the concept of redundancy. In particular, we provide a mathematical framework that allows us to reason about the added value of redundancy for mobile systems where time is the premium asset. Building on this framework, future work should address the trade-off between the cost of providing redundancy (e.g., travel costs, robot costs) and performance gains. Richer variants would consider budget constraints and heterogeneous robots with different costs. Furthermore, redundant assignment schemes have the side-effect of redistributing robots. Whether this robot re-balancing is beneficial remains to be addressed. Finally, we believe there are numerous applications for which the first-come-first-to-serve principle holds, and which could benefit from our framework to boost their performance.
APPENDIX A
The objective function for the application described in Sec.II-B is: is the effective waiting time at node j given that its set of redundant robots is located at nodes in v, and where the set Ω j (v) pairs those robots to potential node locations, i.e., zip({i|(i, j) ∈ I j (A ∪ O)}, {1, . . . , |v|}), to evaluate their probability of truly being located there. The nominal cost of evaluating (18) 
Since O(N 2 M ) calls to the objective function are made, it is worth reducing this runtime. We do so by computing the total cost J O (A) in an incremental fashion using dynamic programming to cache the interim probability of a node being closer to a goal than any other node. Consequently, each call to our objective function has complexity O(|V| 2 ), leading to an overall complexity of O(N 2 M |V| 2 ) for our greedy algorithm (Alg. 1). In practice, the complexity can be further reduced to O(N 3 M ), for a constant transport graph node density, when N ≪ |V|.
APPENDIX B
In Alg. 2, we compute the total cost J(A) in an incremental fashion (which is in line with how we construct the assignments in Alg. 1). Each call to Alg. 2 has complexity O(|V| 2 ). If we restrict the set of nodes explored in the for-loops to nodes that have a non-negligible probability of being the true position of robots (i.e., {v|v ∈ V ∧ P Di (v|x i ) > p min }), the complexity becomes O(|I j (A)|s 2 (V)) where s(V) represents the maximal number of nodes that pass this threshold.
Setting p min = 10 −6 with a Gaussian noise of σ = 100 results in s(V) = 30 on the Manhattan graph.
