We revise the structure-preserving finite element method in [K. Hu, Y. MA and J. Xu. (2017) Stable finite element methods preserving ∇ · B = 0 exactly for MHD models. Numer. Math., 135, 371-396]. The revised method is semi-implicit in time-discretization. We prove the linearized scheme preserves the divergence free property for the magnetic field exactly at each time step. Further, we showed the linearized scheme is unconditionally stable and we obtain optimal convergence in the energy norm of the revised method even for solutions with low regularity.
Introduction
In this paper, we consider the nonstationary incompressible magnetohydrodynamics (MHD) equations over [0, T ] × Ω where Ω ⊂ R d (d = 2, 3) is a Lipschitz polyhedral domain:
1c)
∇ · B = 0, (1.1d) ∇ · u = 0, (1.1e)
with the boundary and initial conditions as u = 0, B · n = 0, E × n = 0, on ∂Ω, (1.1g)
u(x, 0) = u 0 (x), B(x, 0) = B 0 (x), (1.1h) where ∇ · u 0 = ∇ · B 0 = 0. In (1.1), u is the fluid velocity, p is the fluid pressure, j is the current density, E and B are the electric and magnetic fields respectively. The system is characterized by three parameters: the hydrodynamic Reynolds number R e , the magnetic Reynolds number R m and the coupling number S. f ∈ L 2 (Ω) stands for the external body force. n denotes the outer unit normal vector on ∂Ω.
The nonstationary incompressible MHD equations have wide applications in fusion reactor blankets [3] , liquid metals [9, 19] and plasma physics [11] . The global existence of weak solution is well known. The existence and uniqueness of local strong solutions on regular domains is proved in [28] . There are many research works on numerical methods and numerical analysis on the nonstationary incompressible MHD equations. Here we just provide an incomplete list [4, 5, 6, 8, 12, 18, 25] .
Recently, exactly divergence-free discretizations on the magnetic field B draws more attentions. Though by [8] it seems that it is tolerable if this property is only satisfied weakly in numerical simulations of incompressible MHD equations, we notice that it is desirable to provide exactly divergence-free numerical magnetic filed in numerical approximations for inductionless MHD model (see [20, 21, 29, 31] ). Authors of [15] utilized H(curl)-conforming elements to approximate A which is the potential of B (B = ∇ ×A), such that their numerical approximation of B is exactly divergence-free. It is proved in [15] that a subsequence of their numerical solutions converge to the true solution on any Lipschitz polyhedral domain. In [16] , a structure-preserving finite element method is developed for the nonstationary incompressible MHD equations. Besides u and B, the electric field E is also considered as an unknown in the numerical method in [16] . By using discretization of the equation
the numerical approximation of B is exactly divergence-free. Later in [17] , it is proved that the method in [16] achieves optimal convergence in the energy norm under the regularity assumption that j ∈ L ∞ ([0, T ]; L ∞ (Ω)). In this paper, our main contribution is to carefully modify/linearize the structure-preserving finite element method in [16] so that it is semi-implicit with respect to time-discretization and it only need to solve a linear system at each time step. This effort is based on our rigirous analysis of the scheme. In addition, we don't compromise on the accuracy of the method, structure-preserving and/or smoothness of the exact solutions. We prove optimal convergence for the energy norm even for solutions with low regularity. We also show that our numerical approximation of B is exactly divergence-free and the method is energy conserving.
The rest of the paper is organized as follows: Section 2 we discribe the linearized scheme together with the main results from our analysis. In Section 3 we present analytic tools needed for the analysis. Details of the proofs for the main result is presented in Section 4.
2. An implicit linearized mixed FEM 2.1. Preliminaries. In this section, we introduce the notations and spaces that related with the scheme. We adopt the standard notation for the inner product and the norm of the L 2 space. Namely, for scalar valued functions the inner products are defined as: (u, v) := Ω u · vdx, u := Ω |u| 2 dx 1/2 . This convention applies to vector and tensorvalued functions as well. For a function u ∈ W k,p (Ω), we use u k,p for the standard norm in W k,p (Ω). When p = 2 we drop the index p, i.e. u k := u k,2 and u := u 0,2 . Vectorvalued Sobolev spaces, we use the bold version of the corresponding scalar-valued spaces.
In addition to the standard Sobolev spaces over Ω, we define vector function spaces as:
2.2. The linearized mixed FEM. Next we introduce some notation and spaces in order to define the linearized mixed FEM for the problem (1.1). Let T h be a conforming triangulation of the domain Ω with tetrahedral elements. Here we assume that the triangulation is shaperegular and quasi-uniform. For each element K ∈ T h , h K denotes the diameter of K and the global mesh size is denoted by h = max K∈T h h K . To approximate (u, p), we use the stable pair of Stokes elements V h × Q h ⊂ H 1 0 × L 2 0 (Ω) which satisfies the discerete inf-sup condition: there exists a constant β > 0 only depending on Ω such that
In this paper, we choose the classical P k+1 -P k Taylor-Hood pair:
Here P l (K) denotes the space of polynomials of degree no more than l over K.
For the other two unknowns (E, B), we use discrete spaces C h × D h ⊂ H 0 (curl , Ω) × H 0 (div, Ω) which are competible in the sense that they belong to the same finite element de Rham sequence [1, 2] . In this paper, we choose C h to be the k-th order second type Nédélec H(curl) element and D h the k-th order Brezzi-Douglas-Marini element on simplexes. In this paper we assume k ≥ 1.
For the time discretization, let {t h } N n=0 be a uniform partion of time domain (0, T ) with the step size τ = T N , and for generic function U(x, t) we define U n = U(·, nτ ). Finally, we define
, for n = 1, 2, · · · , N. Now we are ready to derive the linearized mixed FEM for the MHD system (1.1). For each n > 0 we seek approximate solution (u n h , p n h ,
the following governing equations:
Remark 2.1. Notice that in the above scheme, the convection term and j n h are linear with respect to u n h , E n h repectively. Consequently at each time step, the above scheme leads to a linear system for all the unknowns. Here we also want to remark on the fact that in (2.2b) we replaced j n h with R −1 m ∇ h × B n h comparing with the original scheme defined in [16] . This modification requires a global L 2 −type projection in the assembly process. Nevertheless, from the analysis below we can see that it is crucial to make such modification in order to obtain the desired optimal error estimates. It is not clear if the analysis remains valid if we keep j n h in this term.
Main Result.
We first present the stability of the discrete problem (2.2) in the following theorem:
Consequently, we have for n = 1, 2, . . . , N:
In addition, the magmetic field is exactly divergence free:
2d) and adding together, after some algebraic simplification we have:
In the above estimate we used the Cauchy-Schwartz inequality, Poincaré inequality and Young's inequality. Hence for any n = 1, 2, . . . , N if we sum over the above estimate from 1 to k we have
This completes the proof for the first assersion. For the second part, notice that
Taking the divergence of the above equation we have:
For the error estimates, we assume that the exact solution of MHD system (1.1) uniquely exists and the unknowns have following regularity property:
where s > 1 2 . Under this assumption, our main error estimate result can be summarized as follows:
at each time step, we also have
with β = min{s, k + 1} and C depends on the physical parameters but is independent of the discrete paramters τ and h. Further, at each time step, we have
Auxiliary estimates
In this section, we gather the necessary tools for the final error estimates in the next section. First we present an approximation property for the discrete curl operator:
The next result gathers classical and discrete Sobolev inequalities needed for the error estimates in the next section [22, 14] .
Next we define the projections of the unknowns (Π V u, Π Q p, Π C E, Π D B) and gather their approximation properties. For the fluid pair u, p, we follow the idea used in [8] . Namely, for a fixed t ∈ (0, T ], for the exact solution (u,
We can see that the above projection is defined globally over Ω through the variational form of Stokes equations. For the electric field E we simply use the Nedéléc H-curl projection [23] , denoted by Π C E.
Finally, for the magnetic field B, notice that
We have the following approximation property result for the projections [10, 8] :
Under the regularity assumption (2.4), the above projection satisfies
with β = min{s, k + 1}.
Proof. It suffice to establish the last two inequality and identity since others are well-known results [10] . Notice that since B ∈ H 0 (div0, Ω) we have that its BDM projection
3) For the last identity, we can derive this identity by the definition of "∇ h ×" (2.3) and the projection
This completes the proof since
As a consequence of the above result, we have that the intial errors satisfy:
Finally, we need the well-known discrete Gronwall's inequality [13] :
Lemma 3.4. Let τ, B and a k , b k , c k , γ k be non-negative numbers for all integers k ≥ 0,
suppose that τ γ k < 1 for all k and set σ k = (1 − τ γ k ) −1 , Then it holds:
Error Estimates
In this section we present the main error estimates of the method. We first carry out the error equations for the error estimates. By convention, for a generic unknown U, its numerical approximation U h and its projection ΠU, we split the errors as:
(4.1)
First we notice that the exact solution of the system (1.1) satisfies the following variational equations at time t n :
are the truncation error terms as follows:
If we subtract the numerical system (2.2) from the above system (4.2), with some algebraic simplification and the projection properties (3.1), (3.2) we can obtain the error equations as follows:
Lemma 4.1. The projection errors (e u , e p , e E , e B ) satisfies the system:
Here the nonlinear terms are gathered as:
We are ready to prove our main result Theorem 2.2 with the above error equations.
Proof. of Theorem 2.2 We start by taking (v, F , Z, q) = (e n u , −SR −1 m ∇ h × e n B , SR −1 m e n B , e n p ) in the error equations (4.3a) -(4.3d) and adding togather, with some algebraic simplification we have:
Next we will estimate each term on the right hand side of the above identity. For the first four linear terms, we simply use the Cauchy-Schwarz inequality and the approximation property of the projections Lemma 3.3 as follows:
For the second linear term we simply apply Cauchy-Schwarz inequality to have
For the third linear term, since Π D B, B h ∈ D 0 h , with the orthogonal property of Π D we have
For the last linear term, we have
Truncation error estimates: In R 1 (v), there is a term as:
here is how we estimate this term by u tt L 2 (t n−1 ,tn;L 2 (Ω)) :
Similarly, for R 3 (SR −1 m e n B ) we have the following estimates:
For other terms in R 1 (e n u ), the estimates are similar as the one shown below in R 2 (−SR −1 m ∇ h × e n B ) and we gather the result as follows:
[(u n−1 · ∇u n , e n u ) − (u n−1 · ∇e n u , u n )] − (u n · ∇u n , e n u ) ≤ Cǫ ∇e n
Combining the estimates for all the terms in R 1 (e n u ) we have 
, there is a term like this: (omit the coefficient for simplicity)
For T 1 ,
. The last step we used the Cauchy-Schwarz inequality and the fact that u n ∈ H 1+s (Ω) ֒→ L ∞ (Ω). For T 2 , with a similar technique as above, we have
, the last step we used the regularity assumption 2.4 and that H s (Ω) ֒→ L 3 (Ω).
For the second term in
L 2 (t n−1 ,tn;L 2 (Ω)) . Combine above estimates, we have
). Finally, we bound the nonlinear terms as follows:
The terms in the last step can be bounded using Hölder's inequality, Sololev inequalities Lemma 3.2 and the approximation properties of the projections in Lemma 3.3 as:
This concludes that
Similarly, for M 1 (e n u ) + M 2 (SR −1 m ∇ h × e n B ) we start with some algebraic rearrangement as follows:
Next we will estimate M 1 + M 3 and M 2 + M 4 separately. Namely, we have
The last two terms cancelled out due to the fact a × b + b × a = 0, the first term vanishes due to the fact ∇ h × δ n B = 0, hence
For M 2 + M 4 , we insert this identity:
into M 2 + M 4 with simple algebraic cancelation, we arrive at:
Now if we combine all the above estimates we arrive at: 
If we take ǫ = min{ 1 2 R −1 e , 1 2 SR −2 m }, multiplying 2τ on the above estimate and sum over j = 1, · · · , n we have ≤ e 2CT (h 2β + τ 2 ).
We complete the proof of (2.5) by applying the triangle inequality, approximation properties of the projections Lemma 3.3 together with above etimates. Combine the above estimate with (4.8) we can deduce the estimates (2.6) with the initial error estimates (3.4).
With the above estimates for u, B, we can simply take F = e n E in (4.3b), with some algebraic rearrangement, we arrive at:
. For the last two terms, with a similar treatment as in the previous proofs, we can bound these two terms as follows:
The above estimates is due to Sobolev inequality Lemma 3.2 and Theorem 1 in [27] , stability of the solution Theorem 2.1 and the estimates for u, B. This completes the proof for (2.7) with a simple triangle inequality and projection error estimates for E in Lemma 3.3.
With a slightly stronger regularity assumption with u t ∈ L ∞ (0, T ; H 1 (Ω)), B t , ∇ × B t ∈ L ∞ (0, T ; L 2 (Ω)) we can regain the full order of τ as:
, e n E ) ≤ Cτ e n E ( u t L ∞ (t n−1 ,tn;H 1 (Ω)) B n−1 0,3 + u n 0,∞(Ω) B t L ∞ (t n−1 ,tn;L 2 (Ω)) ) + Cτ e n E ∇ × B t L ∞ (t n−1 ,tn;L 2 (Ω)) ), this completes the proof for (2.9).
Finally we use a classical inf-sup argument to bound e p as in (2.8) . By the inf-sup condition (2.1) we know that there exists w h ∈ V h such that For R 1 (w h ), with a similar estimates for the terms in R 1 (e n u ), we have:
Notice the above result is slightly different from the estimates for R 1 (e n u ) due to the fact that we don't apply the weighted Young's inequality here for each term. For instance, R −1 e (∇u n − ∇u n , ∇w h ) ≤ Cτ 1 2 ∇u t L 2 (t n−1 ,tn;L 2 (Ω)) w h 1 .
Similarly, for O(w h ) we have:
For M 1 (w h ), we have
For the last term we start with Cauchy-Schwarz inequality to have:
(D τ e n u , w h ) ≤ D τ e n u w h .
If now we directly bound D τ e n u ≤ τ −1 ( e n u + e n−1 u we will lose a full power of τ which means there is no convergence order in time for e p . In stead, we take v = D τ e n u in (4.3a) to have, D τ e n u 2 = −(D τ δ n u , w h ) − R −1 e (∇e n u , ∇D τ e n u ) + R 1 (D τ e n u ) + O(D τ e n u ) + M 1 (D τ e n u ).
Here we used the fact that (∇ · e n u , q) = 0 for all n due to the error equation (4.3d). The second term on the right hand side can be bounded as: For the rest terms on the right hand side, we bound them in the same way as above, after simplification, we arrive at:
D τ e n u 2 ≤ Cτ − 1 2 h β D τ e n u + C(τ + h β ) D τ e n u + C(τ + τ −1 h 2β ).
This implies that D τ e n u ≤ C(τ Finally if we combine all the above estimates into (4.9), (4.10), we finally have: e n p 2 ≤ C(τ 2 + τ −1 h 2β ).
This completes all the estimates in Theorem 2.2.
