[1] We use subdaily GPS time series of positions in the first 5 hours following the 2003 Tokachi-oki earthquake (M w = 8.0) located offshore of Hokkaido, Japan, to estimate frictional parameters for the afterslip zone on the subduction interface. The data show little motion immediately after the earthquake with sudden acceleration at about 1.2 hours after the main shock. This coincides with the largest aftershock (M = 7.4), followed by gradual deceleration. We assume that early afterslip is the response of a fault patch to instantaneous stress perturbations caused by the main shock and the largest aftershock. Early afterslip is modeled with a spring-slider system obeying a rate-and state-dependent friction law. We develop and apply an inversion method to estimate friction parameters, D c , as, and (a À b)s, where s is effective normal stress. The estimated 95% confidence intervals of D c , as, and (a À b)s are 2.6 Â 10 À4 to 1.8 Â 10 
Introduction
[2] The 2003 Tokachi-oki earthquake (M w = 8.0) ruptured the plate boundary along the Kuril trench, offshore Hokkaido island, northeastern Japan, where the Pacific plate subducts beneath Hokkaido (Figure 1 ). The plate interface is strongly coupled with a slip deficit rate of about 80 mm/a [Suwa et al., 2006] . The main shock occurred at 19:50 (UTC) on 25 September 2003 and was followed by the largest aftershock (M = 7.4) at 21:08 on the same day. The rupture area of the main shock is close to that of the 1952 Tokachi-oki earthquake (M = 8.1) [Yamanaka and Kikuchi, 2003] . Following the main shock, postseismic deformation was recorded by a continuous GPS network, GEONET. This postseismic deformation has been interpreted as a result of afterslip on the plate interface [Miura et al., 2004; Miyazaki et al., 2004; Ozawa et al., 2004; Baba et al., 2006] . Miyazaki et al. [2004] and Ozawa et al. [2004] estimated the space-time evolution of afterslip using daily GPS station positions and found that decaying afterslip distributed around the rupture region can fit the data well. Miyazaki and Larson [2008] estimated GPS station positions every 30 seconds for the first 4 hours following the main shock and inverted the station positions to infer spacetime evolution of afterslip. Their results show that postseismic deformation immediately after the main shock can be explained by afterslip.
[3] Recently, Larson and Miyazaki [2008] estimated subdaily GPS station positions after the 2003 Tokachi-oki earthquake using an improved GPS analysis technique that separated postseismic deformation in the first 24 hours following the main shock from displacements caused by the main shock and the largest aftershock. Figure 2 shows the GPS station positions every 12 minutes for the first 5 hours following the main shock. The data show little motion immediately after the main shock with sudden acceleration at about 1.2 hours following the main shock at the time of the largest aftershock, suggesting acceleration of afterslip at this time.
[4] Most previous frictional afterslip studies have modeled afterslip using a rate-and state-dependent friction law or a simplified rate-dependent, velocity-strengthening version of the friction law [Marone et al., 1991; Linker and Rice, 1997; Hearn et al., 2002; Montési, 2004; Avouac, 2004, 2007; Perfettini et al., 2005] . The Contours with 1-m interval represent coseismic slip distribution of the main shock estimated by Miyazaki and Larson [2008] . Thick arrow shows the relative motion of the Pacific plate with respect to the North American plate computed based on the work of DeMets et al. [1994] .
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''slowness law'' version of rate-and state-dependent friction law [Dieterich, 1979 [Dieterich, , 1981 Ruina, 1983 ] is
where t is shear stress, V is slip velocity, q is a state variable, a and b are dimensionless constants, D c is a characteristic slip distance for the evolution of q, s is effective normal stress that is assumed to be independent of time, V * is a reference velocity, and m * is the friction coefficient at steady state velocity V * .
[5] Ifq does not vary with time (i.e., dq/dt = 0), equations (1) and (2) reduces to the simpler steady state expression
where t ss is the steady state frictional stress. a À b represents the velocity dependence of the steady state frictional stress. For a À b > 0, t ss evolves to a higher value when the velocity increases and for a À b < 0, t ss evolves to a lower value. These conditions are referred to as velocity strengthening friction and velocity weakening friction, respectively. Velocity strengthening portions of a fault are nominally stable, that is, they do not spontaneously rupture. Velocity weakening portions of a fault can undergo spontaneous rupture under appropriate conditions [e.g., Ruina, 1983; Gu et al., 1984; Ranjith and Rice, 1999] . The velocity-strengthening friction law given by equation (3) with a À b > 0, which is effectively a nonlinear viscous rheology, predicts logarithmic time evolution of afterslip, or, equivalently, 1/t decay of slip velocity in response to a sudden coseismic stress increase [Marone et al., 1991; Perfettini and Avouac, 2004] . Models incorporating this law are able to fit decaying postseismic deformation measurements [Marone et al., 1991; Linker and Rice, 1997; Hearn et al., 2002; Montési, 2004; Avouac, 2004, 2007; Perfettini et al., 2005] .
[6] Numerical simulations using the full rate-and statedependent friction law generate afterslip on velocitystrengthening regions of faults [e.g., Tse and Rice, 1986; Marone et al., 1991] . Johnson et al. [2006] showed that a numerical model incorporating this law can fit postseismic deformation measurements after the 2004 Parkfield earthquake. In contrast to the velocity-strengthening friction law, the full rate-and state-dependent friction law generates an acceleration phase of afterslip after a sudden stress increase for sufficiently compliant systems [Rice and Gu, 1983; Perfettini and Ampuero, 2008] and predicts time evolution of slip similar to that predicted by the velocity strengthening friction law after the acceleration phase [Perfettini and Ampuero, 2008] . Perfettini and Ampuero [2008] showed that the duration of the acceleration phase is dependent on frictional properties on the fault. This suggests that the acceleration of afterslip following the 2003 Tokachi-oki earthquake may be explained by a model incorporating the rate-and state-dependent friction law and that the observations recording the acceleration of afterslip may provide constraints on frictional properties on the subduction interface.
[7] The rate-and state-dependent friction law has been used in numerical simulations of generic earthquake cycles to model slip behavior including seismic slip, earthquake nucleation, afterslip, and transient aseismic slip [Tse and Rice, 1986; Rice, 1993; Kato, 2004; Liu and Rice, 2005] . Numerical simulations with the friction law have also been applied with observational constraints for specific faults such as the Parkfield segment of the San Andreas fault [Stuart and Tullis, 1995] , the Suruga and the Nankai troughs, southwestern Japan [Stuart, 1988; Kato and Hirasawa, 1999; Hori et al., 2004] , and the Sanriku region along the Japan trench [Kato, 2008] to understand complex seismic and aseismic slip histories and preseismic slip. These numerical simulations require specification of values of the friction parameters D c , a, and b which control frictional properties on faults and thus determine temporal and spatial slip behavior.
[8] Friction parameters D c , a, b, and a À b have been inferred from laboratory measurements [e.g., Blanpied et al., 1995 Blanpied et al., , 1998 Paterson and Wong, 2005] . Postseismic geodetic data have also been used to infer (a À b)s [Hearn et al., 2002; Avouac, 2004, 2007; Miyazaki et al., 2004; Perfettini et al., 2005; Hsu et al., 2006] and D c , as, and bs . Laboratory measurements show a strong dependence of a À b on temperature, and consequently, depth. Blanpied et al. [1995] used experiments on wet granite gouge to infer a À b of order 10 À3 for temperatures below 400°C and of order 10 À2 and increasing roughly linearly with temperature above 400°C. Many numerical simulations adopt a depth distribution of a À b consistent with the laboratory results [e.g., Kato and Hirasawa, 1999; Lapusta and Rice, 2003; Liu and Rice, 2005] . Studies utilizing postseismic geodetic data and the velocity strengthening friction law consistently report (a À b)s values in the range 0.2 -0.7 MPa [Hearn et al., 2002; Avouac, 2004, 2007; Miyazaki et al., 2004; Perfettini et al., 2005; Hsu et al., 2006] , which corresponds to a À b of order 10 À4 -10 À3 on faults with hydrostatic pore pressure at subseismogenic depths. This is about an order of magnitude smaller than laboratory values, suggesting a À b for real faults is actually smaller than for laboratory samples, and/or elevated pore pressure in real faults. Laboratory measurements of the characteristic slip distance, D c , are generally in the range 10 À6 -10 À4 m [Marone, 1998; Paterson and Wong, 2005] ; however numerical limitations preclude the use of such small D c in simulations. Numerical simulations typically adopt D c values of order 10 À3 to 10 À1 m.
[9] There has been much discussion regarding the range of characteristic slip distance, D c , for real faults. It is argued that laboratory measurements of the characteristic slip distance must be scaled appropriately to obtain values for real faults [Marone, 1998] . It has been proposed that the characteristic slip distance for real faults is several orders of magnitude larger than the laboratory-measured range based on considerations on contact topography of fault surface [Scholz, 1988] or gouge zone thickness [Marone and Kilgore, 1993] . In contrast, Lapusta and Rice [2003] argued that the characteristic slip distance for real faults is in the laboratory-measured range based on the sizes of the smallest earthquakes. Constraining possible ranges of the friction parameters based on geophysical observations is important for simulation studies, especially for simulations applied to observations associated with slip on real faults.
[10] In this study, we model early postseismic deformation of the 2003 Tokachi-oki earthquake assuming that the observed GPS signal is a response to afterslip on the plate interface in order to address the following questions: (1) Why was there a 1.2 hour delay in rapid acceleration of afterslip following the main shock? (2) Did the main shock or the largest aftershock trigger the afterslip? (3) What friction parameters are consistent with the observations? To address these questions, we model afterslip using a single degree of freedom spring-slider model [e.g., Rice and Gu, 1983] that is assumed to obey a rate-and statedependent friction law. A nonlinear inversion scheme is developed and applied to estimate rate-state friction parameters. We show that the subdaily GPS data can be explained by the spring-slider model and that the inversion places tight constraints on the friction parameters. Furthermore, we show that the timing of the rapid acceleration of afterslip is largely controlled by the frictional properties of the fault and stress change from the main shock, not by the timing of the largest aftershock.
GPS Data and Forward Model
GPS Data
[11] We use the GPS station positions estimated by Larson and Miyazaki [2008] every 12 minutes for the first 5 hours following the main shock. Position time series from the five stations shown in Figure 1 , which contain large postseismic signals, are used in this study and shown in Figure 2 . Coseismic offsets from the largest aftershock, estimated by Larson and Miyazaki [2008] , have been removed from the time series. Only horizontal components are used. Vertical components are excluded because of their low signal-to-noise ratio. These time series show little motion immediately after the main shock and sudden acceleration at about 1.2 hours following the main shock. The time of the sudden acceleration coincides with the time of the largest aftershock.
Forward Model 2.2.1. Governing Equations
[12] We assume that afterslip is a response of a fault patch adjacent to the coseismic rupture to instantaneous stress perturbations caused by the main shock and the largest aftershock. We model slip on the fault patch using the single degree of freedom spring-slider model [e.g., Rice and Gu, 1983] shown in Figure 3 . The fault patch in an elastic medium is modeled as a rigid block with unit base area connected to a spring of stiffness k. The spring is loaded at constant velocity V 1 which represents the steady state creep rate just before the main shock in the region of afterslip. The frictional shear stress applied on the base of the slider, t, can be related to slip of the slider, assuming quasi-static slip, as
where V is slip velocity of the slider. The shear stress t is assumed to obey the ''slowness law'' version of the rateand state-dependent friction law given by equations (1) and (2). Equations (4), (1), and (2) along with initial conditions fully describe the motion of the slider.
[13] Differentiating equation (1) with respect to time and then combining it with equation (4), we have
The system of differential equations for V and q, which consists of equations (2) and (5), can be solved numerically to yield the solution, V(t) and q(t), if the parameters D c , as, bs, k, and V 1 , and initial conditions for V and q are specified. [14] We express the effect of the main shock on the afterslip patch by applying an instantaneous shear stress step Dt to the slider at t = 0. Let V 0 À and q 0 À be values of V and q before the main shock, and let V 0 + and q 0 + be those immediately after the main shock. We assume that the spring-slider system is in steady state (dq/dt = 0) before the main shock. Johnson et al. [2006] showed that this is a reasonable assumption for a spring-slider system with a À b > 0 as long as a À b is of the same order of magnitude as a and D c is on the order of 0.01 m or less. These conditions are satisfied in the present study as shown in section 4. Under the steady state assumption before the main shock, q 0 À is given by q 0 À = D c /V 0 À . Because the main shock is modeled as an instantaneous event, q does not evolve during the main shock, i.e., q 0 + = q 0 À = D c /V 0 À . From equation (1) and q 0 + = q 0 À , the slip velocity immediately after the main shock is given by V 0 + = V 0 À exp(Dt/as). Therefore specification of V 0 À , Dt, D c , and as determines V 0 + and q 0 + , values of V and q immediately after the main shock. Velocity and state between the main shock and the largest aftershock, V(t) and Figure 3 . Spring-slider model used to model afterslip on a fault patch. A rigid slider with unit base area is connected to an elastic spring of stiffness k. The spring is dragged at constant velocity V 1 . V is velocity of the slider, t is frictional stress applied on the base of the slider, and s is effective normal stress. (2) and (5) with initial conditions
Initial Conditions
and
[15] The effect of the largest aftershock on the afterslip patch is also taken into consideration by imposing an instantaneous shear stress step Dt aft to the slider at the time of the largest aftershock, t = t aft . Let V À (t aft ) and q À (t aft ) be values of V and q immediately before the largest aftershock, and let V + (t aft ) and q + (t aft ) be those immediately after the aftershock. V À (t aft ) and q À (t aft ) are determined by solving equations (2) and (5) as described above. Similarly to the case of the main shock, q + (t aft ) and V + (t aft ) are given by q + (t aft ) = q À (t aft ) and V + (t aft ) = V À (t aft ) exp(Dt aft /as), respectively. Velocity and state after the largest aftershock, V(t) and q(t) (t > t aft ), are obtained by solving equations (2) and (5) with initial conditions
2.2.3. Simulations [16] In this section, we show that the forward model described in sections 2.2.1 and 2.2.2 predicts an acceleration phase of afterslip. We then show some numerical simulations to illustrate the influence of the friction parameters on afterslip history.
[17] Figure 4 shows the time evolution of slip velocity and cumulative slip of the slider obtained from equations (2) and (5) Figure 4 shows that slip accelerates very slowly immediately after the main shock, and then accelerates rapidly at about 1.6 hours after the main shock. The time evolution of slip is qualitatively consistent with the observed evolution of postseismic deformation shown in Figure 2 . This simulation indicates that an imposed instantaneous stress change at t = 0 can produce delayed acceleration of slip without imposing stress changes at t > 0.
[18] Perfettini and Ampuero [2008] showed that a single degree of freedom spring-slider model and a twodimensional fault governed by the rate-and state-dependent friction with velocity strengthening frictional properties (a À b > 0) under initial conditions similar to equations (6) and (7) generate an acceleration phase of afterslip which is analogous to that shown in Figure 4 under appropriate conditions. Perfettini and Ampuero [2008] found that the state q is well above the steady state value immediately after an imposed stress step and gradually evolves to the steady state value which is approximately reached when the velocity attains its maximum value. They obtained approximate analytical expressions for the maximum velocity, V max , and the time when the maximum velocity is reached, t max , for a spring-slider model with spring stiffness sufficiently smaller than bs/D c [2008] showed that equations (10) and (11) are reasonable approximations for a two-dimensional fault model if the spatial extent of the size of coseismic stress perturbation is sufficiently larger than GD c / bs where G is the shear modulus. After the time of the maximum velocity, decelerating slip evolution is similar to that predicted by steady state velocity strengthening friction (equation (3)) [Perfettini and Ampuero, 2008] . Their study suggests that the acceleration phase of afterslip (0 < t < t max ) may be useful to constrain D c , a, b, and a À b because V max and t max are dependent on these parameters (equations (10) and (11)). On the other hand, the deceleration phase of afterslip (t > t max ) may be useful to constrain a À b because the deceleration phase is suggested to be well described by the steady state velocity strengthening friction which depends on a À b but not on D c , a, and b.
Perfettini and Ampuero
[19] Figure 5 shows slip histories of the slider for different values of D c , a, and a À b with the other parameters fixed to s = 50 MPa, k = 1.0 MPa/m, V 1 = V 0 À = 0.08 m/a, Dt = 2.0 MPa, and Dt aft = 0.0 MPa, for 5 hours following the shear stress step at t = 0. Figure 5 shows that the time evolution of slip is sensitive to values of D c , a, and a À b. Figure 5a shows slip histories for different values of D c with a and a À b fixed. We can see that time to rapid acceleration strongly depends on D c ; a larger D c value generates a more delayed rapid acceleration. This is consistent with t max given by equation (11). Figure 5b , which shows slip histories for different values of a with D c and a À b fixed, indicates that time to rapid acceleration also depends on a; a larger a value generates a more delayed rapid acceleration, which is also consistent with t max given by equation (11). Figure 5c shows slip histories for different values of a À b with D c and a fixed. Although time to rapid acceleration is not very sensitive to a À b, maximum slip velocity has strong dependence on a À b; a smaller a À b value results in a larger maximum slip velocity, which is consistent with V max given by equation (10). In addition, slip magnitude for the period shown in Figure 5c also strongly depends on a À b. These high sensitivities of slip evolution to friction parameters suggest that we can estimate the friction parameters from postseismic deformation immediately after the earthquake.
[20] Figure 6 shows slip histories computed with the same parameter values as those in Figure 5 for 7 days after the stress step. Figures 6a and 6b show that the spring-slider model predicts similar slip histories for different D c and a values except during the very early period, suggesting that it is difficult to constrain D c and a from daily GPS data. On the other hand, slip histories for different a À b values ( Figure 6c) show that the magnitude of afterslip is highly dependent on a À b values, suggesting that a À b can be estimated from daily GPS data. The strong dependence of the longer timescale slip histories on a À b and the weak dependence on D c and a are compatible with the fact that the deceleration phase is well described by the steady state velocity strengthening friction [Perfettini and Ampuero, 2008] . Comparison of Figures 5 and 6 indicates that the slip evolution for the first few hours to 1 day following the stress step is much more sensitive to D c and a than the slip evolution over longer periods. Therefore the subdaily GPS data following the 2003 Tokachi-oki earthquake provides a unique opportunity to infer D c and a from data.
Calculation of Model-Predicted Surface Displacements
[21] In section 3, we develop an inversion method for estimating the parameters in the spring-slider model from the subdaily GPS time series. To invert the GPS time series, it is necessary to relate time evolution of the slip velocity of the slider, V(t), to surface displacements at the GPS stations. For this purpose, we invert cumulative 5-hour postseismic displacements at 35 GPS stations for distributed afterslip on the plate interface assuming a homogeneous elastic halfspace [Okada, 1985] . We approximate the geometry of the plate interface by a planar fault summarized in Table 1 following the plate interface configuration given by Katsumata et al. [2003] and Earthquake Research Committee [2003] . We obtain cumulative afterslip distribution on the fault plane for the first 5 hours following the main shock by minimizing the sum of squared norms of misfit and slip roughness
where y is a vector of cumulative postseismic displacements, S y is the covariance matrix of measurement errors, s is a vector of slip, G is a matrix of Green's functions [Okada, 1985] , D is a matrix of the finite difference approximation of the Laplacian operator, and b 2 is a parameter which determines the weight of the smoothness constraints. In the inversion, the slip direction is constrained within ±45°of the reverse direction of the motion of the subducting Pacific plate. The weighting parameter b 2 is selected subjectively to give a qualitatively smooth slip distribution. The estimated afterslip for 5 hours following the earthquake is shown in Figure 1 .
[22] We assume that the afterslip distribution at any time is proportional to this slip distribution and the temporal variation of slip is assumed to be governed by slip of the slider. Under these assumptions, model-predicted displacements at the GPS stations at time t,d(t), are given bŷ
where G is the matrix of Green's functions for the kinematic slip inversion, s is the vector of the slip distribution obtained from the kinematic inversion (Figure 1 ) normalized by the maximum value of s, and f (t) = R t 0 V(t 0 )dt 0 is a scalar function of time which represents cumulative slip of the slider. Note that in equation (13), G and s are known, whereas f(t) depends on the parameters in the spring-slider model.
[23] As shown in Figure 1 , the estimated afterslip distribution significantly overlaps with coseismic slip distributions of the main shock and the largest aftershock inferred by Miyazaki and Larson [2008] . This is not consistent with the previous studies of long-term afterslip that show a small amount of overlap between afterslip and main shock regions [Miyazaki et al., 2004; Ozawa et al., 2004; Baba et al., 2006] . In addition, afterslip has a larger strike-slip component than the relative plate motion. We do not think that the estimated afterslip distribution is very reliable for the following reasons. First, cumulative postseismic displace- ments for the first 5 hours are less than 1 cm except for the five stations shown in Figure 1 , and thus it is difficult to precisely constrain the spatial distribution offshore. Secondly, afterslip distribution is sensitive to the smoothing parameter b 2 in equation (12). If b 2 is significantly smaller than the value used in Figure 1 , the main afterslip region becomes smaller and cumulative slip becomes larger, resulting in less overlap between afterslip and main shock slip, although the slip distribution becomes rougher. These limitations make it difficult to obtain a reliable spatial distribution of afterslip. Therefore we regard the afterslip distribution simply as a means to convert slip of the slider into surface displacements and we will not further discuss its spatial distribution. Instead, we focus on its temporal variation which is well captured by the GPS data. We will later show that the assumed spatial distribution of slip does not significantly change the inversion results for friction parameters.
Coseismic Stress Changes and Pre-Earthquake Slip Rate
[24] The governing equations (2) and (5) and initial conditions (6) - (9) indicate that the time evolution of afterslip, f(t), is completely determined by specifying the parameters D c , as, bs, k, V 1 , coseismic stress change due to the main shock, Dt, and the largest aftershock, Dt aft , and slip velocity before the main shock, V 0 À . It is reasonable to equate V 0 À to the loading velocity V 1 because of the steady state assumption before the earthquake. Therefore the parameters which affect afterslip evolution f(t) are D c , as, bs, k, V 0 À , Dt, and Dt aft . Let m be a vector of parameters to be estimated in the inversion described in section 3
where we include (a À b)s in m instead of bs. In the inversion method described below, we estimate m assuming V 0 À , Dt, and Dt aft are given.
[25] To estimate Dt and Dt aft , we invert coseismic displacements obtained by Larson and Miyazaki [2008] for slip distributions of the main shock and the largest aftershock assuming a homogeneous elastic half-space [Okada, 1985] employing a Bayesian slip inversion method that is equivalent to minimizing the objective function (12) [Yabuki and Matsu'ura, 1992] . Constraints on slip direction are not employed in the inversions. The weighting parameter b 2 is determined by minimizing Akaike's Bayesian information criterion (ABIC) [Akaike, 1980; Yabuki and Matsu'ura, 1992] . We then calculate the distribution of shear stress change on the plate interface caused by the two earthquakes using the analytical expressions given by Okada [1992] with a shear modulus of 3.0 Â 10 4 MPa and a Poisson's ratio of 0.25. Maximum shear stress increase in the direction of afterslip is 2.35 MPa for the main shock and 0.09 MPa for the largest aftershock. Using these estimates as a guide, we estimate m for several different Dt and Dt aft values in section 4 to examine effects of Dt and Dt aft on estimates of m.
[26] It is difficult to precisely estimate pre-earthquake slip rate of the afterslip zone, V 0 À , because it is located offshore and thus the GEONET network does not provide high enough resolution. We therefore estimate m for several extreme V 2003] . Bayes' theorem states that the posterior probability density function (PDF) of model parameters, m, given data,
where p(djm) is the PDF of data given the model parameters, which accounts for the theoretical dataparameter relationship, p(m) is the prior PDF of the model parameters, and the denominator is a constant that normalizes p(mjd) and is independent of m.
[28] We relate the model parameter m to observed data d by the observation equation
where g(m) represents model-predicted displacements at the GPS stations and is computed from equation (13). e is an error vector that is assumed to follow a Gaussian distribution of mean 0 and covariance matrix S d . Equation (16) indicates that the probability density of d given m, p(djm), follows a Gaussian distribution of mean g(m) and
where N is the dimension of d.
[29] We assume that we have no prior knowledge about the model parameters except that D c , as, bs, and k are positive. We express this prior information as the prior PDF, p(m), by assuming that p(m) takes a uniform nonzero value when the above conditions are satisfied, and takes zero otherwise.
[30] Substituting p(djm) and p(m) into Bayes' theorem (equation (15)), we obtain the posterior PDF p(mjd) that is proportional to p(djm) (equation (17)) when D c , as, bs, and k are positive and is equal to zero otherwise
where c is a constant that is introduced to normalize p(mjd) (i.e., R 1 À1 p(mjd)dm = 1) and is independent of m. This posterior PDF of m, p(mjd), is the solution to the inverse problem.
[31] Because the function g(m) in the observation equation (16) is nonlinear and does not have closed-form analytical expressions, and because the posterior PDF, p(mjd), given by (18) has a non-Gaussian distribution, it is not possible to obtain the posterior PDF analytically. Thus we numerically construct a discrete representation of the posterior PDF by generating many samples from the PDF using the Metropolis algorithm which is one of the common Markov chain Monte Carlo (MCMC) methods [e.g., Metropolis et al., 1953; Hastings, 1970; Gamerman, 1997; MacKay, 2003] .
Estimating the Posterior Distribution
[32] In Appendix A, we illustrate the Metropolis algorithm that generates samples from the posterior PDF, p(mjd), given by equation (18). Let us assume that we have a set of N s samples of m, {m 1 , m 2 , . . ., m Ns } that can be regarded as a set of independent samples drawn from the posterior PDF, p(mjd). This is equivalent to approximating the posterior PDF with the samples as follows
where d(m) is the Dirac delta function. Let us denote a sample
In this notation, the posterior PDF (equation (19)) is expressed as
The marginal posterior PDF of D c , p(D c jd), is obtained by integrating equation (20) with respect to as, (a À b)s, and k
Equation (21) [33] The posterior probability that D c takes a value between d and d + Dd, P(d D c d + Ddjd), is obtained by
Thus the marginal posterior probability distribution of D c is obtained from equation (22). The value of D c that maximizes the marginal posterior probability distribution can be considered to be the most probable or the optimal estimate of D c . The marginal posterior probability distributions and the optimal estimates of as, (a À b)s, and k are obtained similarly.
Results
[34] As described in section 2.2.5, we conduct inversions for estimating m with several different values of coseismic stress changes due to the main shock, Dt, and the largest aftershock, Dt aft , and pre-earthquake slip velocity, V 0 À . Values of Dt, Dt aft , and V 0 À in each inversion are listed in Table 2 . In section 4.1, we show the results obtained from the inversion with Dt = 2.0 MPa, Dt aft = 0.08 MPa, and V 0 À = 0.04 m/a (Case 5 in Table 2 ) as a representative case. We then discuss effects of Dt, Dt aft , and V 0 À on estimate of m in section 4.2. Table 2 (Dt = 2.0 MPa, Dt aft = 0.08 MPa, V 0 À = 0.04 m/a), which represent the posterior PDF, p(mjd). The sample distributions show strong correlations between D c and as and between (a À b)s and k. These correlations indicate strong tradeoffs exist between D c and as and between (a À b)s and k. We will discuss these correlations later in this section. Figure 2 shows the model-predicted surface displacements together with the observed GPS time series, indicating that the model fits the GPS data largely within the 2s uncertainties.
[36] Figure 8 shows the marginal posterior probability distributions of the model parameters computed from p(mjd) and 95% confidence intervals for Case 5 in Table 2 [1993] for a gouge zone of thickness 10 cm which is inferred for an exhumed section of the southern San Andreas fault system.
[37] The 95% confidence interval of as is 0.29 to 0.43 MPa with the most probable value of 0.32 MPa (Figure 8 ). The depth of the afterslip zone shown in Figure 1 is about 20-40 km. The effective normal stress in this depth range is 350 -700 MPa assuming a lithostatic load and hydrostatic pore pressure. Combining the estimated range of as with the effective normal stress of 350-700 MPa, we obtain a ' 4.1 Â 10 À4 -1.2 Â 10
À3
. These values are 1 to 2 orders of magnitude smaller than laboratory-measured values for wet granite gouge with temperatures up to 600°C, a = 8.0 Â 10 À3 -1.2 Â 10 À1 [Blanpied et al., 1998 ]. Alternatively, if we assume a is in the laboratory range, a = 8.0 Â 10 À3 -1.2 Â 10
À1
, combining this range with the estimated range of as yields the effective normal stress of s ' 2 -53 MPa. These values are 1 to 2 orders of magnitude smaller than the range 350 -700 MPa in which the hydrostatic pore pressure is assumed. Therefore the estimated range of as indicates that a is smaller than typical laboratory values and/or the pore pressure on the plate boundary is significantly elevated above the hydrostatic value. Numerical simulations of aseismic slip transients by Liu and Rice [2007] also suggest elevated pore pressure. They showed that simulations with near-lithostatic pore pressure can produce slip transients with recurrence intervals of about 1 year which are consistent with observed slip transients in the Cascadia subduction zone and cannot be simulated in their previous study [Liu and Rice, 2005] that employs effective normal stress of 50-100 MPa.
[38] The 95% confidence interval of (a À b)s is 0.214 to 0.220 MPa (Figure 8 ). (a À b)s has been estimated from afterslip of other large earthquakes with mechanical models of afterslip using the velocity strengthening friction law (equation (3)); (a À b)s was estimated as 0.4 MPa for the 1999 Izmit earthquake [Hearn et al., 2002] , 0.34-1.5 MPa for the 1999 Chi-Chi earthquake [Perfettini and Avouac, 2004] , 0.26 MPa for the 2001 Peru earthquake [Perfettini et al., 2005] , 0.48-0.53 MPa for the 1992 Landers earthquake [Perfettini and Avouac, 2007] , 0.2 -0.7 MPa for the 2005 Nias-Simeulue, Sumatra, earthquake [Hsu et al., 2006] , and 0.5 MPa for the 2002 Denali, Alaska, earthquake [Johnson et al., 2009] . The range of (a À b)s estimated from our inversion is roughly consistent with these previous estimates and is close to the estimates for the Peru and the NiasSimeulue earthquakes which are subduction earthquakes. Miyazaki et al. [2006] examined the relation between evolution of shear stress change and time variation of afterslip velocity following the 2003 Tokachi-oki earthquake based on their result of kinematic slip inversion. Miyazaki et al. [2006] found that the relation was consistent with the velocity strengthening friction law (equation (3)) and inferred (a À b)s as $0.2 MPa. Hsu et al. [2006] also estimated (a À b)s in the same manner as Miyazaki et al. [2006] and found (a À b)s to be $0.2 MPa. Our result is also close to their estimate. On the other hand, our estimate is an order of magnitude larger than estimates from a ratestate model of afterslip following the 2004 Parkfield earthquake .
[39] If we assume that the effective normal stress s is given by lithostatic pressure minus hydrostatic pore pressure, s is 350-700 MPa as described previously and we obtain a À b of 3.1 Â 10 À4 -6.3 Â 10 À4 . These values are 1 to 2 orders of magnitude smaller than laboratory-measured values for wet granite gouge with temperatures up to 600°C, which are in the range a À b ' 5 Â 10 À3 -5 Â 10 À2 [Blanpied et al., 1995] . Alternatively, if we assume a À b is in the laboratory range, we obtain s $ 4 -44 MPa, again suggesting that the pore pressure is significantly elevated above the hydrostatic value.
[40] The 95% confidence interval of the spring stiffness k is 0.60 to 1.14 MPa/m (Figure 8) . The relationship between the stiffness and radius r of a circular crack in an elastic medium of rigidity G is given by [e.g., Dieterich, 1986] 
From this relationship, the estimated range for k corresponds to a patch radius of 24 to 46 km, which is smaller than or equal to the radius of the inferred slip patch shown in Figure 1 .
[41] We now examine the strong tradeoffs between D c and as and between (a À b)s and k shown in Figure 7 . The theoretical study conducted by Perfettini and Ampuero [2008] that was described in section 2.2.3 and the numerical simulations shown in section 2.2.3 (Figures 5a and 5b) suggest that the tradeoff between D c and as can be explained by the timing of the rapid acceleration of afterslip. To verify this idea, we calculate D c from equation (11) for each Monte Carlo sample using as and bs values for each sample obtained in the inversion, Dt and V 0 À assumed in the inversion, and t max obtained from the slip velocity history for each sample. The top left plot in Figure 7 shows the predicted D c values (gray dots) together with the Monte Carlo samples obtained in the inversion (black dots). The strong tradeoff derived from the inversion is well predicted by equation (11). This indicates that D c and as are largely constrained by the timing of the rapid acceleration.
[42] Perfettini and Ampuero [2008] showed that, in a rateand-state model of afterslip with initial conditions similar to equations (6) and (7), slip decelerates according the steady state velocity strengthening friction (equation (3)) after the time of the maximum velocity t max if k is sufficiently smaller than bs/D c . They showed that slip evolution for t > t max can be described by an analytical solution for afterslip governed by equation (3) [Perfettini and Avouac, 2004] 
where t 0 = t À t max , t r = (a À b)s/kV 1 , and V max is given by equation (10). We find that equation (24) gives an explanation for the tradeoff between (a À b)s and k. To show this, we calculate the sum of squared residuals between slip history for t > t max computed from the optimal values of the model parameters obtained in the inversion and sampled every 1 minute and slip history computed from (24). We calculate the sum of squared residuals for ranges of values of (a À b)s and k in equation (24). Figure 9 shows the sum of squared residuals as a function of (a À b)s and k in equation (24), indicating strong negative correlation between (a À b)s and k which is similar to the correlation shown in Figure 7 . The region of small residuals in Figure 9 is slightly different from the high probability region in Figure 7 . This is because the largest aftershock is modeled in the inversion, whereas it is not taken into consideration in the analytical solution given by equation (24). However, the analytical solution can reproduce the slip history derived from the inversion almost perfectly with (a À b)s and k slightly different from those estimated in the inversion.
[43] The estimates of the model parameters are dependent on the assumed spatial distribution of afterslip (Figure 1 ) because we relate the spring-slider system to the surface displacements using equation (13). To check whether the assumed spatial distribution has a significant effect on the inversion results, we apply the inversion method assuming slip distributions with diffrerent roughnesses. These are obtained with b 2 between 10 À3 and 1 where b 2 is the smoothing parameter in equation (12) . Note that b 2 = 0.05 was used to obtain the slip distribution shown in Figure 1 . The slip distribution with b 2 = 1 is much smoother than that shown in Figure 1 and has only a single large slip patch with a maximum slip of 9.6 cm. This slip distribution cannot fit the data well because it is too smooth. The slip distribution with b 2 = 10 À3 is much rougher and the maximum slip is 36.2 cm. This slip distribution has multiple slip patches and is thus inconsistent with the spring-slider assumption. Therefore these two slip distributions can be regarded as extreme cases. The 95% confidence regions for the model (Figures 10-12) . as, (a À b)s and k are also positively correlated with V 0 À although their dependencies on V 0 À are weaker than those on Dt. Figure 14 shows the marginal posterior probability distributions of D c , as, (a À b)s, and k for Cases 5 and 10-12. Figure 14 shows that as Dt aft increases the marginal posterior probability distributions of D c are shifted toward smaller values and becomes broader. The marginal posterior probability distributions of as are weakly negatively correlated with Dt aft , whereas those of (a À b)s and k are strongly positively correlated with Dt aft . Figure 15a shows slip histories computed from the optimal values of D c , as, (a À b)s and k which maximize the marginal posterior probability distributions shown in Figure 9 . Sum of squared residuals between slip history for the deceleration phase (t > t max ) computed from the optimal values of the model parameters obtained for Case 5 in Table 2 and slip history computed from equation (24) as a function of (a À b)s and k. Table 2 . In all the cases, pre-earthquake slip velocity, V 0 À , and stress change due to the largest aftershock, Dt aft , are fixed to V 0 À = 0.01 m/a and Dt aft = 0.08 MPa, respectively. Table 2 . In all the cases, pre-earthquake slip velocity, V 0 À , and stress change due to the largest aftershock, Dt aft , are fixed to V 0 À = 0.04 m/a and Dt aft = 0.08 MPa, respectively. Figure 14 , indicating that all the cases generate similar slip histories. This indicates that it is difficult to discriminate the 4 cases from the available GPS data. Therefore uncertainties in D c , as, (a À b)s, and k becomes larger if uncertainties in Dt aft are taken into account.
[46] The estimated ranges of D c , as, (a À b)s, and k for the 12 cases in Table 2 are of the same order as the parameter ranges obtained in section 4.1. Therefore uncertainties in Dt, Dt aft , and V 0 À do not significantly change the comparisons with the laboratory values and the previous geodetic studies discussed in section 4.1.
[47] We now examine contributions of the largest aftershock to afterslip evolution. Figure 15b (Figure 15b) . The slip velocity history is similar to that for the case with Dt aft = 0.00 MPa as shown in Figure 15b . Cumulative afterslip for 5 hours following the main shock is 18.1 cm in this case (Figure 15a ), whereas it is 13.8 cm if we do not impose Dt aft (Figure 16a ). This indicates that the main shock has a larger effect on afterslip evolution than the largest aftershock in this case. Slip velocity history for the case with Dt aft = 0.20 MPa shows that the acceleration phase induced by the main shock ends around the time of the largest aftershock and another acceleration phase is triggered by the largest aftershock (Figure 15b ). In this case, cumulative afterslip for 5 hours following the main shock is 18.0 cm (Figure 15a ), whereas it is 9.7 cm if Dt aft is not imposed (Figure 16a) , indicating that about half of the afterslip is attributed to the stress change from the Table 2 . In all the cases, pre-earthquake slip velocity, V 0 À , and stress change due to the largest aftershock, Dt aft , are fixed to V 0 À = 0.08 m/a and Dt aft = 0.08 MPa, respectively. Table 2 which have different values of Dt and V 0 À . The optimal values are defined as the values that maximize the marginal posterior probability distributions shown in Figures 10 -12. largest aftershock. For the case Dt aft = 0.40 MPa, as shown in Figure 15b , the acceleration phase caused by the main shock ends well before the largest aftershock and then slip decelerates slowly until the time of the largest aftershock. Then another short acceleration phase is triggered by the largest aftershock. Cumulative afterslip for the first 5 hours is 18.1 cm (Figure 15a ), whereas it is 5.7 cm if we do not impose Dt aft (Figure 16a ). Therefore in this case, 68% of cumulative afterslip for the first 5 hours is contributed by the largest aftershock. Although the four cases generate different slip velocity histories as shown in Figure 15b , corresponding slip histories shown in Figure 15a are quite Table 2 . In all the cases, stress change due to the main shock, Dt, and pre-earthquake slip velocity, V 0 À , are fixed to Dt = 2.0 MPa and V 0 À = 0.04 m/a, respectively. similar to each other. Therefore it is difficult to determine the relative contributions of the main shock and the largest aftershock to afterslip evolution from the available GPS data.
[48] As described in section 2.2.3, a large D c value delays rapid acceleration of afterslip. However, we find that, in the case of Dt = 2.0 MPa and V 0 À = 0.04 m/a, if Dt aft is larger than 0.5 MPa, arbitrarily large D c values can fit rapid acceleration of surface displacements immediately after the largest aftershock and therefore D c cannot be constrained by the GPS data. However, this threshold value is about a factor of 6 larger than the value of Dt aft estimated in section 2.2.5.
Discussion
[49] In the Results section, we thoroughly examined the third question we raised in the Introduction, ''What friction parameters are consistent with the observations?'' The inferred friction parameters are, of course, dependent on model assumptions and the ability of the model to fit the data, and therefore should be viewed with caution. Although the general patterns of the early postseismic deformation are reproduced by the forward model (Figure 2) , the model relies on some strong assumptions. First, the afterslip patch is modeled by a zero-dimensional spring-slider system which neglects spatial variations in friction parameters, stress, state, and slip velocity. Second, the spring stiffness k is assumed not to vary with time. Because k is a function of the patch size (equation (23)) [Dieterich, 1986] , this is equivalent to assuming that the patch size does not vary with time, although in reality the size of the afterslip zone must expand with time. By focusing on only the first 5 hours of the postseismic period, we have attempted to minimize the effect of an expanding slip patch on our parameter inferences. Similarly, we compute model-predicted surface displacements using equation (13) which assumes that spatial pattern of afterslip distribution does not vary with time. These assumptions may be problematic because, for example, Miyazaki and Larson [2008] inferred downdip propagation of afterslip in the first 4 hours following the main shock from a time-dependent kinematic slip inversion, although it is difficult to resolve the spatial distribution of slip offshore. Furthermore, our model assumes that afterslip is driven by coseismic shear stress steps due to the main shock and the largest aftershock. However, numerical simulations employing a two-dimensional fault show that delayed stress build-up due to propagation of afterslip also affects evolution of afterslip [Kato, 2007; Ariyoshi et al., 2007] .
[50] We now turn to a discussion of the first question we posed in the Introduction, ''Why was there a 1.2 hour delay in rapid acceleration of afterslip following the main shock?'' We have demonstrated that the delay in rapid acceleration of afterslip can be reproduced by a model in which a patch of afterslip governed by rate-state friction nucleates in response to a sudden stress change. In this model, it is assumed that the afterslip region and the coseismic slip region do not overlap in space. This is inconsistent with numerical simulations with rate-state friction that show some overlap of dynamic rupture and afterslip. For example, the simulations carried out by Lapusta and Rice [2003] show rapid afterslip at the periphery of the coseismic slip region that is essentially prolonged deceleration of coseismic slip. In order for the spring-slider model of afterslip nucleation to be relevant, the coseismic rupture must be prevented somehow from propagating into the afterslip region, and the conditions for this to occur are not clear.
[51] Finally, we address the second question posed in the Introduction, ''Did the main shock or the largest aftershock trigger the afterslip?'' Figure 16b shows slip velocity histories computed from the same parameter values as those used in Figure 15 except for Dt aft , which is assumed to be zero. In other words, Figure 16b shows slip velocity histories contributed only by the main shock for the four cases shown in Figure 15 . In all the cases corresponding to Dt aft < 0.4 MPa (red, blue, and black curves in Figure 16b ), the rapid acceleration of afterslip due to the stress change only from the main shock occurs at about 1.2 hours after the main shock. Hence the timing of the rapid acceleration of afterslip is independent of the timing of the largest aftershock. However, comparison of Figure 16 with Figure 15 clearly shows that the stress change due to the largest aftershock contributes substantially to the amount of afterslip. Figure 15 and Figure 16 also show that, for Dt aft ! 0.4 MPa, the largest aftershock is large enough to control the timing of the rapid acceleration of afterslip, and therefore the largest aftershock could be considered the trigger of afterslip. However, this requires that Dt aft is at least five times larger than inferred from our slip model. This suggests that the timing of the rapid acceleration of afterslip is probably controlled by the frictional properties of the fault and stress change from the main shock, not by the timing of the largest aftershock.
Conclusions
[52] We model early postseismic deformation following the 2003 Tokachi-oki earthquake captured by subdaily GPS data assuming that the observed GPS signal is a response to afterslip on the subduction interface. The data show little motion immediately after the main shock with sudden acceleration at about 1.2 hours following the main shock at the time of the largest aftershock. We show that a model assuming that early afterslip is a response of a fault patch to instantaneous stress perturbations caused by the main shock and the largest aftershock can reproduce the observed GPS time series data. Early afterslip on the fault patch is modeled with a single-degree-of-freedom spring-slider model obeying a rate-and state-dependent friction law. We develop an inversion method to estimate the posterior probability distributions of the friction parameters D c , as, and (a À b)s and the spring stiffness k from the postseismic GPS time series. The estimated 95% confidence intervals of D c , as, and (a À b)s are 2.6 Â 10 À4 -1.8 Â 10 À3 m, 0.29 -0.43 MPa, and 0.214 -0.220 MPa, respectively, if we adopt stress changes from the main shock and the largest aftershock inferred from kinematic slip inversions of coseismic GPS displacements and assume pre-earthquake slip rate that is half of the rate of the Pacific plate subduction. The estimated values of D c are 10 to 10 3 times larger than typical laboratory values. The estimated values of as and (a À b)s are 1 to 2 orders of magnitude smaller than values obtained from typical laboratory values of a and a À b and effective normal stress given by lithostatic pressure minus hydrostatic pore pressure, indicating that a and a À b are smaller than typical laboratory values and/or the pore pressure on the plate boundary is significantly elevated above the hydrostatic value.
[53] We find that uncertainties in stress change due to the main shock and pre-earthquake slip rate have marginal effects on estimates and uncertainties of as, (a À b)s, and k but do not affect estimates and uncertainties of D c if the main shock -induced stress change is between 1-3 MPa and pre-earthquake slip rate is smaller than the rate of plate subduction. Uncertainties in stress change due to the largest aftershock also affects estimates and uncertainties of D c , as, (a À b)s, and k. Although the time of the rapid acceleration of afterslip coincides with the time of the largest aftershock, our analyses suggest that the timing of the rapid acceleration of afterslip is controlled by the frictional properties of the fault and stress change from the main shock, not by the timing of the largest aftershock.
Appendix A: Monte Carlo Sampling of the Posterior PDF
[54] In this appendix, we illustrate the Metropolis algorithm that generates samples from the posterior PDF, p(mjd), given by equation (18). For a detailed explanation of the MCMC methods including the Metropolis algorithm, we refer the reader to other texts on the topic [e.g., Gamerman, 1997; MacKay, 2003] . The Metropolis algorithm samples the posterior PDF by exploring the model space using a Markov chain random walk which is designed to converge to the posterior PDF. More specifically, the Metropolis algorithm iterates the following procedure many times. Let m (i) be the model at ith iteration. The Metropolis algorithm generates the next model, m , by a two-step procedure. The first step generates a candidate model, m 0 , by perturbing the current model, m (i) , by a Markov chain random walk in which the probability of visiting m 0 depends only on the current model m (i) and not on previously visited models. In our implementation, the model m 0 is generated from m (i) by randomly perturbing m (i) along the jth coordinate axis in the model space
where r i is a [À1, 1] uniform random number, Dm j is the step size of the random walk for the jth component of m, and e j is the unit vector along the jth axis in the model parameter space. The index j, that specifies the direction to which m (i) is perturbed, is varied in sequential order. In the second step, the candidate m 0 is accepted as the next model (i.e., m (i+1) = m 0 ) with a probability determined by the posterior probability densities of the candidate and the current models
If the candidate model is not accepted, the random walk remains at the current model: m (i+1) = m (i) . Note that it is necessary to solve the forward problem (equations (2), (5), and (13)) to evaluate p(m 0 jd). We do not need to evaluate p(m (i) jd) in this iteration because it has already been calculated in the previous iteration. Therefore it is necessary to solve the forward problem once in a single iteration. It should also be noted that we do not need to calculate the normalizing constant c in equation (18) when we evaluate p(m 0 jd) because the acceptance probability P accept depends on the ratio of the probability densities, not the probability density itself. Iterations of the two-step procedure from a starting model m , that can be considered to be samples drawn from the posterior PDF, p(mjd).
[55] Early samples from the Metropolis algorithm may be influenced by a starting model, m (0) , and, in this case, they cannot be considered to be samples generated from the posterior PDF. This early period is regarded as a transient period during which the random walk gradually approaches the high posterior probability region. It is necessary to discard these early samples to correctly obtain samples drawn from the posterior PDF. In addition, there is a correlation between m (i) and m (i+1) because m (i+1) is generated from m (i) ; hence, m (i) and m (i+1) are not independent samples from the posterior PDF. To obtain independent samples, it is necessary to collect samples with a sufficiently large interval. By collecting samples after sufficiently large number of iterations with large interval, the collected samples can be regarded as independent samples drawn from the posterior PDF, p(mjd).
[56] In our implementation of the Metropolis algorithm, we generate 5.65 Â 10 6 samples and discard the first 5.0 Â 10 4 samples to avoid the influence of a starting model. We then retain one of every 100 samples from the subsequent 5.6 Â 10 6 samples to minimize the effect of correlation between successive samples and regard the 5.6 Â 10 4 retained samples as independent samples from the posterior PDF.
[57] The step size of the Markov chain random walk, Dm i , in equation (A1) controls the efficiency of the Metropolis algorithm. If Dm i is too large, probability density of the candidate model, p(m 0 jd), is likely to be low and the acceptance probability, P accept , is low. In this case the random walk is likely to remain at the current model for many iterations, and therefore the rate of convergence to the posterior PDF is slow. If Dm i is too small, it takes a large number of iterations for the random walk to explore the entire high posterior probability regions of the model parameter space and therefore the rate of convergence to the posterior PDF is slow. Thus we implement the Metropolis algorithm many times employing various Dm i until we identify Dm i that samples the posterior PDF efficiently. As the step sizes for D c , as, (a À b)s, and k in the inversion shown in section 4.1, we use 5.0 Â 10 À2 m, 2.0 Â 10 À3 MPa, 2.0 Â 10 À4 MPa, and 5.0 Â 10 À2 MPa/m, respectively.
