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Wahrend mein Studium der Informatik angemessener als Ausbildung denn
als Studium zu bezeichnen war, durfte ich wahrend meiner Promotions-
zeit tatsachlich wissenschaftlich arbeiten, Informatik studieren { jetzt aller-
dings, eine nicht unwesentliche Akzentverschiebung, die Informatik auch als
Gegenstandsbereich: ihr Wissenschafts- und Rationalitatsideal, ihr Selbst-
verstandnis, sowie das Handeln ihrer Vetreter.
Wesentlich beeinusst wurde mein Arbeiten durch die Assoziierung zum
Graduiertenkolleg am Zentrum fur Ethik in den Wissenschaften, Tubingen.
Ohne die Sicht auf mein Fach von auen hatte ich in manchen Bereichen
Befangenheiten nicht abschutteln, manche blinde Flecke nicht bemerken
und manche heimatwissenschaftliche Selbst-Verstandlichkeiten nicht zum
Gegenstand der Befragung machen konnen.
Diese Arbeit wird von der Universitatsbibliothek Tubingen im Internet
veroentlicht. Die Strukturen des Internets sind derzeit noch zu sehr im
Fluss, als dass an dieser Stelle eine feste url angegeben werden konnte. Das
elektronische Dokument sollte allerdings unter seinem Titel, dem Stichwort
"
Dissertation\ und meinem Namen leicht gefunden werden konnen.
Eine angenehme Picht ist es mir all jenen zu danken, die mir im-
mer wieder durch Rat und Tat zur Seite standen: meinem Doktorvater
Prof. Dr. Herbert Klaeren, den weiteren Berichterstattern Prof. Dr.Konrad
Ott und Prof. Dr. Peter Schroeder-Heister, sowie ganz herzlich meinen Mit-
streitern am Graduiertenkolleg und allen anderen freundlich gesinnten Gei-
stern, die mit viel Muhe einzelne meiner Argumentationen einer Kritik un-
terzogen. Ebenfalls danke ich dem Evangelischen Studienwerk Villigst e. V.
und dem Zentrum fur Ethik in den Wissenschaften fur die Gewahrung von
Stipendien, ohne die diese Arbeit nicht moglich gewesen ware.
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Die zwei umfassenden forschungsleitenden Fragen dieser Arbeit lauten, um-
gangssprachlich formuliert, wie folgt:
Æ Wer tragt die Verantwortung, wenn der Computer { oder ein
Mensch unter Mitwirkung eines Computers { Entscheidungen trit,
die sich in einem speziellen Fall als unangemessen, falsch oder
missbilligenswert herausstellen? (Und was kann gemeint sein, wenn
man an den Computer Verantwortung delegiert?)
Æ Wie konnen Computer so gestaltet werden, dass der Mensch durch
ihren Gebrauch besser Verantwortung wahrnehmen kann?
Diese Fragen versuche ich jedoch nicht (!) zu beantworten. Denn ab-
schlieende oder auch nur klare operationalisierbare Antworten auf solch
umfassende Fragen zu versprechen ware naiv { dazu sind sie viel zu pau-
schal gestellt { und anmaend { ware doch eine umfassende und genaue
Kenntnis des Wesens von Technik insgesamt erforderlich, zu der die vorlie-
gende Arbeit naturlich nur einen kleinen Baustein beitragen kann.
Gleichwohl ist es wichtig, solche Fragen zu stellen und auf ihren Sinn
hin zu befragen. Die vorliegende Arbeit versucht eine Klarung, indem sie
dem linguistic turn, einem in der Philosophie durchaus gangigen gangigen
Verfahren, folgt: Nicht die in den Frage thematisierte materiale Problematik
wird vorderhand bearbeitet. Stattdessen untersuche ich die Semantik der
Frage als Frage an sich.
Die tatasachlich behandelten Fragen lauten demgema:
Æ Welches sind die (semantischen und sozialen) Bedeutungen des Sat-
zes
"
Nicht ich, sondern der Computer hat eine falsche Entscheidung
getroen { der Computer ist verantwortlich\?
Æ Wie hangen Gestaltungsleitlinien fur den Entwurf von (Software-,
Mensch-Maschine-) Systemen zusammen mit dem Anliegen des Ge-
stalters oder Nutzers, Subjekt seiner Handlungen zu bleiben und Ver-
antwortung zu ubernehmen?
Zur ersten Frage eine rhetorische Anschlussfrage: Macht tatsachlich der
Computer Fehler, oder ist es nicht doch eher der Mensch? Dazu zwei Ant-
worten vorab, die zugleich das Feld der Untersuchung eingrenzen:
Ich bin, erstens, nicht interessiert an Fragestellungen, die sich daraus
ergeben, dass bisweilen im Umkreis der sogenannten
"
strong Articial In-
telligence\ dem Computer Bewusstsein, ein Personenstatus oder Rechte
zugeschrieben werden. Weder ist dies derzeit technisch realisierbar, noch
{ 1 {
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glaube ich an Erfolge in mittelfristiger Zukunft. Besonders aber hiee es
die spezische Eigenart von Menschsein zu verkennen, wurde man alleine
z. B. aus dem Bestehen des Turing Test auf Personalitat oder Bewusstsein
in einer Maschine schlieen.
Fur mich uninteressant sind zweitens Hardwarefehler, typische Codie-
rungsfehler sowie Implementierungsfehler, die in Bezug auf eine formale
Spezikation eindeutig auszumachen (wenn auch technisch nicht immer in
den Gri zu bekommen) sind. In all diesen Fallen halte ich es fur angemessen
und unproblematisch, tatsachlich von einem Computerfehler zu sprechen.
Thematisieren werde ich solche Falle jedoch nicht. Fur mich interessant
sind ausschlielich Fehler, in welchen der Computer korrekt bezuglich eines
Auftrages (und in diesem Sinne fehlerlos) funktioniert, dieser Auftrag sich
jedoch gegenuber einer konkreten, nicht ex ante vorhersehbaren Situation
als unangemessen herausstellt { typische Spezikationsfehler also. Wodurch
zeichnen sich solche Fehler aus, wie entstehen sie, wie werden sie erkennbar?
Und besonders: Was macht den Bedeutungskern eines solchen Fehlerbegris
aus?
Unter Ausschlu der Debatte um die strong AI und unter der (kontra-
faktischen) Annanhme, dass das Korrektheitsproblem von Software losbar
ist, macht der Computer keine Fehler. Verantwortung (in eigentlichem und
in der Arbeit deutlich herauszustellendem Sinn) liegt immer beim Men-
schen. Doch an welchem Menschen? Wer ist verantwortlich, wenn sich der
Arbeitsauftrag an einen Computer als unangemessen herausstellt?
Kandidaten fur die direkte Zuschreibung von Verantwortung { im Sin-
ne von noch herauszuarbeitenden Bedeutungen wie Sorgepicht, Rechen-
schaftspicht und Schuld { sind u.A. der Benutzer eines Computers, der
Programmierer, der Systemanalytiker, der Auftraggeber, das Software-
Haus, die den Computer betreibende Institution und viele Andere. Ich ar-
beite hierzu Moglichkeiten einer (technik- oder normbedingten) Stellung-
nahme heraus. Verantwortungssubjekte sind sowohl
"
horizontal\ innerhalb
je einer bestimmten Entscheidungs- oder Handlungssituation zu suchen
als
"
vertikal\ im Vorfeld solcher Situationen; denn in letzterem werden
Entscheidungs- und Handlungsraume geformt durch die Rationalisierung
von Weltausschnitten, der Vorbereitung von Entscheidungen und Setzung
ihrer Randbedingungen, sowie, zentral, dem Prozess und dem technischen
Artefakt als Ergebnis der Gestaltung von Software.
Auch wenn Computer selbst keine verantwortungsfahigen Personen
sind, konnen doch sinnvoll Satze geauert werden, in welchen der Com-














absturzen\). Damit muss allerdings uber Verantwortung genauso wenig
ausgesagt werden wie bei einem herabfallenden Stein im Gebirge, der einen
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Wanderer erschlagt. Welche Bedeutung haben dann aber solche Satze, wenn
sie in einem Rechtfertigungsdiskurs geauert werden?
Aufschluss ergibt die Analyse des vieldeutigen Begris der Verantwor-





Rechenschaft ablegen\ gruppieren las-
sen (Kapitel 3.2.1, S. 44.). Ich werde zeigen, wie aus den vielen Teilbe-
deutungen wieder eine integrale Gesamtbedeutung des Verantwortungs-
begris zusammengesetzt werden kann. Zentrales Verbindungsglied wird
das Wortchen weil sein: Man muss antworten, weil man sorgepichtig war
(Kapitel 3.4, S. 65.).
Handlungen und ihre Beschreibung zeichnen sich, wie ich plausibel ma-
chen werde, erst vor einem Verstehenshintergrund ab, der { zumindest im
Kontext von Rechtfertigungsdiskursen { zu einem gewichtigen Teil von Sor-
gepichten bestimmt ist: Die Identikation von Handlungen und ihrer Sub-
jekte als rechtfertigungspichtige Akteure ist ohne die Kenntnis von (mora-
lischen) Sorgepichten und (sozialen) Verhaltenserwartungen nicht moglich
(Kapitel 3.6, S. 84.). Solche Verantwortlichkeiten gilt es herauszuarbeiten.
Gerade hierzu erweist es sich als ergiebig, unseren Sprachgebrauch
ausfuhrlich zu betrachten. Obwohl die naive Identikation eines grammati-
schen Subjektes auf der Sprachoberache mit einem verantwortungsfahigen
Subjekt von Handlungen nicht aufrechtzuerhalten ist, ist doch anzunehmen,
dass sich in der Sprache nicht nur menschliche Erkenntnis, sondern ebenfalls
die Zuschreibung von Verantwortung spiegelt.
Ein Ablegen von Rechenschaft im Anschluss an einen
"
Computerfeh-
ler\ hangt, so eine weitverbreitete Unterstellung gleichermaen in der Li-
teratur wie in unserem Sprachgebrauch, wesentlich davon ab, mit welchen
Metaphern der Computer bedacht wird: bedient man ihn wie eine Maschi-
ne, handelt man mit ihm gemeinsam wie mit einem Partner, oder nutzt
man ihn wie ein Werkzeug (Kapitel 4.3, S. 113.)? Je nach (frei) gewahlter
oder (suggestiv) prasentierter metaphorischer Attributierung des Compu-
ters sind spezische Distributionen von Verantwortlichkeiten anzunehmen.
Erst wenn solche Verantwortlichkeiten oen liegen, kann das Tun des
Informatikers angemessen bestimmt werden: Hier sind die Diskussion um
die Verantwortung des Informatikers und das Selbstverstandnis des Faches
Informatik beruhrt. Verschiedene Beschreibungen des Tuns von Informati-
kern werden seziert, einzelne Sorgepichten herausprapariert und mit den
Ergebnissen der Metaphern-Diskussion verglichen (Kapitel 5, S. 141.). Auf
diese Weise entsteht ein hermeneutischer Zirkel aus Handlungsbeschreibung
und Sorgepichterkenntnis: Handlungen zu beschreiben setzt ein Wissen um
Sorgepichen voraus; um Sorgepichten erkennen und realisieren zu konnen






Wie konnen Computer so gestaltet werden, dass der
Mensch durch ihren Gebrauch besser Verantwortungs wahrnehmen kann?\
Bedeutsam fur die Informatik werden die verschiedenen metaphorischen In-
terpretationen des Computers allerdings erst, falls sich ihnen auch spezi-
sche und verschiedene Gestaltungslinien des Entwurfs und der Verwendung
von Computern zuordnen lassen. Die Theorie der Metaphern in der Wis-
senschaft bzw. Informatik dampft hier allerdings allzuhohe Erwartungen.
Es gibt lose Zusammenhange, die sich allerdings nicht an den Metaphern
an sich, sondern ihren zentralen Attributen { kennzeichnende Eigenschaften
im Kernbereich von auf die Spitze getriebenen metaphorischen Klischees {
orientieren.
Metaphorische Interpretationen und zugeordnete Gestaltungslinien des
Computers sind eng verknupft mit unserem Handeln und Selbstverstandnis
als Informatiker. Eine Kritik am vorherrschenden Automatisierungsleitbild
in der Informatik anhand der informatischen Sprache in der Beschreibung
gangiger software life cycles eronet neue Perspektiven fur die Gestaltung
und den Einsatz von Computern. Das Leitbild
"
Computer als Werkzeug\
fuhrt auf die Forderung, Software so zu gestalten, dass sie auch dem Nutzer
zur Sprache wird: Erst dann reduziert sich Komplexitat auf ein handhab-
bares Ma; erst dann kann er verantwortlich uber die Angemessenheit des
Systems bezuglich seiner Aufgaben urteilen und uber das System verfugen;
und erst dann kann er Verantwortung fur sich und fur Andere wahrnehmen.
Der Sinn der Detaildiskussionen dieser Arbeit lasst sich erst im Verhalt-
nis zum groeren Umfeld der Computerethik { materiale Probleme und Fra-
gen, die der Computer zwar nicht notwendig neu aufwirft, die aber doch
stark mit ihm assoziiert werden1 { festmachen. Kapitel 1.1 wird diesen
Kontext umreien. In Kapitel 1.2 wird aus dem beschriebenen Kontext das
Kernproblem der Computerethik: die Diusion von Verantwortung abstrakt
beschrieben. Kapitel 1.3 schlielich konkretisiert das Kernproblem an Hand
von drei alltaglichen Beispielen im Umgang mit Computern.
1.1 Das Umfeld der Computerethik
Was ist Computerethik? Was geht sie den Informatiker an? Warum wer-
fen die Informatik, ihre Produkte oder das Tun des Informatikers ethische
1 Jeder Versuch einer umfassenden Aufzahlung wurde notwendig unvollstandig blei-
ben und ist nicht Gegenstand der vorliegenden Arbeit. Uberblicksartikel und Samm-
lungen ndet man zahlreich in den Arbeiten von Hastedt, Floyd, Johnson, Parker,
Ermann, Herzig, Wagner u. v.m.; eine Fundgrube ist Kling96 ; neuere Lehrbuchdar-
stellung: Ott99a
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Fragen auf, wo wird Informatik moralisch wirksam? Wirft der Computer
tatsachlich neue ethische Probleme auf, die eine genuine Computerethik
rechtfertigen, oder sind die anstehenden Fragen bereits einer allgemeineren
Technik- oder Wissenschaftsethik zugehorig?
1.1.1 Ethik vs. Moral





terschieden. Unter Moral versteht man ein Normensystem als Sammlung
konkreter normativer Regelungen oder materialer Werte des Menschen {
etwa die Zehn Gebote. In der Ethik als Reexionstheorie der Moral sucht
man Moralsysteme zu begrunden, uber ihre Gultigkeit Klarheit zu gewin-
nen und durch Theorien zu ordnen. Die Metaethik letztlich thematisiert die
Moral- und ethische Sprache und erkundet die Bedeutung von Begrien wie
,gut` oder ,richtig`.2
Bei einem moralischen Problem stellt sich demnach die Frage nach der
Anwendung von materialen Normen, etwa in einem Abwagungsprozess oder
der Beurteilung von Handlungen und ihren Folgen. Ein ethisches Problem
liegt demgegenuber dann vor, wenn ein Systematisierungsgebaude fur eine
Gruppe von Normen plotzlich Risse bekommt.
Wahrend
"
Computerethik\ in weiterem Sinne alle moralischen und ethi-
schen Belange, die mit dem Computer assoziiert werden konnen, bezeich-
net, verweist
"
Computerethik\ in engerem Sinn auf einen doppelt einge-
schrankten Gegenstandsbereich: Die erste Einschrankung ergibt sich aus
der Trennung von Ethik und Moral. Eine Mehrzahl von Fragen, die in der
Computerethik in weiterem Sinne gehandelt werden, sind keine ethischen,
sondern moralische Fragen, Fragen der Anwendung vorhandener Normen-




Die zweite Einschrankung ergibt sich aus der geforderten Genuinitat der
Computerethik: Welche ethischen Fragen werden durch den Computer neu
aufgeworfen oder aktuell virulent, die nicht schon an anderer Stelle { wie
etwa einer allgemeinen Wissenschaftsethik { bekannt waren?
1.1.2 Computerethik in weiterem Sinn
Im vorliegenden Absatz sollen zu illustrativen Zwecken einige wenige groe
Bereiche skizziert werden, in denen der Computer als Schlusseltechnologie
konkret Lebenswelten verandert.
2 Lehrbuchdarstellungen der Ethik hier im einzelnen aufzufuhren ware muig. Hinge-
wiesen werden soll hier lediglich auf das umfassende Handbuch Nida-Rumelin96 mit
einer kenntnisreichen Einleitung des Herausgebers. Fur Informatiker mit Anschluss
an informatikspezische Debatten didaktisiert dargestellt siehe Ott99a
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Der Computer ersetzt geubtes Tun. In der Automobil-mobilen Gesell-
schaft steuern Computer die Einspritzpumpe, die Gangwahl und das ABS
unserer Selbstbeweger. Das Cockpit der Zukunft wird komplettiert durch
Systeme zu sensorbasierter Spurverfolgung und Geschwindigkeits- und Ab-
standskontrolle, unterstutzt durch Autopilot und Blindfahrt-Systeme. Nicht
Wissen wird hier durch den Computer ersetzt, sondern Konnen, Skills,
Fahigkeiten und Fertigkeiten, geubtes, habitualisiertes Tun. Es entstehen
Artefakte, die scheinbar selbststandig agieren, handeln, in die Welt eingrei-
fen und in ihr Wirkungen hervorrufen. Christiane Floyd benennt dies mit
dem Kunstwort der autooperationalen Instanz. Nicht nur mehr der Mensch,
sondern auch autooperationale Instanzen scheinen plotzlich als Ur-Sachen,
d. h. einen auch in philosophischem Sinne echten Anfang setzende Han-
delnde in Frage zu kommen. Wird damit die anfangsetzende Ursachlichkeit
als wesentliches Element im Prozess der Zuschreibung von Verantwortung
moglicherweise kompromittiert?
Der Computer verandert unsere Kommunikation: ihre Art und Weise,
ihren Umfang, ihre Bedeutung, ihre Oentlichkeit. In der weltweit vernetz-
ten Gesellschaft kommt heute dem Internet-Anschluss diejenige Rolle zu,
die gestern das Telefon innehatte. Der freie Zugang zu Information wird
bereits als eines der Grundguter unserer Gesellschaft gehandelt.3 Unsere
elektronische Post kann von uns ohne rechnergestutzte Selektion und Auf-
bereitung kaum mehr,4 und dank derselben Technologie vom Staat
"
end-
lich\ wieder5 uberschaut werden. Richard Platt nennt alleine 16 auf das
Internet bezogene moralische Bedenken der Informationstechnologie.6 Noch
nicht abzusehen sind die Folgen computervermittelter Kommunikation fur
unsere gesamte Gesellschaftsstruktur.
Der Computer simuliert das Wissen von Experten. Das klassische
Tun des Systemanalytikers ist wesentlich auf okonomische Rationalisierung
durch Modellierung menschlichen Wissens ausgerichtet. Seine Produkte er-
setzen Experten, die erst noch ausgebildet oder eingestellt werden mussten.
Dies gilt nicht nur fur die HighTec Produkte der neueren, auf pragmati-
sche Erfolge ausgerichteten KI, sondern auch fur
"
ganz normale\ klassische
Programme. (Auch Satzsysteme wie LATEX ersetzen teilweise den gelernten
Setzer).7
Die Kunstliche Intelligenz (KI) hatte in ihrer Anfangszeit das Denken
des Menschen zum Untersuchungsgegenstand. Gema der Starken These
der KI waren Denken und Symbolmanipulation ein und dasselbe, gema
3 VanDenHoven95
4 Borchers93
5 Vgl. die aktuellen politischen Debatten uber Uberwachungsmanahmen und Krypto-
Verbot im Fernmeldeverkehr.
6 Platt95
7 Literatur zu diesem Bereich: Floyd94 ; Whitby88
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der Schwachen These war das Denken durch Symbolmanipulation zumin-
dest simulierbar.8 Die
"
pragmatische\ KI { so seien im folgenden die heute
herrschenden Ansatze bezeichnet { erhebt keinen Anspruch mehr, uber das
Denken des Menschen direkt etwas aussagen zu wollen. Stattdessen geht
sie den pragmatischen Weg, in eng abgegrenzten und gut verstandenen
Bereichen komplexes oder hochqualiziertes menschliches Problemlosungs-
verhalten zu simulieren und darin eine gute Performanz zu erreichen. Ihr
zentraler Ansatz der
"
Wissensreprasentation\ baut auf einem Kanon aus
Algorithmen und Datenstrukturen auf, der spatestens seit Mitte der 80er
Jahre Lehrbuchniveau erreicht hat und inzwischen integraler Teil der In-
formatikerausbildung ist. Der Unterschied zwischen KI und traditioneller
Programmierung erweist sich spatestens damit { soweit er je uberhaupt
bestand { nicht nur aus algorithmentechnischer Sicht als ein nur mehr gra-
dueller.
Vergleichsweise weit fortgeschritten in der pragmatischen Articial In-
telligence sind Expertensysteme (XPS). Bereichspezisches menschliches
Wissen und Problemlosungsverhalten wird zum Gegenstand der Rationa-
lisierung mit dem Ziel, Expertenwissen breit verfugbar zu machen. Un-
abhangig davon, ob XPS lediglich zur Unterstutzung von anderen Experten
entwickelt werden, ob XPS tatsachlich direkt dem Laien zur Verfugung ste-
hen, oder ob sie gar Prozesse closed-loop uberwachen: XPS ersetzen Exper-
ten. (Naturlich muss hier genauer nach den vielfaltigen Typen von Exper-
tensystemen unterschieden werden;9 zu nennen sind mindestens: Diagnostik
(Klassikation, Steuerung), Konstruktion (Konguration, Planung), Simu-
lation, Rechtssprechung und -durchsetzung,10 Medizin (Diagnose, Medikati-
on, Intensivmedizin), Anlagenkonguration (XCON), Unterricht.11
Der Computer erzeugt pradikative Wahrheit: Er legt fest, was der
Fall ist. Im Unterschied zu traditionellen Algorithmen und XPS, die das
Ergebnis von Rationalisierungen wohlverstandener Bereiche menschlichen
Wissens und Problemlosungsverhaltens sind, unterstutzen Decision Sup-
port Systems (DSS) situation assessment , die Einschatzung von unstruk-
turierten Situationen, und avancieren so zum Erkenntnis-Medium. Nicht
die Problemlosung, sondern die Problemstrukturierung und -formulierung
werden unterstutzt. DSS kombinieren intelligentes Data-Retrieval mit
Modellierungs- und Simulationstechniken. Ereignisse, die in keiner Daten-
bank gespeichert sind, gelten als nicht stattgefunden. Im Modellierungs-
8 Die Unterscheidung \strong AI" und \weak AI" stammt von John R. Searle (Sear-
le80/92)
9 Einfuhrend Puppe88
10 Die Technische Anweisung Luft, ein Regelwerk mit mehreren tausend Seiten Nor-
men und Durchfuhrungsbestimmungen zur Auslegung von grotechnischen Anlagen,
lasst sich ohne die Hilfe von Expertensystemen nicht mehr kognitiv bewaltigen und
anwenden; vgl. Seim91
11 Vgl. Hastedt91, S. 76
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und Abstraktionsproze gehen notwendige Wertungen unbemerkt verloren,





technisch nicht erfassbar\ stigmatisiert. Der Weltzugang selbst wird
durch die Maschine bestimmt.
Der Computer als Teil der Lebenswelt. Die Allgegenwart des Computers
beginnt nicht erst bei der mit Fuzzy-Logik gesteuerten Waschmaschine. In
fast allen Lebensbereiche stoen wir auf Mikroprozessoren. Die Algorith-
men, mit denen wir vormals Welt nur modellierten, gehoren nun selbst





hinfallig, Modelle werden zu Realitat. Wir benden uns teilweise in einer
berechneten und rechnenden Welt, die in ihren superhuman-komplexen Be-





realer\ Teil der Welt und damit auch realer Teil un-
seres hermeneutischen Verstehenshorizontes.12
1.1.3 Rechtfertigungen
Die Grenzen zwischen diesen Bereichen sind ieend; in allen Bereichen wird
Handeln und Wissen des Menschen in einer rationalen und dem Computer
verstandlichen Form festgeschrieben und einem Algorithmus ubergeben. Ne-
ben dem ubergeordneten Ziel der okonomischen Rationalisierung wird der
Computereinsatz, besonders auch in den pragmatischen Auspragungen der
Articial Intelligence, durch seinen positiven Beitrag zu einem menschliche-
ren Leben begrundet:
Æ Das Expertensystem macht teure menschliche Expertise leicht ver-
teilbar und billig verfugbar; der Computer vermehrt als Informati-
onszutrager personliches Wissen und macht Entscheidungen so kom-
petenter, absehbarer, nicht zuletzt dadurch moralischer.
Æ Der Computer ubernimmt Entscheidungen und Handlungen und
vollzieht sie praziser, unbefangener und fehlerfreier als der Mensch.
Er wird nicht mude, er stumpft nicht ab, er liefert gleichbleibende
Arbeitsqualitat.
Æ Der Computer macht technische Systeme uberschaubarer und be-
herrschbarer; Grotechnologien (Chemische Industrie, Luftfahrt,
Energie, alltaglicher Straenverkehr) waren ohne Computersteue-
rung nicht denkbar.
Æ Die Informatik hilft fur bisher oene Probleme eektive (d. h. uber-
haupt in irgendeinem Verfahren beschreibbare) Losungsprozesse zu
nden. (Ob daraufhin auch eine eÆziente, d. h. in weiterem Sinn
wirtschaftliche Losung folgt, sei zunachst oengelassen).
Æ Der Computer macht qua Rationalisierung unsere Welt planbarer
12 Capurro87, Capurro90
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und uberschaubarer und minimiert so das Risiko des taglichen Le-
bens.
Æ Der Computer entlastet von langweiliger Routine, von gefahrlicher
oder unmenschlicher Arbeit, oder er ubernimmt Arbeiten, die nie-
mand machen will:
"






Æ Der Computer fordert Demokratisierungsprozesse; er bricht tota-
litare Strukturen auf, indem er Information der Zensur entzieht und
breit verfugbar macht. Das
"
Denkzeug\ Computer bildet eine Pro-
these fur das dezitare Denken des Menschen. Basisdemokratie wird,
so das Pladoyer Klaus Haefners, durch direkt beteiligte und breit
informierte (und dadurch mundige?) Burger moglicher.13
1.1.4 Einwande
Solchen vielversprechenden Leitvorstellungen werden naturlich auch zahl-
reiche Einwande gegenubergestellt:
Æ Der individuelle Arbeitsplatz mit seinen Sozial- und Kommunika-
tionsstrukturen wird durch Computereinsatz und betriebliche Um-
strukturierungen geandert; gleichzeitig andern sich Arbeitsablaufe,
mithin ganze Tatigkeitsprole.
Æ Es besteht dabei die Gefahr, dass Produkte der Informatik in Berei-
che hineinragen, die im Kern durch zwischenmenschliche Beziehun-
gen charakterisiert sind:14 Der klassische Schul-Unterricht etwa ist
in der Hauptsache als Erziehung und nur nachgeordnet als Lehrgang
oder Wissensvermittlung zu verstehen;15 Sinn und Aufgabe etwa der
Altenpege wurde grundsatzlich verkannt, wenn die Zuwendung ge-
rade bei der taglichen Korperpege durch Pege-Roboter
"
ersetzt\
wurde; weder Rechtssprechung noch Psychotherapie durften, so Jo-
seph Weizenbaum, durch Computer ubernommen werden { gerade
wenn es im Prinzip doch moglich ware (Eliza).16
Æ Menschliche Erlebnisweisen und Fahigkeiten konnen verkummern,17
aber { so die unmittelbare Entgegnung { auch reichhaltiger gestaltet
werden: Der These der Dequalizierung der Arbeit wird die These
der Anreicherung der Arbeit mit neuen Entscheidungsspielraumen
durch Articial Intelligence entgegengehalten.18
13 Haefner84 ; 238f; vgl. auch dort S. 169,286
14 Floyd85, S. 5
15 Kritik des Eingangs von Computern in den Schulunterricht ausfuhrlich Roszak86










Æ Im positivistisch-mechanistischen Menschenbild der Articial Intel-
ligence hat die symbolmanipulierende Rationalitat Vorrang vor wei-
tergefassten Vernunftkonzeptionen; die Computermetapher in Pro-
blemlosungsprozessen kann, so Sherry Turkle, in einer Internali-
sierung der Rechner-Rationalitat und darauf basierend in ein ande-
res Erleben des Selbst munden.19
Æ Automatisierte Entscheidungen in selbstbezuglich ruckgekoppelten
Umgebungen einzeln harmloser Techniken konnen durch reexive
Voraussagen (self fulllling prophecies, Pygmalion-Eekt) zu uner-
warteten und katastrophalen Ergebnissen fuhren.
Besonders problematisch wird dies, wo direkt vom Compu-
ter { oder mindestens auf Basis der von ihm aufbereiteten und
bereitgestellten Informationen { Entscheidungen getroen wer-
den, die ein Einzelner sonst nie treen konnte, wurde oder durf-
te: Militarische Fruhwarnsysteme, aber auch moderne Luftfahrt-
Verkehrsleitsysteme und die Steuerung groindustrieller Komplexe
gehoren hierzu.
Æ In totalitarem Missbrauch konnen nicht oentlich legitimierte, un-
moralische oder illegale Manahmen versteckt durchgefuhrt werden.
Individuelle moralische Handlungen konnten durch eine im Compu-
ter festgeschriebene Kollektiv- oder Diktatoren-Moral verhindert,
und betriebliche oder staatliche Machtstrukturen dank des Compu-
ters stabilisiert werden;
Æ Die Verantwortung fur Fehlentscheidungen diundiert, ist keinem
Subjekt mehr eindeutig zuzuordnen oder wird an das System ab-
gewalzt.
Besonders in dem letzten Punkt deutet sich das Kernproblem der Compu-
terethik an: Die Zuschreibung von Verantwortung wird durch den Computer
massiv in Frage gestellt.
1.2 Das Kernproblem der Computerethik:
Verantwortungsdiusion
Wodurch wird die Zuschreibung von Verantwortung schwierig in der com-
puterisierten Umgebung? Die Provokationen im einzelnen:
Æ
"
Wissen\ als Zuschreibungselement wird fraglich, wenn der Compu-
ter als wissensreprasentierendes System eingesetzt wird; die Ent-
schuldigung
"
Ich wusste nicht. . .\ und
"
Ich wollte nicht. . .\ er-
19 Turkle84
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scheint mehr und mehr plausibel zu sein und wird mehr und mehr
sozial akzeptiert. Dies gilt vorallem im Umgang mit sogenannten
"
intelligenten\ Systemen (etwa Expertensysteme), die per denitio-
nem mehr
"
wissen\ als ihr Benutzer.
Æ In einer burokratischen oder hoch arbeitsteiligen Gesellschaft ist die
Verantwortungszuschreibung ohnehin schon problematisch; wesent-
lich erschwert wird sie, wenn der Computer nicht mehr nur als eine
Maschine erscheint, sondern fortschreitend menschliche Zuge erken-
nen lasst und quasi-autonom agiert.
Æ William Bechtel will zwar nicht Computern mit einer Von-
Neumann-Architektur, wohl aber kunstlichen neuronalen Netzwer-
ken als \environmentally embedded systems" moralische Verantwor-
tung fur ihre Entscheidungen zuweisen. Bechtel macht sein Verant-
wortungsverstandnis nicht genau deutlich; es scheint aber wohl inso-
fern funktional zu sein, als er einem System Verantwortung lediglich
deshalb zuschreiben will, damit das System wei, dass es noch etwas
lernen muss.20
Æ John W. Snapper weist (in einer eher gewaltsamen Aristoteles-
Interpretation) nach, dass die Computer-Entscheidung alle Eigen-
schaften der aristotelischen Vorzugswahl erfullt. Sofern man in der
Vorzugswahl, d. h. der rechnenden Abwagung, ein Zuschreibungs-
kriterium fur Verantwortung sehe, ergebe sich kein Unterschied zwi-
schen menschlicher und maschineller Verantwortung:
\[The Computer] is thus responsible for these decisiones to the
same extend that a person is responsible for his deliberate choi-
ces"21
Æ Klaus Haefner sieht in dem Computer einen Angri auf das Zu-
schreibungskriterium Autonomie:
"
Die neue Informationstechnik mit ihrer Potenz einer umfassen-
den Integration der Menschheit in ein komplexes, mit ,Nerven-
zentren' ausgestattetes Gesamtsystem erschuttert den Glauben
des Menschen an seine autonome Kompetenz und Verantwortung
20 Bechtel85, S. 297, 305
21 Snapper85, S. 294. Snapper nimmt in Anschluss an diese rhetorische Provokation
freilich die gegenteilige Position ein: Zwar sehe auch Aristoteles in der Vorzugswahl
ein Kriterium fur die Zuschreibung von Verantwortung, erganze es aber an anderer
Stelle durch das andere Kriterium der Willentlichkeit. Freiwilligkeit und Unfrei-
willigkeit bestimmte, so Snapper, Aristoteles in emotionalen Termini wie \beeing
vexed", \beeing anxios", \regretting a decision". Das Vorhandensein einer Gewis-
sensqual (\anguish") sei ein Zeichen eines nicht intentionalen Aktes, dem Computer
nicht zuganglich: \... a computer cannot be anguished, and we should not feel pity
for a computer or pardon a computer." (ebd.). Diese Argumentation wird breit aus-
gefuhrt in Ott99c, S. 88{93; die Frage, ob Computer echte Entscheidungen treen
konnen, ist Thema von Brischar93
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[. . . ] Der autonom handelnde, selbstverantwortliche Mensch [. . . ]
ist langst untergegangen in integrierten und durchstrukturierten
Organisationen. [. . . ] So verblassen auf der einen Seite Kompeten-
zen, die jetzt ubergehen auf integrierte Gesamtsysteme, und auf
der anderen Seite werden Verantwortungen entwertet, da diese
jetzt in den Systemen stecken.\22
Der gemeinsame Nenner alles bislang Gesagten weist in die selbe Rich-
tung: Die Realisierung des Computers als breit verfugbare
"
Technik des
Geistes\23 macht auf moralphilosophischem Gebiet { namlich dem Konzept
der Zuschreibung von Verantwortung { einen Bruch sichtbar. Warum geht
speziell durch den Computer in einem ausgezeichneten Sinn Verantwortung
verloren?
Ein Klarungsversuch kann an verschiedenen Hebelpunkten ansetzen.
Einmal an der moralphilosophische Seite: Was folgt daraus, dass mit dem
Computer ein altes Vernunftideal jetzt als technische Realisierung zur
Verfugung steht? Zum zweiten an den einzelnen Attributen der neuen Tech-
nik, aus denen moralische Ungewissheiten erwachsen: Welche anerkannte
Normen verlieren in Bezug auf welche Attribute der neuen Technik ihren
Biss?
1.2.1 Der Computer: Instrument und Ergebnis von Rationalisierung
Der Computer ist Instrument und Ergebnis der Rationalisierung von Welt,
und zwar in mindestens zwei Lesarten. Die erste, okonomische Lesart ver-
weist auf EÆzienzsteigerung: Rationalisierung ersetzt korperliche wie gei-
stige Arbeit durch Computer, damit schneller, besser und billiger Ziele rea-
lisiert werden konnen. Uber eigentliche okonomische Ziele in engerem Sinn
wie Ertragsteigerung, Wachstum undWettbewerbsfahigkeit hinaus kann der
Computer auch allgemeinere Ziele wie Fehlerfreiheit, Zuverlassigkeit oder
Gefahrdungsentlastung unterstutzen.





Gegenstandbereich wird systematisiert und in Verstandesbegrie und Theo-
rien gefasst. Eine solches erkennendes Rationalisieren erzeugt { im Extrem-
fall? im Idealfall? { einen Algorithmus als Ergebnis von Erkenntnisprozes-
sen.24
Die Informatik betreibt vorwiegend erkennendes Rationalisieren, sowohl
zum Zwecke der okonomischen Rationalisierung, als auch aus einer Neugier-
de heraus, einem Selbstwert der Erkenntnis oder einer moralischen Picht
zum Wissen folgend. Menschliche Bedurfnisse zu decken ist ebenso ein Ziel
wie Kontrolle, Einuss oder Macht zu sichern: Kontrolle der
"
realen\ Welt,
22 Haefner84, S. 91,89
23 Kramer95
24 Ausfuhrlich hierzu die hervorragende Monographie von Heinz93
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Einuss innerhalb der sozialen Umgebung, Macht im personlichen, institu-
tionellen oder staatlichen Strukturen.
1.2.2 Das Neue am Computer:
Realisierung eines alten Vernunftideals
Neu am Computer ist die Tatsache, dass in ihm als Rationalisierungsinstru-
ment ein altes, sich durch die gesamte abendlandische Philosophie ziehendes
Rationalitatsideal realiter instantiiert und dabei noch auf die Spitze getrie-
ben wird: das Ideal einer an der strengen Logik orientierten Rationalitat,
Leibnitz' Ideal einer Lingua Characteristica.25
Die neuen ethischen, d. h. moralphilosophischen Fragestellungen erge-
ben sich daraus, dass mit diesem Rationalitatsideal die Einheit des han-
delnden Subjektes zerstort wird: Rationalitat, in ihrer reinen Form begrien
als Wissen, Schlussfolgern und Abwagen, kann an den Computer delegiert
werden.
Ein vernunftiges Abwagen soll { so eine weit verbreitete Idealvorstellung
{ wissend und informiert sein, nichts Wesentliches ubersehend; es soll objek-
tiv, fur Denk- und Verfahrensfehler moglichst wenig anfallig sein, idiotensi-
cher geradezu, ohne Vorverstandnis durchfuhrbar, fur jedermann einsehbar
und nachzuvollziehen. Diese Idealvorstellung scheint einlosbar zu sein: Sie
wird, auf die Spitze getrieben, erfullt von der Rechnung, dem Kalkul.
Genau von diesen Elementen erhot man sich normalerweise beim Able-
gen von Rechenschaft (beim sich verantworten) am meisten Entlastung: Ver-
sucht man sich nicht oft zu verteidigen, indem man zeigt, wie
"
vernunftig\,
zweckrational oder logisch notwendig ein Tun war? Fast scheint diejenige
Verteidigung die beste zu sein, die ein Tun als das Ergebnis eines idioten-
sicheren und deshalb jedermann einsichtigen Algorithmus' nachweist: Die
Kalkule des Utilitarismus, die Ruckfuhrung von Gerechtigkeit und Fairness
auf die spieltheoretischen Modelle folgen explizit diesem Ideal. Der Compu-
ter wird auf diese Weise quasi unsere automatisierte Entlastungsinstanz.
Tatsachlich wird oft eine solche Idealvorstellung des Abwagens, so meine
Einschatzung, als Konkretisierung des Vernunftbegris angesehen. Auch wir
Informatiker folgen in unserem Tun diesem Ideal,
Æ wenn wir von jemandem
"
rationale\ Erklarungen fur eine un-
verstandliche Verhaltensweise erbitten;
Æ wenn wir mit Computern Aufgabenbereiche automatisieren, deren
angemessene Behandlung wir einem Benutzer nicht zutrauen;
Æ wenn wir als Entscheidungs- und Spieltheoretiker deskriptive oder
normative Modelle der Entscheidung im Kalkul festhalten;
25 Kramer88, S. 100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Æ wenn wir (nicht nur) als Informatiker moglichst viele Weltbereiche
rationalisieren, d. h. zunachst erkennend im Kalkul darstellen, um
ein solches Produkt dann zweckrationaler zu funktionalisieren.
Seit der technischen Realisierung des Computers scheint es moglich
zu sein, bestimmte Elemente des menschlichen Handelns und Entschei-
dens einer Maschine zu ubertragen: diejenigen Elemente namlich, die man
als
"






Im vormals nur als Einheit erfassbaren Subjekt wird so eine Binnen-
struktur sichtbar, welche die Zuschreibung von Verantwortung problema-
tisch macht: Zeichnet ein an einer Entscheidung Beteiligter (Mensch oder
Computer), der sich in einem Hochstma einer Rechnung bedient fur einen
Fehler verantwortlich, oder bleibt die Verantwortung an demjenigen hangen,
dem gerade die nicht qua Rechnung verhandelbaren Entscheidungselemente
oblagen?
1.2.3 Genuine Attribute des Computers
Der neuen Technik
"
Computer\ scheinen Attribute zuschreibbar zu sein,
die, bisher dem Menschen vorbehalten, in der Ethik als Grundlage fur die
Zuschreibung von Verantwortung galten: Wissen, zweckrationale Wahl, Au-
tonomie, Lernfahigkeit und Anpassung an die Umwelt, Sprachfahigkeit, bis
hin zur Intentionalitat (wenn auch, wie bei Bechtel, missverstanden im
Daniel Dennet'schen Begrisverstandnis26). Falls einige dieser Attribute
tatsachlich dem Computer zugesprochen werden konnten, erweist sich eine
Charakterisierung des Computers lediglich als Rationalitatsideal als zu eng.
Weitergefasste Charakterisierungen orientieren sich an den Metaphern, mit
denen der Mensch das neue und problemschaende Ding
"
Computer\ zu
begreifen und sich zu vergegenwartigen sucht. Dies diskutiere ich in Kapi-
tel 4.
Andere, in dieser Arbeit nicht im Schwerpunkt untersuchte Charakteri-
sierungen seien im folgenden kurz skizziert:
Walter Maner27 sucht eine Losung, indem er (exemplarisch und oh-
ne Anspruch auf Vollstandigkeit) spezische Eigenschaften des Computers
isoliert. Er zeigt bezuglich diesen, dass es keine hinreichend ahnlichen Alter-
nativtechnologien gibt, die ebenfalls notwendige Vorbedingung bestimmter
ethischer oder moralischer Probleme sein konnten. Maners Beispiele umfas-
sen u.A. die superhuman complexity des Computers und, mit Verweis auf
James Moor, die beliebige logische Anpassbarkeit (logical malleability28)
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usion
des Computers an alles, was als Verfahren beschrieben werden kann { mit-
hin seine Eigenschaft als Universalwerkzeug (general purpose machine).29
Auch Blaise W. Liffick30 entwickelt, auf welche Eigenschaften des
Computers die neuen moralischen oder ethischen Probleme ruckfuhrbar sei-
en, darunter: Ubiquity , die Allgegenwart des Computers; Magnication als
die maximale Ausbreitungs- und Schadigungsmoglichkeit auch eigentlich
kleiner Fehler; Lack of Accountability , die Diusion von Verantwortung bei
Computerfehlern; sowie Temporality , die Beschleunigung unseres Lebens,
damit einhergehend ganz neue Dimensionen von Gleichzeitigkeit und Un-
gleichzeitigkeit.
Christiane Floyd bestimmt den Computer als quasi-autonome, au-
to-operationale Instanz.31 Floyd vermeidet mit Bedacht, den Computer als
(quasi-)handelndes Subjekt zu bezeichnen, gerade weil sie auf die Gefahr
hinweisen will, menschliche Attribute zu schnell dem Computer zuzuschrei-
ben.
Sibylle Kramer bestimmt den Computer als symbolische Maschi-
ne, als operationale Schrift oder als Geistestechnik.32 Kramer interpre-
tiert damit das zentrale Erkenntnis- und Darstellungsmittel der Informatik,
namlich Formalismen.
Cum grano salis, schon fast ontologisch, feststellen zu wollen, als wel-
che Entitat
"
der Computer\ naherungsweise zu bestimmen ware { etwa der
Form
"
Ist der Computer ein Werkzeug?\ { halte ich allerdings fur einen
falschen Ansatz. Der Begri des Computers ist an sich so unbestimmt, dass
erst in seiner Verwendung und Interpretation Charakterisierungen und Be-
deutungen entstehen. Formalismen sind ein Rohsto, an sich ohne Form
und Gestalt. Die angemessenere Frage lautet:
"
Was wollen wir aus unserem
Rohsto bauen?\ In Kapitel 4 werde ich dafur argumentieren, dass abhangig





wir fur den Computer bereitstellen, auch unterschiedliche Software-Systeme
(und unterschiedliche Dstributionen von Verantwortlichkeiten) entstehen.
Ich werde dann, beeinusst von Kramer, weiter dafur argumentieren, den
Computer und seinen Einsatz so zu gestalten, dass er wie eine symbolische
Schrift verwendet werden kann (Kapitel 4.4.2, S. 119.).
1.2.4 Ein herausragendes und virulentes Attribut: Komplexitat
Frederick P. Brooks sieht { noch vor den weiteren Attributen \confor-
mity", \changeability" und \invisability" { besonders in der Komplexitat





29 Zur Diskussion des Werkzeugcharakters des Computers siehe Kapitel 4.3.3, S. 114.
30 LiÆck95a
31 Floyd94b; Floyd97a, S. 27, 73
32 Kramer92 ; Kramer90a; Kramer88
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tiellen\ Schwierigkeiten in der Entwicklung und Anwendung von Software.
In seinem Aufsatz \No Silver Bullet" bringt er nicht nur die Virulenz von
Komplexitat auf den Punkt, sondern macht auch exemplarisch die vielfalti-
gen Bezuge zu anderen typischen Problemfeldern der Gestaltung und des
Einsatzes von Software deutlich.33
Nach Brooks ist Software schon alleine durch ihre Vielfalt komplexer
als alle anderen menschlichen Konstrukte, da niemals auch nur zwei Teile
identisch sind { waren sie es, wurden wir sofort eine Subroutine daraus
machen.
Viele der klassischen Probleme der Softwareentwicklung erwachsen,
so Brooks, aus dieser
"
essentiellen\, mit der Programmgroe exponenti-
ell wachsenden Komplexitat: unter anderem Kommunikationsschwierigkei-
ten im Arbeitsteam, die wiederum zu Produktmangeln, Kosten- und Ter-
minuberschreitungen fuhren; Unzuverlassigkeit des Produkts, da die mogli-
chen Programmzustande weder aufgezahlt, geschweige denn verstanden
werden konnen; unuberschaubare Programmstrukturen, die eine Erweite-
rung des Programms ohne unerwunschte Seiteneekte nicht zulassen.
Doch nicht nur fur technische, sondern ebenso fur organisatorische Pro-
bleme zeichne Komplexitat verantwortlich: Der Uberblick gehe verloren, der
Zustand des Projektes sei nicht absehbar, zu viele oene Aufgaben stunden
unverbunden nebeneinander. Durch den komplexitatsbedingten enormen
Schulungs- und Einarbeitungsaufwand der Mitarbeiter geriere jeder Per-
sonalwechsel zum Desaster fur das gesamte Projekt.
So klar Brooks die Verschiedenheit der Probleme benennt, so unklar
bleibt auch bei ihm der Begri der Komplexitat an sich.
"
Komplexitat\ wird





Undurchschaubarkeit\ verwendet { zwei
traditionell gultige Entschuldigungsgrunde fur menschliche Fehler innerhalb
komplexer Handlungsbedingungen. Tatsachlich erhohen die Protagonisten
der technischen Entwicklung die Komplexitat unserer Lebenswelt uber alle
vorher gekannten Grenzen, indem sie immer komplexere Systeme schaen.
Die naheliegende moralische Frage
"
Durfen wir das?\ verdeckt dabei die
grundlegendere ethische:
"
Darf Unuberschaubarkeit der Handlungswelt ein
Entschuldigungsgrund bleiben?\
1.3 Computerfehler
Im vorliegenden Absatz geht es darum, Intuitionen aufzubauen fur Fragen
wie: Was ist ein
"




oder tut er nur, was ihm zu tun aufgetragen wurde? Welche Fehler gibt es,
was ist uberhaupt ein Fehler, und was unterscheidet einen Computerfehler
von dem Fehler eines Menschen?
Zunachst sei an den Fokus der vorliegenden Arbeit erinnert: Nicht alle
Computerfehler sind hier von Interesse. Die groe Klasse von Codierungs-
fehlern oder gar technischen Zusammenbruchen seien aus der Betrachtung
ausgeschlossen. Zu dieser Klasse gehoren mechanische oder mikrostruktu-
relle Deformationen von Hardware ebenso wie Programme, die einer for-
malen Spezikation eindeutig nicht genugen. Der Grund fur diese Ein-
schrankung: Diese Art von Fehler sind theoretisch vergleichsweise unproble-
matisch und uninteressant. Sie lassen sich eindeutig entdecken. Sie lassen
sich mit zum Teil rein technischen (Datenredundanz, genugend groer Ham-
mingabstand), zum Teil mit organisatorischen (Bereitstellung von parallel
mitlaufenden Fall-Back Systemen) und zum Teil mit formalen Methoden
(automatische Ubersetzung von formalen Spezikationen, Korrektheitsbe-
weise) abmildern oder korrigieren.
Die interessanteren Computerfehler sind m.E. solche, in denen der Com-
puter exakt das tat, was ihm zu tun angewiesen wurde { jedoch mit desa-
strosen Folgen, weil die Anweisungen an ihn sich in einem Sonderfall als
"
falsch\ oder unangemessen erwiesen hatten. Fehler also, die etwa auf eine
unangemessene Anforderungsbeschreibung zuruckzufuhren sind, oder auf
spezische Implementierungsentscheidungen in Bezug auf nicht in der An-
forderungsbeschreibung erwahnte Kontingenzen. Solche Computer-
"
Fehler\
sind interessant, weil sie schwer und nur im jeweiligen Einsatzkontext zu er-
kennen sind. Die Fehler-
"
Ursache\ ist selten eindeutig zu bestimmen, die
Verantwortung von Personen selten klar auszumachen.
1.3.1 Anforderungsfehler
Bei einem Anforderungsfehler erweist sich eine durch antizipierende Voraus-
schau gewonnene Anforderung an eine Software einer bestimmten Einsatz-
situation als
"
unangemessen\: Retrospektiv erscheint das tatsachliche und
intendierte
"
Verhalten\, die korrekte Funktion einer Software als falsch, als
nicht verteidigbar.
Gema einem naiven korrespondenztheoretischen Wahrheitsbegri
(vgl. S. 151) entsteht ein Fehler durch eine
"
falsche\ (d. h. nicht den
"
Tat-
sachen\ entsprechende) oder zumindest eine in Umfang und Detaillierungs-
grad zu sparsame Beschreibung der
"
realen\ Welt. Obwohl diese Wahr-
heitstheorie theoretische und praktische Mangel aufweist, wurde sie, so
Walter Zimmerli, grotenteils unsere Intuitionen bestimmen: Im Alltag
werde unter ,wahr` ein Jeder ,Korrespondenz` verstehen.34 Als erste Heuri-
stik lasst sich tatsachlich Wahrheit und Korrespondenz gleichsetzen { wenn
34 Vortrag an der Universitat Stuttgart, Sommersemester 1995
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als Erganzung an diesem Bild berucksichtigt wird, dass Beschreibungen
niemals
"
an sich\, sondern immer nur auf Basis von (mindestens schwach
normativen) Interpretationen und in Bezug auf instrumentelle Zwecke und
normative Sollensanspruche entstehen und existieren.
Einen Anforderungsfehler zu erkennen und beschreiben geht nicht ohne
Bezug zu nehmen auf Normen, Verhaltenserwartungen (an die Software,
ihre Autoren und Benutzer) und Sorgepichten. Verhaltenserwartungen an
die Software werden beim Benutzer aufgebaut
Æ durch die Ankundigung, eine Software gelte als
"
Losung\ eines be-
stimmten Gegenstandsbereichs (Buchhaltung, Textsatz, Fahrtrou-
tenplanung, Steuerung eines KFZ oder eines Flugzeuges) etc.;
Æ durch Metaphern auf Mikro- und Meso-Ebene, die auf das Wozu?
und das Wie? einer Funktion hinweisen;
Æ durch die lebensweltliche Aneignung der Software durch Metaphern
auf Makro-Ebene.
Die Aufgaben-Unangemessenheit einer Anforderung lasst, eine konsi-
stente zugehorige formale Spezikation vorausgesezt, sich nicht formal er-
kennen. Die Moglichkeiten der Fehlererkennung sind ebenso vielfaltig wie
moglichen Verhaltenserwartungen und Sorgepichten, die als Orientierungs-
punkt von Richtig und Falsch dienen. Die folgenden Beispiele mogen zeigen,
wie breit das zu berucksichtigende Spektrum gefachert ist. Ausgewahlt habe
ich
"
kleine\ Beispiele; diese zeigen m.E. besser als die
"
groen\ Falle auf,
an welch vergleichsweise harmlosen Punkten sich Fehler ereignen konnen.
1.3.2 Illustration Geldautomat: Der alltagliche Kontext
Geld abzuheben an einem Geldautomaten vollzieht sich gewohnlich nach
der Reihenfolge Karte einschieben { Geheimzahl eingeben { Abhebebetrag
eingeben { Karte entnehmen { Geld entnehmen.
In der Denition dieser Reihenfolge wurde von den lebenserfahrenen
Konstrukteuren sehr richtig erkannt, dass ein nicht geringer Teil der Kund-
schaft dazu neigen wurde, die EC-Karte im Automaten zu vergessen, falls
zuerst das Geld und erst dann die Karte zu entnehmen waren.
Bei Einfuhrung der Automaten wurde jedoch zunachst eine andere Feh-
lermoglichkeit ubersehen: Besonders zerstreute Kunden neigen dazu, zwar
nicht ihre Karte, dafur aber ihr Geld zu vergessen. Die ersten Automa-
ten waren nicht darauf vorbereitet, die Geldentnahme nur eine kurze Zeit
zu ermoglichen, um das Geld nach einer angemessenen Wartezeit zuruck
zu ziehen. Nachfolgende Passanten konnten sich an einem gut angefullten
oenen Geldausgabeschacht erfreuen.
Was lief schief? Ein Geldautomat, der das von zerstreuten Kunden
vergessenene Geld nicht sicher verwahrt, taugt nichts { so die Intuition. Bei
der Spezikation des Automaten wurde eine oenbar typische Moglichkeit
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menschlichen Anders-Verhaltens nicht bedacht. Obwohl hier ein auerst ein-
facher Kontext vorliegt, sind zunachst
"
fehlerhafte\ { oder schwacher: stark
unbefriedigende { Spezikationen entstanden.
Wer war Geschadigter: Die Bank, der Automatenhersteller oder der
Kunde? Auf welches Konto ist der Fehlbetrag zu verbuchen? Wer ist
"
schuld\? An diesem Beispiel lasst sich anschaulich diskutieren, welche
Veranderungen an Sorgepichten und Verhaltenserwartungen entstehen,
wenn ein menschlicher Angestellter durch einen Automaten ersetzt wird.
Was macht der Automat anders als der Angestellte hinter dem Schalter?
Vom Angestellten hinter dem Schalten wurde man erwarten, dass er ei-
nem zerstreuten Kunden hinterherrufen oder bis auf die Strae hinaus folgen
wurde, um ihm des Geld zukommen zu lassen. Selbst wenn der Angestell-
te schlechter Laune ware und nur Dienst nach Vorschrift verrichten wollte,
ware er doch { so die Intuition { zur Verwahrung des Betrages verpichtet.
Auch die Vervollstandigung der Spezikation des Automaten kopiert
diese Erwartung: Nach kurzer Zeit wird in neueren Automaten das Geld
wieder eingezogen und (da eine extra Ablagemoglichkeit im Automat zu
teuer ware) der Geldautomat auer Betrieb gesetzt.
John Ladd zieht explizit die Automatisierung im Bankwesen als Bei-
spiel heran, um Ansatze der vergleichenden Bewertung von menschlichem
Handeln und maschineller Verrichtung aufzuzeigen: Was macht ein Ange-
stellter hinter dem Schalter ahnlich, was macht er anders als ein Geldau-
tomat? Laddd stellt fest, dass es \obviously a strong connection between
structured social process and technology" gebe.35 Ladd analysiert Compu-
ter und strukturierter Prozess gleichermaen als Zwischenglieder (interme-
diaries) menschlicher Kommunikation. Das heit aber, dass die Zuschrei-
bung von Verantwortung in computerisierter Umgebung und in Organisa-
tionen strukturell gleichermaen ahnlich und auch schwierig ist. Gibt es
noch die scheinbar autonome Handlung, wo unser Tun doch durch die so-
zialen Strukturen { und das kann auch heien: die technischen Zwischenglie-
der { unumgehbar geformt wird? Nach Ladd setzt hier die \comprehensive
conception of responsibility" an, die
"
oen\ (in ihrer Reichweite zunachst
nicht begrenzt) und
"
teilbar\ (sich vielen handlungsfahigen Individuen als
Anspruch stellend) sei: Ladd meint damit eine Sorgepicht fur eine Sache,
die uber bloen Dienst nach Vorschrift hinausgehe.
Der Unterschied zwischen dem Angestellten und dem Automaten be-
steht dann darin, dass der Angestellte, anders als der Automat, fahig zur
Sorge gegenuber seinem zerstreuten Gegenuber ist. Der Angestellte ist, sehr
viel weitreichender als der Automat, fahig zur Plausibilitatskontrolle und
Fehlerfallfeststellung. Er alleine ist fahig zur Wahrnehmung, Interpretati-
on und Sinn-Prufung des wahrgenommenen Geschehens. Diese Fahigkeiten
legen ihm besondere Sorgepichten auf, in Bezug auf welche er sich spater
auch zu rechtfertigen hatte.
35 Ladd89, S. 217
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1.3.3 Illustration Keyboard-Shortcuts: der alltagliche Arger
Unspektakular, im Alltag der Computerbenutzung dafur aber um so selbst-
verstandlicher sind Fehlermoglichkeiten des Menschen, die sich aus unter-
schiedlichen Bedeutungen von Tatstaturkommandos in unterschiedlichen
Programmen ergeben.
Im Texteditor Emacs, der auch als eMail-Editor verwendbar ist, wird
mit der Tastenkombination ctrl-D ein Buchstabe und mit Alt-D ein
Wort geloscht { vielgebrauchte und in UNIX weitverbreitete Kommandos,
die schnell in Fleisch und Blut ubergehen. Im ebenfalls weitverbreiteten
MacIntosh-eMail-Programm Eudora liegt auf Alt-D ein anderes Komman-
do: aktuelle Mail loschen ohne Conrm. Es bedarf nur geringer Fantasie
um zu erkennen, dass ein geubter Emacs-Benutzer, dem Alt-D in Fleisch
und Blut ubergegangen ist, kaum Chancen hat, in Eudora eine langere Mail
fertigzustellen. Ahnliches gilt unter Unix fur das Standard-Programm mail
und die Mailkomponente des emacs: Unter emacs wird eine fertiggestellte
eMail mittels Ctrl-C Ctrl-C verschickt. Unter mail bedeutet Ctrl-C
"
Abbre-
chen\. Die nach dem ersten Ctrl-C erscheinende Anfrage
"
Interrupt { one
more to kill letter\ wird durch das nachfolgende zweite Ctrl-C erfolgreich
bestatigt.
Sind die Fehler, die hier entstehen, typische Habitualisierungsfehler des
Anwenders? Muss sich der Benutzer mehr (UNIX) oder weniger (Mac-
Intosh) fur jede Version eines jeden Programms versichern, welche Befehle
es gibt, wie sie aktiviert werden, und was genau sie bewirken? Langfristige
Entlastung schat nur Standardisierung oder Programm- und systemuber-
greifende integrierte Unterstutzung von personlichen Proles; kurzfristiges
Flicken liee sich durch eine transparente und transparente, leicht ander-
bare und daher handhabbare Tastaturkommando-Tabelle erreichen { ein
Service, der selten voll unterstutzt wird und auch nur an einzelnen Sym-
ptomen ansetzt. Eine echte Losung wurde hier nur durch Normierung von
Schnittstellen und Modularisierung von Diensten erreicht, wie sie im vorlie-
genden Beispiel eine Abkopplung von Mail-Service und Texterstellung er-
lauben wurde Verantwortungsdistribution fur Computerfehler ist abhangig
davon, welche Sorgepichten man bei allen Beteiligten erwarten will oder
legitimerweise erwarten kann.
1.3.4 Illustration: Denition von
"
Wort\ in Text-Editoren
Jeder, der mindestens zwei verschiedene Text-Editoren kennt (oder auch nur
zwei unterschiedliche Hauptmodi des emacs), wei, dass die Reichweite der
Funktion
"
losche Wort\ oder der Aufsetzpunkt des Cursors nach der Funk-
tion
"
gehe ein Wort weiter\ nahezu beliebig variieren kann { insbesondere
dann, wenn kulturspezisch
"
normale\ Buchstaben (Umlaute, Akzente) nur
in nationalen Zeichensatzen enthalten sind oder mit Sonder-Sequenzen um-
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schrieben werden mussen, Zahlen, Bindestriche oder Sonderzeichen in einer
"
Sinneinheit\ (etwa einer eMail-Adresse) enthalten sind oder
"
Worter\ in
einer Programmiersprache gemeint sind.
Wie weit erstreckt sich ein
"
Wort\, wo beginnt das nachste? Lei-
der macht kaum ein Textverarbeitungssystem transparent, was genau mit
"
Wort\ bezeichnet wird, von der Moglichkeit einer Parametrisierung { etwa
durch regulare Ausdrucke { meist ganz zu schweigen.36 Diese Unbestimmt-
heit wirkt sich zerstorerisch auf die Selbstverstandlichkeit der Arbeit aus,
wenn Worter geloscht oder an andere Programme (etwa an ein im Hinter-
grund laufendes Rechtschreibprogramm) ubergeben werden sollen.
Eine Beschreibung des Konzeptes
"
Wort\ durch einen regularen Aus-
druck kann als (eine Trivialform einer) Spezikation verstanden werden.
Ein Spezikationsfehler liegt dann vor, wenn sich diese Beschreibung als
unangemessen erweist in Bezug auf eine Intention des Benutzers.
"
Unan-
gemessen\ heit: Die fur die Aufgabenstellung relevanten Relationen und
Eigenschaften des unmittelbaren (formal nicht voll durchstrukturierten und
vermutlich teilweise inkonsistenten) Erfahrungsbereichs
"
Worter\ sind in
der formalen Beschreibung nur partiell enthalten.
Die formale Beschreibung wird zur Verstehen ermoglichenden determi-
nativen Erklarung, wenn der Verwendungskontext des regularen Ausdrucks,
und das heit: eine teleologische Erklarung mitgeliefert wird. Unerlasslich
ist die Angabe, wozu der angegebene regulare Ausdruck ein
"
Wort\ be-
schreiben soll { etwa, um mit dem emacs-Tastaturbefehl Alt-f den Cursor
um ein Wort zu verschieben, mit dem vi-Tastaturbefehl (Esc)-dw ein Wort
zu loschen, oder ein Wort an ein anderes Programm (etwa im emacs ein
im Hintergrund laufender Ispell-Prozess) zu ubergeben. Der Kontext be-
stimmt gleichzeitig auch, dass hinter der kontingenten formatabhangigen
(und korrekterweise in das Format des Zielbereiches eines Kopierbefehls zu
ubertragenden) Schriftform eines Wortes eine abstraktere Sinneinheit steht.
1.3.5 Illustration Metaphernbruch:
Der Papierkorb als Schredder
und die Inkarnation von Dateien.
Daten werden in Dateien aufbewahrt. Wenn sie nicht mehr benotigt wer-
den, sie in anderen Dateien einen neuen Aufbewahrungsort gefunden haben
oder schlichtweg der Speicherplatz voll ist, will man sie wieder los werden
{ so eine in der Sache triviale, leicht und unmittelbar verstandliche Ange-
legenheit. Der Garant fur Verstandlichkeit { namlich die Metaphorik der
36 Die Ausnahme bildet der Programmier- und LATEX-Editor alpha auf dem MacIntosh
(unterstutzt regulare Ausdrucke), im Ansatz auch noch der emacs mit der (gleicher-





Beschreibung { ist gleichzeitig eine ergiebige Quelle fur Fehler: Was tut
man, wenn man eine Datei loscht?
Man vergleiche die unterschiedlichen Metaphern
"
Papierkorb entleeren\
aus der Mac-Welt mit dem sprachlichen Memo rm fur \remove le" der





Datei\ (ich ubersetze ,remove -
le` mit dem eingeburgerten Sprachgebrauch ,Datei loschen`; wortlich mute
man eher ubersetzten
"
wegbewegen\) { und was heit hier
"
tatsachlich\?
Es kommt auf die Beschreibungsebene an, und { selbstverstandlich? leider?
{ auf das Betriebssystem.




rm or delete Command
Purpose: Removes (unlinks) les or directories.
Syntax: rm | delete [ -f ] [ -r ] [ -R ] [ -i ] [ -e ] [ { ] File ...
Description: The rm command removes the entries for the specied
le or les from a directory. If an entry is the last link to a le, the le
is then deleted. You do not need read or write permission for the le you
want to remove. However, you must have write permission for the directory
containing the le.
If either of the les . (dot) or .. (dot, dot) are specied as the base
name portion of the File parameter, the rm command writes a diagnostic
message to standard error and does nothing more with such parameters.
[. . . ]
Flags [. . . Es folgt eine Beschreibung der moglichen Flags]
Examples
1. To delete a le, enter:
rm myle
If there is another link to this le, then the le remains under
that name, but the name myle is removed. If myle is the only
link, the le itself is deleted.
2. [. . . ]
Tatsachlich wird in UNIX beim Loschen einer Datei
Æ aus einer Datei vom Typ
"
directory\ die im Losch-Kommando an-
gefuhrte Datei-Referenz entfernt,
Æ ein im Datei-
"
Kopf\ { ein zu jeder Datei mitgefuhrter Block mit
Statusinformationen, die u.A. letzte Zugriszeit, Zugrisrechte etc.
dokumentieren { mitgefuhrter Zahler der aktuell existenten Datei-
referenzen um eins erniedrigt,
Æ und, falls dieser Zahler auf Null steht, die
"
Datei selbst\ (namlich
eine Baumstruktur aus Massenspeicher-Blocken) in die Liste der
"




Das Kommando remove le wird in der Manual-Seite also prazisiert







Referenz\. Mit dieser Prazisierung, die eine Unterscheidung zwischen dem
Inhalt einer Datei und ihrem Namen einfuhrt, wird das
"
Loschen\ einer Da-
tei genau genommen zu einem
"
Vergessen\ ihrer Lokation { wobei dem Be-
triebssystem die Verantwortung [sic!] zufallt, noch vorhandene Referenzen
auf die Datei zu zahlen und erst bei
"
volligem Vergessen\ den reservierten
Speicherbereich freizugeben.
Welchen Erklarungswert hat diese vergleichsweise ausfuhrliche, dabei
aber langst nicht vollstandige Beschreibung? Der
"
normale\ Anwender (so-
fern man einen solchen vor UNIX-Systemen uberhaupt vorndet) durfte
den meisten Nutzen nicht aus einer noch so genauen technischen Beschrei-
bung ziehen, sondern aus der am Rande mitgeteilten Zweckbestimmung des
Kommandos. Nicht das Was, sondern das Wozu, der Zweck (Purpose) im
Manual-Entry gibt die entscheidende Auskunft uber den Sinn des Kom-
mandos und seinen Ort in Angelegenheiten der Datenhaltung.
Die Tatsache, dass bei vielen Betriebssystemen lediglich der Speicherbe-
reich freigegeben wird, nicht jedoch die Daten explizit unbrauchbar gemacht
werden, zog etwa in der DOS-Welt den Erfolg von Werkzeugen zur
"
reco-




In der Mac-Welt wurde schon fruh mit ikonisch gebundenen Metaphern
gearbeitet:37 Daten werden als Objekte in Ordnern aufbewahrt, die frei
zwischen Ordnern, einer Schreibtischoberache oder auch einem Papier-
korb verschoben werden konnen. Letzterer hatte eine Funktion ahnlich dem
"
Datei loschen\ anderer Betriebssysteme zu erfullen; aus Grunden der ange-
nehmeren Benutzerfuhrung wurde der Papierkorb jedoch so gestaltet, dass
Dateien aus ihm so lange wieder entnommen werden konnten, bis ein Befehl
"
Papierkorb entleeren\ die Dat(ei)en entgultig unzuganglich machte. Ein
Nutzer, der an seinem Schreibtisch auch den Altpapierstapel als Standard-
Ablagefach verwendete, konnte auch dem Papierkorb des Macs eine solche
Funktion zubilligen.
Ein Problem entstand in fruheren Betriebssystem-Versionen dadurch,
dass Dateien, die von einer Diskette in den Papierkorb gelegt wurden, ohne
Warnung und Ruckmeldung an den Benutzer beim Auswurf der Diskette aus
dem Laufwerk geloscht wurden { ein technisch nachvollziehbarer, fur den
unbefangenen Nutzer aber argerlicher und unvorhersehbarer Metaphern-
bruch, dessen Virulenz auch den sonst sehr sorgfaltigen Mac-Entwicklern
entging. Solche Fehler lassen sich erst im Gebrauch mit dem System erken-
nen, weshalb die Forderung der umfassenden Reversibilitat von Operatio-
nen einmal mehr als unabdingbar erscheint. Wo dies keinen Sinn macht {
z.B. beim explizit velangten Uberschreiben oder Unkenntlichmachen von
Daten, die nicht automatisch generierbar sind { muss das System erstens
37 Zum Problem von (metaphorischen)
"
representational mismatches\ am Beispiel von
MacIntosh-Rechnern siehe z. B. Booth91, S. 81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auf die Irreversibilitat der Operation hinweisen, und zweitens den Nutzer
einen Backup (Archivierung) solcher Daten anbieten. Weiterhin muss das





Die Suche nach dem Sinn der Frage
"
Wer ist verantwortlich, wenn der Com-
puter einen Fehler macht\ erfordert interdisziplinares Arbeiten auf so ver-
schiedenen Bereichen wie Ethik, Handlungstheorie, Linguistik und naturlich
Informatik (als Strukturwissenschaft und als anwendende Ingenieursdiszi-
plin). Aus der erforderlichen Umschau uber ein so breites Spektrum an Ge-
genstanden und Ansatzen erwachsen Schwierigkeiten und Begrundungsla-
sten, wie sie sich in rein innerwissenschaftlichen Arbeiten (oder nur schwach
interdisziplinaren Arbeiten, wie sie etwa zwischen Informatik und Maschi-
nenbau gangig sind) nicht stellen.
Ausfuhrliche Reexion auf die Methode, u. d. h.: das Ziel, den Weg und
die Weise des Vorankommens bei interdisziplinaren Anliegen charakteri-
siert, so eine erste Beobachtung, Interdisziplinaritat als ein unerlassliches
Attribut.
2.1 Interdisziplinaritat als plurale wissenschaftliche Vernunft
Interdisziplinaritat entsteht im Zwischenraum von Disziplinen, im Nie-
mandsland, das noch nicht dem Herrschaftsbereich einer Disziplin zuge-
schlagen wurde. Im interdisziplinaren Gebiet ist die Bevolkerungsdichte
noch gering; ware sie groer, wurden sich { sofern nicht die Nachbarwissen-
schaften Annektionsgeluste auslebten { sofort Herrschaftsstrukturen eta-
blieren bis hin zum Staat mit eigener Flagge. Als eigene Disziplin etabliert
hat sich z.B. die Medizinethik.
Ebenfalls zur etablierten Disziplin entwickelt sich, so mein Eindruck,
derzeit das Fach [sic]
"
Informatik und Gesellschaft\ (IuG). Schon 1976 einig-
te sich der Fakultatentag fur Informatik auf Empfehlungen zur Aufnahme
von IuG in den Facherkanon der noch jungen Wissenschaft Informatik.1 Im
Jahr 1986 konkretisierte die Gesellschaft fur Informatik e. V., Bonn, (GI)
diese Empfehlungen in einem Curriculum fur IuG.2 In der Folge wurden an
den deutschen Universitaten bis heute mehrere Lehrstuhle explizit fur die-
1 Facherkatalog Informatik, beschlossen vom Fakultatentag Informatik am 30.April




ses Fach eingerichtet. 1995 kam ein umfassendes Lehrbuch auf den Markt;3
im Wintersemester 1997/98 begann an der Universitat Tubingen die Erpro-
bungsphase des Projektes Fernstudium Informatik und Gesellschaft.
2.1.1 Diszipliniert zwischen Disziplinen
Die Angehorigen verschiedener Wissenschaften und Disziplinen werden in
je ihren eigenen lokalen Praxisformen und Rationalitatsmustern soziali-
siert: Strukturen von Fragestellungen und Antwortformen, erlaubte Thema-
tisierungen, anerkannte Vorgehensweisen und etablierte Methoden. Solche
Charakteristika bestimmen bereichspezisch die
"
Wissenschaftlichkeit\ von
Forschung; solche Bestimmungselemente geben fur die einzelnen Scientic
Communities den Verstehenshintergrund von Forschungshandeln ab. Weder
wird gewohnlich von dem innerwissenschaftlich Forschenden die Reexion
auf solche Voraussetzungen und ihre
"
Begrundung\ verlangt, noch konnte er
eine solche uberhaupt gema seinen spartenspezischen Idealen erfolgreich
angehen. Ihm fehlte nicht nur das geeignete Instrumentarium, sondern er
wurde sich { so ein systemtheoretisches Argument luhmannscher Provenienz
{ in hohem Mae irrational verhalten: wurde doch die Leistungsfahigkeit
innerhalb seines Codes, die erst durch Dierenzierung und Spezialisierung
moglich wird, Schaden leiden.
Was aber, wenn eine Fragestellung quer zu einzelnen Saulen institutio-
nalisierter Forschergemeinschaften steht? Der fur jede disziplinar bleibende
Arbeit selbstverstandliche Verstehenshintergrund verliert seine haltgeben-
de Selbstverstandlichkeit. Er selbst steht zur Disposition, und mehr: Auch
die Weise des in Disposition-Stellens (also das, was im vorliegenden Kapitel
geleistet werden soll) steht zur Disposition.
Nun macht es bei einer interdisziplinaren Arbeit wenig Sinn, ein der
Fragestellung angemessenes Vorgehen zu wahlen, indem man sich einer ein-
zelnen Disziplin unterwirft. Die Praxisform und das Instrumentarium ei-
ner Einzeldisziplin als allein geeignet zu halten fur eine interdisziplinare
Fragestellung kame einem unkritischen Wissenschaftsimperialismus gleich.
(Einen solchen kann man in Ansatzen beobachten etwa bei der Artici-
al Intelligence, der Okonomik oder der biologistischen Erkenntnistheorie.)
Meistens wei der Einzelwissenschaftler, dass die Erkenntnis- und Aus-
drucksmoglichkeiten seiner Methoden nicht
"
allgemeingultig\, sondern auf
bestimmte Erkenntnisinteressen hin ausgerichtet sind. Er wird daher die
kritische Befragung seines Instrumentariums nicht als Aront gegen sein
Fach werten.
All dies gilt auch fur die real existierende, in einer Hochschullandschaft
als Fach institutionalisierte Philosophie. Auch ihre Praxisformen eignen
sich, so meine Erfahrung, nicht immer als Arbeitsgrundlage fur den In-
3 Friedrich95
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terdisziplinaristen. Denn entweder begreift die Philosophie sich als lediglich
eine unter vielen verschiedenen Disziplinen. Dann kommt ihr kein beson-
derer, besonders kein umfassender All-Vertretungsanspruch zu. Oder sie
genugte ihrem bisweilen selbst formulierten Anspruch,
"
Konigin der Wis-
senschaften\ zu sein, tatsachlich. Dann musste die Monarchin m.E. etwas
mehr darauf achten, den Kontakt zu ihrem Volk zu suchen { und besonders
den Ingenieuren und Technikern, die am sichtbarsten die Felder unserer
Lebenswelt umgestalten.4
Uberdies darf, gerade wo uber Reduktionismus, moglicherweise tat-
sachlich vorhandene Irrationalitat und (Selbst-)Beschrankung einzelner
Disziplinen (und ihrer Angehorigen) geklagt wird, eines nicht vergessen
werden: Wenn sich ein Wissenschaftler mit einer bestimmten Disziplin
identiziert, konnten sich darin seine tief verwurzelte Grunduberzeugung
bezuglich Moglichkeiten und Grenzen vernunftigen oder redlichen (For-
schungs-)Handelns widerspiegeln. Eine so begrundete Selbst-Beschrankung
ist dann durchaus
"
rational\ vor dem Hintergrund seiner individuellen Bio-
graphie; sie muss ernst genommen werden.
Gleichwohl kann Wirklichkeitserfahrung durch die Eigenschaften eines
Instrumentariums sublim und unbemerkt geformt, verformt und geltert
werden. Der Informatiker etwa als Strukturwissenschaftler halt sein Instru-
mentarium aus der Welt der Formalismen oft genauso fest wie unbewusst in
seinen Handen. So konnte es fur ihn zunachst nahe liegen, Symmetrien auf
formaler Ebene heuristisch mit Symmetrien auf Sachebene gleichzusetzen.
So konnte er etwa das Wort
"
unfrei\ zunachst lesen als
"
nicht frei\, um das





unfreiwillig\ zu verstehen. Oder er





Nutzen\, dass man ebenso fur Schaden wie fur positive Ereignisse verant-
wortlich gemacht werden kann. Dies kann durchaus der Fall sein; es ist aber
weder semantisch selbstverstandlich noch
"
(tauto-) logisch\. Die Logik der
Sprache ist vielfaltiger als die der Boolschen Algebra.




Stufen\ oder Durchdringungsgrade interdisziplinaren Ar-
beitens.
Auf einer ersten Stufe stehen einzelne Facher unverbunden nebeneinan-
der. Das oentlich zugangliche Studium Generale realisiert diesen Ansatz,
wenn Vertreter einzelner Disziplinen Ausschnitte ihres Wissens ohne spezi-
4 Karl Jaspers benennt die Gefahr abgehobenen Philosophierens ausdrucklich, und
bietet gleichzeitig eine Losung an: Philosophie sollte nur studieren, wer zuvor eine
grundstandige praktische Ausbildung genossen hatte.
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schen disziplinaren Adressatenbezug darstellen. Die Sprache darf die des
gehobenen Bildungsburgertums sein, da ein solches Studium Generale ei-
nem allgemeinen Bildungsauftrag folgt.
Auf der zweiten Stufe von Interdisziplinaritat kommen Fachwissen-
schaftler miteinander ins Gesprach, die allgemein etwas von einem ande-
ren Fach erfahren wollen { durchaus in der Honung, es spater einmal fur
die eigene Arbeit verwenden zu konnen, nicht aber mit dem Anspruch, so-
fort operationalisierbare Problemlosungsansatze fur drangende disziplinare
Fragen an die Hand zu bekommen.
Die typische Missverstehensmoglichkeit auf dieser Stufe besteht darin,
dass Experten ihr Wissen unter gelegentlichem Bezug auf das andere Fach
exponieren, Auswahl und Darstellung der Inhalte aber, ahnlich zur ersten
Stufe, nicht auf die Bedurfnisse des Adressaten abstimmen.
Im Gegensatz zur ersten Stufe ist die disziplinare Herkunft der Adressa-
ten jetzt aber bekannt. Angebracht ware deshalb, dass die Fachwissenschaft-
ler ihre allgemeinen Konzepte durch Beispiele und Losungsansatze aus der
Heimatwissenschaft ihres Gesprachspartners verdeutlichen. Didaktisch er-
scheint die Dreischritt-Strategie sinnvoll: konkretes Problem { allgemeines
Prinzip { Anwendung und Losungsvorschlag.
Die Sprache eines solchen Dialogs der zweiten Stufe sollte allgemein
verstandlich sein und das umgangssprachliche Niveau nicht wesentlich uber-
schreiten. Fachbegrie einer Fachwissenschaft { u. d. h.: beider Fachwissen-
schaften! { sind nur mit Vorsicht zu gebrauchen. Erstens durften Fach-
begrie verschiedener Disziplinen meist recht unterschiedlich belegt sein;
gerade unbemerkte fachspezische Bedeutungsunterschiede vergleichswei-
se
"
harmloser\ Begrie erzeugen typischerweise subtile Missverstandnisse.
Zweitens entsteht die Gefahr, dass ein transdisziplinarer Theorieimperialis-
mus gefordert wird: Ein Kommunikationstheoretiker oder Soziologe etwa,
der Zusammenhange seines Faches in der Sprache etwa eines Systemtheo-
retikers oder Informatikers formuliert, konnte bei seinem Gegenuber den
Eindruck erwecken, dass die Systemtheorie oder Informatik als theoretische
Fundierung der soziologischen Inhalte tauglich ware.
Die dritte Stufe der Interdisziplinaritat ist erreicht, wenn ein Fachexper-
te spezische Aussagen uber ausgewahlte Probleme eines anderen Faches zu
machen versucht. Die Leistung besteht in der Ubertragung und Anwendung
allgemeiner Konzepte des einen Faches auf Probleme des anderen Faches.
Diese Ubertragung verlangt eine prinzipielle Durchdringung der Struktur
eines fremden Faches sowie selektives Detailwissen darin.
Realisiert wird eine solche Ubertragungsleistung etwa durch interdiszi-
plinare wissenschaftliche Arbeiten zu Detailfragen, die quer zu einzelnen
Disziplinen liegen: Arbeiten wie die vorliegende aus dem Gebiet der
"
an-
gewandten Ethik\ gehoren dazu, aber auch Burgergutachten als praktisch
durchgefuhrte prospektive Technikfolgenabschatzung und -bewertung.5
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Zuletzt kennt der schon sehr enge disziplinare Schulterschluss auf der
dritten Stufe nochmals eine Steigerung: namlich das Agglomerat verschiede-
ner Disziplinen zu einer neuen Disziplin { die dann noch solange das Etikett
"
interdisziplinar\ tragen darf, bis ihre Inhalte durch Rituale, Dogmen und
Paradigmen erganzt, verfachlicht und so in den Kanon etablierter Facher
aufgenommen werden.
2.2 Klippen interdisziplinarer Arbeit
Interdisziplinaritat sollte meines Erachtens zuvorderst den einen Zweck
verfolgen: Die Grundlage zu schaen fur eine Verstandigung zwischen
Angehorigen verschiedener Disziplinen mit ihren zum Teil grundverschie-
denen wissenschaftlichen Praktiken, Vernunftidealen und Strukturen von
Grunduberzeugungen.
Eine solche Aufgabe zieht spezische Vorgehensweisen ebenso mit sich
wie sie einzelwissenschaftliche Wissenschaftsideale hinter sich lasst. Leiten-
des Ziel einer interdisziplinaren Arbeit kann nicht sein, die Forschung ei-
ner einzelnen Diziplin voranzutreiben { es sei denn durch Korrektiv und
Anregung an die Einzelwissenschaft
"
von auen\; mit einem spezialisieren-
den Anspruch verfehlte der Interdisziplinarist sein eigenstandiges Selbst-
verstandis. Seine Arbeitsform kann auch nicht sein nachzuweisen, dass er
einzelne Sprachspiele beherrscht { es sei denn um zu zeigen, welche Sprach-
spiele verschiedener Disziplinen zueinander in Bezug gesetzt werden konnen.
Ein erster Schritt interdisziplinaren Arbeitens zeigt die Klippen auf, die
mit Hilfe einer angemessenen Arbeitsform zu umschien sind.
2.2.1 Das Adressatenproblem
Falls eine wissenschaftsethische Arbeit, ihrer immer vorhandenen ge-
sellschaftspolitischen Dimension entsprechend, Handlungsempfehlungen
enthalt, sollten diese auf tatsachlich verfugbare Handlungsoptionen und
Einussmoglichkeiten der Adressaten abgestimmt sein, um nicht ins Lee-
re zu laufen: An wen richtet sich die Arbeit? Auf welchem Wissens- oder
Erfahrungshoriziont kann eine Argumentation aufbauen? Welche (wissen-
schaftliche) Sozialisation kann erwartet werden, welches Problembewusst-






Ebenfalls als Folge dessen, dass die tatsachliche Qualikation des Lesers
dem interdisziplinaren Autor kaum bekannt ist, stellt sich das Problem
der besonderen Begrundungslasten. Welche Zusammenhange, Sachverhalte
und Begrilichkeiten mussen im Detail erklart werden, und welche konnen
vorausgesetzt werden? Unter Umstanden sieht man sich einer erheblichen
Begrundungs- und Denitionslast gegenuber, wie sie gegenuber einem dis-
ziplinaren Publikum nicht besteht.
Ein Beispiel: Unter Informatikern kann der Informatiker abstrakte Kon-
zepte wie etwa das ,Halteproblem` als bekannt voraussetzen. Solche Begrif-
fe sind Etiketten fur komplexe und hochtheoretische Zusammenhange. Im
Heranziehen z. B. des Halteproblems zur Untermauerung einer bestimmten
Behauptung im Gesprach zwischen praktischen Informatikern geht es nicht
immer nur um das Erklaren von etwas Unverstandenem mit Hilfe etwas
Verstandenem, sondern, unterschwellig und mit Fragecharakter, oft auch
um eine vergleichende Gegenuberstellung von ahnlich gelagerten und ahn-
lich komplizierten Konzepten mit der Honung, auch das theoretisch schon
(fast) Verstandene noch besser zu durchdringen in dem Versuch, konkre-
te Praxis und abstrakte Theorie zusammenzubringen. Nur: Eine Denition
des Halteproblems wird im Gesprach unter Informatikern nicht verlangt.
Anders nun im interdisziplinaren Dialog. Hier konnte der Informatiker
der Versuchung erliegen, den einen oder anderen heimatwissenschaftlichen
Begri
"
allgemeinverstandlich\ zu denieren oder zu erklaren. Dies mag ge-
lingen, solange lediglich der Laie zuhort. Was aber, wenn mit einer interdis-
ziplinaren Arbeit { ihrem Nebenauftrag als Qualizierungsinstrument und
Initiationsritus folgend { auf Akzeptanz in einer Heimatwissenschaft gehot
werden muss? Wie lasst sich eine Balance zwischen Trivialitat (aus Sicht
der Heimatwissenschaft) und Esoterik (aus Sicht unserer Gastwissenschaft),
zwischen Verstandlichkeit und dem performativen Nachweis einschlagiger
Sprachspiel-Kompetenzen bereichspezischen Jargons nden?
Solche Probleme machen naturlich nicht nur dem Informatiker, sondern
auch dem Philosophen zu schaen, letzterem moglicherweise sogar in ge-
steigertem Mae: Wie angreifbar wurde er sich machen, wenn er Begrie
wie ,Begri`, ,Handlung` oder ,Sollen`
"
verstandlich\ erklaren wollte in Ge-
genwart eines Philosophen!
Fraglich allerdings, ob in der Wissenschaft Allgemeinverstandlichkeit
uberhaupt angestrebt werden sollte. Moglicherweise ergibt sich die Lei-
stungsfahigkeit von einzelnen Systemen der Wissenschaft erst durch eine
Fachterminologie, die hochinterdependente Strukturen pragnant zu kom-
munizieren vermag, um so den Beschreibungsaufwand einer Argumentation
auf ein vom Menschen kognitiv handhabbares Ma zu reduzieren. Wenn





2.2 Klippen interdisziplinarer Arbeit
2.2.3 Das Vertrautheitsproblem:
Welcher Erfahrungshorizont kann beim Leser erwartet werden?
Wie wendet man sich in einer computerethischen Arbeit an Leser, von
denen man nicht wei, wie weit die neuen Technologien schon Einzug
in ihre Lebenswelt hielten? Welchen Erfahrungsschatz kann man im Um-
gang des Computers voraussetzen: Die Erfahrung der Unbegreiichkeit von
Ticket-Automaten groer Verkehrsverbunde? Kenntnis der Handhabung
und Tucken handelsublicher Texterfassungs- und Satzsysteme? Scheitern
beim Versuch, Unix, Windows und MacIntosh-Dokumente ineinander zu
konvertieren? Eine Fahrplanauskunft der Deutschen Bahn AG, die { so
die boshafte Interpretation { bisweilen systematisch Umwege auszugeben
scheint? Ohne einen solchen gemeinsamen Verstehenshintergrund ruckt das
Gelingen von Interdisziplinaritat in unerreichbare Ferne.
2.2.4 Ethisches Urteilen: Kompetenz des Ethik-,Pros`
oder des gesunden Menschenverstands?
Urteile uber ein moralisches (oder zweckrationales, asthetisches etc.)
"
Gut\




Alltags-\Moral? Ist nicht Ethik etwas fur Leute, die nicht
wissen, was sich gehort? Eine Fallunterscheidung oenbart das Dilemma:
Æ Das Urteil der Ethikpros entspricht dem gesunden Menschenver-
stand. Dann kommt die Anfrage, wozu es denn so vieler Uberlegun-
gen bedurfte.
Æ Das Urteil der Ethikpros entspricht nicht dem gesunden Menschen-
verstand. Dann kommt es, falls beim Adressaten nicht die Bereit-
schaft zu grundlichem Umdenken da ist, zur pauschalen Ablehnung
des ethischen Urteils, Stempel:
"
intuitiv nicht einsehbar\.
Æ Eine Chance gehort zu werden hat das moralische Urteil nur, wenn es
sich auf Gebiete bezieht, fur die der gesunde Menschenverstand noch
kein Urteil bereithalt. Nicht immer ist dann allerdings beim Adres-
saten auch die notige Problemsensibilitat vorhanden. (Eine Aufgabe
der angewandten Ethik besteht u.A. darin, eine solche Problemsen-
sibilitat zu wecken.)
Ethische Ziele konkurrieren mit anderen, code-spezischen Zielen. Je-
mand, der das Markt-Modell fur sich als geeignete Explikation seiner Um-
welt erfahren hat (oder darin sozialisiert wurde), wird ganz selbstverstand-
lich nach den Kosten von ethischen Urteilen fragen. Wieder oenbart eine
Fallunterscheidung die Entbehrlichkeit der Ethik:
Æ Entweder gehen dann die ethischen Werturteile konform mit
den Marktgegebenheiten. Dann kommt, neben einem moglichen
Feigenblatt-Vorwurf, die Anfrage:
"
Wozu Ethik, der Markt regelt
es doch von selbst?\
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Æ Oder das ethische Werturteil widerspricht den Marktgegebenheiten
(Gentechnologie, Sterbeheilfe, Gesundheitssystem, Technikentwick-
lung). Dann wird Ethik als
"




Fur andere code-spezische Ziele (Gewinn, Macht und Einuss, Ein-





Alltagsethik\ lasst sich freilich
auosen, wenn man der Unterscheidung von Ethik als Moraltheorie (Ethik
in engerem Sinne) und Moral als Anwendung von Normen auf Falle folgt
(vgl. S. 5) und dem Ethiker nicht automatisch eine besondere moralische
Urteilskompetenz zugesteht.
2.3 Verstehenszugang: Phanomenologie der Sprache
Als ein Hauptproblem interdisziplinaren Dialogs stellt sich mir ein
grundsatzliches Miss- bis hin zum Nicht-Verstehen zwischen Angehorigen
verschiedener Kulturen und Gruppen dar. Zum Teil lasst sich dies an der
Sprache festmachen; tatsachlich bin ich zu der Ansicht gekommen, dass sich
ein Groteil von Verstandigungsproblemen, Unverstandnis und gegenseiti-
ger Ablehnung eher auf Kommunikationsdezite als auf grundsatzlichere
Dierenzen (etwa die in der eudaimonistischen Ethik so wichtige Konzepti-
on des Guten Lebens betreend) zuruckfuhren lassen.
Miss- und Nicht-Verstehen tritt besonders dann gerne auf, wenn laten-
te Bedeutungs-Unterschiede nicht auf den Begri gebracht werden konnen.
Dies gilt besonders fur feine, diÆzile und nicht aus sich selbst verstandliche
Unterschiede, die oberachlich betrachtet kaum als virulent eingeschatzt
werden. Solche Mangel sehe ich nicht nur in der umgangssprachlichen, son-
dern auch in Teilen der etablierten Rede um ,Verantwortung`.
Derart bedingtes Ungemach lindern zu helfen scheinen mir Elemente
sehr gut geeignet zu sein, die John L. Austin schon in den 60er Jahren als
Erkenntnisinstrument empfahl, und die gemeinhin als (sprach-) analytische
Philosophie etikettiert werden.7
Eine tragende Rolle fur die Bedeutungsanalyse von Begrien spielen
fur Austin Universalworterbucher (wie etwa das von mir unten ofters
6 Man konnte dem entgegenhalten, dass ein moralisch motiviertes verandertes Ver-
braucherverhalten sich langfristig auch auf die Anbieterseite zuruckwirke. An der
prinzipiellen Theoriereduktion moralischer auf okonomische Begrie andert sich
durch diesen Einwand nichts.
7 Der Begri
"
analytisch\ verweist in diesem Etikett damit erkennbar auf eine (dif-





Language Philosophy\ bekannt ist.
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herangezogene
"
Duden Universalworterbuch\) { und zwar deshalb, weil
hier der
"
normale\, noch nicht vom feinsinnnigen Fachdiskurs
"
korrigier-
te\ (oder auch verbildete) Sprachgebrauch dokumentiert ist. Austin will
Worterbuchern keine Beweis-Funktion zubilligen. Wohl aber konnen sie als
Einstieg in eine Begrisanalyse helfen, einer von Fachleuten selbst nicht
immer bemerkten Scheuklappenblindheit vorzubeugen.
Austins Verfahren eignen sich meines Erachtens besonders fur den inter-
disziplinaren Dialog. Austin betont ausdrucklich, dass sein Vorgehen glei-
chermaen Spa am Philosophieren fordere wie es ein Philosophieren ohne
tiefe Kenntnisse von Kant und Aristoteles ermogliche. Zum anderen hat
Austin selbst die analytische Methode an einem Gegenstandsbereich ex-
emplarisch ausgefuhrt, die eng mit meiner Fragestellung zusammenhangt
{ namlich der analytischen Untersuchung des Sprachspiels von Entschuldi-
gungen.8
2.3.1 Orte moglichen Miss- und Nichtverstehens
Einige typische Kandidaten, die Miss- und Nicht-Verstehen leicht fordern,
seien in loser Folge aufgereiht:
Æ Mehrdeutigkeit von Worten; eine solche verbirgt sich etwa im Wort







jedem in Einklang mit den geltenden Gesetzen\
sowie
"
jedem nach seinen Bedurfnissen\ { wie kann man diesem In-
terpretationsraum im interdisziplinaren Gesprach gerecht (sic!) wer-
den, wenn nicht schon vorgangig die einzelnen Interpretationen auf
den Begri gebracht wurden?
Æ Unubliche Pradikationen; was ist zu tun, wenn ein wohlbekanntes
Wort in neuem Kontext erscheint, oder bestimmten Eigenschaften
auf kreative Weise ungewohnlichen Kategorien zugesprochen werden
(wie etwa bei der
"
Verantwortung\ von Computern der Fall)?
Æ Unklare Implikationen; nicht immer ist klar, welche Folgerungen ein
Horer aus einer Mitteilung ziehen kann, soll oder nicht darf, was also
in einer Behauptung mittransportiert wird. So scheint etwa die Zu-
schreibung von Verantwortung zunachst eng mit der Moglichkeit von
Schuldurteilen und nachfolgender sozialer Sanktionen gekoppelt zu
sein: Implikationen, die auch ein Verantwortlich-Machen von Com-
putern (und auch Institutionen) schwer fallen lassen { falls jene sich
so aufrecht erhalten lassen.




Implikaturen,9 Prasuppositionen10 und illokutionaren Gehalten.11
Æ Mangelnde Sprachkenntnis; eine solche scheint sich zwar, etwa bei
Fremdworten, durch ein gutes Worterbuch leicht beheben zu lassen.
Eine vermutete Okonomie der Sprache lasst es jedoch als unwahr-
scheinlich erscheinen, dass ein Sprachverwender fur tatsachlich iden-
tische Dinge oder Bedeutungen zwei synonyme Worte bereithalt.
Auf Erklarungen mit Sachbezug { und so auch Sachverstand { lasst
sich damit kaum verzichten.
Æ Phrasische Sprache. Der Sinn des Satzes
"
Ins Bockshorn jagen las-
sen\ lasst sich nicht durch Reexion auf die Bedeutung von ,Bocks-
horn` erschlieen [nicht-Extensionalitat der Sprache]; Fur das Idiom
"
Tritt fassen\ (auch in Wendungen wie
"
Die Borse fasste Tritt\)
gibt es kein verbum proprium.12
Æ Metaphern, Neuschopfungen und sprachliche Kreativitat. Das Wort
"
Wartung\ etwa hat in der Informatik eine vollig andere Bedeutung
als bei den Ingenieuren { hier ist schon innerhalb der Technikdiszi-
plinen ein Missverstehen vorprogrammiert.13
Æ Bedeutungsverschiebungen in Abhangigkeit von grammatischen For-
men. Bisweilen ist mit verschiedenen grammatischen Formen






schuldig\.) Ahnliches gilt fur aktivische und





Æ Gleichsetzung von sprachlicher Negation und sachlichem Gegenteil.
nicht immer lasst sich auf das Gegenteil einer Sache mit Hilfe einer
Negation auf Sprachebene Bezug nehmen. Das Gegenteil von
"
frei-
willig\ konnte, so Austin, etwa
"
unter irgendeinem Zwang\ (etwa







gewollt\ zu nennen waren. Austin warnt
deshalb nachdrucklich vor einer allzu selbstverstandlichen Assoziie-
rung von Negation und Gegenteil. (Diese Warnung zu befolgen wird
sich etwa dort auszahlen, wo die Verantwortung fur Fehler von einer
"
Verantwortung\ fur positive Ereignisse sachlich zu unterscheiden
9 Beispiel: Wer behauptet, dass einige Philosophen analytische Philosophie fur
unnotig halten, meint naturlich, dass nicht jeder Philosoph dieser Meinung ist.
10 Beispiel: Die Frage
"
Wer hat von meinem Tellerchen gegessen?\ setzt voraus, dass
es etwas zu essen gab.
11 Beispiel: Wer zutreend feststellt
"
Dort ist die Tur\, will auf das Ende eines Ge-
sprachs aufmerksam machen (Searle: direktiver Sprechakt) oder gar eine Drohung
aussprechen (Searle: kommissiver Sprechakt). Konzis zu allen hier verwendeten Be-
grien und Beispielen: Grewendorf89.
12 Weydt92a, S. 39f
13 Zur Funktion von Begrien wie ,Wartung`, ,Zuverlassigkeit` und ,Fehlertoleranz`
siehe etwa Grams93a
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sein wird). Zudem gebe es oft auch gar kein Gegenteil auf Sache-
bene, so dass eine Negation auf Sprachebene auf ganzlich andere
Sachebenen verweise:
"
Indem ich die Butter heruberreiche, stoe ich (versehentlich) die
Teetasse, nicht aber den Sahnetopf um { aber ich lasse den Sah-
netopf dabei nicht unversehentlich stehen.\14
Æ Falsche Korrelationen; nicht immer werden Begrie zurecht assozi-







uberlegt\ u.A. kaum (also auch nicht negativ)
korreliert:
"
Wir gehen die Klippen entlang. Ich verspure einen plotzlichen
Impuls, dich hinunterzustoen { was ich auch sofort tue: ich han-
delte impulsiv, dennoch beabsichtigte ich sicherlich, dich hinun-
terzustoen und habe mir vielleicht sogar eine kleine List ausge-
dacht. Doch selbst dann handelte ich noch nicht uberlegt, denn
ich habe mich nicht gefragt (bin nicht stehen geblieben, um mich
zu fragen), ob ich es tun soll oder nicht.\15
Æ Verwissenschaftlichte Sprache; gehobener Stil scheint heutzutage

















inadaquat\. Angestoen wird eine solche (scheinbare) Ver-
wissenschaftlichung der Sprache dadurch, dass die Ergebnisse von
Einzelwissenschaften (besonders z. B. der Psychoanalyse) in die All-
tagssprache durchschlagen.
2.4 Folgerungen fur die vorliegende Arbeit
Die Vielzahl der interdisziplinaren Randbedingungen stellt konkurrieren-
de Anforderungen an die vorliegende Arbeit. Die ubergreifende Fragestel-
lung lasst keine selektive, ausschlielich durch Tiefensuche ans Tageslicht zu
bringende Antwort zu. Eher ist gefordert, schon existierende Beitrage ver-
schiedener Wissenschaften zu einem stimmigen Ganzen zusammenzufugen.
Dazu mussen zunachst viele einzelne Aussagen (samt zugehoriger Methode
und erkenntnisleitenden Interessen) vom Interdisziplinaristen im Grundsatz
verstanden und daraufhin abgeklopft werden, ob sie einen Beitrag zur aktu-
ellen Fragestellung liefern. Durch eine solche Rekontextualisierung werden
14 Austin56/77, S. 28





nutzlichen\ der innerwissenschaftlichen Aussagen zum Teil neu inter-
pretiert, auf jeden Fall aber neu mit anderen Inhalten in Bezug gesetzt.
Als Ergebnis dieser Arbeitsweise entsteht ein weitgespanntes Netz von
Inhalten und Argumentationstrangen. Zwar gibt es einen roten Faden, doch
dieser erlangt Bedeutung weniger durch seinen Aufbau an sich, sondern eher
durch die Anknupfungspunkte an andersfarbige Faden. Um die Metapher
zu uberziehen: Wahrend es Einzelwissenschaften darum zu tun ist, kleine
Flicken wasserdichten Filzes zu produzieren, verknupft der Interdiszipli-
narist lose Enden zu einem groeren Ganzen. Dieses groere Ganze wird
freilich aus Ressourcenmangel und den aufgezahlten Schwierigkeiten inter-
disziplinarer Arbeit oene Stellen aufweisen und vorlaug bleiben { nach
den Kriterien disziplinarer Forschung ein lochriges Flickwerk, das aus an-
gemessenem Abstand betrachtet jedoch eine aus lokaler Perspektive nicht
erkennbare Gestalt entwickelt.
In der vorliegenden Arbeit verknupft sind:
Æ eine thetische Exposition der genuinen Kernthemen der Computer-
ethik:
"




Æ eine metaethische analytische Untersuchung zum Begri der indivi-
duellen Verantwortung; daran direkt anschlieend eine Interpreta-
tion eines individualistischen materialen Verantwortungskonzeptes
und seine Einordnung in materiale Positionen allgemeiner Ethik;
Æ eine analytische Reduktion einzelner Positionen der sogenannten
"
kollektiven Verantwortung\ auf Lesarten der individuellen Verant-




Æ eine Anwendung der Theorie der kognitiven Funktion von Meta-
phern in der Wissenschaft auf verschiedene Weisen von Verstehen
von Formalen Systemen, mit Anschluss an die Leitbilddebatte in der
Informatik;
Æ eine Rekonstruktion des Tuns von Informatikern und eine Kritik am
vorherrschenden Automatisierungsleitbild in der Informatik entlang
traditioneller Beschreibungen des Software Life Cycles; daran an-
gelehnt eine analytische Untersuchung zu informatischen Komple-
xitatsbegrien, insofern solche mit
"
Komplexitat der Lebenswelt\
zu tun haben und diese im Einussbereich informatischen Handelns
steht;
Æ eine positive Formulierung dessen, was Informatiker tun sollten, um
verantwortlich und vom Nutzer im Einsatz verantwortbare Software
zu gestalten.
Das Eigentliche dieser Arbeit ist folglich die Auswahl von Beitragen ein-
zelner Wissenschaften und ihr neues Arrangement. Die Puzzelstucke brau-
chen nicht unbedingt neu zu sein (ja, durfen es nicht einmal zu sehr sein),
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wenn das Neue im Gesamtbild zu nden ist. Einige neue Puzzelstucke sind
{ auch wenn an sich nicht unbedingt benotigt { durchaus vorhanden: In
der Analyse des Verantwortungsbegris zeigte ich exemplarisch im Detail
(und in traditioneller wissenschaftlicher Manier), wie mit analytischer Be-
grisarbeit ein Beitrag zum Stand etablierter Forschung geleistet werden
kann.
2.4.1 Umschiung der Klippen interdisziplinarer Arbeit?
Das Adressatenproblem versuche ich dadurch zu losen, dass meine in
Kapitel 4.4, S. 117. bewerteten Strategien des Entwurfs und des Einsat-
zes von Software sowohl dem einzelnen, an Vorgaben gebundenen und
lohnabhangigen Informatiker im Rahmen seiner auch bei ihm verbleibenden
Entscheidungsspielraume im Kern seines beruflichen Handelns Orientierung
bieten konnen als auch dem hoherrangigen Entscheidungstrager mit weit-
reichenderen Gestaltungsbefugnissen.
Das Ideal der Allgemeinverstandlichkeit allgemein einzulosen lies sich
nicht verwirklichen. Ich versuchte jedoch, zumindest die Erlauterungen
zu einzelnen Kernbegrien wie dem der Verantwortung, der (informati-
schen) Metapher oder der Komplexitat ausreichend verstandlich zu machen.
Die Bedeutungsanalyse zum Verantwortungsbegri suchte ich beispielsweise
durch Bezugnahme auf alltagliche Redewendungen und Beispiele transpa-
rent zu machen.
Das Problem der besonderen Begrundungslasten versuchte ich zu losen,
indem ich die eine ausgewogene Mitte anstrebte { die beste aller Losungen,
da sich jetzt jeder der verschiedenen Leser (Informatiker, Philosoph oder
interessierter Laie) angesprochen fuhlen kann?
Beim Vertrautheitsproblem ging ich pragmatisch davon aus, dass die
Produkte meiner Wissenschaft { bei anderen interdisziplinaren Arbeiten
mag dies anders sein { inzwischen in unserer Lebenswelt so allgegenwartig
sind, dass hier ausreichend (leidvolle) Erfahrung besteht.
Analytische Philosophie als unverkennbar durchscheinender Zugang zur
Fragestellung habe ich nicht selbst gewahlt. Er ergab sich vielmehr von
selbst aus meiner Sozialisation wahrend des Informatikstudiums. Ich bin zu
sehr Strukturwissenschaftler geworden, als dass ich uber die zugehorigen
Denkweisen hatte frei verfugen konnen { fur mich die durch Introspektion
gewonnene Bestatigung der These, dass die Methoden und Darstellungs-







Im vorliegenden Kapitel stelle ich eine kleine Phanomenologie der Bedeu-
tungen des Verantwortungsbegris auf. Dabei geht es primar um Sprache:
Begrie, Bedeutungen und (Miss-)Verstehensmoglichkeiten. Was ich unter
,Begri` und ,Bedeutung` (und ein paar weiteren Grundbegrien) verste-
he, fuhre ich im ersten Abschnitt 3.1 ein. Dabei geht es mir, wohlgemerkt,
keinesfalls um eine neue Bedeutungstheorie; ich will lediglich einige (ver-
gleichsweise unproblematische) Grundanschauungen beschreiben und mit
einem Etikett versehen, um sie dem Zugri der Sprache zu onen.
In Abschnitt 3.2 stelle ich die zentralen Grundbedeutungen des Verant-
wortungsbegris vor, wie sie schon aus gangigen Worterbuchern ersichtlich
werden: anfangsetzende Ursachlichkeit (umgangssprachlich:
"
schuld sein
an\), Sorgepicht, Rechenschaftspicht und moralische Schuld (gehobene
Sprache:
"
schuldig sein wegen\). Daran anschlieend diskutiere ich weiter-
gefasste
"
Aspekte\ (namlich Bedeutungen des Begris und Bedeutungen fur
unsere soziale Praxis) von Verantwortung noch einmal ausfuhrlicher und sy-
stematischer. Von besonderem Interesse sind dann erstens Zusammenhange
zwischen den einzelnen Bedeutungen, zweitens dann die Rollen der einzel-
nen Bedeutungen in der vielzitieren
"
Zuschreibung\ { genauer auszufuhren
als (Sprech-)Handlung bzw. als sozialpsychologischer Prozess { von Verant-
wortung.
Die einzelnen Bedeutungen von Verantwortung sind lediglich einzelne
Teile eines groeren Ganzen, eines Komplexes, der mehr ist als die Sum-
me seiner Teile. In Abschnitt 3.4 versuche ich zumindest zwei Bedeutungen
wieder zusammenzusetzen:
"
Verantwortung\ ist, so meine Rekonstruktion
nach der Sezierung, eine Rechenschaftspicht, die sich aus Sorgepicht be-
grundet. Diese Rekonstruktion geht, wie ich in Kapitel 3.5, S. 72. diskutie-




Das Kapitel 3.6, S. 84. reit ein handlungstheoretisches Grundproblem
an: Wie identizieren wir anfangsetzende Handlungssubjekte in einem kom-
plexen Weltverlauf, und wie identizieren wir ihre Handlungen? Ich ver-
suche zu zeigen, dass diese Interpretationsleistungen nur vor einem Ver-
stehenshintergrund, der auch Normen und Verhaltenserwartungen enthalt,
gelingen konnen.
Zuletzt erweitere ich in Kapitel 3.7, S. 91. die Bedeutungsanalyse des
Verantwortungsbegris auf die sogenannte
"
kollektive Verantwortung\ { al-
lerdings nur so weit, als diese Hinweise gibt, wie auch der Redeweise
"
Der
Computer ist verantwortlich\ eine sinnvolle personenbezogene individuale-
thische Bedeutung zu geben ware.
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3 Theorie der Verantwortung
3.1 Worter, Begrie, Bedeutungen
Zu den schwierigsten Begrien der Sprachphilosophie gehoren Begrie
wie ,Begri`, ,Bedeutung`, ,Inhalt`, ,Sinn`, ,Denition`, ,Explikation`, ,Er-
klarung` u. v.m. Obwohl ich diese Begrie (nicht nur hier) nicht tiefgehend
klaren kann, werde ich bisweilen auf sie zuruckgreifen mussen. Daher einige
informelle Erlauterungen der Begrie Wort, Begri und Bedeutung.
3.1.1 ,Begri`
Der Begri ,Begri` wird in der Philosophie zu kontrovers diskutiert, als
dass er in meiner Argumentation eine prominente Rolle einnehmen konnte.
Wenn ich den Begri ,Begri` doch verwende, so halte ich es mit dem Duden:
eine umfassende
"
Gesamtheit wesentlicher Merkmale in einer gedanklichen
Einheit\, eine abstrakte
"
Vorstellung, Auffassung von etwas\.1 Christian
Thiel fuhrt sinnentsprechend dazu aus:
"
Begrie sind abstrakte, dabei nach realistisch-platonistischer Auffassung
wirkliche, nach nominalistischer Auffassung jedoch nur ktive Ge-
genstande [. . . ]\;2
und
"
Meyers kleines Lexikon Philosophie\ verweist auf die Anschauung,
wenn es den Begri ,Begri` festhalt als
"
[. . . ] umgangssprachlich das Ergebnis eines Denkakts, eine allgemeine
Vorstellung oder ein Idee; in engerem Sinne stellt ein Begri { als Ergeb-
nis einer Abstraktion { das abstrakte Allgemeine im konkreten Einzelnen
dar (z. B. ,die Rote` in ,dieses rote Buch`, ,das Gute` in ,deine gute Tat`)
[. . . ]\3
Die meisten Philosophen konnten dieser Bestimmung wohl zustimmen;
Uneinigkeit wird entstehen, wenn es gilt, diese Erlauterungen naher an-
zufullen.
Eine gangige Dierenzierung unterscheidet zwischen der Extension eines
Begries: all die Dinge, die unter diesen Begri fallen, und der Intension
eines Begries: all die Eigenschaften, die fur die Extension eines Begris
charakteristisch sind. Dies mag unter analytischen Ordnungsgesichtspunk-
ten fur Dinge der
"
realen Welt\ und auch der Mathematik sinnvoll sein {
fur theoretische und abstrakte
"
Dinge\ wie den Verantwortungsbegri hilft
es nur mittelbar weiter.
Als fruchtbar fur eine klarende Durchdringung der allgemeinen Vorstel-
lung und gedanklichen Einheit (also den Begri) ,Verantwortung` erweist











3.1 Worter, Begrie, Bedeutungen
einen Komplex zu erkennen, d. h. als ein
"
geschlossenes Ganzes, dessen Tei-
le vielfaltig verknupft sind\ (Duden, Stichwort
"
Komplex\). Eine solche er-
kenntnislenkende Metaphorik versuchsweise zu akzeptieren bedeutet, nach
den Teilen des Verantwortungsbegris zu suchen und ihre Zusammenset-
zung zu analysieren. (Dieser Aufgabe widmet sich das vorliegende Kapitel.)
Eine besondere Gruppe von solchen Teilen sind die Bedeutungen eines Be-
gries.
3.1.2 ,Bedeutung`
Die Bedeutungen eines Begries sind das, was in einer bestimmten Verwen-
dungssituation einer abstrakten allgemeinen Idee genauer gemeint ist, das
konkrete Einzelne hinter dem abstrahierten Allgemeinen. Die Bedeutung
eines Begries verstehen wir unmittelbar, wenn wir von einer Sache ausrei-
chend Verstandnis haben; wir haben aber sonst keinen direkten Zugri auf
die Bedeutungen eines Begries.
Gleichwohl konnen wir jeweils in einer Situation Gemeintes umschreiben













helle Teil eines 24-stundigen Zeitabschnitts\.
Keine Umschreibung trit eine Bedeutung jeweils ganz: Es gibt keine
Ortho- und keine vollstandig klare Meta-Sprache fur Umschreibungen; auch
fur Umschreibungen mussen wir auf ein Verstandnis von Elementen dersel-
ben Klasse zuruckgreifen, die als problematisch bekannt ist: Begrie. Die
Gesamtheit aller Umschreibungen einer Bedeutung bildet ein komplexes
(d. h.: zusammengesetztes, nur als Gesamtes verstehbares) Netzwerk von
Relationen. Einzelne konkrete Umschreibungen als Ausschnitt dieses Netz-
werkes beleuchten einzelne Aspekte eines Begris, um andere im Schatten
zu lassen. Verwendungskontext, Verwendungsmoglichkeiten und Konnota-
tionen der spezischen situativen Bedeutung eines Begris und ihrer Um-
schreibungen werden sich immer unterscheiden.
Wahrend Gottlob Frege die Bedeutung eines Begris mit seiner Ex-
tension (die Menge aller Gegenstande, die
"
unter den Begri fallen\) iden-
tizierte und seine Intension
"
Sinn\ nannte, wird { sofern uberhaupt ein
enger Zusammenhang zwischen ,Begri` und ,Bedeutung` behauptet wer-




Sinn\ verstanden.4 In weite-
rem Sinne kann { falls ein Anschlu an die traditionelle Unterscheidung
zwischen Extension und Intension trotz aller damit verbundenen Schwie-
rugkeiten gewunscht ware { im folgenden unter ,Bedeutung` das Ergebnis
einer Umschreibung verstanden werden, die geeignet ist, einen (konkreten
wie abstrakten) Gegenstandsbereich feiner zu unterteilen.
4 In Anlehnung an Frege wird unter der Extension einer Funktion ihr Werteverlauf
verstanden, wahrend die Intension mit der Berechnungsvorschrift identiziert wird.
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3.1.3 ,Wort` als grammatische Kategorie
Unter Wort sei im Folgenden verstanden eine
"
kleinste selbstandige sprach-
liche Lautgruppe mit einer bestimmten Bedeutung\5 (linguistisch: ein Le-
xem als eine Bedeutungseinheit als Bestandteil eines Lexikons). Ein Text
etwa besteht ebenso aus Wortern wie eine Rede oder das Gesprach am
Fruhstuckstisch. Einerseits kann ein und dasselbe Wort in verschiedenen







Bilde\ etc. gelten als ein Wort {, andererseits konnen morphologische Form
oder syntaktische Funktion im Satz durchaus zur Wortunterscheidung bei-










Identische Buchstabenfolgen konnen unterschiedliche Bedeutungen ha-
ben. Sind diese sehr unterschiedlich, hat man ein Homonym vor sich {
etwa bei den zwei verschiedenen Wortern
"
kosten1\: "




einen bestimmten Preis haben\; hangen
solche verschiedenen Bedeutungen lose zusammen { wie etwa bei
"
Pferd\
alias Tier, Turngerat oder Schachgur { spricht man von einem, dann aber
einem polysemen Wort.6 In der Verschiedenheit von Bedeutungen gibt es






der helle Teil eines 24stundigen Zeit-
abschnitts\) oder weniger (wie etwa bei
"
Pferd\) zusammen gehoren. Ent-
sprechend ergibt sich das Problem der Abgrenzung einzelner Bedeutungen
und ihrer Dierenzierung in zusammenhangende Teilbedeutungen. Die Ety-
mologie gibt hier nur ein grobes Raster vor, das durch Urteilskraft und ein
gewisses Gespur fur Unwesentliches verfeinert werden muss.7
Lassen sich Bedeutungen von Wortern schon in isolierter Stellung un-
terscheiden, dann wachst die Bedeutungsvielfalt eines Wortes, wenn man
seine Stellung im grammatischen und sinngebenden Kontext (Satzgefuge
und Verwendungssituation) betrachtet (Bsp.:
"
Ein Auge auf jemanden wer-
fen.\).8 Hinzu kommen Bedeutungsunterschiede, die sich an der morpholo-
gischen und syntaktischen Form von Worten oder ihrer Verwendung fest-
machen lassen. (Bedeutungs-)Worterbucher berucksichtigen solche Bedeu-






schuldig\) eines Wortfeldes als eigene Stichworter













homonym\ und das Beispiel
"
kosten\ nach den zugehorigen Stichworten
in DDUW89 ; ebenso
"
Polysem\ und das Beispiel
"
Pferd\.
7 Ausfuhrlich vgl. Naumann92a
8 Hessky92a
9 Zu Ordnungs- und Abgrenzungskriterien vgl. Kromann92a; Drosdowski86
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3.1.4 Begri, Bedeutung und Wort
Gangigen typographischen Bezeichnungskonventionen folgend nehme ich
auf Worte { etwa das Lexikon-Stichwort
"
Schuld\ { mit doppelten
Anfuhrungszeichen Bezug, auf Begrie als Abstrakta oder kognitive Ein-
heiten { etwa den Begri ,Schuld` als moralische Kategorie { mit einfachen
Anfuhrungszeichen.10
Es ist bekannt, dass der Zusammenhang von Begrien, Bedeutungen
undWorten ein leidlich problematischer ist. Was ware etwa das Gemeinsame
in dem Begri ,Pferd`, wenn einmal das Tier, das andere Mal die Schachgur
gemeint ist? Nicht immer gibt es eine Menge von Kern-Eigenschaften, die in
allen Bedeutungen eines Begries enthalten sind. Auch gibt es Worte (wie
etwa
"
Spiel\), die auf ganze Bedeutungsfamilien verweisen.11
Fragen, die sich in Bezug auf den Schuld- oder den Verantwortungs-







schuldig sein\ mit einem
"
Begri von ,Schuld \̀
gemeinsam? Ist es erlaubt, von dem Begri der Verantwortung zu reden,
wenn schon die gangigen Bedeutungsworterbucher zu den unterschiedlichen
Worten im Wortfeld Verantwortung deutlich unterscheidbare Bedeutungen
anfuhren?
Es sei erlaubt, qua obiger Setzung: Unter ,Begri` verstehe ich, wie
oben ausgefuhrt, eine abstrakte, gedankliche und ubergreifende Einheit {
ubergreifend in einem Sinne, dass der Begri ,Picht` auch die Bedeu-
tungsgehalte der etymologisch verwandten Wortfamilie zu
"
Pege\ umfasst,









Schuld\ spezische Bedeutungen aufweisen, umfassen die
Begrie ,Picht` oder ,Schuld` groere Bereiche menschlicher Erfahrungen,
Einstellungen und Lebenszusammenhange.
Ich werde in meiner Argumentation dem Begri ,Begri` keine tragende
Rolle uberantworten, ihm keine prominente Zeugenfunktion einraumen. Wo
ich doch von Begrien spreche { etwa wie hier uber ,Begri`, oder an anderer
Stelle vom Begri ,Verantwortung` (als abstraktes Allgemeines, nicht als




10 Ebenfalls mit doppelten Anfuhrungszeichen gekennzeichnet sind Zitate und zi-
tatahnliche Anfuhrungen (etwa: Lenks
"
Dimensionen\ von Verantwortung), Iro-
nisierungen (etwa: der
"
Ethikpro\ wei . . . ) und Distanzierungen, die das Wort
"
sogenannt\ ersetzen (etwa: die
"
wahre\ Behauptung).
11 Vgl. ausfuhrlicher Pawlowski80, Kapitel 6:
"
Begrie mit Bedeutungsfamilien und

























3 Theorie der Verantwortung
3.1.5 Aspekte eines Begris
Als die Aspekte eines Begris deniere ich (Umschreibungen von) Bedeu-
tungen eines Begri in einem erweiterten Sinn. Dazu gehoren uber die wie
oben eingefuhrten
"
wortlichen\ Bedeutungen12 hinaus auch pragmatische
Kategorien wie konversationelle Implikaturen, Prasuppositionen und illo-
kutionare Gehalte (vgl. S. 33). Die Aspekte eines Begris zu benennen un-
terstutzt den interdisziplinaren, mehr-deutbaren Diskurs in besonderer Wei-
se, da so nicht nur
"
wortlich\ Gemeintes, sondern auch implizit enthaltene
Auorderungen, Wertungen oder Verhaltenserwartungen an den Gegenuber
zur Sprache gebracht werden.
Einen Zugang zu den vielfaltigen Aspekten in mehrdeutigen Begrif-
fen erhalt man, wenn man die Pragmatik (d. h. die Sprachverwendung)
der suspekten Begrie untersucht. In moglichst vielen Gebrauchskontexten
und grammatischen Flexionen wird ein suspekter Begri durch andere Be-
grie oder Umschreibungen, die das mitgeteilte Gemeinte moglichst wenig
verandern, ersetzt und erklart.
3.2 Bedeutungen des individuellen Verantwortungsbegris
Im vorliegenden Abschnitt interessieren mich zunachst ausschlielich die Be-
deutungen von ,Verantwortung`, wo von der Verantwortung von Menschen
die Rede ist:
"
verantwortlich sein fur Y\, die transitive Form
"
A verantwor-
tet X\ wie die reexive Form
"
A verantwortet sich\, beide Formen meist













zur Verantwortung ziehen\, begleitet von einem
"
sich der Verantwor-




3.2.1 Der allgemeine Sprachgebrauch
laut Auskunft allgemeiner Worterbucher
Im vorliegenden Absatz geht es darum, den
"
allgemeinen Sprachgebrauch\
des Verantwortungsbegris zu rekonstruieren. Als Einstieg eignen sich hier-
zu
"
ganz normale\ Worterbucher am besten, da solche explizit beanspru-
12 Linguistisch: Lesarten eines Lexems; das Lexem (das Wort) ,Bank` hat die zwei
Lesarten (Bedeutungen) ,Sitzmobel` und ,Geldinstitut`.
13 Ahnlich auch die Aufstellung von Redeweisen um ,Verantwortung` in Bulow94
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chen, den eingefuhrten Sprachgebrauch zu dokumentieren. Stellvertretend




Ahnlich John L. Austin korrelieren die Autoren von Worterbuchern
i.A. verschiedene morphologische und syntaktische Wortformen mit Grup-
pen von Bedeutungen. Nach welchen Kriterien die Vielfalt moglicher Wort-
formen und Bedeutungen ideal zu sortieren waren ist umstritten. Gewiss
ist, dass Bedeutungen ein zentrales Orientierungsmerkmal sind.
Tabelle 3.1 stellt die Auskunft des Duden zum Substantiv
"
Verantwor-
tung\ textlich unverandert, im Layout jedoch etwas lesbarer dar. Tabelle
3.2 beschreibt das Adjektiv
"




Verjantjworjtung, die: -, -en:
1a) [mit einer bestimmten Aufgabe,
einer bestimmten Stellung ver-
bundene] Verpichtung, dafur
zu sorgen, da (innerhalb ei-
nes bestimmten Rahmens) alles
einen moglichst guten Verlauf
nimmt, das jeweils Gute und
Richtige getan wird u. moglichst
kein Schaden entsteht:
eine schwere V.; die V lastet
schwer auf ihm; die Eltern ha-
ben, tragen die V. fur ihre Kin-
der; fur jmdn., etw. die V. uber-
nehmen; aus dieser V. kann dich
niemand entlassen; sich seiner V.
[fur etwas] bewut sein; ich tue
es auf deine V. (du tragst dabei
die Verantwortung); in der V.
stehen (Verantwortung tragen);
etwas in eigener V. (selbstandig,
auf eigenes Risiko) durchfuhren;
1b) ho. Pl.i: Verpichtung, fur et-
was Geschehenes einzustehen
[u. sich zu verantworten 2]:
er tragt die volle V., die allei-
nige V. fur den Unfall, fur die
Folgen; er lehnte jede V. fur den
Schaden ab; eine anarchistische
Gruppe hat die V. fur den An-
schlag ubernommen (hat sich zu
ihm bekannt); jmdn. [fur etw.]
zur V. ziehen (jmdn. als Schuldi-
gen [fur etw.] zur Rechenschaft
ziehen).
2. ho. Pl.i: Verantwortungsbewut-
sein, -gefuhl:
ein Mensch ohne jede V.
3. (veraltet, noch landsch.) Recht-
fertigung;
Tabelle 3.1: Duden: Stichwort
"
Verantwortung\
Die erste und die zweite Grundbedeutung von
"
verantwortlich sein\:
Sorgepicht und Rechenschaftspicht. Bei den Bedeutungen des Substantivs












3 Theorie der Verantwortung
verjantjwortjlich hAdj.i:
1a) fur etw., jmdn. die Verantwor-
tung tragend:
der -e Redakteur; die Eltern sind
fur ihre Kinder v.; er ist dafur v.,
da die Termine eingehalten wer-
den; ich fuhle mich dafur v.; ein
Manuskript v. (als Verantwortli-
cher) redigieren; wer zeichnet fur
diese Sendung v.?
1b) Rechenschaft schuldend: er ist nur dem Chef/(auch:) dem
Chef gegenuber v.; der Abgeord-
nete ist dem Volk v.;
1c) fur etw. die Verantwortung (1b)
tragend, schuld an etw.:
fur den Unfall allein, voll v. sein;
du kannst den Arzt nicht fur
ihren Tod v. machen (ihm die
Schuld daran geben u. ihn dafur
zur Rechenschaft ziehen); wenn
dem Kind etwas passiert, ma-
che ich dich v.! er machte das
schlechte Wetter fur den Unfall
v. (erklarte es zur Ursache).
2) mit Verantwortung (1a) verbun-
den:
eine -e Tatigkeit; er sitzt an -er
Stelle;
Tabelle 3.2: Duden: Stichwort
"
verantwortlich\
Um zu verdeutlichen, wie einschneidend sich diese beiden Bedeutungen
unterscheiden, vergleiche man die beiden Satze
Æ
"




Der System-Operator ist verantwortlich fur den Zusammenbruch
des Netzwerkes\
Im ersten Fall ist gemeint, dass der System-Operator fur etwas zu sorgen
hat { namlich Sicherheit {, im zweiten Fall, dass er fur etwas Rechenschaft




In den vorliegenden zwei Satzen konnen die zwei Bedeutungen von
"
ver-
antwortlich\ alleine durch menschliches Lebensweltwissen, jedoch nicht auf
Basis grammatisch-syntaktischer Satzmerkmale auseinandergehalten wer-
den. Die zwei Bedeutungen von
"
verantwortlich\ konnen ebenfalls nicht an
so etwas wie der
"
Qualitat\ des Objektes im Satz voneinander geschieden
werden: Ware der SysOp als Hacker zur Wirtschafts-Sabotage angesetzt,
ware ganz selbstverstandlich auch im zweiten Satz die erste Bedeutung ein-
zusetzten: Der SysOp hatte dafur zu sorgen, dass das Netzwerk zur geeig-
neten Zeit zusammenbricht.
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verjantjworjten hsw. V.; hati
[mhd. verantworten = (vor Gericht) rechtfertigen, eigtl. = (be)antworten]:
1) es auf sich nehmen, fur die
eventuell aus etw. sich ergeben-
den Folgen einzustehen; vertre-
ten:
eine Manahme, Entscheidung
v.; etw. ist nicht zu v.; ich kann
das [ihm gegenuber, vor Gott,
mir selbst, meinem Gewissen]
nicht v.
2) hv + sichi sich [als Angeklagter]
rechtfertigen, sich gegen einen
Vorwurf verteidigen:
du wirst dich fur dein Tun [vor
Gott, vor Gericht] v. mussen; der
Angeklagte hat sich wegen Mor-
des zu v. (steht unter Mordan-
klage);
Tabelle 3.3: Duden: Stichwort
"
verantworten\
Der Bedeutungsunterschied kann auch nicht auf Basis einer Unterschei-
dung von Fruher oder Spater in Bezug auf ein Ereignis festgemacht werden:
Beide Aussagen lassen sich sowohl ex ante (d. h.: vor) als auch ex post (d. h.
nach einem Schadenseintrit) bedeutungsgleich auern.
Der Bedeutungsunterschied konnte hingegen grammatikalisch deutlich
werden, wenn der hypothetische Sprecher sich mehr um eine dierenzierte
Sprache bemuhen wurde: Im zweiten Beispiel { und nur dort { konnte die





auf Grund von\. Dann ware
genau dort, wo die Praposition fur durch die Konstruktion auf Grund von
ersetzt wurde, eine Rechenschaftspicht gemeint { namlich Rechenschaft
auf Grund einer (zugerechneten) Handlung oder eines Ereignisses. Wo auf
eine mogliche Prazisierung verzichtet wurde, ware dann tatsachlich auch
die erste Grundbedeutung gemeint: Nicht eine Rechenschaftspicht, son-
dern Sorgepicht fur die sorgsame [sic] Ausfuhrung einer Handlung.
Besonders diese erste Zweiteilung von Sorge- und Rechenschaftspicht
halte ich fur fundamental. Sie darf in keiner Analyse des Sprachspiels um
,Verantwortung` fehlen, und sie sollte auch in einer Theorie von Verantwor-
tung an prominenter Stelle klar erkennbar werden.
Eine dritte Bedeutung: ,Schuld sein an` als Ursachlichkeit. Eine andere
Gruppe von Bedeutungen lasst sich, orientiert man sich am Duden, am
Adjektiv
"
verantwortlich (1c)\ festmachen (Tabelle 3.2).
Diese Bedeutungen haben zu tun mit der umgangssprachlichen Ver-
wendung von
"
schuld sein an etwas\, im Zusammenhang mit einer lebens-
weltlichen (im Ggs. zu einer naturwissenschaftlich-kausalen) Ursachlichkeit.
Es macht Sinn zu sagen, dass der SysOp verantwortlich,
"
schuld\, und d. h.
mindestens: mit-ursachlich war am Netzzusammenbruch (ubrigens auch und
gerade dann, wenn er
"
nichts getan\, namlich etwas unterlassen hatte { etwa
die Inbetriebnahme von Schutzmechanismen).
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Man macht, so das Sprachspiel, den SysOp also verantwortlich, erklart
ihn zur Ursache: Verantwortung wird ihm zugeschrieben (oft auch: auf ihn
abgeschoben), er wird
"
verantwortlich gemacht\ (oder er macht selbst einen
Dritten verantwortlich). Ein solches Zuschreiben, Abschieben, Weitergeben
ist nun, erstens, ein wiederum selbst zu verantwortendes (Sprech-)Handeln






trale Rolle spielen. (Diesen Prozess beschreibe ich genauer in Abschnitt
Kapitel 3.3, S. 59.)
Weitere Bedeutungen kurzgefasst: moralische Schuld und Tugend. Wer
einem Handelnden Verantwortung zuschiebt, kann damit auch ein mora-
lisches Schuldigsein meinen. Ob ein solches moralisches Schuldurteil noch
eine zentrale Bedeutung von ,Verantwortung` ist { im Duden wird es nicht
aufgefuhrt { oder eher eine implizite, u. d. h. aus Anderem abgeleitete
Vor-Verurteilung, mag dahingestellt bleiben: Eine um Bedeutungsklarung
bemuhte Analyse des Sprachspiels um Verantwortung sollte ja, will sie
der Verstandigung dienen, durchaus auch konversationelle Implikationen,
illokutionare Gehalte oder sublime Prasuppositionen von Begrien (s. u.,
Kapitel 3.1.5, S. 44.) deutlich machen.
In einer funften Gruppe von Bedeutungen wird
"
verantwortlich\ in die
Nahe einer Tugend, eines einzuubenden und personengebundenen Habitus'
gesetzt: ein
"
verantwortlicher\ SysOp ist bekannt dafur, dass er seiner Ver-
antwortung (Sorgepichten und Aufgabenbereiche) sorgsam und uberlegt
nachkommt (und auch die Voraussetzungen dafur schat), und dass seine
Entscheidungen sich im Allgemeinen als
"
verantwortlich\ auszeichnen.
Korrektur am Duden? Die Dudenredaktion verwendet zu erklarende
Worte nicht nur innerhalb der Beispiele zur Verwendung, sondern auch in-
nerhalb der Erklarungsteile einer Bedeutung. In der Regel lost die Redakti-
on mogliche Mehrdeutigkeiten auch korrekt durch Querverweise auf. (Bsp.:
"
verantwortlich 2 = mit Verantwortung 1a verbunden\). An zwei Stellen
allerdings scheinen mir Mehrdeutigkeiten ubersehen worden zu sein.
Erstens wird im Eintrag
"
verantwortlich 1a = fur etw., jmdn. die Verant-
wortung tragend\ nicht speziziert, welche Bedeutung von
"
Verantwortung\
genauer gemeint ist. Tatsachlich sind drei Bedeutungen: Sorgepicht, Re-
chenschaftspicht und Widergutmachungspicht grammatisch moglich und
lebensweltlich sinnvoll. Es macht ebenso Sinn zu behaupten, dass Eltern
fur ihre Kinder verpichtet sind zu sorgen, dass alles einen guten Verlauf
nimmt, wie es Sinn macht zu sagen, dass sie fur mogliche (durch ihre Kin-
der verschuldete) Geschehnisse einzustehen, sie wiedergutzumachen haben.
Weiterhin kann der Ausdruck
"
fur jmdn. die Verantwortung tragend\ auch
sinnvoll verstanden werden im Sinne von
"
anstelle jmds. die Rechtfertigung
(
"
Verantwortung 3\) tragend\, also stellvertretend (etwa als Anwalt) Re-
chenschaft abzugeben.
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Ich schlage vor, die Sinnhaftigkeit dieser drei Lesarten explizit deutlich
zu machen.
Zweitens sollte m.E. im Eintrag
"
verantwortlich 1c\ die beiden Erlaute-
rungen
"
fur etw. die Verantwortung 1b tragend\ und
"
schuld an etw.\ im
einzelnen unterschieden werden: Jemanden (oder auch ein unbelebtes Et-
was wie z. B. das Wetter) zur Ursache zu erklaren meint etwas ganz ande-
res als jemandem die
"
Verpichtung, fur etwas Geschehenes einzustehen\





ihm die Schuld daran geben
u. ihn dafur zur Rechenschaft ziehen\ wenig Sinn machen. Beide Bedeu-
tungen hangen, wie ich zeigen werde, auf das Engste zusammen, sind aber
doch unbedingt zu unterscheiden.
So schlage ich vor, den Eintrag
"




verantwortlich 1d\ zu unterteilen (Tabelle 3.4).





1a) fur etw., jmdn. die Verantwor-
tung (1a), (1b), (3) tragend:
der -e Redakteur; die Eltern sind
fur ihre Kinder v.; er ist dafur v.,
da sie Termine eingehalten wer-
den; ich fuhle mich dafur v.; ein
Manuskript v. (als Verantwortli-
cher) redigieren; wer zeichnet fur
diese Sendung v.?
1b) . . . . . .
1c) fur etw. die Verantwortung (1b)
tragend:
fur den Unfall allein, voll v. sein;
wenn dem Kind etwas passiert,
mache ich dich v.!
schuld an etw.: du kannst den Arzt nicht fur
ihren Tod v. machen (ihm die
Schuld daran geben u. ihn dafur
zur Rechenschaft ziehen); er
machte das schlechte Wetter fur
den Unfall v. (erklarte es zur
Ursache).
2) . . . . . .
Tabelle 3.4: Korrekturvorschlag zu Tabelle 3.2
3.2.2 Detaillierte Bedeutungsanalyse von ,Verantwortung`
Miss- und Nicht-Verstehen tritt besonders dann gerne auf, wenn latente Be-
deutungsunterschiede, u. d. h. besonders auch diÆzile, nicht aus sich selbst
verstandliche Unterschiede eines jeweils Gemeinten, nicht auf den Begri ge-
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bracht werden konnen. Wahrend der vorangehende Absatz die Auskunfte
des Dudens als Einstieg zu einer ersten Bedeutungsklarung nutzlich mach-
te, werden im folgenden die erkannten Bedeutungsunterschiede detaillierter
ausgebreitet und mit der Literatur in Bezug gesetzt. Mitgefuhrt wird wie-





Wer ist verantwortlich fur X?\ kann gemeint sein:
"
Wer
soll fur X sorgen?\,
"
Wessen Picht ist es, fur X zu sorgen?\ { Entspre-
chend dieser Erlauterung gilt es zunachst den Picht- oder Sollensbegri
genauer zu klaren, um dann die etwas ungewohnliche, von mir eingefuhrte
Verbindung von Sorge und Picht zu begrunden.











Pege, fur etwas sorgen)\ (s. u.). Zur Auskunft des Dudens siehe Tabel-
le 3.5 und 3.6.
Picht, die: -, -en [mhd, ahd. picht, zu pegen]:
1. Aufgabe, deren Erfullung sich
jmd. einer inneren Notwen-
digkeit zufolge nicht entziehen
kann oder die ihm obliegt, fur
ihn verbindlich ist:
eine sittliche, moralische, selbst-
verstandliche, schwere P.; . . .





Picht\ gilt in der heutigen Umgangssprache als diskredi-
tiert: Ihm haften zu viele negative Konnotationen an, die im wesentlichen
auf einer Ubersteigerung (und etwa im suddeutschen Pietismus exzessiv
ausgelebten) Kant'schen Arbeits- und Pichtenheroismus beruhen. Handeln
aus Picht wird gema einem solchen Verstandnis zum Gegenteil eines Han-
delns aus Einsicht, Mitleid oder wohlverstandenen Wohlfahrtsbedurfnissen
eines Anderen.14
Dem allgemeinen Sprachverstandnis folgend konnen sich Pichten so-
wohl auf ein Tun (
"
Ich fuhle mich verpichtet, die Wahrheit zu sagen\)
oder eine Unterlassung (
"
Man ist verpichtet, nicht zu toten\) als auch auf
Personen (
"
Ich bin meinem Arbeitgeber / meiner Familie gegenuber ver-
pichtet\) sowie weitestgefasste Zustande (
"
Ich bin dem Weltfrieden ver-
pichtet\) richten. Gemeint ist in solchen Auerungen nicht mehr und nicht
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pegen, [mhd. pegen, ahd pegan, urspr. = sich fur etw. einsetzen; H. u.]:
1a) sich sorgend um jmdn [der
krank, gebrechlich o.a. ist]
bemuhen, um ihn in einen
moglichst guten [gesundheitli-
chen] Zustand zu bringen od.
darin zu erhalten:
jmdn. aufopfernd, bis zum Tode
p.; sie hat viele Kranke gesund
gepegt
b) zur Erhaltung eines guten Zu-
stands mit den erforderlichen
Manahmen behandeln:
seinen Korper, sein Aueres p.;
den Rasen, die Anlagen p.; du
mut dich mehr p. (mehr fur
dein Aueres tun); jmdn. aufop-
fernd, bis zum Tode p.; sie hat
viele Kranke gesund gepegt
2a) sich um die Forderung [oder
Aufrecht]erhaltung von etwas
Geistigem [durch dessen Betrei-
ben, Ausubung] bemuhen, sich
dafur einzusetzen:
Beziehungen [] zu bestimmten
Kreisen] p., Geselligkeit p.; . . .
2b) . . . . . .
Tabelle 3.6: Duden: Stichwort
"
pegen\
weniger, als dass eine innere Auorderung empfunden wird, etwas zu tun
oder durch ein Tun einen (als gut bewerteten) Zustand herbeizufuhren:
"
Picht (verbindliche Pege, fur etwas sorgen), die als inneres Erlebnis
auftretende Notigung, den von ethischen Werten ausgehenden Forderun-
gen [. . . ] zu entsprechen und das eigene Dasein entsprechend diesen For-
derungen gema zu gestalten.\15
Unabhangig vom stark appellativen Charakter einer solchen inneren
Auorderung lasst sich naturlich anschlieend nach einem tieferen Grund
einer solchen Auorderung fragen: Sind es, wie bei Schischko,
"
ethische
Werte\ (was immer das sei), sind es unreektierte internalisierte Verhaltens-
erwartungen, oder ist es noch Anderes, das diesen apellativen Charakter
erzeugt? { Ich selbst verwende
"
Picht\ in der Verbindung
"
Sorgepicht\
fortan in einer schwachen Bedeutung:
"
Picht\ ist ein Sollensanspruch, ein
Appell, eine subjektive als Gebot verstehbare Auorderung.
Positive und negative Picht, Gebot und Verbot. In der Ethik wird zwi-
schen negativen und positiven Pichten unterschieden. Negative Pichten
verbieten etwas zu tun (
"
du sollst nicht toten\), positive Pichten gebieten
ein Tun (
"
Du sollst deine Fahigkeiten und Talente entwickeln\).
Fragwurdig wurde eine Unterscheidung von positiven und negativen
Pichten, falls sie alleine an der Sprachoberache festgemacht wurde: Lasst
sich nicht jede positive Picht durch sprachliche Negation in eine negati-
15 Schischkof78
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ve Picht verwandeln und umgekehrt? Nein: Die Analyse der Missverste-
hensmoglichkeiten auf Basis von Austins sprachphanomenologischem An-
satz (2.3) machte klar, dass die Sprache nicht einer idealisierenden 0/1-Logik
folgt.
Falls als Gegenstand des Sollensanspruches Objekte vom Typ Hand-
lung (im Ggs. zu Zustanden oder Personen) eingesetzt werden, konnen
positive und negative Plichten mit der Gegenuberstellung Handlung und
Unterlassung parallelisiert werden. Negative Pichten konnen durch bloe
Unterlassung jederzeit von jedem Mann und jeder Frau eingehalten werden,
positive Pichten erfordern hingegen aktives Tun unter der Randbedingung
begrenzter Ressourcen (Geld, Wissen, Zeit, Mitgefuhl etc.), wollen sie erfullt
werden.16
Die Gultigkeit dieser Parallelisierung vorausgesetzt ndet sich damit
eine Unterscheidung zwischen positiven und negativen Pichten, Gebo-
ten und Verboten, die sich nicht an der sprachlichen Oberache von Tun-
Beschreibungen orientiert: Ein Gebot fordert auf, etwas zu tun (resp. fur
etwas oder jemanden zu sorgen), das nicht ohnehin schon aus einem ande-
ren Grund heraus angestrebt wird; ein Verbot hingegen bremst ein Tun, fur
das ein Impuls, ein Streben (s. u.) oder ein irgend anders geartetes Wollen
bereits existieren { impulsive unuberlegte Reaktionen ebenso wie Begierden
und Leidenschaften, wohluberlegte und von langer Hand geplante Absichten
ebenso wie technologischer Aktionismus ohne Blick auf mogliche Spatfolgen.
Bezogen auf eine solche Grundunterscheidung von Gebot und Verbot





anspruch\ eine klar eingeschrankte Bedeutung, insofern Verbote nicht als
Sollensanspruch zu verstehen sind. (Dies steht dann nicht in Widerspruch
zu meiner weiter unten (Kapitel 3.6, S. 84.) vertetenen Auffassung, dass
Sorgepichten der zentrale Bezugspunkt von Rechenschaftsverlangen sind,
wenn man Verbote als mittelbare Dienstwerte zu Sorgepichten interpre-
tiert).
In klassischen Pichtenethiken dagegen nehmen die negativen Pichten
eine dominierende Rolle ein: Sie zu verletzen bedeutet potenzielle Schuld,
wahrend eine Nichtverwirklichung der positiven Pichten lediglich als be-
dauerlich eingestuft wird. Entsprechend werden gema dieser Interpretation
positive Pichten auch Hilfspichten genannt.
Streben, Selbstliebe und Altruismus. Der oben eingefuhrte Handlungs-
antrieb
"
Streben\ steht fur ein ganzes Bundel psychologischer Grundkon-
stanten, unter welchen das Streben nach Lust weder das einzige noch do-
minierende ist: Ebenso wichig fur uns sind das Streben nach Liebe, Ge-
borgenheit, Anerkennung, Sicherheit, Erkenntnis, Macht und Geltung; da-
zu gehoren auch Strebungen wie Zorn, Bewegungsdrang, Neugier, Hilfs-
bereitschaft, Sympathie u. v.m. All solche Modi des Strebens beschreibt
16 Nunner-Winkler91b; S. 14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Gunther Patzig in Anschluss an Joseph Butler (1692{1752) als
"
ir-
rationale\ Strebungen, die durch zwei ubergeordnete, rationale Prinzipien
reguliert werden: Selbstliebe (self-love) und auf den Anderen gerichtetes
Wohlwollen (benevolence).17
Ob Begrie wie Mitleid, Mitgefuhl, Respekt und Achtung vor dem An-
deren den Strebungen in engerem Sinne zuzurechnen sind oder ob sie eine
eigenstandige Kategorie bilden, mag hier dahingestellt bleiben: Unstrittig
ist, dass sie durchaus zu den relevanten Handlungsantrieben gehoren.
Die Frage nach der Moglichkeit der wechselseitigen Reduktion von Ge-
bot und Verbot ndet sich wieder im Gegensatz zwischen Sollen undWollen.
Handelt es sich bei diesem zweiten Gegensatzpaar um ein Nebeneinander
von zwei echt verschiedenen
"
Qualitaten\, oder lasst sich das Eine auf das
Andere zuruckfuhren? Eine gangige Argumentation versucht etwa, ein vor-
dergrundig einem Sollen folgendes scheinbar selbstloses (altruistisches) Tun
als versteckten Egoismus auszuzeichnen: Man handle nur deswegen schein-
bar selbstlos, weil man eigentlich an einer Umgebung Interesse hatte, in der
Andere einem selbst, ware man in einer ahnliche Situation wie jener konkre-
te Andere, in ahnlicher Weise helfen wurde, oder man eigentlich nur helfe
um des guten Gewissens und der eigenen Selbstbeweihraucherung halber.
Selbst fur den egoistischen, ausschlielich auf maximale Lustbefriedigung
abzielenden Konsummenschen ist es bisweilen rational, sowohl das eigene
impulsive Streben zu kanalisieren als auch dem hilfebedurftigen Anderen
unter spurbarem Ressourceneinsatz zu helfen. Die Angst vor Sanktionen,
einem Anerkennungsverlust im sozialen Nahbereich, oder innerlich empfun-
dener Scham vor dem eigenen Gewissen ware das eigentliche, ein Sollen
begrundendes Wollen (Strebensethiken).
Umgekehrt scheint auch ein Wollen auf ein ubergeordnetes Sollen re-
duziert werden zu konnen: etwa als ein der Bedingung jedes Handelns
oder Argumentierens vorausgesetztes normatives Anerkennen von Sollens-
anspruchen an rationale Diskurse (Diskursethik). 18
Unabhangig vom Gelingen solcher wechselseitiger Reduktionsversuche
lasst sich feststellen: Strebungen unterstutzen sicherlich in der Hauptsache
das eigene Wohlergehen, jedoch auch, wenn auch schwacher, das Wohler-
gehen des Anderen. (Positive wie negative) Pichten hingegen richten sich
zwar auch auf das eigene Wohl (Pichten gegen sich selbst), in der Hauptsa-
che aber auf das Wohl des Anderen. Pichten dienen, dieser Lesart folgend,
als Korrektiv fur mangelndes, auf das Wohl des Anderen gerichtetes Stre-
ben.
Eine Sorgepicht ist, so der Zielpunkt dieser Argumentation) ein Sol-
lensanspruch zu einem Tun, das auf das Wohl eines Anderen gerichteten ist.
Ein solches fursorgliches Tun steht im Dienste des Wohls einer zuwendungs-
17 Patzig83, S. 42
18 Hugli95a
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bedurftigen, in der Reichweite der Macht eines handlungsfahigen Subjekts
stehenden Sache. Hans Jonas macht zutreend deutlich, dass fursorgli-
ches Handeln auf einem
"
nicht-reziproken\ Verhaltnis zwischen Macht (d. h.
Wirkmoglichkeit auf Seiten des Sorgesubjekts) und abhangigem Zuwen-
dungsbedarf (seitens des Empfangers fursorglichen Handenls) besteht. Ob
allerdings ein Zuwendungsbedarf bei einem anderen Menschen besteht, und
besonders welcher Art dieser ist, ist oft schwierig festzustellen.
Sorgemoglichkeiten wahrzunehmen und einem Sollensanspruch zu ih-
rer Realisierung zu folgen setzt sich aus (mindestens) drei Akten zusam-
men:19
Æ Der erste, aektive Akt des aufmerkenden Empndens und Erken-
nens von Zuwendungsbedarf bei einem Anderen setzt die Fahigkeit
der Anteilnahme am Anderen und die Einschatzung einer jeweils
konkreten (Not-)Situation voraus. Handeln zum Wohle des Ande-
ren erfordert die Fahigkeit, sich in diesen hineinzuversetzen, seine
Lebenseinstellungen und Werthaltungen anzunehmen, seine Lebens-
form zu teilen, um dann seine Bedurfnisse und Fahigkeiten in sei-
nem wohlverstandenen Eigeninteresse wahrzunehmen { eine schwie-
rige, immer nur in Ansatzen gelingende Aufgabe; diese Wahrneh-
mungsfahigkeit, gleich einer Tugend eingeubt, zeichnet allerdings
erst einen verantwortlichen [sic] Menschen aus.
Æ Der den ersten begleitende zweite und kognitive Akt des vernunft-
basierten Rasonierens richtet sich auf die Legitimitat von Bedurf-
nissen und die Angemessenheit von moglichen Mitteln und Wegen
ihrer Erfullung;
Æ der dritte, praktische Akt realisiert in sorgend-bemuhendem Tun
dann das (vermutete) Wohl des Andern.
Sorgendes Tun erfolgt idealerweise aus einer vollstandigen Bejahung der
Pegeaufgabe heraus und geht darin uber einen bloen
"
Dienst nach Vor-
schrift\ weit hinaus. Die Bejahung der Sorgeaufgabe kann aus einer frei-
willigen, von keinem Imperativ bedingten Selbstwahl heraus erfolgen; im
Regelfall aber folgt sie einem Sollensanspruch, den eine zur Sorge befahigte
Person zurecht an sich gerichtet sieht.
3.2.4 Anfangsetzende und verursachte Ursachen
Wo gefragt wird
"
Wer ist fur diesen Schaden verantwortlich?\ (so etwa der
Ausruf der Mutter angesichts einer zerbrochenen Blumenvase), umgangs-
sprachlich auch oft:
"





Wer hat den Schaden verursacht?\.
Wir halten eine Person dann nicht fur verantwortlich (i. S. von rechen-
schaftspichtig), wenn diese keine
"
echte\ Ursache an einem missbilligens-
19 Martens94
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werten Ereignis war, oder selbst wiederum
"
Schuld\ auf andere Akteure
oder Gegebenheiten abschieben kann { oder sie uberhaupt nicht zurech-
nungsfahig20 ist.
Hier scheint das ethische Determinismusdilemma virulent zu wer-
den.21Als Losungsansatz schliee ich mich einem Dualismus von vom Men-
schen gesetzten, anfangsetzenden Ursachen versus verursachten Ursachen,
d. h. Gliedern in einem Netz von naturwissenschaftlich bestimmbaren Kau-
salbeziehungen, an.22
"
Ursache\ wird, so eine transzendentale Argumenta-
tion, nicht als ein primar naturwissenschaftlicher, sondern als ein zuerst in
menschlichen Lebenszusammenhangen beheimateter Begri erkannt: Wir
mussen, um uberhaupt handeln zu konnen, die Erfahrung gemacht haben,
dass ein Erfolg unserer Bemuhung zumindest teilweise an uns liegt, uns
zugerechnet werden kann. Wir mussen uns als echten Anfang, als (unver-
ursachte anfangsetzende) Ursache eines Geschehens begreifen konnen, um
uberhaupt sinnvoll zukunftsorientiert tatig werden zu konnen.
Ich kann an dieser Stelle nicht weiter darauf eingehen, von welchem Typ
ein anfangsetzend-verursachendes Subjekt sein kann oder sein muss: Ist es,
wie von mir bisher vorgeschlagen, eine Person selbst, oder sind es eher ihre
Handlungen { wie auch immer diese identiziert werden {, oder sind es ganz
andere Dinge wie Wille, Geist oder Intention23 einer Person? Noch dazu
20 An dieser Stelle konnte ,Zurechnungsfahigkeit` erlautert werden durch Begrie wie
,Kompetenz`, ,Konnen` oder ,Wissen`, ferner ,Einsichtfahigkeit` etwa von Jugend-
lichen etc. Ich halte dies aber fur unangebracht aus folgendem Grund: ,Zurech-
nungsfahigkeit` konnte ein theoretischer Begri sein, der engstens mit der
"
Zu-
schreibung\ von Handlungen an Subjekte zusammenhangt, die wiederum { wie ich
unten skizzieren werde { abhangt von
"
jemanden verantwortlich machen\. Eigen-
schaften wie Wissen oder Konnen unbegrundet als Grundelemente der Zuschrei-
bung von Verantwortung einzufuhren, konnte einen Zirkel verursachen. Deshalb soll
darauf verzichtet werden. { Zu den Voraussetzungen von Verantwortung vgl. Zim-
merman92 ; dierenziert Zimmerman88 ; an Hans Jonas` Prinzip Verantwortung
orientiert sich Lubbe94b
21 Dieses wird bisweilen in folgender Fassung formuliert: Entweder ist unser Verhalten
durch etwas verursacht (kausal determiniert). Dann konnen wir auch nicht verant-
wortlich gemacht werden fur unser Verhalten. Oder es ist nicht verursacht (durch
nichts determiniert). Dann konnen wir erst recht nicht verantwortlich gemacht wer-
den, da eine Erziehung oder Strafe im Heute uberhaupt keinen Einuss auf das
Morgen hatte.
22 Roderick Chisholm spricht von immanenten und transeunten Ursachen. Chisholm
beruft sich darin auf Thomas Reid, dessen activity theory auch von Kelly Shaver als
klassische Wurzel der libertaristischen Doktrin eingeschatzt und ausfuhrlich disku-
tiert wird. Damit in Einklang steht Georg Henrik von Wrights Interventionismus,
der von Karl-Otto Apel transzendentalpragmatisch fortgefuhrt wurde.
Literatur: Chisholm66/85, bes. S. S. 360; Shaver85, bes. S. 77, S. 25f; Wright74 ;
Apel79, bes. S. 129 gegen einen Dualismus etwa Kruger94a




Manchmal verursachen [. . . /intentionale Zustande], da etwas passiert. Wenn ich
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kann, wenn auch in einem noch weiter zu untersuchenden Sinn, eine eigent-
lich verursachte Sache als anfangsetzende Ursache behandelt werden { dann
namlich, wenn ein Schaden auf hohere Gewalt oder typische Unwagbarkei-
ten zuruckzufuhren ist (das Zerbrechen der Vase etwa auf den Windsto,
der das Fenster onete, durch welches die Vase zu Fall kam).
3.2.5 Rechenschaft ablegen:
rechtfertigen, entschuldigen, Schuld anerkennen
"
Wer ist verantwortlich fur X?\ kann weiter meinen:
"
Wer hat zu antwor-
ten?\,
"
Wer muss sich verteidigen?\, oder
"
Wer ist rechenschaftspichtig?\.
Eine Rechenschaftspicht besteht auf Grund eines Tuns oder einer Unter-
lassung X { man vermeide die ebenfalls mogliche grammatische Form: Re-
chenschaftspicht fur ein Verhalten X, um einer Verwechslung mit der oben
analysierten Redeweise
"
Verantwortlich (i. S. von ,zustandig`) sein fur eine
Sache\ zu entgehen { sie besteht gegenuber einer Person vor dem Hinter-
grund eines Normensystems oder Erwartungshorizontes.
Die drei moglichen Formen, Rechenschaft abzulegen, seien im folgenden
eingefuhrt als entschuldigen, rechtfertigen,24 und Schuld anerkennen. Ein
Verhalten zu entschuldigen heit, eine
"
schwache\ Autorschaft von etwas
Misslungenem einzugestehen und eine Missbilligung mit einem Anklager zu
teilen, aber die
"
volle Verantwortung\ dafur zuruckzuweisen: Man tat etwas
unbewusst, im Schlaf, oder tollpatschig; oder ein Missgeschick, ein Unfall
oder ein Lapsus passierte; oder man war nicht bei der Sache, dachte nicht
an eine Nebenfolge, wollte oder beabsichtigte etwas auf keinen Fall. Ein
Verhalten zu rechtfertigen heit demgegenuber auf eine Entschuldigung zu
verzichten, um stattdessen, die Autorschaft eines Verhaltens ebenfalls ein-
gestehen, die Missbilligung zuruckzuweisen. Man verteidigt das Verhalten
in Bezug auf Rechte und Pichten, indem man versucht, es (teleologisch) als
einem hoheren Gut forderlich oder (deontologisch) als einer Picht folgend
auszuzeichnen.
Penibel muss allerdings, so John L.Austin, darauf geachtet werden,
in Bezug auf welchen Aspekt der Beschreibung eines Verhaltens eine Ent-
schuldigung oder Rechtfertigung vorgebracht wird.
beispielsweise ins Kino gehen will und dann tatsachlich ins Kino gehe, dann verur-
sacht mein Wunsch normalerweise genau das Ereignis, das er reprasentiert: meinen
Kinobesuch. [. . . ] Das [. . . ] wesentliche an der intentionalen Verursachung ist, dass
der Geist in den Fallen, die wir betrachten werden, genau den Sachverhalt bewirkt,
an den er gedacht hat.\ (Searle86, S. 60)
24 Ich folge mit dieser Unterscheidung der oben zitierten Austin'schen Dierenzierung,
obwohl ich damit vom eingefuhrten Sprachgebrauch fur ,entschuldigen` abweiche.





3.2 Bedeutungen des individuellen Verantwortungsbegris
Welches Ablegen von Rechenschaft intersubjektiv als Rechtfertigung
oder welches als Entschuldigung akzeptabel ist, hangt auf Zuhorerseite zum
einen Teil von eigenen Erfahrungen bezuglich moglicher Verfehlungen auch
in verantwortlichem (sic!), u. d. h.: ernsthaftem, sorgend-bemuhtem Verhal-
ten ab, zum anderen Teil von Sorgfaltspichten und normativen Erwartun-
gen, die an ein tatiges Subjekt gerichtet sind.25 Bezuglich letzteren wirken
"
Standards des Nicht-Akzeptierbaren\ regulierend:
"
Wir konnen zu unserer Verteidigung anfuhren, da wir auf die Schnecke
versehentlich getreten sind, aber nicht, da wir auf ein Baby versehentlich
getreten sind: Du solltest eben schauen, wo du mit deinen riesigen Fuen
hintrittst. Naturlich war es, wenn man so will, (wirklich) ein Versehen.
Doch dieses Wort konstituiert eine Verteidigung, die in diesem Fall auf-
grund von Standards nicht erlaubt ist. Wenn man trotzdem den Versuch
macht, unterschreibt man damit derart furchterliche Standards, da man
sich dadurch noch mehr reinreitet.\26
3.2.6 Haftung
Verantwortlich sein, etwa fur einen Schaden, kann ferner eine Haftungs-
picht meinen, wobei auch der Haftungsbegri ein weites Bedeutungsspek-
trum aufweist.
Einmal kann eine monetare Wiedergutmachungspicht gemeint sein (so
etwa im Fall des Unternehmers, der fur die von seinen Angestellten ver-
ursachten Schaden verantwortlich ist, d. h. fur die monetar bewertbaren
Schaden aufkommt). Eine solche ist nicht an die anderen Verantwortungs-
aspekte gebunden. Sie kann qua Vertrag verteilt und uber Versicherungen
abdeckt werden (Produkthaftungsgesetz). Haftung i. S. von monetarer Wie-
dergutmachung ist rein begrilich kein moralischer Gegenstand.
Mit ,Haftung` kann auch eine uber monetare Wiedergutmachung hin-
ausgehende Sanktionierung als personliche Strafe gemeint sein: Geldbue,
Haft, Peitschenhiebe, Abhacken von Korperteilen oder Totung. Im Ggs.
zu monetarer Wiedergutmachung ist eine solche Haftung, da moralischer
Gegenstand, gebunden an Schuld und als solche weder versicher- noch de-
legierbar.
3.2.7 Tatbestandliche und subjektive Schuld
Naturlich kann kann mit
"
verantwortlich\ auch schuldig gemeint sein. Ge-
meint ist hier nicht die oben beschriebene AÆnitat von
"
schuld sein an\ und
"
Ursache sein von\, sondern vielmehr ein emphatischer Begri von Schuld
25 Damit wird auch die Verteidigung
"
ich hatte nicht anders gekonnt\ angreifbar. Vgl.
dazu Fischer82
26 Austin56/77, S. 30f
{ 57 {
3 Theorie der Verantwortung
im Sinne von
"
mit Schuld beladen sein\ { und zwar auch hier wieder in
mehrfachem Sinne.
"
Schuldig\ kann einmal, als Urteilspruch eines Richters, heien: Ein zur
Debatte stehendes Verhalten (ein fraglicher Sachverhalt) wurde erkannt als
ein missbilligter, positiv beschriebener Tatbestand. (Sich etwa des Mor-
des schuldig bekennen heit zuzugeben, vorsatzlich aus niederen Grunden
getotet zu haben).
Von diesem rechtswissenschaftlichen Aspekt zu unterscheiden ist Schuld
als die moralisch-personale Erfahrung , jemanden verletzt zu haben; Schuld
ist die Erkenntnis
"
Ich hatte es wissen mussen\, Schuldbewusstsein als
Selbstvorwurf (so etwa das Empnden personlicher Schuld, nachdem man
jemanden { i.A. durchaus unabsichtlich { seelisch verletzte).
3.2.8 Fortfuhrungsbedarf der Bedeutungsanalyse
Unnotig darauf hinzuweisen, dass diese exemplarisch vorgelegten Aspekte
noch wesentlich feiner unterschieden werden konnen. Die hier vorgelegte
Aspekteanalyse ist in mehrfacher Hinsicht erweiterungsbedurftig.
Æ Zum ersten habe ich bisher lediglich die Aspekte eines Verantwort-
lich-Seins (1) von naturlichen Personen (2) fur Y aufgeschlusselt;
das Sprachspiel um eine sogenannte
"
kollektive Verantwortung\ be-
trachte ich nur so weit, als es eine Brucke liefert zum Verstandnis
einer Verantwortung von Computern (Kapitel 3.7, S. 91.);
Æ Uber Satze wie
"





Kaee einschenken uber den
Tisch ist unverantwortlich\ wurden keine Aussagen gemacht.
Æ Es fehlt die Positionierung von Joel Feinbergs Unterscheidung
bezuglich der drei Aspekte von
"
an Z ist X schuld(ig)\ (X kann
entweder den Fehler Z gemacht haben, oder mit Z im Irrtum sein,
oder sogar selbst einen Charakterfehler Z haben).27
Æ Die deutschsprachige Analyse mute multilingual erweitert werden:
Alleine aus dem anglo-amerikanischen Sprachgebrauch in einer Wei-
se wie hier beim Verantwortungsbegri geschehen waren Begrie wie
,responsibility`, ,liability`, ,blame`, ,blameworthiness` und ,guilt` zu
analysieren. Noch interessanter ware es, nach Gemeinsamkeiten zwi-
schen verschiedenen Sprachfamilien oder Kulturen zu forsten.
27 Feinberg70a
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3.3 Die ,Zuschreibung` von Verantwortung
Verantwortung kann im Sprachspiel um Verantwortung zugeschrieben wer-
den: Man wird verantwortlich gemacht, man schiebt Verantwortung ab,
man schreibt sie zu. Gleicht die Zuschreibung von Verantwortung eher ei-
nem aktiven Herstellen und Schaen, eher einem noch aktiven entdeckenden




Mir scheint es zumindest ein aktives Tun zu sein, das Neues schaen-
de wie nach Vergrabenem schurfende Elemente enthalt. Kelly Shaver
beschreibt auf empirisch-sozialpsychologischer Basis unter dem Titel \The
Attribution of Blame"28 die Zuschreibung von Verantwortung in der Be-
deutung von Schuld als Prozess:
Æ
"
Zuschreibung von Kausalitat: Als erstes werde fur Handlungen mit
missbilligten Folgen eine Menge von moglichen Ursachen bestimmt,
die anschlieend in verursachte un anfangsetzenden Ursachen unter-




Æ Die Rolle von Wissen und Wollen: Anschlieend werde ein (an-
fangsetzender) Verursacher nach Wissen und Wollen befragt. Von
welchen absehbaren (Spat-, Neben-) Folgen (Wechselwirkungen,
Missbrauchspotentiale usw.) seines Tuns hatte er wissen konnen?
Was hatte eine gewissenhafte Folgenabschatzung geandert? Welche
moglichen Folgen Wollte er zwar nicht,
"
ubersah\ sie aber geissent-
lich?
Æ Freiwilligkeit, Konnen und Einu: Ein Verursacher, der weder un-
ter auerem Zwang handelte noch dem es uber ausreichend Hand-
lungsmoglichkeiten (Mittel, personales Konnen, Einu) ermangelt,
kann endlich in dem Sinn
"
verantwortlich\ gemacht werden, da er
moralisch Rede und Antwort fur sein Handeln stehen mu. Ein Tun,
das nicht als
"
moralisch richtig\ nachweisen kann, fuhrt zum mora-
lischen Schuldspruch { Endstation des Zuschreibungsprozesses.\29
Da aber Shaver nicht pauschal Verantwortung als Gesamtkomplex, son-
dern einen analytisch genau benennbaren Teil des Verantwortungskomple-
xes als Objekt und Ergebnis des Zuschreibungsprozesses untersucht, wird
der Zuschreibungsprozess von Schuld selbst zu einem Bestandteil des Ver-
antwortungskomplexes. Dieses Zuschreiben gleicht nun, erstens, zum Teil
einem schurfenden Entdecken, und zweitens einem (wiederum selbst zu ver-
antwortenden) herstellenden (Sprech-)Handeln als Prozess, in welchem die
28 Shaver85
29 Paraphrasiert nach meiner Darstellung in Ott99a, S. 64f
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Bedeutungen anfangsetzende Ursachlichkeit, Sorgepicht, Rechenschafts-
picht bis hin zu Schuld nacheinander angesprochen werden.
Dieser Prozess der Zuschreibung von Verantwortung lasst sich verfol-
gen, indem man die Moglichkeiten des Antwortens auf den Vorwuf
"
Du bist
schuld\, die einem Beschuldigten nacheinander zur Verfugung stehen, ver-
folgt. In diesem Prozess lassen sich mindestens sechs Abschnitte semantisch
grobgranular unterscheiden:
Jemand kann, erstens, verneinen, dass eine Anfrage uberhaupt zurecht
an ihn gerichtet wurde. Er lehnt ab, mit einer fraglichen Sache irgend etwas
zu tun zu haben. Er habe weder durch irgend ein Tun zur fraglichen Sache
beigetragen, noch hatte er uberhaupt die Moglichkeit dazu gehabt. Doch
nicht nur er, auch sonst niemand, mit dem er in Verbindung gebracht werden
konnte { Familienmitglieder, soziale Umgebung (etwa Maa), Landsleute {
hatten mit der fraglichen Sache irgend etwas zu tun. Mit einer solchen Ant-
wort weist er einen Anspruch zuruck, dass er derjenige sei, der Rechenschaft
abzulegen hatte.
Jemand kann, zweitens, zwar bejahen, an einer Sache beteiligt gewesen
zu sein, jedoch betonen, nur eines unter vielen Gliedern in einer Kausalket-
te gewesen zu sein. Immerhin muss er dann schon sinnvoll von seinem Tun
sprechen. Unabhangig davon, ob dieses Tun auf einer freien Entscheidung
basierte, ob es ein automatischer Reex war, oder ob ihm zu dem fruheren
Zeitpunkt uberhaupt gewahr war, uberhaupt in einem Bezug zu der fragli-
chen Sache zu stehen: Er erkennt an, dass er es war, der zu der fraglichen
Sache beitrug, und dass deshalb auch an ihn
"
zurecht\ eine Anfrage gerich-
tet wurde.
Die drangenden normativen Fragen in der Zuschreibung von Fehlern, die
prima facie auf Computerfehler zuruckfuhrbar sind, entstehen meist nicht
dort, wo etwas oensichtlich eindeutig von einem Tater getan wurde, son-
dern dort, wo etwas Notwendiges nicht getan wurde. Drangend sind diese
Fragen, weil jeder mogliche Vorwurf in die Leere zielt, wo kein Verantwor-
tungssubjekt unmittelbar bekannt ist. Findet sich allerdings ein solches {
und eine solche
"
Verhaftung\ kann nur auf Basis von Sorgepichten gelin-
gen { muss sich der Beschuldigte gegen den Vorwurf einer Unterlassung
verteidigen. Er kann zunachst seine Verantwortlichkeit verneinen und ei-
ne Rechenschaftspicht von sich weisen, indem er darlegt, dass er fur die
fragliche Sache nicht zustandig war und auch von keiner moralische Forde-
rung wusste { kurz, die fragliche Sache ihn nichts anginge. Erst wenn er
eine Zustandigkeit oder Sorgepicht eingesteht, gilt er gerade durch sein
Nicht-Tun als (Mit-)Ursache an der fraglichen Sache; erst dann hat er sich
wegen einer Unterlassung zu verteidigen. Nicht alleine Teilhabe an einer
Kausalkette weist also auf eine Rechenschaftspicht hin, sondern auch ein
bestimmter Sollensanspruch, etwa in Form einer Fursorgepicht oder einer
Zustandigkeit.
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Jemand kann, drittens, darauf bestehen, dass die fragliche Sache falsch
dargestellt sei und sich tatsachlich ganz anders zugetragen habe. Oder er
kann anmerken, dass die Beschreibung der fraglichen Sache nicht ganz fair
sei: die Sache sei nur selektiv und nicht ausfuhrlich genug beschrieben, die
Worte der Beschreibung seien nicht angemessen gewahlt, oder Blickwin-
kel und Fokus der Beschreibung trafen nicht das Wesentliche. Zur Debatte
stehen sowohl die Einschatzung der objektiven Seite der fraglichen Sache
als auch die subjektive Seite. Eine angemessene Beschreibung einer Sache
enthalt auch Hinweise auf den Geisteszustand des Taters: langerfristige Ab-
sichten, Intentionen (d. h. im Zentrum der Aufmerksamkeit stehende Zie-
le) und das Bewusstsein um Sorgfalt erfordernde Dinge im moglichen Ein-
ussbereich des eigenen Tuns. Das weitere Gesprach zwischen Fragendem
und Befragtem wird i.A. dazu dienen, solche Innenansichten eines Tuns an-
gemessen verstandlich werden zu lassen, um ein gemeinsames Verstandnis
der Situation zu erreichen.
Jemand kann, viertens, zugeben, absichtlich oder wissentlich genau das
getan zu haben, was ihm missbilligend vorgeworfen wurde, dieses Tun dann
aber als richtig oder moralisch verteidigen: dann rechtfertigt er sein Tun. Er
wird in der Beschreibung der fraglichen Sache sein Verstandnis der Sache
und seines Tuns prazisieren. Er macht deutlich, welches sein Tun war, und
warum es einem Gesetz entsprach oder einemmoralischen Sollen gema oder
einem Guten dienlich war. Jemand, der auf eine solche Weise antwortet,
wei und erkennt an, dass er schuldig gesprochen werden kann, falls seine
Rechtfertigung nicht akzeptiert wird.
Nicht zuletzt kann jemand, funftens, sowohl mit der Missbilligung einer
fraglichen Sache einverstanden sein als auch seinen Beitrag dazu eingeste-
hen. Er kann dann aber zu seiner Verteidigung [Entschuldigung] anfuhren,
dass sein Tun nicht absichtlich geschah, nicht wohluberlegt, oder dass er die
fragliche Sache nicht wollte. Etwas kann versehentlich geschehen sein, aus
Ungeschicklichkeit oder mangels Ubung. Oder er hat etwas nicht freiwillig
getan, sondern aus Zwang. Oder er hat etwas automatisch getan oder re-
exartig, spontan oder impulsiv, oder fahrig und unachtsam. Oder er verga
etwas, irrte sich, oder er machte schlichtweg einen Fehler. Jemand, der so
antwortet, rechtfertigt nicht ein Tun. Stattdessen verteidigt er sich, indem
er sich von seinem Tun distanziert.
Jemand kann, sechstens, uber eine (moralische oder rechtliche) Recht-
fertigung hinausgehend nicht nur mehr moralisch, sondern ethisch argumen-
tieren und ein Moral- oder Rechtssystem selbst thematisieren, infragestellen
und auf seine
"
Wahrheit\ hin uberprufen. Die weite Palette solcher mogli-
cher Ansatzpunkte soll hier zunachst nicht weiter ausgefuhrt werden.30
Soweit also die Zuschreibung von Verantwortung als Prozess, in dem
uber Verantwortung im Sinne von moralische Schuld geurteilt wird. Dies ist
30 Siehe dazu etwa Schneider94
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allerdings nicht die einzige Interpretationsmoglichkeit des Sprachspiels der
Zuschreibung von Verantwortung. Ebenfalls zuschreibungsfahig ist Verant-
wortung in der Bedeutung von
"
Sorgepicht\. Eine so interpretierte Verant-
wortungszuschreibung erhebt einen Sollensanspruches zur Sorge fur einen
Dritten gegenuber einem zu sorgendem Tun fahigen Individuum als Teil-
prozess des umfassenderen Prozesses der Zuschreibung von Schuld.
3.3.1 Der Fehlerbegri
Auch der Begri des Fehlers hangt eng mit dieser Zuschreibung von Ver-
antwortung zusammen.
Der metaphorische Ursprung des mittelhochdeutschen Wort velen meint
ein Verfehlen eines Ziels mit der Lanze, ein Vorbeischieen, dann ubertragen
auf ein Sich-Irren oder Fehlschlagen einer Handlung. Ein Fehler ist damit im
Kern eine Abweichung des tatsachlichen Trepunktes von einem angepeilten
Ziel, allgemeiner: einer Intention.
Eine Abweichung wird allerdings erst dann als Abweichung zu beschrei-
ben sein, wenn sie als wesentlich in irgend einem Sinn empfunden wird {
mithin dann, wenn sie nicht unmittelbar oder nicht ausreichend zuruckge-
nommen werden kann, und als irreversibel empfunden wird. Menschliches
Tun und Lernen ware undenkbar ohne Trial and Error; um mit einem Ge-
genstand Erfahrung zu gewinnen, muss man ihn versuchsweise ausprobieren
konnen. Dies setzt begrisnotwendig einen Spiel-Raum reversibler Verhal-
tensmoglichkeiten voraus.
Der Begri ,Fehler` scheint zunachst nicht normativ behaftet zu sein:
Abweichungen von einem Ist zu einem Soll lassen sich { falls mogliche mo-
ralische Gehalte im
"
Soll\ einmal ausgeschlossen seien { oenbar rein de-
skriptiv erfassen. Doch selbst hier spielen normative Elemente mit hinein:
dort namlich, wo die Abweichung des Ist vom Soll hatte nicht sein sollen,
also in das Urteil, welche Abweichungen als relevant erachtet werden und
welche nicht.
Relevant wird eine Abweichung mindestens dadurch, dass sie uberhaupt
einer Aufmerksamkeit wert scheint und als zu Beschreibendes im Fokus ei-
ner Betrachtung steht; ferner und starker dadurch, dass sie zum Gegenstand
eines Rechenschaft ablegenden Gesprachs wird. (Die Argumentation spie-
gelt hier die Kritik an der Unterscheidung von deskriptiver und normati-
ver Verantwortung wider, zu der in Kapitel 3.6.3, S. 89. weiter ausgefuhrt
werden wird.) ,Fehler` ist ein oft sogar stark normativer, immer aber ein
schwach normativer Begri.
Argerlich und zum Fehler wird eine Abweichung zuletzt dadurch, dass
ihre Folgen nicht ohne eine bedeutsame Anstrengung (oder auch uberhaupt
nicht mehr) ungeschehen gemacht werden konnen.
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Ein grobes Raster moglicher Dinge, die von einem Soll abweichen
konnen:
Æ Situationen, Ergebnisse, Zustande:
"
Basiselemente\ oder Trager von
Geschehen, sichtbare Spuren von Weltverlaufen. In einer Situation,
die von einem Soll abweicht, hatte etwas anders sein sollen, ohne dass
zunachst klar ist, worin die positive Alternative bestehen wurde.
Bisweilen sind solche Urteile recht pauschal: der Hunger, Krieg, Un-
gerechtigkeit sollen nicht sein.
Zustande sind Wirkungen und Resultate, entweder Glieder von
Kausalketten oder Ergebnisse von (menschlichem) anfangsetzendem
(wenn auch in seiner Reichweite meist nicht absehbaren) Tun.
Æ Informationen, Aussagen, Tatsachenberichte, Beschreibungen:
Wahrheit und Fehlen solcher Elemente werden gerne bestimmt
als Korrespondenz mit einer
"
objektiven Realitat\. Der Satz
"
Schnee ist wei\ ist genau dann wahr (resp. falsch), wenn Schnee
wei (resp. nicht wei) ist31 { ebenso bestechend einfaches wie
problematisches Wahrheitskriterium des logischen Positivismus, der
unkritisch die naturwissenschaftliche Erkenntnisform als Paradigma
allen Erkennens empfahl (vgl. dazu auch die Erlauterungen in
Kapitel 5.2.1, S. 151.).
Æ Entscheidungen, Klugheitserwagungen, zielgerichtete Mittelauswahl,
Vorzugswahl: kognitive und rationale Angelegenheiten des Menschen
{ des Menschen zunachst als Individuum, einhergehend mit sprachli-
chen Rekonstruktionen und rationalisierenden Erkenntnisbemuhun-
gen dann als Gemeinschaftswesen erkennbar.
Ein Fehlen dieser Elemente wird evaluiert in Bezug auf mehr
oder weniger operationalisierbare Ziele.
"
Gluck\ als oberstes Stre-
ben der meisten Menschen gehort nicht unbedingt dazu, wohl aber
"





lustfrei delegierbar an einen Algorithmus\ verstanden, gehort die be-
ste Zugverbindung von A nach B als Werturteil nicht dazu { wohl
aber die schnellste, billigste, kurzeste Verbindung, falls man die Gute
einer Verbindung so verstehen wollte.
Æ Wissen, Konnen, Fahigkeiten, Urteile, Skills: habitualisierte dispo-
sitionelle Eigenschaften von Menschen; Charakterattribute, die dem
Individuum zwar nicht ohne weiteres der kurzfristigen, aber { zu-
mindest bei dominanter Gegenmotivation { durchaus der mittel-
und langfristigen Verfugbarkeit unterliegen.
Æ Maschinen, Automaten, Werkzeuge, Roboter, Gerate: Instanzen
31 So lautete Tarskis Beispiel zur Erlauterung der Korrespondenztheorie der Wahrheit.
Tarski, dessen Dissertation wegen ihres damals sehr formalen Charakters kaum zur
Kenntnis genommen wurde, legte seine Wahrheitskonzeption in einer verstandlichen
Kurzfassung einer breiteren Oentlichkeit vor: Tarski89
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zeitgenossischer Technik. Maschinen konnen kaputt sein; dann
genugen sie ihrem Zweck nicht mehr. Oder sie funktionieren gut,
aber ihr Zweck erweist sich als falsch: falls man sie dann nicht ab-
schalten kann, werden sie als Geister sichtbar, die man nicht mehr
los wird.
Æ Ziele, Intentionen, Werte, Normen, Mastabe: Orientierungspunk-
te, bezuglich derer das Fehlen der vorhergehend aufgefuhrten Ele-
mente bestimmt wird.
Ein Fehlen dieser Orientierungspunkte an sich kann begrilich
nur mehr schwer als Abweichung verstanden werden. Stattdessen
wird das Insgesamt dieser Orientierungspunkte auf seine Stimmig-
keit hin zu uberprufen sein { Grund genug, die Anwendung des
Begris ,Fehler` auf solche Elemente vorsichtig zu handhaben.
Analog zu ,Ursache` ist der Begri des Fehlers ein Begri zunachst aus
dem genuinen Erfahrungsbereich des Menschen, der abgeleitet und meta-
phorisch auch auf die Welt der Sachen anwendbar wird. Der enge Zusam-
menhang zwischen ,Fehler` und ,Entschuldigung` entsteht dadurch, dass erst
das rechtfertigende Gesprach eine Abweichung von der Norm [sic!] als Fehler
erkennbar macht. ,Fehler` wird somit ahnlich dem Handlungsbegri nur ein
Sammelbegri fur eine Vielzahl von abstrakten Entitaten des menschlichen
Erfahrungsbereichs. Die Untersuchung von Fehlern fuhrt damit direkt auf
die Dierenz von Rechtfertigen und Entschuldigen innerhalb der Zuschrei-
bung von Verantwortung.
Das Kernproblem der Computerethik { namlich die Verabsolutierung
der berechenbaren Vernunft als Vernunftideal { spiegelt sich im Problem
der Evaluation von Rechnerentscheidungen: Wahrend in genau denierten
Kontexten (Spieltheorie) sich die Qualitat einer Entscheidung leicht an ih-
ren Folgen messen und feststellen lasst, verhalt es sich in unklar denier-
ten Kontexten (Fuzzy Environments) umgekehrt. Hier namlich wird die
Begrundung, u. d. h.: der Hergang und die formale Prozedur fur eine Ent-
scheidung zumMastab ihrer Bewertung32. Die moralphilosophische Gefahr
entsteht daraus, da die einzige dem Computer zugangliche (namlich die
berechenbare) Rationalitat andere Formen des Ablegens von Rechenschaft
abqualiziert.
Dies ist eine Teilantwort auf die ubergreifende Frage dieser Arbeit. Oen
bleibt dabei jedoch noch, inwieweit es unter welchen Entwurfs- und Einsatz-
bedingungen von Software erlaubt (oder geboten) ist, Gegenstandsbereiche
ex ante in Begrie berechenbarer Rationalitat zu xieren { verbunden mit
der Anschlussfrage, wer
"
schuld\ ist, wenn eine Software eine solche im vor-
ab erstellte Beschreibung stur realisiert, diese jedoch (meist erst im nach-
hinein) als
"
unangemessen\ evaluiert wird? (Vorschau: Die Antwort, fur die
ich am Ende der Arbeit pladiere, wird sein: Der Nutzer, der die Software
32 Moor79, S. 223
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einsetzt, ist verantwortlich fur das das Urteil uber die Angemessenheit des
Einsatzes { vorausgesetzt, dass einige enge Entwurfs- und Einsatzbedingun-
gen erfullt sind).
3.4 Re-Konstruktion des Verantwortungsbegris
Vergleicht man in der Rede von Verantwortung diesen Begri mit einem
Atom, so entsteht durch die durchgefuhrte Bedeutungs- und Aspekteana-
lyse geradezu ein Zoo von
"
subatomaren\ Aspekten. Was ist gemeint mit
der schon oft gestellten Frage
"
Was ist gemeint, wenn von Verantwortung
die Rede ist?\: Wahlt ein Sprecher, wo er von Verantwortung spricht, kon-
textabhangig je eine einzelne Bedeutung oder einen einzelnen Aspekt aus,
oder hat er einen wie auch immer gearteten Zusammenhang im Sinn? Wel-
che Zusammenhange bestehen zwischen den einzelnen Bedeutungen und
Aspekten?
Meine Wahl der Metapher
"
Atom\ lasst erkennen, dass ich ,Verantwor-
tung` fur einen Komplex, d. h. fur eine aus Vielem zusammengesetzte und
als Gesamtes handhabbare Einheit halte. Zwar kann im Einzelfall mit dem
Appell an jemandes Verantwortung tatsachlich auch lediglich ein einzelner
Aspekt dominieren. Im allgemeinen wird aber mit einem Appell an Verant-
wortung eher ein Geecht zwischen einzelnen Aspekten aufgespannt.
Die Isolation von einzelnen Aspekten im Appell an Verantwortung er-
laubt, quasi
"
innerhalb\ eines ubergeordneten atomaren Verantwortungsbe-
gris als Komplex ein Netzwerk einzelner faktischer, ausgehandelter, insti-
tutioneller oder durch Pichten abgestutzter Bedingungsverhaltnisse oder
Implikationen festzustellen. Mit der Frage
"
Wer ist fur diese zerbrochene
Vase verantwortlich?\ ist einmal gemeint
"
Wer hat sie zerbrochen?\, ver-
standen als
"
Wer (oder was) war Ursache?\. Daruber hinausgehend ist in
der Frage auch ein Anspruch enthalten, eine Antwort zu bekommen, und
zwar von demjenigen, der in einem Gesamtgeschehen eine Autorschaft an
einer Handlung anerkennt und sich so in ein impliziertes Gravitationsfeld
von Sanktion und Haftung begibt.
3.4.1 Bedingungsverhaltnisse
zwischen den Bedeutungen von ,Verantwortung`
Als eine knappe Zusammenfassung der im Abschnitt 3.2 detailliert vorge-
stellten Aspekte des Begris ,Verantwortung` ergeben sich folgende Zusam-
menhange:
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Rechenschaft ablegen ist ein Antworten anlasslich eines Ereignisses, das
auf Nichtgefallen stie. Zur Debatte steht die Zuteilung von Tadel, Missbil-
ligung und Schuld (und nicht die Verteilung von Lob oder Gratikation:
letzteres wurde von der Rechtfertigung vollkommen verschiedene Prozes-
se in Gang setzen). Rechenschaft ablegen kann man, abgesehen von der
Schuldanerkenntnis, entweder durch Rechtfertigung oder durch Entschuldi-
gung .
Eine Rechenschaftspicht kann qua Teilhabe an einer Kausalkette, die
zu einer fraglichen Sache fuhrte, entstehen. Ofter allerdings entsteht sie
durch eine (verletzte) Sorgepicht fur eine Sache. Eine Rechenschaftspicht
kann weiterhin bestehen qua bloer Zugehorigkeit zu einer Gruppe (die
Deutschen mussen in einem besonderen Ma Rechenschaft ablegen fur den
Holocaust).
Eine Rechtfertigungspicht entsteht, wenn eine Rechenschaftspicht be-
steht, aber keine entschuldigenden Grunde angefuhrt werden.
Eine Sorgepicht habe ich beschrieben als eine Forderung, in Bezug auf
ein bestimmtes Ziel zu handeln { und zwar als moralisches Sollen, nicht als
Regel der Klugkeit (die einen zweckdienlichen Weg zu einem vorgegebenen
Ziel weist). Zustandigkeit ist ein auermoralisches Sollen, welches durch Ver-
einbarung oder eine Rolle oder Aufgabe zustandekommt. Eine Sorgepicht
kann qua Zustandigkeit entstehen, qua Befahigung und Konnen, oder qua
freiwilliger Selbstverpichtung. Weiter kann sie durch eine Picht zweiter
Ordnung, sich Sorgebereiche zu erschlieen entstehen, sowie qua Schuld
durch vergangenes fehlerhaftes Tun. Zuletzt kann, uber eine Sorgepicht
durch Zustandigkeit hinaus, eine Sorgepicht durch Zugehorigkeit zu einer
bestimmten Gruppe (Eltern, Geschlecht, Volk) begrundet sein.
3.4.2 Der Nukleus von Verantwortung:
Sorgepicht und Rechenschaftspicht
Der Schlussel, wie aus dieser Vielfalt von Teilbedeutungen wieder eine ein-
heitliche Bedeutung von Verantwortung zuruckgewonnen werden kann, liegt
in dem engen Bedingungsverhaltnis von Sorgepicht und Rechenschafts-
picht. Auf einen engen Zusammenhang zwischen Sorge und Rechenschaft
wies schon fruh etwa Georg Picht hin. Ihm zufolge liegt in dem Begri
der Verantwortung eine
"
doppelte Verweisung: man ist verantwortlich fur eine Sache oder fur an-
dere Menschen, und man ist verantwortlich vor einer Instanz [. . . ]\.33
Nach Picht bezeichnet diese den Begri konstituierende doppelte Verwei-
sung im ersten Fall eine
"
ethisch begrundete Sorgepicht\, im zweiten
Fall eine Rechenschaftspicht, die ein Mensch einem
"
Reprasentanten einer
33 Picht69a, S. 319
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hoheren Ordnung\ schuldig sei. Nach Picht verweist das fur nicht alleine
in einem ersten Sinn auf Menschen und Dinge, sondern in einem zweiten
Sinn auch in die Zeit: Man sei auch verantwortlich fur seine Handlungen
und Entscheidungen, habe fur sie einzustehen. Handeln als
"
Ursprung\ von
Geschehnissen verweise auf einen Trager von Verantwortung zuruck.34
Ahnlich auch Johannes Schwartlander;35 ihm zufolge hat etwa seit
dem ersten Weltkrieg der Begri der Verantwortung den Begri der Picht
ersetzt und dessen Inhalt teilweise ubernommen.
"
Fur die Welt verantwort-
lich sein\ verweise auf ein Moment der Verbindlichkeit als Grundzug, der
in einer Aufgabe erschlossen werde. Diesem ersten,
"
universalen\ Grundzug
von Verantwortung stellt Schwartlander einen zweiten,
"
personalen\ Grund-
zug gegenuber, der sich aus respondere herleite. Verantworten meine dann
verteidigen oder Rechenschaft ablegen durch ein Antworten. Schwartlander
stimmt Hoffmeister zu, demgema beide Momente durch die imputatio
(Zurechnung) verbunden werden:
"
Verantwortung ist ,das Aufsichnehmen der Folgen des eigenen Tuns, zu
dem der Mensch als sittliche Person sich innerlich genotigt fuhlt, da er sie
sich selbst, seinem eigenen freien Willensentschlu zurechnen muss`\.36
Picht wie Schwartlander stellen Fursorgepicht wie Rechenschaftspicht




Momente\) von ,Verantwortung` heraus: Jemand hat fur etwas zu sor-
gen, und vor einer Instanz zu Rechenschaft abzulegen. Was Picht als die
"
Zuruckverweisung\ eines Geschehnisses auf einen Handelnden bezeichnet
(das in die Zeit verweisende
"
fur\), hat bei Schwartlander/Homeister sein
Pendant in der imputatio: Das Aufsichnehmen von Verantwortung fur das
eigene Tun. Dieses
"
Aufsichnehmen der Folgen\ meint zunachst ein Ab-
legen von Rechenschaft auf Grund eines Sich-Selbst-betroen-Zeigens; es
kann gleichzeitig auch auch ein Einstehen fur Schaden gemeint sein (zwei
unterschiedliche Bedeutungen: s. u.).
Etwaige Unklarheiten konnten sich in der Terminologie Pichts daraus
ergeben, dass das Wort fur sowohl auf Personen als auch in die Zeit ver-
weisen kann:
"
Verantwortung fur eine Sache\ weist eindeutig auf eine Sor-
gepicht gegenuber dieser Sache hin.
"
Verantwortung fur ein Tun\ weist
eher auf die Picht zu antworten hin, die auf Grund eines Tuns entsteht
{ eher, aber nicht eindeutig:
"
Verantwortung fur ein Tun\ kann durchaus
auch auf eine Picht hinweisen, ein Tun sorgfaltig zu besorgen { mithin ei-
ne Sorgepicht gegenuber einem Tun. Die reklamierte Unklarheit lasst sich
vermeiden, wenn man dort, wo ein fur in dem zweiten Sinne als zuschrei-
bende Zuruckverweisung gemeint ist, die Redeweise
"
Verantwortung (Re-
34 ebd., S. 320, 323
35 Schwartlander73
36 ebd., S. 1579
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chenschaftspicht) fur ein Tun\ ersetzt durch die dann bedeutungsgleiche
Redeweise
"
Verantwortung (Rechenschaftspicht) auf Grund eines Tuns\.
Auf das Bestehen dieses engen Wechselspiels weisen unterstutzend aus
sozialpsychologischer Sicht die von Kelly Shaver in Anschluss an Fritz
Heider diskutierte Prozesshaftigkeit der Zuschreibung von Verantwortung
als Abfolge des Feststellens von verursachter und anfangsetzender Ursache,
Rechenschaftspicht und Schuld37 ebenso hin (Kapitel 3.3, S. 59.) wie eine
etwa von Otfried Hoffe geltend gemachte
"
logische Prioritat\ von Sorge-
vor Rechenschaftspichten und Rechenschaftspichten vor Schuld.38 Zur
Begrundung des Wechselspiels werden hingegen unterschiedlichste Ansatze
gehandelt, wie exemplarisch Micha Werners kenntnisreiche Gegenuber-
stellung von Hans Jonas` naturphilosophisch-metaphysischer Fundierung
von Fursorgepichten und der transzendentalpragmatischen Fundierung
Frankfurter Provenienz von ver-antwortenden Dialogen zeigt.39
3.4.3 Verantwortung: Rechenschaftspicht aus Sorgepicht
Rechenschaft abzulegen macht nur in Bezugnahme auf Normen, und dar-
unter besonders Sollensanspruche Sinn. So muss sich in obigem Beispiel
zwar der SysOp, nicht aber ein
"
unbeteiligter\ (wie immer man eine Betei-
ligung auch erkennen moge) Nutzer, dessen Verhalten sich auerlich nicht
von dem des SysOps unterscheidet, verantworten. Das liegt daran, dass die
Interpretation von individuellem Verhalten in einem Gesamtgeschehen als
Handlungen einzelner Subjekte u.A. von Verhaltenserwartungen an einzelne
Beteiligte abhangt. (Das andere zentrale Element solcher Interpretationen
sind die sogenannten
"
Intentionen\, die der Interpretierende einem Hand-
lungssubjekt unterstellt).
Der konstitutive Zusammenhang innerhalb des Verantwortungsbegries





auf den Punkt gebracht: Man legt Rechenschaft ab, weil man sorgepichtig
war, oder, umgedreht: Man ist sorgepichtig, also wird man rechenschafts-
pichtig sein. Oder kurz: Sorgepicht aus Rechenschaftspicht.
Als integrale Gesamtbedeutung von Verantwortung schlage ich folgende
Umschreibung vor: Verantwortung ist als eine moralische Rechenschafts-
picht aus moralischer Sorgepicht zu begreifen. Das Attribut ,moralisch`
selektiert aus den verschiedenen Aspekten die moralisch relevanten und
eronet gleichzeitig die Moglichkeit von Wert- bis hin zu Schuldurteilen.
,Verantwortung` ist also nicht alleine mit den Aspekten Rechenschafts-
picht, Sorgepicht oder Schuld zu identizieren. Die Betonung liegt viel-
mehr auf dem verbindenden
"
aus\. Wer Verantwortung anerkennt, akzep-
37 Shaver85 ; Heider58/77 ; vgl. dazu auch Lenk92c, S. 80f
38 Hoe93, S. 21
39 Werner94a
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tiert Rechenschaftspicht und potenzielle Schuld aus, und das heit: auf
Grund von oder als Folge einer Sorgepicht; er bejaht die Wahrheitspraten-
tion einer nicht tautologischen Implikation
"
B, weil A\.
Aus dem bisher Skizzierten wird deutlich, dass eine angemessene Ver-
antwortungstheorie nur entwickelt werden kann, wenn die dierenzierten
Bedeutungen und Aspekte im Verantwortungsbegri auseinandergehalten
und gleichzeitig zu einer komplexen, aus vielem zusammengesetzten Einheit
zusammengefugt werden. Die Basiselemente einer formalen Rekonstrukti-
on bilden die aus der Aspekteanalyse hervorgehenden Relationen. Sie sind
durch Relationen zweiter Ordnung (uber Relationen denierte Relationen)





aus\ angemessen wiedergegeben ware ist
schwer anzugeben. Es ist jedoch klar, dass es sich nicht um eine der in
den Formalwissenschaften verhandelten tautologischen oder analytischen
Schlussformeln (Modus Ponens oder verschiedene Formen der Implikation)
handeln kann, wurde doch der materiale argumentative Gehalt der Verbin-
dung
"
Y, weil X\ verlorengehen.
3.4.4 Grundstruktur einer Verantwortungsethik
Mit solchem Rustzeug konnte endlich ein Projekt mit analytischen Stutzen
bewehrt werden, das Georg Picht 1969 noch als unverwirklichte Aufgabe
einschatzt:
"
Es gibt, soweit ich sehe, weder eine philosophische noch eine theologische
Ethik, die sich als ,Verantwortungsethik` dadurch ausweisen konnte, da
alle ethischen Strukturen aus der Struktur der Verantwortung entwickelt
wurden.\40
Ich sehe in Teilen der Debatte um die sogenannte
"
feministische Ethik\
Ansatze, eine solche Verantwortungsethik zu entwickeln. Der fur meine Ana-
lyse relevante Kern des Streits um eine weibliche Moral orientiert sich am
Verhaltnis eines Handelns aus Sorgemoglichkeiten an einem konkreten hil-
febedurftigen Anderen im kulturell-gemeinschaftlichen Nahbereich, im Ge-
gensatz zu einem Handeln aus Gerechtigkeitserwagungen41 gegenuber ei-
ner Vielzahl abstrakter Anderen aus einer das Kulturell-Gemeinschaftliche
ubergreifenden Perspektive. Zu dieser Debatte Stellung zu beziehen ist nicht
mein Forschungsinteresse; ich muss mich darauf beschranken anzudeuten,
wie sich eine Ethik der Verantwortung in andere Ethik-Ordnungsraster
einfugen konnte. Eine aufs Grobste vereinfachte Begrisklarung nehme ich
anhand der folgenden Abbildung vor.
40 Picht69a, S. 323
41 Zu den unterschiedlichen und unbedingt auseinanderzuhaltenden Bedeutungen von
,Gerechtigkeit` siehe oben, S. 33
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- nicht ohne performativen
- nicht anders denkbar
- Kultur
- Konzeption des Guten Lebens
- Eudaimonia,







darin unter normativem Fokus u.A. erkennbar:
Handlungen, Handlungsfolgen, Artefakte
Ebene 0 ist die Gesamtheit allen Geschehens im Weltverlauf. Aus dieser
Gesamtheit schat der Mensch durch Wahrnehmung und Interpretation die
Menge aller Beschreibungen, einzelne Elemente und Strukturen (in der Gra-
k als Baumstruktur angedeutet): Handlungssubjekte, Handlungen, Ketten
von Handlungen, Handlungsfolgen, (hier: technische) Artefakte42 und An-
deres (Ebene 1 ). Diese Gesamtheit des Geschehens ist fur uns ausschlie-
lich in immer schon fokussierenden und interpretierenden Beschreibungen




Realitat\ in naivem Sinn sind fur
uns interessant drei lebensweltlich (und normativ) zentrale Abstraktionsty-
pen auf Ebene 1: Handlungen, Handlungsfolgen und menschliche Artefakte.
Jede Beschreibung einer konkreten Handlung der Ebene 0 kann aus verschie-
denen, miteinander kombinierbaren Elementen der Ebene 1 bestehen.
Auf Ebene 2 sind die zwei zentralen Bezugspunkte der (normativen)
Bewertung von Handlungen und Handlungstypen aufgefuhrt (Picht und
Nutzen), auf Ebene 3 die zwei zentralen Bezugsgruppen einer moglichen
(Letzt-) Begrundung von Pichten oder Nutzenmastaben.
42 Meiner Skizze (und auch Intuition) gema sind Artefakte Folgen von (gema mei-
nem Verstandnis begrisnotwendig individuellem) Handeln. In der Technikphilo-
sophie gibt es allerdings die Ansicht, dass gerade grotechnische Artefakte nicht
mehr als Folge individuellen Handelns erkannt werden konnen. Begrilich trage ich
dieser Position durch eine Unterscheidung zwischen Handlungsfolge und Artefakt
Rechnung.
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punktierten Linien andere mogliche und zugleich weitergehende Argumen-
tationsmuster.
Pichtenethiken oder deontologische Ethiken rekurrieren zur Be-
grundung der
"
Wahrheit\ von Pichten auf oberste Prinzipien oder Sol-
lensanspruche, deren Geltung etwa nicht vernunftig oder nicht ohne perfor-
mativen Selbstwiderspruch bestreitbar sind. Teleologische oder Guterethi-
ken begrunden den Geltungsanspruch von Nutzenkalkulen oder auch Hand-
lungsregeln durch oberste Guter wie Gluck (eudaimonia), Lust (hedonae)
oder (kulturspezische) Konzeptionen des Guten Lebens als oberstes Ziel
(telos).Konsequentialistische Ethiken orientieren sich an der Bewertung von
Handlungsfolgen und Artefakten.
Unnotigen Verengungen von Argumentationen (oder Rezeptionen) ein-
zelner Autoren ist es zu verdanken, dass sich scheinbar eine Aufspaltung von
Argumentationsmustern ergibt: sogenannte deontologische Ethiken betonen
eine Argumentation entlang den Punkten Handlung, Picht, oberstes Prin-
zip; sogenannte konsequentialistische Ethiken betonen eine Argumentation
entlang den Punkten Handlungsfolgen, Nutzen, oberste Guter. Insbesondere
Max Webers vielzitierte und eingangige Unterscheidung von Gesinnungs-
und Verantwortungsethik zementiert diese Zweiteilung.43
Die Kantische Ethik ist Ruckgrat des ersten Argumentationszweiges. Sie
lasst sich in der Graphik einordnen als eine Begrundung von Pichten durch
das oberste Prinzip einer nicht anders denkbaren Verallgemeinerungsfahig-
keit, wie sie sich in der Formulierung des Kategorischen Imperativs zeigt44
sowie eine Einschrankung des Bewertungsbereichs von Pichten auf Hand-
lungstypen (Maximen).45
Der Bentham'sche Akt-Utilitarismus ist Ruckgrat des zweiten Argumen-
tationszweiges: Die Folgen einzelner konkreter Handlungen werden bewer-
tet mit Hilfe von durch das oberste Gut
"
Lust\ begrundete Nutzenkalkule.
Spatere konsequentialistische Ethiken nehmen eine Mischposition ein, in-
dem sie die Notwendigkeit von teilweise auch streng einzuhaltenden Pich-
ten (Luge-Verbot) durch Verweis auf ihren Dienstwert bezuglich obersten
Gutern der Gemeinschaft begrunden.
43 Ausfuhrlich hat dazu ausgefuhrt Moller83
44
"
Handle nur nach derjenigen Maxime, von der du zugleich wollen kannst, da sie
ein allgemeines Gesetz werde\
45 Letztere Einschrankung scheint von Kant selbst so gewollt zu sein. Nach Kant muss
ein Hausbesitzer, ungeachtet der voraussehbaren todlichen Folgen fur den politisch
Verfolgten, auch dem Nazi-Hascher auf dessen Anfrage hin den Aufenthaltsort des
im Keller versteckten Juden eronen, da auch die gelegentliche Preisgabe des Wahr-
heitsgebotes nicht zur allgemeinen Maxime werden konnte. Kant wird { m.E. zu-
recht { vorgeworfen, dass er gerade in dem von ihm zitierten Beispiel die (Sor-
ge-) Pichten des Hausherrn gegenuber dem Verfolgten zu gering schatze.
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3.4.5 Position der vorliegenden Arbeit
In der oben stark vereinfacht skizzierten Struktur ethischer Begrie und
Theorien ordne ich meinen Ansatz { sofern er als sprachanalytische Ar-
beit uberhaupt eine Position in allgemeiner materialer Ethik einzunehmen
beansprucht { wie folgt ein:
In einer Verantwortungsethik gema dem in meiner Arbeit aufgebau-
ten Verstandnis besteht ein Primat von teleologisch (nicht: konsequentiali-
stisch46 begrundeten positiven Pichten { namlich Pichten zu subsidiarer
und in bestem Sinn an wohlverstandenem Fremdinteresse orientierter Wohl-
fahrt des Anderen { gegenuber negativen Hilfspichten. (Die Ungelostheit
des Problems der Guligkeit von deontologischen (Letzt-) Begrundungs-
ansatzen mag bei diesem Ansatz auer acht gelassen werden.)
Diese Positionierung soll dem Leser helfen, die hier vertretene Positi-
on einer Verantwortungsethik leichter einzuordnen. Ein bedeutender Ar-
gumentationsschritt fur meine Forschungsfrage sei hiermit dennoch nicht
gemacht, und ware ohnehin systematisch nur schwer glaubhaft zu machen:
Denn durch die Bedeutungsanalyse von Verantwortung habe ich einen le-
diglich kontingenten Zusammenhang zwischen Bedeutungen des Verantwor-
tungsbegries und einem moralphilosophischen Begrundungsansatz aufge-
zeigt { Rechenschaftspicht, weil man sorgepichtig war. Diese Konstrukti-
on begrundet die im letzten Absatz skizzierte Positionierung keineswegs in
strengem Sinn. Andeutbar ist lediglich, wie eine bestimmte ethischen Theo-
rie unter anderem aus sprachanalytischen Uberlegungen heraus zu stutzen
ware.
3.5 Kritik an einer herrschenden Meinung
Hans Lenk legte in einigen Arbeiten zum Begri der Verantwortung u.A.
auch ein analytisches Strukturmodell des Verantwortungsbegries vor47 mit
dem Ziel, allzu pauschale Appelle an
"
die Verantwortung\ des Wissenschaft-
lers durch dierenziertere Begrie zu ersetzen.48 Hans Lenk ist mit diesen
Analysen bezuglich des Verantwortungsbegris einer der meistzitierten Au-
toren im deutschen Sprachraum.
Lenk stellt zwei sich erganzende Analysen vor: Eine eher inhaltliche
Analyse verschiedener Typen von Verantwortung, sowie eine eher formale
Analyse des Verantwortungsbegris als mehrstelliger Relationsbegri.
46 Zu einer Kritik
"
uberbordender Verantwortlichkeit\ siehe Nida-Rumelin93a, S. 90
47 Lenk89c, S. 115, leicht korrigiert Lenk91b und Lenk92d, S. 26 sowie Lenk92c; neu
formuliert: Lenk94a
48 Lenk92d, S. 25
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Gema dieser herrschenden Meinung bezuglich Struktur und Inhalt des
Verantwortungsbegris werden erstens verschiedene Typen von Verantwor-
tung unterschieden; zweitens wird der Verantwortungsbegri als eine (bis
zu siebenstellige) Relation dargestellt (s. u., S.77).
Beides halte ich fur problematisch. Ad 1: Richtig ist zwar, dass der Ver-
antwortungsbegri eine analytisch dierenzierbare Feinstruktur aufweist,
die mit den verschiedenen Explikationen sog. Verantwortungs-
"
typen\ auch













Ad 2: Die Feinstruktur und Bedeutungsvielfalt (
"
Dimensionalitat\) in
der Rede um Verantwortung kann mittels einer einzigen Relation nicht an-
gemessen dargestellt werden. Besser werden zu den einzelnen Partikeln im
Komplex ,Verantwortung` verschiedene Relationen konstruiert. Mit diesen
Werkstucken kann, in geeigneter Weise zusammengefugt, moglicherweise ei-




Lenk stellt fest, dass sich hinter dem formalen Begri
"
Verantwortung\
vielfaltige unterschiedliche Bezugsperspektiven verbergen. Er unterscheidet
"
vier Ebenen oder Dimensionen\ der Verantwortung:49
Æ Handlungs(ergebnis)verantwortung:
"
Der Handelnde ist verant-







(fur bestimmte Handlungsfolgen)\ als auch als
"
negative Kausal-
handlungsverantwortung (z. B. fur Unterlassungen)\.
Nach Lenk kommt auch Institutionen (etwa dem Staat gegenuber seinen
Burgern) oder Korporationen eine Handlungsverantwortung zu. Zwar han-
delten Institutionen
"
in sekundarem Sinn, auf hoherer semantischer Ebene
als Personen\, ihre Handlungen seien
"
aber nichtsdestoweniger real { z. B.
in den sozialen Wirkungen.\ (ebd., S. 28)
Aus den zugehorigen Erlauterungen wird ersichtlich, dass der Autor, wo
er von Verantwortung spricht, meistens eine Rechenschaftspicht auf Grund
von Handlungen (oder deren Ergebnisse) im Sinn hat. Lediglich bei dem
Beispiel der Praventionsverantwortung des Sicherheitsingenieurs { explizit
als Picht eingefuhrt { und Hans Jonas' Sorge-fur-Verantwortung scheint
49 ebd., S. 26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Verantwortung als Fursorgepicht die bessere Interpretation zu sein. Dies
ergibt sich sowohl aus einem Vergleich von Parallelstellen,50 als auch der
Formulierung
"
Verantwortung zur Vermeidung von Unterlassungen\ (ebd.)
im Kontext der negativen Kausalhandlungsverantwortung.











Korporative Verantwortung von Institutionen (gegenuber Mitglie-
dern, Gesellschaft usw.)\. Teile dieser Verantwortungen seien ei-
ne
"




In der Rollen- oder Aufgabenverantwortung bestimmten, so Lenk, die
Rollenerwartungen oder Stellenbeschreibungen den Rahmen, in Bezug auf
den Verantwortlichkeiten fur Sachen oder die Verantwortung gegenuber ei-
nem Vorgesetzen zu bewerten sind.
Æ Universalmoralische Verantwortung: Dazu gehoren die
"
direkte si-
tuationsaktivierte moralische Handlungsverantwortung fur die von
den Handlungen direkt betroenen Partner, Personen, Lebewesen\,
die
"
indirekte moralische Handlungsverantwortung fur (evtl. sogar
nicht intendierte) Folgen von Handlungen und Unterlassungen\, ei-
ne auch fur Institutionen und Korporationen geltende
"
moralische
Fursorge- und Vorsorgeverantwortung\. Ebenfalls genannt werden
hier die
"
hoherstuge (individuelle) Verantwortung zur Erfullung
vertraglicher oder formeller Pichten\, die
"
individuelle Verantwor-
tung zur Einhaltung von Ethikkodizes von Verbanden usw.\, so-
wie die
"
Verantwortung fur oentliche Sicherheit, Gesundheit, und
Wohlfahrt\. Je nach Mitwirkungsmacht seien diese Verantwortun-
gen auch als Mitverantwortung zu verstehen.
Nach Lenk
"
gilt [die universalmoralische Verantwortung] universell,
gleich fur jedermann in vergleichbarer Situation. Sie gestattet keine Auf-
und Abschiebung. Sie kann nicht delegiert werden.\51 Sie sei der Aufgaben-
oder Rollenverantwortung
"
vorgeordnet\, auch und gerade wenn begrenzte
Rollenverantwortungen oft zur Abschiebung von moralischer Verantwortung
mibraucht wurden.52
Æ Rechtliche Verantwortung: Verantwortung auf Grund positiv gelten-
denden Rechtes.
50 etwa Lenk89c, S. 117, sowie Lenk91b, S. 1197
51 Lenk91b, S. 1198
52 ebd.
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Das Kriterium zur Klassikation von Verantwortungen in die vier
"
Ty-
pen\ ist bei Lenk oensichlich die
"
Qualitat\ (der Informatiker wurde
sagen: der formale Typ) des Grundes oder des Sollensanspruches, in
Bezug auf welchen eine Rechtfertigung zu erfolgen hat. Bei der Hand-
lungs(ergebnis)verantwortung besteht nach Lenk eine Verantwortung auf
Grund einer Handlung. Lenks Aufgaben- und Rollenverantwortung basiert
auf Rollenerwartungen und bereichspezischen Verhaltensnormen, fur wel-
che der Autor an anderer Stelle den Begri Ethos gebraucht.53 Die univer-
salmoralische Verantwortung basiert bei Lenk auf allgemeinen moralischen
Sollensanspruchen { von ihm Ethik genannt { und die (von Lenk nicht
weiter ausgefuhrte) rechtliche Verantwortung entsprechend auf positivem
Recht. Lenk expliziert die verschiedenen Inhalte des Begris
"
Verantwor-
tung\ bisweilen unter zirkularer inhaltlicher Bezugnahme auf Bedeutungen
von Verantwortung selbst.





Man bestimmt ,verantwortlich sein' ublicherweise als Eintretensollen oder
als Einstehenmussen fur Handlungen bzw. fur Handlungsergebnisse, allge-
mein fur Handlungsfolgen gegenuber oder vor einer beurteilenden Instanz
und gegenuber oder fur jemanden, der sozusagen Objekt des Handelns ist
oder gewesen ist, also gegenuber einem Adressaten.\54
Anhand dieser Textgrundlage zielt Lenk in dieser Bestimmung eindeutig
auf eine Rechenschaftspicht auf Grund einer Handlung ab; zu diskutieren
ware, ob die Bedeutung von
"
Eintretensollen\ so weit zu fassen ware, dass
darunter auch ein sorgendes Handeln verstanden werden konnte.55. An an-
deren Textstellen ist Lenk so zu interpretieren, als hatte er die Bedeutung
von Sorgepicht im Sinn, zumindest dort, wo er von einer
"
Verantwortung
zur Vermeidung von Unterlassungen\ (vgl. oben
"
Handlungsergebnisver-
antwortung\) oder einer Verantwortung fur eine Aufgabe oder Betreuung
spricht. In der folgenden Passage kommen beide Bedeutungen vor (meine
Interpretation in Klammern]:
"
Verantwortung tragen heit: bereit sein oder genotigt werden konnen,
sich zu ver-antworten [Rechenschaft abzulegen] { jemanden fur etwas zu
antworten. Wir sind nicht nur fur etwas (eine Handlung [antwortpichtig],
Aufgabe, Betreuung [sorgepichtig] usw.) verantwortlich, sondern auch ge-
genuber jemandem oder vor einer Instanz.\56
Lenk lost die Mehrdeutigkeit im Verantwortungsbegri an dieser Stelle
nicht auf. Es bleibt im einzelnen unklar, ob es sich bei einem Einstehen
53 Vgl. unten die Ausfuhrungen zur internen vs. externen Verantwortlichkeit des Inge-
nieurs.
54 Lenk94a, S. 241; ahnlich auch etwa Lenk92c, S. 79
55 Pers. Gesprach Lenk/JB
56 Lenk89c, S. 115.
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ex ante: (1) um ein Sorgen-Mussen fur eine Sache, (2) um die Aufgabe,
ein zukunftiges Handeln sorgfaltig auszufuhren, oder (3) um ein prospekti-
ves Ablegen von Rechenschaft fur eine Handlung, die erst in der Zukunft
abgeschlossen sein wird, handelt.
Lenk spricht, wenn er
"
Verantwortung\ als Relationsbegri auszeichnet,





Beziehung\ auf, als ein bestimmtes Aufeinander-
Bezogen-Sein von Mensch und Sache:
"
Aber was ist Verantwortung? Verantwortung soll hier beschrieben werden
als ein Zuschreibungskonzept: Wir schreiben jemandem Verantwortung zu.
Und zugleich ist Verantwortung ein Relationsbegri, das heit also, ei-
ne Beziehung zwischen verschiedenen Dingen und Personen, ein Zuschrei-
bungsrelationsbegri oder der Begri einer bestimmten zugeschriebenen
Beziehung innerhalb einer selbst schon interpretationsimpragnierten so-
zialen Beziehung.\57
Es ist fraglich, ob solche Mehrdeutigkeiten sowohl im Begri der Verant-
wortung als auch im Begri
"
Relationsbegri\ aus analytischer Perspektive
als gelungen bezeichet werden konnen. (Unbeschadet dieser Kritik an der
formalen Form der Lenkschen Darstellung wage ich am Inhalt der Lenk-
schen Verantwortungsphilosophie wenig zu kritisieren.)
Da das im folgenden dargestellte formale Lenksche Strukturschema zum
Verantwortungsbegri im deutschen Sprachraum das am weitesten verbrei-
tetste ist m.E. bisweilen etwas unkritisch rezipiert wird, muss mir daran
gelegen sein, seine Schwachen klar zu benennen, um seine Starken aufneh-
men zu konnen in eine analytische Theorie der Verantworung.
3.5.2 Formale Analyse:
Verantwortung als ,Relationsbegri`
In einer Ubersichtsarbeit58 zitiert Lenk die Arbeiten zum Verantwortungs-
begri von Wilhelm Weischedel und Roman Ingarden (nicht jedoch
Georg Picht oder Kelly Shaver). Er schatzt den phanomenologischen
Ansatz dieser Autoren, sieht jedoch einen Mangel in der Darstellung dar-
in, dass
"
eine Dierenzierung unterschiedlicher Typen, Gesichtspunkte und
Relationsglieder des Relationsbegris Verantwortung\59 nicht stattnden
wurde.
In Bezug auf den Anspruch von Lenks Analyse des Verantwortungsbe-
gris schreiben Lenk und Maring:
"
[. . . ] das primare Ziel [war] die Entwicklung eines Strukturschemas, das
den fur alle Verantwortungsarten gultigen Bedeutungskern und die struk-
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turellen Ahnlichkeiten hervorhebt, und einer Typologie der Arten von Ver-
antwortung (durchaus ahnlich intendiert wie Ropohls morphologische Ma-
trix [Verweis auf: 60], die ubrigens ebenso formal bleibt wie die kritisierten
analytisch zu verstehenden Strukturbegrie der Verantwortungstypen und
-ebenen). Beide sollen und konnen die Grundlage fur eine inhaltliche Theo-
rie der Verantwortung bilden.\61
Lenks formale Analyse des Verantwortungsbegri baut als Struktursche-
ma eine n-stellige Relation auf. Die Formulierung von Hans Lenk lautet
unter Berufung auf Bochenskis Relationenlogik:62
"
Jemand: Verantwortungssubjekt, -trager (Personen, Korporationen) ist
fur: etwas (Handlungen, Handlungsfolgen, Zustande, Aufgaben usw.) ge-
genuber: einem Adressaten vor: einer (Sanktions-, Urteils-) Instanz in
Bezug auf: ein (praskriptives, normatives) Kriterium im Rahmen eines:
Verantwortungs-, Handlungsbereichs verantwortlich.\63
Auch andere Autoren orientieren sich an diesem Modell, auch und ge-
rade dann, wenn sie auf hohere Stelligkeiten des Begris pochen. Gunther
Ropohl erkennt etwa eine siebenstellige Relation:
"
(a) Wer (Individuum, Korporation, Gesellschaft) verantwortet (b) was
(Handlung, Produkt, Unterlassung) (c) wofur (Folgen voraussehbar, Fol-
gen unvoraussehbar, Fern- und Spatfolgen) (d) weswegen (moralische Re-
geln, gesellschaftliche Werte, staatliche Gesetze) (e) wovor (Gewissen, Ur-
teil anderer, Gericht) (f) wann (vorher: prospektiv, momentan, nachher:
retrospektiv) (g) wie (aktiv, virtuell, passiv).\64
Ein Ahnlichkeitsvergleich der Pradikate verantwortet bzw. ist-
verantwortlich anhand der formalen Typen65 der moglichen Argumente
60 Ropohl94, Absatz 10
61 Lenk94b, S. 162
62 Lenk92d, S. 26
63 Lenk92c, S. 81f
64 Ropohl94.




bereits 3 hoch 7 [namlich Anzahl der Stellen (a) bis (f) (Zeilen in
der Matrix) potenziert mit der nach eigener Auskunft zwar kontingenten, in jeder
Stelle aber (zufalligerweise) gleichen Kardinalitat (Anzahl der Spalten) des Deni-
tionsbereichs dieser Stelle], das sind 2187 (zweitausendeinhundertsiebenundachzig)\
Verantwortungs-Typen zu sprechen. Das ware so, als ob aus etwa dem zweistelli-
gen Pradikat X it Y und den (zufalligerweise) je zweielementigen Wertebereichen
fMutter, Kindg und fSpaghetti, Spinatg vier, namlich 2 hoch 2 Essens-Typen folg-
ten. (Naturlich kann eine geeignete Wahl von Beispielen auch auf je deutlich unter-
schiedlich Gemeintes verweisen { wie etwa in
"
Angst essen Seele auf\ deutlich wird.
Die Reprasentativitat der Beispiele fur Aquivalenzklassen muss dann allerdings gut
begrundet werden.)
65 Mit formalem Typ strebe ich einen formalwissenschaftlichen Inhalt an, im Ggs.
zum
"
Typ\ einer Verantwortung, wo ich { in Einklang mit dem Gebrauch in der
Verantwortungsdebatte { auf ein alltagsweltliches Verstandnis baue.
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fur, vor etc. erlaubt beide Formulierungen auf einen gemeinsamen Nenner
zu bringen. Das Ergebnis zeigt Tabelle 3.1.66 (Man konnte diese Tabelle
sogar als Beleg verstehen, dass zum Begri der Verantwortung sogar ein
neun-stelliger Begri konstruiert werden kann { wenn ich nicht weiter un-
ten ausfuhren wuerde, dass ich eine solche mono-relationale Konstruktion
fur problematisch halte. In Kapitel 3.5.5, S. 81. zeige ich, wie eine bessere,
auf mehreren typisierten Realtionen basierende Analyse aussehen konnte.)
Eine solche Analyse wird variiert etwa von Christoph Hubig, der mit
explizitem Bezug auf Lenks Relation eine eigene Relation mit dem Namen
,Verantwortung` aufstellt.67 Sie ist auszugsweise dargestellt in Tabelle 3.2.
Hubig unterscheidet in seiner
"
Ubersicht zur Mehrdimensionalitat der
Verantwortung\68 die formalen Typen der einzelnen Argumente des Ver-
antwortungsbegris vergleichsweise dierenziert.
Daruber hinausgehend parallelisiert Hubig in seiner Darstellung die for-
male Analyse des Verantwortungsbegris mit den resultierenden Etiket-
ten einer komplementaren, auch von Lenk in dieser Form vorangetriebenen
inhaltlichen Bedeutungsanalyse des Verantwortungsbegris. In dieser wird
zunachst das Wort ,Verantwortung` durch verschiedenste Attribute, etwa:
moralische, teleologische, Fursorge- oder Loyalitatsverantwortung , erganzt,
worauf inhaltliche Erlauterungen und Beispiele zu dem attribuierten Be-
gri folgen. Lenk stellt einige dieser Attribute paarweise zusammen (etwa:
individuelle vs. kollektive Verantwortung, prospektive vs. retrospektive Ver-
antwortung, Handlungs- vs. Fursorgeverantwortung) und handelt sie als
die gegensatzlichen Pole verschiedener Dimensionen (eine gleichermaen




Typen\ von Verantwortung.69 Zum Typ der ,Kausalhand-
lungsverantwortung` wird etwa das Beispiel des Ingenieurs genannt, der
durch seine Handlungen des Entwerfens und Berechnens von Dammen (oder
auch die Unterlassungshandlung des Auerachtlassens von Sicherheitsvor-
Ein Beispiel einer moglichen Anwendung des Konzepts formaler Typ: Die gene-
rische (d. h. fur verschiedene Typen eines Arguments unterschiedlich denierte)
Funktion verdoppeln(X) kann deniert werden als
"
Multiplikation mit der Zahl
zwei\ falls X vom formalen Typ
"
Zahl\ ist, und als
"
Schreibe zweimal aufeinander
folgend X\, falls X vom formalen Typ
"
Zeichenkette\ ist. Man sagt auch: Die gene-
rische typisierte Funktion verdoppeln(X) hat zwei verschiedene Intensionen (formale
Auswertungsvorschriften, mithin fur den Menschen: Bedeutungen).
Das Konzept formaler Typ kann auch die Vieldeutigkeit des Verantwortungsbegris
etwas entwirren: Eine Verantwortung fur Handlungen kann, rein formal feststellbar
durch den formalen Typ
"
Handlung\, eine andere Intension (Auswertungsvorschrift,
Bedeutung) haben als Verantwortung fur Aufgaben.
66 Die Tabelle folgt den Darstellungen in: Lenk92, S. 76; Ropohl94.
67 Hubig93, S. 73
68 ebd., S. 72
69 Ausfuhrlich zu Analytizitat solcher Bestimmungen Lenk94d, Absatz 4, bes. Funote
1 (S. 775)
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Name des Arguments zulassiger formaler Typ des Denitionsbereichs






ist verantwortlich / verantwortet
fur was Handlungsergebnisse,
























wann prospektiv, retrospektiv prospektiv, momentan,
retrospektiv
wie aktiv, virtuell, passiv
leerer Eintrag: Argument kommt bei dem Autor nicht vor
 Von Lenk in mundlicher Mitteilung so umschrieben
 Von Lenk benannt, aber nicht als zum Begri zugehorig erachtet
Abbildung 3.1: Die Verantwortungsrelation
schriften) fur einen Dammbruch verantwortlich wird.70 In solchen Attri-
buierungen wird ein Ansatz weiterentwickelt, fur den H.L.A.Hart mit
Wortbildungen wie ,deskriptive` oder ,normative Verantwortung` die Basis
schuf.71
3.5.3 Orientierungspunkt:
grammatikalische Oberachenstruktur der Sprache?
Lenks und Ropohls Relationen scheinen sich an der grammatikalischen
Oberachenstruktur der Sprache zu orientieren, spiegeln diese jedoch nicht
exakt. Fast scheint es, dass die Bezeichner der verschiedenen Relationen
eher zufallig und kaum systematisch in der jeweiligen grammatikalischen
70 Lenk89c, S. 116
71 Der klassische Text hierzu: Hart49 ; zu den tugendethischen Aspekten in Harts Ter-
minologie vgl. etwa Haydon78
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Verantwortung
1. als (Subjekt der Verantwortung)
Mensch { moralische Verantwortung
Rollentrager { Berufsverantwortung
Experte { Sonder-, Fursorgeverantwortung
Mitglied { Mitverantwortung
Institution { institutionelle Verantwortung
2. fur (Gegenstand der Verantwortung)
mich selbst { Selbstverantwortung
Personen { Fursorgeverantwortung
Handeln (einschl. Unterlassen) { deontologische Verantwortung
(Pichtgemasein)
Handlungsfolgen (einschl. Nebenfolgen) { teleologische Verantwortung
(Zielverantwortung)
Zustande, Gegenstande, Guter { Seinsverantwortung (Jonas)
Befehle, Veranlassungen { Rollenverantwortung
3. im Blick auf (Bezug zu Ethik-Typ)
Schaden und Nutzen (Ist/Kann) { teleologische Verantwortung
! Verantwortungsethik
. . . { . . .
4. unter Mastaben (Bezug zu Ethik-Ebenen)
. . .
5. gegenuber (Instanz der Verantwortung)
. . .
Abbildung 3.2: Die Verantwortungsrelation nach Hubig
Flexion festgehalten wurden. Ein linguistischer, beschreibender Wahrheits-
anspruch scheidet also aus und durfte auch nicht der Intention der Autoren
entsprechen.
Hubigs Vorschlag scheint schon eher auf eine logische Tiefenstruktur in
der Rede von ,Verantwortung` abzuzielen, wie die abstrahierende Nominal-
form seiner Relation Verantwortung vermuten lasst. Um so mehr stellt sich
dann allerdings die Frage nach der Angemessenheit der Analyse. Warum
lehnt sich die Stelligkeit der Relation und die Aufteilung der Wertebe-
reiche fur die einzelnen Relationsglieder doch wieder an die Oberachen-
struktur der Sprache an: Warum werden insbesondere so grundverschie-
dene Entitaten wie Handlungen, Handlungsfolgen und Zustande, Perso-
nen oder Befehle in einem einzigen Argument
"
fur\ zusammengefasst? Der
oben herausgearbeitete Bedeutungsunterschied von Verantwortung in dem
Beispiel
"
Verantwortung fur die Sicherheit/den Zusammenbruch des Netz-
werks\ (Kapitel 3.2.1, S. 44.) lasst sich mit diesem Strukturschema nicht
erfassen.
Es drangt sich der Eindruck auf, dass in alle drei diskutierten Analy-
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3.5.4 Schwierigkeiten von ,mono-relationalen` Analysen
Die beschriebenen Attributierungen wirken klarend, wo sie das Augenmerk
etwa auf den Verpichtungsgrund einer Verantwortung (vgl. etwa die Paare
moralische vs. rechtliche Verantwortung, Handlungs(ergebnis) vs. Fursor-
geverantwortung) oder den Typ eines Handlungssubjektes (vgl. individuelle
vs. kollektive Verantwortung) lenken. Sie bleiben aber problematisch, solan-
ge sie extensiv das zu Klarende auch im Klarungsteil wiederholen. Mag der
(Selbst-)Erklarungswert einzelner inhaltlicher Analysen durch Attributie-
rungen noch so hoch sein { auf den Begri gebracht wird das Dargestellte
auf eine solche Weise nicht vollstandig. Fallen und Ambiguitaten werden
nicht immer vermieden.
Konzepte ahnlich solchen, wie sie von Lenk oder Ropohl vorgelegt wur-
den, werde ich im folgenden mono-relational nennen: Eine einzige Relation
wird als formaler Reprasentant (oder als
"
Strukturschema\) herangezogen,




Neben der unterschiedlichen Valenz72 der Pradikate ist-verantwortlich
(Lenk), verantwortet (Ropohl) und Verantwortung (Hubig) fallt in den zi-
tierten Bestimmungen besonders die unterschiedliche grammatische Flexion
des Wortes ,Verantwortung` auf. Wie in Kapitel 3.2, S. 44. gezeigt, geht,
wo eine solche Dierenz egalisiert wird, eine wesentliche begrisanalytische
Klarungsmoglichkeit verloren.
Schwierig scheint mir auch die bisweilen vorgenommene Identikati-
on von ,Verantwortung` als Relationsbegri zu sein: Was ware ein Nicht-
Relationsbegri? Ist ein Begri eine Relation, oder benutzen wir nicht eher
das mathematisches Konstrukt der Relation zur Darstellung eines Abstrak-
tums? Um mogliche begrisontologische Wahrheitspratentionen innerhalb
eines Universalienstreits von vorneherein auszuschlieen, schlage ich eine an
den Formalwissenschaften angelehnte Terminologie vor, die zwischen Begri
und seiner Darstellung trennt:
"
Zum Begri der Verantwortung kann eine n-
stellige Relation konstruiert werden\. Diese Redeweise hat den Vorteil, dass
sie die immer vorhandene Dierenz zwischen darstellendem Formalismus
und dargestelltem Phanomen leichter sichtbar und so auch unmittelbarer
thematisierbar macht.
3.5.5 Konstruktive Kritik:
Die Struktur einer angemesseneren formalen Darstellung
Der Vorteil einer wie oben (Kapitel 3.2, S. 44.) skizzierten Bedeutungs-
und Aspektanalyse liegt in ihrer analytischen Klarheit und begrilichen
Trennscharfe. Das einer Aspekteanalyse zugehorige formale Strukturschema
soll Unterschiede zwischen Aspekten auch formal widerspiegeln.
72 Zum Problem der Stelligkeit von Verben ausfuhrlich: Storrer92
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So schlage ich vor, mindestens fur jede Bedeutung des Verantwortungs-
begris { und in Erweiterung auch fur jeden Aspekt { eine eigene, paarweise
wohlunterscheidbare (und selbstverstandlich mehrstellige) Relation vorzu-
sehen:
Æ kausal ursachlich (wer oder was, fur was, Anfangsbedingungen, Randbedin-
gungen, Gesetze, Folgen);
Æ anfangsetzende Ursache (welche Person, fur was, gema Sorgepicht, . . . )
Æ sorgepichtig (wer, fur Was Oder Wen, . . . );
Æ rechenschaftspichtig (wer, auf Grund von, . . . );
Æ rechtfertigungspichtig
(wer, auf Grund von, Nichtentschuldbarkeits-Standards, . . . );
Æ entschuldigungspichtig (wer, auf Grund von, . . . );
Æ haftbar (wer, wofur, in Stellvertretung fur, . . . );
Æ schuldig (wer, weshalb, . . . )
Einige dieser Relationen werden nun ihrerseits mit einer (Me-
ta-) Relation (hier: eine Relation mit zwei Relationen als Argumente) ver-
knupft, die den Namen also erhalte; in Inxnotation: sorgepichtig(. . . ),
also rechenschaftspichtig(. . . ).
Die umgangssprachliche Bedeutung dieses
"
also\ skizzierte ich in
Kapitel 3.4.3, S. 68.; uber eine formale Semantik gar nachzudenken, so-
lange auf inhaltlicher Ebene noch Pragmatik und soziale Verwendung un-
geklart ist.
3.5.6 Wie herrschend
ist die kritisierte ,herrschende Meinung` tatsachlich?
Viele Autoren machten schon seit jeher auf einzelne Aspekte aufmerksam.
Besonders zu nennen ist etwa Kelly Shaver, die eine kenntnisreiche und
brillante, in der deutschen Verantwortungsdebatte eher wenig zur Kenntnis
genommene Monographie zur Attribution von Verantwortung vorlegte.73
Ahnliches gilt fur Michael Zimmermans Monographie, die das Pradikat
\highly sophisticated" verdient.74 Auch in den klassischen deutschsprachi-
gen Nachkriegstexten zur Verantwortungsproblematik wird, oft ubersehen,
langst zwischen Einzelaspekten unterschieden.75





normativen Verwendung und Zuschreibung\ von Verantwortung als ein
das allgemeine Strukturmodell erganzendes
"
ebenso allgemeines [. . . ] Pha-
senmodell\76 einige der praparierten Aspekte. Lenk entwickelt hier Wert-
73 Shaver85
74 Zimmerman88
75 Picht69a; Ingarden70 ; Schwartlander73.
Andere, besonders auch lohnenswerte analytische Texte sind Zimmerman92, Pin-
cos88, sowie die Titel \Action and Responsibility", \Sua Culpa" und \Collective
Responsibility", alle in Feinberg70 ; vgl. auch French76
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volles, an dem nichts auszusetzen ist { bis auf die auch dort unaufgeloste
Mehrdeutigkeit und Zirkularitat in der Verwendung von ,Verantwortung`
und die monierte mangelnde Passung von Strukturmodell und Aspektplu-
ralitat.
Auch Otfried Hoffe spricht von mehreren (namlich drei) Relationen.
Gestutzt durch die Feststellung, dass einer Schuld logisch eine Rechtferti-
gung, dieser wiederum logisch eine Sorgepicht vorangehen musse, spricht er
von Zustandigkeit (Primar-), Rechenschaft (Sekundar-) und Haftung (Ter-
tiarverantwortung); jedem dieser Spannungsfelder entspreche eine jeweils
vierstellige Relation Wer wofur vor wem gema welcher Kriterien.77
3.5.7 Gegenuberstellung der Analysen
Der Zielpunkt meiner Argumentation zielt darauf ab, die Diskussion um
verschiedene Aspekte in der Rede um Verantwortung explikativ wie formal
besser auf den Begri zu bringen. Nur wenn verschiedene und wohlunter-
scheidbare Relationen bereitgestellt werden, lasst sich ein eineindeutiger
Zusammenhang von Aspekt (Lenk:
"
Dimension\) und formalem Korrelat
herstellen { ein Zusammenhang, der weder mit Lenks noch mit Hubigs Ta-
bellen bijektiv herstellbar ist.
Auch Lenks
"
Dimensionen\ der Verantwortung verweisen auf ahnliche
Aspekte von ,Verantwortung`, wie ich sie oben im Ansatz unterschieden ha-
be. Doch genau darin liegt Klarungsbedarf: Nicht an jeder Stelle, an der
Lenk in nicht attribuierter Weise von Verantwortung spricht, wird aus dem
Kontext deutlich, auf welchen
"
Typ\ oder welche Bedeutung er abzielt. Die
nicht immer erkannte oder aufgeloste Mehrdeutigkeit von ,Verantwortung`
als Sorgepicht, Rechenschaftspicht oder anfangsetzende Ursache macht
oft Muhe und erzeugt sogar tief in der Systematik wurzelnde Inkoharen-
zen, wie etwa in der folgenden Passage anhand der Begrie der Hand-
lungs(ergebnis)verantwortung, Kausalhandlungsverantwortung und Verhin-
derungsverantwortung (Praventionsverantwortung) sichtbar wird:
"
Wir konnen hier von einer Handlungs(ergebnis)verantwortung oder von
Kausalhandlungsverantwortung sprechen: Man ist fur die durch das eigene
Handeln verursachten Ergebnisse und Folgen gegenuber mindestens einer
der oben erwahnten Instanzen verantwortlich [. . . ]. Es gibt aber auch ei-
ne aktive Verhinderungsverantwortung (,Praventionsverantwortung` konn-
te man sagen), die insbesondere mit bestimmten beruflichen Rollen zusam-
menfallen kann { man denke an Pruf- oder Kontrollingenieure usw. Diese
mussen aktiv und systematisch nach Schwachstellen suchen. Diese Picht
gehort zu ihren besonderen, positiven wie negativen Kausalhandlungs- und
Aufgabenverantwortung[en].\78
76 Lenk92c, S. 90. Dasselbe ausfuhrlicher auch Schneider94, S. 14, S. 33
77 Hoe93, S. S. 23, 20f
78 Lenk92d, S. S. 27f; vgl. dazu auch die Schemata S. S. 29, 31, 33, ahnlich auch schon
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Insgesamt sollte deutlich sein: Ahneln sich die Lenksche Ausdieren-
zierung verschiedener
"
Typen\ von Verantwortung und die hier vorgelgte
Bedeutungsanalyse in der Sache, erweist sich das hier vorgelegte (semi-
)formale Strukturmodell als aussagekraftiger. Eine formale Analyse, die nur
eine einzige Relation als Darstellungsmittel heranzieht, spiegelt die Viel-
falt von Lesarten im Appell an Verantwortung (Bedeutungen und Aspekte)
nicht ausreichend wider. Als Folge davon konnen Zusammenhange zwischen
den Bedeutungen und Aspekten nicht angemessen benannt werden. Die
Lenksche mono-relationale Darstellung ist unterkomplex.79
3.6 Verantwortung und Handlungsinterpretation
An keiner Stelle dieser Arbeit stelle ich die Frage, was eine Handlung genau
sei. Bereits thematisiert wurde jedoch, dass Handlungen erst durch unsere
interpretierende Beschreibung fur uns als Handlungen erkennbar und nor-
mativ bedeutsam werden. Im vorliegenden Abschnitt fuhre ich weiter aus,
wie wir uber Tun und Handeln reden. Nebenbei wird sich zunachst ergeben,
was eine Handlung nicht ist: Handlungen sind mehr als bloe Korperbewe-
gungen.80
3.6.1 Die normative Basis der Identikation von Handlungen
(An dieser Stelle stelle sich der Leser ein theatralisches Bild
"
Boot in
Seenot\ vor: Sturm, tosende See, Boot mit zerfetzter Besegelung, Bre-
cher schlagen aufs Deck. Die Mannschaft, darunter der Kapitan, wirft
Ladung uber Bord.)
Wenn wir ein Geschehnis
"
Boot im Sturm\ beschreiben, so konnen wir
dies niemals uninterpretierend tun. Wir sind es, die die Leute auf dem Boot
als Mannschaften und Kapitan, Gegenstande als Ladung und das Uber-
Bord-bewegen als Werfen erkennen. Wir sind es, die in dem Geschehnis
S. 199{121 in Lenk89c, nahezu textidentisch auch Lenk91b
79 In diesem Absatz habe ich auf breiterem Raum ausgefuhrt, was ein Student der
Computerlingustik konzis so ausdruckte: Eine sortale Desambiguierung von
"
Ver-
antwortung\ in einzelne Bedeutungen und Aspekte sei im Lenkschen Struktursche-
ma rein syntaktisch { etwa anhand sortaler Restriktionen { leider nicht moglich: Ob
mit einer
"
Verantwortung fur Handlungen\ jeweils eine Sorgepicht oder Rechen-
schaftspicht gemeint ist, konne rein grammatisch nicht entschieden werden. (Peter
Krause, pers. Gesprach)
80 Naturlich kann diese Aussage in dieser Form sehr leicht angegrien werden. Dies liegt
an der sehr unbestimmten Bedeutung des Hilfsverbs
"
ist\ in meiner Behauptung.
Ich bitte den Leser, seinen moglichen Einspruch am Ende des vorliegenden Absatzes
nocheinmal zu uberprufen.
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Handlungen erkennen, manche davon dem Kapitan zuschreiben, und dieses
Handeln in Worte fassen. Wir konnen nie uber ein Geschehnis an sich reden,
sondern immer nur uber unsere interpretierende Beschreibung desselben.
Was tut der Kapitan? Zwei mogliche aus mehreren denkbaren Beschrei-
bungen:
(1) Der Kapitan wirft Ladung uber Bord.
(2) Der Kapitan wirft Ladung uber Bord, um das Schi zu retten.
Das Geschehnis, auf das sich beide Beschreibungen beziehen, ist das-
selbe. Beide Beschreibungen sind hochst interpretierend: Wir konnten das
Tun des Kapitans nicht als Handlung beschreiben, wenn wir nicht Erfahrung
hatten mit Meer, Sturm und Schien, mit Zwecken von Schien und mit
Verhaltenserwartungen und Rollenverstandnissen von Kapitanen. (So wird
man etwa (1) auch dann noch als zutreend bezeichnen, wenn die Mann-
schaften tatkraftig mit Hand anlegen, die Ladung uber Bord zu befordern).
Behauptung: (1) und (2) beschreiben zwei unterschiedliche Handlun-
gen. Genauer: Der Kapitan konnte sinnvoll darauf bestehen, dass er zwar
die Handlung (2) (d. h. die durch (2) beschriebene Handlung) vollzogen
hat, nicht aber Handlung (1). Anders ausgedruckt: Handlung (2)
"
enthalt\
(Achtung: dies ist eine mindestens metaphorische, auf jeden Fall aber nicht
ganz klare Verwendung eines Begries, den wir zwar in hauslichem Umfeld
oder aus der Mengenlehre gut kennen, uber dessen Gehalt wir in der Hand-
lungstheorie aber bisher kaum Aussagen machen konnen) nicht notwendig
die Handlung (1).
Ich folge in dieser Behauptung einer Beobachtung John Austins. Die
zwei Satze
Æ Fritz sitzt schief auf dem Stuhl
Æ Fritz sitzt absichtlich schief auf dem Stuhl
beschreiben, so Austin, zwei unterschiedliche Handlungen. Besonders die
alltaglichen Elemente unserer Sprache seien so beschaen, dass sie nicht
naher qualiziert werden konnen, ohne dass ihre Aussage verschoben (nicht:







freiwillig\: Sie seien einer Handlungsbeschrei-
bung nicht anzufugen, ohne dass damit sofort eine andere Handlung gemeint
ware.
Ich verallgemeinere Austins Beobachtung: Handlungsbeschreibungen
weisen eine (etwas ungewohnliche) Eigenschaft auf, die man bei Logiken
"
nichtextensional\ nennt.81 Entsprechend kann man sinnvoll sagen:
"
Der
Kapitan tat nicht A, sondern A, um B zu erreichen.\
81 In einer extensionalen Logik (wie etwa der klassischen Aussagenlogik) lasst sich der
Wahrheitsgehalt ihrer Satze sich aus dem Wahrheitsgehalt ihrer Teilsatze bestim-
men: Die Aussage
"





B\ wahr ist. In einer nichtextensionalen Logik gilt dieses Exten-
sionalitatsschema nicht.
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Es bietet sich an, im vorigen Beispiel
"
B\ als Zweck oder Intention (nicht
zu verwechseln mit
"
Intension\) zu interpretieren. Dies ist erlaubt und wird
oft der Fall sein. Die Verallgemeinerung, dass zu einer vollstandigen Hand-
lungsbeschreibung ein Zweck, eine Absicht oder eine Intention dazugehort,





A als Person P\,
"
A mit Nebenfolge B\,
"
A,
nicht an B denkend\ u. v. a.
Wann allerdings die Beschreibung einer Handlung ausreichend, ange-
messen oder vollstandig ist, ist weder durch formale Methoden noch durch
die positiven Wissenschaften feststellbar. Stattdessen stellen hier Normen
das Ma her. Erst in Bezug auf ein bestimmtes Rechenschaftsverlangen




Eine Interpretation eines Tuns in einem Geschehen als Handlung hat
dann gute Aussichten, befriedigend und
"
vergleichsweise ausreichend\ aus-
zufallen, wenn der Handelnde selbst an einer angemessenen Beschreibung
seines Tuns interessiert ist. Gerade die paradigmatische Gerichtssituation
allerdings, die so oft als
"
ursprunglich\ fur Verantwortung zitiert wird,
erfullt damit dieses Charakteristikum nicht : Ein Gericht mit seinem ty-
pischen Machtgefalle unter den Kontrahenten eignet sich nicht als paradig-
matische Situation fur Rechenschaftsverlangen. Als angemessenere Umge-
bung fur ein Rechenschaft ablegendes Gesprach eignet sich das ernste, um
(Selbst-)Erkenntnisgewinn bemuhte Gesprach unter Freunden viel eher.





willentlich\ o. A. enthalten, ja, solche Begrie storen
sogar oft. Das Kriterium, das eine Beschreibung eines Geschehens zur Be-
schreibungs einer Handlung macht, ist die Frage: Hatte ich es bei Vorhan-
densein einer dominanten Gegenmotivation auch anders machen konnen?
3.6.2 Verantwortung und der Handlungsbegri
Eine gangige Doktrin knupft Verantwortung an
"
Handeln\: Genau fur Han-
deln als wissentliches, willentliches und freies Verhalten hatte man Rechen-
schaft abzulegen:
"
Der Verantwortungsbegri, wie er in der oentlichen Debatte uber Tech-
nikfolgen impliziert ist, setzt zweierlei voraus: die prazise Kenntnis der
Nebenfolgen und Akteure, denen diese Nebenfolgen als Handlung kausal
zugerechnet werden konnen. Beide Voraussetzungen sind in der Regel nicht
erfullt.\82
Es ist klar, dass gema einer solchen Konzeption ein Verhalten im Kon-
text hoch arbeitsteiliger und technisierter Forschung und Produktion kaum
mehr als Handeln interpretiert werden kann { jedenfalls nicht mit Bezug auf
82 Mohr94a
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die Fern- und Spat-
"
Folgen\ eines solchen Verhaltens. Der Wissenschaftler
ist dann selbstverstandlich nicht mehr fur sein Verhalten verantwortlich,
Verantwortung diundiert.
Tatsachlich orientiert sich die alltagliche Handhabung von Verantwor-
tung aber nicht an der zitierten Anbindung. Im Gegenteil wird man gerade
auch dann Rechenschaft abzulegen haben, wenn man nicht absichtlich und




Dem gangigen Alltagsverstandnis folgend bin ich tatsachlich
"
schuld\
(in vorwerfbarem Sinn) fur etwas, was ich getan habe, mindestens dann,
wenn ich es absichtlich und uberlegt getan habe: Wenn ich Handelnder war
in engem Sinne. Falls ein solches Handeln in irgend einem Sinne misslingt,
kommen die in Kapitel 3.2.5, S. 56. behandelten Formen des Ablegens von
Rechenschaft in Frage. Demgema bin ich nicht
"
schuld\ an einem Ungluck,
wenn
(1) der Zufall mir einen Strich durch die Rechnung machte;
(2) jemand anderes mich storte oder meine Plane durchkreuzte;
(3) ich etwas nicht wusste, was ich nicht wissen konnte, obwohl ich mich
genugend informiert (oder genugend nachgedacht oder genugend
aufgepasst) hatte;
(4) ich nicht etwas Gefahrliches, in dem ich nicht ausreichend Erfahrung
besitze, angefangen habe.
Nicht immer aber gehe ich so planend und nachdenkend vor. Im Gegen-
teil: Die meisten Dinge im Alltag verrichte ich mehr oder weniger automa-
tisch, mit meinen Gedanken nur halb bei der Sache: Kaee-Kochen etwa
oder Autofahren. Wie kann habitualisiertes Tun in die Verantwortungssy-
stematik eingefugt werden?
Falls dann etwas schief geht, sind (1), (2) und (4) immer noch Entschul-
digungsgrunde. Zusatzlich gibt es noch einen Grund, mir einen Fehler in sol-
chem halb- oder ganz-automatisierten Tun nicht vorzuwerfen, namlich
(5) wenn es ein Versehen war, das jedem anderen hatte auch passieren
konnen und deshalb entschuldbar ist.
Immer konnte allerdings der Vorwurf kommen, dass ich nicht genugend
aufgepasst hatte { und zwar dann, wenn ich hatte bemerken mussen, dass
irgend ein Ausnahmefall meine besondere Sorgfalt erfordert hatte.83 Wenn
jemand in seinem Tun Fehler vermeiden und seiner Aufgabe gerecht werden
will, dann sollte er Sorgfalt walten lassen, etwa, indem er besonnen ist und
nachdenkt, sich kundig macht und seine ganze Aufmerksamkeit auf sein
Geschaft richtet. Dies zeichnet im Kern das verantwortliche Tun aus: Der
Kern von Verantwortung ist Sorgepicht.
83 Nicht so ganz klar ist im allgemeinen, ob man fur einen Fehler schuld ist, wenn man
nicht mehr wei, was man tut, etwa wenn man schwer betrunken ist, oder wenn man
im Aekt reagiert. Solche Problemfalle mogen zunachst einmal beiseite geschoben
werden.
{ 87 {
3 Theorie der Verantwortung
Die Unangemessenheit der Anbindung von Verantwortung an Absicht
und Willentlichkeit hat die Jurisprudenz schon lange erkannt: Das Problem
der Fahrlassigkeit kann von einer solchen Konzeption nicht adaquat behan-
delt werden.84 Daraus konnen zwei Konsequenzen gezogen werden. Man
konnte, erstens, den Handlungsbegri als weitgehend irrelevant fallen las-
sen, wo es um die Bestimmung von Rechenschaftspicht und Schuld geht.
Die Rechtswissenschaft geht diesen Weg, wenn sie auf eine Handlungstheo-
rie verzichtet und dasjenige, was in Philosophie und Ethik unter diesem Ti-
tel verhandelt wird, durch eine ausgefeilte positive Tatbestandlehre ersetzt.
Auch Austin verfolgt diesen Weg, wenn er analytisch Entschuldigungen von
Rechtfertigungen trennt, und auf dem Wege der Thematisierung ersterer
quasi nebenbei etwas uber Handlungen erfahren mochte.
Man kann aber auch, zweitens, den Handlungsbegri so revidieren, dass
eine Identikation eines Verhaltens als jemandes Handlung alle Verantwor-
tungs-Urteile impliziert.85 Denn mit der Frage der Beschreibung von Ver-
halten in einem Geschehen als jemandes Handlungen ist naturlich gleichzei-
tig die zentrale Problematik der Verantwortungsdebatte thematisiert: Die
Identikation von Handlungen und ihrer Subjekte ist das Problem der At-
tribution von Verantwortung ,86 gelesen als ,Rechenschaftspicht`, besonders
aber auch ,anfangsetzender Ursachlichkeit`, welches seinerseits nur vor ei-
nem Hintergrund von Verhaltenserwartungen und Sorgepichten verhandel-
bar ist.
Im revidierten Handlungsbegri kehrt sich das Abhangigkeitsverhaltnis
"
verantwortlich ist man fur seine Handlungen\ um: ,Handlung` wird hier
gefasst als ein Verhalten, fur das Rechenschaft abgelegt wird { oder abge-
legt werden muss! { in Form einer Rechtfertigung oder Schuldanerkenntnis,
das aber nicht entschuldigt werden kann oder darf. (Prajudiziert ist hier
die normativ gestutzte Zuschreibung eines Verhaltens an ein Subjekt). Ent-
schuldigende Grunde aus einer solchen
"
Verantwortlichkeits-Perspektive\
waren auch etwa die Abwesenheit der klassischen Handlungskonstitutiva
,Wissen`, ,Wollen` etc., die dann aber im Einzelfall nicht durch Standards
des Nicht-Entschuldbaren kompromittiert sein durfen. Auch ,Freiheit` lasst
sich in diesem Sinne geradlinig denieren.87
84 So etwa Roxin92, S. 139.
85 An dieser Stelle ist es angebracht, mein Verstandnis von ,Verhalten` und ,Handeln`
etwas zu verdeutlichen. ,Handeln` ist intentionales, willentliches und freies Verhal-
ten (wobei das Wesen von Intentionalitat durchaus nicht klar ist). ,Verhalten` ist
umfassender als ,Handeln`; verhalten konnen sich gleichermaen belebte wie unbe-
lebte Subjekte: naturliche Personen, Gegenstande, juristische Personen, Abstrakta
etc.; einem Verhalten konnen die gangigen Handlungskonstitutiva fehlen: stolpern,
Kaee verschutten, schlafen gehen, schlafen, aufwachen, meinen und glauben, sich
irren, in Konkurs gehen, Steuern eintreiben, die Weltrevolution vorantreiben sind
Verhalten. Die Liste von Verhalten soll ahnlich breit sein wie bei Davidson71/85
86 Compton73
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3.6.3 Deskriptive vs. normative Verantwortung:
Schwache und starke Normativiat von Handlungsbeschreibungen
Eine gangige Terminologie im philosophischen Fachdiskurs um Verantwor-
tung unterscheidet eine rein beschreibende, sogenannte
"
deskriptive Verant-
wortung\ von einer bewertenden, werturteilbehafteten
"
normativen Verant-
wortung\.88 In dem Satz
"
Anna giet sich Kaee ein und verschuttet etwas
davon\ wird, einem solchen verantwortungstheoretischen Sprachgebrauch
entsprechend, Anna als Kausalhandlungsverursacher des Flecks auf der





ben\. Anna kann daraufhin auch
"
normative\ Verantwortung zugeschrieben
werden, indem man ihr Rechenschaft abverlangt und Wiedergutmachung
einfordert.
Auch deskriptive Verantwortung ist, so das Ziel meines Pladoyers, nicht
ohne eine inharente schwache Normativitat zu denken. Von einer starken
Normativitat spreche ich, wo ein (scheinbar) rein deskriptives Verhalten
normativ bewertet wird (
"
es ist dumm, quer uber den Tisch Kaee ein-
zuschenken\). Von schwacher Normativitat spreche ich, wo innerhalb ei-
nes Geschehens schon die scheinbar rein beschreibende Identikation eines
Verhaltens als Handlung eine Interpretation ist,89 die ohne einen norma-
tiven Verstehenshintergrund nicht zu leisten ware. Erst Pichten geben
{ in Erganzung zu den Absichten, langfristigen Zielen und dem aktuel-
len Augenmerk eines Handlungssubjekts { den Verstehenshintergrund ab,
vor dem innerhalb eines komplexen Geschehens Handlungen und Hand-
lungssubjekte identiziert werden konnen { und zwar in einem gedanklich
vorweggenommenen Zuschreibungsprozess, wie er in Kapitel 3.3, S. 59. be-
schrieben wurde. Erst in Relation zu Sorgepichten konstituieren sich damit
Handlungsbeschreibungen. Erst Sorgepichten bestimmen den Fokus der
Beschreibung eines Verhaltens zum Zwecke seiner Bewertung, indem sie re-
levante von irrelevanten Aspekten der Beschreibung eines Verhaltens schei-
den. Handlungsbeschreibungen sind stets Handlungszuschreibungen und als
solche inharent normativ.
Die Beschreibung eines Verhaltens und seine Identikation als jeman-
des Handlung in einem Geschehen im Verantworten ist schon je Teil ei-
nes moralischen Diskurses, weshalb fur eine potenzielle Bewertung der be-
schriebenen Handlungen (starke Normativitat) irrelevante Beschreibungen
herausgeltert werden. Handlungs-Beschreibungen auf hoherer Ebene als
dem
"
rein Empirischen\ (so ein solches uns uberhaupt zuganglich ist: in
Raumkoordinaten beschriebene Korperbewegungen konnte man etwa dazu-
rechnen wollen) sind normativ beladene Interpretation: Situative Rollener-
87 Bronaugh64
88 Lenk92c, S. S. 86, 88
89 Darauf weist ausfuhrlich Hans Lenk hin; vgl. etwa Lenk94 ; Lenk93
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wartungen, die ein Kippen einer Kaeekanne als
"
Kaee einschenken und
verschutten\ interpretieren lassen; Standards des nicht Entschuldbaren, die
ein solches Verhalten lenken (man schenkt nicht quer uber den Tisch Kaee
ein); pejorative Beschreibung des Kaees auf der Tischdecke als Fleck (dem
Marlboro-Mann am Lagerfeuer ware der Kaee im Sand egal), Standards
um Verbindlichkeiten im sozialen Kontext.
Die geltend gemachte inharente schwache Normativitat reicht damit tief
in die Bestimmung von nichtverursachten, anfangsetzenden Ursachen hin-
ein.90
Dies lasst sich an einem Beispiel veranschaulichen. Man betrachte die
folgende triviale Szene am Beckenrand (dem Sujet entsprechend ausnahms-
weise beschrieben in der konzisen Sprache einer groen trivialen Tageszei-
tung):
Die Situation: Schwimmbad. Ein 60-jahriger Schwimmer zieht gleichmaig
seine Bahnen. Ringt nach Luft, schlagt um sich, versinkt.
Der Bademeister: Steht an Beckenrand, unterhalt sich mit einem an-
deren Badegast. Er sieht nichts, hort nichts, greift nicht ein.
Der Schwimmer: Tot. Ertrinken durch Herzinfarkt. Hervorgerufen
durch Nikotin, Alkohol, sportliche Uberbelastung trotz Altersdiabetes.
Wer oder was war Ursache am Tod des Schwimmers? Die Autopsie er-
gibt Herzinfarkt, typisch fur Mitt-Sechziger, die trotz Diabetes einschlagi-
ge Genussmittel im Uberma zu sich nehmen. Rein naturwissenschaftlich
war primar der Sauerstomangel im Gehirn, sekundar dann der Herzin-
farkt, hervorgerufen durch Diabetes, Nikotin, Alkohol die Ursache (man
beachte die antropomorphe Metaphorik im Gebrauch des Begris ,Ursa-
che`). Doch stellt uns diese Antwort zufrieden? Angemessener wurden wir
feststellen, dass der Schwimmer tatsachlich zum Teil
"
selber schuld\ war.
Und wir werden weitergehend geltend machen, dass in erheblichem Sinn
mit eine Ursache auch der Bademeister war { und zwar durch nachlassiges
und straiches Nichtstun, das wir als solches nur vor dem Hintergrund von
rollenbedingten Sorgepichten als eine Unterlassungshandlung interpretie-
ren.91 Dagegen eher weit hergeholt erschiene es uns, wollte jemand den
Gesprachspartner des Bademeisters als Ursache heranziehen: Denn er hatte
keine entsprechendeSorgepicht zu erfullen.
In der Identikation von kausaler und anfangsetzender Ursachlichkeit
auert sich nur eine von vielen weiteren Interpretationsleistungen: Wie
erkennen wir den Bademeister als Bademeister, das Schwimmbecken als
Sport-Areal, die Kieferbewegungen der Beteiligten als Gesprach?
90 Vgl.: Hart59. Gegen Hart etwa Pitcher60/77 ; Pitchers Einwande, die sich ohnehin
nur auf das hier unter ,starker Normativitat` Eingeordnete beziehen, leiden auch
unter einer mangelhaften Dierenzierung der Aspekte von ,responsibility`. Ahnlich
meiner Argumentation vgl. auch Johnson95a
91 Vgl. Weinryb80
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Der Gultigkeitsbereich der These muss allerdings eingeschrankt werden:
Tatsachlich fordern Anklage und Ablegen von Rechenschaft als moralischer
oder moralphilosophischer Diskurs von vorne herein normative Relevanz
ein. In solchen Kontexten, in welchen es ja um die Bestimmung richtigen
Handelns geht, ist die Beschreibung eines Verhaltens als Handlung unvoll-
standig, solange der Bezug zu Pichten nicht hergestellt ist. Demgegenuber
sind auerhalb des anklagenden und verantwortenden Gesprachs andere,
normativ irrelevante Kontexte denkbar, fur die die behauptete inharente
schwache Normativitat nicht gelten muss: literarische Texte durften hier
dazugehoren.
Eine Trennung von wertfreier deskriptiver und wertender normativer
Verantwortung erweist sich somit als Chimare, sofern ,deskriptive Verant-
wortung` nicht nur mit verursachten, sondern weitergehend auch mit an-
fangsetzenden Ursachen assoziiert wird: Auch eine
"
Kausalhandlungsver-
antwortung\ ist normativ, ebenso normativ wie die in ihr prajudizierte
Identikation von Ursachen und Handlungen.
3.7 Kollektive Verantwortung, Verantwortung von Institutionen
In Kapitel 3.2, S. 44. stellte ich eine kleine sprachliche Phanomenologie
des Sprachspiels um die ,Verantwortung` von zur Verantwortung fahigen
individuellen Menschen auf.
Auf ahnliche Weise musste ich an dieser Stelle genauer die Bedeutungen
von
"
kollektiver Verantwortung\ oder der
"
Verantwortung von Institutio-
nen\ untersuchen. Alleine der knappe Raum verbietet hier eine breitere
Elaboration. Dennoch gehe ich wenigstens kurz die grobsten Missverstand-
nisse an, die m.E. immer wieder den interdisziplinaren Dialog scheitern
lassen.
Ich zeige zunachst zwei Bedeutungen von ,Kollektiv` und vielerlei Be-
deutungen von ,Institution` auf, um dann auf das Verhaltnis zwischen einer
Verantwortung eines Kollektivs (resp. einer Institution) an sich zu seinen
Mitgliedern einzugehen.92
3.7.1 Verantwortung des Kollektivs vs. Verantwortung aller Einzelnen
Die Frage nach kollektiver Verantwortung wird relevant, wo Satze wie
"
Der Mob lynchte einen Unschuldigen\,
"
Der Betrieb verschmutzte das
92 Einen reprasentativen Uberblick uber die Debatte sowohl kollektiver als auch
institutioneller Verantwortung verschat besonders May91, zu erganzen durch
French91 ; konzis Maring89, breiter Lenk96, einfuhrend Wolf93
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Gewasser\ oder
"
Die Karawane zieht weiter\ sinnvoll auerbar sind.
Eine Analyse zur Konstruktion ,kollektive Verantwortung` hat sich, ne-
ben ,Verantwortung`, zunachst einmal auch mit dem Attribut ,kollektiv` zu
beschaftigen: Was ist mit ,kollektiv` gemeint und was mit ,verantwortlich`,
wo letzteres auf Gruppen an sich (und nicht ihre Individuen) angewandt
wird?
Der Sprachgebrauch unterscheidet zwei Bedeutungen von ,kollektiv`:
(1) Mit kollektiver Verantwortung kann eine wechselseitig stellvertre-
tende Verantwortung einzelner Individuen einer Gruppe gemeint
sein: Ein einzelnes Gruppenmitglied unter mehreren tritt an die Stel-
le eines anderen Gruppenmitgliedes, in dem es an Stelle von ihm
oder in seinem Namen handelt, rechtfertigt oder haftet. Tragisches
Beispiel: Sippenhaft und Familienfehden.
Hier ist, wo von der Verantwortung Aller die Rede ist, eigentlich die
Verantwortung eines, einiger oder auch aller einzelnen Mitglieder gemeint.
(2) Mit kollektiver Verantwortung kann aber die Verantwortung von
Gruppen an sich (und nicht ihrer Mitglieder) gemeint sein, etwa als
grammatikalisches Subjekt eines Verhaltens oder als
"
Verursacher\








Das Streichquartett spielt Beethovens op. 132\,
"
Die Ur-
lauber verursachen einen Stau\).
In all den Beispielen zur zweiten Bedeutung macht es wenig Sinn, Ein-
zelne als Verantwortliche zu bezichtigen: Die Arbeitsniederlegung eines ein-
zelnen Bergarbeiters macht noch keinen Streik, ein einzelner Urlauber noch
keinen Stau, ein einsamer Geiger noch keine Beethoven-Sinfonie.
Sprachlich kann auf eine Gruppe als Gruppe an sich { im folgenden ,Kol-
lektiv` genannt { im Singular wie im Plural bezug genommen werden; die
grammatische Form alleine sagt wenig uber die individuelle oder kollektive
Lesart aus. Wenn etwa ein Musikkritiker meint, dass sich ein Streichquar-
tett
"
nicht recht zusammengefunden\ hatte, dann kann er damit gleichzeitig
gemeint haben, dass zumindest manche der einzelnen Spieler musikalisch
nicht genugend Kontakt zueinander aufgenommen hatten, und damit ins-
gesamt als Quartett unschon musizierten.
Im Sammelbegri ,Gruppe` selbst konnen wiederum vielfaltige Zuord-
nungskriterien unterschieden werden.93 Zunachst lassen sich abstrakte von
konkreten Kollektiven unterscheiden.94 Abstrakte Kollektive werden de-
93 Die folgende Aufzahlung darf weder einander ausschlieend noch das Feld partitio-
nierend verstanden werden. Vielmehr spannen die Kriterien einen vieldimensionalen
Raum auf, in welchem einzelne Gruppen jeweils konkret lokalisiert werden mussen.
94 Die Unterscheidung zwischen abstrakten und konkreten Kollektiven folgt Ladd91,
S. 310.
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niert durch ein allen Gruppenmitgliedern gemeinsames oder gar dem Kol-
lektiv selbst unterstelltes Ziel. Solche Kollektive, zu welchen typischerweise
Verwaltungsburokratien oder Unternehmen zahlen, konnen durch ihre Or-
ganisationsstruktur identiziert werden. Solche
"
formalen Organisationen\
(Ladd) konnen uber die Zeit ihre Identitat auch bei Migration ihrer einzel-
nen Mitglieder bewahren.
Konkrete Kollektive setzen sich dagegen aus Individuen zusammen. Ei-
ne Gruppenmitgliedschaft kann durch vielfaltige Charakteristika deniert
werden, etwa: von allen Mitgliedern geteilte charakterliche Eigenschaften,
Interessen oder Bedurfnisse (Solidargruppen); gemeinsame Handlungsziele
mit dadurch begrundeter informeller Kooperation (Ladd: kooperative Asso-
ziationen); oder gemeinschaftliche Partizipation an Nutzenausschuttungen
oder Schadensfolgen.95
3.7.2 ,Institutionelle` Verantwortung
Parallel zu kollektiver Verantwortung wird derzeit das Problem sogenannter
Institutionen-Ethiken diskutiert.96 Inwieweit konnen abstrakte Entitaten
wie Unternehmen, Organisationen und Institutionen als Subjekt von
"
Ver-
antwortung\ { welcher in Abhangigkeit davon noch im einzelnen zu iso-
lierende Aspekt auch immer gemeint sein mag { eingesetzt werden? Un-
befriedigend bleibt diese Debatte mindestens, solange die Mehrdeutigkeit
im Institutionsbegri in einem schlampigen Begrisallerlei untergeht und
die Unterschiede zwischen Institutionen, Organisationen, Wirtschaftsunter-
nehmen und ihrer inneren Organisationsstruktur begrilich nicht gesehen
werden.
"
Institution ist jede auf Dauer angelegte Einrichtung innerhalb der
menschlichen Gesellschaft, sowohl (1) soziale Gebilde wie Staat und po-
litische Gemeinde, Ehe und Familie, Haushalt und Betrieb bzw. Unter-
nehmen, als auch (2) Gebilde sachlicher Art, wie das Eigentum und das
Geld oder die den Eektenkapitalismus ermoglichenden Instrumente, wie
das Inhaberpapier und (als Abstraktum) die Haftungsbeschrankung [. . . ]
Im Vollsinn des Wortes sind Institutionen auch die Kirche und ihre Sakra-
mente.\97
"
Institution Universitat\ kann also vieles bedeuten: soziales Gebilde,
Paket von tradierten und zur Norm erhobenen Umgangsweisen, und dann




96 Einen reprasentativen Uberblick verschat besonders May91, zu erganzen durch
French91, konzis Maring89, breiter Lenk96
97 Nell-Breuning86, Hervorh. im Original, lexikontypische Abkurzungen expandiert.
Zum Begri Institution vgl. Dubiel72 ; ausfuhrlich Gukenbiehl92
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3.7.3 Reduktion von sogenanntem kollektivem
auf individuelles Handeln
Inwieweit tatsachlich gute Grunde dafur sprechen, bestimmte Institutio-
nen als Subjekte von Verantwortung zu akzeptieren, vermag ich hier nicht
zu entscheiden. Wer dem Versuch, eine
"
neue Ethik\, in der Institutionen
oder Kollektive menschlichen Handelnden kategorial gleichgesetzt werden,
zu entwerfen skeptisch gegenubersteht, der wird alles daran setzen, Moglich-
keiten der Reduktion des Sprachspiels um kollektive oder institutionelle
Verantwortung auf individuelle Verantwortung zu nden. (Erst wo solches
nicht mehr geht stellt sich das Problem eigentlicher kollektiver Verantwor-
tung. Dieses kann ich hier nicht behandeln).
Auch wenn einige Inhalte des individuellen Verantwortungsbegris auf
Kollektive angewandt keinen Sinn ergeben (etwa ,moralische Schuld`),
konnen solche individuellen Inhalte doch uber den Umweg einer funktio-
nal verstandenen kollektiven Verantwortung auf andere Individuen verteilt
werden. Je nach Inhalt von ,kollektiv` und ,Verantwortung` lassen unsere
traditionellen Moralvorstellungen verschiedene stellvertretende Verantwor-
tungswahrnehmungen und -ubernahmen zu.98
(1) Ein Fehlverhalten eines Einzelnen kann zunachst (in einem noch ge-
nauer zu bestimmenden Inhalt) das Kollektiv
"
verantwortlich\ machen, um
dadurch mittelbar (moglicherweise allen) einzelnen Mitgliedern einer Grup-
pe stellvertretende Verantwortung zuzuschreiben. Dies ist unproblematisch
im Fall einer nicht an personliche Schuld gebundenen Haftungspicht:
"
Collective liability [...] is the vicarious liability of an organized group [...]
for the actions of its constituent members. When the whole group as such
is responsible [...], then, from the point of view of any given ,responsible`
individual, his liability in most cases will be vicarious\.99
Fur eine solche Handhabung gibt es zahlreiche Grunde: Steigerung der
Solidaritat in einer Gruppe; Motivation fur Bemuhen um Andere (Lehrer
konnten etwa fur schlechte Leistungen ihrer Schuler verantwortlich gemacht
werden);
"
Deep-Pocket-Principle\ bei der Haftungspicht-Verteilung; Sor-
gepicht des Arbeitgebers gegenuber der Oentlichkeit, nur verlassliche Ar-
beiter zu beschaftigen u. v.m.
(2) Heikler, aber durchaus sinnvoll daruberhinausgehend kann auch ei-
ne stellvertretende personliche moralische Schuld bestehen { dann namlich,
wenn ein gruppenspezischer personlicher Charakterfehler oder eine kultu-
rell bedingte Verhaltensnorm bei jedem Gruppenmitglied in einer bestimm-
ten Situation zu derselben Verfehlung gefuhrt hatte. Auch wenn eine stell-
vertretende strafrechtliche Verfolgung aus vielerlei Grunden unpraktikabel
ist (die deutsche Gesetzgebung zieht nicht umsonst dem Tater- das Tat-
98 Die vorliegende analytische Unterscheidung orientiert sich an Feinberg70b
99 Feinberg70b, S. 233
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strafrecht vor), kann sich doch jeder Einzelne genotigt sehen, einen Selbst-
vorwurf
"
auch ich hatte falsch gehandelt, auch ich fuhle mich schuldig\ als
moralischen Vorwurf gegen sich selbst richten zu mussen.100
Ublicherweise gesteht man Kollektiven oder Institutionen Ursachlichkeit
zu. Welche Bedeutungen sind hier gemeint?
Obwohl es prima facie relativ unproblematisch zu sein scheint, unter
,Ursache` hier ,Glied einer Kausalkette` zu verstehen, verbirgt sich ein Pro-
blem: Kollektive sind gedankliche, vom erkenneneden Menschen erzeugte





die Attribuierung von einer kausalen Ursachlichkeit an Kollektive dennoch
moglich ist, zeigt nur, dass auch ,Kausalitat` ein menschliches Konstrukt
ist.
Noch schwieriger wird es, wenn, wie in der Umgangssprache gangig, ein
Kollektiv als unverursachte, einen Anfang setzende Ursache oder als ein
Handelnder (
"
kollektives Handeln\) angesehen wird. Wenn in solchen Fallen
das Verhalten eines Kollektivs auf Handlungen seiner Mitglieder reduziert







Eine sicherlich nur schwierig durchzufuhrende Umverteilung wird sich
{ auch hier wieder eine Bestatigung des Prinzips
"
Rechenschaftspicht aus
Sorgepicht\ { an Zustandigkeiten, Sorgepichten und Machtverhaltnissen
orientieren. Solche lassen sich aus Begrien wie ,Institution`, ,Organisati-
on` oder ,Kollektiv` zwanglos herauslesen: Kollektives Handeln { etwa das
Zustandebringen eines Streichquartetts oder eines Bankuberfalls { ist ein
gemeinsames Handeln hierarchisch Gleichberechtigter und gleichermaen
Verantwortlicher. Man arbeitet gemeinsam auf ein Ziel hin, das auch nur
durch ein einziges Veto eines Mitglieds ernsthaft gefahrdet ware. Stellt sich
das gemeinsam erreichte Handlungsziel als Unwert heraus, ist an jeden Ein-
zelnen der Vorwurf des unterlassenen Vetos zu richten.
Zahlreiche Handlungsziele Einzelner oder auch (metaphorisch und re-
duktionsbedurftig) von Kollektiven bedurfen eines geordneten Zusammen-
wirkens Vieler, da sie meist nicht vom auf sich alleine gestellten Ein-
zelnen verwirklicht werden konnen. Organisatorisches Handeln in einer
(durch)organisierten, von einer Corporate's Internal Decision Structure
(CID-Struktur)101 zuammengehaltenen Gruppe baut streng auf Arbeits-
teilung auf. Gemeinsames Tun innerhalb eines gemeinsamen (individuell
anerkannten oder durch eine Institution vorgegebenen) Sorgebereichs wird
ersetzt, rationalisiert und zergliedert in fein ausdierenzierte (und nicht im-
mer wieder zu einem Ganzen zusammenfugbare) Systeme von (ausgehandel-
100 Vgl. unten die Bemerkungen zu ,kollektiver` Verantwortung; der hier vorgebrachte
Gedanke ist Feinberg70b entnommen.
101 Diskussion von Peter Frenchs Terminus bei Maring89 ; S. 31
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ten oder vereinbarten) Zustandigkeiten. Die Verantwortung des Einzelnen in
einer Organisation orientiert sich zwar auch an seinem Zustandigkeitsprol;
ganz besonders orientiert sie sich aber an seiner Macht und seinem Einuss,
das Organisierte, u. d. h.: Zustandigkeitsprole, Kommunikationsstrukturen
und Wirkmoglichkeiten einem gema ubergeordneten Sorgepichten Erfor-
derlichen anzupassen. Ein Unternehmen ist dann
"
verantwortlich\ (verstan-
den als Tugend oder Disposition), wenn seine Organisation so geschaen
ist, dass einzelne Individuen ihre individuellen personlichen Sorgepichten
wahrnehmen konnen, da Entscheidungsraume und Zustandigkeiten passend
aufeinander abgestimmt sind { eine in der betrieblichen Organisationslehre
primare organisatorische Regel.102
Institutionelles Handeln interpretiere ich dagegen als ein Handeln Ein-
zelner und (metaphorisch und reduktionsbedurftig) von Kollektiven, die
die Regeln oder Werte einer Institution fur sich als handlungsleitend akzep-
tieren oder sich gar mit der Institution identizieren. Ein Einspruch eines
Einzelnen gegen die institutionalisierte Wertschatzung ware irrelevant. Eine
Korrektur der Institution kann nur uber breiter angelegte gesellschaftliche
Prozesse erfolgen.
Institutionellem Handeln nahestehend ist das Handeln des Einzelnen als
Mitglied einer Profession, eines
"
Standes\, einer Berufsgruppe. Formal un-
organisierte wie organisierte Berufsgruppen oder -verbande werden durch
eine Kombination verschiedener gruppenkonstitutiver Kriterien zusammen-
gehalten. Ihre Mitglieder protieren i.A. von einer Zugehorigkeit. An ihre
Mitglieder werden
"
professionelle Verantwortlichkeiten\ herangetragen, die
gegenuber allgemeinen Normen erheblich verscharft sein konnen. (Je groer
die Gruppe, je informeller die Zugehorigkeit und je einfacher der formale
Beitritt, desto niederer durfte allerdings die Dierenz von Professions- zu
allgemeinverbindlichen Verantwortlichkeiten ausfallen.) Den Verpichtungs-
grund fur Professionspichten stellt dabei das in der Ausbildung erworbe-
ne Spezialwissen dar. Allgemeinmoralische Pichten konstituieren dabei ei-
ne Meta-Verantwortung, zu der Professions-Verantwortung komplementare,
d. h. erganzende Verantwortlichkeiten wahrzunehmen. Berufsgruppenmit-
glieder konnen gema aller vorgeschlagenen Reduktionsmoglichkeiten von
kollektiver auf individuelle Verantwortung fur aktuelles Fehlverhalten Ein-
zelner stellvertretend zur Rechenschaft gezogen werden. Den spartenspezi-
schen Professionspichten kommt dabei, den allgemein-moralischen Krite-
rien nachgeordnet,103 spezielle Relevanz zu.
102 Hill94
103 Zur Vorrangfolge von allgemeinmoralischer vor berufsspezischer Verantwortung
vgl. Lenk92d ; bes. S. 37
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3.7.4 Die ,Verantwortung` von Computern
Eine kollektive bzw. institutionelle Verantwortung ahnelt der
"
Verant-
wortung\ von Computern. Ahnlich, wie sich die Frage der Kollektiv-,
Organisations- oder Institutionenverantwortung angehen lasst, lasst sich {
nach langlicher Bedeutungsanalyse von ,Verantwortung` in vielen Formen
{ die erste Frage dieser Arbeit: inwieweit Computer sinnvoll als Verant-
wortungssubjekt benannt werden konnen, teilweise, jedoch in einem kurzen
Abschnitt auf den Punkt gebracht beantworten.
Metaphysische Spekulationen zu Personenstatus oder Handlungs-
Intentionalitat von Institutionen oder Computern sind nicht mein For-
schungsinteresse.104 Ich brauche sie auch argumentativ nicht einzusetzen,
da zum Kern der Bedeutung einer Verantwortung von Institutionen oder
Computern eine andere Fragestellung besser heranfuhrt: Wie bezieht sich
jemand, der Rechenschaft ablegt, in seinem Antwort-Geben auf Institutio-
nen, organisatorische Verechtungen oder Computer?
Rasch wird deutlich, dass mit der Aussage
"
Die Institution (resp. der
Computer) ist schuld\ durchaus nicht immer pauschal
"
Verantwortung\ im
Sinne von Rechenschafts- oder Sorgepicht an Institutionen Computer ab-
geschoben wird. Viel eher appelliert jemand, der einer Institution Schuld
zuschiebt, an eben jenen Typ von Rationalitat, die vom Computer oder
Institutionen maximal verwirklicht wird. Ein Verteidigungsversuch nach
dem Muster:
"
Der Computer (resp. die Organisation) war verantwortlich
. . .\ stellt tatsachlich eine Rechtfertigung dar, die den Computer (resp.
die Organisation) nicht als Handlungssubjekt, sondern als eine im Hochst-
ma (zweck)- rationale Instanz im Sinne moderner Entscheidungstheorien
anerkennt { eine Bestimmung, die nach Franz-Xaver Kaufmann gerade
fur Organisationen und nur fur diese zutrit.105 Kaufmann warnt jedoch
einschrankend, dass die hohere Fahigkeit von Organisationen zur
"
Verant-
wortung\ opportunistisch und bezuglich Organisationsinteressen partikular
sei; insbesondere bedeute sie noch keine hohere
"
Verantwortlichkeit\, falls
unter einer solchen eine nicht programmierbare, an den klassischen Kardi-
naltugenden sich orientierende Selbstverpichtung gemeint sei.
(Alternativ zur Rechtfertigung kann der Appell an Computer und In-
stitution leider auch den Charakter einer Entschuldigung annehmen { dann
namlich, wenn die Komplexitat computerisierter und institutionalisierter
Handlungskontexte das Individuum entfremdete.)
Die Berufung auf eine Verantwortung von Institutionen, Organisationen
und Computern kann also auch als ein bestimmter Pfad des Rechtfertigens
und Entschuldigens begrien werden: namlich eine Verteidigung, in der sich
104 Solche werden durchgefuhrt von Bechtel85, auch Snapper85 ; Diskussion siehe etwa
auch Lenk89b
105 Kaufmann92, S. 84, 83; vgl. auch S. 63.
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ein Rechenschaft ablegendender Mensch auf operationalisierbare Werte und
Standards einer Institution oder Organisation beruft.
Das Bedenkliche (und in manchen Interpretationen auch: Unmoralische)
daran ist, dass solche Werte und Standards einem an logischem Kalkul
und eektiver Berechenbarkeit orientierten Vernunftideal folgen. Hierin liegt
meines Erachtens das eigentliche Problem und der genuine Kern einer Com-
puterethik.106
3.8 Zusammenfassung und Ausblick
Anliegen des vorliegenden Kapitels war es, die Bedeutung der Frage
"
Wer
ist verantwortlich, wenn der Computer einen Fehler macht?\ transparenter
zu machen. Dazu arbeitete ich zunachst die Bedeutungen des Begris der
Verantwortung detailliert heraus (Kapitel 3.2, S. 44.). Die Vielfalt von Be-
deutungen steht in einem engen Zusammenhang; als die Kernbedeutung des
Verantwortungsbegris rekonstruierte ich eine Bedingung zwischen zwei ein-
zelnen Bedeutungen: Verantwortung zu tragen heit demnach, (bereit sein
oder legitimerweise genotigt werden zu konnen) Rechenschaft abzulegen,
weil man sorgepichtig war (Kapitel 3.4, S. 65.).
Sorgepichten wahrzunehmen { u. d. h.: sich zu eigen machen und zum
rechtverstandenen Wohle des Gegenubers auszufuhren { bedarf der Em-
pathie (Anteilnahme) und des sich Hineinversetzens in den Anderen: Ele-
mente menschlichen Umgangs, die man dem Computer kaum zuerkennen
will. Schon aus diesem Grund kann der Computer nicht verantwortlich sein
fur sein Handeln { wenn nicht ohnehin die sehr viel weitgehendere Zumu-
tung angegrien wird, dass der Computer handelndes Subjekt in engem
Sinne sein konnte: musste er doch Anfange in emphatischem, d. h. hier: in
philosophisch gewichtigem) Sinn setzen konnen. Nichts steht dem (bisher
noch unbefragten) Begri des Computers jedoch ferner. Ein Computer, der
ohne formal nachvollziehbare Grunde
"
kreative\ Entscheidungen trit und
unverursachte Anfange setzt, ist ein kaputter Computer.
Die weitreichendste Einsicht jedoch, der gema ein Computer nicht als
ein zur Verantwortung fahiges Subjekt gelten kann, ist die: Die dem Compu-
ter einzig realisierbare Form von
"
Vernunft\ ist die hypostasierte und radi-





Rechnung\. Genau das, was der Computer kann, wird bisweilen
hochstilisiert zum Vernunftideal. Nun ist es nicht schlecht, in einem Re-
chenschaft ablegenden Gesprach auf moglichst transparente, nachvollzieh-
bare und rationale Grunde zu verweisen. Nur lasst sich durch
"
Rechnung\
106 Dies habe ich erstmals ausgefuhrt in Busse96
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im Prozess der Zuschreibung von Verantwortung (Kapitel 3.3, S. 59.) eben
nur ein kleiner Ausschnitt der insgesamt zu verhandelnden strittigen Punkte
klaren.
Zuletzt skizzierte ich, wie die Bedeutungsanalyse des Verantwortungs-
begris auf die sogenannte
"
kollektive Verantwortung\ ausgeweitet werden
konnte. Ohne dieses umfangreiche Programm im einzelnen durchzufuhren
wurde sichtbar, dass die Bezugnahme auf Computer und Institutionen Ahn-
lichkeiten aufweist. Es ist in ahnlicher Weise sinnvoll zu sagen, dass der
Computer fur Entscheidungen verantwortlich ist, wie auch Institutionen
fur Entscheidungen verantwortlich sein konnen: namlich als eine Anzahl von
Regeln oder Zielen, denen sich in einer Institution Handelnde unterwerfen,
und auf die sich diese Handelnden beziehen, wenn sie fur ihre Entscheidun-
gen Rechenschaft ablegen.
Wie geht es weiter? Vollig unklar ist nach wie vor, was mit dem gramma-
tikalischen Subjekt in dem Satz
"
Der Computer ist verantwortlich\ gemeint
ist (sofern man nicht Ahnliches wie eine Institution darunter versteht). Dem
geht das folgende Kapitel nach. Die Bedeutung der Frage
"
Wer ist verant-
wortlich, wenn der Computer einen Fehler macht\ hangt, so werde ich zei-
gen, ganz wesentlich davon ab, welchen Metaphern (in anderen Debatten:
welchen
"
Leitbildern\) wir im Umgang mit dem Computer folgen.
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Kapitel 4
Metaphern in der Informatik
Im vorangehenden Kapitel arbeitete ich die Bedeutungen des Begris ,Ver-
antwortung` heraus. Ich machte plausibel, dass die Identikation von Hand-
lungssubjekten in einem komplexen Weltverlauf, die Zuschreibung von ein-
zelnen Rechenschaftspichten und sogar Urteile uber (menschliche) Kausa-
litat nur vor einem normativen Verstehenshintergrund von Verantwortlich-
keiten, u. d. h.: Sorgepichten moglich ist.
Jedes moralische Urteilen setzt die Kenntnis solcher Sorgepichten vor-
aus. Welche Moglichkeiten gibt es, diese zu erkennen, aufzuzeigen und be-
nennen? Eine erste Strategie, Sorgepichten zu explizieren, zeigt auf die
spezische Rollen und Pichten von Experten, Professionals oder Bera-
tern. Man bewegt sich dann auf dem Gebiet der sogenannten Professions-,
Experten- oder Rollenverantwortung. Johnson and Mulvey argumentieren
in Anwendung auf die Informatik auf diese Weise.1 Als komplementare
(d. h.: erganzende) Strategie untersuche ich im vorliegenden Kapitel, auf
welche Weise Metaphern in der Sprache der Informatik in Zusammenhang
mit Verantwortlichkeiten von Informatikern und Benutzern stehen.2
Die unverzichtbare Rolle von Metaphern gerade auch in der naturwis-
senschaftlichen Sprache ist hinlanglich untersucht.3 Ich rekonstruiere die-
se Rolle in Kapitel 4.2, S. 104. bis Kapitel 4.3, S. 113.. Die Herausfor-
derung fur die Informatik besteht darin plausibel zu machen, ob { und
wenn ja: wie {
"
globale\ Metaphern wie Maschine, Partner oder Werkzeug
auf konkrete Entwurfskriterien durchschlagen. Ich skizziere in Kapitel 4.4,
S. 117. die zwei komplementaren Gestaltungs- und Verwendungsstrategien
von Software, namlich Naturlichsprachliche Kommunikation und Symbo-
lische Schriften, um sie dann in Kapitel 4.5, S. 122. zu den Metaphern
Maschine, Partner und Werkzeug in Bezug zu setzen. Inwieweit Symboli-
sche Schriften geeignet sind, das in der Einleitung (Kapitel 1.2.4, S. 15.)
vorgestellte Problem informatischer Komplexitat in positiver Weise zu be-
einussen, ist Thema von Kapitel 4.6, S. 127.
1 Johnson95a
2 Eine fruhere Ausarbeitung dieser Argumentation legte ich vor in Busse96a
3 vgl. etwa Debatin90 ; Jakob91
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4.1 Lebensweltliche Aneignung
des Neuen durch Vergleich zu Altbekanntem




Rationalitatsideal\ (Kapitel 1.2.1, S. 12.) ist noch nicht viel gewonnen. Es
bleibt zunachst eine abstrakte Bestimmung ohne direkten lebensweltlichen
Bezug; sie ermangelt einer erfahrbaren Bedeutung fur uns.
In der Diskussion um die schwache Normativitat von Handlungsbe-
schreibungen (Kapitel 3.6.3, S. 89.) machte ich geltend, dass unsere In-
terpretation von Welt und Geschehen in ihr geleitet wird von einem Verste-
henshintergrund von Verantwortlichkeiten und Verhaltenserwartungen an
unsere (soziale, belebte wie unbelebte) Umwelt. Diese Verantwortlichkeiten
schlagen sich auch in der Sprache, u. d. h. genauer: in den Metaphern un-
serer Sprache nieder. Mit Metaphern belegen wir Neues und Unbekanntes
und verbinden es mit unseren etablierteren lebensweltlichen Erfahrungen.
Dies gilt auch fur die Aneignung des Neuen: Unsere Erfahrungen mit
jenem unbekannten, problemschaenden Ding namens
"
Computer\ (oder
auch unsere Erzahlungen uber ihn) konnen nur mittels Metaphern mit Al-
tem und Bekanntem in Bezug gesetzt, moralisch
"
ver-ortet\ werden.
Wahrend eMail ein vergleichsweise
"
konkreter\ Gegenstand lebenswelt-
licher Aneignung ist, verhalt es sich beim Computer anders:
"
Computer\ ist
eine maximal mogliche Pauschalisierung, ein Etikett fur einen unuberseh-
baren und abstrakten Gegenstandsbereich. Was ist das: ein
"
Computer\?
Welche Sprache haben wir fur dieses Ding?
Zunachst scheint die Frage
"
Was ist ein Computer?\ im besseren Fall
sinnlos, eigentlich aber geradezu nur dumm zu sein. Haben wir nicht taglich
mit ihm zu tun? Ist es nicht die Profession von Informatikern, ihn zu pro-
grammieren, mit ihm Systeme zu gestalten?
Eine schone { und rhetorische { Antwort hat Frieder Nake parat:
"
Ein
Computer ist eine Maschine zur Auswertung berechenbarer Funktionen.\
Rhetorisch ist diese Antwort, weil Nake selbst sie sofort als nicht tragfahig
destruiert: Sie sei zu interpretationsarm, sie erfasse nicht das Wesentliche.
Und das Wesentliche seien weder Materie noch Struktur des Computers,
sondern seine Gebrauchsweise.
Materie oder Struktur einer Sache zu beschreiben setzt an einer unan-
gemessenen Beschreibungsebene an. Ein Buch etwa als
"
gestapeltes und
einseitig zusammengefugtes Papier, stellenweise mit lichtabsorbierenden
Kohlensto-Verbindungen geschwarzt\ zu beschreiben ist zwar nicht falsch;
es trit aber nicht das Wesentliche des Begris Buch, nicht das, worum es
eigentlich geht. In Analogie unangemessen ware es, das Wesen des Compu-
ters durch seinen technischen Aufbau erklaren zu wollen.
Eine mogliche { und naturlich zunachst die nachstliegende { Form zu




4.1 Lebensweltliche Aneignung des Neuen
sieh, dies ist ein Computer!\. Eine solche Zeigehandlung ist jedoch nur
gegenuber jemandem, der bereits wei, um was es sich bei dem handelt,
auf das da gezeigt wird, eine angemessene Antwort. Nicht eine Sache wird
erklart; hergestellt wird lediglich eine Verbindung zwischen einem Namen
(gleich einem Etikett) und einer Sache (ostentative Denition). Es wird
an einen intersubjektiven Erfahrungsschatz appelliert, der Wissen um das
zu Klarende schon voraussetzt. Nicht eine Sache kann so geklart werden,
sondern lediglich einem alten Ding ein neuer Name verpasst werden.
Was aber, wenn dem Frager ein bestimmter Aspekt der Sache
"
Compu-
ter\ selbst unklar ist? Dann wird ihm diese Antwort wenig nutzen; er wird
erst zufrieden sein, wenn er etwas uber die Bedeutung der Sache
"
Computer\
fur seinen unmittelbaren Erfahrungsbereich erfahrt: Welches sind seine Ei-
genarten? Welche Bedeutung hat er fur uns in unserer Lebenswelt? Welche
spezischen Besonderheiten unterscheiden das technische Gerat
"
Compu-
ter\ von anderen menschlichen Artefakten?
Eine Unklarheit bezuglich einer Sache entsteht etwa dann, wenn die
Sache neu ist und Uberraschungen bereithalt. Letzteres ist beim Compu-
ter sicherlich der Fall. Ist der Computer aber tatsachlich etwas grundle-
gend Neues? Kann der Mensch wirklich Neues schaen, Dinge ernden, die
vorher nie dagewesen waren? Oder gab es Alles schon einmal, und unsere
Erndungen heute realisieren lediglich etwas, was schon langst angedacht
war, als Idee in einem schlauen Kopf vorhanden, oder { metaphysisch { im
Weltverlauf angelegt?
Es gib gute Grunde dafur zu argumentieren, dass der Mensch tatsachlich
originar Neues zu schaen vermag. Dazu gehort aus Subjektsicht jedes Tun,
das nicht als vollstandig kausal determiniert erlebt wird, namlich das setzen
von echten Anfangen (vgl.Kapitel 3.2.4, S. 54.). Dazu gehoren auch techni-






eMail\), neue soziale Strukturen schaen (Stichwort
"
Wissensgesellschaft\), und in all dem neue Verantwortlichkeiten und Re-
chenschaftspichten aufwerfen.
Dieses Neue erschliet sich dem Menschen nur dann, wenn er sich mit
dem Neuen umgibt, Erlebnisse mit ihm sammelt und es in seine bisherigen
Erfahrungen einordnet. Dazu bedarf der Mensch der Sprache: In ein Ge-
schehen eingebettete Erlebnisse werden ihm erst zu einer Erfahrung, wenn
er seinen Blick auf sie richtet, sie als Einzelnes isoliert und sie in einer
sprachlichen Form festhalt. Und der Mensch bedarf eines Gegenubers, mit
dem er seine Eindrucke, Erkenntnisse und Umgangsformen mit dem Neuen
austauschen kann { mit Hilfe einer zunachst intersubjektiven Sprache, die
im Gesprach uber das Neue gruppenspezische lokale Bedeutungsverande-
rungen erfahrt.4
4 Nur ein ubersteigerter Glaube an einen abstrakten (d. h.: vom kontingenten Einzel-
nen absehenden), entsubjektivierten Rationalismus konnte zu dem Schluss kommen,
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Dem Dialog uber Neues steht zunachst nur das Vokabular des Alten und
Bekannten zur Verfugung. Gleiches gilt fur Denkmuster und Erfahrungen.
Neues zu erkennen heit immer, es in Teilen wiederzuerkennen als etwas Al-
tes, Bekanntes, um davon ausgehend Unterschiede zum Alten festzustellen:
All dieses auert sich in Metaphern.
Je theoretischer eine Wissenschaft, desto metaphorischer ist ihre Spra-
che. Besonders die Informatik ist durchsetzt mit Metaphern und ware oh-
ne sie in keiner Weise denkbar:
"
We communicate with platforms through
ports, we get access to the front end of machines, we put tools on it etc.\5
Dies ist Charakteristikum jeder Sprache der (Natur-)Wissenschaft.6
4.2 Theorie der Metapher in der Wissenschaft
Padagogische Metaphern erleichtern Verstehen, sind aber durch wissen-
schaftsinterne Begrisysteme vollstandig ersetzbar. Nicht so theoriekonsti-
tutive Metaphern: Diese dienen der Erklarung von nur teilweise Verstande-
nem, der pradiktiven Hypothesenbildung und -uberprufung. (Das Bohr'sche
Atommodell hat im Physikunterricht der Oberstufe lediglich padagogischen
Wert; hundert Jahre fruher war es noch theoriekonstitutiv, indem man eine
Anschauung aus dem Makro- in den Mikrokosmos ubertrug.)
Metaphern sind eine Moglichkeit, fur originar neue Bereiche der Welt
eine Sprache zu nden. Als Vergleiche ohne ein
"
Wie\ sind sie Brucken
ins Neuland mit einem mehr oder weniger genau kartierbaren Brucken-
kopf. (Der Leser vergegenwartige sich das Metaphorische und damit auch
Theoriekonstitutive des letzten Satzes). Metaphern sind direktiv (richtung-
weisend), kreativ (sinnstiftend und -erzeugend), paradigmatisch (intersub-
jektiv auf eine Perspektive einschworend), kommunikativ (eine gemeinsame
Sprache und Kontext herstellend), mnemotechnisch, padagogisch, explika-











dass sich ein solches Gesprach mit einem konkreten (d. h. aus vielem Einzelnen zu-
sammengewachsenen) Anderen ersetzen lasst durch die eigene kognitive Vorwegnah-
me aller seiner moglichen Argumente. Dies ist eine Einsicht, der nicht alle Vertreter
gerade auch der Diskursethik folgen wurden. Bei Habermas etwa wird die Erzahlung
vom Selbst in
"




7 Mambrey95, S. 73, 87
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Metaphern strukturieren kognitive Prozesse:
"
To him, who has a ham-
mer, the whole world appears as a nail.\8 Metaphern erzeugen eine spe-
zische Perspektive mit allen Vor- und Nachteilen von Perspektivitat: Be-
stimmte Aspekte werden hervorgehoben und beleuchtet, wahrend andere
Relationen verborgen werden. Metaphern fokussieren die Aufmerksamkeit.
Nygaard fordert daher eine Multiperspektivitat der Reexion.9
Metaphern reduzieren Komplexitat: nicht nur im Sinne von Kompli-
ziertheit, sondern auch verstanden als Beschreibungs- und Kommentie-
rungsaufwand. So wei ich als Nutzer, was von einer Funktion
"
WurfleZahl\
zu halten ist, glaube ihre Denition nicht nachschauen zu mussen. Der Funk-
tionsname appelliert an Vertrautheit mit (Pseudo-) Zufallszahlen, sowohl
was Funktion, mogliche Zwecksetzungen und Nutzungsgrenzen angeht.
Eine Metapher ist das sprachliche Analogon zum Modell als mentale
Vorstellung; Metapher und Modell sind untrennbar verbunden wie die zwei
Seiten einer Medaille. So folgen etwa zum Modell
"
Wasserleitung\ als gei-













einspeisen\ u. v.m.10 Fur den Gegenstandsbereich Komman-













Quelle (Urbereich eines bildlichen Vergleichs) und Ziel (zu Erklarendes)
stimmen in einigen, aber per denitionem nicht in allen Eigenschaften
uberein. Dies ist eine zentrale und begriskonstitutive Eigenschaft der
Metapher. Solche Metaphor Mismatches bilden sowohl eine nicht elimi-
nierbare Fehler- als auch eine zu echtem Erkenntnisgewinn unerlassliche
Falsikations- und Erkenntnisquelle. Erst dort, wo sich eine Textverarbei-
tung nicht wie eine Schreibmaschine verhalt wird seine neue Qualitat sicht-
bar.12
Die Erklarungskraft von Metapher und Modell erhoht sich bei kom-
binierten Metaphern, weil mit diesen der Zielbereich komplementar abge-
deckt werden kann. Durch Abstraktion von Kombinationen kann, parallel
8 Floyd97a, S. 9
9 Nygaard86a
10 Jakob91, S. 50f

















12 Das Display verhalt sich in B ezug auf Cursor-Positionierungen wie eine Schreibma-
schine, in Bezug auf die Blank-Taste und Text-Einfugungen allerdings eher wie ein
Magnetband. Caroll88, S. 75
{ 105 {
4 Metaphern in der Informatik
zu einem fortschreitendem Verstandnis des Zielbereichs, ein eigenstandige-
res Verstandnis des Zielbereichs gewonnen werden { sogar eher, als wenn
der gesamte Zielbereich durch ein einziges Modell ausreichend abgedeckt
wird.
Verschiedene Metaphern schlieen sich, im Ggs. zu Paradigmen oder
Weltanschauungen, nicht aus. Die Frage lautet daher nicht, welche Meta-
pher gut oder schlecht ware, sondern welche Entwurfs-Maximen sich nach-
einander aus den verschiedenen Perspektiven gewinnen lassen.
Metaphern lenken die Aufmerksamkeit auf bestimmte Eigenschaften des
Zielbereichs, und regen so durch Vergleich mit dem Quellbereich zu neu-
er Erkenntnis an { so eine traditionelle Sicht der literarischen Metapher.
Metaphern laden ein, den Zielbereich neu zu sehen. Gerade der Metaphor
Mismatch leistet dies. Beispiel: Metapher
"
Formular\ (Busines Form Meta-
pher), das am Bildschirm ausgefullt werden muss. Die automatische Veri-
kation einerseits, die mangelnde Annotationsfahigkeit andererseits ermogli-
chen wichtige Schlusse zu ziehen uber die Eigenschaften des Zielbereichs.
4.2.2 Ansatze der Metaphernanalyse
Caroll et al. unterscheiden drei aufeinander aufbauende Ansatze, die ko-
gnitve Funktion von Metaphern zu analysieren.
Die Operationale Analyse misst empirisch die Erlernbarkeit und den
Gebrauchswert etwa von Benutzer-Oberachen. So lasst sich etwa zeigen,
dass Icons in Menues wesentlich schneller wiederzuerkennen sind als Text.
Andererseits bedurfen sie der einfuhrenden verbalen Kommentierung, damit
ihre Funktion verstanden werden kann.13 { Die operationale Analyse lasst
jedoch die Frage oen, wodurch eine Metapher die beobachteten Eekte
erzielt, und worin Ahnlichkeit und Unahnlichkeit bestehen.
In der Strukturanalyse von Metaphern werden in Metapherquelle und
-ziel Objekte und Relationen isoliert und Ubertragbarkeiten festgestellt.14
Bsp.: Schreibtisch- (Desktop-)Modell. Es gibt Ordner (Folders) auf der
13
"
Ein Bild sagt mehr als tausend Worte\ stimmt nur, wenn die Anschauung ausrei-
chend unterstutzt wird (vgl. die Ausfuhrungen in Kapitel 4.2.7, S. 111.); tatsachlich
kann sich der weite Raum der ausgesagten Moglichkeiten eines Bildes auch nachteilig
auswirken, wenn eine spezische trennstarke Aussage erwunscht ist. Zum Vergleich
der Erfassbarkeit von Icons im Vergleich zu Text in der HCI Arend87a
14 cf. Gentner83 ; Gentner diskutiert ausfuhrlicher das Rutherford'sche Atommodell.
In der kommerziellen Datenverarbeitung spielt etwa die Schreibmaschinen-Metapher
fur Textprozessoren eine beherrschende Rolle. Der Cursor wird gemeinhin als Zei-
ger interpretiert, der auf dem Papier positioniert werden kann, der Bildschirm als
Fenster auf ein langes Endlospapier. Der Metaphernbruch als Erkenntnis- und Be-
deutungskonstitutives Element tritt dann dort auf, wo sich das Papier beim Einfugen
von neuem Text nicht mehr wie ein Papier, sondern eher wie ein Magnetband
verhalt.
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Oberache des Desktops, mit einer bestimmten Lokation, die einer uber-
unter-neben- Relation gehorchen. Es gibt (bei Mac schon immer, bei Win-
dows erst seit Windows95) einen Papierkorb, der entleert werden kann. {
Die Strukturanalyse kann allerdings nicht beantworten, worin die Gute von
Metaphern besteht, u. d. h.: welche Relationen fur dieAngemessenheit einer
Metapher wichtig sind.
Hier setzt die pragmatische Analyse an, die den Kontext und die Ver-
wendungsweise von Metaphern durch den Menschen beleuchtet: In welchem
Kontext, mit welchen Zielen und in welcher Funktion verwenden Menschen
Metaphern?
4.2.3 Stufen der Etablierung von Modell und Metapher
Damit Metaphern mit Bedeutung angefullt und sinntragend Erkenntnis





entdeckt\ werden, dann als geeignet er-
kannt, zuletzt in ihrem eigenen Bedeutungsgehalt festgeschrieben werden.
Caroll et al. zufolge geschieht dies in drei Schritten, die sie Instantiierung,
Elaboration und Konsolidierung nennen:15
Æ Instantiierung ist nach Caroll ein \automatic and holistic aviati-
on process, analytically incomplete." (76) Instantiierung von Meta-
phern geschehe oft auf Basis von \surface similarity" oder Ahnlich-
keit von Aufgaben oder Zielen.
Æ Elaboration analysiert die Ergebnisse einer Instantiierung naher
durch einen pragmatischen Struktur-Vergleich, \directed by the
user's goals, by the type of explanation or understanding sought
in the target domain [. . . ]." (76)
Æ Konsolidierung . Integration der verschiedenen erarbeiteten partiel-
len strukturellen Passungen zu einem besseren Gesamtverstandnis
der Zielbereichs.16
Diese drei Stufen uberfuhren eine bewusst als bildhaft empfundene Me-





Fenster\ durfte ein Neuling vielleicht noch
bewusst als metaphorisch erleben. Dem Computer literate hingegen durfte
sich in vielfaltigen Umgang mit der Materie inzwischen eine eigene Bedeu-
tung erschlossen haben.
Besonders deutlich wird der Ubergang vom bewusst metaphorisch Emp-
fundenen in neue Bedeutungen bei den unmittelbar lebensweltlichen und
vorsprachlichen Erfahrungen oben/unten, warm/kalt, drinnen/drauen,
Kraft etc. Solche Kategorien werden nur mehr selten als Metapher erkannt.
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Prapositionen. Nach Lakoff und Johnson bilden diese den Grundstock
der Sprache, uber dem im Sprachspiel ein Sprachgebaude durch Bedeu-
tungsveranderungen entsteht.17
Dies fuhrt auf die Antithese: Sind nicht sprachliche Konventionen in
hohem Mae beliebig? Verlore nicht, falls tatsachlich die gesamte Sprache
metaphorisch ware, der Begri der Metapher seine Trennscharfe (denn so-
bald er auf alles anwendbar ware, bezeichnete er nichts mehr)? Entsteht
Bedeutung nicht in der Hauptsache durch das Sprachspiel um einen Be-
gri, eher als durch zweifelhafte metaphorische Anklange?
Einerseits konnen auch stille Metaphern ihre Herkunft nicht verbergen;
auch ein
"
Fenster\ auf dem Computer weist immer noch Eigenschaften und
Relationen der verschiedenen anderen Lebensbereiche auf, in welchen dieser
Begri sinntragend verwendet wird. Dazu gehoren nicht nur spatische und
temporale Eigenschaften, sondern besonders auch Praxiseigenschaften wie
Nutzbarkeit oder Verhaltenserwartungen.
Andererseits etabliert sich dort, wo mit Metaphern echt Neues episte-
misch verortet wird, durch lokale Sprachspiele auch eine echt neue Bedeu-
tung. So wei der Computer-Neuling, dass die Bezeichnung
"
Window\ le-
diglich eine Metapher ist fur ein ihm fremdes Konzept, das fur den Pro
einen gut bestimmbaren Bedeutungskern hat. Dieses unterscheidet sich {
per denitionem des Begris Metapher { von allen anderen
"
Fenstern\, die
dem Neuling bekannt sind.
Diese zwei Positionen lassen sich in Einklang bringen: Metaphern sind
als Metapher dort aussagekraftig, wo sie den Aneignungsprozess von Neuem
durch den Bruckenschlag in bekanntere Territorien unterstutzen. Sobald
allerdings ein (einstmals als Metapher gebrauchtes) Wort ausreichend in
einen Erfahrungskontext des Neuen eingebettet ist, entsteht eine eigene,
vom metaphorischen Ursprung sich immer weiter entfernende Bedeutung
durch seinen Gebrauch.
4.2.4 Ebenen von Metaphern in der Informatik
Die Metaphorik in der Informatik setzt an verschiedenen Ebenen an, bzw.
{ um andere Metaphern zu gebrauchen { im Kleinen und im Groen, d. h.
an verschiedenen Granularitaten. (Der Leser uberlege sich, welche Gemein-
samkeiten u. Dierenzen er jetzt vermuten wurde).
Der Ansatzpunkt im mikroskopisch Kleinen der Informatik ist der
Mikro-Bereich der Strukturen von Programmiersprachen: fundamenta-
le Kontrollstrukturen (if . . . then . . . else, repeat . . . until, select . . . from
. . .where), Bezeichner von Variablen (der Buchstabe i als Schleifenzahler,
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Aus jenen kleinsten Bauteilen des Mikro-Bereichs werden umfangreiche
Aggregate zusammengesetzt, die dem Benutzer meist nur als unstrukturier-
tes Ganzes, gleich
"
Fertigbauteilen\ entgegentreten: leistungsfahige Funk-
tionen (replace-regexp), Programme und Programmsysteme. Diesen Bereich
nenne ich Meso-Bereich.
Im Makro-Bereich geht es nicht mehr um Software beliebiger Komple-
xitat, sondern um eine andere Qualitat: die Sicht- und Verwendungsweise
jenes Dings, das mit der Pauschalisierung
"
der Computer\ bedacht wird.
Mit welchen bekannten und vertrauten Dingen vergleichen wir jenes Neue
und Problemschaende, wie ordnen wir es in einen Kontext von Bekannte-
rem ein? Wo sehen wir bedeutsame Ahnlichkeiten und Unterschiede zu den
Referenzen Buch, Datensammlung und Taschenrechner, Berater und Ex-
perte, Burokratie, Organisation oder Wirtschaftsunternehmen, Medium?
In all diesen Bereichen ermoglichen erst die Metaphern ein Verstehen:







4.2.5 Exkurs 1: Bedeutungen des Begris ,Verstehen`
Der Begri des Verstehens reprasentiert eine Klasse von epistemischen Be-
grien, die Kutschera in analytisch verschiedene Modi von Verstehen ein-
teilt; von diesen sind gewohnlich mehrere gleichzeitig in einem einzigen Ver-
stehensakt prasent:
Æ Ein erster Modus von ,Verstehen` zielt auf die Bedeutung eines
Wortes ab: etwa zu wissen, dass das griechische Wort \aleteia" auf
deutsch \Wahrheit" bedeutet.
Æ Ein zweiter Modus zielt auf naturwissenschaftliche Kausalitat ab.
Ein Beispiel: Taucht man ein Quecksilberthermometer in heies
Wasser, so wird die Quecksilbersaule, bevor sie nach oben schnellt,
zunachst etwas absinken. Jemand versteht dieses Phanomen, wenn
er erkennt, dass die Warme zunachst den Glaskolben und erst dann
das Quecksilber ausdehnt.
Æ Eine dritter Modus wird gerne als Charakteristik der Geisteswis-
senschaften genannt: teleologisches Verstehen von Handlungen einer
Person, mit seinen Dierenzierungen rationales Verstehen { Kennt-
nis der Motive und Praferenzen einer Person { und intentionales
Verstehen { Kenntnis ihrer Intention, u. d. h. des Fokuses ihrer Auf-
merksamkeit.
Æ Ein vierter Modus des Verstehens, eng verwandt mit dem teleolo-
gischen Verstehen, zielt auf ein Ziel innerhalb einer Zweck-Mittel-
Relation ab. Funktionales Verstehen heit einzusehen wie ein Ding
"
funkioniert\, sowie zu erkennen wozu es dient.
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Jemand wei wie ein Bimetallschalter funktioniert, wenn er wei,
dass ein Metallstreifen sich bei Erwarmung verbiegt und so einen
Schalter betatigt. Anhand der Funktion kann man auch schlieen,
wozu solch eine Anordnung nutzlich ist { etwa um eine Heizung zu
regeln.
4.2.6 Metaphern und Verstehen
Zuruck zu der These: Erst in Metaphern konnotierte Sinngebungen erlau-
ben sowohl Programme zu verstehen { sowohl wie sie funktionieren als
auch wozu { als auch ihre Rolle in menschlichen Handlungskontexten ab-
zuschatzen. Dies gilt besonders fur die Verteilung von Verantwortlichkeiten
und Verantwortung.
Dies sei zunachst am Beispiel eines Autopiloten fur Kraftfahrzeuge
erlautert. Ein Auto-Pilot soll einmal auf Basis von Verkehrsdichteinforma-
tionen die groraumige Route einer Reise planen; zum Anderen soll an ihn
auch die Spurverfolgung, Geschwindigkeits- und Abstandsregelung auf Au-
tobahnen delegierbar sein.
Wie ist eine soche Technik beschreib- und verstehbar? Ein Lenkrad oder
das automatische Lenksystem hat man nicht verstanden, wenn man wei,
wie seine (elektro-)mechanischen Glieder ineinandergreifen. Das Konzept
"
Lenkrad\ hat man erst verstanden, wenn man wei, dass man damit die
Fahrtrichtung andern oder Ausweichvorgange veranlassen kann.
Ahnlich hat man den Autopiloten noch lange nicht verstanden, wenn
man sein funktionales Wie, etwa die Algorithmen, die aus Sensordaten und
der Verkehrsinformationen die Geschwindigkeit berechnen, kennt. Sehr viel
wichtiger fur sein Verstandnis { darunter besonders auch seine Rolle in
menschlichen Handlungskontexten { ist das funktionale Wozu: Den Au-
topiloten hat man verstanden, wenn man wei, dass er ubermotorisierte
Geschosse auch mit 180 Stundenkilometern durch dichten Nebel
"
leitet\.
In der Informatik sind es im Mikro-Bereich die metaphorischen Konno-
tationen von Bezeichnern und Kontrollstrukturen, die verstandlich werden
lassen, wie ein Formalismus (Algorithmus oder formale Beschreibung) funk-
tioniert und wozu er tauglich ist { fast mehr als die logische Struktur und
der innere Aufbau der Moduln. Obgleich aus Gesichtspunkten einer for-
malen Semantik gleichwertig, sind Programme mit sinnlosen Bezeichnern
eben doch selbst sinnlos fur uns. Man stelle sich eine Lehrbuchdarstellung
des Quicksort-Algorithmus vor, in welcher alle Bezeichner durch Speicher-
adressen oder { irrefuhrender { sinnfremde Namen (etwa mit Worten aus
dem AT, Gen 1:
"
Die Erde war wust und leer . . .\) ersetzt wurden. Kaum
jemand wurde das Programm verstehen oder als Qicksort wiedererkennen.
Im Meso-Bereich lassen nahezu ausschlielich die metaphorischen Kon-
notationen der Namen von Funktionen, packages oder plug-ins Urteile zu,
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wie diese angemessen in Arbeitszusammenhange eingefugt werden konnen.







Werkzeug\ die soziale Praxis im Umgang
mit dem Artefakt: welche Erwartungen an den Computer legitim sind, wel-
chen Erfordernissen er genugen muss und welche Verteilung von Verant-
wortlichkeiten seinen Einsatz bestimmen. Metaphern auf der Makro-Ebene
bilden die Basis der Interpretation und des Verstehens von Geschehen. Me-
taphern des Makro-Bereichs entsprechen in der hier aufgestellten Systema-
tik kognitiven und normativen Ordungsrastern, die in der technikethischen
Debatte als Leitbilder bezeichnet werden.18
Ohne in Metaphern konnotierte Sinngebungen ist das furs menschliche
Handeln unerlassliche wozu eines Computers (sei es als Makro-Metapher
Werkzeug, Medium oder Berater) nicht zu verstehen. Das wozu? im funk-
tionalen Verstehen wird auf Meso-Ebene durch Metaphern mitgeteilt, die
an Erfahrungszusammenhange appellieren.
Information ausschlielich uber das
"
Wozu\ reduziert allerdings
Verfugbarkeit und kann Hilflosigkeit hinterlassen; dies gilt im Falle des
"
break downs\ (,Zusammenbruch`) eines Systems, aber auch im Falle ei-
ner kreativen Anders-Verwendung von Software in neuem Kontext. Die
Handhab- und Beherrschbarkeit eines Systems bedarf also einer beglei-
tenden Transparenz und Parametrisierbarkeit, d. h. einer Verfugbarkeit des
wie? im funktionalen Verstehen.
4.2.7 Exkurs 2: ,Verstehen` als Ruckgri auf Erfahrungen
Beschreibungen mittels formaler Systeme stellen den Kern strukturwissen-
schaftlicher Erkenntnis dar. Ohne angeben zu wollen, worin die lebenswelt-
liche Bedeutung von Symbolen innerhalb eines Modells besteht, wird eine
solche durch Ort und Kontext der Symbole im System zu rekonstruieren
versucht. (Erst diese
"
Umkreisungstaktik\ verschat den Strukturwissen-
schaften ihre spezische Leistungsfahigkeit. Wenn durch lauter Umkreisun-
gen in ausschlielich symbolischer Kommunikation allerdings das Eigent-
liche aus den Augen verloren wird, ergeben sich die bekannten Probleme
berechenbarer Vernunft).
Tatsachlich ist dieser Ansatz ein Trick, an dessen Entlarvung inner-
halb anderer Debatten sich auch eine Kerndierenz von einerseits Natur-
und Struktur- und andererseits Geisteswissenschaften festmachen lasst. Ei-
ne strikte Trennung lasst sich aus verschiedenerlei Grunden naturlich kaum
vollstandig aufrecht erhalten. Die folgende Darstellung zeichnet daher le-
diglich einen einzelnen Aspekt einer historischen Diskussion, namlich der
sogenannten Erklaren-Verstehen Debatte nach.19 Fur die Argumentation
18 Paetau90, S. 43; Dierkes97 ; Dierkes92 ; vgl. auch Ott97c, S. 65f
19 Diese Debatte hier aufzurollen macht keinen Sinn, es muss genugen, hierzu
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relevant ist der Zusammenhang des
"
Verstehens (der Bedeutung) eines Wor-
tes\ mit einem
"
Verstehen\, wie es fur die Geisteswissenschaften als zentrale
Fahigkeit reklamiert wird.
Das spezische Verstehen der Geisteswissenschaften sei, so Franz von
Kutschera, in dreifacher Weise spezisch: Erstens konne, nach Dilthey,
der Mensch Menschen und deren Handlungen einfuhlend verstehen, weil
er einen unmittelbaren Zugang zu Denk- und Erlebnisweisen hatte. Zwei-
tens beruhe ein solches Verstehen auf Anschauung und Einsicht , die nicht
vollstandig sprachlich vermittelbar sei; dies gelte besonders fur Gefuhle und
Empndungen. Drittens sei dieses Verstehen in einer Weise unmittelbar,
dass es meist keiner eingehenderen Erklarung oder Begrundung bedurfe;
dies gelte besonders fur den Zusammenhang von Handeln, Erleben und
Motivation.
Kutschera erachtet das zweite Spezikum als besonders charakteristisch
fur die Geisteswissenschaften; nach Kutschera ist es gleichzeitig fur das Ver-
stehen von Bedeutungen besonders relevant: Eine genaue Kenntnis uber eine
Sache ersetze nicht die Kenntnis der Sache selbst. Kutschera verdeutlicht
dieses am Beispiel von Goyas Gemalde
"
Die Erschieungen des 3.Mai\.
Zwar konne der Kenner, der sehr viel uber das Bild gelesen, es aber nie
gesehen hatte, sehr viel mehr uber es wissen als der Banause, der in Prado
einen uninteressierten Blick auf das Werk wirft { eine Anschauung (nicht
nur im Wortsinn) und Kenntnis des Bildes selbst vermogen aber auch die
ausfuhrlichsten und detailliertesten Informationen uber das Bild nicht zu
ersetzen.20
Die Theoretisierung eines Begries durch ein modellierendes Formales
System { und sei es noch so
"
vollstandig\ oder umfassend { kann, so meine
Uberzeugung, nicht die Kenntnis des modellierten Gegenstandes ersetzen.
Eine formale Semantik ist nicht mehr als ein (Meta-) Kalkul zur wechsel-
seitigen Ubersetzung von Kalkulen. Eine Bedeutung eines Begries zu ver-
stehen kann also nicht heien, fur all seine Verwendungen ein Modell (d. h.:
einen Kalkul mit einer
"
wahren\ Interpretation) an der Hand zu haben.21
Konkret: Um die zwei Bedeutungen des Begris
"
Sorge\ zu verstehen,
muss man Sorge erlebt haben: Die Sorge(n) um Jemanden, und sorgendes
Tun fur jemanden. Ebenso ist es mit dem Begri der Verantwortung: Man
muss verantwortungsvolles Handeln erfahren und geubt haben, um den Be-
gri zu verstehen. Jede Umschreibung wird dezitar bleiben.
auf die Literatur zu verweisen. Einfuhrend etwa Wimmer87 ; ausfuhrlicher auch




20 Kutschera82, S. 140f
21 Dies ist auch der Kern von Searles Kritik am Turing-Test: Alleine daraus, dass
ein Computer uber eine Reihe von Anweisungen verfugte, der Sprache simulieren
konnte, ware uber das Verstehen der Sprache noch herzlich wenig ausgesagt: Sear-
le80/92 ; Searle86 ; Rheinwald92
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Die bisher lediglich abstrakt behaupteten normativen Aspekte, die mit Me-
taphern des Makro-Bereichs verknupft sind { namlich die Distributionen
von Zustandigkeiten und Rechenschaftspichten { sind fur die Informa-
tik konkretisiert: spezische Sichten vom Benutzer, Einschatzungen seiner
Fahigkeiten, Kenntnisse und Erfahrungen, oder auch seiner Motivation,
Kreativitat, Lernfahigkeit und Verantwortungsfahigkeit.
Diese normativen Elemente werden am deutlichsten sichtbar, wenn man
die gebrauchten Metaphern auf die Spitze treibt, zu Klischees hyperstasiert.









Die Maschinenmetapher wird eingangig ins Bild gesetzt durch Charly
Chaplins FilmModerne Zeiten oder Fritz Langs EposMetropolis, womit
gemeinhin entfremdete oder Sklavenarbeit assoziiert wird.23
Gema dieser Sichtweise stehen Benutzer einem technischen System
mit feststehendem Input-Output Verhalten gegenuber. Transparenz ist i. A.
nicht gegeben. Maschinen werden hergestellt von Experten, von Benut-
zern aber lediglich bedient. Der Schwerpunkt der intellektuellen Energien
des Konstrukteurs konzentriert sich auf Fehlerfreiheit und EÆzienz des Sy-
stems, dagegen kaum auf die Situation des Nutzers und seine Ziele.
In der Maschinen-Metapher wird die tayloristische Idee vollstandiger
Automatisierung tradiert, das Ideal vollstandiger Rationalisierung durch
Automatisierung bis hin zur Kopfarbeit.24 Sie gipfelt im einer Familie von
CAX -Systemen (Computer Aided Design, -Manufacturing etc.), die im
Leitbild
"
menschenleere Fabrik\ zu erstrangigen Schwerpunkten von For-
schung und Forderung heranwuchsen.
Die Qualikation eines Maschinenbedieners lasst sich in der idealen
Taylorisierung beliebig senken, mehr noch, sie wurde geradezu storen. Die
Eingrismoglichkeiten des Menschen als fehleranfalliger und ermudbarer
Fremdkorper werden moglichst reduziert, Entscheidungsraume verkleinert,
22 Maa92
23 Lang folgt der im Stummlm ublichen Uberzeichnung so weit, dass er Kolonnen von
Arbeitern im schultergebeugten Gleichschritt vom Schlund der Maschine
"
Moloch\
verschlingen lasst { eine Ruckubertragung metaphorischer Gehalte in wortliche im
Dienste unmittelbarer Erfahrbarkeit.
24 Nake92 ; Nakes These ist insofern weittragender als es zunachst den Anschein hat, da
der Autor ,Kopfarbeit` weniger als geistigen Vorgang denn vielmehr die marxistische
Kategorie geistigen Tatigseins versteht.
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Verantwortung reduziert { interpretierbar sowohl optimistisch als Entla-
stung oder pessimistisch als Beschneidung von Sorgepichten.
4.3.2 Die Metaphern Partner, Assistent, Berater
Mit Partnern und Assistent kommuniziert man, wobei vom Gegenuber ein
moglichst groes und ahnliches Verstandnis von Situationen erwartet wird.
Der Computer wird dem Menschen maximal angeglichen, eine Anthropo-
morphisierung gehort zum Programm. Kompetenzgrenzen des Computers
sind nicht klar erkennbar, Verantwortungs-Subjekte fur sein Verhalten nicht
klar festzustellen. Kontrafaktisch will der Nutzer einen autonomen, koope-
rativen und lernfahigen Partners sehen; er will nicht erkennen, dass die
Karikatur eines Experten weder zur Meta-Kommunikation fahig ist noch
aus Spezial- in Allgemeinzusammenhange heraustreten kann.
Ausgearbeitet wird dieses Leitbild im AI-Leitbild Assistenzcomputer ,






















orientierungsfahig an intendierten Zielen\
"
eigeninitiativ\ an
individuelle Bedurfnisse des Anwenders anpassen.25 Anhand einer gemein-
samen, eventuell durch Adaption des Systems an individuelle Benutzer (und
deren typische Fehler) entstandene Wissensensbasis werde \do what I mean,
not what I say" erst moglich.26 Man
"
kommuniziert\ nicht nur mehr mit
dem Rechner, sondern man
"
kooperiert\ mit ihm. Diese Uberhohung sug-
geriert, dass der innere und auere Sinn von Handlungen { Intentionen des
Subjekts und objektive Zwecke { und deren Sinn in einem Geschehen von
beiden Kooperationspartnern geteilt werde { eine starke Annahme, die die
massiven Probleme besonders der Verantwortungsdiusion nach sich zieht.
4.3.3 Werkzeug- und Werkstatt-Metapher
Als leitendes Ideal { und gleichzeitig als Gegenkonzept zur Entfremdung
durch Taylorisierung { gilt der Handwerker in einer Werkstatt, der ein
vollstandiges Produkt herstellt. Zugehorige Begrie: Materialien, Werkzeu-
ge, Aspekte.27 Dieses Tun kann als echtes, d. h. selbststandiges, voll ver-
antwortbares Handeln interpretiert werden. Maa und Oberquelle zitieren
Pelle Ehn, dem gema sich ein solches Handeln auszeichnet durch
25 So eine von Michael Paetau aus internen Arbeitspapieren der GMD des Gropro-
jekts
"
Assistenzcomputer\ extrahierte Liste von Attributen. Paetau90, S. 44
26 ebd.
27 vgl. Maa92, pages240f, 245f; vgl. auch Budde92 ; vgl. auch Zullighoven92 ; vgl.
auch Baumer95
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Æ ein tiefes Wissen von Material, Werkzeug und Geschehen, welches
durch lange Erfahrung und Ubung gewonnen wurde;
Æ standige Kontrolle uber Material und Werkzeug. Die Aufmerksam-
keit ist dabei der Sache und den Resultaten der Werkzeuganwendung
gewidmet und nicht der Handhabung des Werkzeugs an sich;
Æ die Moglichkeit, das Arbeitsmittel aus der Hand zu legen, abzuschal-
ten;
Æ Transparenz des Systems;
Æ kreative Neuverwendung in nicht ex ante vorgesehenen Bereichen;
Æ Beteiligung, wo es um die Weiterentwicklung von Werkzeugen und
die Wahl neuer Materialien geht.
Der Handwerker erwartet, dass die Werkzeuge zwar auf seine Aufgabe
zugeschnitten sind, nicht jedoch, dass er sie unmittelbar beherrschen konnte.
Moglichkeiten der Adaption sind daher ebenso erwunscht wie unerlasslich.
Die Sicht auf den Benutzer sei, so die Autoren, innerhalb der Werkstatt-
Metapher
"
ziemlich respektvoll\: Der Softwerker konne und musse vom An-
wender lernen und ihn unterstutzen. Weitergehend sei in dieser Perspektive
die Verteilung von Verantwortlichkeiten (Zustandigkeiten und Sorgepich-
ten) eindeutig geregelt: Der Verwender eines Werkzeuges ist handelndes
Subjekt in einem Arbeitsprozess { im Ggs. zum Maschinenbediener, der
sich einem Auto-movens gegenubersieht.
AuchWolfgang Coy sieht im Verhaltnis von Subjekt und Objekt zwi-
schen Mensch und Computer das charakteristische Unterscheidungsmerk-
mal zwischen Maschine und Werkzeug:
"
Der wesentliche Punkt zur Unterscheidung dieser beiden Sichtweisen ist
freilich die unterschiedliche Bestimmung der Beziehung von Arbeitssub-
jekt und Arbeitsmittel. Die Vorstellung des Computers als Automaten
weist dem Arbeitsmittel eine eigenstandige, eben automatisierte Rolle im
Arbeitsprozess zu.\28
Als wichtigstes Charakteristikum von Werkzeugen gilt ihre Handhabbar-
keit { ein theoretisch aufgeladener Begri, der spatestens seit Terry Wi-
nograds und Fernando Flores' Erkenntniskritik Heidegger'scher Prove-
nienz mit Begrien wie ,Vorhanden-` oder ,Zuhandenheit` verbunden ist.29
Auf den Kerngehalt dieser Interpretation reduziert geht es dabei um die
Selbstverstandlichkeit der Fuhrung von Werkzeugen, des
"
feel of control\.
Paradigmatisch ziehen hier Winograd und Flores ein Beispiel Heideggers
heran: Schlagt man mit einem Hammer einen Nagel in die Wand, so ist man
sich des Hammers selbst nicht bewusster als des Arms, der ihm halt; man
verschwendet weder Uberlegungen darauf, wie der Hammer zu fuhren sei,
noch liegt er im Zentrum der Aufmerksamkeit des Tuns: er ist als Teil des
28 Coy95, S. 35
29 Winograd89 ; ausfuhrlichere Kritik und zahlreiche Literaturhinweise in meiner Di-
plomarbeit Brischar93
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Hintergrundes zuhanden. Erst im Zusammenbruch, in welchem sich Welt
anders als gewohnt verhalt, gewissermaen einem entgegentritt { wird er
vorhanden: er ruckt in den Blickpunkt, beansprucht Aufmerksamkeit und
Sorge { etwa dann, wenn er zerbricht, den Finger und nicht den Nagel trit,
oder fehlt, wenn man ihn braucht.30 Ein Textprozessor, dessen Bedienung
man sich in langerem Umgang erschlossen hat, ist zuhanden. Er wird vor-
handen, wenn sich Befehle zur Cursorpositionierung anders verhalten, das
selbstverstandliche Fingerspiel mit den Cursortasten zu uberraschenden Er-
gebnissen fuhrt. Eine Unterbrechung des Gedankengangs ist die Folge, die
Aufmerksamkeit wird vom Inhalt des Textes weg- und auf die Bedienung
des Textsystems hingelenkt.
Handhabbare Werkzeuge lassen sich als Ausdruck von Verfugbarkeit aus
der Hand legen, nicht nutzen, abschalten { eine Eigenschaft, die bei Steue-
rungen grotechnischer Systeme kaum mehr realisierbar erscheint. Paul Il-
lichs Technik-Kritik, die als Alternative das Konzept des Convivial Tools
stark macht, wendet sich gegen diese typische Eigenschaft von Grotechni-
ken.31
In Bezug auf die Werkzeugmetapher ist Vorsicht geboten, da sie extrem
disparat gebraucht wird. Eine bestimmte Verwendungsweise als die einzig
Richtige herausstellen zu wollen verbietet sich, den Sinn von Metaphern
recht verstanden, von selbst. Stattdessen sollen im folgenden andere Ver-
stehensmoglichkeiten dieser Metapher naher erlautert werden, um zumin-
dest ein grobes Missverstehen zu vermeiden: ,Werkzeug` als Software zur
Software-Herstellung. Die klassische Sicht innerhalb der Informatik kennt
das Software-Tool als eine Software zum Erstellen, Verwalten oder Handha-
ben von Software. Werkzeuge sind nach Gustav Plomberger
"
Program-
me, die die Herstellung, Prufung, Wartung und Dokumentation von Pro-
grammen vereinfachen, beschleunigen oder in ihrer Qualitat verbessern.\32
Pomberger weist auch auf ein Problem mit solchen Software-Tools hin, das
die Ergebnisse der Metaphern-Theorie bestatigt: Software-Tools erzeugen
eine Perspektivitat, die ihre Vielseitigkeit und Integrationsfahigkeit spurbar
reduzieren { im Fall von lex und yacc etwa durch die kaum vermeidbare
Orientierung auf die Programmiersprache C.33
30 Winograd89, S. 69f
31 Illich75/80 ; zu Illich auch Rapp78, S. 35f; vgl. auch Norman86a, S. 49
32 Pomberger93, S. 309. Pomberger fuhrt eine beeindruckend Vielzahl von Software-
tools an, darunter speziell zur Spezikation: 4GL-Sprachen, Programmgeneratoren
(hohes Niveau der Spezikation, z. B. attributierte Grammatiken), graphische Spe-
zikationssysteme, Hypertext-Systeme als Prototyping-Werkzeug (zur Funktions-
exploration, Schnittstellen-Modellierung, experimentellen Verikation des dynami-
schen Verhaltens einer geplanten Applikation); fur die spateren Phasen im Software-
Life-Cycle dann etwa Data-Dictionary, Pretty-Printer, Programm-, Modul- und OO-
Klassen-Browser, Versionsverwaltungs-Werkzeuge u. v.m. { die Liste liese sich be-
liebig fortsetzen.
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Metaphorische Sprache lasst sich vielfaltig interpretieren und nicht auf ei-
ne Bedeutung festnageln. Das bloe Auftauchen einer Metapher sagt an
sich recht wenig aus. Zudem konnen Metaphern recht freizugig kombiniert
werden, wie etwa bei der Metapher
"
Werkzeugmaschine\ sichtbar wird. Zu
starke Aussagen konnen von einer Metaphernanalyse also nicht erwartet
werden.
Die ganze Untersuchung uber Metaphern auf Makro-Ebene ware ver-
gleichsweise uninteressant, wenn verschiedenen Metaphern auf Makro-
Ebene nicht auch verschiedene Gestaltungs- oder Realisierungsansatze von
Software auf niedereren Ebenen entsprechen wurden. Insbesondere waren
Bewertungen irrelevant, die einen Gebrauch von Computern als Werkzeug
einem Gebrauch als Partner vorziehen wurden.
Die gesuchten Zusammenhange zwischen Makro- und Meso-Ebene ori-
entieren sich m.E. nicht an den Metaphern selbst, sondern an zentralen At-
tributen und Relationen von auf die Spitze getriebenen Klischees. Wo solche
Attribute identisch sind mit solchen, die wir aus dem Software-Qualitats-
management kennen, haben wir in der Metaphernanalyse einen wohlfeilen
Ansatz an der Hand, uber ihre tatsachliche Gute ein moralisches Urteil zu
sprechen.
Anzumahnen, die langst bekannten, in dieser Arbeit aber durch eine
neue Argumentation ein weiteres mal bestatigten Qualitatskriterien von
Software nun in konkten Projekten doch endlich anzuwenden, ware lang-
weilig und das Papier nicht wert. Interessanter ist es, aus der Perspektive
der Anwendung verschiedene, wohlunterscheidbare und auf Basis der Me-
taphernanalyse unterschiedlich zu bewertende abstrakte Systemtypen zu
beschreiben.
In diesem Sinne skizziere ich im Folgenden zwei komplementare, d. h.:
analytisch wohlunterscheidbare, sich aber wechselseitig erganzende Strate-
gien von Software-Entwurf und -Einsatz. In einem ersten Schritt stelle ich
zunachst die zwei Strategien vor und versuche mogliche Missverstandnisse
auszuschlieen. Als Orientierungspunkt dient dabei explizit eine Produkt-
sicht, der freilich implizit einige Vorgehens- und Einsatz-Aspekte beigestellt
werden.
Anschlieend an diese analytische Dierenzierung stelle ich den Be-
zug her zu den Metaphern Maschine, Partner und Werkzeug (Kapitel 4.5,
S. 122.). Zuletzt zeige ich, wie sich die Strategien zu einem in der
Einfuhrung angemerkten Hauptproblem der Informatik, namlich der Kom-
plexitat ihrer Erzeugnisse, verhalten: Ich analysiere verschiedene Bedeutun-





verpacken\ und dadurch handhabbarer machen
helfen (Kapitel 4.6, S. 127.).
33 Pomberger93, S. 137
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4.4.1 Strategie eins: naturlichsprachliche Kommunikation
In Kurze orientieren sich die zwei Entwurfs- und Einsatzstrategien von





funktionale Transparenz durch Sym-
bolische Schriften\.
Die erste Strategie, Software-Systeme zu gestalten und einzusetzen,
setzt auf die Mitteilungskraft der naturlichen Sprache im Dialog mit dem
Benutzer. Damit sind nicht notwendig sogenannte naturlichsprachliche Sy-
steme aus der Kunstlichen Intelligenz gefordert: Schon die weitverbreiteten
Dialoge
"
Sind Sie sicher?\ in Kombination mit den Antwortmoglichkeiten
"
Ja, Nein, Abbrechen\ bauen auf die Illusion des alle Eventualitaten vor-
weggenommenen Dialogs.34 Dialoge { Dialoge zwischen dem Benutzer und
Wem? { geleiten den Benutzer zu
"
seinen\ Zielen { und das heit genauer: zu
jenen Zielen, die der Systemanalytiker prospektiv gema seiner Nutzersicht
und seinem Kontextverstandnis als moglich und
"
sinnvoll\ erkannt hatte.
Der Benutzer versteht den Dialog, weil er die naturliche und gesprochene
Sprache versteht.
Typische Beispiele fur solche Systeme sind Programme fur Personal
Computer des Massenmarktes, darunter typischerweise Installationspro-
gramme und marktbeherrschende Text-Prozessoren.
Solche Software ist einfach zu erlernen und setzt vergleichsweise geringe
Vorkenntnisse voraus, besonders, wenn WYSIWYG oder direct manipu-
lation realisiert sind { aber auch lediglich dann, wenn WYSIWYG oder
direct manipulation realisiert sind: Denn um die spezische Bedeutung
der naturlichsprachlich mitgeteilten Zwecke und Wirkungen von Menu-
Eintragen zu verstehen, muss der Benutzer die Lage und Reichweite von
Metaphernbruchen erkunden. Er darf solche, will er das System tiefer ver-
stehen, nicht krampfhaft zu vermeiden suchen, sondern er sollte sie vorsatz-
lich zu provozieren suchen. Er kann sie nur in einer Umgebung erfahren,
die spielerisches und versuchsweises Verhalten ermoglicht und unterstutzt,
einem tastenden Experimentieren moglichst sofort und vollstandig alle rele-
vanten Anderungen im Zustandsraum widerspiegelt, und die Trial an error-




34 Es ist klar, dass die Trias
"
Ja, nein, abbrechen\ um so missverstandlicher wird,
desto selbstbezuglicher er auftritt: Welchen Sinn macht er in Anschluss an einen
(moglicherweise sogar irrtumlich oder gar durch einen Typo unbemerkt eingege-
benen) Befehl
"
Datei schlieen\? Die Losung ist schon langst bekannt: Die Ant-
wortmoglichkeiten von Dialogen sollten (a) moglichst pragnante Verben enthalten
sowie (b) keine Zweifel uber die moglichen Folgezustande oen lassen. Warum wird
dies nicht ofter realisiert?
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4.4.2 Strategie zwei: Symbolische Schriften
Die zweite Strategie setzt darauf, Formalismen, Formale Systeme und ve-
ry high level description languages (VHLDLs) in Form von Symbolischen
Schriften bis zum Endbenutzer durchzulassen, um das Geschehen im Rech-
ner zu visualisieren, es transparent zu machen und leicht anderbar zu ge-
stalten { unter der gleichzeitigen Zumutung an den Benutzer, die Sprache
dieser Symbolischen Schriften zumindest passiv zu beherrschen.
Unter einer Symbolischen Schrift (SyS) verstehe ich ein bestimmtes
"
Rohmaterial\, das auf eine bestimmte Weise interpretiert und verwendet
wird und so eine spezische Bedeutung fur den Verwender erlangt. Dieses
Rohmaterial ist der Kalkul, das Formale System, der Algorithmus, graphi-
sche Darstellungen von Netzen, Baumen und Strukturen. Die Beschreibung
dieses Rohmaterials setzt vergleichsweise interpretationsarm an und sagt
damit auch vergleichsweise wenig aus. Erst die Mitteilung, wie der Mensch
dieses Material verwenden und in seine Lebenswelt einbetten kann, reichert
die Interpretation genugend an, um sie Beurteilungen zuganglich zu ma-
chen.
Zur SyS wird dieses Rohmaterial, wenn man es zum Rechnen benutzt:
der ursprunglichen Form der Handhabung von Calculi, Rechensteinen,35
und davon verallgemeinernd abgeleitet das syntaktische interpretierte Spiel
mit Symbolen, interpretiert in seinen Symbolen und interpretiert in seinen
Umformungsregeln.
Die Formalen Systeme, Kalkule und formalen Schriftbilder, die dem
mit Zeichen spielenden Menschen und dem Zeichen manipulierenden Com-
puter als Rohmaterial zur Verfugung stehen, sind vielfaltig: Relationen-
algebra (grundlegend z.B. fur SQL), Hornklauseln (grundlegend fur Pro-
log), regulare und kontextfreie Grammatiken sowie endliche Automaten
(grundlegend fur Parser- und Compilergeneratoren wie lex/yacc, aber auch
fur den Einsatz von Prolog als Parser), Ablaufdiagramme und Petrinetze
(grundlegend fur Netzplantechniken), Algebra (grundlegend fur Begrisana-
lyse durch Begrisverbande36), grasche Beschreibungssprachen (Entity-
Relationships, Structured Analysis and Design), u. v.m.
Das
"
Rechnen\, wenn es vom Computer { u. d. h. ja wortlich: dem Rech-
ner { vollzogen wird, ist ein ausschlielich syntaktischer Vorgang: ein endlo-
ses, selbstgenugsames und unermudliches Hin und Her einer unuberschau-
baren Anzahl von Symbolen, in funktionaler Interpretation ein stupider
Mechanismus zur massenhaften Auswertung von berechenbaren Funktio-
nen.
Rechnen, wenn es vom Menschen vollzogen wird, ist dagegen ein ganz
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Kern des Rechnens, sondern in der Auswahl des Spiels { seinen Regeln, sei-
nen Figuren, des Spielfeldes {, dem anfanglichen Aufbau der Zeichen und
der Interpretation des Spiels (d. h. seiner Zeichen und Regeln als Modell ei-
nes Weltausschnittes). Der Anfangszustand des Spiels, die Verschieberegeln
und die dadurch moglichen Folgezustande werden durch den Menschen fur
den Menschen mit Bedeutung aufgeladen, in Bezug zu Welt gesetzt.
Dank dem in Kalkulen realisierten Kunstgri der Umformung von
Schriftbildern nach Regeln, die von dem absehen, wofur diese wie jene ste-
hen, fallen das Wissen um die Manipulation der Zeichen und das Wissen,
wofur die Zeichen und die Manipulationsregeln stehen, auseinander. Ledig-
lich letzteres Manipulationswissen ist an den Computer delegierbar; daraus
aber, wie es oft geschieht, dieses Wissen als Ideal auszuzeichnen, ware un-
angebracht.
Gelingen kann dem Menschen eine Nutzungsweise von Kalkulen, For-
malen Systemen als Symbolische Schrift nur, wenn die Komplexitat der auf-
geschriebenen Darstellungen so gering bleibt, dass sie in ihrer Gesamtheit
von Aufbau, Funktion (wozu und wie) und Wirkung durchschaut werden
konnen. Der Umfang einer Beschreibung (eines Modells, eines Algorithmus)
muss dazu
"
kurz\ genug sein (hier greifen Mae und Metriken der statischen
kognitiven Programmkomplexitat: Kapitel 4.6.3, S. 131.), um in angemes-
sener Zeit ausreichend uberblickt und verstanden werden zu konnen.37
Der Benutzer hat sein Problem, seine Aufgabe in einer formalen Be-
schreibung abzufassen. Zur
"
Kommunikation\ mit dem Computer { eine
Metapher, die sich jetzt als inadaquat herausstellt { bedient er sich einer
formalen Sprache, die ihm, ahnlich einer Fremdsprache, zur eigenen (aktiv)
gesprochenen oder (passiv) verstandenen Sprache geworden ist.
Das Zugestandnis, dass oftmals die passive Sprachkompetenz ausrei-





ziehen\ gerechtfertigt: Eine Beschreibung passiv nachzuvollziehen erfordert
i.A. eine geringere Sprach-Performanz, als eine Beschreibung neu und (syn-
taktisch) korrekt zu entwickeln. (Einzelne kryptische und leseunfreundiche
Programmiersprachen hier leider ausgenommen).
Kein Anwender muss daher alleine auf sich gestellt von Null auf zu
programmieren beginnen: Das Rad soll nicht zweimal erfunden werden
mussen. Stattdessen kann der Anwender auf eine Vielzahl von vorab for-
mulierten Bausteinen, die von fach- und sachkompetenten
"
Bindestrich-
37 Genauere Angaben zu machen ist schwierig; als Anhaltspunkt muss eine Rechnung
auf einer Din A 4-Seite geeignet visualisiert werden konnen. Fur prozedurale Pro-
grammiersprachen ergeben sich daraus 20{30 Zeilen Code plus Kommentare; fur
endliche Automaten, Grammatiken, Petrinetze, Begrisverbande, SADT-Graphen,
etc. folgt daraus eine recht geringe maximal zulassige Anzahl Knoten, Kanten und
Verzweigungen.
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Informatikern\ bereitgestellt werden, zuruckgreifen, und darin Stellen in-
dividueller Anpassung ausmachen.
Auf WYSIWYG, direct manipulation und sofortige Widerspiegelung
geanderter Funktionalitaten muss nicht verzichtet werden: Das Ergebnis
einer SQL-Anfrage an eine Datenbank kann durchaus schon wahrend der
Editierphase an einem Ausdruck in einem Struktureditor durch einen ent-
sprechenden Browser erfolgen; selbst Anderungen etwa an LATEX-Style-Files
lassen sich durch eine Vorschau auf Dokumentausschnitte andeuten.
Selbstverstandlich wird der Anwender einzelne Bausteine auch dyna-
misch wahrend seines Arbeitsprozesses auswahlen und dazuladen wollen:
Assistants, wie sie heute schon in gangigen Textprozessoren ublich sind,
durfen ihn sehr wohl unterstutzen, informelle
"
Anforderungen\ in den Be-
reich formaler Beschreibungen zu ubersetzen { auch naturlichsprachlich und
mit Hilfe raÆnierter Oberachen.
Allerdings dienen solche Oberachen jetzt nicht mehr direkt dem Pro-
blemzugang. Stattdessen geben sie indirekt Hinweise auf verfugbare Funk-
tionen und Module, um einen bestimmten Weltausschnitt zu erfassen { und
schaen Transparenz, indem sie dem Nutzer Zugri auf die Denition der
Funktionen sowie ihren statischen und dynamischen Kontext ermoglichen.
4.4.3 Symbolische Schriften als Sprache?
Die Sprache, die wir sprechen, bestimmt unser Denken zu einem bedeuten-
den Teil. Sybille Kramer interpretiert nun die Kulturechnik Kalkul in Ab-
setzung zur phonetischen Schrift als
"
operationale Schrift\. Als gegenuber
dem gesprochenen Wort autonome
"
graphische Hervorbringung sui generis\
hatte sie ihre Eigenschaft als Sprache verloren und konne nur noch Spra-
che in metaphorischem Sinn bezeichnet werden.38 Demgegenuber betont
Ingo Braun, dass Formalismen auch als Sprache an sich gelten konnten.
Denn gerade fruheste nachweisbare Schriften seien nicht der Endpunkt ei-
ner Abfolge von gesprochener, geschriebener und symbolischer Schrift, son-
dern ihr Anfangspunkt: Zahlzeichen reprasentierten oft insbesondere Mae
und Mengen, Dinge also, zu denen fruh gerade keine ahnlich dierenzier-
ten schriftsprachlichen Korrelate existierten.39 Solches gilt { unabhangig
von der historischen Einordnung diese auch von Kramer haug zitierten
Beispiels { z. B. fur die Zahl
"
Null\: ein fundamentales formales Konzept,
das erst im Gebrauch des arabischen (jedoch noch nicht des romischen!)
Zahlsystems Sinn erhalt.
Ohne diese Debatte historisch entscheiden zu wollen lasst sich syste-
matisch festhalten: Zweifellos eigenen sich Nummernschriften seit Jahrtau-
senden zur Kommunikation; im von uns verwendeten arabischen Dezimalsy-
38 Kramer90a, S. 22f
39 Kommentar zu Kramer90a, S. 37{43
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stem fallen, so Kramer,
"
Zahlensprache und Recheninstrument zusammen\.
Ebenso oensichtlich eignen sich { zumindest, wenn Informatiker unter sich
sind { Programmstucke und formale Beschreibungen zur Verstandigung. Ich
halte es daher fur angemessen, einen Formalismus als Sprache in echtem,
nichtmetaphorischen Sinn zu bezeichnen. Ein solcher Sprachgebrauch tragt
auch dem Phanomen Rechnung, dass die Pioniere der Computerentwicklung
erstens das Wort
"
Sprache\ zumindest als geeignete metaphorische Brucke
zur Aneignung des Neuen, u. d. h. hier: den fruhen kryptischen Maschinen-
anweisungen von speicherprogrammierbarer Von-Neumann-Rechnern, aner-
kannten, und dass sie zweitens schnell eine ihrer eigenen Sprache angenaher-
te Assembler-
"
Sprache\ entwickelten (man kennt die klassischen Anweisun-




(Eine Symbolische Schrift als Sprache hat zugestandenermaen einen
Nachteil. Sie kann ausschlielich schriftlich transportiert werden und be-
darf eines Tragermediums. Vermutlich durfte sich dieser Nachteil, so meine
pessimistische Einschatzung, weniger auf die Verbreitung von SyS negativ
auswirken als auf die weitere Verbreitung des gesprochenen, des Transports
symbolisch codierter Kommunikation nicht fahigen Wortes.)
4.5 Gestaltungsstrategien
und die Metaphern Maschine, Partner, Werkzeug
Die zwei vorgestellten Gestaltungs- und Verwendungsstrategien sind
"
ein-
schlagig\ in dem Sinn, dass sie wohlbekannt und weitverbreitet sind. Ein
Systementwurf gema Strategie eins entspricht { so meine Erfahrung {
dem gangigem Tun der meisten (angelernten wie einschlagig ausgebilde-
ten) Software-Ersteller, sofern sie nicht breit in Theoretischer Informatik
ausgebildet wurden. Die erste Strategie resultiert aus einfacher anzuwen-
dender Software und wird uberall dort gewahlt, wo es um moglichst be-
nutzerfreundliches Design geht. Auch die zweite Strategie wird kommerziell
mit groem Erfolg breit realisiert (Postscript, SQL, Java etc.)
Das Bindeglied zwischen verschiedenen Metaphern auf Makro-Ebene
und den zwei vorgestellten Strategien stellen Eigenschaften im Kernbereich
von auf die Spitze getriebenen Klischees dar { in der Informatik als die
traditionellen Software-Qualitatskriterien bekannt. Exemplarisch stelle ich




4.5.1 Softwarequalitat: Merkmale und Qualitatsicherungsmanahmen
Mit besserer Software lassen sich auch Anforderungsfehler reduzieren { so





Qualitat\ ist innerhalb der Ingenieurswissenschaften wohlgenormt.
Heinz Trauboth zitiert nach klassischem ingenieurhaftem Vorgehen { be-
kanntlich Vorbild auch fur das Software-Engineering [sic] { die Deutsche
Industrie Norm: Qualitat sei die
"
Beschaenheit [. . . ], festgelegte und vor-
ausgesetzte Erfordernisse zu erfullen\.40
Problematisch an solch einer Bestimmung ist, da der Begri der Qua-
litat rein funktional mit vorausgesetzten Zielen in Bezug gesetzt wird und
somit seines eigentlichen Gehaltes beraubt wird. Qualitat hat nichts mehr
mit einem Werturteil (und schon gar nichts mit einer ontologischen Ka-
tegorie), sondern nur noch mit zweckspezischer technischer Klugkeit zu
tun. Die Verantwortung fur die Gute oder Richtigkeit von Erfordernis-
Feststellungen verbleibt bei einer solchen Auffassung ausschlielich beim
Auftraggeber. Verantwortung und Spezialwissen des Ingenieurs klaen aus-
einander.
Nach Trauboth ist gute Software
Æ gerate-unabhangig und portabel;
Æ gerate-eÆzient;
Æ betreubar, pegbar, wartbar, anderbar, anpabar, weiterentwick-
lungsfahig;
Æ leicht erlernbar, benutzbar, verstehbar, lesbar; selbsterklarend, mit-
teilsam, pragnant in der Kommunikation.41
Trauboth stellt als
"
unbedingt notwendige\ Eigenschaften von Soft-
ware Funktionsabdeckung, Richtigkeit und Vollstandigkeit voran. Als
"
be-
dingt notwendig\ erachtet er EÆzienz, Handhabbarkeit, Robustheit, Sicher-
heit, Testbarkeit und Verstandlichkeit, als lediglich
"
wunschenswerte\ Ei-
genschaften nennt er Anderbarkeit, Allgemeingultigkeit und Portabilitat.42
Begrundet werde diese Wertung anhand von Kostengesichtspunkten:
"
Da Qualitat Geld kostet, sollte in Anforderungen nur die wirklich not-
wendige Qualitat angegeben werden. So ist ,Ubertragbarkeit` nur dann
wichtig, wenn ein hoher Verbreitungsgrad angestrebt wird.\43
Ob eine solche Rechnung tatsachlich angemessen ist, sei bezweifelt. Mei-
nes Erachtens zahlt sich die Investition in allgemeingultige und ubertragbare
"
Losungen\ mittelfristig um ein Mehrfaches aus { wird dadurch doch das
Problem der Software-Altlasten und der Fehleranfallgkeit von Software und
Anwender bedeutend reduziert.
40 DIN 55 530, Teil 11, Mai 1987, zitiert nach Trauboth93, S. 25
41 Trauboth93, S. 25,39,41
42 Trauboth93, S. 38
43 Trauboth93, S. 38
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Bedeutender noch als die betriebswirtschaftliche Begrundung der Qua-
litats-Praferenzen fallt allerdings ins Gewicht, dass Trauboth dort, wo er von
Softwareeinsatz spricht, tatsachlich an Automatisierung denkt; wurde er ei-
nem Werkzeug-Leitbild von Software folgen, dann wurden Ubertragbarkeit
und Handhabbarkeit an oberster Stelle stehen. Denn erst dann kann sich die
notige Erfahrung { Wiedererkennen, Anwenden in unterschiedlichen Kon-
texten, vergleichen von Neuen Erfahrungen in neuen Gegenstandsbereichen
mit alten Erfahrungen in eingeubten Gegenstandsbereichen { im Umgang
mit dem System herausstellen.
Weitere etablierte Manahmen des Software-Engineerings, gute Softwa-
re zu schaen, sind Datenabstraktion, Hierarchisierung, Modularisierung,
Lokalitat, abgegrenzte Gultigkeitsbereiche von Variablen, keine Seiteneek-
te, Integration, Typprufung, Ausnahmebehandlungen u.A.; zurecht aktu-
ell immer starker eingefordert werden besonders Mehrfachverwendung von
Losungen und Standardisierung. Die meisten dieser Eigenschaften sind eher
Eigenschaften von Programmiersprachen denn von Programmsystemen. Sie
gelten i.A. als am besten dadurch realisierbar, dass man eine Programmier-
sprache wahlt, die diese Eigenschaften garantiert. Falls eine solche nicht zur
Verfugung steht, konnen viele dieser Eigenschaften auch
"
per Hand\ (et-
wa durch rigide Konventionen in der Bezeichnerwahl) versuchsweise realiert
werden. Insbesondere die werkzeugtypische Handhabbarkeit und Unsicht-
barkeit des Arbeitsmittels Formales System nimmt dann jedoch erheblichen
Schaden, da bei Handcodierung die Konzentration des Programmierers (und
besonders des Lesers von Programmen) mehr auf das darstellende System
denn auf den dargestellten Gegenstand gerichtet ist. Weitere Qualitatskri-
terien fur Programmiersprachen sind:44
Æ Dokumentationswert: Es wird i. d.R. mehr Zeit darauf verwendet,
dass Menschen Programme lesen, als dass neuer Code geschrieben
wird;
Æ Sicherheit: statische Typprufung, keine Zeiger wie in C;
Æ Strukturierung: von Ablaufsteuerung und Datenhalltung;
Æ Modularitat: erzeugt Zerlegbarkeit; monolithische Programme aus
einem Gu seien ab einer gewissen Groe nicht mehr zu handhaben.
Andererseits erzeugt Zerlegung Passungsschwierigkeiten und Inter-
dependenzprobleme;
Æ Datentypen: Objektorientierung (OO), erweiterte Abstrakte Daten-
typen (ADTs);
Æ EÆzienz: spielt geringe Rolle; optimierende Compiler machen es
meist besser!
Æ Sprachelemente: Matrix-Operationen (Bsp.: APL), Komplex-Arith-
metik (Bsp.: Fortran), Zeichenketten (Bsp.: Snobol, Perl)
44 Pomberger93, S. 133
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Æ Stabilitat: kleine und lokale Anderungen im Code sollen (idealer-
weise) auch nur uberschaubare Anderungen im Gesamtsystem er-
zeugen; erreichbar ist dies etwa durch die Vermeidung von Seiten-
eekten, wie sie z. B. in funktionalen Programmiersprachen erreicht
wird.45
Einige technische Manahmen zur Qualitatssicherung von Software wie
die Benutzung von Entwicklungswerkzeugen, Data-Dictionarys und die
rechtzeitige Erstellung guter Dokumenationen (bis hin zum literate pro-
gramming) zielen zwar primar auf Korrektheit ab; nebenbei leisten sie doch
{ quasi als Spin-O { einen Beitrag zur Angemessenheit: dort namlich, wo
die technische Vernunft des Programmierers abgelost wird durch den
"
ge-
sunden\ Menschenverstand, der sich unbefangener die Frage stellen darf
"
Macht das uberhaupt Sinn?\. Solches wird explizit ausgenutzt in orga-
nisatorischen Begleitmanahmen der Softwareerstellung wie Inspektionen
(zielen ab auf Gultigkeit von Anforderung und Entwirf), Reviews (von Ent-
wurf, Programm und System), Walk-Throughs durch oder Analyse von Al-
gorithmen.46
4.5.2 Attribute der Gestaltungsstrategien
Ein wesentlicher Vorteil der zweiten gegenuber der ersten Strategie ist die
in letzerer mogliche oder gegenuber der ersteren sehr viel weitergehende {
wenngleich vom Benutzer nicht unbedingt in Anspruch genommene { funk-
tionale Transparenz der Beschreibung: Indem die zweite Strategie Sibylle
Kramers Idee der
"
Symbolischen Schrift\ bzw.Wolfgang Coys Konzept
einer
"
Soft Engine\ realisiert { vorausgesetzt der Umfang einer Beschrei-
bung (gemessen z.B. in Lines of Code) bleibt uberschaubar, sonst hatte
man eine Maschine { ist die Beschreibung qua Berechnung identisch mit
dem
"
funktionale Wie\ in der Terminologie von Kutschera (Kapitel 4.2.6,
S. 110.).
Als zentrale positive Eigenschaften der Werkzeugmetapher wurden
Transparenz, Verander- und Anpassbarkeit sowie Handhabbarkeit festge-
stellt. Sie dienen dem ubergeordneten Ziel der Verstandlichkeit und da-
mit auch der Verantwortbarkeit. Problemlosungen durch Beschreibungen
in VHLDLs erfullen diese Pradikate maximal:
\A programming language is precisely in the spirit of a tool: It is a set
of operations and construction procedures that allows a machine to do
anything doable, . . . "47
Transparenz wird ermoglicht, indem die Implementation einer Funktion
45 Klaeren94a
46 Rust94
47 Norman86a, S. 53
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eingesehen werden kann. Der sprachlich-metaphorisch mitgeteilte Zweck ei-
ner Funktion kann mit mit ihrer formalen Realisierung in ihrem (statischen
wie dynamischen) Kontext verglichen werden. Das funktionalen Verstehen
desWie geht parallel mit dem funktionalen Verstehen desWozu. Skriptspra-
chen und allgemeine Beschreibungssprachen sind per se maximal verander-
und anpassbar. Allerdings gilt es bei einem Sprachentwurf, die Balance zwi-
schen zwischen moglicher Universalitat der Anwendung und Spezitat des
Anwendungsbereichs zu halten:
"
Beware the Turing tar-pit in which everything is possible but nothing of
interest is easy.\ (Alan Perlis, 1982)48
"
Beware the over-specialised system where operations are easy, but little
of interest ist possible (the converse of the Turing tar-pit).\49
Die Handhabbarkeit von Software ist eine zentrale Grundidee, die auf
Paul Illichs Begri des Convivial Tool zuruck geht. Ausschlaggebend ist
dabei das Gefuhl des Beherrschens der Operationen und des Tuns, welche
die Software und der Benutzer mit ihrer Hilfe vollziehen (\feel of control").





intelligenten\ System, welches bekannte Probleme
von Uberautomation nach sich ziehe.50
Die Nutzung des Computers als Symbolische Schrift setzt den kompe-
tenten und geschulten Benutzer voraus. Die hohe Investition in das mit-
hin erforderliche Bildungsniveau muss sich nicht als Nachteil erweisen: Die
Leistungsfahigkeit moderner Industriegesellschaften ist erst auf Basis eines
solchen denkbar. Es ist klar, dass eine solche
"
Computer Literacy\ nichts
zu tun hat mit schnell veralteten Spezialkenntnissen uber aktuelle Systeme
und neueste Trends. Viel eher sind (in dieser schnellen Welt) schon fast
"
zeitlos gultige\ Kompetenzen gefragt wie Wissen um Regulare Sprachen
und kontextfreie Grammatiken, Relationenalgebra und Beweissysteme so-
wie verschiedene Typen formaler Logiken (Pradikatenogik, aber auch epi-
stemische oder deontische Logik { denn wer nur
"
die\ eine Logik kennt,
kennt auch diese nicht).51
4.5.3 Zusammenfassung und Uberleitung
Die Forderung nach individueller Zuschreibbarkeit von Verantwortung
durch Systeme mit Werkzeugcharakter wertet zentralistische Grotechno-
48 Perlis82, zitiert nach Hutchins86a, S. 101. (Hervorhebung Hutchins).
49 Hutchins86a, S. 103
50 Norman86a, S. 49
51 In der voriegenden Skizze sind selbstverstandlich gesamtgesellschaftliche, volkswirt-




logien zunachst als unverantwortlich ab.52 Ob und wieweit die Steuerung
von grotechnischen Anlagen oder auch komplexen Verkehrssystemen de-
zentralisiert mit Systemen erfolgen kann, fur die die Werkzeug-Metapher
angemessen ist, steht noch oen. Sie kann erst beurteilt werden, wenn in
den Versuch einer solchen Realisierung ebenso viel Forschungsgelder geos-
sen sind wie in die derzeitige Forderung ehrgeiziger Projekte der Articial
Intelligence.
Die Metaphernanalyse zeigt aber auch: Ganz ohne metaphorische Kon-
notationen geht es nicht. Auch noch ein elegantes kurzes Prolog-Programm,
das eine Losung fur das Problem des Handlungsreisenden liefert, kann nicht
verstanden werden ohne sinnfallige Bezeichner-Namen. Vorteil von Strate-
gie zwei ist lediglich, dass die Bedeutung von Bezeichnern zusatzlich zur
umgangssprachlichen Bedeutung im Ansatz in ihrem formalen Kontext ein-
geschatzt werden kann. Das ist nicht viel: Die Beherrschbarkeit von Forma-
lismen ist begrenzt. Auch in Strategie zwei kommt man um fehlertolerante
Systeme nicht herum: Zwar weist sie zusatzliche Transparenz gegenuber
Strategie eins auf, die sich aber ohne die metaphorischen Konnotationen
aus der Mikro- und Meso-Ebene nicht entfalten konnte.
Immerhin eignen sich Symbolische Sprachen durchaus, um das in der
Einleitung angesprochene Problem informatischer Komplexitat anzugehen:
Symbolische Sprachen reduzieren Komplexitat in einem ersten Sinne, indem




handlich verpacken\ und so handhabbar machen.
4.6 Komplexitatsreduktion
"
Komplexitat\ von Software-Systemen wird als ein Hauptmerkmal der neu-
en Technologien angesehen. Unuberschaubare Komplexitat der Handlungs-
welt ist nicht nur eine nicht eliminierbare Quelle zahlreicher Codierungs-
und Anwendungsfehler, sondern ebenso ein de facto breit akzeptierter Ent-
schuldigungsgrund bei Fehlern im Umgang mit Software. Ich halte eine
solche Entschuldigung, wie schon in den vorangehenden Absatzen angeris-
sen, teilweise fur nicht akzektabel: Wer mit einem System arbeitet, der soll
sich ausreichend kompetent machen (wobei die Normen hierzu freilich noch
naher festzulegen sind). Dies setzt allerdings voraus, dass auch die Systeme
im Ansatz beherrschbarer, u. d. h. auch: weniger komplex gestaltet werden.
Im vorliegenden Absatz versuche ich zu zeigen, in welchem Sinne dies mit
der zweiten Entwurfs- und Einsatzstrategie moglich ist.
52 Schefe92
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Zu beginnen ist mit der Feststellung, dass Komplexitat ungleich Kom-
pliziertheit und ungleich Undurchschaubarkeit ist.53 Auf Grundlage einer
solchen Dierenzierung lasst sich das Verhaltnis von Komplexitat und Ver-
stehbarkeit auch unter dem Aphorismus
"
Fortschritt ist der Weg vom Pri-
mitiven uber das Komplizierte zum Einfachen\ entwickeln.54
4.6.1
"
Komplexitat\: Begrie, Bedeutungen und Mae
"
Suche die kurzeste Rundreise durch alle deutschen Grostadte\ { eine klar
formulierte, von jedermann leicht zu verstehende Aufgabe. Von der in der
Praxis nicht zu bewaltigenden Berechenbarkeitskomplexitat des Problems
der Travelling Sales Person (TSP-Problem), die der Informatiker sofort er-
kennt, wei der Laie kaum etwas: Der Nicht-Informatiker sieht nicht un-
mittelbar, was an diesem Problem
"
komplex\ sein soll. Oensichtlich wird
man nicht alle informatisch komplexen Probleme auch umgangssprachlich
als komplex bezeichnen wollen; umgekehrt ist es gerade Eigenschaft
"
ele-
ganter\ Algorithmen, ein scheinbar komplexes Problem auf einfache oder
schnelle, eben elegante Weise zu losen. Es ist klar: Oensichtlich mussen
verschiedene Bedeutungen im Begri ,Komplexitat` unterschieden werden.
Das im grundstandigen Studium meist (ausschlielich) gelehrte Kom-
plexitatsma ist die Berechnungskomplexitat: der Speicherplatz- und Lauf-
zeitaufwand (gewohnlich ein parametrisierter Trade-O) eines bestimmten




gewohnlichen\ Informatikstudenten noch bekannt ist
die Beschreibungs- (auch: Solomono-Kolmogoro-Chaitin-, program-size-,
algorithmische) Komplexitat genannt: die minimale Lange eines Algorith-
mus, mit welchem eine bestimmte Zeichenkette erzeugt werden kann.55
In Spezialzusammenhangen werden auch andersgelagerte Komplexitats-
begrie konstruiert: So etwa die Komplexitat eines Begries im Bereich
maschinellen Lernens als Anzahl der Hyperebenen im Merkmalsraum, die
(mit hoher Wahrscheinlichkeit) ein als Punktwolke dargestelltes Konzept
von anderen Konzepten trennen.
All diese informatischen Mae ergeben ausschlielich dann Sinn, wenn
sie auf formale Objekte (Funktionen, Zeichenketten, Punktwolken im Merk-
malsraum) angewandt werden. Tatsachlich hat die Informatik, solange sie
53 Den vorliegenden Absatz stellte ich erstmals zur Diskussion in demWorkshop-Papier
Busse95a
54 Biedenkopf94
55 Es lasst sich eine Folge
"
010101. . .\ der Lange 1000 durch die Anweisung Schreibe
,01` funfhundert mal erzeugen; auch fur die nichtabbrechende Darstellung der Zahl
 gibt es einen Code mit noch endlicher Lange. Dazu im Gegensatz gibt es zu einer
zufalligen nichtabbrechenden Folge von Ziern kein erzeugendes Programm, das
kurzer ist als die Folge selbst; vgl. Li90
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ausschlielich als Formal- oder Strukturwissenschaft begrien wird, lediglich
nur auf rein Formales bezogene Komplexitatsmae zur Verfugung. Wo der
Informatiker hingegen etwa die Komplexitat sozio-technischer Systeme the-
matisiert, spricht er oft nicht als Informatiker, sondern als Alltagsmensch:
"
Ebensowenig durfen extrem komplexe Programme eingesetzt werden,
wenn sie durch ihre Undurchschaubarkeit ein sachgerechtes Handeln ver-
hindern.\56
Sobald nach der Bedeutung des Wortes
"
Komplexitat\ in einem solchen
(ubrigens typischen) Zusammenhang gefragt wird, wird auch deutlich, dass
formale Komplexitatsmae nicht selbstverstandlich mit bedeutungsvollen,
nichtformalen Komplexitatsbegrien gleichgesetzt werden durfen. Im Ge-
genteil ist die Zuordnung von einzelnen umgangssprachlichen Bedeutungen
zu einzelnen Maen und Metriken kontingent und hochst interpretativ.57
Auch Deborah Boehm-Davis bejaht eine hohe negative Korrelation zwi-
schen Komplexitat und Verstehbarkeit als Begrie, nicht jedoch als Metrik:
Es sei auerst unklar, was genau eine bestimmte Metrik messe.58 Ahnlich
Britta Schinzel: Sie benennt zunachst verschiedene Komplexitatsmae
und halt sie auch fur geeignet, vielfaltige Komplexitatsphanomene in der
Informatik zu erfassen { ohne jedoch bei Design und Einsatz von Software
richtig zu greifen. Ohne Ironie bemerkt die Autorin, dass dies darauf zuruck-
zufuhren sein, dass die Komplexitatsmae
"
eher den Beschreibungs- oder
Lernaufwand denn Komplexitat messen\ wurden 59 { eine ebenso treende
wie fur die Informatik im Grunde tragische Feststellung.
4.6.2 Auskunft der Worterbucher
Einen Zugang zu den
"
alltaglichen\ Bedeutungen des Begris der Komple-
xitat konnen wir nur gewinnen, wenn es uns gelingt, die Theoriegeladen-
heit der fachsprachlichen Begrie ubergangsweise abzustreifen. Das probate
Mittel der Worterbucharbeit liefert Bedeutungen, die von den gangigen in-
formatischen Komplexitatsmaen tatsachlich wenig abgedeckt werden:
56 Coy89, S. 160
57 Ausfuhrlich dazu Zuse91, Kapitel 3. Zuse folgt der ublichen Sprachregelung: Mit
einemMa wird einem empirischen Objekt ein Wert als formales Objekt zugeordnet
(etwa eine Zahl oder ein Pradikat); eine Metrik berechnet den Abstand oder den
Unterschied zwischen zwei Werten (etwa den euklidischen Abstand zweier Punkte
oder ihren
"
Manhattan\-Abstand, gemessen in Straenblocken).
58 Boehm-Davis88a, S. 113. Diese Einschatzung gewinnt an Gewicht, weil die Autorin
dem Einussfaktor ,Komplexitat` auf das Verstehen von Software explizit ande-
re Einussfaktoren (wie etwa Strukturiertheit von Programmen) gegenuberstellt,
welche von anderen Autoren (etwa Horst Zuse) als Komplexitatsmae metrisiert
wurden.
59 Funote 10 in Schinzel95
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Fremdworter-Duden:60
komplex [lat.]: a) vielschichtig; viele, sehr verschiedene Dinge umfas-
send; b) . . .
Komplex der ; . . .1. Zusammenfassung, Verknupfung von verschiede-
nen Teilen zu einem geschlossenen Ganzen. 2. . . .
Komplexitat [lat.-nlat.] die . . .1. Gesamtheit aller Merkmale,
Moglichkeiten (z. B. eines Begris, Zustandes). 2. Vielschichtigkeit
Storig:61
komplex <Adj.> 1. umfassend, aus vielem zusammengesetzt und
doch eine Einheit bildend 2. . . .
Komplex <m. 1> 1. Gesamtheit, Zusammengefasstes 2. zusam-
menhangende Gruppe (Gebaudekomplex) 3. . . .
Websters:62
complex . . . adj. 1. composed of interconnected parts; compound;
composite: a complex highway system. 2. characterized by a very com-
plicated or involved arrangement of parts, units etc. 3. so complicated or
intricate as to be hard to understand or deal with: a complex problem 4.
. . .
|n. 6. an intricate or complicated association or assemblage of rela-
ted things, parts, units, etc.: the entire complex of our educational system
7. . . .
|Syn. 2, 3. involved, perplexing. 3. knotty, tangeled, labyrinthine.
6. network, web, tangle, labyrinth.
|Ant. 2, 3. simple.
complexity . . .1. the state or quality of being complex; intricacy: the
complexity of urban life. 2. something complex: the endless complexities
of our foreign policy
Langenscheidts Groes Schulworterbuch:63
complex I. adj. 1. zs.-gesetzt (a. ling.); 2. kompliziert, verwickelt;
II. s. 3. Komplex m a. psych., Gesamtheit f , das Ganze 4. . . .
complexity s. Verwicklung f , Kompliziertheit f , Schwierigkeit f ,
Vielfalt f .
Als Kernbedeutungen von ,komplex` sehe ich
"
aus vielem zusammenge-
setzt und doch eine Einheit bildend\ als zentral an, ebenso wie das Kurzel
"






In der Alltagssprache ist mit dem Fremdwort ,Komplexitat` oft Un-
durchschaubarkeit, Unverstandlichkeit oder Kompliziertheit gemeint. Der
Klarheit des Diskurses tun diese alltaglichen Worte keinen Abbruch, wes-
halb ich nachdrucklich fur ihre Verwendung pladiere. Geichzeitig ist festzu-
halten, dass ,Komplexitat` nicht selbst ,Undurchschaubarkeit` bedeutet; die
Undurchschaubarkeit eines Systems folgt vielmehr oft aus seiner Komple-
60 DudenFremdworterbuch82
61 Storig85/90




xitat, und das heit hier: seiner zusammenhangenden Vielschichtigkeit oder
Vernetztheit. Dieser Folge-Zusammenhang ist begrislogisch wie empirisch
nicht notwendig, sondern kontingent.
Eine erste Sammlung von Attributen aus dem unmittelbaren Bedeu-
tungsumfeld von ,komplex` ergibt vier Bedeutungsgruppen:
Æ unuberschaubar, kompliziert, verwirrend, nicht verstehbar;
Æ vernetzt, zusammenhangend, interdependent, stark gekoppelt, voller
Wechselwirkungen;
Æ unkontrollierbar, nicht handhabbar, nicht beherrschbar;
Æ eine aus Vielem zusammengesetzte Gesamtheit.
Mit diesen Attributen konnen so verschiedene Objektbereiche charak-
terisiert werden wie
Æ die mathematische Funktion, die eine Software ausfuhrt;




Wartung\ eines Programms, d. h. die nachtragliche Korrek-
tur von Codierungsfehlern und Anpassung an geanderte Kun-
denwunsche;64
Æ das Verstehen des Programms durch den Anwender bezuglich seiner
Brauchbarkeit, d. h. seines Zwecks, seiner Funktion, seiner Reichwei-
ten und Grenzen;
Æ die Anwendbarkeit von Software, mithin ihre Handhabbarkeit; da-
mit unmittelbar zusammenhangend
Æ die Erklarung und Dokumentation von Zweck, Funktion, Reichwei-
ten und Grenzen von Software.
4.6.3 Informatische Konkretisierungen
zu den umgangssprachlichen Bedeutungen von ,Komplexitat`
Auch in der Informatik werden die umgangssprachlichen Bedeutungen von
,Komplexitat` theoretisch reektiert und formal rekonstruiert. Horst Zuse
untersucht psychologische, d. h. auf Verstehbarkeit, Zuverlassigkeit etc. ge-
richtete Komplexitatsmae. Zuse weist zunachst ein breites Spektrum von
Komplexitatsbegrien in der Literatur nach:65
64 Hat sich tatsachlich der Wunsch des Kunden geandert? Oder hat der Kunde, da
er das projektierte Produkt in seiner Realisierung erstmals vor sich hat, lediglich
erkannt, dass die vom Systemanalytiker erzeugte Spezikation seine eigentlichen
Bedurfnisse nicht angemessen widerspiegelt? (Kapitel 5.1.1, S. 144.)
65 Zuse85, pages18{28, Zuse91, S. 25{37. Alle folgenden Zitate sind unuberpruft von
Zuse ubernommem; dies scheint mir ausnahmsweise gerechtfertigt zu sein, da es
mir hier lediglich um das sprachliche Spektrum geht und nicht um eine stringente
Argumentation, die im Kern auf den Zitatstellen beruht.
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\In general usage, complexity denotes the degree of mental eort required
for comprehension."66
\[Software complexity is:] How diÆcult the program is to understand and
work with . . . The degree to which characteristics that impede software
software maintenance are present is called software maintainability and is
driven primarily by software complexity."67
\Complexity is the measure of the resources expended by another system
in interacting with a piece of software. [. . . ] Categories of systems that
may interact with software are machines, other software people, and even
the external environment. [. . . ] If the interaction system is a people, the
measures are concerned with human eorts to comprehend, to maintain,
to change, to test etc that software."68
Horst Zuse, der mehr als 100 psychologische statische intramodulare
Komplexitatsmae untersucht, kommt selbst zu dem warnenden Schluss,
dass der Begri ,Komplexitat` stark missverstandlich sei; die meist inten-
dierte Bedeutung des Begris ,Komplexitat
\[. . . ] is the diÆculty to maintain, to change and to understand software.
It deals with the psychological complexity of programs."69
Zuse kann mit den von ihm fein dierenzierten Komplexitatsmaen zahl-
reiche Programmeigenschaften benennen, die Einuss auf Wart-, Anpass-
und Verstehbarkeit von Software haben. Zu den relevanten statischen in-
tramodularen Eigenschaften zahlen etwa:
Æ einfache Basis-Eigenschaften der zugehorigen Kontrolluss-Graphen
wie die Anzahl von Verzweigungen und Entscheidungen, Knoten,
Kanten und unabhangigen Pfade; Tom MacCabe identiziert die
Komplexitat eines Programms mit der zyklomatischen Zahl fur zu-
sammenhangende Kontrolluss-Graphen: Anzahl der Kanten minus
Anzahl der Knoten (zuzuglich einer Konstanten);70
Æ die Anzahl der Lines of Code (LOC);
Æ die sogenannten Halstead-Mae:71
{ Lange: N1 +N2;
{ Vokabular: n1 + n2;





{Aufwand (Eort): Schwierigkeit  V olumen;
(wobei: n1 = Anzahl der verschiedenen Operatoren; n2 = Anzahl
der verschiedenen Operanden; N1 = Gesamtanzahl der Operatoren;
66 J. E. Sullivan, Mitre Corp./Zuse (1991), S. 34
67 Harrison82 ;/ Zuse (1991), S. 35
68 Basili80 ;/ Zuse (1991), S. 35
69 Zuse91, S. 28
70 nach Zuse91, (1991), S. 151
71 nach Zuse91, S. 142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N2 = Gesamtanzahl der Operanden).
Æ die (statische) Schachtelungstiefe von Funktionen und Modulen im
Programmtext;
Æ die Benutzt-Relation zwischen Funktionen und Modulen.
Zuses Augenmerk gilt der Komplexitat von Programmen, und zwar von
prozeduralen, ablauforientierten Programmen. Es lasst sich nur schwer be-
urteilen, inwieweit sich die von Zuse untersuchten Komplexitatsmae auch
auf anders strukturierte Programme anwenden lassen: Auf Code, der in de-
klarativen oder funktionalen Sprachen geschrieben wurde, auf Mengen von
logischen Pradikaten (Prolog, Datalog, Beweis-Systeme) u.A.
Noch einen Schritt weiter zu denken wurde bedeuten, die
"
Komple-







Beherrschbarkeit\ { von (Pro-
grammier-) Sprachen, Formalismen oder formalen Darstellungsmitteln an
sich zu bestimmen: Wie unterscheidet sich die Komplexitat von Assemb-
ler, Basic, Cobol, Fortran, Pascal, Modula 2, Prolog, Lisp? Welche Kom-
plexitat weisen die unterschiedlichen Kalkule der Pradikatenlogik (Baum-
oder Gentzenkalkul, Hornklauselmengen etc.) auf? Wie unterscheidet sich
die Komplexitat der vielen unterschiedlichen Logiken: Pradikatenlogik er-
ster und hoherer Ordung, deontische, epistemische und Modal-Logik?
4.6.4 Komplexitat des Formalen vs. Komplexitat des Nicht-Formalen
Stillschweigend vorausgesetzt wurde bisher, dass sich der
"
Anwendungsbe-
reich\ der informatischen Komplexitatsmae primar auf Programmierspra-
chen, Formalismen oder Formale Systeme erstreckt.





se: Die Komplexitat eines Problems ist die Komplexitat einer adaquaten
Beschreibung.72
Wolfgang Hesse unerscheidet genauer die Komplexitat eines Ziels
(Bsp.: Steuerung grotechnischer Anlagen), eines geeigneten Losungsan-
72 Naturlich kommt in dieser Formulierung dem Wortchen
"
adaquat\ die ganze Bedeu-
tungslast eines anderen Wortchens zu, das ich unter allen Umstanden zu vermeiden
trachte: Das Wortchen
"
wahr\. Doch soll uns der ganze Rattenschwanz an Pro-
blemen, die hier virulent werden konnten, nicht verdrieen. Wir nehmen einfach
an, dass situativ durchaus die Angemessenheit einer Beschreibung beurteilt wer-





explizit zur Verfugung stehen muss.





Beschreibung\ getrennt werden kann, ist die Komplexitat
eines bestehenden Problems die Komplexitat einer rekonstruierenden, formalen Pro-
blembeschreibung. Gema einer eher konstruktivistischen Sichtweise, derzufolge uns
Welt erst in ihrer Beschreibung entgegentritt, entsteht die Komplexitat von Welt
erst in ihrer Beschreibung.
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satzes (Algorithmus, Suchstrategie) und eines Mitteleinsatzes, der einen
Losungsansatz realisiert (Programmiersprache, Hardware).73
Hesse, der sich leidenschaftlich fur die Losung der Probleme nichtin-
dividualisierten oentlichen Nah- und Fernverkehrs einsetzt, illustriert le-
bensnah, wie die Komplexitat von Institutionen des taglichen Lebens nicht
schon immer
"
existiert\, sondern dass sie hausgemacht ist. So konnen nach
Hesse fur etwa das Problem, fur einen Verkehrsverbund ein Tarifsystem zu
entwickeln, verschieden komplexe Preisgestaltungsmodelle entwickelt wer-
den:
Æ jeder bezahlt fur jede Strecke das gleiche { etwa DM 10.{;
Æ jeder bezahlt nach Entfernung { entweder gema tatsachlich zuruck-
gelegter Strecke, oder gema der Luftlinie (letztere Alternativen ver-
lagern das Risiko ungunstiger Streckenfuhrungen auf den Kunden
resp. die Betreibergesellschaft);
Æ wer mehr fahrt, fahrt billiger: Preisnachlasse bei Mehrfahrtenkarten;
Rabatte fur Dauerkunden;
Æ zu Spitzenbelastungszeiten (Berufsverkehr) wird die Fahrt teurer;
zu Zeiten schwacher Auslastung durfen dafur entgeltfrei andere
Fahrgaste mitgenommen werden (dies sind Steuerungsinstrumente
der Betreiber, um teure Spitzenbelastungen zu kappen);
Æ wer auf teurem Immobiliengrund fahrt, zahlt mehr: Wegekosten
(Frankfurter Innenstadt vs. landliches Umland) werden an den Fahr-
gast weitergegeben.
Der Phantasie weiterer Ausgestaltungsmoglichkeiten sind keine Gren-
zen gesetzt { ebenso wenig dem Willen von Stadtvatern und Software-
Entwicklern, alle technisch moglichen Exzesse zu realisieren: Wolfgang Hes-
se legte einer Gruppe von 20 promovierten und habilitierten Informatikern
Abbildungen eines beliebigen Automaten des Frankfurter Verkehrsverbun-
des vor mit der Aufgabe, fur eine bestimmte Fahrt zu bestimmten Uhrzeiten
ein Ticket zu losen: Die Mehrzahl der Fachleute versagte.
Dieses Beispiel macht deutlich, dass die Komplexitat eines Problems
{ hier der
"
gerechten\ Preisgestaltung eines Verkehrsverbundes { mit ei-
ner angemessenen Beschreibung steht und fallt. Diese Beobachtung steht




Unter der Annahme, das auch ein Formalismus dem (eingeweihten)
Menschen zur alltaglichen Sprache werden kann, kann die Rede von for-
maler Komplexitat { die ja zunachst ausschlielich im Bereich des formalen
Sinn macht { auch auf nichtformale Weltausschnitte ubertragen werden:
Ich deniere die formale Komplexitat eines nichtformalen Aufgaben- oder
Handlungszusammenhangs durch die formale Komplexitat (in allen sinnvol-




die kognitiven Fahigkeiten der sich um Verstehen bemuhenden Person an-
gesprochen: Wo es keine fur einen Menschen verstehbare Beschreibung gibt,
ist auch die Rede von formaler Komplexitat sinnlos.
4.6.5 Die Komplexitat von Programmiersprachen
Die Erfahrung im Umgang mit verschiedenen Programmiersprachen zeigt,
dass sich nicht jede Sprache fur jedes Problem gleich gut
"
eignet\, und
dass die Ausdruckskraft verschiedener Programmiersprachen und Formalis-
men domainspezisch sehr unterschiedlich ausfallt: Eine Aufgabe, die sich
in der einen Sprache einfach und elegant losen lasst, erscheint in einer ande-
ren Sprache als kompliziert (
"
komplex\) und aufwendig.74 Ich verdeutliche
diese Erfahrung an einem Beispiel, um sie anschlieend systematisch zu
verwerten.
Beispiel: Zum Problem der Travelling Sales Person (TSP-Problem) lasst
sich in Prolog eine denkbar einfache und elegante Losung formulieren,
wahrend in einer klassischen imperativen Sprache wie Modula 2 durchaus
schon eine kleine Programmieraufgabe daraus wird. Im Bundeswettbewerb
Informatik wurde ein leicht verkleidetes TSP-Problem (einem Buroboten
sollte geholfen werden, in einem Hochhaus auf dem kurzesten Wege Post zu
verteilen) von den Teilnehmern (in der Mehrzahl Schuler der 12. und 13.
Klasse Gymnasium) nahezu ausschlielich mit den imperativen Program-
miersprachen Pascal oder Modula 2 gelost; die eingereichten Programme
umfassten im Durchschnitt etwa 1000 Lines of Code. Als herausragende
Ausnahme prasentierte ein Teilnehmer eine korrekte siebenzeilige (!) Losung
in Prolog ; weil er allerdings nicht glauben wollte, dass es so einfach auch
ging, schob er zusatzlich ein imperatives Supplement nach { namlich ei-
nem in Modula selbst geschriebenen Miniatur-Prolog-Interpreter, der die
deklarative Losung interpretierte. Diese hybride und in einem Hochstma
parametrisierte Gesamtlosung umfasste insgesamt dennoch weniger Lines
of Code als durchschnittliche imperative Standard-Losungen der anderen
Teilnehmer.75
Das Beispiel zeigt, dass es Sinn macht, von einer unterschiedlichen und
der jeweiligen Beschreibungssprache abhangigen Komplexitat von Losun-
gen zu sprechen. Mit einem Prolog-Programm lasst sich die Losung obi-
ger Bundeswettbewerb-Aufgabe wesentlich einfacher, kurzer, uberschauba-
rer und in ihren einzelnen Teilen weniger interdependent beschreiben. Die
Kolmogoro-Komplexitat des Bundeswettbewerbs-Problems, die ja bis auf
eine Konstante unabhangig von einer bestimmten Beschreibungssprache
74 Dies ist in der Informatik weithin bekannt. Pomberger macht geltend, dass jeder
Programmiersprache ein eigenes Denkmodell zugrunde liegt, welches einen enormen
Einuss auf den Entwurf und damit Endprodukt hat: Pomberger93, S. 133
75 Dokumentiert auch in: Busse95b
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ist,76 eignet sich also kaum als Ma fur die hier angesprochene
"
Kom-
plexitat\ einer Beschreibung. Es ware also in umgangssprachlich gefuhr-
ten, interdisziplinaren Debatten irrefuhrend, den Begri der Kolmogoro-
Komplexitat mit dem Begri der Beschreibungskomplexitat zu identizie-
ren.
Eine unbefriedigende Losung fur die Bundeswettbewerbs-Aufgabe
wurde entstehen, wurde man eine Losung in Basic anstreben: Man musste
zunachst einmal einen Stack programmieren, um uberhaupt eine rekursive
Losung formulieren zu konnen. In Pascal steht Rekursion immerhin schon
zur Verfugung. Besteht darin der einzige Vorsprung? Kann man das Rekur-
sionsdezit und andere Mangel von Basic auosen, indem man einen Stack
und andere Funktionalitaten durch Basic-Biblioheken bereitstellt? Nein.
Die besseren Kontrollstrukturen und der Rekursionsmechanismus sind so
tief in die hohere Sprache
"
eingebaut\ { sie geben ihr gewissermaen erst ihr
Gesicht { dass sie durch einfache Add-Ons nicht simuliert werden konnen.
Ahnliches gilt fur den Schritt von Pascal nach Prolog : in Prolog wer-
den nicht nur Rekursion, sondern auch Backtracking und Resolution zen-
tral unterstutzt. Zwar lassen sich fur diese Funktionalitaten auch in Pascal
Funktionen schreiben: Doch ware das Gesicht von Pascal damit noch langst
nicht auf diese sprach-fremde Weise der Problembeschreibung abgestimmt.
Ahnliches gilt fur andere Sprachelemente wie Listenoperationen, Pattern-
Matching oder Nebenlaugkeit, die als die angestammte Starken von je
eigenen Sprachen gelten.
Die Vereinfachung, die man in obigem Beispiel durch die Verwendung
von sprachimmanenten Strukturen (in imperativen Sprachen etwa Kontroll-




Machtigkeit\ erzielt, ist oft geringer als die Verein-
fachung, die man durch einen Schritt in eine hohere oder geeignetere Pro-
grammiersprache erzielen konnte. Der Shift auf eine andere Ebene kann
Komplexitat um eine Groenordnung mehr reduzieren als der Verbleib auf
einer Ebene durch Nutzung von bereitgestellten Kontroll- und Organisati-
onsstrukturen.77
4.6.6 Pragnanz und Ausdruckskraft
von Formalismen und naturlichen Sprachen
Ein pragnanter Ausdruck gilt als gehobenes Ideal sowohl in der
Wissenschafts- wie der Umgangssprache. Erst die reiche Terminologie der
76 Dies wird einsichtig, wenn man sich die Konstante als die (Code-) Groe eines Com-
pilers veranschaulicht, der eine hohere Sprache in eine Standard-Sprache ubersetzt.
Li90
77 Damit kommt, so ein curriculares Resultat, dem Teilfach Compilerbau eine
Schlusselstellung innerhalb des grundstandigen Informatikstudiums zu.
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Human- wie Technikwissenschaften erlaubt, Details zu erkennen und zu be-
nennen, auf die ohne die entsprechenden Begrie sonst nur umstandlich und
wortreich, in glucklichen Fallen noch
"
deiktisch\, d. h. durch Zeigen Bezug
genommen werden konnte { oder eben gar nicht, weil sie oft ohne eine ge-
eignete Sprache nicht mehr zu erkennen sind. Weiter reichend werden mit
einzelnen Begrien oft nicht nur Benennungen, sondern auch Argumentati-
onsmuster, Theorien und ganze Weldbilder transportiert: Dem ausgebilde-
ten Philosophen etwa wurde ein Begri wie ,Tugend` ebenso zum konzisen
Code fur Inhalte, die in einer anderen Sprache nur auerst umfanglich (und
auch dann nur ungenugend) darzustellen sind wie fur den Informatiker der
Begri ,Eektivitat`.
Pragnanter Ausdruck { ein Ideal, das sinnvoll auch auf Programmier-
sprachen und Formalismen ubertragen werden kann. Bevor es moglich
war, Datenstrukturen durch Entity-Relationship-Diagramme darzustellen,
in Normalformen zu uberfuhren und daraus direkt Datenbankstrukturen zu
gewinnen, war es nicht immer durchschaubar und oftmals nicht beherrsch-
bar, eine Datenbank aufzusetzen und zu benutzen.78
In SQL wird die Pragnanz der Ausdrucks deutlich sichtbar: Wenige Zei-
len Anfrage genugen, um dierenzierte Auskunft auch aus komplexen (sic)
Datenstrukturen zu erhalten. Ahnliches gilt fur regulare Ausdrucke und ihre
entsprechenden Realisierungen durch Patern Matching Languages.79 Und
Ahnliches gilt auch fur die mathematische Grundbildung: Demjengen, der
etwas von Matrixrechnung versteht, wurden Begrie wie ,aÆne Abbildung`
zum Konzept, das nicht nur ein ganzes Paket von { nicht immer bekann-
ten oder explizit verfugbaren { theoretischen Inhalten und Geltungsbedin-
gungen transportiert, sondern das auch Verstehens-, Interpretations- und
treende Beschreibungsmoglichkeiten eronet.
All diese Hinweise zielen auf einen zentralen Punkt: Die
"
Komplexitat\
bestimmter Bereiche von Welt hangt von der Sprache ab, in welcher diese
Bereiche eingefangen (oder erschaen) werden. Dem Einen mag eine Sache
mangels einer geeigneten Sprache kompliziert, undurchschaubar und auf-
wendig in der Beschreibung erscheinen, wahrend sie ein Anderer deutlich
sieht und klar zu benennen vermag.80
78 Niemand mehr wurde heute auf den Umgang mit Zeiger-Strukturen, wie sie kenn-
zeichnend fur das Netzwerk- (CODASYL-) Datenmodell waren, verpichtet werden
wollen { zurecht, denn aus Sicht des heutigen Standes auch nur der Technik gilt das
historisch wichtige System IDMS als uberholt: vgl. Date94, S. 791
79 Dass die einschlagigen Realisierungen: etwa der sed in UNIX, zu den unleserlich-
sten und kryptischsten Beschreibungsmitteln gehort, die mir bekannt sind, ist kein
Gegenargument: Gerade regulare Ausdrucke und kontextfreie Grammatiken wurden
sich, etwas Muhe vorausgestzt, auf graphischen Terminals wunderbar anschaulich
und strukturiert darstellen lassen.
80
"
Klar und deutlich\ (clare et distincte): schon wieder Codes, diesmal auf Descartes
Meditationes zuruckgehend. Eine selbstbezugliche Aufgabe: Wie andert sich die
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Zusammenhange, die sich einem relativ zur Aufgabe
"
niederen\ For-
malismus nur langlich, kompliziert und undurchschaubar beschreiben las-
sen, konnen in einem anderen,
"
hoheren\ Formalismus B knapp, pragnant
und verstandlich erfasst werden (sofern der Versuch aufgegeben wird, ein




Komplexitat\, d. h. die unuberschaubare Kompliziertheit
und Unbeherrschbarkeit von Handlungszusammenhangen ergibt sich oft-
mals daraus, dass Ausnahmen erkannt und behandelt werden mussen.
Wahrend der Standardfall meist einfach und geradlinig zu beschreiben ist,
muss im Fall der Ausnahme oft schwierig
"
um die Ecke gedacht\ werden.
Im Bereich der Formalismen gilt dies besonders fur nicht der reinen Theorie
folgende Erweiterungen (z. B. das
"
cut\ in Prolog), aber auch fur unvor-
hergesehenes Utilizing von Programmen (und ganz besonders naturlich fur
"
bugs\, die man aus pragmatischen Grunden lieber im Code belasst).
Die Komplexitat eines nichtformalen Bereiches kann auch dadurch re-
duziert werden, indem auf Beschreibungsebene auf die explizite Behandlung
von Ausnahmen und Sonderfallen zugunsten einer Generalisierung verzich-
tet wird. Dies gilt besonders dann, wenn durch die Generalierung ein Schritt
in eine hohere Beschreibungssprache ermoglicht wird.
4.6.7 Komplexitat handhabbar verpackt
Der Beitrag von der zweiten Strategie zur Komplexitatsreduktion ist da-
mit oensichtlich: Je machtiger eine Beschreibungssprache, desto komple-
xer sind einerseits die Operationen, die
"
unter der Oberache\ mit wenigen
Befehlen angestoen werden; desto uberschaubarer (weil weniger komplex)
ist andererseits das, was an der Oberache sichtbar wird.
Metaphorisch ausgedruckt: Komplexitat kann damit
"
verpackt\, sorg-
sam ausgepolstert und eingewickelt, umschnurt und mit einem Tragegri
versehen werden. Es gerat so zum handhabbaren Gepackstuck, was sonst in
Einzelteilen auseinanderfallen oder in seinem ligranen Aufbau beschadigt
werden konnte.
Die Metaphorik der Argumentation bindet endlich zwei bisher unver-
bundene Bedeutungen von ,Komplexitat` aneinander: Die Komplexitat ei-
nes Gegenstandsbereichs { und das heit hier: die vielfaltige Interdependenz
seiner Teilbereiche { lasst sich so hinter der Oberache einer konzisen Ter-
minologie oder eines bereichspezisch beschreibungsmachtigen Formalismus
verbergen. Auf diese Weise ensteht ein Komplex { und das heit hier: ei-
ne Einheit des Vielen {, fur den die abgedroschene, aber hier ursprunglich
gultige Formel gilt: Das Ganze ist mehr als die Summe seiner Teile. Das
Bedeutung meines Satzes, wenn der Leser vermutet (resp. nicht vermutet, oder sogar
bezweifelt), dass ich den Hintergrund dieser Begrie kenne und auch so meine?
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Ganze entsteht durch Defokussierung, indem der Blick von einer aus der
Nahe unuberschaubaren Vielheit abgelenkt und auf ein zusammenhangen-
des Ganzes als Einheit gelenkt wird. Compiler ubernehmen die Arbeit der
Komplexitats-
"
Entfaltung\ durch stupides Zerlegen: Das vom Menschen ge-
sehene Ganze geht dabei { aus einer rechnenden Perspektive { verloren.
4.7 Zusammenfassung und Ausblick
Um die Bedeutung der Frage
"
Wer ist verantwortlich, wenn der Computer
einen Fehler macht\ zu klaren, wurde im vorliegenden Kapitel das gramma-
tikalische Subjekt dieses Satzes untersucht: Welche Metaphern haben wir
fur dieses Ding? Mit den seltener frei gewahlten, ofter unreektiert uber-
nommenen Metaphern auf Makroebene { z. B. Computer als Maschine, als
Partner, als Werkzeug { gehen ganze Pakete von Sorgepichten und Ver-
haltenserwartungen einher. Dies hat auch Auswirkungen auf die Pichten
und die Gegenstande des Ablegens von Rechenschaft.
Aufbauend auf der Analyse der Rolle der Metaphern in der Informatik
verglich ich zwei abstrakte, sich gegenseitig erganzende Gestaltungs- und
Verwendungsstrategien von Software: Naturlichsprachliche Kommunikation
und Symbolische Schriften. Letztere tragen positiv bei zu der Aufgabe, die
Komplexitat von Systemen (und letztlich auch unserer Handlungswelt) zu
reduzieren.
Die Bewertung dieser Strategien versucht auf die zweite Frage dieser
Arbeit eine Antwort zu geben: Wie hangen Gestaltungsleitlinien fur den
Entwurf von (Software-, Mensch-Maschine-) Systemen zusammen mit dem
Anliegen des Gestalters oder Nutzers, Subjekt seiner Handlungen zu bleiben
und Verantwortung zu ubernehmen? Der Zusammenhang wird uber die Me-
taphern in der beschriebenen Weise hergestellt; die explizite Auszeichnung
von Symbolischen Schriften als zu bevorzugende Gestaltungsstrategie geht
uber das Aufzeigen bloer Zusammenhange hinaus: stellt diese Skizze doch
eine positiv formulierte erste Empfehlung dar, wie Software verantwortlich
entworfen werden konnte.
Wie geht es weiter? Auch wenn in den vergangenen zwei Kapiteln auf die
zwei Leitfragen dieser Arbeit erste Antworten vorgeschlagen wurden, stehen
die Antworten doch noch eher unverbunden nebeneinander. Es reicht nicht
aus, Empfehlungen zur Gestaltung und Verwendung von Software zu ge-
ben, auch wenn damit schon einiges uber die Verteilung von Sorgepichten
an die verschiedenen Beteiligten im Entstehungs- und Verwendungszusam-
menhang von Software ausgesagt ist. Fur den Informatiker geht mit jeder
unterschiedlichen Sichtweise auf den Computer auch ein bestimmtes Selbst-
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verstandnis professionellen Handelns einher. Wie dieses Selbstverstandnis
derzeit meist aussieht, mit welchen Leitbildern es verknupft ist, welche Sor-
gepichten damit verbunden (oder auch zuruckweisbar) sind und wie sich
daraus verschiedene disziplinare Kerne der Informatik herausschalen lassen,




In den vorangehenden Kapiteln wurde aus sprachphilosophischer Sicht der
Begri der Verantwortung und die Rolle von Metaphern in der Informa-
tik analysiert. Das vorliegende Kapitel fuhrt diese beiden einzelstehenden
Analysen zusammen.
Das Tun des Informatikers (und das zugehorige Wissens- und Konnen-
prol) lasst sich nur angemessen beschreiben in Hinblick auf die Sorge-
pichten des Informatikers; letztere jedoch hangen zusammen mit seinem
Spezialwissen und -konnen. Wie sich dieser Zirkel in der Informatik selbst
stabilisiert und welche Ansatze sich fur eine verantwortliche Korrektur an-
bieten beschreiben die Kapitel 5.1 und 5.2.
Das Kapitel schliet mit einem Versuch auf die Frage
"
Was sollen wir
tun?\. Ein solches Unterfangen muss selbstverstandlich als unbescheiden
erscheinen { namlich jenen Lesern, die darin eine der groen Kantischen
Fragen wiedererkennen { und anmaend { namlich jenen, die sich selbst ein
Urteil uber richtiges informatisches Handeln bilden wollen. All diese Leser
seien beruhigt: Mir sind diese Einwande viel zu sympatisch, als dass ich
mit einem apodiktischen Wahrheitsanspruch daherkommen wollte. Dieser
Absatz will { wie uberhaupt diese Arbeit { nicht mehr sein als ein Versuch
zu interdisziplinarer Verstandigung durch eine (ausfuhrlicher begrundete
und somit der Kritik oener zugangliche) Positionierung.
5.1 Rekonstruktion: Der Software Life Cycle
Im folgenden seien einige Benennungen und Inhalte gangiger Life Cycle
Models von Software kurz rekapituliert. Sie gehoren zum Lehrsto jeder
grundstandigen Informatikausbildung; zwecks naherer Erlauterungen sei auf
die einschlagige Literatur verwiesen.1 Zur Unterscheidung anderer mogli-
chen Life Cycle Models seien die in diesem Absatz beschriebenen Life Cycle
Models die
"
klassischen Life Cycle Models\ genannt.
Der Verlauf eines Software-Projekts wird schulgema als Abfolge ver-
schiedener Abschnitte beschrieben:2
1 Meta-Diskussion siehe Floyd94d ; Floyd95a
2 Die Darstellungen der einzelnen Lehrbucher unterscheiden sich lediglich im Detail;
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Æ Problem- oder Ist-Analyse: enthalt Struktur-, Aufgaben-, Kommuni-
kations-, Dokumenten-, Daten-, Ablauf- und Schwachstellenanalyse;
Æ Sollkonzept, Anforderungsdenition oder Pichtenheft: enthalt
zunachst normalsprachlich formulierte Systemziele, Abgrenzun-
gen, Benutzermodelle, organisatorische Randbedingungen und zu
berucksichtigende Altlasten, Vertragsbindungen u.A., des weiteren
nichtfunktionale Anforderungen wie Zuverlassigkeit, Ausfallsicher-
heit, Fehlerverhalten und Wiederaufsetzprozeduren nach Systemab-
sturz, Portabilitat, EÆzienz, Antwortzeiten und Echtzeitverhalten.
Teile dieser Anforderungen wie Benutzer- undMaschinenschnitt-
stellen und naturlich funktionale Anforderungen konnen darauf-
hin durch formale Spezikationen prazisiert werden, auf die ei-
ne Konsistenz- und Vollstandigkeitsprufung von Teilanforderungen,
idealerweise auch schon eine erste Code-Generierung aufbauen kann.
Erganzt wird das Pichtenheft durch Durchfuhrbarkeitsstudi-
en und Projektplanung (Kapital-, Personal- und Wissensressourcen,
kritische Pfade, Meilensteine), Abnahmetestplan, Einfuhrungs- und
Migrationsstrategie sowie Mitarbeiter-Schulungsplan. Eine Risiko-
abschatzung (ein beim Spiralmodell breiten Raum einnehmendes
Element) ist selten.
Typischerweise wird es als ein von Auftraggeber wie -nehmer
abzuzeichnendes Vertragsdokument interpretiert, in Bezug auf das
der Erfolg des Softwareprojektes beurteilt wird. An Fehlern (meist
Unvollstandigkeiten) im Pichtenheft ist der Auftraggeber schuld,
sie gehen auf seine Kosten;
Æ Top-down, bottom-up oder middle-out Entwurf auf Grund von
funktions-, daten- oder objektorientierter Zerlegungsprinzipien;
Festlegung auf Programmiersprache (falls nicht schon als Rand-
bedingung vorgegeben), Modulkonzept, statische und dynamische
Modul- und Funktions-Abhangigkeitsgraphen, Schnittstellendeni-
tion;
Æ Implementierung und Test: Auswahl von Testdaten und -fallen; Mo-
dultest in simulierter Testumgebung; Integrationstest; Testauswer-
tung, Fehlersuche, Bug-Fixing, Test- und Fixing-Dokumentation;
Æ Dokumentation: fur Benutzer, fur den System-Operator, fur das
Wartungsteam; Dokumentation des Systems, seiner Implemen-
tierung und Konzeption, seiner Installation, seines Ressourcen-
Verbrauchs, seines Zwecks, seiner Fahigkeiten, seiner implemetie-
rungsbedingten Einschrankungen, seiner bekannten (aber aus guten
Grunden nicht behobenen) Fehler (\known bugs"); Einfuhrungs-
und Lehrtexte, Referenzhandbucher; ausfuhrliche Indizes; Doku-
mentation des Projektverlaufs begleitend (der magebliche ISO
ich orientiere mich im folgenden an Pomberger93
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Wartung\: Korrektur von Fehlern
der Software bezuglich des Pichtenheftes; Optimierung; Erwei-
terung der Funktionalitat an geanderte Auftraggeberwunsche; In-
tegration und Anpassung an neue Umgebungs- und Organisati-
onsverhaltnisse (innerbetriebliche Vereinbarungen, neue Datenaus-
tauschstandards, neue Spezikationen in open systems); Uberarbei-
tung von Altlasten und Herstellen der Kompatibilitat an neue Stan-
dards.
Eine strenge sequentielle Abfolge dieser Abschnitte im Zeitverlauf ist
nicht zwingend. Ein Modulkonzept kann auch schon vor einer Spezikation
stehen, ebenfalls eine teilweise Implementation { und zwar nicht nur dann,
wenn explizit die Wiederverwendung von Software angestrebt wird (para-
digmatisch bei objektorientiertem Entwurf oder bei User Interface Tool-
kits), sondern auch schon
"
nur\ dann, wenn fruhere Erkenntnis- und Dar-
stellungsprozesse oder Wissen um Verfug- und Machbarkeiten die Problem-
formulierung beeinussen.3
Im Phasenmodell { in der Literatur auch
"
(sequentielles) Life Cycle Mo-
dell\ oder
"
Vorgehensmodell\ genannt { werden die Abschnitte tatsachlich
als Phasen behandelt, die im Zeitverlauf streng nacheinander durchlaufen
werden. Problematisch erweist sich, dass Fehler, die in fruhen Phasen ge-
macht wurden, in spateren Phasen nur mit sehr hohen Kosten korrigiert
werden konnen.
Im Wasserfallmodell sind (entgegen dem Urbild Wasserfall) Ruckkop-
pelungen zwischen aufeinander folgenden Abschnitten moglich. Mit diesen
konnen die Fehlerkorrekturkosten des sequentiellen Phasenmodells schon
deutlich gedampft werden. Der Gefahr einer Systementwicklung an den Vor-
stellungen der Auftraggeber vorbei kann damit allerdings nicht ausreichend
beigekommen werden: das System kann in seinem Kontext erst dann kon-
kret evaluiert werden, wenn es fertig vorliegt: am Ende seiner Entwicklung,
fur jede Korrektur am Anforderungsprol zu spat.
Im Spiralmodell von Boehm4 wird versucht, den Auftraggeber in jedem
Schritt der Systementwicklung zu beteiligen, und ihm fruhzeitig mogliche
Konsequenzen verschiedener Realisierungsstrategien zu demonstrieren. Zu
diesem Zweck werden Abschnitte ahnlich den oben beschriebenen iterativ
mit zunehmender Konkretisierung durchlaufen:
Æ Zielfestlegung unter Nebenbedingungen und Restriktionen;
3 Dem aufmerksamen Leser entgeht nicht, dass in diesem Nebensatz die meisten Kern-
aussagen dieser Arbeit gleichsam enthalten sind: Erfahrungen von Machbarkeiten,
Uberraschungen und Fehlschlagen im Umgang mit zur Sprache gewordenen Forma-
lismen pragen und formen wesentlich die Interpretation von Welt.
4 Eine fruhere empirische Untersuchung: Boehm84a
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Æ Erarbeitung von Losungsvarianten, Risikoanalyse. Prototypen hel-
fen bei der Evaluation der Varianten bezuglich Nutzbarkeit, Ange-
messenheit und Risiko;
Æ Entwicklung gema den Vorgaben der Prototypen: Im ersten
Durchlauf Entwurf eines Vorgehensmodells, im zweiten Durch-
lauf Systemspezikation und deren Validierung, in den nachsten
Durchlaufen Architektur- und Feinentwurf incl. Codierung, Test und
Installation;
Æ Evaluation der Ergebnisse, Planung der nachsten Phasen: im ersten
Durchlauf Planung der Spezikation, im zweiten Durchlauf Planung
von Feinentwurf und Implementierung, spater dann Integration und
Test;
In jedem Durchlauf werden die Ergebnisse abgearbeitet und das Vorge-
hen in nachgeordneten Phasen ausfuhrlich von Auftraggeber und -nehmer
bewertet und auf Risiken hin abgeschatzt. Auch im Spiralmodell sind die
Abschnitte des sequentiellen Life Cycle Models wiedererkennbar; sie unter-
scheiden sich lediglich im Detaillierungs-, Formalisierungs- und Implemen-
tierungsgrad der jeweiligen Ergebnisse.
Unspezisch verblieb bisher der Begri ,Prototyp`. Ein Prototyp ist ei-
ne schnell und billig erzeugte Software, die (unter Absehung von Details
wie EÆzienz oder Zuverlassigkeit und unter Zuhilfenahme von Simulations-
techniken) einen ersten Eindruck der Funktionalitat und Brauchbarkeit des
geplanten Systems vermitteln soll { die Vorwegnahme einer Stadt durch
Kulissen. Im Gegensatz zu Wegwerf-Prototypen werden wiederverwendba-
re Prototypen im Zuge evolutionarer Systementwicklung fortschreitend er-
weitert, erganzt und im Detail realisiert. Erstere dienen eher dem Zweck,
explorativ die Anforderungsanalyse zu unterstutzen; mit letzteren konnen
eher Implementierungsentscheidungen experimentell auf ihre Tauglichkeit
hin uberpruft werden.5
5.1.1 Anforderungsanalyse als besonderer Problembereich
Fur mich interessant sind die sogenannten
"
fruhen Phasen\ der Softwa-







Pichtenheft\ eingeordnet werden. Die sich hier stellenden Proble-
me sind nichttrivial, weshalb das englische Etikett fur diese fruhen Phasen,
Requirements Engineering denn auch eine eigenstandige Diziplin pragte.
Requirements Engineering kann { wenn man es als Phase innerhalb des
Wasserfall- oder Spiralmodells interpretiert { gegen spatere Phasen nicht
immer eindeutig abgegrenzt werden. Als Endprodukt der fruheren Phasen
wird im Allgemeinen ein Katalog von Anforderungen und Aufgaben des
5 Nach Pomberger93, S. 3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zu entwickelnden Systems angesehen. Hier sind zum Teil formale Spezika-
tionen enthalten, aber auch Randbedingungen und Qualitatskriterien wie
Benutzerfreundlichkeit, Zuverlassigkeit und Kompatibilitat zu anderen Sy-
stemen einer existierenden DV-Landschaft.
Vollig unklar und kontrovers diskutiert wird hingegen der logische Be-
ginn der fruhen Phasen in Abgrenzung zu vorgangigen Vorgaben. Welche
Vorgaben stehen fest, woher kommen sie und wer gibt sie vor? Welches sind
unveranderbare Sach- oder Sozialzwange, welche sind veranderbar, und wer
ist fur ihre Formulierung verantwortlich? Zur Debatte steht nicht weniger
als das Selbstverstandnis der Disziplin Requirements Engineering als Teil-
bereich der Informatik, mithin die Verantwortung des praktischen Informa-
tikers als sozial Handelnder.
Einer weit verbreiteten
"
Lehre\ (in beiderlei Sinn verstehbar als ,Dok-
trin` und ,Curriculum`) gema beginnt das Tun (und auch die Aufgabe)
des Informatikers dort, wo eine eindeutige Aufgabenstellung oder Problem-
formulierung vorliegt. Lasst sich eine solche formal spezizieren, kann das
danach entwickelte Programm rein formal als korrekt oder falsch erkannt
werden. M. Lehmann spricht dann von S-Programmen.6 Der Zusammen-
hang einer formalen Spezikation mit Welt ist dann aber eher ein zufalliger.
P-Programme sind ebenfalls formal spezizierbar und eektiv losbar; eÆzi-
ent lassen sie sich jedoch nur mit einer nach pragmatischen Gesichtspunk-
ten zu beurteilenden Naherungslosung realisieren. E-Programme schlielich





tigkeit\ und ihr Gebrauchswert sind nur in Bezug auf eine nicht formal zu
erfassende Aufgabenstellung zu beurteilen.
5.1.2 Korrektheit vs. Adaquatheit
Auf Basis der Unterscheidung von Lehmann in S-, P- und E-Programme
lassen sich die Begrie ,Korrektheit` und ,Adaquatheit` einfuhren:
Æ Korrektheit ist die Ubereinstimmung eines Programms mit seiner
formalen Spezikation. Korrektheit ist eine formale Relation zwi-
schen Formalem und Formalem, und kann prinzipiell rein syntak-
tisch-formal festgestellt werden. Sie ist mithin ein Begri, der nur
fur formale Bereiche Sinn macht;
Æ Adaquatheit (auch: Angemessenheit, Validitat) ist die Tauglichkeit
eines Programms fur einen Benutzer bezuglich einer nicht formal
denierten Aufgabenstellung. Der Begri ,Validitat` verbindet nicht
Formales und Formales, und kann daher nicht ausschlielich mit
formal-syntaktischen Mitteln festgestellt werden.
Ein korrektes Programm funktioniert richtig, ein adaquates Programm tut
das Richtige { so ein gangiges Diktum des Software Engineerings. Erst auf
6 Lehmann80 ; Diskussion vgl. auch Andelnger97
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Basis dieser Unterscheidung lasst sich genauer bestimmen was gemeint ist,
wenn man von einem Computer-
"
Fehler\ bzw. einem fehlerhaften System
spricht: ein nicht korrektes System, oder ein moglicherweise korrektes, aber
dem Einzelfall nicht adaquates System?
5.1.3 Von der Schwierigkeit, adaquate Programme zu erstellen
Aus einer Informatik, die ihr Selbstverstandnis auf die Entwicklung von
P-Programmen reduziert, folgen strukturelle und der Software-Entwicklung
inharente, wohlbekannte und breit diskutierte, gleichwohl immer noch
"
in
der Praxis\ ungeloste Schwierigkeiten: starre, untaugliche, unzuverlassige,
kurz: inadaquate Systeme.
Sie resultieren zum einen Teil aus unverstandenen Problemstellungen,
zum anderen aus Kommunikationsproblemen:7
Æ Der Auftraggeber (Kunde, Betreiber, Benutzer etc.) hat nur un-
gefahre Zielvorstellungen;
"
er wei nicht, was er will\;
Æ Systemgestaltung und -Einsatz wird falschlicherweise als ein in
der Hauptsache (zweck-) rationaler Prozess gesehen. Die Rolle von
Betriebs- und individueller Machtpolitik wird dabei oft ubersehen.8
Nicht alle Zielvorstellungen sind explizit verhandelbar;
Æ Der Problembereich, in dem Zielvorstellungen und Aufgabestellun-
gen formuliert werden mussen, weist eine Vielzahl von Interdepen-
denzen auf: er ist komplex , teilweise unverstanden und kompliziert;
Æ Vorhandene Zielvorstellungen sind oft zu wenig detailliert (dies gilt
besonders bezuglich technologiespezischer Kontingenzen);
Æ Der Auftraggeber kann vorhandene Zielvorstellungen meist nur nor-
malsprachlich formulieren. Aus formaler Sicht resultieren daraus oft
Unklarheiten und Inkonsistenzen;
Æ Die wichtigen und wesentlichen Eigenschaften eines Problembereichs
lassen sich nur schwer von irrelevanten Details unterscheiden;
Æ Eine normalsprachliche Beschreibung enthalt oft bereichspezi-
schen, Sachkunde erfordernden Jargon. Falls er Gluck hat, bemerkt
der Systementwickler sein Miss- oder Nichtverstehen, und kann so
um Klarung bitten. Schlecht, wenn das Nichtverstehen unentdeckt
bleibt: Es wird dann zu tiefgreifenden Missverstandnissen fuhren
(Kommunikationsproblem);9
Æ Der Fokus einer Problem, Ziel- oder Aufgabenbeschreibung muss
Relevantes und Wichtiges hervorheben und Trivialitaten ausblen-
den. Klare und operationalisierbare Trennkriterien existieren hierzu
7 vgl. auch Partsch91, S. 13
8 Lullies92
9 Genau hier tritt naturlich das Interdisziplinaritatsproblem in seiner vollen Scharfe
zutage. Losungsansatze auf normalpsrachlicher Ebene vgl. Kapitel 2.3, S. 32.
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kaum; sie sind abhangig von Sachverstand, Erfahrung und Urteils-
kraft. Aus unangemessenen Relevanz-Abschatzungen folgen unvoll-
standige oder uberspezizierte Anforderungen;
Æ Auftraggeber, Kunde, Betreiber, Benutzer und Betroene sind meist
unterschiedliche Personengruppen. Nicht jede Gruppe kann, will
oder darf sich an der Entwicklung von Anforderungen und Ziel-
vorstellungen beteiligen (Partizipations- und Demokratieproblem).
Leicht konnen so Systeme entstehen, die an Bedurfnissen der Nutzer




Die hier benannten Schwierigkeiten fuhrten zu der Weiterentwicklung
des sequentiellen Phasenmodells uber das Spiralmodell bis hin zu den ver-
schiedenen Formen des Prototyping. Einige Probleme, darunter besonders
das Kommunikationsproblem Anwender-Experte, lassen sich durch Proto-
typing denn auch tatsachlich stark abschwachen. Spiralmodell oder Proto-
typing sind aus dieser Sicht nachdrucklich zu empfehlen. Ungelost bleiben
allerdings auch mit diesem Ansatz Probleme, die aus der Rationalisierung
im Sinne von
"
Vernunftelung\ von Handlungsstrukturen innerhalb von Or-
ganisationen entstehen.
5.1.4 Von der Schwierigkeit,
die Zusammenarbeit mehrerer Handelnder zu rationalisieren
Das Tun einzelner Individuen innerhalb einer Organisation lasst sich durch
verschiedene Interpretationen
"
rationalen Handelns\ beschreiben, in wel-
chen sich verschiedene und unterschiedlich starke Annahmen bezuglich der
Verfugbarkeit von Wissen, Transparenz von Entscheidungsprozessen und
Zweckorientiertheit individuellen Handelns spiegeln.11
Nur selten wird bei einer Systemanalyse noch ein Idealbild von Organi-
sationen vorausgesetzt, das von unbeschrankter Rationalitat bei vollstandig
expliziertem und vollstandig zugangsreguliertem Wissensbestand ausgeht.
Beschreibungen von (Software- wie Mensch-Maschine) Systemen erscheinen
innerhalb eines solchen Ideals als Abbildungen einer
"
Realitat\, in der Ent-
scheidungen auf
"
objektiven Tatsachen\ beruhend deterministisch getroen
werden konnen.
Demgegenuber realistischere Einschatzungen gehen von der Ein-
schrankung eines Handelnden durch beschrankte Rationalitat bei unvoll-
standigem Wissen aller an einer Systementwicklung Beteiligten aus. Es
wird akzeptiert, dass handlungsrelevantes Wissen selten widerspruchsfrei-
korrekt, sicherlich nie jedoch umfassend-vollstandig formalisiert werden
kann. Modelle sind reduktionistische Abstraktionen mit einem beschrank-
10 vgl. das Beispiel von Wagner93
11 Darstellung nach Guariso89, S. 8{10
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ten Umfang an Variablen und Ausdrucksmoglichkeiten. Der Leistungsan-
spruch an Software zielt nicht mehr auf Optimalitat oder Wahrheit ab, son-
dern begnugt sich mit bescheidenen, pragmatisch zu bewertenden Kosten-
Nutzen-Erwagungen.
Oft ubersehen wird jedoch, dass die abstrakten Rollentrager organi-
sierter Zusammenarbeit reale Menschen mit partikularen Interessen, Wert-
haltungen, Kenntnis-, Fahigkeits- und Fehlerprolen sind, die zudem noch
eingesponnen sind in schwer zu durchschauende soziale Prozesse sowie sub-
lime, uber organisatorische Strukturen weit hinausgehende Abhangigkeits-
und Machtstrukturen. Kooperation und Konikt stehen sich gegenuber;
scheinbar rationale Sachentscheidungen werden schnell zu unterschwelligen
strategischen Aushandlungsprozessen um Macht, Einuss und Zuwendung.
Eine Anforderungsanalyse geriert selbst zu einem sensiblen sozialen Prozess,
in welchem alle Beteiligten, die Auftraggeber eingeschlossen, neben zweck-
rationalen Erwagungen auch auf Besitzstandswahrung abzielen werden. Die
Einfuhrung selbst zweckrational optimaler Software wird, wo solche strate-
gische Rationalitat geleugnet wird, in solcher Umgebung an Akzeptanzpro-
blemen scheitern. Der Anspruch an Software ruckt von Automatisierungs-
bestrebungen ab hin zur Rationalisierung im Sinne von vernunftorientierter
Rekonstruktion zur Kommunikationsunterstutzung.
In einer letzten und die meisten Randbedingungen berucksichtigenden
Interpretation rationalen Handelns berucksichtigt die Dynamik Organisati-
on einer Gruppe. Regeln der Zusammenarbeit und die Abhangigkeiten ar-
beitsteilig Handelnder mussen veranderten Umgebungsbedingungen (Stich-
wort
"
Markt\) rasch anpassbar sein, wenn Gruppen unter Konkurrenzbe-
dingungen erfolgreich agieren wollen. Wahrend in einer auf Automatisierung
abzielenden Systemanalyse die Dierenz zwischen Ist-Analyse und Soll-
Konzept auf starre Regelkomplexe abzielt, zielt eine dynamik-unterstutzen-
de Systemanalyse auf die leichte und adaptive Veranderbarkeit von Orga-
nisationsstrukturen (und damit auch Handlungskontexte) ab.
Software, die besonders die letzten beiden Rationalitatstypen organi-
sierten Zusammenarbeitens unterstutzen will, sollte folglich { ich greife der
Diskussion etwas voraus { schon aus diesen Grunden oen angelegt sein
und Lernmoglichkeiten unterstutzen.
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5.2 Die Vorherrschaft des Automatisierungs-Leitbildes
Im vorgangigen Abschnitt stellte ich knapp einige Modelle vor, die gangi-
gerweise
"
Software-Life-Cycle\ genannt werden. Schon in diesem Etikett
liegt eine verborgene Wertung: Wie wichtig ist es, wo es doch eigentlich um
das Vorgehen des Informatikers geht, den Fokus der Betrachtung (und der
Theorie) auf Software zu richten? Ohne ein harmloses Etikett uberinterpre-
tieren zu wollen konnte doch der Verdacht aufkommen, dass hier latent eine
technikzentrierte Sichtweise vorherrscht.
Verandern Informatiker (moglicherweise auch nur vermittelt durch ih-
re Erzeugnisse) Arbeitsablaufe, soziale und Interaktionsprozesse, Macht-
strukturen bis hin zu Wahrnehmungsformen und -moglichkeiten? Dies ist
naturlich keine empirische, sondern eine normative Frage: Sie muss genau
dann mit ja beantwortet werden, wenn man Informatiker als anfangsetzen-
de Ursachen der empirisch beobachtbaren Anderung anerkennt, diese jenen
zuschreibt. Falls dem so ware, ware es unangemessen, Informatiker als Pro-
grammierer zu bezeichnen. Doch selbst dort, wo Informatiker programmie-
ren: Was tun Informatiker, wenn sie programmieren (oder eine Program-
mierung und Systementwicklung verantwortlich anleiten)?
Was tut der Programmierer:
"
Programmieren, was sonst?\ { Eine solche
Antwort ware unangemessen, da der Sinn der Handlung
"
programmieren\





von Fingern uber einer Tastatur\ beschrieben wird. Eine solche Beschrei-
bung wurde etwas Wesentliches missen lassen. Sie ware uninteressant, weil
sie zur Handlungsidentikation relevante Sorgepichten auer acht lassen
wurde. (Kapitel 3.6, S. 84.)
Ein Weg, die Sorgepichten des Informatikers herauszuarbeiten besteht
darin, in der Literatur gangige Beschreibungen des Tuns von Informatikern
zu untersuchen. Als
"
einschlagige\ Beschreibungen gelten hier die oben ge-
nannten klassischen Life-Cycle-Modelle: Modelle des typischen Vorgehens
von Informatikern bei einem Software-Projekt.
Was tut ein Informatiker, wenn er den Life Cycle Models folgt? Hier
steht eine Interpretation der Interpretation des Tuns von Informatikern an,










Korrelierende Beschreibungen auf dieser Stufe werden in der Diskussion um
das Selbstverstandnis der Informatik explizit diskutiert, etwa wenn Infor-
matik als Automatisierungs-, Formal- oder (Re-)Organisationswissenschaft
dargestellt wird. Erganzbar sind sie anhand der Analyse der Rolle von Me-
taphern in der Informatik: Falls ein Informatiker seine Aufgabe in der Her-
stellung von standardisierten und handhabbaren Werkzeugen sieht, wird
er sein Tun anders interpretieren, als wenn er seine Aufgabe in der Her-
stellung von Maschinen gema formalisierten Aufgabenstellungen sieht, fur
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deren Angemessenheit im Handlungs- und Sozialkontext des Anwenders er
nicht zustandig ist.
Oen sind also die Fragen: Was wird von den Life Cycle Models be-
schrieben? Und: Sind die Life Cycle Models lediglich als Beschreibungen zu
verstehen, oder doch eher als Anweisungen (oder schwacher: Empfehlungen,
Ratschlage), wie eine ideale Software-Entwicklung (man vergegenwartige
sich den Fokus) auszusehen hatte?
Alle beschriebenen Life Cycle Models konnen als deskriptive und
praskriptive Theorie verstanden werden.12 Im ersten Fall werden erklaren-
de und beschreibende Aussagen uber einen Gegenstandsbereich versucht:
Ablaufe und das faktische Geschehen in (organisatorischen, technischen, so-
zialen) Prozessen, in welchen der Informatiker mit dem Ziel einer
"
Compute-
risierung\ von Teilbereichen beteiligt ist. (Man verzeihe mir hier den gewiss





Softwareentwicklung\ wurde an dieser Stelle schon
zu sehr Zustandigkeiten, Verhaltenserwartungen und Verantwortlichkeiten
von Informatikern vorbestimmen, die zu kritisieren es ja erst gilt). Im zwei-









Dieser zweite Fall ist naturlich als Normalfall anzusehen: Das
Selbstverstandnis der Informatik geht keinesfalls auf die beschreibend-
interpretierende Kontemplation uber vorgefundene Strukturen. Stattdessen
soll konstruiert werden, gestaltet und reorganisiert werden { ohne Wertent-
scheidungen nicht zu denkende Tatigkeiten, zu denen das Studium der In-
formatik vorbereiten soll.
Beschrieben wird auch von den Life Cycle Models ganz oensicht-
lich nicht primar der Lebenslauf von Software: Dieser dient lediglich als
Aufhanger, das Tun des Informatikers { zu dem auch die Erstellung von
Software gehort { zu ordnen, strukturieren und (als anzustrebendes Ideal)
zu beschreiben. In weitestem Sinne geht es um ein Geschehen, an dem der
Informatiker nicht nur als Burger, sondern in besonderer Weise als Infor-
matiker mit speziellem Wissen und speziellen Verantwortlichkeiten beteiligt
ist.
In Kapitel 3.4, S. 65. habe ich plausibel gemacht, dass Sorgepichten
und Verhaltenserwartungen in mehrfacher Hinsicht die Beschreibung von
Geschehen bestimmen:
Æ Sie leiten die Identikation von verantwortlichen Handlungssubjek-
ten und Handlungen in einem Geschehen;
Æ sie lenken den Fokus der Beschreibung, der in einem unabgegrenzten
Weltverlauf irrelevante von relevanten Geschehensaspekten trennt.
12 Diese Unterscheidung wird diskutiert von Otfried Hoffe, dort jedoch in Bezug auf
Anspruch und Reichweite der Entscheidungstheorie: Hoe79a
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Die Sorgepichten von Informatikern, wie sie von einzelnen Lehrbuch-
autoren wahrgenommen oder vorgeschlagen werden, nden sich wieder in
den Beschreibungen (resp. Anweisungen) des tatsachlichen (resp. idealen)
Vorgehens von Informatikern: namlich etwa in den oben dargestellten tra-
ditionellen Life Cycle Models.
Besonders das sequentielle Phasenmodell, teilweise aber auch noch des-
sen Fortfuhrungen (bis hin zum Spiralmodell und Prototyping) sind einem
eingeschrankten Ideal, eingeschrankten Vorstellungen bezuglich der Sorge-
pichten und Zustandigkeiten von Informatikern verhaftet. Betroen sind
grundsatzliche Einstellungen und Annahmen bezuglich dem, was unter ei-
ner
"
Problemlosung\ verstanden wird: Zu kritisieren ist der gemeinsame
Kontext Automatisierung , die allen bisher aufgefuhrten Life Cycle Models
gemeinsam ist.
5.2.1 Der gemeinsame Kontext
der klassischen Software Life Cycle Modelle
Alle oben beschriebenen Life Cycle Models wurden fur einen bestimm-
ten idealisierten Kontext entwickelt: die Entwicklung von Individualsoftwa-
re (im Gegensatz zu Standardsoftware), und zwar besonders zum Zwecke
der Automatisierung . Dieser Behauptung soll im vorliegenden Absatz etwas
nachgegangen werden.
Die beiden Aspekte hangen zwar nicht begrislogisch zusammen, korre-
lieren aber stark: Die individuellen Eigenschaften und Kompetenzen, durch
die ein Unternehmen seine Stellung im freien Markt deniert, lassen sich
eben nicht pauschal durch Standardsoftware automatisieren.
Alle klassischen Life Cycle Models beruhen auf einer gemeinsamen Ba-
sisannahme. Meist ist von einer
"
Realitat\ die Rede, die in einem mentalen
Modell (ein solches Einfalltor individuell-subjektiver
"
Verzerrungen\ der
Realitat wird durchaus gesehen) in problemrelevanten Ausschnitten dar-
gestellt wird. In einer solchen Realitat werden zunachst normalsprachlich,







prasentiert\, die dann uber die Schritte des Modulkonzepts und der Da-
tenmodellierung codiert und in ein ausfuhrbares Programm transformiert
werden.13 Dieses Strukturmodell sei im folgenden Abbildmodell genannt.
Dieses Modell basiert auf einer
"
naiven\ (u. d. h. im philosophischen
Sprachgebrauch: auf einer unreektierten) Korrespondenztheorie der Wahr-
heit.14 Ihre Kernannahmen:
13 vgl. etwa Partsch91, S. 45
14 Fur eine erste Einarbeitung in die philosophische Wahrheitstheorie empehlt sich
die analytische Darstellung Puntel83 und der Reader Skirbekk89 ; die Verbindung
zwischen Formalwissenschaft und Wahrheitstheorien wird in allgemeinverstandlicher
Sprache wunderbar dargestellt in Penrose91 und Haugeland87
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Æ eine objektive Realitat existiert auerhalb von uns;
Æ diese Realitat kann beschrieben und abgebildet, d. h. modelliert wer-
den { etwa durch Formalismen wie die Pradikatenlogik oder mathe-
matische Strukturen;
Æ eine solche Abbildung wird i. A. lediglich partiell gelingen: Sie ent-
stand durch einen Abstraktionsprozess, in welchemWesentliches von
Unwesentlichem geschieden wurde;
Æ ein solches Modell ist das Ergebnis eines Erkenntnisprozesses;
Æ vollstandigere Modelle sind bessere Modelle;
Æ die Korrektheit eines Modells { was immer das auch sei; der Begri
,Wahrheit` an dieser Stelle wurde seltsam klingen { andert sich nur,
wenn sich die Realitat andert.
Ohne weitere Festlegung sind die gebrauchten Begrie breit und un-




Welt\ auch eine Aufgabe eines
Menschen verstanden werden konnte; ebenso konnte unter
"
Anforderungen\
auch die Aufgabe verstanden werden, fur ein breiteres Aufgabenspektrum
ein handhabbares Werkzeug zu entwickeln (an Stelle die typischen Tatig-
keiten in diesem Aufgabenbereich zu automatisieren).
Diese weite Interpretation von
"
Anforderungsdenition\ ist traditionell
allerdings selten gemeint. Fur Gustav Pomberger und Gunther Bla-
schek etwa zielt die Problemanalyse auf die
"
Festlegung, welche Aufgaben unter welchen Umgebungsbedingungen
computergestutzt gelost werden sollen. [. . . ] Wenn fur einen bestimmten
Teilbereich eines Unternehmens eine Softwarelosung angestrebt wird und
eine klare Aufgabenstellung vorliegt, muss eine Analyse des Istzustandes
durchgefuhrt werden, um festzustellen, was automatisiert werden soll.\15
Was anderes als die Automatisierung bestimmter menschlicher Tatig-





gesprochen wird? Kennzeichnend fur dieses Strukturmodell wird voraus-
gesetzt, dass Einsatz und Herstellung des entstandenen Produkts anhand
eines festen (evtl. in mehreren Zyklen stabilisierten) Anforderungsprols
getrennt werden konnen.16
5.2.2 Kritik am Automatisierungsleitbild
Die Kritik am Automatisierungsleitbild zeichnet in neuen Begrien die alte
Kritik an der Korrespondenztheorie der Wahrheit nach. Wie die vermag
jenes die Interpretativitat unsrer Wahrnehmung nicht zu erfassen.
"
Alle
Realitat nur Interpretation, nur Konstruktion\ { eine absurde Vorstellung?
Ein Beispiel mag dies erlautern: Selbstverstandlich steht jener Tisch klar
und deutlich vor mir, die Platte gefertigt aus massivem Holz, widerstandig
15 Pomberger93, S. 93
16 vgl. Floyd94d, S. 30
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jeder Faust, die darauf niedersaust. Zu versuchen, ihn nur mit dem Willen
unsichtbar zu machen oder in Form und Groe zu verandern ist Unsinn; sol-
ches kann nicht gemeint sein, wenn von der
"
Konstruktion von Realitaten\
die Rede ist. Eine Interpretation und weitergehend sogar Konstruktion von
Realitat ndet allerdings dort statt, wo eine Zusammenfugung von Holz und
Schrauben vom interpretierenden Subjekt als Tisch erkannt wird. Hierbei
geht es nur marginal um auere,
"
objektive\ Gegebenheiten, sondern viel-
mehr um die Nutzung eines beliebigen Gegenstandes als Tisch: Eine umge-
drehte Bierkiste auf der Baustelle kann ein Tisch sein, eine Picknickdecke
im Gras, selbst ein Stuhl in der Mitte unter gleichen Stuhlen kann ein Tisch
sein.
An dieser Interpretativitat der Welt scheitert, so die phanomenologi-
sche Argumentation von Hubert Dreyfus, auch die klassische Articial
Intelligence. Schon ein
"
korrektes\, d. h. dem menschlichen Urteil ahneln-
des Erkennen von so einfachen Dingen wie Tischen wurde ein vollstandiges
Weltmodell voraussetzen. Was schon fur so konkrete Dinge der
"
realen\
Welt wie Tische gilt, gilt besonders fur all die abstrakten Dinge des tagli-
chen Lebens { insbesondere auch Handlungsbeschreibungen.
Ein weiterer Kritikpunkt am Automatisierungsleitbild stot sich an des-
sen Menschenbild. Selbststandiges Handeln in einem Kontext enthalt zwar
Wiederholungen, die Platz fur
"
Automatisierung\ bieten und die dem Com-
puter ubertragen werden konnen; eine Delegation solcher Wiederholungen
setzen aber eine Verfugbarkeit uber menschliches Handeln voraus, wie sie
bei der Maschinen-Metapher nicht einlosbar ist.
Die klassischen Life Cycle Models machen, so die pragmatische Kritik
aus der Informatik selbst, nur wenig Sinn, wenn
Æ Standardsoftware fur einen breiten Anwendungsbereich entwickelt
wird (wie etwa MSOÆce, Datenbanken; auch proprietare Softwa-
re wie R/3, mit der fertige prototypische Organisationsformen zum
Standard erhoben werden);
Æ Programmiersprachen (Postscript, LATEX, Java) neu- oder weiterent-
wickelt, praxistauglich gemacht (funktionale Sprachfamilie) oder um
sprachfremde Paradigmen erganzt (Erweiterung von C nach C++)
werden sollen;
Æ Toolkits (z. B. X-Windows) und Werkzeuge entwickelt werden sol-
len.
In all diesen Fallen mussen die klassischen Life Cycle Models vor dem
Hintergrund einer informatischen Tatigkeitsbeschreibung, die nicht dem
Leitbild Automatisierung folgt, uminterpretiert werden.
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5.2.3 Werkzeugorientierte Tatigkeitsmodelle
Falls an Stelle von automatisierenden Maschinen handhabbare Werkzeuge
entworfen werden sollen, wird das Abbildmodell zwar nicht falsch (dazu ist
es zu unangreifbar, weil zu unspezisch und auslegungsfahig), aber unan-
gemessen: Es sind bessere Beschreibungen denkbar, in welchen die Genese
und Auswahl von Software-Produkten in Verwendungssituationen beschrie-
ben werden konnen.
Im Blickpunkt der Beschreibung steht in solchen Modellen der Anwen-
der, der schnell und unkompliziert eine konkrete Aufgabe zu erledigen hat.
Beschrieben wird nicht eine
"
Realitat\. Stattdessen steht jetzt der Begri
der Praxis { verstanden als ein Bereich menschlichen uberlegten und habi-
tualisierten Tuns, situiert in einem spezischen und individuellen Kontext,
geleitet von Intentionen, Zwecksetzungen, situativen Interpretationen des





Realitat\, die beschrieben werden kann { jedoch nicht ei-
ne Realitat von jener Beschaenheit, die die verschiedenen Methoden und
Hilfmittel der Spezikation innerhalb des Abbildmodells geeignet erfassen
konnen.
In solch einer Praxis wahlt der Benutzer nun { idealerweise { ein seinen
Zwecken gemaes Mittel aus, oder fugt sich { realiter { den Sachzwangen re-
al existierender Software-Angebote mit den wenigsten ublen Folgen. Auch
hier ubertragt er Aufgaben an den Computer: Er fasst sein Problem in
Worte, sucht eine formale Beschreibung, zu der es das Pendant eines ab-
lauahigen Programm gibt. Jetzt allerdings mit der Moglichkeit, anhand
der Resultate des Computereinsatzes oder durch Expertenkonsultation die
Angemessenheit der Problembeschreibung und Mittelwahl zu kontrollieren.
Der sich hier ergebende Zyklus lauft um ein Vielfaches schneller ab als
die Zyklen des Spiralmodells und des Rapid Prototypings. Nicht die groe
Systementwicklung ist hier gefragt, sondern individuelle und kurzfristige
Anpassung von vorhandenen Moglichkeiten: nicht Automatisierung, son-
dern Werkzeuggebrauch.
5.2.4 Weitere Interpretationen des Tuns von Informatikern:
Zur Selbstverstandnisdebatte der Informatik
Der von mir gewahlte Faden, entlang dem ich die unterschiedlichen Be-
schreibungen des Tuns von Informatikern zu entwickeln versuche, spannt
sich zwischen den Metaphern auf, mit welchen das Produkt als Ergebnis
des Tuns des Informatikers belegt werden kann: Automatisiert der Informa-
tiker, erstellt er ein Werkzeug, verfasst er ein komfortables elektronisches
Nachschlagewerk (Modell Buch)?
Auch andere Beschreibungen, die den lebensweltlichen Einuss des Tuns
von Informatikern (oder pauschaler: den Einuss der IuK-Techniken) ange-
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Programmierung als Theoriekonstruktion\ oder
"
Program-
mieren als soziales Experiment\ werden genannt.
Erstellen Informatiker ein Produkt oder erbringen sie eine Dienstlei-
stung? (Rechtlich wird diese Unterscheidung bei der Verteilung von Scha-
densersatzanspruchen relevant: Aus dem ersteren lassen sich weiterreichen-
de Wiedergutmachungspichten geltend machen, als wenn der Informati-
ker lediglich eine Dienstleistung erbracht hatte). Deborah Johnson fuhrte
schon fruh eine Unterscheidung ein, die sich am Allgemeinheits- und Ver-







tailored\ programs dagegen als Dienstleistungen zu in-
terpretieren;
"
Hybride\ Programme sind { hybrid.17
In Teilen der deutschsprachigen Debatte im Fach Informatik und Ge-











de Begrie werden als Etiketten verwendet und, teilweise weit uber um-
gangsprachliche Bedeutungen hinaus, inhaltlich angefullt. Die Grenzli-
nie zwischen den analytisch als kontrare
"
Sichtweisen\ gehandelten Tun-
Beschreibungen wird { von mir hier stark verkurzt { markiert durch die
Interpretation der Ergebnisse informatischen Handelns sowie dem Um-
fang von Partizipation und Kooperation im Rahmen von Reorganisations-
und Software-Erstellungs-Prozessen.18 Innerhalb der deutschsprachigen
Selbstverstandnisdebatte der Informatik wird die Konstruktions- (resp.
Gestaltungs-) Sicht klar der Produkt- (resp. Dienstleistungs-) Sicht zuge-
ordnet:
"
Das instrumentelle Moment des praktischen Wissens zielt auf die Her-
stellung von technischen und burokratischen Routinen. Mit diesen sind
Anspruche und Interessen der Beherrschung, Verfugung und Entlastung
verbunden. Solches instrumentelle Wissen zielt auf die Automatisierung
von Problemlosungen bei geringem Einu der beteiligten und betrof-
fenen Individuen. Diesen kommen meist Aufgaben der Steuerung und
Ausfuhrung zu. Das gestalterische Element des praktischen Wissens zielt
dagegen weitaus starker auf die Entwicklung von kreativen Entwurfen, die
Anspruche auf Bedurfnisorientierung und Beteiligung der betroenen In-
dividuen bei der Realisierung dieser Entwurfe mit einbeziehen.\19
Eine ebenfalls enge Nahe zur Gestaltungssicht weisen Ansatze auf, die
ganzheitlich-integrative verwendung informationstechnischer Produkte im
Kontext alltaglichen Handelns unter dem Leitbild
"
Okologische Informatik\
17 Johnson85 ; Kapitel 3
18 Lehrbuchdarstellungen zu den unterschiedlichen Sichtweisen ndet man etwa in den
Beitragen von Arno Rolf (Kapitel 1. 1, 1. 2) und Christiane Floyd (Kapitel 4. 5) in
Friedrich95 ; umfassender auch Floyd94d ; als Richtungsweisende Originalliteratur
ist immer noch Winograd89 zu empfehlen. Besprechung neuerdings auch in Ott97a
19 Leithauser90, S. 195
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zu interpretieren. Mit
"





biologisch\ gemeint; viel mehr geht es um theoretische Ansatze
der Selbstorganisation, die auf den (biologistischen?) Konstruktivismus von
Gregory Bateson und Heinz' von Foerster zuruckgehen.20
All diese Unterscheidungen im Kontext ihrer Debatten zu referieren und
ihre Inhalte gegenuberzustellen ist hier nicht der Platz. Zwar ware eine sol-
che Darstellung interessant, um den Ort der von mir entwickelten Position
innerhalb der groeren Diskussion genauer festzustellen. Leider ist die Ter-
minologie in diesen Debatten noch so im Fluss und so an einzelne Personen
gebunden, dass keine konzise Sachdarstellung, sondern eine breitangelegte
Exegese einzelner Autoren notig ware.
Im Rahmen meiner Arbeit ist zu diesen Debatten dennoch eine
erganzende Anmerkung zu den formalen Ordnungskriterien dieser Debat-
ten angebracht: Die Frage
"
Was tut (realiter, idealerweise) ein Informati-
ker?\ ist zu unterscheiden von der Frage
"
Was ist Informatik, was sollte sie
sein?\. Erstens hangt das Tun des einzelnen Informatikers nur dort mit dem
Selbstverstandnis seiner Heimatdisziplin zusammen, wo er spezisch als In-
formatiker (und nicht als Burger) handelt. Zum zweiten scheint mir nicht
selbstverstandlich zu sein, dass der Sto, mit dem sich der Informatiker als
Vorbereitung auf zukunftiges berufliches Handeln auseinanderzusetzen hat,
identisch mit den Gegenstanden einer sich als Wissenschaft verstehenden
Informatik zu sein hat.
Was ist Informatik? Ist sie eine Strukturwissenschaft ,21 eine Formal-
wissenschaft , eine Ingenieurwissenschaft, eine Technikwissenschaft ,22 eine
Gestaltungswissenschaft , eine Sozial- und Politikwissenschaft , eine empiri-
sche Wissenschaft? { Solche Bestimungen werden im deutschen Sprachraum
unter dem Titel
"
Theorie der Informatik\ gehandelt. Hier ist nicht die Theo-
retische Informatik angesprochen, sondern das systematische Bemuhen um
eine (wissenschaftliche) Begrundung des Tuns von Informatikern.23
Die Spannweite der Ansatze zeigt: Die Frage nach Ort und Selbst-
verstandnis der Informatik innerhalb der Systematik der Wissenschaften
20 Fur einen Uberblick und terminologische Klarung verschiedener Debatten siehe
Floyd95a
21 Der Begri geht zuruck auf: Weizsacker74 ; zur Einordnung von Systemtheorie,
Kybernetik, Informationstheorie, Synergetik, Spieltheorie und Semiotik unter die
Strukturwissenschaften vgl. Hubenthal91, S. 59; gegen die Interpretation von In-
formatik als Strukturwissenschaft argumentiert Coy89, S. 259
22 Luft88
23 Die Ergebnisse der deutschen Debatte sind gesammelt in Stransfeld90, S. 18{36;
Coy92 ; einfuhrend Coy89a; die Debatte wird im amerikanischen Raum paralleli-
siert durch provokative Artikel von Edsger Dijkstra und Peter Denning, die eine
Folge von kontraren Stellungsnahmen nach sich zogen: Dijkstra89, Denning89a; Zu-
sammenfassung der Diskussion: Denning89b; Darstellung mit Bezug zur deutschen
Debatte: Puger94a
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und der Gesellschaft lasst verschiedene Zugange zu. Den systematischen
Ordnungskriterien Methode, Gegenstand, Paradigma und Erkenntnis- resp.
Wirkungsziel der Wissenschaft stehen pragmatische, nicht weniger verzahn-
te Bestimmungsgrundsatze gegenuber. Dies sind einmal Anforderungen aus
der Wirtschaft, wo diese sich in der Universitat weniger eine Bildungsein-
richtung als einen Ausbildungsbetrieb wunscht: Die
"
Praxis\ meldet bei den
Lehrenden nicht nur Wunsche bezuglich des Kenntnisprols der Abganger
an, sondern gestaltet dieses uber Drittmittel aktiv mit.
Eine auch von der Wirtschaft nicht immer gewunschte, geschweige denn
einem rationalen Diskurs zugangliche Stabilisierung der Disziplin entsteht
durch ihre historische Bestimmung aus Vorgangern wie Mathematik oder
Elektrotechnik.24 (Es ist zu hoen, dass das hierzu strukturahnliche Be-
stimmungselement des Inhalts von Informatik {
"
Informatik ist, was als
Informatik gelehrt wird\ { nicht das letztlich Entscheidende ist.)
Zwei weitere Bestimmungskriterien der Wissenschaft Informatik sind
die Natur ihrer Artefakte { vgl. hier auch die Wesensbestimmungen des
Computers { und die Natur des Handelns innerhalb des traditionellen In-
formatikverstandnisses. Eine solche Bestimmung ware allerdings selbstree-
xiv, da sich die Beschreibung des Tuns von Informatikern als Informatiker
ja am Verstandnis von Informatik orientiert: Informatik ist, was der Infor-
matiker tut. (Dies kann, solange die Universitat sich als wissenschaftliche
Institution versteht, durchaus etwas anders sein als das, was als Informatik
gelehrt wird). Allerdings ware diese Selbstreexivitat nicht notwendig fatal:
Zwar ware jetzt keine Bestimmung von auen mehr zu gewinnen. Es konn-
te sich aber durch ein selbstbezugliches Fortschreiten von alten zu neuen
Bestimmungen ein Fixpunkt ergeben.
Alle Reexion auf die Natur des Handelns von Informatikern als In-
formatiker zeigt, dass sich das wesentlichste Bestimmungskriterium { Sol-
lensanspruche und Sorgepichten, am klarsten sichtbar in der Frage
"
Was
soll ein Informatiker als Informatiker tun?\ { nicht umgehen lasst. Einen
Versuch, zu dieser Frage aus Sicht des oben entwickelten Verantwortungs-
begries etwas beizutragen, unternehme ich im folgenden Absatz.
5.3 Was sollen wir tun?
Der vorliegende Ausblick baut auf einer zentralen normativen Pramisse auf:
Technik soll derart entworfen und in Organisationsformen eingebettet wer-
den, dass Verantwortung individuellen menschlichen Personen zugeschrie-
ben werden kann.
24 Informatik als Querschnittswissenschaft : Coy95
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Teilweise lasst sich diese Pramisse rechtfertigen aus der Analyse des
Sprachspiels um
"
Verantwortung\, teilweise spiegelt sie die Intuition des
"
gesunden Menschenverstands\ wider. Sie ist allerdings weder analytisch
wahr noch anders nicht denkbar; zudem kann ich nicht behaupten, die De-
batte um institutionelle Verantwortung mit meiner Arbeit entschieden zu
haben. Tatsachlich benannte ich Probleme und Intuitionen, die den Ruf
nach so etwas wie einem kollektiven Handlungssubjekt attraktiv erscheinen
lassen (Kapitel 3.7.1, S. 91.). So kann ich nicht mehr tun als plausibel zu
machen, warum ich eine solche individualistische Position sowohl fur plau-
sibel, gut begrundet und normativ geboten halte.
Erstens: Verantwortung, begrien als Rechenschaftspicht aus Sorge-
picht, ist ein fundamentales normatives Regulativ lebensweltlichen Mit-
einanders von Menschen. Sorge-Zumutungen und Rechenschaftsverlan-
gen an ein Handlungssubjekt basieren darauf, dass eine mogliche Folge
missgluckter Rechtfertigungen oder Entschuldigungen, namlich ein mora-
lischer Schuldspruch, potenziell moglich ist und Sinn macht. Sinn macht er
nur dann, wenn auch Sanktionen (Ausschluss aus der sozialen Gemeinschaft,
Missachtung, Entzug von Gratikationen, Wirkmoglichkeiten und personli-
chen Freiheitsrechten) einzelnen Personen angeheftet werden konnen, die
zudem fur solche empfanglich sein mussen und diese nicht weiter delegieren
konnen oder durfen.
Zweitens: Verantwortung, begrien als Rechenschaftspicht aus Sorge-
picht, bedarf { unter dem Korrektiv von Gerechtigkeitserwagungen { der
Fahigkeit des Wahrnehmes von Fursorgemoglichkeiten. Zwar ist ersteres in
Teilen, zweiteres jedoch in keiner Weise an
"
berechenbare Vernunft\ dele-
gierbar. Genau dort, wo in den verschiedenen ethischen Theorien der Kalkul
als Vernunftideal aufscheint, treten auch die Mangel dieses Ideals zu Tage:
namlich mangelde Berucksichtigung der normativen Forderungen des Ein-
zelfalls.
5.3.1 Die Verantwortung des Informatikers als Informatiker
Wofur ist der Informatiker sorgepichtig, was ist seine Aufgabe?
"
Die Wirkungen eines Informatik-Systems werden nicht alleine von den
Informatikern, sondern auch von den Verwendern gesetzt. Wie die pro-
fessionelle Verantwortung der Informatiker zu denieren ist und wie ihr
Verantwortungsbereich von dem der Verwender abzugrenzen ist, ist ei-
ne oene Frage. Ihre Beantwortung setzt eine Analyse der informatischen
Berufstatigkeit voraus, in deren Rahmen zu klaren ist, welche Wirkungen
wahrend der Systementwicklung von den Informatikern verursacht wer-
den.\25
25 Wilhelm94, S. 26
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Welche Sorgepichten spezisch solche des Informatikers sind, liegt
nicht oen und selbstverstandlich auf der Hand. Selbst wo im moralischen
Gesprach an solche appelliert wird, bleibt der angemessene Weg ihrer Recht-
fertigung meist im Dunkel.
Axiomatisch-deduktiven Ansatzen, griÆge Sollensanspruche aus allge-
meinen, intersubjektiv breit geteilten, moglicherweise
"
objektiven\ oder gar
letztbegrundeten Normen abzuleiten, stehe ich skeptisch gegenuber. Selbst
wenn ich ein solches Begrundungsprogramm fur durchfuhrbar halten wurde,
konnte ich es hier weder durchziehen noch fur meine Fragestellung ausrei-
chend fruchtbar machen. (Auch erfahrenen Ethikern wird der Vorwurf ge-
macht, solches zwar anzukundigen, aber dann doch nicht durchfuhren zu
konnen).
Das Einzige, was in realen, wissenschaftsethischen, um Erkenntnis
bemuhten Dialogen vernunftigerweise angestrebt werden kann, ist eine Re-
konstruktion einer schon immer vorhandenen Moralauffassung samt einer
genauen Analyse ihrer Unstimmigkeiten, inneren Bruche und Inkoharen-
zen. (Informatisch ausgedruckt: Die Idee der Constraint-Propagierung ist
eine angemessenere Agenda zur Koharentisierung von Sorgepichten als der
Versuch einer deduktiven Ableitung).
Um die Sorgepichten des Informatikers als Informatiker zu bestim-
men, mussen drei plus eine Quelle von spezischen Sorgepichten gefasst
und ihre Ertrage koharent zusammengestellt werden: Es sind dies das Spezi-
alwissen des Informatikers, die Leitbilder der Informatik und eine allgemei-
ne Professions-, Berater- oder Expertenverantwortung als intersubjektive
Quellen, sowie die subjektive Quelle des Informatikers als Person mit seiner
individuellen (wenngleich soziokulturell mitgeformten) Biographie, Konzep-
tion des Guten Lebens undMoralvorstellung. Keine dieser Quellen kann nun
allerdings isoliert betrachtet werden, erst im Zusammenspiel entfalten sie
ihre Ergiebigkeit.
5.3.2 Koharentisierung von Professionspichten, Spezialwissen und
Leitbildern
Eine erster Schurfgrund spezischer Sorgepichten stellt das Gebiet der so-
genannten Professions-, Experten- oder Beraterverantwortung dar.26 Die zu
Tage tretenden Funde verbleiben jedoch zu sehr im Allgemeinen, solange
das Spezikum der Informatik, das dem Informatiker als Informatiker spezi-
sche Professions-, Beratungs- Expertenpichten zuweist, ungeklart bleibt.
Das Spezikum der Informatik hangt von ihrem Selbstverstandnis als Wis-
senschaft (oder allgemeiner: als Disziplin) ab. In Kapitel 5.2.4, S. 154. deu-
26 Johnson und Mulvey argumentieren in Anwendung auf die Informatik auf diese
Weise: Johnson95a; allgemeiner zum Problem advokatorischen Handelns siehe etwa
Wolgast92
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tete ich die Vielzahl der Randbedingungen und Einusse an, vor denen die
Selbstverstandnisdebatte erst Kontur gewinnt { darunter besonders Sorge-
pichten des Informatikers, womit ein erster Kreis des Constraint-Netzes
geschlossen ist.
Immerhin zeichnen sich in der Selbstverstandnisdebatte der Informatik
Konvergenzpunkte ab, die durch Constraints zu einem weiteren (in mei-
ner Arbeit nicht behandelten Netz) stabilisiert werden: disziplinare Kerne
der Informatik innerhalb einer Systematik der Wissenschaften. Ein erster
solcher disziplinarer Kern ist sicherlich die Theoretische Informatik, inter-
pretiert als Mischung von intuitionistischer Mathematik, formaler Logik
und Computerlinguistik. Ein zweiter disziplinarer Kern ist sicherlich auch
die anwendende, die Ergebnisse der Theoretischen Informatik funktionali-
sierende und damit rationalisierende (Kapitel 1.2.1, S. 12.) Informatik im
Umkreis der Wirtschafts- und Sozialwissenschaften.
Solche disziplinaren Kerne der Informatik als Wissenschaft stellen aller-
dings nur einen Teil des Selbstverstandnisses der Informatik als universitar
gelehrte Disziplin dar. Letztere verfugt uber ein Curriculum, das den In-
formatiker nicht nur (resp. weniger?) zur Wissenschaft, sondern auch (resp.
eher) der Wirtschaft hinfuhren will. Entsprechend kommen zu einer sol-
chen Ausbildung zwar wissenschaftsfremde, aber die Kenntnisse aus dem
disziplinaren Kern
"
sinnvoll\ erganzende Anteile hinzu { wobei, der Nach-
satz uberrascht nicht, die Sinnhaftigkeit einer jeden Erganzung wieder von
den Aufgaben und Zustandigkeiten der zukunftigen Informatiker bestimmt
wird.
Das Spezialwissen des Informatikers als Person ergibt sich damit aus
dem Paket der in seinem Studium oder Ausbildung genossenen, von Uni-
versitat zu Universitat teilweise recht verschiedenen curricularen Inhalte
und Ausrichtungen,27 sowie aus den vom Studierenden antizipierten An-
forderungen der Wissenschaft resp. des Arbeitsmarktes. Die einzelnen Ar-
beitgeber richten ihre spezischen Forderungen ihrerseits an Informatiker
als zukunftige Experten, weil sie ein bestimmtes (wissenschaftlich rechtfer-
tigbares?) Bild von Lage und Inhalt der disziplinaren Kerne der Wissen-
schaft Informatik haben. Sobald Informatik nicht als reine und theoretische
Grundlagenwissenschaft gesehen wird, schliet sich so ein zweiter Kreis von
Constraints.
Sowohl das Selbstverstandnis des Informatikers als Experte als auch
seine Sorgepichten auf Grund seines Spezialwissens sind untrennbar ver-
bunden mit den Leitbildern seines Handelns und der von ihm in Produkt
und Vorgehen realisierten Metaphorik (Kapitel 4.3, S. 113.). Leitbilder ha-
ben einen unubersehbaren Einuss gleichermaen auf die Eigenschaften der
Produkte der Informatik, auf das Vorgehen bei der Automatisierung (Leit-
27 Wer in seiner Ausbildung das Gebot der Multiperspektivitat berucksichtigen will,
kommt schon alleine deshalb kaum um mindestens einen Studienortwechsel herum.
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bild Maschine) von Aufgabenbereichen oder der Unterstutzung ihrer Erle-
digung durch Werkzeuge. Metaphern helfen, das neue, lebensweltlich und
normativ noch nicht voll durchdrungene Ding
"
Computer\ in einer Land-
schaft von menschlichen Artefakten zu verorten, mit welchen der Umgang
selbstverstandlicher, die Verteilung von Sorgepichten und normativen Er-







Medium\ bedacht wird, folgen un-
terschiedliche Verteilungen von Verantwortlichkeiten zwischen Entwicklern,
einsetzender Organisation, Nutzern und Betroenen.
Abhangig von diesen drei Bestimmmungsmerkmalen lasst sich eine klas-
sische Tugend { namlich Entfaltung der Talente im Rahmen des tatsachlich
Leistbaren { naher bestimmen:
Ein erster curricularer Kern (und damit auch ein zentraler Bezugspunkt
fur ein erstes Selbstverstandnis) einer sogenannten
"
Theoretischen Informa-
tik\ ist das Feld zwischen formaler Spezikation und Codierung, wobei ein
"
Anwendungs\-Schwerpunkt auch auf dem Entwurf neuer Very High Level
Description Languages liegen kann. In dieser Beschreibung nehme ich klar
eine Produktsicht der Informatik ein.
Ein zweiter curricularer Kern orientiert sich an einem aristotelischen
Praxis-Begri, der ,Praxis` als soziales-politisches Miteinander begreift. Ein
curricularer Kern einer
"
Praktischen Informatik\ geht von der Beherrschung
vieler verschiedener Beschreibungssprachen aus, mit denen
"
Welt\ zunachst
in (berechenbaren) Vernunftkonzepten eingefangen (d. h. eektiv verfugbar
gemacht) und dann zweckbezogen funktionlisiert und eÆzient gemacht wird.
Die Problembeschreibung in VHLDLs an Stelle von Problemlosungen durch
klassische Programmierung ermoglicht Transparenz. In einer solchen Be-
schreibung nehme ich klar eine Prozesssicht ein: Das eigentliche Ziel infor-
matischen Handelns ist nicht der vom verstehenden Individuum abgeloste
Code, sondern der Vorgangs des Verstehens selbst { der Weg also ist das
Ziel. VHLDLs fungieren dabei als Kommunikations- und Darstellungsmit-
tel; dies ist moglich, da Formalismen (dank der Strukturtransparenz in Zu-
sammenhang mit dem metaphorischen Gehalt) auch vom geschulten Laien
(passiv) verstanden werden konnen.
Die Verantwortung des Theoretischen Informatikers sehe ich damit in
ihrer Reichweite beschrankt. Indem er Formalismen als universelle Werk-
zeuge mit nahezu beliebigen Verwendungsoptionen entwirft, reduziert sich
seine Verantwortung um so mehr, je mehr Verantwortung der Nutzer solcher
Werkzeuge Verantwortung ubernehmen konnte: Hier halte ich das
"
Messer\-
Argument aus der Technikethik { nicht das Messer sei gut oder schlecht,
sondern seine Verwendung { fur gultig.
Die Verantwortung des Praktischen Informatikers geht dagegen sehr viel
weiter. Indem er
"
Welt\, und das heit: spezische Gegenstandsbereiche
und Praxisbereiche mit seinen Methoden und seinen Darstellungsmitteln
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rationalisiert in beiden Lesarten, handelt er normativ und fullt die Pro-
dukte seines Tuns mit Werten an. Das Messer-Argument aus der Wertfrei-
heitsdebatte der Technikethik geht fehl, da die Produkte seines Tuns all die
Wertungen in seinem Tun widerspiegeln.
Besonders aber die Verantwortung des Nutzers von Software geht we-
sentlich weitreichender als bisher angenommen. Er muss im Wortsinn
"
in
die Picht\ genommen, d. h. seiner Sorgemoglichkeiten und -pichten er-
innert werden. Die in der heutigen Softwarewelt gangigen Versprechungen,
dass auch ein Idiot mit der Software XY endlich zu verantwortlichem Tun
befahigt ware, sind verantwortungslos. Ebenso verantwortungslos ist eine
Anspruchshaltung der Nutzer, ohne einschlagiges Wissen komplexe
"
Hand-
lungen\ mit Computerhilfe vollziehen zu konnen, derer er bisher nicht
machtig war.
Der Appell an die Verantwortung der Nutzer entlastet freilich mit-
nichten die Gestalter von Software, soweit die Reversibilitat von Software-
Funktionen angesprochen ist: Auch die zweite Strategie kann insofern keine
adaquate Software sichern, als die Spezitat der formalen Beschreibung im
Vergleich zu dem beschriebenen Weltausschnit sich nur in den Metaphor
Mismatches zeigt.
"
Fehler\ im Sinne von nicht tolerierbaren Abweichungen
der tatsachlichen Spezikation von der Erwartung in einer konkreten Situa-
tion sind ein unerlassliches Erkenntnisinstrument im Umgang mit Software.
Strategie zwei verdient gegenuber Strategie eins in dieser Hinsicht den Vor-
zug, als der Wert der Reversibilitat bei VHLDLs eher zu leisten (und eher
korrekt zu implementieren) sein durfte als bei ausprogrammierten Losungen
gema der Maschinen-Metapher.
5.4 Zusammenfassung




Berechnende Vernunft\ gerat bisweilen zum Ideal von normativer Entschei-
dung und Rechtfertigung. Zurecht?
In der Arbeit wurde argumentiert, dass der Berechnung als einzige dem
Computer zugangliche
"
Vernunft\ ein umfassenderer Vernunftbegri ge-
genubergestellt werden muss. Die praktische Vernunft eines Handelnden
auert sich nicht hauptsachlich in der kalkulisierten Abwagung zwischen
Alternativen, sondern darin, wie er seine Sorgemoglichkeiten wahrnimmt,
und das heit: erkennt, bejaht und realisiert. Denn Verantwortung (im Kern:
Anfange setzende Ursachlichkeit mit dadurch begrundeter Rechenschafts-
picht) wird zugeschrieben auf Grundlage von Sorgepichten.
Berechnung als Teilvernunft spielt im diesem Prozess der Zuschreibung
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von Verantwortung (hier i. S. von Schuld) zwar eine wichtige Rolle. Dies
jedoch nicht in der Rolle, die die Redeweise
"
Der Computer ist schuld (i. S.
von anfangsetzend ursachlich)\ auf Grund der grammatischen Subjektstel-
lung im Satz zunachst suggeriert, namlich in einer Rolle als anfangsetzen-
de Ursache, wie sie typischerweise vom Menschen besetzt wird; sondern
ausschlielich innerhalb eines { auch ex ante zur Planung und Bewertung
moglicher Handlungen vorweggenommenen { Rechenschaft ablegenden Dia-
logs zwischen Menschen, und dies auch nur dann, wenn der Entwurf des
Computers nicht den Leitbildern der Maschine oder des Partners folgte,
sondern dem Leitbild der symbolischen Schrift. Denn erst dann reduziert
sich bei einem entsprechendem Design und Einsatz von Informatiksyste-
men die Komplexitat unserer informatisierten Umwelt; erst dann konnen
Methode und Ergebnisse informatischen Handels dem Menschen wieder ei-
genverantwortlich verfugbar werden.
{ 163 {
5 Was tun wir?
{ 164 {
Literatur
Agel92 Agel, Vilmos und Regina Hessky (Hrsg): Oene Fragen { oene Antworten
in der Sprachgermanistik . Tubingen: Niemeyer 1992
Ammon87 Ammon, Ulrich et al (Hrsg.): Soziolinguistik. Ein internationales Hand-
buch zur Wissenschaft von Sprache und Gesellschaft . Erster Halbband. Berlin:
de Gruyter 1987
Andelnger97 Andelfinger, Urs: Diskursive Anforderungsanalyse: ein Beitrag
zum Reduktionsproblem bei Systementwicklungen in derInformatik Frankfurt am
Main, Berlin: Peter Lang 1997 (Teilw. zugl.: Darmstadt, Techn. Hochsch., Diss.,
1995 u.d.T.: Andelnger,Urs: Diskursive Anforderungsanalyse und Validierung)
Apel78 Apel, Karl-Otto, Juha Manninen und Raimo Tuomela (Hrsg.): Neue Versu-
che uber Erklaren und Verstehen. Frankfurt: Suhrkamp 1978
Apel79 Apel, Karl-Otto: Die Erklaren:Verstehen-Kontroverse in transzendental-
pragmatischer Sicht . Frankfurt: Suhrkamp 1979
Arend87a Arend, Udo, Klaus-Peter Muthig and Jens Wandmacher:
"
Evidence for
Global Feature Superiority in Menu Selection by Icons\, Behaviour and Informa-
tion Technology 6 (1987), S. 411{426
Austin56/77 Austin, John L.:
"
Ein Pladoyer fur Entschuldigungen\ (
"
A plea for excu-
ses\, Proceedings of the Aristotelian Society 57, 1956-1957, S. 1{30), in: Meggle85
S. 1-44
Baumer95 Baumer, Dirk, Reinhard Budde, Karl-Heinz Sylla, Guido Gryczan und
Heinz Zullighoven:
"
Objektorientierte Konstruktion von Software-Werkzeugen
und -Materialien\, Informatik-Spektrum 18 (1995), S. 203{210
Bohler94 Bohler, Dietrich (Hrsg.): Ethik fur die Zukunft: In Diskurs mit Hans
Jonas. Munchen: C.H. Beck 1994
Bulow94 Bulow, Edeltraud:
"
,Strafanzeige gegen Unbekannt` oder die Suche nach
dem Verantwortlichen\, Ethik und Sozialwissenschaften 5 (1994), S. 139{142
Basili80 Basili, V.:
"
Tutorial on Models and Metrics for Software Management and
Engineering\, Computer Society Press, EHO-167-7, COMPSAC80




Attributing Responsibility to Computer Systems\, Me-
taphilosophy 16. 4 (1985), S. 296{306
Becker92 Becker, Lawrence C. and Becker, Charlotte B. (Eds.): Encyclopedia of
Ethics. New York:Garland 1992
Berleur96b Berleur, Jacques and Klaus Brunnstein: Ethics of Computing: Codes,
Spaces for Discussion ans Law. London: Chapman and Hall 1996
Beveren95 van Beveren, Tim: Runter kommen sie immer: Die verschwiegenen Ri-
siken des Flugverkehrs. Frankfurt: Campus 1995
Biedenkopf94 Biedenkopf, K.H.:
"
Komplexitat und Kompliziertheit\, Informatik-
Spektrum 17 (1994), S. 82{86
Bjerknes92 Bjerknes, Gro:
"






Software Comprehension\, in: Helan-
der88, S. 107{121
Boehm84a Boehm, Barry W., Terence E. Gray and Thomas Seewaldt:
"
Prototyping
versus Specifying: A Multiproject Experiment\, IEEE Transactions on Software
Engineering 10. 3 (1984), S. 290{303
Booth91 Booth, Paul A.:
"
Errors and Theory in Human{Computer Interaction\, Acta
Psychologica 78 (1991), S. 69{96
Borchers93 Borchers, Detlef:
"
Die Flut ltern: Auf der Suche nach der Zukunft der
EMail\, c't Heft 8 (1993), S. 86{90
Borgmann84 Borgmann, Albert: Technology and the Character of Contemporary
Life. Chicago 1984
Brandt91 Brandt, Richard B.:
"
Blameworthiness and Obligation\, in: French91,
S. 198{213
Brauer89 Brauer, Wilfried, Wolfhardt Haake und Siegfried Munch: Studien- und
Forschungsfuhrer Informatik. 2., neubearb. und erw. Auflage 1989
Brischar93 Brischar, Johannes: Berechnung statt Entscheidung? Kritik des Einsat-
zes von formalen Systemen zur Entscheidungsunterstutzung, Tubingen: Wilhelm-
Schickard-Institut fur Informatik 1993 (zugl.: Tubingen, Univ., Diplomarbeit)
Bronaugh64 Bronaugh, Richard N.:
"
Freedom as the Absence of an Excuse\, Ethics
74 (1964), S. 161{173
Brooks87 Brooks, F. P.:
"
No Silver Bullet\, IEEE Computer April (1987), S. 10{19
Broome91 Broome, John: Weighting Goods. Oxford 1991
Brugger86 Brugger, Walter (Hrsg.): Philosophisches Worterbuch. Freiburg: Herder
(14., neu bearb. Aufl. 1976), 17., durchges. Aufl. 1986
Budde92 Budde, Reinhard and Heinz Zullighoven:
"
Software Tools in a Programming
Workshop\, in: Floyd92, S. 252{268
Busse95a Busse, Johannes:
"
Komplexitat durch Spezikationen einfach verpackt\, in:
KEZ95
Busse95b Busse, Johannes, Herbert KLaeren und Gabriele Reich:
"
Informatikkennt-
nisse von Jugendlichen, untersucht am Beispiel des 11. Bundeswettbewerbs Infor-
matik 1992/93\, Universitat Tubingen, Wilhelm-Schickard-Bericht WSI-95-2
Busse96a Busse, Johannes:
"
Moral Judgement of Software Design through Metaphor
Analysis\. Proceedings of ETHICOMP96, 6.-.11. 1996, Madrid, Spain, S. 101{112
Busse96 Busse, Johannes:
"
Responsible Computing\, Science and Engineering Ethics
2. 2 (1996), S. 231{232
Bynum85 Bynum, Terrell Ward: Computers and Ethics. Blackwell 1985




Die Informatik und das hermeneutische Forschungs-
programm\, Informatik Spektrum 10. 6 (1987), S. 329{333
Capurro89 Capurro, Rafael:
"
Zur Computerethik: Ethische Fragen der Informations-
gesellschaft\, in Lenk89, S. 259{273
Capurro90 Capurro, Rafael:
"
Ethik und Informatik: Die Herausforderung der Infor-
matik fur die praktische Philosophie\. Informatik Spektrum 13 (1990), S. 311{320
Caroll88 Caroll, John M., Robert L. Mack and Wendy A. Kellog:
"
Interface Meta-
phors and User Interface Design\, in: Helander88, S. 67{85
{ 166 {
Literatur
Chisholm66/85 Chisholm, Roderick M.:
"
Freiheit und Handeln\ (
"
Freedom and Ac-
tion\, in: Lehrer, K. (Ed.): Freedom and Determinism, New York 1966), in: Meg-
gle85, S. 354{387
Compton73 Compton, John J.:
"
Responsibility and Agency\, Southern Journal of
Philosophy 11 (1973), S. 83{89
Coy89a Coy, Wolfgang:
"
Brauchen wir eine Theorie der Informatik?\, Informatik-
Spektrum 5 (1989), S. 256-266
Coy89 Coy, Wolfgang und Lena Bonsiepen: Erfahrung und Berechnung: Kritik der
Expertensystemtechnik. Berlin u. a.: Springer 1989 (Informatik-Fachberichte 229)
Coy92a Coy, Wolfgang:
"
Fur eine Theorie der Informatik!\, in: Coy92, S. 17{32




Automat { Werkzeug { Medium\, Informatik-Spektrum 18
(1995), S. 31{38
DDUW89 Duden Deutsches Universalworterbuch, hrsg. u. bearb.vom Wiss. Rat u.d.
Mitarb. d. Dudenred. unter Leitung von Gunther Drosdowski. 2. Aufl. 1989




Handeln\, in: Meggle85, S. 282{307
Debatin90 Debatin, Bernard:
"
Der metaphorische Code der Wissenschaft: Zur Bedeu-
tung der Metapher in der Erkenntnis und Theoriebildung\, Europaische Zeitschrift
fur Semiotische Studien 2. 4 (1990), S. 793{816
Dennet93Dennett, Daniel Clement: The Intentional Stance. Cambridge, Mass.: MIT
Pr., 1993
Denning89a Denning, Peter J.:
"
Computing as a discipline\, Communications of the
ACM 32 (1989), S. 9{23
Denning89b Denning, Peter J. et al:
"
A Debate on Teaching Computer Science\,
Communications of the ACM 32 (1989), S. 1397{1414
Dienel92 Dienel, Peter: Die Planungszelle: Der Burger plant seine Umwelt; eine
Alternative zur Establishment-Demokratie. Opladen: Westdt. Verlag, 3., durchges.
und erw. Aufl. 1992
Dierkes92 Dierkes, Meinolf et al: Technik und Leitbild. Berlin 1992
Dierkes97 Dierkes, Meinolf: Technikgenese: Befunde aus einem Forschungspro-
gramm [Hrsg. vom Wissenschaftszentrum Berlin furSozialforschung, Abt.: Orga-
nisation u. Technikgenese]; Berlin: Ed. Sigma 1997
Dijkstra89 Dijkstra, Edsger:
"
On the Cruelty of Really Teaching Computer Science\,
Communications of the ACM 32 (1989), S. 1398{1504
Drosdowski86 Drosdowski, Gunther:
"
Worterbuchkritik und Wahrheit\, Zeitschrift
fur germanistische Linguistik 14 (1986), S. 356{361
Drozdek95 Drozdek, Adam: Moral Dimensions of Man in the Age of Computers.
Lanham 1995
Dubiel72 Dubiel, H.: Stichwort
"
Institution\, in: Ritter71
DudenFremdworterbuch82Dudenredaktion, Wissenschaftl. Rat und Drosdowski,
Gunther (Hrsg.): Duden
"
Fremdworterbuch\. Bearb. von W.Muller u. a. Mann-
heim: Bibliographisches Institut, 4., neu bearb. u. erw. Aufl. 1982 (Der Duden in
10 Banden; Bd. 5)
{ 167 {
Literatur
DudenInformatik88 Duden Informatik. Hrsg. vom Lektorat d. BI-Wiss.-Verl. un-




Der Satz und seine Bausteine\, in: Agel92, S. 52{75
Feinberg70a Feinberg, Joel:
"
Sua Culpa\, in: Feinberg70,S. 187{221
Feinberg70b Feinberg, Joel:
"
Collective Responsibility\ (Journal of Philosophy 65
(1968), S. 674{688), reprint in: Feinberg70,S. 222{251
Feinberg70c Feinberg, Joel:
"
Action and Responsibility\, (Black, Max: (Ed.): Phi-
losophy in Amerika. Allen and Unwin 1965), reprint in: Feinberg70, S. 119{151
Feinberg70d Feinberg, Joel:
"
Problematic Responsibility in Law and Morals\, in:
Feinberg70, S. 25{37
Feinberg70 Feinberg, Joel: Doing and Deserving: Essays in the Theory of Respon-
sibility. Princeton (NJ): Princeton University Press 1970
Fischbeck94 Fischbeck, Hans-Jurgen und Regine Kollek (Hrsg.): Fortschritt wohin?
Wissenschaft in der Verantwortung, Politik in der Herausforderung. Munster:
agenda Verlag 1994
Fischer82 Fischer, John Martin:
"
Responsibility and Control\, The Journal of Phi-
losophy 79 (1982), S. 24{40
Floyd85 Floyd, Christiane:
"
Wo sind die Grenzen eines verantwortbaren Computer-
einsatzes?\, Informatik Spektrum 8 (1985), S. 3{6
Floyd92a Floyd, Christiane:
"




Software Developement as Reality Construction\, in:
Floyd92, S. 86{100
Floyd92 Floyd, Christiane, Heinz Zullinghoven, Reinhard Budde und Reinhard




Ethik und Informatik: Ein Problemaufri\. Ms. zum
Vortrag im Kolloquium Ethik und Informatik des ZEW Tubingen am 21. 10. 1994.
Floyd94d Floyd, Christiane:
"
Software-Engineering { und dann?\, Informatik-
Spektrum 17 (1994), S. 29{37
Floyd94 Floyd, Christiane:
"
Kunstliche Intelligenz { Verantwortungsvolles Handeln\,
in: Kramer94, S. 256{278
Floyd95a Floyd, Christiane:
"
Informatik { eine Lernwerkstatt\, FIfF-
Kommunikation Heft 1 (1995), S. 42{49
Floyd95b Floyd, Christiane:
"
Software Engineering: Kritik und Perspektiven\, in:
Friedrich95, S. 238{256
Floyd97a Floyd, Christiane und Herbert Klaeren: Informatik: gestern, heute, mor-
gen. Bearbeiter: J. Busse. Studienbrief zum
"
Fernstudium Informatik und Gesell-







of Action\, in: Fann, K. T: Symposium on J. L.Austin. London 1969, S. 127{147),
in: Meggle85, S. 43{68
French76 French, Peter:
"








Informatik und Gesellschaft in der Hochschule\, in:
Langenheder92, S. 259
Friedrich95 Friedrich, Jurgen, Thomas Herrmann, Max Peschek und Arno Rolf:
Informatik und Gesellschaft . Heidelberg: Spektrum Akademischer Verlag 1995
GI86 GI-FB 8:
"
Empfehlungen zur Einbeziehung der gesellschaftlichen Aspekte der
Informatik in die Informatik-Ausbildung\. Informatik Spektrum 9 (1986), S. 51
Gentner83 Gentner, Dedre:
"
Structure Mapping: A Theoretical Framework for Ana-
logy\, Cognitive Science 7 (1983), S. 155-170
Gosepath71 Gosepath, Stefan: Artikel
"
Rationalitat III\, in: Ritter71, Bd. 8, Sp.
62{66
Gould89 Gould, Carol C.: The Information Web: Ethical and Social Implications
of Computer Networking. Boulder: Westview Press 1989
Grams93a Grams, Timm:
"
Tauschworter im Software Engineering\, Informatik Spek-
trum 16 (1993), S. 165{166
Grewendorf89 Grewendorf, Gunther, Fritz Hamm und Wolfgang Sternefeld:
Sprachliches Wissen: Eine Einfuhrung in moderne Theorien der grammatischen
Beschreibung. Frankfurt: Suhrkamp 1987, 3., durchgesehene Aufl. 1989
Guariso89 Guariso, Gorgio und Werthner, H.: Enviromental Decision Support Sy-
stems. Chinester, England: Ellis Horwood 1989
Gukenbiehl92 Gukenbiehl, Hermann L.:
"




Rationalitat, Dezision oder praktische Vernunft: Zur Dis-
kussion des Entscheidungsbegris in der Bundesrepublik Deutschland\ (zuerst:




Zur Theorie des Glucks im klassischen Utilitarismus\, in:
In Hoe79, S. 120{159
Hoe79 Hoffe, Otfried: Ethik und Politik: Grundmodelle und -probleme der prak-
tischen Philosophie. Frankfurt: Suhrkamp 1979 (stw 266)
Hoe93 Hoffe, Otfried: Moral als Preis der Moderne: Ein Versuch uber Wissen-
schaft, Technik und Umwelt . Frankfurt: Suhrkamp 1993
Hubenthal91 Hubenthal, Ursula: Interdisziplinares Denken: Versuch einer Be-
standsaufnahme und Systematisierung. Stuttgart: Steiner 1991
Hugli95a Hugli, Anton:
"
Sollen II\, in: Ritter71
Habermas91 Habermas, Jurgen Erlauterungen zur Diskursethik. Frankfurt: Suhr-
kamp 1991
Habermas92 Habermas, Jurgen: Faktizitat und Geltung. Frankfurt: Suhrkamp 1992
Haefner84 Haefner, Klaus: Mensch und Computer im Jahre 2000: Okonomie u.
Politik fur eine human computerisierte Gesellschaft , Basel: Birkhaeuser 1984
Harrison82 Harrison, Warren, Kenneth Magel, Raymond Kluczny and Arlan De-
Kock:
"
Applying software Complexity Metrics to Program Maintenance\, Compu-
ter iss. 9 (1982)
Hart49 Hart, H. L. A.:
"
The Ascription of Responsibility and Rights\, Proceedings of
the Aristotelian Society 49 (1948{49), S. 171{194
{ 169 {
Literatur
Hart59 Hart, H. L. A and A.M. Honore: Causation in the Law . New York: Oxford
University Press 1959
Hasted94 Hastedt, Heiner und Ekkehard Martens (Hrsg): Ethik: Ein Grundkurs.
Reinbek: Rowohlt 1994
Hastedt91 Hastedt, Heiner: Aufklarung und Technik: Grundprobleme einer Ethik
der Technik . Frankfurt: Suhrkamp 1991
Haugeland87 Haugeland, John: Kunstliche Intelligenz: Programmierte Vernunft?
(Articial Intelligenz: The Very Idea. MIT Press 1985) Aus dem Amerik. von W.
Husmert. Hamburg u. a.: McGraw-Hill 1987
Haydon78 Haydon, Graham:
"
On Being Responsible\, The Philosophical Quarterly
28 (1978), S. 46{57
Heider58/77 Heider, Fritz: Psychologie der interpersonalen Beziehung. (The Psy-




in: Joerges90, S. 67{72
Heinz93 Heinz, Bettina: Die Herrschaft der Regel: Zur Grundlagengeschichte des
Computers. Frankfurt: Campus 1993
Helander88 Helander, Martin (Ed.): Handbook of Human-Computer Interaction.
Amsterdam: North Holland 1988
Hermes Hermes, H.: Artikel
"
Algorithmus\, in: Ritter71, Bd. 1, Sp. 153{161
Hertzberg78a Hertzberg, Lars:
"
Sich Entscheiden\, in: Apel78, S. 59{78
Hesse95a Hesse, Wolfgang:
"
Uber notwendige, hausgemachte und uberfussige Kom-
plexitat { mussen Informatiker jede Herausforderung annehmen?\, in: KEZ95
Hessky92a Hessky, Regina:
"
Grundfragen der Phraseologie\, in: Agel92, S. 77{93
Hill94 Hill, Wilhelm, Raymond Fehlbaum und Peter Ulrich: Organisationslehre 1:
Ziele, Instrumente und Bedingungen der Organisation sozialer Systeme. Bern:
Haupt, 5. uberarb. Aufl. 1994 (UTB 259)
Hubig93 Hubig, Christoph: Technik- und Wissenschaftsethik: Ein Leitfaden. Berlin:
Springer 1993
Hutchins86a Hutchins, Edwin L., James D. Hollan and Donald A. Norman:
"
Direct
Manipulation Interfaces\, in: Norman86, S. 87{124
Illich75/80 Illich, I.: Selbstbegrenzung: Eine politische Kritik der Technik . (
"
Tools
for Conviviality\) Reinbeck bei Hamburg: Rowohlt 1975, 2. Aufl. 1980
Ingarden70 Ingarden, Roman: Uber die Verantwortung: Ihre ontischen Fundamente.
Stuttgart: Reclam 1970
Jakob91 Jakob, Karlheinz: Maschine, Mentales Modell, Metapher: Studien zur Se-
mantik und Geschichte der Techniksprache. Tubingen: Niemeyer 1991 (Reihe Ger-
manistische Linguistik 123) [Habilitation Freiburg, 1991]
Jeschek88 Jeschek, Hans-Heinrich: Lehrbuch des Strafrechts. Allgemeiner Teil. Ber-
lin: Duncker u. Humblot, 4. Aufl. 1988
Joerges90 Joerges, Bernward (Hrsg.): Wissenschaft { Technik { Modernisierung.
Verhandlungen der Sektion Wissenschaftsforschung der DSG beim 25. Deutschen
Soziologentag in Frankfurt, Oktober 1990. Wissenschaftszentrum Berlin fur Sozi-
alforschung (WZB) 1990, FS II 91-503




Johnson94a Johnson, Gerald J.:
"
Of Metaphor and the DiÆculty of Computer Dis-
course\, CACM 37. 12 (1994), S. 97{102
Johnson95a Johnson, Deborah G. and John M. Mulvey:
"
Accountability and Com-
puter Decision Systems\, CACM 38. 12 (1995), S. 58{64
KEZ95 Komplexitat, Erfahrung, Zuverlassigkeit: AK KEZ im FB Informatik und
Gesellschaft der GI, Workshop 26.{30. 11. 1995, St.Margen bei Freiburg
Kant74 Kant, Immanuel: Kritik der praktischen Vernunft . Hrsg. von Wilhelm Wei-
schedel. Frankfurt: Suhrkamp 1974 (stw 56)
Kaufmann92 Kaufmann, Franz-Xaver: Der Ruf nach Verantwortung: Risiko und
Ethik in einer unuberschaubaren Welt . Freiburg: Herder 1992
Klaeren94a Klaeren, Herbert:
"
Probleme des Software-Engineering: Die Program-
miersprache { Werkzeug des Softwareentwicklers\, Informatik-Spektrum 17 (1994),
S. 21{28
Kling96 Rob Kling (Ed.): Computerization and Controversy: Value Conicts and
Social Choices. San Diego: Academic Press 1996
Knuth Knuth, Donald E.:
"
Learning from our Errors\, in: Floyd92, S. 28{30
Korte92 Korte, Hermann und Bernhard Schafers: Einfuhrung in die Hauptbegrie
der Soziologie. Opladen: Leske u. Budrich 1992
Kramer88 Kramer, Sybille: Symbolische Maschinen: Die Idee der Formalisierung
in geschichtlichem Abri . Wissenschaftliche Buchgesellschaft: Darmstadt 1988
Kramer90a Kramer, Sybille:
"
Die Sakularisierung der Symbole: Ein Projekt der Neu-
zeit und seine (post)modernen Folgen\, in: Joerges90, S. 19{30
Kramer92 Kramer, Sybille:
"
Symbolische Maschinen, Computer und der Verlust des
Ethischen im geistigen Tun: Sieben Thesen\, in: Coy92, S. 335{341
Kramer94a Kramer, Sybille:
"
Geist ohne Bewutsein? Uber einen Wandel in den
Theorien vom Geist\, in: Kramer94, S. 88{110
Kramer94 Kramer, Sybille (Hrsg): Geist { Gehirn { kunstliche Intelligenz: Zeit-
genossische Modelle des Denkens. Ringvorlesung an der Freien Universitat Ber-
lin. Berlin: de Gruyter 1994
Kramer95 Kramer, Sybille:
"
Schrift, formale Sprache und Computer: Was bedeutet
die Formalisierung fur das menschliche Wissen?\, Vortrag Ernst Schroder Kollo-
quium (TH Darmstadt), 12. 5. 1995
Kruger94a Kruger, Lorenz:
"
Uber die Relativitat und die objektive Realitat des
Kausalbegris\, in: Lubbe94a, S. 147{163
Krings73 Krings, Hermann, Hans Michael Baumgartner und Christoph Wild
(Hrsg.): Handbuch Philosophischer Grundbegrie. Munchen: Kosel 1973
Kromann92a Kromann, Hans-Peter:
"
Worterbucher und ihre Benutzer:
Worterbucher mit Deutsch als Objektsprache\, in: Agel92, S. 151{164
Kutschera82 Kutschera, Franz von: Grundfragen der Erkenntnistheorie. Berlin: de
Gruyter 1981
Kwiatkowski87 Kwiatkowski, Gerhard (Hrsg.):Meyers kleines Lexikon Philosophie.
hrsg. von d. Red. fur Philosophie d. Bibliograph. Inst. Mit e. Einl. von Kuno Lorenz.
[Red. Leitung: Gerhard Kwiatkowski ...] Mannheim: Bibliograph. Inst., 1987
Lubbe94a Lubbe, Weyma (Hrsg.): Kausalitat und Zurechnung: Uber Verantwortung






Handeln und Verursachen: Grenzen der Zurechnungsex-
pansion\, in: Lubbe94a, S. 223{242
Ladd89/91 Ladd, John:
"
Computers and moral responsibility: a framework for an
ethical analysis\, in: Gould89, S. 207{227), reprint in: Dunlop91, S. 664{675
Ladd89 Ladd, John:
"
Computers and moral responsibility: a framework for an ethical
analysis\, in: Gould89, S. 207{227
Ladd91 Ladd, John:
"




Corporativism\, in: French91, S. 305{312
Lako80 Lakoff, George und Mark Johnson: Metaphors we live by\. Chicago: Univ.
of Chicago Press 1980
Langenheder92 Langenheder, Werner, Gunther Muller und Britta Schinzel
(Hrsg.): Informatik cui bono? GI-FB 8 Fachtagung, Freiburg, 23.{26. September
1992. Berlin: Springer 1992
Langenscheidt80Messinger, Heinz und Rudenberg, Werner: Langenscheidts Groes
Schulworterbuch: Englisch-Deutsch. Berlin: Langenscheidt, 7.Aufl. 1980
Leeuwen90 Leeuwen, J. van (Ed.): Handbook of Theoretical Computer Science. El-
sevier 1990
Lehmann80 Lehmann, Meir M.:
"
Programs, Life Cycles and Laws of Evolution\, Proc.
IEEE 68 (1980), S. 1060{1076
Leithauser90 Leithauser, Thomas:
"
Exkurs: Sprache und Wissen im interdisziplinaren
Technikdialog\, in: Senghaas-Knobloch90, S. 194{229
Lenk89a Lenk, Hans:
"
Zu einer praxisnahen Ethik der Verantwortung in den Wissen-
schaften\, in: Lenk89, S. 54{75
Lenk89b Lenk, Hans:
"
Konnen Informationssysteme verantwortlich sein?\, Informatik
Spektrum 12 (1989), S. 248{255
Lenk89c Lenk, Hans:
"
Uber Verantwortungsbegrie und das Verantwortungsproblem
in der Technik\, in: Lenk89, S. 112{148
Lenk89 Lenk, Hans und Gunther Ropohl (Hrsg.): Technik und Ethik. Stuttgart: Re-
clam 1987, [2., unverand. Aufl.] 1989
Lenk91b Lenk, Hans:
"
Zum Stand der Verantwortungsdiskussion in der Technik\,
Deutsche Zeitschrift fur Philosophie 39. 11 (1991), S. 1193{1211
Lenk91 Lenk, Hans (Hrsg.): Wissenschaft und Ethik. Stuttgart: Reclam 1991
Lenk92b Lenk, Hans:
"
Gesellschaftliche Probleme und Chancen der neuen Informati-
onstechniken\, Deutsche Zeitschrift fur Philosophie 40. 3 (1992), S. 273{292
Lenk92c Lenk, Hans:
"
Deskriptive und normative Zuschreibungen von Verantwor-
tung\, in: Lenk92, S. 76{100
Lenk92d Lenk, Hans:
"
Praxisnahe Ethik fur die Wissenschaft\, in: Lenk92, S. 14{52
Lenk92 Lenk, Hans: Zwischen Wissenschaft und Ethik. Frankfurt: Suhrkamp 1992
(stw 980)
Lenk93 Lenk, Hans: Philosophie und Interpretation: Vorlesungen zur Entwicklung
konstruktionistischer Ansatze. Uberarb. unter Mitw. von Ekaterini Kaleri. Frank-
furt: Suhrkamp 1993 (stw 1060)






,Verantwortung` als Beziehungs- und Zuschreibungsbegri\, in:
Lenk94, S. 239{273
Lenk94b Lenk, Hans und Matthias Maring:
"
Risiko und Verantwortung: Verantwor-
tung ohne Subjekt?\, Ethik und Sozialwissenschaften 5 (1994), S. 162{163 (Replik
auf Gunther Ropohl,
"
Das Risiko im Prinzip Verantwortung\, ebd, S. 109.)
Lenk94d Lenk, Hans:
"
Zwischen Metaphysik und normativen Interpretationskonstruk-
ten { Die Wiederkehr praktischer Fragen in der analytischen Philosophie\, in: Meg-
gle94, S. 761{784
Lenk94 Lenk, Hans: Von Deutungen zu Wertungen: Eine Einfuhrung in aktuelles
Philosophieren. Frankfurt: Suhrkamp 1994 (stw 1089)
Lenk96 Lenk, Hans undMaring, Matthias:
"
Wer soll Verantwortung tragen? Probleme
der Verantwortungsverteilung in komplexen (soziotechnischen-soziookonomischen)
Systemen\, in: Bayertz96, S. 241{285
Leveson93 Leveson, N.G. and C.Turner:
"
An Investigation of the Therac-25 Acci-
dents\, IEEE Computer July (1993), S. 18{41
Leveson95 Leveson, N.G.: Safeware: System Safety and the Computer Age. Reading
(MA): Addison-Wesley 1995
Li90 Li, Ming and Vitany, Paul M.B.:
"
Kolmogorov Complexity and ist Applications\,
in: Leeuwen90, S. 187{254
LiÆck95a Liffick, Blaise W.:
"
Social Impact Characteristics of Computer Techno-
logy\. Workshop Paper, Proceedings of ETHICOMP95 (Ethical Issues of Using
Information Technology) Vol 2, 28{30 March 1995, De Montford Univ., Leicester,
UK
Lorenz76 Lorenz, Kuno: Art.
"
Kalkul\, in: Ritter71, Bd. 4 (1976), Sp. 672{681
Luft88 Luft, Alfred: Informatik als Technik-Wissenschaft. Mannheim 1988
Luhmann Luhmann, Niklas:
"
Art. ,Komplexitat`\, in: Ritter71
Lullies92 Lullies, Veronika und Rolf G. Ortmann:
"
Was hat Technik mit Politik zu
tun? Koniktmanagement beim IuK-Technik Einsatz\, in: Langenheder92, S. 74{83
Moller83 Moller, Thomas: Ethisch relevante Auerungen von Max Weber zu den
von ihm gepragten Begrien der Gesinnung- und Verntwortungsethik . Munchen:
Minerva 1983 (Minerva Fachserie Rechts- und Staatswissenschaften)
Munch92 Munch, Dieter (Hrsg.): Kognitionswissenschaft: Grundlagen, Probleme,
Perspektiven. Suhrkamp: Frankfurt 1992
Maa92 Maa, Susanne und Horst Oberquelle
"
Perspectives and Metaphors for
Human-Computer Interaction\. in: Floyd92, S. 233{251
Mambrey95Mambrey, Peter, Michael Paetau und August Tepper: Technikentwick-




Unique Ethical Problems in Information Technology\. In-




Unique Ethical Problems in Information Technology\.
Science and Engineering Ethics 2 (1996), S. 137{154
Maring89 Maring, Matthias:
"
Modelle Korporativer Verantwortung\, Conceptus
23. 58 (1989), S. 25{41
{ 173 {
Literatur
Martens94 Martens, Ekkehard: Vortrags-Ms.
"
Was heit: computerunterstutzt Ver-
antwortung wahrnehmen?\, Tagung Ethik und Informatik , 21{22. 10. 1994, Zen-
trum fur Ethik in den Wissenschaften, Universitat Tubingen
May91 May, Larry and Hoffman, Stacy (Ed.): Collective Responsibility: Five De-




Grundbegrie der rationalen Handlungstheorie\, in:
Meggle85, S. 415{428
Meggle85 Meggle, Georg (Hrsg.): Analytische Handlungstheorie. Band 1: Hand-
lungsbeschreibungen. Frankfurt: Suhrkamp 1977, 1985 (stw 488)
Meggle94 Meggle, Georg und Wessels, Ulla (Ed.): Analyomen 1: Proceedings of
the 1st Conference \Perspectives in Analytical Philosophy". Berlin: de Gruyter
1994 (Perspectives in Analytical Philosophy 1)
Mohr94aMohr, Hans:
"
Die Verantwortung des Wissenschaftlers { was steckt eigentlich
dahinter?\, in: Fischbeck94, S. 63{72
Moor79 Moore, James H.:
"
Are there decisions the computer never should make?\,
Nature and System 1 (1979), S. 217{229
Moor85 Moore, James H.:
"












Das Wort und seine Bausteine\, in: Agel92, S. 95{109




Neumann95 Neumann, Peter G.: Computer Related Risks. New York (NY): Addison-
Wesley 1995





Computer Science as Empirical Inquiry: Symbols and Search\,
Communications of the ACM 19. 3 (1976), S. 113{126), in: Munch92
Nida-Rumelin89 Nida-Rumelin, Julian: Der Konsequentialismus { Rekonstruk-
tion und Kritik. Unvero. Habilitationsschrift, Ludwig-Maximilians-Universitat
Munchen, 1989. (Uberarbeitet: Nida-Rumelin93a)
Nida-Rumelin93a Nida-Rumelin, Julian: Kritik des Konsequentialismus. Munchen:
Oldenbourg 1993 (Scientia Nova)
Norman86a Norman, Donald A.:
"
Cognitive Engineering\, in: Norman86, S. 31{61
Norman86 Norman, Donald A. and Stephen W. Draper (Eds.): User Centered Sy-
stem Design: New Perspectives on Human-Computer Interaction. Hillsdale, NJ:
Erlbaum 1986
Nuchelmans Nuchelmans, Gabriel: Artikel
"








Die These von den zwei Moralen?\,
in: Nunner-Winkler91, S. 9{27
{ 174 {
Literatur
Nunner-Winkler91 Nunner-Winkler, Getrud (Hrsg.): Weibliche Moral: Die Kon-
troverse um eine geschlechtsspezische Ethik. Munchen: dtv 1995
Ott96b Ott, Konrad:
"
Strukturprobleme angewandter Ethik und Moglichkeiten ihrer
Losung\, in: Ott96, S. 51{85




Ethik und Informatik\, Typoskript zu Modul 3 im Projekt
Fernstudium Informatik und Gesellschaft, Uni Tubingen, Fak. f. Informatik, 1997
Ott97c Ott, Konrad und Johannes Busse: Ethik in der Informatik. Studienbrief
zum
"
Fernstudium Informatik und Gesellschaft\ (Erprobungsfassung), Universitat
Tubingen, Wilhelm-Schickard-Institut 1997
Ott99a Ott, Konrad und Johannes Busse: Ethik in der Informatik. Tubinger Stu-
dientexte Informatik und Gesellschaft. Universitat Tubingen, Wilhelm Schickard
Institut 1999
Otto95 Otto, Marc und Helmut Schauer:
"
Der Komplexitatseekt zwischen Modell
und Betrachter\, in: KEZ95
Paetau90 Paetau, Michael: Mensch-Maschine-Kommunikation: Software, Gestal-
tungspotentiale, Sozialvertraglichkeit. Frankfurt: Campus 1990 (Campus For-
schung 657)
Partsch91 Partsch, Helmut: Requirements Engineering: Handbuch der Informatik,
Band 5. 5 . Munchen: Oldenbourg 1991
Patzig83 Patzig, Gunther: Ethik ohne Metaphysik . Gottingen: Vandenhoek und Ru-
precht, 2.,durchges. u. erweitert. Aufl. 1983
Pawlowski80 Pawlowski, Tadeusz: Begrisbildung und Denition. Aus d. Polnischen
von Georg Grzyb. Berlin: de Gruyter 1980
Penrose91Penrose, Roger: Computerdenken: Die Debatte um kunstliche Intelligenz,
Bewutsein und die Gesetze der Physik. (The emperor's new mind: concerning
computers, minds, and the laws of physics. New York: Oxford Univ. Press 1989)
Mit ein. Vorw. von Martin Gardner und einem Vorw. zur deutsch. Ausg. von Die-
ter Wandschneider. Aus dem Amerik. von M. Springer. Heidelberg: Spektrum-der-
Wiss.-Verlagsges. 1991
Perlis82 Perlis, Alan J.:
"












Der Begri der Verantwortung\, in: Picht69, S. 318{342
Picht69b Picht, Georg:
"
Struktur und Verantwortung der Wissenschaft im
20. Jahrhundert\, in: Picht69, S. 343{372
Picht69 Picht, Georg: Wahrheit, Vernunft, Verantwortung. Stuttgart: Klett 1969
Pincos88 Pincoffs, E. L.:
"
The Practices of Responsibility-Ascription\, Proceedings
and Addresses of the American Philosophical Association 61 (1988), S. 825{839
Pitcher60/77 Pitcher, George:
"
Handlung und Verantwortung bei Hart\ (
"
Hart on
Action and Responsibility\, The Philosophical Review 69 (1960), S. 226{235),
deutsch in: Meggle85, S. 225{238
{ 175 {
Literatur
Platt95 Platt, Richard G. und Morrison, Bruce:
"
Ethical and social implications of
the internet\. Proceedings of ETHICOMP95 (Ethical Issues of Using Information
Technology) Vol1, 28{30 March 1995, De Montford Univ., Leicester, UK
Pomberger93 Pomberger, Gustav und Gunther Blaschek: Grundlagen des
Software-Engineering: Prototyping und objektorientierte Software-Entwicklung.
Munchen: Hanser 1993
Puntel83 Puntel, Bruno Lourencino:Wahrheitstheorien in der neueren Philosophie:
eine kritisch- systematische Darstellung. Mit e. Vorw. zur 2., unverand. Aufl.
Darmstadt: Wissenschaftliche Buchgesellschaft (1. Aufl. 1978) 2. Aufl. 1983
Puppe88 Puppe, Frank: Einfuhrung in Expertensysteme. Berlin u. a.: Springer 1988
Rodiger95a Rodiger, Karl-Heinz:
"












Gesellschaftliche Innovation durch eine reexive In-
formatik: Zur Steuerung der informationstechnischen Entwicklung\, in: Langenhe-
der92, S. 49{57
Rapp78 Rapp, Friedrich: Analytische Technikphilosophie. Freiburg: Alber 1978
Rheinwald92 Rheinwald, Rosemarie:
"
Das `Chinesische Zimmer' als Test des Turing-
Tests? { Zur Frage, ob Maschinen denken konnen\, Philosophische Rundschau
39. 1{2 (1992), S. 133{156
Ritter71 Ritter, Joachim (Hrsg.): Historisches Worterbuch der Philosophie. Darm-
stadt: Wissenschaftliche Buchgesellschaft 1971
Rolf95a Rolf, Arno:
"
Das Selbstverstandnis der Informatik\, in: Friedrich95, S. 3{77
Rombach Rombach, Heinrich: Artikel
"
Entscheidung\, in: Krings73, S. 361{ 373
Ropohl94 Ropohl, Gunther:
"
Das Risiko im Prinzip Verantwortung\, Hauptartikel,
Kritiken und Replik. Ethik und Sozialwissenschaften 5 (1994), S. 109{194
Roszak86 Roszak, Theodore: Der Verlust des Denkens: Uber die Mythen des
Computer-Zeitalters. Munchen: Droemer Knaur 1986
Roxin92 Roxin, Claus: Strafrecht Allgemeiner Teil, Bd. 1: Grundlagen. Der Aufbau
der Verbrechenslehre. Munchen: C. H.Beck 1992
Rust94 Rust, Heinrich: Zuverlassigkeit und Verantwortung: Die Ausfallsicherheit
von Programmen. Braunschweig: Vieweg 1984
Schafers92a Schafers, Bernhard:
"
Die soziale Gruppe\, in: Korte92, S. 79{94
Schefe92 Schefe, Peter:
"
Theorie oder Aufklarung? Zum Problem einer ethischen
Fundierung informatischen Handelns\, in: Coy92, S. 327{334
Schinzel95 Schinzel, Britta, Lea Meyer und Kirsten Winter:
"
Komplexitatsphano-
mene in der Informatik\, in: KEZ95
Schischko78 Schischkoff, Georgi: Philosophisches Worterbuch. Begr. von Heinrich
Schmidt, neu bearb. von Georgi Schischko. 20. Aufl., Stuttgart: Kroner 1978
Schneider94 Schneider, Hans Julius:
"








Searle80/92 Searle, John R.:
"
Geist, Gehirn und Programme\, in:Munch92 (
"
Minds,
Brains and Programs\, The Behavioral and Brain Sciences 3 (1980), S. 417{457,
auch in: Boden, Margaret A. (Hrsg.): The Philosophy of Articial Intelligence.
Oxford 1990, S. 282{306)
Searle86 Searle, John R.: Geist, Hirn und Wissenschaft: Die Reith Lectures 1984.
(Minds, Brains and Science: The 1984 Reith Lectures. London 1984) Frankfurt:
Suhrkamp 1986, 3., unverand. Aufl. 1992
Seiert92 Seiffert, Helmut und Gerard Radnitzky (Hrsg.): Handlexikon zur Wis-




Juristische Expertensysteme in Deutschland: ein Uberblick\,
Kunstliche Intelligenz Heft 3 (1991), S. 6{12
Senghaas-Knobloch90Senghaas-Knobloch, E. und B. Volmberg: Technischer Fort-
schritt und Verantwortungsbewutsein. Opladen: Westdeutscher Verlag 1990
Shaver85 Shaver, Kelly: The Attribution of Blame: Causality, Responsibility and
Blameworthiness. New York: Springer 1985 (Springer Series in Social Psychology)
Skirbekk89 Skirbekk (Hrsg.): Wahrheitstheorien: Eine Auswahl aus den Diskus-
sionen uber Wahrheit im 20. Jahrhundert. Hrsg. u. eingeleitet von G. Skirbekk.
Frankfurt: Suhrkamp (1. Aufl. 1977) 5. Aufl. 1989 (stw 210)
Snapper85 Snapper, John W.:
"
Responsibility for Computer-Based Errors\, Metaphi-
losophy 16. 4 (1985), S. 289{295
Spaemann Spaemann, Robert: Artikel
"
Freiheit 4\, in: Ritter71, Bd. 2, S. 1088{1098
Storig85/90 Storig, Hans Joachim: Das groe Worterbuch der deutschen Sprache.
Erarb. von Ursula Hermann . . . (Munchen: Lexikographisches Institut 1985) Lizenz-
ausgabe: Stuttgart: Parkland 1990
Storrer92 Storrer, Angelika: Verbvalenz: Theoretische und methodische Grund-




Die kausale Theorie der Handlung\, in: Apel78,
S. 105{151
Stransfeld90 Stransfeld, Reinhard (Hrsg.): Diskurse zur Technikfolgenabschatzung.
VDI/VDE-Technologiezentrum Informationstechnik, Abt. Technikfolgen-
abschatzung, Budapester Str. 40, Berlin, Jahresband 1990
Tarski89 Tarski, Alfred:
"
Die semantische Konzeption der Wahrheit und die Grund-
lagen der Semantik\. In: Skirbekk (Hrsg.): Wahrheitstheorien: Eine Auswahl aus
den Diskussionen uber Wahrheit im 20. Jahrhundert. Hrsg. u. eingeleitet von G.
Skirbekk. Frankfurt: Suhrkamp (1. Aufl. 1977) 5. Aufl. 1989 (stw 210), S. 140{188
Trapp88 Trapp, Rainer:
"
Nicht-klassischer\ Utilitarismus: eine Theorie der Gerech-
tigkeit . Frankfurt: Klostermann 1988 (zugl.: Frankfurt a. M., Univ., Habil.-schr.)
Trauboth93 Trauboth, Heinz: Software-Qualitatssicherung: Konstruktive und ana-
lytische Masnahmen. Munchen: Oldenbourg 1993 (Handbuch der Informatik 5. 2)
Turkle84 Turkle, Sherry: (The Second Self: Computers and the Human Spirit . New
York: Simon and Schuster 1984) Die Wunschmaschine. Der Computer als zweites
Ich. Deutsch von Nikolaus Hansen. Reinbeck: Rowohlt 1984
VanDenHoven95 van den Hoven, M. J.:
"
Equal Access and Social Justice: Informa-
tion as a Primary Good\, Proceedings of ETHICOMP95 (Ethical Issues of Using




Volpert88 Volpert, Walter: Zauberlehrlinge: die gefahrliche Liebe zum Computer .
Munchen: Dt. Taschenbuch-Verl. 1988
Wagner93 Wagner, Ina:
"
A Web of Fuzzy Problems: Confronting the ethical issues\,
Communications of the ACM 36. 4 (1993), S. 94{101
Websters89Webster's Encyclopedic Unabridged Dictionary of the English Langua-
ge. New York: Portland House 1989
Weinryb80 Weinryb, Elzar:
"
Omissions and Responsibility\, The Philosophical
Quarterly 30 (1980), S. 1{18
Weizenbaum78 Weizenbaum, Joseph: Die Macht der Computer und die Ohnmacht
der Vernunft. (Computer Power and Human Reason. From Judgement to cal-
culation. Freeman 1976) Ubers. v. U. Rennert. Frankfurt: Suhrkamp 1978 (stw
274)
Weizsacker74 Weizsacker, Carl Friedrich: Die Einheit der Natur. dtv 1974
Werner94a Werner, Micha Holm:
"
Dimensionen der Verantwortung: Ein Werkstatt-
bericht zur Zukunftsethik von Hans Jonas\, in: Bohler94, S. 303{338
Weydt92a Weydt, Harald:
"
Metaphernfunktionen in Texten\, in: Agel92, S. 35{44
Whitby88Whitby, Blay: Articial Intelligence: a Handbook of Professionalism. Chi-
chester: Ellis Horwood 1988
Wiener94 Wiener, Lauren Ruth: Digitales Verhangnis: Gefahren der Abhngigkeit
von Programmen und Computern. (Digital Woes. Reading (MA): Addison-Wesley
1993) Bonn: Addison-Wesley 1994
Wilhelm94 Wilhelm, Rudolf: Stand und Perspektiven informatischer Berufsethik .
Diss., TU Berlin/Informatik (D83), Berlin 1994
Wille94 Wille, Rudolf und Monika Zickwolff (Hrsg.): Begriiche Wissensverar-
beitung: Grundfragen und Aufgaben. Mannheim: B. I. Wissenschaftsverlag 1994
Wimmer87 Wimmer, Reiner:
"
Beschreibung { Erklarung\, in: Ammon87, S. 29{39
Winograd89 Winograd, Terry und Fernando Flores: Erkenntnis { Maschinen {
Verstehen: Zur Neugestaltung von Computersystemen. (Understanding compu-
ters and cognition: a new foundation for design: Ablex 1986) Aus dem amerik.
von L. Voet. Mit einem Nachwort von W. Coy. Berlin: Rotbuch 1989
Wolf93 Wolf, Jean Claude: Utilitarismus, Pragmatismus und kollektive Verantwor-
tung. Freiburg i. Ue.: Univ.-Verl.; Freiburg i. Br.: Herder 1993 (Studien zur theolo-
gischen Ethik 52)
Wolgast92 Wolgast, Elizabeth: Ethics of an articial person: lost responsibility in
professions and organizations, Stanford: Stanford Univ. Press 1992
Wright71/74Wright, Georg Henrik von: Erklaren und Verstehen. (Explanation and
Understanding. Ithaka NY, 1971) Aus d. Engl. von G. Grewendorf u. G. Meggle.
Frankfurt: Athenaum 1974
Wright74 Wright, Georg Henrik von: Causality and Determinism. New York 1974
Wunderlich Wunderlich, Dieter: Artikel
"




Umgang mit Software, oder: Software als Werk-
zeug und Material\, in: Coy92, S. 141{155
Zimmerli91 Zimmerli, Walther Ch.:
"
Verantwortung des Individuums { Basis einer
Ethik von Technik und Wissenschaft\, in: Lenk91, S. 79{89
{ 178 {
Literatur
Zimmerman88 Zimmerman, Michael J.: An Essay on Moral Responsibility. Towota
(NJ): Rowman and Littleeld 1988
Zimmerman92 Zimmerman, Michael J.:
"
Responsibility\, in: Becker92, S. 1089{1095
Zuse85 Zuse, Horst: Metheoretische Analyse von ststischen Softwarekomplexitats-
maen. Dissertation TU Berlin, FB Informatik, 1985 (D 83)
Zuse91 Zuse, Horst: Software Complexity: Measures and Methods. Berlin: de Gruyter
1991 (Programming Complex Systems 4)
{ 179 {
