Dual-rail encoding, return-to-spacer protocol and hazard-free logic can be used to resist differential power analysis attacks by making the power consumption independent of processed data. Standard dual-rail logic uses a protocol with a single spacer, e.g. all-zeroes, which gives rise to power balancing problems. We address these problems by incorporating two spacers; the spacers alternate between adjacent clock cycles. This guarantees that all gates switch in each clock cycle regardless of the transmitted data values. To generate these dual-rail circuits an automated tool has been developed. It is capable of converting synchronous netlists into dual-rail circuits and it is interfaced to industry CAD tools. Dual-rail and single-rail benchmarks based upon the Advanced Encryption Standard (AES) have been simulated and compared in order to evaluate the method.
Introduction
Secure applications such as smart cards require measures to resist Differential Power Analysis (DPA) [1, 2] . Dual-rail encoding provides a method to enhance the security properties of a system making DPA more difficult. As an example, in the design described in [3] the processor can execute special secure instructions. These instructions are implemented as dual-rail circuits, whose switching activity is meant to be independent from data. Whilst alternatives exist at the software level to balance power, the need for hardware solutions is also mandatory. Special types of CMOS logic elements have been proposed in [4] , but this low-level approach requires changing gate libraries and hence is costly for a standard cell or FPGA user. As a solution, using balanced data encoding such as dual-rail or together with self-timed design techniques has been proposed in [5, 6] .
In recent work [7] a methodology for design of secure circuits was proposed. The main advantage of the method is that it is integrated in a standard design flow. However, this approach suffers from the following drawbacks. First, it is difficult to build a dual-rail gate which consumes the same power regardless of data processed. Even if such a secure gate is built for one set of parameters (output load, supply voltage, environment temperature) it still can expose unbalanced power consumption in other conditions. Second, the use of positive logic and separation of complementary rails imply recalculation of inverted inputs of each gate to the input of the circuit. This may cause a significant (up to four times) increase in circuit size, for instance a tree of XOR gates. Use of positive logic may also increase the length of the critical path because additional inverters are inserted. Finally, the method is only applicable to netlists built of a limited subset of the library gates.
The clock signal is typically used as a reference in power analysis techniques. System "desynchronisation" as in [5, 8] can help hide the clock signal. To mask the operation of a block of logic is a much more 
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Dual-rail code uses two rails with only two valid signal combinations {01, 10}, which encode values 0 and 1 respectively. Dual-rail code is widely used to represent data in self-timed circuits [10, 11] , where a specific protocol of switching helps to avoid hazards. The protocol allows only transitions from all-zeroes {00}, which is a non-code word, to a code word and back to all-zeroes as shown in Figure 2 (a); this means the switching is monotonic. The all-zeroes state is used to indicate the absence of data, which separates one code word from another. Such a state is often called a spacer.
An approach for automatic converting single-rail circuits to dual-rail, using the above signalling protocol, that is easy to incorporate in the standard RTL-based design flow has been described in [8] . Within this approach, called Null-Convention Logic [12] one can follow one of two major implementation strategies for logic: one is with full completion detection through the dual-rail signals (NCL-D) and the other with separate completion detection (NCL-X). The former one is more conservative with respect to delay dependence while the latter one is less delay-insensitive but more area and speed efficient. For example, an AND gate is implemented in NCL-D and NCL-X as shown in Figure 2(b,c) respectively. NCL methods of circuit construction exploit the fact that the negation operation in dual-rail corresponds to swapping the rails. Such dual-rail circuits do not have negative gates (internal negative gates, for example in XOR elements, are also converted into positive gates), hence they are race-free under any single transition.
If the design objective is only power balancing (as in our case), one can abandon the completion detection channels, relying on timing assumptions as in standard synchronous designs; thus saving a considerable amount of area and power. This approach was followed in [13] , considering the circuit in a clocked environment, where such timing assumptions were deemed quite reasonable to avoid any hazards in the combinational logic. Hence, in the clocked environment the dual-rail logic for an AND gate is simply a pair of AND and OR gates as shown in Figure 2 The above implementation techniques certainly help to balance switching activity at the level of dualrail nodes. Assuming that the power consumed by one rail in a pair is the same as in the other rail, the overall power consumption is invariant to the data bits propagating through the dual-rail circuit. However, the physical realisation of the rails at the gate level is not symmetric, and experiments with these dual-rail implementations show that power source current leaks the data values. For example, in the structure in Figure 2 (d) we compare the gate switching profiles when computing two different binary sequences of values c for corresponding input sequences on a and b. The first input sequence is a = 00, b = 00, and the second one is a = 11, b = 11. The switching profile of these sequences at the level of gates is different: in the first sequence there are four firings of OR gate and in the second there are four firings of AND (note that we counted both spacer→ code word and code word→ spacer phases). While there could be ways of balancing power consumption between individual gates in dual-rail pairs by means of modifications at the transistor level, adjusting loads and changing transistor sizes, etc., all such measures are costly. The standard logic library requires finding a more economic solution. We do not consider randomisation techniques in this paper as they can be applied independently, and possibly in conjunction with our method.
Synchronous flip-flops are built to be power efficient, so if they switch to the same value (data input remains the same within several clocks) then nothing changes at the output. The absence of the output transition saves power, but at the same time it makes the power consumption data dependent. In order to avoid this, we make flip-flops operate in the return-to-spacer protocol as in Figure 2 (a). The solution in Figure 3 (a) uses the master-slave scheme, writing to the master is controlled by the positive edge of the clock and writing to the slave is controlled by the negative edge. At the same time the high value of the clock enforces slave outputs into zero (output spacer as in Figure 2 (a)) and the low clock value enforces master outputs into one (a similar spacer for the logic with active zero).
This circuit operates as explained in Figure 3 
Dual spacer dual-rail
In order to balance the power signature we propose to use two spacers (i.e. two spacer states, {00} for all-zeroes spacer and {11} for all-ones spacer), resulting in a dual spacer protocol as shown in Figure 4 . It defines the switching as follows: spacer→code word→spacer→code word. The polarity of the spacer can be arbitrary and possibly random as in Figure 4(a) . A possible refinement for this protocol is the alternating spacer protocol shown in Figure 4 (b). The advantage of the latter is that all bits are switched in each cycle of operation, thus opening a possibility for perfect energy balancing between cycles of operation.
As opposed to single spacer dual-rail, where in each cycle a particular rail is switched up and down (i.e. the same gate always switches), in the alternating spacer protocol both rails are switched from allzeroes spacer to all-ones spacer and back. The intermediate states in this switching are code words. In the scope of the entire logic circuit, this means that for every computation cycle we always fire all gates forming the dual-rail pairs. This makes the circuit more resistant to DPA (see Section 3).
The new alternating spacer discipline cannot be directly applied to the implementation techniques shown in Figure 2 (b,c). Those, both in the logic rails as well as in completion detection assume the fact that for each pair of rails, the {11} combination never occurs. In fact the use of all-ones spacer would upset the speed-independent implementation in Figure 2 (b), because the outputs of the second layer elements would not be acknowledged during code word→all-ones spacer transition. The completion detection for those gates can of course be ensured by using an additional three-input C-element, but this extra overhead would which spacer to inject all-ones or all-zeroes. The toggle can be constructed out of two latches as shown in Figure 5 (c). It operates in the following way:
i.e. x1 changes on positive edge of x, and x2 switches on its negative edge. The frequency of x1 and x2 is half the frequency of x. The rails of the spacer converter are also symmetric, which makes the power consumption of the resultant alternating spacer flip-flop data independent. The optimised version of such a flip-flop (toggle is moved outside) is depicted in Figure 6 . This implementation uses clk2 signal to decide which spacer to inject on the positive phase of clk. The signal clk2 changes on the negative edge of the clock and is formed by a toggle (one for the whole circuit) whose input is clk. The timing assumption for clk2 is that it changes after the output of single spacer flip-flop. Both, the slave latch of the single spacer flip-flop and the toggle which generates clk2 signal, are triggered by the negative edge of clk. The depth of logic in the toggle is greater than in the slave latch of the flip-flop. At the same time clk2 goes to all flip-flops of the circuit and requires buffering, which also delays it. This justifies our timing assumption. It should be mentioned that the inputs of the dual-rail circuit must also support the alternating spacer protocol. Moreover, the same spacer should appear each cycle on the inputs of a dual-rail gate. That means the spacer protocol on the circuit inputs and flip-flop outputs must be synchronised in the reset phase.
Negative gate optimisation
In CMOS a positive gate is usually constructed out of a negative gate and an inverter. That is why the total area overhead in dual-rail logic is more than twofold comparing to single-rail. Use of positive gates is not only a disadvantage for the size of dual-rail circuit, but also for the length of the critical path. Our method for negative gate optimisation [13] is described in this section.
If the all-zeroes spacer of the dual-rail code is applied to a layer of negative gates (NAND, NOR, AND-NOR, OR-NAND), then the output will be all-ones spacer. The opposite is also true: all-ones spacer is converted into all-zeroes spacer. The polarity of signals within code words remains the same if the output rails are swapped.
The spacer alternation between odd and even layers of combinational logic can be used for negative gate optimisation of dual-rail circuits. The optimised circuit uses either all-ones spacer or all-zeroes spacer in different stages (the spacer changes between the layers of logic) as captured in Figure 7 .
In order to optimise a dual-rail circuit for negative gates the following transformations should be applied. First, all gates of positive dual-rail logic are replaced by negative gates. Then, the output rails of those gates are swapped. Finally, spacer polarity converters are placed at the wires that connect the layers of logic of the same parity (odd-to-odd or even-to-even). 
Security of logic gates
In this section the security characteristics of logic gates (single and dual-rail) are studied. All diagrams in this section are result of SPICE analog simulations using the AMS-0.35µ design kit.
We introduce two security characteristics of a circuit w.r.t. DPA attacks: imbalance and exposure time. By imbalance we mean the variation in power consumption when processing different data values. Exposure time is the time during which the imbalance is exhibited. 
Imbalance
Imbalance can be measured as the variation in energy consumed by a circuit processing different data. If e 1 and e 2 are the energy consumptions of two input patterns, then the numerical value of imbalance is calculated as:
Single-rail circuits exhibit significant imbalance and exposure time. The imbalance in a single-rail circuit is mainly caused by data-dependent quantity of switching events.
In a dual-rail circuit with return-to-spacer protocol the number of switching events is constant for every clock cycle. This reduces the data-dependency of power consumption and this is verified in simulation results below. However, the imbalance is not eliminated completely. It still takes place due to the different power consumption of complementary gates which form a dual-rail gate. For example, the power signature of a 2-input dual-rail AND gate (as in Figure 2(d) ) switching from all-zeroes spacer to code zero (the OR component is switching) is different from the same gate switching from all-zeroes spacer to code one (the AND component is switching).
An experiment has been conducted in order to determine the worst case imbalance in a dual-rail gate. For this we chose a 3-input dual-rail NAND gate. Such a gate consists of one standard 3-input NAND gate and one standard 3-input NOR gate. These gates have the maximum difference between the number of transistor levels in their pull-up and pull-down stacks. Four-input gates are not considered as they may be not implementable in future low-voltage technologies. The current consumption of a gate consists of three components: the input generator current, the gate current and the output load current. In the experiment we determined the gate current, which is the source of the imbalance, by subtracting the input generator current from the overall current and removing the load of the gate. For this the same benchmark was simulated twice, under V CC = 0V and V CC = 3.3V . The waveform of the power supply current under V CC = 0V was subtracted from the waveform under V CC = 3.3V . A single positive 1ns pulse with rise and fall times of 150ps was applied to all the inputs of each gate.
The gate currents are shown in Figure 10 . The imbalance is obtained by comparison of the energy consumed during switching. The energy waveforms in Figure 10 are the integrated current starting from time 0.
The full cycle energy imbalance calculated by formula 1 is 10.7%. The energy imbalance during the falling transitions of the gates is 10.4% and during the rising transitions it is 11.1%. The imbalance (being a relative value) becomes smaller if an identical output load is connected to both NAND and NOR gates. Figure 11 shows the gate currents when each gate output load is simulated as a pair of capacitors connected to the ground and V CC , each capacitor is 0.016pF (equivalent to 4 inverter inputs).
The full cycle energy imbalance value in this experiment is 2.1%. The energy imbalance during the falling transitions of the gates is 4.8% and during the rising transitions it is 1.2%. In order to show that the 3-input NAND and NOR gates exhibit the worst case imbalance among simple complementary gates the same set of experiments was also conducted for 2-input NAND and NOR gates.
The full cycle energy imbalance in this experiment was 8.4% for non-loaded gates and 1.3% for the gates loaded with 0.0032pF capacitors.
The experiments have shown that the worst case imbalance in a dual-rail circuit is 10.7%. This imbalance only occurs if the gates are not loaded. The worst case imbalance under a realistic load is 2.1%. Further imbalance reduction is possible by either modifying the circuit so that it uses more symmetrical gates or by modifying the gates at the transistor level.
Exposure time
The longer the imbalance is visible the easier it is to detect using DPA methods. This is why the exposure time of the imbalance should be minimised alongside with imbalance reduction. In a dual-rail circuit the exposure time depends on the spacer protocol. We have evaluated the lower and upper bounds for the exposure time on the single spacer and the alternating spacer protocols. The clock cycle is used as a measure of the exposure time.
In a dual-rail circuit using the single spacer protocol the lower bound of exposure time is one clock cycle and the upper bound is the whole time the circuit operates. These bounds can be derived from the analysis of a dual-rail gate operation. The imbalance in a dual-rail gate is caused by switching one of the components of a dual-rail gate. The upper bound depends upon data. If the gate output switches between alternative code words in each cycle (going through the spacer each time), then the upper bound is 1.5 clock cycles (or 1 clock cycle under the assumption of combinational logic delay being small). In this case, however, the entropy of information at such an output is zero. In order to make the output more informative one can implement somehow (this is not supported by any industrial or to the best of our knowledge by any academic tools) the Manchester serial code at that output. Then the upper bound will be 1.5-2 clock cycle (the second value is for the small combinational logic delay). Finally, if no ad-hoc provisions are made in order to control the sequence of switching, the upper bound becomes undefined. Our benchmarks have shown that the average case of exposure time can be about a dozen of clock cycles.
The exposure time can be reduced by applying the alternating spacer protocol. For this protocol the exposure time lower boundary is 0 (actually, one gate delay) and upper boundary is one clock cycle. Consider a dual-rail gate operating in alternating spacer protocol. In the first half of the clock cycle one component of the dual-rail gate fires introducing a data-dependent imbalance. This imbalance is exposed until the second half of the clock cycle when the other complementary component fires leading the energy consumption to a data-independent constant value. If the first single-rail gate fires just before the positive edge of the clock and the complementary gate fires just after the positive edge of the clock then the lower boundary of the exposure time is achieved. The upper boundary is reached if one single-rail gate fires in the very beginning of the clock cycle and the other gate fires in the very end of the same clock cycle. Under a relatively slow clock the exposure time is about half of the clock cycle.
The following experiment was performed to show the influence of the spacer protocol on the exposure time. Single spacer and alternating space protocols were applied to a 2-input dual-rail AND gate for one clock cycle. In each protocol two different code words were applied to the inputs of the gate: both logical zeroes and both logical ones. The obtained energy waveforms are shown in Figure 12 , the solid line for both logical zeroes and the dotted line for both logical ones code words. The experiment shows that in the single spacer protocol the energy imbalance is not compensated in the current clock cycle, but can be potentially compensated in one of the following clock cycles. In the alternating spacer protocol the imbalance is exposed only between the adjacent spacers, which reduces the exposure time to less than one clock cycle. 
Early propagation and memory effect
Other security-related characteristics of a circuit are early propagation and memory effect. These characteristics have much less impact on the security features of a circuit than imbalance and exposure time. So, it is essential to minimise the circuit imbalance and exposure time before optimising the circuit for the early propagation and memory effect metrics.
The early propagation is the ability of a gate to fire without waiting for all its inputs. Early propagation causes the data-dependent distribution of circuit switching events in time. The effect of early propagation is bounded by half of the clock cycle. One way to avoid the early propagation is to balance all paths by inserting buffers in such a way that all inputs of each gate arrive simultaneously. In a dual-rail circuit NCL-D gates can be used in order to restrict the early propagation effect to limited areas only.
The memory effect is the ability of a CMOS gate to remember its previous state. It is shown by an example of a 2-input NOR gate simulated under two input sequences: a = 00100, b = 01110 and a = 01100, b = 00110, see Figure 13(a,b) respectively. The sequences vary in the second bit only. However, the power signature shows a noticeable difference in the fourth bit (marked with dotted circles). 
Tool description
The described conversion procedure of single-rail into dual-rail circuit has been implemented as a software tool named the "Verimap design kit". It successfully interfaces to the Cadence CAD tools. It takes as input a structural Verilog netlist file, created by Cadence Ambit (or another logic synthesis tool), and converts it into dual-rail netlist. The resulting netlist can then be processed by Cadence or other EDA tools.
The structure of our Verimap design kit is displayed in Figure 14 . The main parts are the tool itself and two libraries. The library of gate prototypes contains the description of gates used in the input netlist.
It facilitates the structural analysis of the input netlist. The library of transformation rules defines: complementary gates needed for construction of the dual-rail logic, the polarity of gate inputs and outputs and specifies if the corresponding dual-rail gate requires completion signal (for asynchronous design only) and if it inverts the spacer. If a predefined dual-rail implementation of a gate is found in the library the tool uses it, otherwise an implementation is built automatically using the rules.
The main function of the tool is conversion of single-rail RTL netlist into dual-rail netlist of either of two architectures: self-timed and clocked, Figure 1(b, c) respectively. It is done in four stages. First, a single-rail circuit is converted into positive logic dual-rail. Second, the positive dual-rail gates are replaced by negative dual-rail gates and the spacer polarity inverters are inserted. Then, the completion signal is generated (asynchronous design only). Finally, a wrapper module connecting the dual-rail circuit to the single-rail environment is added (optional).
Apart from generating netlists, Verimap tool reports statistics for the original and resultant circuits: estimated area of combinational logic and flip-flops, number of negative gates and transistors, number of wires.
The tool also generates a behavioural Verilog file assisting the power analysis of the original and resultant circuits. Being included into simulation testbench these Verilog counts the number of switching events in each wire of the circuits. 
AES Benchmarks
The RTL netlists of two different AES designs were used for the benchmarks to enable comparison. An Open core RTL specification and a modified AES architecture with computed Sboxes based on the design presented in [17] . The symmetric block cipher Rijndael [15] was standardised by NIST as the Advanced Encryption Standard (AES) [14] For decryption the procedure is reversed and inverse versions of the aforementioned functions are applied, excluding AddRoundKey, this has no inverse. A detailed explanation of each function can be found in [17, 15] . For clarity the SubBytes function performs a non linear transformation using byte substitution tables (Sboxes), each Sbox is a multiplicative inversion in GF(256) followed by an affine transformation.
Both designs were synthesised from a RTL Verilog specification using the Cadence Ambit v4.0 tool and AMS-0.35µ library. A brief description of the two architectures follows.
Open core AES architecture
This design operates on 128 bits and has two separate 'sub-cores' one for encryption and the other for decryption; they share the same type of key generation module [16] and initial permutation module, however separate instances exist inside each sub-core. The core is shown in Figure 15 ; each sub core has 16 inverse/S-boxes inside the round permutation module. The initial permutation modules simply perform the AddRoundKey function and the round permutation modules loops internally to perform the 10 rounds and the final permutation module performs the last round. For this yields a complete encryption in 12 clock cycles. The decryption core consists of 16 inverse S-boxes these differ from the S-boxes used for encryption. The key reversal buffer stores keys for all the rounds and these are presented to the round permutation module each round in reverse order. Using this principle a complete decryption can be performed in 12 clock cycles. It must be highlighted that since the keys are used in reverse order -the initial key must be first expanded 10 times to get the last key, taking 10 extra clock cycles. In this design the Inv/SubBytes transformations (sboxes) are hardwired instead of being computed on the fly or stored in a ROM. This can be seen as simply a large decoder. The sub-cores both have 128 pins for plain/cipher text and 128 pins for the key and miscellaneous control pins and logic. 
AES with computed sboxes architecture
This architecture combines encryption and decryption into one core working on 128 bits. The designs' basis is taken from [17] , it was chosen due to its structure namely: it is highly regular (this keeps the layout small), it has short balanced combinational paths, hardware reuse for encryption and decryption which yields a small area and finally it has a 32 pin interface for the data (128 pin for the key) and shared computed sboxes.
The design consists of a key generation unit, control logic and a data unit incorporating 16 data cells, 4 sboxes (these perform the sbox and inverse sbox unlike the open core design) and a barrel shifter. The core is displayed in Figure 16 , since the core does both encryption and decryption the diagram summarises both. putable sbox. For each design a single-rail AES circuit was synthesised from RTL specification by using Cadence Ambit v4.0 tool and AMS-0.35µ library. Our Verimap tool was applied to the netlist generated by Ambit and the dual-rail netlist was produced. The dual-rail circuits were optimised for negative gates and used alternating spacer dual-rail protocol. Both, single-rail and dual-rail designs were analysed for static delays (SDF delay annotation) and simulated in Verilog-XL v3.10. By keeping to the RTL design flow the netlists can be directly used in the back-end design tools of Cadence.
The statistics for the parts of AES, namely ciphers and sboxes, are shown in Table 1 , Table 2 and Table 3 . The purpose of the first experiment was to evaluate the correlation between data and switching activity of the circuits. Switching activity is the number of switching events in the circuit within one clock cycle. Table 1 presents the minimum, average and maximum switching activity for the sboxes and ciphers. These values were obtained by simulating the circuits with a number of input vectors: 10,000 random input vectors for sboxes and 284 standard AES testbench vectors for ciphers. The experiment shows a significant difference between the min/average/max switching activity values for the single-rail sbox benchmarks. The minimum value is zero, and the maximum values are up to 48% higher than the average values. At the same time, switching activity for the dual-rail circuits is constant.
In the single-rail switching activity varies significantly depending on data and clearly they exhibit zero switching activity if the input data does not change. In addition many switching events in single-rail circuits are caused by hazards and the single-rail sbox benchmarks are no exception. Here the hazards caused up to 80% of data-dependent switching events. The number of switching events in dual-rail combinational logic is constant for any input data and is equal to the number of wires (as every second wire switches twice). The single and dual-rail implementations of the AES ciphers were simulated to enable comparison with sbox results. Switching activity in the open core dual-rail cipher is 351% higher than in the single-rail cipher and 255% higher for the AES design with computed sboxes. These values are greater than the results for their corresponding combinational logic sboxes. The bigger difference can be explained by the nature of computations in complex circuits. They execute in bursts, which are defined by the algorithm. Under a burst the switching is similar to our experiments with combinational circuits. However, between the bursts the situation is significantly different: a single-rail circuit is inactive and a dual-rail circuit continues to 'burn power' by switching between code words and spacers.
A possible way to address this issue is to implement clock gating. This, however, should be different from the conventional clock gating technique. It is important to make it data-independent. At this stage we do not see a feasible way of implementing this at the netlist level. Most likely it will require analysis of behavioural specifications. We view this idea as a subject of future work.
In order to compare the security features of single spacer and alternating spacer circuits, the AES design with computable sboxes was also converted into single spacer dual-rail. Both, single spacer and alternating spacer dual-rail implementations were simulated with 284 input vectors from the standard AES testbench in the encryption and decryption modes. The switching activities of "1" and "0" rails were recorded separately. Table 2 shows the worst case difference in switching activity between "1" and "0" rails. The imbalance between the number of switching events in the rail_1 and rail_0 is calculated as imbalance = |rail_1−rail_0| rail_1+rail_0 · 100%. While the total switching activity is the same in both implementations, the single spacer implementation exhibits significant differences in the number of switching events on the complementary rails. As the complementary gates within a dual-rail gate have different power consumptions, the power signature of the single spacer dual-rail circuit becomes dependent on the processed Table 2 : Switching activity in dual-rail rails
The cost of improved security features is the increase in the number of gates, wires and area, see Table 3 .
The benchmarks indicate only 84-88% overhead in gate numbers (a positive gate is counted as a pair of a negative gate and an inverter) for AES design with computable sboxes. This is less than 100% due to the negative gate optimisation. For Open core design the overhead is more than 100% due to the structure of its sbox module. During the negative logic optimisation of Open core sbox more inverters were inserted into not-critical path (as components of spacer inverters) than removed from the critical path.
The number of wires is increased by 117-145%. Wires are duplicated in a dual-rail circuit and then spacer converters are added, further increasing the number of wires.
The estimated area of the benchmarks combinational logic indicates a 102%-127% overhead. A significant area increase for flip-flops (228%-289%) can be explained by using dual-rail flip-flops constructed out of standard logic gates. This can be improved by transistor level optimisation of the flip-flops. Figure 17 visualises the security improvement for the AES block. These diagrams have been generated from the AES design versions with computed sboxes: in single-rail and in dual-rail using the alternating spacer protocol. As the Open core AES design yielded similar plots they are not shown. Figure 17(a) clearly shows the initial operation of the circuit and the AES computation phases. Table 3 : Circuit size data being clocked into the circuit, the middle peaks show the iterative rounds being performed and the last peaks show the data being clocked out. On the other hand looking at Figure 17 (b), the operation is masked, now the 'clocking in and out' and AES computation rounds are indistinguishable from one another. The repetitive peaks correspond to the spacer and data alternation. The diagrams were generated using Synopsys Nanosim mixed-signal simulation software, which permits fast mix-signal simulation up to 100x faster than a purely SPICE simulation. The single-rail and dual-rail AES implementations were simulated using the same, randomly chosen, key and input data. Simulations were performed with different keys and input data to ensure fairness; similar plots for the dual-rail implementation were also spawned from each simulation, which confirms the improvement in security.
The security improvement in combinational logic blocks is illustrated in the example given in Figure 18 . The Open Core sbox was simulated under 16 random data values. The diagram in Figure 18 (a) shows the power signature in the single-rail implementation and the four diagrams in Figure 18(b) show the power consumption of the dual-rail implementation with alternating spacer. From these diagrams one can see a significant security improvement. One can also observe early propagation effects, which will be addressed in our future work.
It is clear that in the AES designs there are opportunities to minimise power consumption as not all logic is necessarily being used all the time. Industry synthesis tools can identify sleep mode logic and use this information to annotate places in the netlist which could be committed to sleep mode logic later in the design flow. This low power optimisation could be utilised in our dual rail circuitry, one approach would be to put a spacer on the input to the identified sleep mode logic and holding this there for the clock cycles whilst it is not used. By doing so the switching is now zero, thus saving power. This technique would not reveal data as the sleep mode logic is in a "meaningless" spacer state. By using the synthesis tool to identify the sleep mode logic we are adhering to the RTL design flow and our conversion tool could use the annotated netlist to apply the optimisation to dual rail circuits; note the committal stage of the sleep mode logic would need to be different to what the synthesis tools would do (simple AND gates using a control signal). Presently this has not been implemented in the tool but investigated using schematic entry with simple examples which gave promising results. This needs to be investigated further together with the clock gating idea. 
Conclusions
We have presented a technique for improving resistance to DPA attacks at the hardware level by power balancing in a deterministic way. The power consumption within each cycle of operation is constant. Our technique uses two spacers alternating in time within the dual-rail logic framework. It is very cheap yet effective and is supported by software tools that interface to standard RTL design flow tools used by most 
