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ABSTRACT
Dust coagulation in interstellar space and protoplanetary disks is usually treated as one of 2 extreme cases: Particle-
Cluster Aggregation and Cluster-Cluster Aggregation. In this paper we study the process of hierarchical growth, where
aggregates are built from significantly smaller aggregates (but not monomers). We show that this process can be
understood as a modified, PCA-like process that produces porous, but non-fractal particles whose filling factor is
chiefly determined by the porosity of the building blocks. We also show that in a coagulation environment where
relative velocities are driven by turbulence, a logarithmically flat mass distribution (equal mass per mass decade) as
it is typically found in environments where fragmentation replenishes small grains, leads to a situation where small
particles and aggregates dominate the growth of large ones. Therefore, in such environments, hierarchical growth should
be seen as the norm. Consequently, we predict that the aggregates in such environments are not fractals with extremely
low densities as they would result from extrapolation fractal laws to large sizes. The compactification of aggregates
does not only result from collisions with enough energy to restructure aggregates - it starts already earlier by filling
voids in particles with smaller grains that contribute to the growth.
ircumstellar matter – stars: formation – dust: proceses
1. Introduction
The formation of planets proceeds in disks surrounding
young stars. Small dust grains collide and stick to each
other growing to larger and larger sizes. This growth ini-
tially involves energies that are insufficient to break or even
deform aggregates (also referred to as particles or agglom-
erates) made of smaller constituents - monomers (also re-
ferred to as grains). In the commonly accepted scenario,
dust grows to relatively large, at least dm-sized particles.
At these sizes aggregates suffer from a very strong head
wind (due to sub-Keplerian motion of the gas) that leads
to strong radial drift (Weidenschilling 1977)) and destruc-
tive collisions (e.g. Brauer et al. 2008). These processes are
critical to our understading of planet formation, and they
depend strongly on the porosity of the dust grains (Brauer
et al. 2007).
The growth of aggregates from small monomers is
usually treated in one of two limiting cases: Particle-
Cluster Aggregation (PCA) and Cluster-Cluster Aggrega-
? This paper was originally submitted to A&A in June 2009.
Despite a positive report by an anonymous referee, it was never
published since the referee asked for an analytical derivation of
some of the results. D. Paszun had left astronomy by then, so
we never did comply with this request, even though it should
be possible to do that derivation. I (C. Dominik) am putting it
up on arXiv now because the results have renewed relevance in
relation to Rosetta results (Bentley et al. 2016), and the various
studies on pebble collapse as a model for comet and planetesimal
formation (e.g. Lorek et al. 2016; Blum et al. 2014). This study
was part of the PhD thesis of Dr. D. Paszun at the University of
Amsterdam. An electronic version of that PhD thesis is available
at http://www.astro.uva.nl/static/research/
theses/phd/dm-paszun.pdf
tion (CCA). These terms are sometimes used loosely. PCA
means the formation of an aggregate by a succession of col-
lisions with individual monomers. Each collision can be seen
as an independent collision, the impactors always come in
as individual particles and do not collide with other im-
pactors on the way in. CCA means the build-up of a large
aggregate in a sequence of collisions of aggregates of similar
sizes. In its purest form, the two colliding aggregates will
always have exactly the same size, in reality they will be
similar in size.
It has been shown that the structure of the aggregates
formed by PCA and by CCA, respectively, is very different.
PCA aggregates get a homogeneous structure. The core
of the aggregate has a constant density and is therefore
not fractal in nature. In full generality this has been shown
by Ball & Witten (1984) who demonstrated that the PCA
buildup is subject to a causality condition that requires a
lower limit for the fractal dimension Df of the forming ag-
gregate given by Df ≥ Dspace −Dapproach + 1 where Dspace
is the dimension of space and Dapproach is the fractal di-
mension of the trajectory of the approaching particle. For
ballistic approach trajectories, we have Dapproaching = 1,
and in normal 3D space, this means that Df ≥ 3. There-
fore, pure PCA aggregates are non-fractal.
The case of CCA aggregates has been studied in the
laboratory (e.g. Krause & Blum 2004) and theoretically
(Kempf et al. 1999; Paszun & Dominik 2006) as well, and
it has been shown that such growth leads to much smaller
fractal dimensions. The details depend again on the struc-
ture of the collision trajectory of the particles and on the
rotational state of the colliding aggregates.
Physically, PCA and CCA aggregation represent very
different growth conditions. PCA corresponds to a runaway
growth situation, where one or a small number of particles
consume all the other particles before they have time to ag-
gregate themselves. This means that the typical timescale
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for a particle to collide with the runaway aggregate must
be shorter than the time to collide with any monomer in
the environment. At least in a situation where the aggrega-
tion process starts with only small particles present, this
is a very unrealistic situation. Therefore, in practice, at
least initially CCA is the much more likely situation. A
good example is the growth of aggregates under conditions
where relative motions are governed by thermal motions,
e.g Brownian motion of particles in a rarefied gas. Such
growth has recently been studied under microgravity con-
ditions and indeed it was shown that this process leads to
a narrow size distribution (Krause & Blum 2004), implying
that the typical collision takes place between two aggre-
gates of similar size. Consequently and as expected, such
experiments show the buildup of fractal aggregates, with
fractal dimensions around 1.5. As long as the collision ve-
locities are largest between the smallest grains, the growth
process will deplete the smallest particles by collisions with
other small particles and in this way keep the size distribu-
tion narrow. CCA-like growth is the result and will continue
until the basic physics of the growth process change. The
fractal structure of the aggregates is not even a requirement
for growth to proceed in a CCA-like way. As long as small
particles are removed efficiently, the size distribution will
remain compact and collisions of similar-sized particles will
be dominant in determining the growth process.
There are two basic conditions under which the growth
process will leave the CCA path and we will call these con-
ditions the runaway and the fragmentation case.
In the runaway case, the conditions change to those also
needed for PCA growth: the relative motions of particles be-
come such that indeed the most likely collision for a small
particle or aggregate is the collision with a large particle. In
protoplanetary disks, such conditions may arise when sys-
tematic motions start to govern the relative motions rather
than thermal motions. For example, under the conditions
of turbulent motions in the gas, we can have two kinds
of particles. Small particles that are very well coupled to
the gas follow a similar motion and thus their relative ve-
locities remain small (Voelk et al. 1980; Weidenschilling &
Cuzzi 1993; Ormel & Cuzzi 2007). The dust-gas interaction
is quantified by the Stokes number St = τf/τL, where τf
is the stopping or friction time of a particle and τL is the
overturn time of the largest eddies (usually assumed to be
of the order of the Kepler time ∼ Ω−1). The stopping time
of a particle is given by
τf =
3
4csρg
m
σ
, (1)
where cs is the sound speed in the gas, ρg is density of gas,
m is the mass of a dust particle, and σ is the projected
surface of the particle. Larger particles with Stokes num-
bers close to unity will start to decouple from the gas and
find themselves in a sand-blasting stream of gas containing
small, well-coupled particles.
The second case is that of fragmentation. It was shown
by Dullemond & Dominik (2005); Dominik & Dullemond
(2008) that the observed abundance of small grains in pro-
toplanetary disks is actually best explained by ongoing frag-
mentation that destroys aggregates of a certain size and
puts the mass of these back into small grains. In such a
case, small grains will always contribute to the growth and
in this way introduce a hierarchical growth component.
In order to understand the evolution of porosity during
the coagulation of dust particles, it is therefore important to
understand the effects of hierarchical growth. In this paper,
we will study hierarchical growth and describe the structure
of aggregates formed in this way.
2. Methods
To study the structure of aggregates resulting from hier-
archical growth, we use the model developed by Paszun &
Dominik (2006). In this approach, aggregates are treated as
rigid bodies that freely move and rotate in 3-dimensional
space. Aggregates can move simply ballistically on trajec-
tories that lead to collisions, or they may be embedded
in a medium causing both motion and rotation to change
frequently (after one stopping length) in order to model
Brownian motion. In this study we will concentrate on the
low density limit in which the mean Brownian path length
of an aggregate is larger that the size of the aggregate, so
that the motion can be seen as ballistic during the collision.
Paszun & Dominik (2006) had shown that under high den-
sity conditions in the innermost parts of the solar nebula
this condition may not hold (e.g., aggregates made of 103
micron-sized monomers at densities above ρg > 10−9 g/cm3
have a mean free path shorter than their own size), but it is
valid throughout a large part of the solar nebula including
the formation region of the Earth. A basic assumption of
this model is that aggregates do not restructure, i.e. that
any contact made between grains stays forever and cannot
be moved. Physically, this is equivalent to the assumption
that collision energies are much lower than the energy re-
quired to initiate restructuring. This energy is given by the
rolling energy
Eroll = 6pi
2γRξcrit. (2)
In Eq. (2), γ is the surface energy, R is the reduced ra-
dius of two monomers in contact, and ξcrit is the critical
displacement needed to initiate irreversible rolling. We re-
fer the reader to Dominik & Tielens (1997); Chokshi et al.
(1993) for detailed description of the contact physics.
In Paszun & Dominik (2006) this model has been used
to collide aggregates of equal size and is capable to simulate
small aggregates, which was sufficient for the comparison
with zero-gravity laboratory experiments (Krause & Blum
2004). To study the effects of hierarchical growth, aggre-
gates must be built that consist of millions of monomers.
To speed up the search for new contacts between colliding
aggregates, we have implemented an efficient nearest neigh-
bor search (NNS) algorithm to improve the performance of
the model (Hockney & Eastwood 1988). The algorithm we
are using is optimized for the special setup of the model:
there is no need to search for nearest neighbors within each
aggregate, but only between grains of different aggregates.
Therefore, we keep the particle lists for each aggregate sep-
arate. With the nearest neighbor search, the dependence of
the computation time on the number of monomers is now
reduced from O(N1 ×N2) to O(N2 × log(N1)).
The computations are very efficient and allow the con-
struction of aggregates with up to 107 monomers. The com-
putational bottleneck is no longer the collision search, but
the rotation of the large target aggregate which requires N
matrix operations to compute positions of the monomers
for each time step. However, it turns out that we can safely
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ignore rotation for the present study, because the rotation
of the large aggregate will quickly become negligible. In or-
der to demonstrate this, lets assume that the kinetic energy
E governing the random motions of the aggregates (for ex-
ample through Brownian motion) remains constant during
the growth. As the mass of the projectiles remains con-
stant during the hierarchical growth process, we keep the
approach velocity of a small projectile vp constant as well.
As the target becomes larger, its own random motions can
be ignored and the approach velocity is dominated by the
velocity of the small projectile. In order to see if the rotation
of the target is important, we need to compare the linear
approach velocity with the velocity of the outer regions of
the target caused by its rotation. The angular velocity of a
target particle is given as
ωt =
√
2E
I
=
√
2E
Cm0NR2
, (3)
where I is the moment of inertia, m0 is a monomer mass,
and the constant C depends on a geometry of an aggregate
(e.g. for a sphere C = 2/5). The equivalent circumferential
speed is then
vcir,t ∝
√
1
N
(4)
and decreases with increasing mass. Even if the approach
velocity is comparable to the velocity caused by rotation
initially, when target and projectile are of similar size, the
ratio of the two velocities quickly approaches zero as the
target is growing. Therefore, we will conduct most of this
study ignoring rotation during approach. We will, however,
confirm the validity of this assumption with a test calcu-
lation (see Sect. 4.3). Within a few collision timescales the
rotation of the target aggregate effectively stops and only
rotation of projectiles can be considered. We will discuss
this effect separately in Sect. 4.
A schematic picture of a collision configuration is shown
in Fig. 1. A target aggregate initially is of the same size
Fig. 1. A sketch of a collision. Aggregates rotate around a ran-
dom axis and approach at random impact parameter b. The rel-
ative velocity ∆v is assumed to be in the hit-and-stick regime.
as the incoming projectile. As the growth progresses, the
size of the target increases. Thus the process starts as a
perfect case of the CCA aggregation and smoothly turns
into the PCA-like hierarchical case. In the cases where we
do treat rotation, both particles spin around random axes
with rotation velocities ωi. All velocities are drawn from
the Maxwell distribution. The temperature is assumed to
be 300 K and monomers are 1 micron (in diameter) sized
silica spheres.
To quantify the structure of aggregates produced by hi-
erarchical growth, we use the filling factor within a sphere
enclosing the entire aggregate
φ = N
( r0
rout
)3
, (5)
where N is number of particles in an aggregate, r0 is the
monomer radius, and rout is the outer radius of the aggre-
gate.
PCA particles generally have a uniform density struc-
ture, meaning that the filling factor is constant throughout
the core of an aggregate. The density will not be constant
throughout the entire aggregate because of an inevitable
transition region in the outer parts of the aggregate - we
will discuss this region in more detail in Sect. 4.1. CCA ag-
gregates, on the other hand, are known to have a fractal
structure resulting in a density decreasing from the core to
the outer regions with a power law dependence
ρ(r) ∝ rDf−3, (6)
where Df is the fractal dimension and is about 1.5 for the
ideal CCA process (Krause & Blum 2004; Paszun & Do-
minik 2006).
To study the effects of projectile size, we grow aggre-
gates by sequential addition of particles of constant mass.
We sample over two orders of magnitude in projectile mass.
Our smallest projectiles are monomers, and the largest are
built of 256 grains. The intermediate masses are successive
powers of two in monomer mass (20m0, 22m0, . . . , 28m0).
It is to be expected that the internal structure of the
projectiles will also have influence on the resulting aggre-
gates. We cover this parameter by considering two extreme
cases for growing the projectiles. In the first case, projec-
tiles are made by PCA aggregation, leading to projectiles
with an upper limit (reached only in the case of large ag-
gregates) for the filling factor of φ = 0.15 (Kozasa et al.
1992). The real aggregates used for this simulations have
lower filling factors, typically φ ≈ 0.05.
3. Results
We present the internal structure of 16 aggregates pro-
duced in the hierarchical growth using projectiles of dif-
ferent structure and mass. Table 1 shows the final size of
the grown aggregates in units of the projectile mass. Note
that in terms of number of monomers, the largest aggre-
gates are the ones made of large projectiles, reaching about
6.5 × 106 monomers for the aggregates grown from 256-
mers. However, we give the mass in units of the projectile
mass because the degree to which the structural limit of
hierarchical growth can be reached is determined by this
number rather than the number of monomers. The growth
of largest particles is limited to 25000 projectiles.
3.1. Non-fractal (PCA) projectiles
The simplest case of the hierarchical growth is the sequen-
tial addition of monomers onto a larger target (the pure
PCA case). This process has been studied before and we
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Fig. 2. Aggregates produced by a sequential coagulation of small PCA projectiles of a constant size. Each panel presents a
horizontal bar indicating length of 100 µm. Projectile mass is: A-Np = 20, B-Np = 22, C-Np = 24, D-Np = 25, E-Np = 26,
F-Np = 28.
Table 1. Mass of aggregates presented in this paper normalized
to projectile mass. a - Simulation of hierarchical growth with
rotation taken into account.
Np final N/Np
aggregates made of bullet type
PCA CCA CCAa
20 497 500 497 500 40 300
21 328 500 328 500 11 400
22 296 250 198 900 6 080
23 210 000 125 000 3 840
24 140 625 112 150 1 880
25 87 500 60 290 1 090
26 81 500 42 000 750
27 45 625 – 460
28 25 900 26 500 245
present it as a reference case in this study. Aggregates pro-
duced from PCA projectiles of different mass are presented
in Fig. 2. The reference particle is shown in Fig. 2a. Its
physical size is indicated by a scale bar that represents
the length of 100 µm, i.e. 100 monomer diameters. This
particle consists of approximately N ≈ 5 · 105 monomers
(cf. Tab. 1). The remaining aggregates shown in the figure
are grown from projectiles of increasing mass. They con-
tain more monomers, but the number of impactors forming
these aggregates decreases with increasing projectile mass.
The largest aggregate consists of over N = 6·106 monomers
(Fig. 2f), but merely ∼ 26000 projectiles (each consisting
of 256 grains).
Fig. 3. The filling factor of aggregates formed by the hierar-
chical growth as a function of projectile size. The solid lines
represent filling factor of final aggregates, while the dashed lines
show the filling factor of projectiles.Black lines correspond to
PCA case, while the grey lines to the CCA case.
The mass difference between the largest (Fig. 2f) and
the smallest (Fig. 2a) aggregates is about one order of mag-
nitude. The physical size also differs about one order of
magnitude, which already indicates that the internal struc-
ture of agglomerates produced by the hierarchical growth
depends on projectile size. This can directly be seen by in-
specting the outer layers of all particles, where the size of
voids increases with increasing projectile size (cf. Fig. 2a
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– Fig. 2f). Also the overall filling factor decreases as the
projectile size increases. This behavior is shown quantita-
tively in Fig. 3, along with the filling factors of the projec-
tiles themselves. The filling factor of the PCA projectiles
decreases from one (for monomers) to about 0.04 (for 256-
mers) and clearly stabilizes at about this value. The filling
factor of the aggregates formed by hierarchical growth (solid
black line) decreases by over an order of magnitude as the
PCA projectile mass increases from 1 to 256 monomers.
Moreover, the decrease of the overall filling factor does not
slow down as in the case of projectiles. This decrease for
large, hierarchically grown aggregates is caused by two ef-
fects. The main effect is due to the decreasing filling factor
of the projectiles. Since they can be considered as porous
grains, their coagulation directly leads to a lower filling fac-
tor than in the pure monomer PCA case. However, as the
filling factor of the projectiles is stabilizing near 0.04, one
might expect that also the filling factor of the aggregates
grown from these particles should stabilize, a result that is
not evident in Fig. 3. As we will see below, this is caused by
the comparatively large transition region close to the sur-
face of the aggregate. For the largest projectiles, the compu-
tation has not advanced far enough to make the aggregate
core dominate the overall filling factor. For a better view on
the internal structure, we show in Fig. 4 the packing density
φ(r) as a function of distance from the center of mass of an
aggregate. The filling factor is roughly constant throughout
Fig. 4. Density structure of aggregates formed by a sequential
incorporation of small PCA bullets. Different lines correspond
to aggregates formed out of projectiles of different masses. From
top to bottom, projectile masses are: Np = 20, 21, 22, . . . , 28.
The inset shows the fractal dimension Df determined for these
aggregates as a function of the mass of a projectile.
the inner region of aggregates. Small fluctuations indicate
local inhomogeneities due to the finite size of monomers.
These local density variations increase with increasing pro-
jectile mass, an effect of the larger building units and their
own internal structure. The core density structure of two
aggregates made of the largest projectiles (Np = 128 and
Np = 256) is very similar. In combination with the result
that the projectile filling factors were very similar, this in-
dicates that the resulting density of an aggregate formed by
hierarchical growth is mainly a function of the filling factor
of the building components. In fact, filling factor in the in-
ner region has the value of about φ ≈ 0.02, not far from the
value φ = 0.0225 = 0.152. This latter value would be ex-
pected from an idealized two-step aggregation process. The
formation of the projectiles from monomers through PCA
growth causes a filling factor of 0.15. If we assume that these
aggregates are spherical as well, the following build-up of
the target from these projectile aggregates lowers the filling
factor by the same factor again. What is interesting here is
that the filling factors of our projectiles were actually lower
(0.04), due to the fluffy transition area at the projectile sur-
face. From the simple argument above, we would expect a
filling factor of φ = 0.04 ∗ 0.15 = 0.006. The fact that the
true value is much closer to 0.152 shows that, apparently,
the second growth step does compensate the low projectile
filling factor by a certain degree of geometrical penetration.
Since projectiles have fluffy surface regions, the first con-
tact occurs after the projectile has penetrated a bit into the
surface region of the target, filling some of the voids created
by the projectile formation. This result is further discussed
in Sect. 4.2.
The uniform density throughout the core of aggregates
indicates that their structure is non-fractal. To verify this,
we determine the fractal dimension Df of our aggregates by
fitting the data with a power-law function
N(rg) = K
(
rg
r0
)Df
, (7)
where K is the fractal pre-factor and rg is the radius of
gyration defined as
rg =
√∑N
i r
2
i
N
, (8)
with ri being a distance of i-th grain from the center of
mass. This gyration radius is calculated for an aggregate
at different stages of its growth sequence. Since the struc-
ture of the projectiles influences the fit at small N(rg), the
power-law exponentDf is fitted to the outer half of the mass
of an aggregate. The resulting fractal dimensions of differ-
ent particles are shown in an inset of Fig. 4. The fractal
dimension oscillates between Df = 2.9 and Df = 3.0, which
shows the non-fractal structure of particles, as expected for
the PCA case (Ball & Witten 1984).
3.2. Fractal (CCA) projectiles
CCA growth produces porous, fractal aggregates (Krause &
Blum 2004; Paszun & Dominik 2006). The filling factor of
these particles depends on mass (due to fractal structure)
and is lower than that of PCA clusters of equal mass. This is
a direct result of the CCA process, in which the void volume
is increased with every growth step. The hierarchical growth
with these fluffy projectiles is expected to produce more
porous particles than in the case of PCA bullets.
The Results of hierarchical growth by a sequential ag-
glomeration of CCA particles are presented in Fig. 5. At
first sight, in comparison with the PCA bullet case, these
aggregates show no spectacular differences. All particles
have an approximately spherical shape and indicate an in-
crease of porosity with increasing bullet mass. In Fig. 5a we
present the reference aggregate made by a sequential accu-
mulation of monomers. Note that this is just a copy of the
aggregate in Fig. 2a. Even though the total mass of aggre-
gates made of fractal (CCA) bullets is lower (cf. Tab. 1),
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Fig. 5. Aggregates produced by a sequential coagulation of small CCA projectiles of a constant size. Each panel presents a
horizontal bar indicating a length of 100 µm. Projectile mass is: A-Np = 20, B-Np = 22, C-Np = 24, D-Np = 25, E-Np = 26,
F-Np = 28.
the size (as indicated by the bar in each panel of Fig. 5)
is very similar to or even larger than in the case of PCA
projectiles. Obviously, the global filling factor of the new
aggregates is much lower now. Quantitatively this is shown
in Figure 3. The solid, grey line indicates the filling factor of
aggregates produced by the hierarchical growth with CCA
projectiles. For monomer and dimer bullets, the agglomer-
ates are obviously identical since the bullets are identical
as well. However, even for quadrumer and octomer bullets,
the filling factors of the final aggregates are identical both
for CCA and PCA bullets. However, this is a direct conse-
quence of the fact that the filling factors of bullets them-
selves hardly differ from each other at these small sizes.
Starting at Np ≥ 24, the differences between the targets do
become significant and again simply reflect the changes in
the bullet properties.
Again, the filling factors plotted in Figure 3 are influ-
enced by the fluffy transition region close to the aggregate
surface. A better view at the limiting filling factors that are
reached by this process and realized in the cores of the ag-
gregates is given in Figure 6 which shows the density struc-
ture of aggregates made of different CCA projectiles. An
increasing projectile size results in a decrease of the central
filling factor. For large CCA projectiles (Np = 25 . . . 28) the
filling factor decreases below the values obtained in the case
of PCA projectiles (cf. Fig. 4). The aggregate made of the
largest bullets has a central filling factor φ = 10−2, about a
factor 2 lower than the value obtained for the corresponding
PCA projectiles, due to the lower filling factor of the CCA
bullets. The more irregular structure of the CCA projectiles
also causes the stronger “noise” in the filling factor in the
Fig. 6. Density structure of CCA aggregates formed without
rotation. Different lines correspond to aggregates formed out of
projectiles of different masses. From top to bottom, projectile
masses are: Np = 20, 21, 22, . . . , 28. The inset shows the fractal
dimension Df determined for these aggregates as a function of
the mass of a projectile.
inner regions of aggregates at r < 0.2rout. Even though the
CCA projectiles are fractals, this property is lost in larger
aggregates during the hierarchical growth. The filling factor
in a final agglomerate is approximately constant throughout
the inner half of the aggregate’s radius and declines only in
the outer, porous layers. Therefore the internal structure of
hierarchical aggregates made of fractal projectiles is homo-
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geneous and non-fractal. The inset in Fig. 6 shows the frac-
tal dimension of these aggregates. Clearly the initial fractal
nature of projectiles diminishes, as the fractal dimension
determined for these hierarchical aggregates is very close
to Df = 3.0.
4. Discussion
We have shown that hierarchical growth in the pure form
which we have studied here produces aggregates whose
structure depends mostly on the filling factor of the pro-
jectiles. However several other effects may also play a role.
Here we address the influence of these additional factors.
The influence of the fractal surface region is addressed in
Sect. 4.1. The importance of aggregate penetration (tooth-
ing) on the filling factor of the resulting aggregates is dis-
cussed in Sect. 4.2. The effect of rotation is presented in
Sect. 4.3 and illustrated with additional simulations. Fi-
nally the relevance of the hierarchical growth for coagula-
tion of dust in protoplanetary disks is discussed in Sect. 4.4.
4.1. Surface porosity
PCA aggregates show a dependence of the global filling
factor on the aggregate mass. The reason for this is that
the filling factor is affected by the fluffy, outer layers.
This transition region initially covers the entire particle.
As growth proceeds, projectiles are filling voids and build
the constant-density core of an aggregate with the filling
factor φ = 0.15φp. Eventually, the density in the center of
an aggregate is high enough to prevent projectiles from en-
tering. In the mean time, however, the aggregate has grown
and a new transition region has appeared near the surface.
We determine the influence of these outer layers on the
global filling factor as a function of aggregate mass. To ap-
proach the limit of φ = 0.15 for the pure PCA growth, the
effect of the transition region must decrease with an increas-
ing aggregate size. Figure 7 shows the density structure of a
single PCA aggregate obtained at different growth stages.
To determine the thickness of the transition layer rtr, we
fitted an arbitrary function f(r) = 1/r+φ0, with the fitting
parameter φ0, to the inner (core) region of an aggregate at
different stages. As the beginning of the transition layer we
assume a radius of an aggregate, where the filling factor
drops below the fitted function by ∆φ = 0.01 (∼ 10%).
Accumulation of monomers causes an increase of the
outer radius rout but also causes an increase of the thickness
of the outer porous layer rtr. However, the increase of the
transition layer is slower than the increase of the aggregate
size. This behavior is shown in the inset of Fig. 7. Indicated
error-bars are estimated by changing the criterion for the
onset of the transition regime by 10%. The thickness of the
transition region relative to the outer radius of an aggregate
decreases as the growth proceeds. Moreover we can show
that the volume of the transition region is decreasing. This
transition region corresponds to a volume of
Vtr =
4
3
pi(r3out − r3tr), (9)
and when we divide Eq. (9) by the total volume V =
4/3pir3out, we find
Vtr
V
= 3
rtr
rout
− 3
(
rtr
rout
)2
+
(
rtr
rout
)3
. (10)
Fig. 7. The filling factor as a function of aggregate size. The
growth sequence is shown at 5 different stages: N = 25600,
N = 51200, N = 102400, N = 204800, N = 409600 monomers.
The dashed line shows a fit to the data of the inner part of the
aggregate at the most advanced growth stage. The transition
layer is defined here as the region, where the filling factor is lower
than the fit by more than 10%. The inset shows the relative size
of the transition layer as a function of aggregate size. Again 5
different growth stages are indicated.
Thus the volume ratio decreases with a decreasing ratio of
rtr/rout. Therefore the influence of the outer, fluffy layers
weakens with increasing size. In the limiting case, this outer,
fluffy region is relatively very thin leading to a filling factor
of about φ = 0.15.
4.2. The core porosity and the toothing radius
The core density of hierarchical aggregates shows that their
filling factor results from PCA-like growth of porous parti-
cles. Therefore, the packing density is chiefly the product
of the PCA filling factor (φ = 0.15) and the filling factor
of a projectile. In the case of PCA bullets the filling factor
reaches the value of φ ≈ 0.02 (cf. Fig. 4), indicating pen-
etration of projectiles into the target (see Sect. 3.1). The
lower the filling factor of the projectile, the larger the sur-
face voids in the particles are, and the larger the overlap is
expected to be. Figure 8a shows the ratio of aggregate over
projectile filling factor for aggregates formed from different
projectiles. The deviation from the φ/φp = 0.15 line is evi-
dently increasing with decreasing filling factor. The excep-
tion of PCA particles results from the non-fractal structure
of these projectiles. Their low filling factor φ is caused by
the extended, outer transition region. Therefore, a further
increase in size of projectiles results in an increase of the fill-
ing factor of PCA projectiles (because the relative thickness
of the transition region decreases, as shown in Sect. 4.1) and
eventually reaches the limit of φ/φp = 0.15 at φp = 0.15.
CCA projectiles on the other hand have a fractal nature
and thus their filling factor decreases with increasing size.
This results in a continuous increase of the ratio of the ag-
gregate to the projectile filling factor, as the intersection
is increasingly larger. Therefore the filling factor of a final
aggregate can be presented as the PCA growth, where the
final filling factor is given by φ = 0.15φp and a correction
due to the penetration and the resulting increase of the
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Fig. 8. A - The core filling factor of hierarchically grown ag-
gregates normalized to the filling factor of projectiles. The core
filling factor is determined by taking the filling factor of the inner
part of an aggregate only. In this case we determined the pack-
ing density within a sphere with a radius of half of the outer
radius. The dotted line indicate a relation fitted to the data.
B- a toothing radius rtooth of projectiles. See text for further
explanation.
actual density. The correction must be a function of the
projectile porosity, as more fluffy aggregates can be pene-
trate deeper. Following this path we fitted a simple function
to our data
φ = 0.15 φp − ζ φp log φp, (11)
where ζ = 0.368 ± 0.012 is a constant obtained from the
least square fit.
The penetration depth can be expressed in terms of a
toothing radius rtooth. This quantity has been introduced
by Ossenkopf (1993) as “half of the distance of the centers
of two equal size clusters that are on average sticking to
each other”. Thus in our case the toothing radius rtooth is
given by
φ
φp(rtooth)
= 0.15, (12)
where
φp(rtooth) = Np(rtooth)
(
r0
rtooth
)3
(13)
is the filling factor of a projectile determined at r = rtooth.
Therefore a low toothing radius means that the penetra-
tion is deep and aggregates overlap significantly. Figure 8b
shows the toothing radii obtained for projectiles with dif-
ferent filling factors. PCA particles are characterized by
rather large toothing radii, meaning that the penetration
must be relatively shallow. Intuitively, the toothing radius
of non-fractal aggregates should approach the outer radius
in the limit of large agglomerates (i.e. for PCA projectiles
limn→∞ rtoothrout = 1). Here PCA particles still suffer from the
extended, porous, outer transition region. Thus the average
penetration depth is relatively deep (rtooth/rout < 0.65 for
Np ≥ 27). Figure 8b shows, however, that the toothing ra-
dius increases very steeply for PCA particles. It may thus
be expected that for larger sizes (and filling factor φ =0.15)
the toothing radius will approach the outer radius.
Fractal projectiles on the other hand show very differ-
ent behavior. In this case the penetration depth increases
with the increasing size up to 70% of their outer radius
for largest aggregates (Np = 28). Aggregates of different
fractal dimension (CCA particles formed in the presence of
rotation are characterized by Df ≈ 1.5, while these formed
without rotation have Df ≈ 2.0) seem to behave in a similar
way indicating that the main parameter is the filling factor
of the projectile, not the precise structure. We note that
the final increase of the relative toothing radius for CCA
aggregates in Fig. 8b and flattening in Fig. 8a are probably
caused by chance effects due to the random aggregate shape
and the limited size of the final aggregates (see section 4.3).
4.3. The influence of rotation
We have shown in Sect. 2 that, as long as rotation and linear
motion are associated with similar energies, the effect of
rotation on hierarchical growth should be small. However,
the formation of small CCA projectiles is in fact influenced
significantly by rotation, and we expect that hierarchical
growth will reflect the increased projectile porosity.
Even though the size of aggregates produced in simu-
lations treating aggregate rotation is limited, we show the
effect of including rotation with an example calculation.
The overall filling factor of aggregates formed with rota-
tion is shown, along with the filling factors discussed earlier,
in Fig. 3. Even for the smallest projectiles (monomers and
dimers are structurally identical to the non-rotation case),
there is a weak decrease in filling factor. This is the direct,
limited influence of projectile rotation during the collision.
The shift in filling factor seems to be approximately con-
stant for the small projectiles. However, starting with 8-
mers, the effect is clearly visible, both in the filling factor
of the projectile, and consequentially in the filling factor
of the produced large aggregate. The difference of the fill-
ing factor between growth using monomers and using 256-
mers reaches two orders of magnitude. Going back to figure
8, it is interesting to see that the ratio of final to projec-
tile filling factor follows the same trend already established
for the non-rotation simulations. This re-enforces our no-
tion that for hierarchical growth, rotation can be neglected
when building up the large aggregate from smaller ones,
but it cannot be ignored when constructing the projectiles.
Figure 9 shows the density structure of several aggre-
gates made of different masses of CCA projectiles formed
in the presence of rotation. Particles made of largest projec-
tiles contain only a few hundred bullets and thus have not
yet fully converged to the final structure. Even close to the
core the density will still increase somewhat. Although the
density of some aggregates is not homogeneous through-
out the inner regions, the fractal dimension determined for
all aggregates indicates non-fractal structure, as presented
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Fig. 9. Density structure of CCA aggregates formed with ro-
tation. Different lines corresponds to aggregates formed out of
projectiles of different masses. From top to bottom projectile
masses are: Np = 20, 21, 22, . . . , 28. The inset shows the fractal
dimension Df determined for these aggregates as a function of
the mass of a projectile.
in the inset of Fig. 9. The fractal dimension is scattered
around Df = 3.0 and does not fall below Df = 2.7.
4.4. Relevance of the hierarchical growth.
Hierarchical growth produces aggregates of very porous and
non-fractal structure. This affects both the collision cross-
section and the strength of particles as the packing density
determines the ability to restructure or erode an aggregate
(Paszun & Dominik 2008). Since the influence of the outer
fluffy layers of agglomerates on the average filling factor de-
pends on mass (cf. Sect. 4.1), it is important to understand
conditions under which hierarchical growth takes place. For
this purpose we employ a simple model of the minimum-
mass solar nebula (Hayashi 1981) to obtain quantities that
characterize the gas component (Table 2; after Takeuchi &
Lin (2002) and Ormel et al. (2008a)). We assume a turbu-
lent state of the gas with the strength parameter α = 10−2.
The turbulent viscosity is given by (Shakura & Syunyaev
1973)
νT = αcsHg = αc
2
sΩ
−1, (14)
with Hg being the scale height of the gas disk and Ω be-
ing the local Kepler frequency. The overturn time of the
smallest eddy is
τs = Re
−1/2τL, (15)
with the Reynolds number Re = νT/νm, where νm = csλ/2
is the molecular viscosity (Cuzzi et al. 1993). Here we con-
sider only two main sources of relative velocities between
dust particles:
1. Thermal (Brownian) motions. Dust particles collide
with gas molecules resulting in transfer of the momen-
tum. These collisions give a push from random direc-
tions causing Brownian motion of dust particles. Rela-
tive velocities between two aggregates of mass m1 and
m2 are then given by
∆vBM =
√
8pikBT (m1 +m2)
pim1m2
, (16)
where kB is Boltzmann’s constant. These relative veloc-
ities are very low (∼mm/s for micron-sized particles)
and decrease further for larger sizes.
2. Turbulence. Dust aggregates respond to the gas on a
timescale given by the stopping time τf (see Eq. (1)).
The mean turbulent gas velocity fluctuations vg =
(3/2)1/2 α1/2 cs (Cuzzi & Hogan 2003; Ormel et al.
2008a) are not immediately mirrored by dust particles,
resulting in relative motions between dust particles as
particles of different stopping time have different veloc-
ities. These relative velocities are given in a simple form
(Voelk et al. 1980) as ∆v212 = ∆v2II + ∆v
2
I where sub-
scripts II and I denote contributions due to fast (class
II) and slow (class I) eddies. The two terms are given as
a function of the Stokes number of the particles by (for
a complete derivation see Ormel & Cuzzi 2007)
∆v2I = v
2
g
St1 − St2
St1 + St2
(
St21
St∗12 + St1
− St
2
1
1 + St1
− (1↔ 2)
)
(17a)
∆v2II = v
2
g
(
(St∗12−Re−1/2)+
St21
St1 + St
∗
12
− St
2
1
St1 + Re
−1/2+(1↔ 2)
)
.
(17b)
Here the term St∗12 is obtained by solving eq.21d
from Ormel & Cuzzi (2007) and is given by St∗12 ≈
1.6max(τ1,τ2)τL for small particles (τL  τf), and St
∗
12 ≈
max(τ1,τ2)
τL
for τf ≈ τL.
We use these velocities to determine under what cir-
cumstances hierarchical growth is relevant. First we discuss
which particles of a given size distribution contribute most
to the growth of a larger aggregate. Then we also consider
typical impact energies to infer if and for what particles our
idealized hit-and-stick assumptions are applicable.
4.4.1. Small particle contributions to growth
In Sect. 1 we have already motivated that hierarchical
growth needs to be considered in a situation where on-going
fragmentation leads to a replenishment of small particles.
To investigate the mass contribution of different size ag-
gregates to the growth, we will assume a flat mass spec-
trum of dust particles, i.e. a distribution that is given by
f(m)m2d logm = const. In this case, the mass in a logarith-
mic interval between logm and logm+ d logm is constant.
This assumption is a reasonable approximation to the re-
sults of numerical simulations including fragmentation (e.g.,
Brauer et al. 2008; Ormel et al. 2008b). The mass accumu-
lation rate of a target aggregate is then given by
dmt
dt
=
∫ m2
m1
fp(m) m
2
p σcoll ∆v dm, (18)
where fp(m) is density of projectiles of mass Np and σcoll =
pi(rp + rt)
2 is the cross-section for collision between target
aggregate and a projectile. Figure 10 shows the cumula-
tive mass accumulation rate m˙t for every target aggregate.
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Table 2. Gas parameters corresponding to a minimum-mass solar nebula model with total mass of 2.5 · 10−2M within 100AU.
The radial distribution of the surface density and the temperature have a power-law form with slope of −1 and −0.5, respectively.
parameter symbol adopted value units
Gas density ρg 28./0.16 10−11 g cm−3
Sound speed cs 10./5.6 104 cm s−1
Mean free path (gas) λ 6.9/1230. cm
Temperature T 280./89. K
Large eddy overturn time τL = Ω−1 0.16/5.0 yr
Turbulence strength parameter α 10−2
Smallest eddy turnover time τs 1.3/131 103 s
Fig. 10. Cumulative mass accumulation rate for PCA aggre-
gates. The mass gain is normalized such that the total accumula-
tion is unity for all projectiles smaller or equal to the target mass.
The dashed line indicates the projectile size that has two orders
of magnitude smaller mass than the target (Np = 10−2Nt). The
change in the mass accumulation rate at about Nt ≈ 105 indi-
cates a change in relative velocities due to decoupling of aggre-
gates from the smallest eddies.
For each target (Nt) and projectile (Np) we show the mass
contribution from all projectiles smaller or equal to Np.
Given these assumptions, Figure 10 clearly shows that
for all but the smallest aggregates, the growth is dominated
by projectiles much smaller that the target. The dashed
line indicates a projectile mass two orders of magnitude
smaller than the corresponding target particle. Therefore
aggregates made of more than ∼ 105 monomers collect
over 60% of the total coagulated material from particles
of masses smaller than 0.01 of their own. This indicates a
great importance of hierarchical growth, as the coagulation
is dominated by collisions with significantly smaller parti-
cles.
Prediction of the aggregate structure that results from
the hierarchical growth, requires a coagulation model that
follows the evolution of both the mass and the filling factor
of dust aggregates. This issue is going to be the subject of
a follow-up study.
4.4.2. Impact energy and the hit-and-stick approximation
As the hierarchical growth has a great importance in the
coagulation of dust aggregates, we now need to focus on
the energy available during a collision and verify under
what conditions this energy is consistent with the assump-
tions made in this paper. We have shown in Sect. 3.1 and
Sect. 3.2 that the structure of aggregates in the hit-and-
stick regime is determined almost entirely by the filling
factor of projectiles. This opens up a very simple way to
compute filling factors of aggregates in this regime. Higher
collision energies will result in restructuring and thus affect
the final porosity of aggregates (making them more com-
pact). The restructuring threshold depends on both ma-
terial properties and monomer size (cf. Eq. (2)). We keep
these quantities as free parameters in the following deriva-
tion. The surface energy γ for two species we adopt is
γsil = 25 erg cm−2 for silicate monomers and γice = 370
erg cm−2 for ice coated silicate grains. In the latter case
the mass of aggregates is set by the bulk density of silicates
(ρ0 = 2.65 g cm−3), while the restructuring is determined
by the ice mantle. We also consider three different monomer
sizes: r0 = 300 , r0 = 0.1µm, and r0 = 0.5µm.
Numerical simulations by Dominik & Tielens (1997)
have shown that the first visible restructuring occurs above
about five times the rolling energy (Eq. (2)). Later Blum
& Wurm (2000) confirmed this finding in laboratory ex-
periments. Therefore we take this energy threshold as the
upper limit of the hit-and-stick regime. As for the relative
velocities we continue with the minimum-mass solar nebula
model adopted in Sect. 4.4.
We calculate the collision energies between different
particles relative to the restructuring energy threshold:
E/(5 Eroll). Note that the rolling energy Eroll scales for
different materials (ice and silicates) with the surface en-
ergy γ only, as the critical displacement ξcrit is assumed
to be independent of material. Figure 11 shows the projec-
tile mass for which the impact energy equals the threshold
energy for restructuring. The different line styles indicate
aggregates made of ice-coated monomers (dashed lines)
and silicates grains (solid lines). Lines corresponding to dif-
ferent monomer sizes are labeled. Collisions occur between
target aggregates (of mass Nt) and projectiles (Np). For
simplicity we assume a PCA structure of all aggregates, i.e.
φ = 0.15, which is really the worst case scenario. If more
fluffy particles form due to hierarchical growth, the poros-
ity will increase, changing the projected surface area of ag-
glomerates. This affects both their collision cross-section
and their stopping time. As a result, relative velocities will
decrease, allowing hit-and-stick growth to proceed to even
larger masses. Figure 11a shows the results at the distance
of 1 AU from the central star. Aggregates made of about
micron-sized silicate monomers (r0 = 0.5µm) can grow to
about Nt = 104 grains, before any restructuring can occur.
Smaller aggregates, of the order ofNp ∼ 10 monomers, have
impact energies above the threshold value when they col-
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Fig. 11. The restructuring energy threshold (E = 5Eroll) for
small monomers of r0 = 300 , r0 = 0.1, and r0 = 0.5 µm. The
solid line correspond to silicate grains, while the dashed line
corresponds to ice coated silicate grains. Short perpendicular
ticks indicate a decrease direction of the collision energy. The
two panels correspond to different distances from the central
star in the minimum-mass solar nebula: A - 1AU and B - 10AU.
lide with very large targets made of over Nt ∼ 106 grains. A
significantly higher threshold velocity for smaller monomers
allows for the hit-and-stick growth up to greatly larger ag-
gregate sizes (in terms of the number of monomers). No
restructuring occurs, regardless of the projectile mass, for
target aggregates made of, respectively, up to over 106 and
up to over 107 monomers for grain size of 0.1 µm and
300 . This effect is caused by both higher adhesion force
per unit mass (increasing the rigidity of aggregates), and
much shorter stopping times of aggregates made of smaller
monomers (leading to smaller relative velocities). The ef-
fect of the difference in the rolling energy can be directly
observed by comparing results for silicate grains with and
without ice mantle. The higher surface energy of ice results
in a threshold energy higher by about an order of magni-
tude (this is caused by the ratio of the surface energy of ice
over that of silicates of γice/γsil = 14.8) for the hit-and-stick
growth.
Figure 11b shows the threshold energy for aggregates
at 10 AU. In this case, lower densities (due to the negative
radial density profile) result in longer stopping times of ag-
gregates and thus higher relative velocities. The onset of
restructuring at 10 AU, however, is only slightly different.
The maximum number of monomers that can be reached
without the onset of restructuring is only slightly smaller.
These results show that dust aggregates can grow sev-
eral orders of magnitude in mass before any restructuring
can occur. In the case of a weaker turbulence the relative
velocities decrease. This results in the growth unaffected
by restructuring to even larger sizes. For the parameter
α = 10−4 particles will grow to masses about two orders
of magnitude larger. The coagulation process in these con-
ditions produces particles of very low filling factor, depend-
ing on the mechanism responsible for the growth of small
projectiles.
Note that small aggregates can also collide with much
larger particles (due to a flat mass spectrum) and cause re-
structuring. In such a case, however, these small aggregates
are incorporated into bigger bodies (they are removed) and
restructuring occurs only in this large particle. Moreover,
very big particles (about 100µm in size and larger) can
bounce (Langkowski et al. 2007), which affects the structure
of both impactors if the impact energy is sufficiently high.
This, however, requires growth to very big sizes, where re-
structuring is already involved in shaping the particle struc-
ture. Therefore, the hierarchical growth in this size regime
must be considered together with a structural evolution due
to collisional compaction (e.g., Paszun & Dominik 2008).
5. Conclusions
We have studied the process of hierarchical growth of dust
aggregates, in which a large target aggregate is built up
slowly by adding much smaller projectiles of constant size.
We have shown that this process leads to aggregates that
consist of a core and a surface transition region.
The core is non-fractal in nature, so it has a constant
density. The density of this core results from the fact that
it is built up in a PCA-like process from the projectiles.
If the projectiles are particles that are relatively compact
and spherical (i.e. PCA aggregates themselves), a good ap-
proximation for the final core density is the product of the
volume filling factor of the projectiles φp times the PCA fill-
ing factor 0.15. For projectile aggregates that result from
a CCA-like growth mechanism, the typical distance be-
tween projectile aggregates in the growing target is smaller
than the circumscribing radius of the projectile, because the
porous outer layers interpenetrate before the first physical
contact. However, also in this case, we find that the final
filling factor of the core is largely given by the filling factor
of the projectiles and can be approximated very well by a
simple relation (see Eq. (11)).
We also show that in a coagulation environment where
relative velocities are driven by turbulence, a logarithmi-
cally flat mass distribution (equal mass per mass decade)
immediately leads to a situation where small particles and
aggregates dominate the growth of large ones. Therefore,
in such environments, hierarchical growth should be seen
as the norm. Consequently, we predict that the aggregates
in such environments are not fractals with extremely low
densities as they would result from extrapolation of frac-
tal laws to large sizes. The compactification of aggregates
does not only result from collisions with enough energy to
restructure aggregates - it starts already earlier by filling
voids in particles with smaller projectiles that contribute
to the growth.
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