High-dimensional asymptotics of the random walk Metropolis-Hastings (RWM) algorithm is well understood for a class of light-tailed target distributions. We develop a study for heavy-tailed target distributions, such as the Student t-distribution or the stable distribution. The performance of the RWM algorithms heavily depends on the tail property of the target distribution. The expected squared jumping distance (ESJD) is a common measure of efficiency for light-tail case but it does not work for heavy-tail case since the ESJD is unbounded. For this reason, we use the rate of weak consistency as a measure of efficiency. When the number of dimension is d, we show that the rate for the RWM algorithm is d 2 for the heavy-tail case where it is d for the light-tail case. Also, we show that the Gaussian RWM algorithm attains the optimal rate among all RWM algorithms. Thus no heavy-tail proposal distribution can improve the rate.
Introduction
The Markov chain Monte Carlo (MCMC) method is a technique for the evaluation of the complicated integrals that uses a random sequence of Markov chains. In Bayesian community, it is used to calculate integrals with respect to the Bayesian posterior distribution. Although a lot of new techniques have been introduced for this calculation, MCMC is still one of the most popular tool for that purpose.
The random walk Metropolis (RWM) algorithm is the most widely used subclass of MCMC methods, due to its simplicity. It produces a simple modification of a symmetric random-walk Markov chain. It is applicable to both discrete state space and continuous state space. We focus on the latter and assume R d as the state space in this paper.
Another explanation for the appeal of the RWM algorithm is its generality. Any kinds of symmetric random-walk can be used for this algorithm. We can use the Gaussian and the Student t-random walk or their mixture. Even if we decide to use the Gaussian random walk, we still have a free choice of its covariance structure. Note that although the underlying random-walk is not ergodic, the resulting Markov chain is usually ergodic (See Section 3.1 of Tierney [1994] for example).
However this generality means that, in turn, the practitioner should choose one particular symmetric random-walk Markov chain among all possibilities. Although any choice may produce ergodic Markov chain, the performance of the RWM algorithm depends on the random-walk. There are many practical strategies to monitor the performance of the MCMC, and it is advisable to use those for choosing an efficient random-walk for the RWM algorithm. There are also a lot of theoretical works for the performance of the MCMC. The detail will be described below.
Apart from the choice, the performance of the MCMC heavily depends on the target distribution, which is the underling probability measure for the integral we want to approximate. For example, in Roberts and Rosenthal [1998] , Metropolis-adjusted Langevin algorithm (MaLa) was shown to have better max{0, x}, x − = max{0, −x} and write [x] for the integer part of x ≥ 0. Write the sup norm by h ∞ = sup z∈E |h(z)| for h : E → R for a state space E. If h is absolutely continuous, we write h ′ for the derivative.
2 Asymptotic properties of High-dimensional MCMC
Assumption for the target distribution
We consider a sequence of the target distributions (P d ) d∈N indexed by the number of dimension d. For a given d, P d is a d-dimensional probability distribution that is a scale mixture of the normal distribution. Furthermore, our asymptotic setting is that the number of dimension d goes infinity while the mixing distribution Q is unchanged. Let Q(dy) be a probability measure on [0, ∞). Let P d be the scale mixture of the normal distribution defined by
where
and Y ∼ Q. In particular, P d is rotationally symmetric, that is, it is invariant under all orthogonal transform. We assume that the mixing distribution Q is δ 1 (the Dirac measure charging 1 ∈ R) or it satisfies the following, where we write f (n) for the n-th derivative of a function f .
Assumption 1. Probability distribution Q has the strictly positive probability distribution function q(y). The probability distribution function q(y) is two-times continuously differentiable and q (i) (y) vanishes at +0 and +∞ for i = 0, 1, 2. Moreover, lim y→+∞ yq(y) = 0.
Let g(x; α, ν) ∝ x ν−1 exp(−αx) be the probability distribution function of the Gamma distribution G(α, ν). The following lemma says that the value of p d (x) only depends on x and is a monotone decreasing function with respect to x . This property is important for the random-walk Metropolis algorithm since it makes the acceptance probability function very simple.
Lemma 2.1. Under Assumption 1, both P d and Q d have the probability distribution functions p d and q d that satisfy
Proof. Since P d and Q d are scale mixture of normal distribution and that of the chi-squared distribution with respectively, we have
and hence the first claim follows by the relation of integrands, that is, g(
The following lemma says that q d is very close to q when d is sufficiently large. A proof is in Section C.
Lemma 2.2 (Convergence of probability density function). Under Assumption 1, lim d→∞ q
Example 1 (Student t-distribution). The probability distribution function of the t-distribution with ν > 0 degree of freedom is
In this case, Q is the inverse chi-squared distribution with ν-degree of freedom with probability distribution function q(y) ∝ y −ν/2−1 e −ν/(2y) . It is straightforward to check that q (i) (y) vanishes at +0 and +∞ for i = 0, 1, 2 and lim y→+∞ yq(y) = 0. For properties of the (multivariate) t-distribution, see Kotz and Nadarajah [2004] .
Example 2 (Stable distribution). If P d is the rotationally symmetric α-stable distribution with characteristic function exp(−i t, x )P d (dx) = exp(− t/2 −α ), then Q is α/2-stable distribution on the half line with Laplace transform exp(−ty)Q(dy) = exp(−|t| α/2 ). Although there is no closed form of probability density function q(x), all derivatives of q(x) are continuous and vanishes at 0 and ∞, and q(x) ∼ x −α−1 as x → +∞. See Section 14 of Sato [1999] .
Next we review some properties of the uniform distribution on the surface of the sphere {x ∈ R d ; x = d}.
..,d be uniformly distributed on the surface and
be an independent random variable on the surface. Then
, and U d 1 has the mean 0 and the variance 1. Asymptotic normality result with a sharp bound can be found in Diaconis and Freedman [1987] for the total variation distance and Chatterjee and Meckes [2008] for the Wasserstein distance.
Since P d is rotationally symmetric in this paper, above uniform bound is the key fact for our results. In addition to Lemma 2.3, we will use
for α > −1, where we used Stirling's approximation.
Expected squared jumping distance
We call that a probability measure
where −A = {−x; x ∈ A} for any Borel set A, and we denote S d for the set of all symmetric probability measures in R d . Let P d be a probability measure on R d with density p d (x). In this paper, a Markov chain
Expected squared jumping distance (ESJD) is formally defined in Sherlock and Roberts [2009] as a measure of efficiency of MCMC as
The main result in Roberts et al. [1997] is that the (finite dimensional) probability law of X d converges weakly to the Langevin diffusion. The speed measure of the diffusion is proportional to 1/dESJD(P d , S d ) in the limit, and hence ESJD can be interpreted as a measure of efficiency (larger is the better).
An interesting property for ESJD is the existence of optimality. Let P d satisfy (2.1) and recall that Q d is the law of X
for any M d → ∞ and for any bounded continuous function f : R → R.
Note that consistency (2.5) does not imply consistency with respect to r d (2.6). However, these properties are, in fact, prepared just for explanation of weak consistency below, and this definition itself is impractical in our current setting; for high-dimensional case (d → ∞), consistency (with or without projection) is rarely satisfied. As in Kamatani [2013] , we relax the condition for M d and introduce the rate of consistency, which is the key of our results.
Definition 2 (Weak Consistency). We call that a sequence of R d -valued Markov chain {X d } d∈N and its law are weakly consistent with rate
If (2.6) is satisfied in place of (2.5) we call that {X d } and its law are weakly consistent with rate T d with respect to r d .
In this paper, we compare different MCMC methods by the rate of weak consistency. This is just a formalization of the usual approach in this area; this type of comparison for high-dimensional MCMC is at least dates back to Roberts and Rosenthal [1998] . An important remark to note here is that the weak consistency corresponds to two sufficient statistics (2.4) may vary. For our heavy-tail setting, the rate for weak consistency for 
3 Main results
Weak consistency for Gaussian target distribution
First, we consider asymptotic property of
, which is the stationary distribution of Y d,1 defined below, tends to N (0, 2). This normal distribution is also the stationary distribution of the limit Ornstein-Uhlenbeck process. Let [x] be the integer part of x ≥ 0, and let
where σ(l) 2 = 4µ 2 (l) and (W t ) t≥0 is the standard Wiener process. In particular, RWM(P d , S d ) has weak consistency with rate T d = d with respect to r d .
As suggested by Lemma 2.1, the Gaussian proposal distribution attains the optimal rate for weak consistency with respect to r d . Therefore no heavier-tail proposal distribution can be better.
. . , d}. Therefore, to prove (2.5), it is sufficient to show for E k d = {1, . . . , k} and in the following, we only consider π k = π {1,...,k} . Note that in the following, Y 2 does not mean the square of Y .
where Y 1 is the solution of (3.1) and Y 2 is the solution of
As in Theorem 3.1, this rate is optimal for weak consistency.
is weakly consistent with rate
This rate is optimal.
Weak consistency for heavy-tailed target distribution
Now we focus on heavy-tailed distribution, that is, Q has a probability density q. In this case, unlike the Gaussian case, the projection
is not appropriate for the study of the trajectories of MCMC, since the law of
is not tight. Therefore we consider another projection
By this projection, the law of
converges to a stationary ergodic process Y 1 that is the solution of
and (W t ) t≥0 is the standard Wiener process. In particular, RWM(P d , S d ) has weak consistency with rate
As in the case of the Gaussian target distribution, the above rate is optimal for weak consistency with respect to r d . This is rather counter intuitive, since in practice and in ergodic theory, sometimes heavier proposal works well. The interpretation will be discussed in Section 3.3.
Next we show asymptotic properties of π E (X 
is the k-dimensional standard Wiener process. Note that the process Y 2 is stationary and ergodic conditioned on y. However it is not ergodic unconditional on y. To obtain an ergodic result, we should consider the time scaling t → d 2 t. Moreover, this time scaling is the optimal rate, as in Theorem 3.3.
2 . Moreover, the rate for weak consistency can not exceed d 2−ǫ for any ǫ > 0 and hence RWM(P d , S d ) attains the optimal rate in this sense.
Discussion
• As studied in Theorems 3.3 and 3.4, the convergence rate for the heavy-tail target distribution is d 2 , which is much worse than that for the light-tail target distribution. Though the rate is quite bad, it is optimal as described in those theorems.
• The optimality of Gaussian random-walk Metropolis algorithm is rather counter intuitive in two respects. In Jarner and Roberts [2007] , they showed that heavy-tail increment distribution improves the polynomial rate of convergence. It may seem a contradiction, but it is not. High-dimensional asymptotics corresponds to the local property of the MCMC but the ergodic theory corresponds to the global property. Thus the conclusion of Theorem 3.4 and Jarner and Roberts [2007] Kamatani [2014] and Section B of Kamatani [2013] ), then local property may be more useful for the choice of S d . On the other hand if we have no idea for the choice of X d 0 , global property may provide more information for convergence.
In practically, it is also discussed the usefulness of heavy-tail increment distribution for heavy-tail target distribution. In our setting, the target distribution belongs to a class of unimodal rotationally symmetric distributions. If the target distribution is multi-modal, then it may be better to use heavytail increment distribution, though the theoretical validation for this might be difficult. If the target distribution is considered to be a perturbation of a rotationally symmetric distribution, then our conclusion may be applicable, and in that case, the Gaussian random-walk Metropolis algorithm attains the optimal rate.
• Only the optimal rate was discussed. For light-tail case, optimality of the limit process was also considered in the literature. It may also be possible for our case for the choice of l when the increment distribution is
sense is even more difficult, since the limit can be a diffusion, a pure-jump process and a diffusion with jumps. Further work should be done for this.
• For a light-tail target distribution, expected squared jumping distance and expected acceptance rate work as good measures of efficiency in practice. For heavy-tail case, it is not easy to find such a statistic. One possibility is to estimate
that is finite even for heavy-tail case and is on the order of d −1 . If this value is moderately large, the MCMC may have a good performance. If the target distribution is far from rotationally symmetric, I recommend to normalise (scale properly) the distribution in advance.
• There is no known good strategy for heavy-tail target distribution that improves the convergence rate d 2 . MaLa behaves like RWM as discussed in Jarner and Roberts [2007] and Kamatani [2009] , and RWM with heavy-tail proposal does not improve the convergence rate. If the target is a perturbation of a stable distribution, then a discretization of the stable related process may work well. However this is out of the scope of this paper.
Proofs
Some notation is required for the proofs.
Random variables Sections 4.1-4.3 deal with the Gaussian target distribution
In this case, we analyze the properties of the random variable
, and the acceptance probability
for the Gaussian target distribution, where we write
Sections 4.4-4.6 are for heavy-tail target distribution. Write
In this case, we analyze the random variable
Also, by Lemma 2.1, the acceptance probability
.
For both Gaussian and heavy-tail target distributions, we will use
In both cases, the law of this random variable is the first element of the uniform distribution on the surface of the sphere {x ∈
Probability measures In the following six sections, we write
. Some important properties of this probability distribution N σ are described in Section A.
We will use notation
We use the following result of triangular arrays that is a slight modification of Lemma 9 of Genon-Catalot and Jacod [1993] . The proof follows the same lines as the proof of their lemma via Lenglart inequality, and is omitted. 
To highlight the dependence on S d , we may write P S d for the underlying probability measure. For a sequence of random variables
Proof of Proposition
Lemma 4.2. Set d ≥ 2, σ > 0 and y ∈ R, so that σ
where f is the solution of Stein's equation (A.5). In particular, if h(z) = ze
Proof.
where the last equation comes from Stein's characteristic (A.1). Now let g = F(f ′ , N σ ). Then applying the above equation to f ′ in place of h we have
Furthermore, by (A.6), we have g
Therefore, by this inequality together with (4.6) and (4.7), we have
, the former inequality in the lemma follows. Finally, the last claim follows by N σ h = 0, h ′ ∞ ≤ 1 and by Lemma A.2 when h(z) = ze
Proof of Proposition 3.1. For ǫ < 1, let K(ǫ) = [ǫ, ǫ −1 ] be a closed interval in (0, ∞), and let f be the solution of (A.5) for h(z) = ze
(4.8)
By Lemma 4.2,
uniformly in y ∈ K(ǫ) by the dominated convergence theorem. For diffusion part, we have
Conditional distribution of Z d given y ∈ K(ǫ) converges to N l , and
uniformly in y ∈ K(ǫ). Finally we check
Thus the first claim follows by the convergence of Markov chain to a diffusion process (Theorem IX 4.21 of Jacod and Shiryaev [2003] ). The last claim is a conclusion from Lemma B.1.
Proof of Theorem 3.1
For two random variables X and Y , we write X ≺ Y if there exists C > 0 such that
In the proof of Theorem 3.1, we use the fact
Note that the random variable
follows the standard normal distribution, which is, of course, free from the choice of S d . This can be proved by reversibility;
Proof. Set σ d as in (4.5) and set
By the definition of (4.1),
Furthermore, we set
and alsoÃ
where the filtration is defined by
→ 0 uniformly. Thanks to reversibility, this is equivalent to sup
, the left-hand side is bounded above by
We will show that the both two terms tend to 0. Note here that E y,σ [(U 
where we used Schwartz inequality in the fourth inequality. Next we proveÃ 
It is sufficient to show the boundedness of sup
+ , direct application of Lemma 4.2 together with the fact that sup σ µ 2 (σ) < ∞ yields
Thus the convergence ofB d follows. Finally we showC d p → 0. This is sufficient to show C d p → 0 uniformly, and this is also sufficient to show the boundedness of sup
2 ] by stationarity. However by (4.9) for some constant c > 0,
→ 0 uniformly, and hence the claim follows.
Proof of Theorem 3.1. Suppose now that we can take a rate T d → ∞ such that it is better than the rate d, that is,
, and hence
where Y 1 0 ∼ N (0, 2). Therefore this value can not be o P (1) unless f is a constant. Thus X d is not weak consistent with the rate T d and hence the claim holds.
Proof of 3.2 and Theorem 3.2
Proof of Proposition 3.2. Set
(4.13) By Stein's identity (A.1),
. Therefore, for Z ∼ N l , by the bounded convergence theorem, we have
uniformly for y ∈ K(ǫ) = [ǫ, ǫ −1 ] for any ǫ < 1, where we used (A.7) and Lemma A.1 to show E[α ′ (Z)] = −µ 0 (l)/2. For the diffusion term, observe that
By the dominated convergence theorem, we have
uniformly for y ∈ K(ǫ). Finally,
Therefore by the convergences of (4.8) and (4.13), the step Markov process ( 
. By Lemma 4.1 together with stationarity, it is sufficient to show
is the smallest among all k ∈ {1, . . . , d}, and for that k d , we can apply Lemma 4.1 to {X
The left-hand side of (4.15) is bounded above by the ESJD, and hence bounded as proved in Proposition 2.1. We show (4.14). Let
Since S d is a symmetric measure, W 
2 ) with the correlation
are the same. Thus by exchangeability, we have
) and hence
Thus by simple calculation, we have
Therefore, the right-hand side of (4.16) is
Therefore the left-hand side of (4.14) is bounded above by
Thus the claim follows.
Proof of Proposition 3.3
We will denote
where f = F(h, N l ) and C(l) is a polynomial of l.
Proof. By using Stein's solution f together with (A.2), we have
where we used X d 0 2 = d. By this, together with the estimate f ′ ∞ ≤ 4l −2 h ∞ by (A.6), we obtain
Furthermore, applying (A.1) to (4.17), we obtain
Then applying (4.18) to f ′′ and f ′ in place of h, together with (A.6),
where C 1 (l) = C 0 (l)(3l 2 + l 3 / √ 2π). Finally, we get
by (A.6) were C 2 (l) = 4l 3 + l 4 . Thus the claim holds for C(l) = C 1 (l) + C 2 (l).
Recall the definition of α d (z; y) in the beginning of Section 4. See Section C.2 for the proof of Lemma 4.5.
Under Assumption 1, for any ǫ < 1, lim
For a positive number y, let f d (·; y) = F(h d (·; y), N l ). Then by Lemma 4.5, we can apply Lemma 4.4 and obtain
Then by the property of Stein's solution (A.6),
By Taylor's expansion and by Lemma 2.2, for z > 0,
Note that the left-hand side is 0 if z ≤ 0. Using this, together with Lemma 4.5, by the dominated convergence theorem, we have
uniformly in y ∈ K(ǫ) where Z ∼ N l . Therefore, by applying Lemmas A.1 and A.2 together with (4.20) and (4.22), we have
For the convergence of b d , by the uniform integrability of (Z d ) 2 and by α d (z; y) → α(z), we have
Therefore the convergence to the process Y 1 follows by Theorem IX 4.21 of Jacod and Shiryaev [2003] . Now we check ergodic property for the solution of the limit stochastic differential equation. We check that Q(dx) is the stationary distribution of the process. To see this, we show For these calculation, we should recall the definition l 2 = l 2 /y. First, we note that
and hence it is sufficient for (4.23) to show
However this is clear by Lemma A.1, since
For the proof of (4.24), we split q(y)b(y) into yq(y) times y −1 b(y). By Assumption 1, the former term tends to 0, and the latter term is
and hence (4.24) follows. Then by Theorem 2.3 of Bibby et al. [2005] , the limit process is ergodic. Indeed, thanks to (4.23), the conditions in Theorem 2.3 can be checked by
with the fact that qb vanishes at +0 and +∞ by (4.24). Finally we apply Proposition B.1 for weak consistency.
Proof of Theorem 3.3
Lemma 4.6.
Proof. We can certainly assume that α ∈ (0, 1/2). Fix β ∈ (0, α). By reversibility and tightness of y :
, it is sufficient to show sup
where we used reversibility in the forth equation. Then as in the proof of Lemma 4.3, we have
Hence the claim follows.
Proof of Theorem 3.3. The proof follows the same lines as the proof of Theorem 3.1 and is omitted.
Proof of Proposition 3.4 and Theorem 3.4
We need the estimates of
Under Assumption 1, for any ǫ < 1, lim sup d→∞ N d (ǫ) < ∞ and lim sup d→∞ N ′d (ǫ) < ∞. The proof comes from the same lines as the proof of Lemma 4.5 and is omitted.
Proof of Proposition 3.4. The proof is almost the same as that of Proposition 3.2. Set
(4.27)
where we used 
by the estimate of ∂ z α d (·; y) ∞ . By boundedness of N d (ǫ), we also have
Thus we have
Finally,
Therefore by the convergences of (4.19) and (4.27), the step Markov process (r d (X Therefore for k = 0, we have N σ f = −σ −2 µ 2 . By this fact, together with (A.4), we have
The integral of f ′′ is, by applying (z − σ 2 /2)f (z) to (A.4) in place of f ,
By (A.8), simple calculation yields
B Some properties of consistency
Suppose that (X t ) t∈[0,∞) is a (strictly) stationary process and set f : R → [−1, 1]. Then for S ≤ T , we have
This is an easy consequence from T where we used 1 − e z ≤ −z in the second inequality, and log(1 + z) ≥ z − z 2 /2 in the last inequality. By this,
(1 + 2z d )
