Abstract-A new intrinsic geometry based on a spectral analysis is used to motivate methods for aligning protein folds. The geometry is induced by the fact that a distance matrix can be scaled so that its eigenvalues are positive. We provide a mathematically rigorous development of the intrinsic geometry underlying our spectral approach and use it to motivate two alignment algorithms. The first uses eigenvalues alone and dynamic programming to quickly compute a fold alignment. Family identification results are reported for the Skolnick40 and Proteus300 data sets. The second algorithm extends our spectral method by iterating between our intrinsic geometry and the 3D geometry of a fold to make high-quality alignments. Results and comparisons are reported for several difficult fold alignments. The second algorithm's ability to correctly identify fold families in the Skolnick40 and Proteus300 data sets is also established.
INTRODUCTION
P ROTEINS are long molecular chains constructed from twenty amino acids (referred to as residues) and are an important part of most biochemical processes. Protein chains fold into unique, tightly packed, globular structures called folds. The sequence of amino acids in a protein chain determines its unique fold, and the geometry of a protein fold largely determines its specific biological function.
Identifying the function of individual proteins is important and challenging, and a better understanding of protein evolution would aid the identification of protein function and could lead to advances in biology as well as new treatments for diseases. The evolution of proteins is studied by making comparisons, either by aligning protein sequences or aligning protein folds. Fold-based comparisons are believed to be more informative and robust [24] . The question of how to achieve fast, accurate, fold-based alignments continues to be a topic of current interest [1] , [2] , [14] , [20] , [21] , [25] , [28] , [29] , [32] .
The objective in protein fold alignment is to determine a one-to-one correspondence between subsets of the residues in two different protein folds (see Fig. 1 for a 2D version of the problem). The subset chosen should optimize some biologically relevant similarity measure, although there is currently no consensus on what this measure should be [14] , [24] .
In protein alignment, the ordering of the residues along a protein chain plays a key role. This is largely for biological reasons. Nature assembles proteins from DNA in a linear fashion. Over the course of time, mutations occur in DNA causing corresponding changes in a protein chain. The changes are either insertions, deletions or substitutions of individual residues of the protein chain. It is reasonable to assume that as proteins evolve, they preserve the sequence order of the residues along their chains [9] .
A protein fold is normally described by the 3D Cartesian coordinates of the protein's atoms. A distance matrix specifying the distances between all the atoms completely determines the fold up to reflections in a coordinate invariant way [11] , [15] . A distance matrix can be converted into a contact matrix whose entries are equal to one if residues are within a certain cutoff threshold and zero otherwise (see Fig. 2a ). These matrices are called contact maps and are used in the contact map overlap (CMO) formulation of the protein alignment problem [19] .
Instead of a binary contact map we use the piecewiselinear, continuous cutoff function shown below and graphed in Fig. 3 ðd ij Þ ¼ 1 À Importantly, a smooth contact matrix differs from a binary contact map in two ways. First, the diagonal elements are one and not zero, i.e., we assume residues are in contact with themselves. Second, the off diagonal elements are scaled by the piecewise-linear cutoff function and can be fractional. These two differences allow us to choose a cutoff function so that the smooth contact matrix is positive-definite. These smooth contact matrices define an N-dimensional euclidean space that represents the fold of a protein, where N equals the number of residues in the protein chain. In this representation, residues are associated with unit vectors that we refer to as the intrinsic contact vectors of the fold. The underlying optimization problem associated with our spectral method was first proposed in [27] . That paper develops a heuristic to orient the spectral information in a way that bounds the maximum deviation between the two proteins with respect to their smooth contact maps. The heuristic was developed to circumvent an exponential search through the eigenvector orientations, a problem that was also noted in [20] . Our earlier method was shown to be efficient for family identification on the Skolnick40 data sets.
In Section 2, we give a rigorous development of the intrinsic geometry associated with the optimization problem first proposed in [27] . We use this geometry to develop two algorithms:
1. EIGAs (EIGensystem Alignment using the Spectrum). The intent of this algorithm is to efficiently make pairwise comparisons within a database. Proteins are associated with the family of their nearest pair. This fast alignment algorithm appears promising for database-wide alignments. We describe the algorithm in detail in Section 3 and provide results for the Skolnick40 [2] , [7] test set consisting of 40 proteins taken from five protein families as well as the Proteus300 [1] , [2] , [20] test set consisting of 300 proteins taken from 10 protein families. 2. EIGA (EIGensystem Alignment). We extend EIGAs to show that the spectral methodology is suitable for more difficult alignments. The algorithm and our numerical work are described in Section 4. We report the number of aligned residues, RMSD error, and computational times for 10 difficult alignments, and compare our results to four other alignment algorithms, SAMO [9] , Dali [16] , CE [30] , and Lund [5] , as well as our earlier work in [27] . We also show that EIGA correctly identifies the protein families of all the proteins in the Skolnick40 and Proteus300 data sets. We conclude in Section 5 with a brief synopsis and comment on a few future directions.
INTRINSIC CONTACT GEOMETRY
Let column i of the matrix X equal the 3D coordinates, ðx i ; y i ; z i Þ > ; i ¼ 1; 2; . . . ; N, of the ith C atom of a protein. (The C atoms are numbered consecutively along a protein chain.) Define the C distance matrix of a protein to be the matrix D ¼ ½d ij , where d ij is the euclidean distance between the ith and jth C atoms. Define the "smooth" contact matrix of a protein to be the matrix C ¼ ½c ij , where c ij is computed from d ij by applying a cutoff function, c ij ¼ ðd ij Þ, like the one shown in Fig. 3 . If the cutoff parameter, , in Fig. 3 is chosen sufficiently small, C is diagonally dominant and hence positive-definite [27] . The positive-definiteness of C provides a geometric description of a protein fold in Ndimensional euclidean space. Specifically, a positive-definite contact matrix C defines the generalized inner product
This inner product has a useful interpretation. If we assign residue i to the standard unit vector e i ¼ ð0; . . . ; 0; 1; 0; . . . ; 0Þ > , then the contact, c ij , between residue i and residue j of a fold is given by the inner product
In support of this observation, we define e i to be the standard contact coordinates of residue i. This leads to the definition of a contact space.
Definition 1 (Contact Space).
A contact space is an Ndimensional euclidean space IR N with generalized inner product hÁ; Ái C , where C is a positive-definite contact matrix.
Before we align the folds of two proteins, we first define an appropriate coordinate system on which to make comparisons. The order of the standard contact coordinate system, fe 1 ; e 2 ; . . . ; e N g, is determined by the sequence of residues along a protein chain. However, the path of a protein chain through a given fold varies from protein to protein. It is reasonable to define a new coordinate system that is independent of the order of the residues in a protein chain and that is intrinsic to the fold itself. We do this by solving a sequence of optimization problems as shown below.
Let the first unit vector in our intrinsic coordinate system be the unit vector, v 1 , that has the largest sum of squared contacts with all the residues in a fold. The contact v 1 has with each residue in a fold is
and the sum of the squared contacts is w 1 is the solution to the following optimization problem: 
The second unit vector is defined similarly, as it is the unit vector, v 2 , that has the largest sum of squared contacts, but with the additional constraint that v 2 must be perpendicular to v 1 . Therefore, it is a solution to
Proceeding in this fashion, we construct a contact coordinate system, fv 1 ; v 2 ; . . . ; v N g, that is intrinsic to a particular fold and that is independent of the order of the residues along a given protein chain. A standard result in linear algebra is Rayleigh's Principle [23] , which implies that v 1 ; v 2 ; . . . ; v N are equal to the eigenvectors of the contact matrix C.
symmetric, positive-definite matrix. The solution to the sequence of optimization problems
. . . ; N is given by the eigenvectors of C.
The following lemma shows that the eigenvalue, i , associated with eigenvector, v i , is a measure of the contact between v i and the entire fold of a protein. Proof. Let w ¼ hðe 1 ; . . . ; e N Þ; v i i C ¼ Cv i . Then the square root of the sum of the squared contacts that the standard unit vectors assigned to each of the residues makes with eigenvector v i equals
Taken together, Theorem 1 and Lemma 1 imply that the intrinsic contact coordinate system fv 1 ; v 2 ; . . . ; v N g is ordered (from largest to smallest) by the size of the eigenvalues, 1 ; 2 ; . . . ; N , of the contact matrix C. If the eigenvalues of a fold are distinct, which has always been observed to be the case, the corresponding eigenspaces are 1D and the eigenvectors defined by Rayleigh's Principle are unique up to orientation. This means the ordering is unique for practical purposes. Moreover, this order is independent of the order of the residues along a particular chain and is intrinsic to the fold itself. We refer to the ordered set of eigenvalues of a contact matrix of a fold as the spectrum of the fold.
Suppose we are interested in aligning the folds of proteins A and B. The positive-definite contact matrices, C A and C B of each protein, defined distinct generalized inner products, hÁ; Ái C A and hÁ; Ái CB . Before aligning the folds, we map each generalized inner product to the standard inner product hÁ; Ái using the linear transformation T ðxÞ ¼ Rx, where R ¼ ffiffiffiffi D p V > and D and V are given by the eigenvalue-eigenvector decomposition C ¼ V DV > of each contact matrix.
Theorem 2. Let C ¼ V DV
> be the eigenvalue-eigenvector decomposition of the positive-definite contact matrix C. The transformation T ðxÞ ¼ Rx, where R ¼ ffiffiffiffi D p V > , maps the generalized inner product hÁ; Ái C to the standard inner product hÁ; Ái.
Proof. It is sufficient to prove that the result holds true for the standard contact vectors fe 1 ; e 2 ; . . . ; e N g since they form a basis for contact space. For i; j ¼ 1; 2; . . . ; N, we have
The transformation T ðxÞ ¼ Rx defined in Theorem 2 maps the standard contact coordinates e i ; i ¼ 1; 2; . . . ; N, to the columns, r j ; j ¼ 1; 2; . . . ; N, of the matrix R. We refer to r j as the intrinsic contact coordinates of a fold.
Observe that the intrinsic contact vectors r j ; j ¼ 1; 2; . . . ; N, are unit vectors since hr j ; r j i ¼ he j ; e j i C ¼ c jj ¼ 1.
Observe also that the transformation T ðxÞ ¼ Rx preserves the orthogonality of the eigenvectors v i but not their lengths,
which is preserved by T ðxÞ. The intrinsic contact geometry of a fold has a simple geometric interpretation. The contact between any two residues, i and j, is hr i ; r j i ¼ cosðÞ, where is the angle between their intrinsic contact vectors. The contact vectors of residues that are not in contact are perpendicular to one another. Since all the entries of a smooth contact matrix are between zero and one, all the contact vectors of a fold are within 90 of each other. We caution, however, that when we align two different folds, we may have protein-protein contacts that are negative. We also mention that this contact angle was arrived at independently in [20] and was used as the score between two residues.
A SPECTRAL ALGORITHM FOR FAMILY IDENTIFICATION
The spectrum 1 ; 2 ; . . . ; N of a fold is somewhat like a finger print, and in this section we develop an algorithm that quickly makes pairwise comparisons based solely on the eigenvalues of the smooth contact matrices. The goal of this algorithm is not to identify high-quality alignments per say but is instead to make an efficient decision about whether one fold is similar to another. Numerical results show that such decisions can be made quickly and with high accuracy from the eigenvalues alone. We compare our algorithm with others on two data sets: 1) the popular Skolnick data set containing 40 protein chains in 5 families, and 2) the larger Proteus300 data set containing 300 proteins in 30 families.
EIGensystem Alignment Using the Spectrum (EIGAs)
EIGAs has a preprocessing step that partitions the residues of a fold by the eigenspaces of the smooth contact map. Specifically, we assign each residue the eigenvalue associated with the eigenspace that the residue is closest to in terms of contact angle, which Theorem 3 shows how to compute. 
But, ffiffiffiffi ffi i p jv ji j. This is accomplished by determining the row, i Ã , in which the maximum of column j of R occurs. This preprocessing step is OðN 2 Þ if a protein has N residues. Dynamic programming (DP) is commonly used in bioinformatics to align sequences and was first used by Needleman and Wunsch to align proteins [22] . DP is easy to implement and is relatively fast, having polynomial complexity OðN 1 N 2 Þ if the first protein has N 1 residues and the second has N 2 . We point interested readers to [6] , [12] , [17] for additional details. DP alignments preserve the sequence order of the sequences being aligned. Preserving sequence order is enforced in some models such as CMO, and while nonsequential alignments are more appropriate in some settings, all our alignments are sequential since we use DP. DP requires an alignment scoring matrix and a gap penalty. The scoring matrix we use for EIGAs is S ¼ ½s ij , where s ij ¼ j Table 1 .
Numerical Results for Family Identification
In database applications, a protein may be aligned to thousands of others. The preprocessing step of our algorithm is completed only once per protein and the eigenvalues assigned to the residues in each fold are stored in the database. Each eigenvalue-eigenvector decomposition is OðN 3 Þ for a fold with N residues. This calculation takes approximately half a minute for all 300 proteins in the Proteus data set. During a pairwise comparison between two folds only the scoring matrix, S, and the associated alignment via DP need to be computed, which means each comparison is OðN i N j Þ for protein pair ði; jÞ. Hence, the pairwise comparisons for an entire database of size K is OðK 2 max i fN 2 i gÞ, where N i is the number of residues in protein i.
We tested EIGAs on the Skolnick data set and on the larger Proteus300 data set. Both data sets have known SCOP [3] families: see [2] , [7] for Skolnick and [1] , [2] , [20] for Proteus300. The protein structures for Skolnick were obtained from the Protein Data Bank [4] and the protein structures for Proteus were obtained from the ASTRAL compendium [8] . The files were parsed with BioPython [10] . On each data set, we compared each protein fold to the others in the data set and then assigned the fold to the family of the one with the best DP value.
EIGAs depends on the cutoff value and on the gap penalty, and we explored how these parameters altered EIGAs' performance. On Skolnick there was no change in EIGAs' ability to correctly match the SCOP families for values of 6, 8, 10, 12, and 14 and gap penalties of 1 and 10. Although the Skolnick data set is standard in the literature, all modern algorithms quickly and accurately classify these folds [20] , and EIGAs is no different. With respect to computational time, the authors of [20] report that their heuristic eigenvector approach, called Eig_7, can make all 780 comparisons in about 6 minutes (cutoff of 7.5 Angstroms). Our earlier heuristic that used a delta calculation took 9.22 minutes (cutoff of 8 Angstroms), and A_purva [1] , which is based on an exact method, reported that it can accomplish the comparisons in 5.95 minutes (cutoff of 7.5 Angstroms). The 3D alignment method of SAMO required 10.59 minutes; this method was not especially designed for family identification, and we have reported this value only to indicate how fast a 3D algorithm performed on large database comparisons. EIGAs required 0.97 minutes (cutoff of 8 Angstroms and gap penalty of 1). All results were either reported in the appropriate citation or were done on the authors' laptops or a computer workstation (either a 1.7 or 2.6 GHz processor).
The Proteus300 data set provides more insight to EIGAs ability to identify a protein's family. Unlike the Skolnick data set, we found that EIGAs' performance was more sensitive to the cutoff value and the gap penalty. We also investigated how the spectral decomposition depended on the cutoff parameter. Table 2 summarizes our findings for a gap penalty of 1. The first column lists the cutoff parameter, the second contains the proportion of the eigenvalues that were negative, and the third shows the number of eigenvectors that were closest to some intrinsic contact vector, i.e., the number of eigenvalues that were assigned to some residue. Mathematically, we know that we can select the cutoff parameter so that the eigenvalues are positive, but as the cutoff parameter increases we lose this guarantee. The first column shows that we begin to have negative eigenvalues past a cutoff of 8 Angstroms. However, the number of eigenvalues associated with a residue decreases as the cutoff value increases, and the small proportions reported in column two show that no negative eigenvalue was used in the creation of the scoring matrix. Although we lose the larger geometric description in N-dimensional space because we no longer have a positive-definite smooth contact matrix, we retain the geometry on the smaller space on which we project the problem, i.e., the subspace spanned by the used eigenvectors.
Columns four and five of Table 2 denote the fraction of proteins whose families were misclassified. Column four lists the fraction misclassified based on the DP score, which is solely based on the eigenvalue information. Column five instead uses the alignment found by EIGAs to calculate a smooth extension of the total overlap [33] 
where the smooth contact matrices C A and C B correspond to two different proteins. This gives us an indication of how accurate EIGAs is at aligning folds to those in their SCOP family. The best result uses a cutoff parameter of 14 Angstroms together with the smooth total overlap.
The time to complete all 44,850 pairwise comparisons for EIGAs was approximately 1.2 hours for each cutoff parameter (gap penalty of 1). The results in [20] show that Eig_7 can complete the comparisons in approximately 6 hours with an 8 Angstrom cutoff and identify 297/ 300 families. (Note, Eig_7 is capable of correctly identifying the families in 6 hours with a cutoff of 10 Angstroms.) From [1] we have that A_purva can complete the pairwise comparisons in about 13 hours and 38 minutes with correct family identification. As with the Skolnick40 data set, we also ran SAMO on the Proteus300 data set to see how a 3D alignment method would fair. SAMO required about 20 hours on a 2.6 GHz processor. Since SAMO's code does not output the score that it optimizes, we could not directly assess the accuracy of SAMO for fold recognition for either the Skolnick40 or Proteus300 data sets. Again, all reported values come from the appropriate citation or were accomplished on one of the authors' laptops or a computer workstation.
A CONTACT ALIGNMENT ALGORITHM
Here, we describe a spectral algorithm designed to give more accurate alignments than EIGAs, but at the cost of additional computational time. Suppose we are interested in aligning the folds of protein A and B. The fundamental idea is to alternate in contact space between aligning the eigenvalue-weighted eigenspaces of each protein's fold and aligning the intrinsic contact vectors assigned to the residues of each fold. To align the eigenvalue-weighted eigenspaces, we construct an alignment scoring matrix E AB and apply DP. (We can apply DP because the spectrum of a fold provides a natural ordering of the eigenspaces.) To align the intrinsic contact vectors assigned to the residues, we construct the protein-protein contact matrix C AB and apply DP. (We can apply DP in this case because the protein chain provides a natural ordering of the residues, and hence, an ordering of the intrinsic contact vectors.) We establish that the algorithm converges monotonically in contact space. However, to achieve high-quality alignments, we modify the algorithm to incorporate 3D information.
EIGensystem Alignment (EIGA)
In this section, we provide a mathematically detailed description of our algorithm EIGA following the outline provided in Table 3 . First, recall that the columns of the matrix R ¼ ffiffiffiffi D p V > are the intrinsic contact vectors of a fold and the rows of R are the eigenvalue-weighted eigenspaces of a fold. We begin the algorithm by using EIGAs (Table 1) to obtain an initial alignment of the residues of folds A and B and their corresponding intrinsic contact vectors. This initial alignment gaps and pairs the columns of R A and R B , which we denote in step 2 of Table 3 by applying the matrix operators À s (for gaping) and s (for pairing) to R A and R B . Once the columns of R A and R B are aligned, we use the standard inner product in standard coordinates to compute the scoring matrix E AB (step 3). We then apply DP to jE AB j in step 4. (We use the absolute value of the scoring matrix because we do not have information on the orientation of the eigenspaces. We choose an orientation in step 5 that recovers the maximum score computed in step 4.)
Steps 6-8 essentially repeat steps 2-4, but the operations are applied to the rows instead of columns of R. The alignment in step 4 determines gaping and pairing operators, À and , that align the rows of R. We apply these operators in step 6 and in step 7 construct a protein-protein contact matrix C AB by computing all standard inner products of the intrinsic contact vectors in protein A with protein B. Finally, DP is applied to C AB in step 8 and the whole process (steps 2-8) repeats until convergence is achieved.
Theorem 4. The contact alignment algorithm converges monotonically. Proof. First, we establish upper bounds for the optimization problems in steps 4 and 8 in Table 3 . We then show that the solution to each optimization problem must increase monotonically, thus establishing convergence of the algorithm. Using the notation ð 1 ; 1 Þ; . . . ; ð m 1 ; m 2 Þ to denote the eigenspace alignment determined by À s A ; À s B , and s , we have that
where 0 m 1 minðN 1 ; N 2 Þ. Taking absolute values we have
where we have used the fact that the eigenvectors v 
However, for the moment, assume (16) is valid. Let ð
Þ denote the globally optimal solution to the optimization problem in step 4 and let ða
Þ denote the globally optimal solution to the optimization problem in step 8. Using (16), we have that
where the notation ðE
Þ Ã indicates that the eigenvector contact matrix is computed using the optimal protein chain alignment ða
Þ. Inequality (20) shows that the solution to the optimization problem in step 4 increases monotonically. A similar argument establishes that the solution to the optimization problem in step 8 also increases monotonically.
To complete the proof, we establish (16), which follows since 
u t
Although numerical experiments show that the contact alignment algorithm converges monotonically, it does not result in reliably good alignments, presumably because the algorithm becomes trapped in local minima, or because of well known difficulties of embedding contact maps in 3D [11] , [26] , [31] . In order to overcome these difficulties, we include 3D information in the alignment of the eigenspaces in step 3 of the algorithm as we describe below.
Given an alignment of the protein chains, we can superimpose the 3D coordinates of the folds using the widely used Kabsch procedure [18] . We then construct a 3D protein-protein contact matrix C AB ¼ ½C Unfortunately, the modification in step 3 of the algorithm does not preserve the monotonicity of the original algorithm. We therefore run the modified algorithm for a fixed number of steps or until it converges, save the best alignment in terms of contact score (the score maximized in step 8), and then resort to alternate applications of the Kabsch procedure and DP to refine the alignment. The 3D contact alignment iteration and the Kabsch-DP iteration of EIGA are each terminated if the absolute change of the contact score between consecutive iterations falls below a prescribed tolerance value or exceeds a maximum number of iterations. We have observed that the contact alignment algorithm with the 3D modification quickly gives a good global alignment and the Kabsch procedure and DP quickly give a low RMSD alignment.
Numerical Results for Difficult Alignment
In this section, we report computational results for EIGA for the 10 difficult alignments studied in [9] , [30] . An additional 26 alignment results, some between different protein folds and fold classes are given in the appendix, which can be found on the Computer Society Digital Library at http:// doi.ieeecomputersociety.org/10.1109/TCBB.2011. 24 . We compare to four other alignment algorithms (data taken form [9] ):
. SAMO: multiobjective alignment algorithm that minimizes RMSD and maximizes the number of aligned residues [9] , . Dali: one of the first fold alignment algorithms. Dali uses distance matrix [16] , . CE: genetic algorithm based combinatorial extension algorithm [30] , and . Lund: an algorithm that uses "fuzzy" contact matrices interpreted as probabilities [5] . The 3D version of our contact alignment algorithm followed by alternate applications of the Kabsch procedure and DP is denoted by EIGA (EIGensystem Alignment). We use a convergence tolerance value equal to 0.001, a cutoff value of ¼ 8 Angstroms and a gap penalty equal to zero. Tables 4, 5 , and 6 list alignment results for 10 difficult alignments. The first column in each table lists the PDB codes of the proteins aligned. The number of residues in each protein chain is given in parenthesis after its PDB code. Tables 4 and 5 show that EIGA compares well to SAMO, Dali, CE, and Lund in terms of the number of aligned residues and RMSD error. Table 6 shows that EIGA is reasonably fast. (We only report computational times for SAMO as this is the only algorithm we were able to test directly.)
From Table 5 , we see that our earlier delta method [27] and EIGAs do not compare favorably with the other methods in terms of RMSD error for the difficult alignments. But EIGAs does a reasonable job with easier Tables 7 and 8 in the appendix. In particular, EIGAs outperforms our earlier delta method in terms of both speed and quality.
Despite poor RMSD values, anecdotal evidence suggests EIGAs does a reasonable job of quickly forming a global alignment. For 1FX1a versus 1UBQ, for example, EIGAs determined an alignment in 0.1 seconds. The RMSD error is poor at 9.8. However, the global alignment is mostly correct with 74 aligned residues and a 3D contact score of 12.3. Applying the contact alignment algorithm (3D version) to EIGAs's alignment, reduced the number of aligned residues to 64 and RMSD to 5.2 and increased the 3D contact score to 24.6. Finally, a further application of 3D alignment, which involves alternating between DP and 3D superposition using the Kabsch procedure, reduced the number of aligned residues to 63, RMSD to 2.6, and increased the 3D contact score to 45.4.
EIGA is initialized with the quick alignment found by EIGAs, and a natural question is can EIGA improve on EIGAs' ability to correctly identify the fold families in the Proteus300 data sets. The answer is yes. Moreover, EIGA is capable of correctly identifying the families of all the proteins in the Skolnick40 and Proteus300 data sets using a less stringent convergence tolerance value of 0.1 verses the 0.001 value used for the alignment results reported in Tables 4, 5, 6, and Tables 7, 8, 9 given in the appendix. With the convergence tolerance value set to 0.1, a 10 Angstrom cutoff and zero gap penalty, EIGA took 9 minutes to correctly identify all the families of the proteins in the Skolnick40 data set and 26 hours (on a 2.5 GHz processor) to correctly identify all the families of the proteins in the Proteus300 data set.
CONCLUSIONS
The contact geometry description of protein folds presented in this paper has a rich mathematical structure. We have used this mathematical structure to develop two new protein fold alignment algorithms, EIGAs, and EIGA. Both are fast, but EIGAs is especially fast as it essentially runs at the speed of DP.
In a recent article, Hasegawa and Holm [14] claim that alignment methods that allow for flexibility generate the most biologically meaningful alignments. Instead of directly aligning the residues of a fold, the spectral alignment methods described in this paper first align the eigenspaces of the folds. Structural deformations observed in actual protein folds result in shifts in these eigenspaces. Since residues are referenced to their eigenspaces, the final alignment naturally compensates for such structural deformations.
We are currently investigating a spectral approach to multiple structure alignment as well as refining the mathematical description of the 3D version of our contact alignment algorithm. We are also working on a detailed mathematical analysis of the alignment error of protein alignments. 
