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Abstract. Robot-assisted minimally invasive surgery has shown to im-
prove patient outcomes, as well as reduce complications and recovery
time for several clinical applications. However, increasingly configurable
robotic arms require careful setup by surgical staff to maximize anatomi-
cal reach and avoid collisions. Furthermore, safety regulations prevent au-
tomatically driving robotic arms to this optimal positioning. We propose
a Head-Mounted Display (HMD) based augmented reality (AR) guidance
system for optimal surgical arm setup. In this case, the staff equipped
with HMD aligns the robot with its planned virtual counterpart. The
main challenge, however, is the perspective ambiguities hindering such
collaborative robotic solution. To overcome this challenge, we introduce
a novel registration concept for intuitive alignment of such AR content
by providing a multi-view AR experience via reflective-AR displays that
show the augmentations from multiple viewpoints. Using this system,
operators can visualize different perspectives simultaneously while ac-
tively adjusting the pose to determine the registration transformation
that most closely superimposes the virtual onto real. The experimental
results demonstrate improvement in the interactive alignment of a virtual
and real robot when using a reflective-AR display. We also present mea-
surements from configuring a robotic manipulator in a simulated trocar
placement surgery using the AR guidance methodology.
Keywords: Augmented reality · Surgery · Robotics ·Optical see-through
· Head-mounted display · Virtual · Real.
1 Introduction
Robotic-assisted minimally invasive surgery is becoming increasingly common
due to its associated benefits that include higher accuracy, and tremor and fa-
tigue reduction. Robotic systems can augment the surgeon’s abilities with stereo
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endoscopic imaging and intuitive control which help the surgeon’s hand-eye coor-
dination and reduce physical workload during surgery [9]. Furthermore, robotic
surgery has benefits over traditional laparoscopic techniques with patients expe-
riencing reduced blood loss and shorter post-operative hospital stays [3].
Despite the advantages of robotic-assisted solutions, there are many factors
that hinder widespread adoption of robotic surgery, reducing its overall impact.
Most notably, quick and accurate setup of robotic systems leading up to surgery
remains a major challenge in the endeavor of making robotic surgery the stan-
dard of care. After a patient has been positioned, anesthetized, and trocars
inserted, the robotic arms must be positioned and docked before operation can
begin. This procedure grows more complex the more joints the robotic arms have,
yet remains a crucial step of workflow. While many different configurations of
the robot’s joints may allow the robotic arm to dock, sub-optimal positioning
increases the likelihood of collisions and inadequate reach during teleoperation.
Any repositioning or undocking necessary to adjust the robot significantly de-
creases operating room efficiency [4]. For many procedures including minimally
invasive gastrectomy, ”junk time”, the time taken to set up or reposition robotic
arms, is often the sole reason for increased procedure time in robotic procedures
over purely laparoscopic approach [5].
Optimal setup of robotic arms, consequently, is critical to increasing the ef-
ficiency of robotic surgery and foster acceptance. Due to safety and regulatory
concerns, having a robot automatically drive itself to a pre-operative position is
infeasible. As most manual methods are error prone and induce a steep learning
curve to operating room staff unfamiliar with a system, we investigate an aug-
mented reality (AR) solution for guidance during robotic setup. Using an optical
see-through head-mounted display (OST-HMD), setup staff can be interactively
guided through joint-by-joint steps to optimally position the robot in an efficient
manner.
In order to properly augment virtual assistance over a physical robot, we re-
quire an intuitive and fast approach to align the AR environment provided by a
OST-HMD to the robot. This registration must be robust to perceptual ambigu-
ities that arise during AR alignment [6,10]. To this end, we propose virtual-real
active alignment (VRAA) to register a virtual model of the robot to the real
robot. Our method enables the user to create and view multiple AR mirrors
which show the current 3D scene (including real and virtual robot) from differ-
ent viewpoints. By providing this overlay from multiple perspectives simultane-
ously, users can actively adjust the 6 degree-of-freedom (DOF) transformation
parameters that best align the virtual and the real objects in all views.
2 Methodology
An important step in many AR scenarios is to bring the virtual content that
lives in a controlled environment into alignment with the physical reality that is
present in the unmodeled environment [6]. In this work, to enable seamless inter-
action of a surgical robot manipulator and its virtual representation during an
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AR experience, we introduce reflective-AR displays that enable multi-view visu-
alization and interactive alignment of virtual and real objects (Sec. 2.1 and 2.2).
In Sec. 2.3, we present AR guidance to facilitate robot setup during surgical
interventions.
2.1 Virtual-Real Active Alignment (VRAA)
To estimate the virtual-to-real 6 DOF alignment shown in Fig. 1, we estimate
the transformation RTV = (R¯, t¯) via interactively registering a robot with its
virtual model at N pre-defined joint configurations. Each time a rigid-body
transformation {(Ri, ti)}Ni=1 is obtained, where (Ri, ti) ∈ SE(3), and SE is the
Special Euclidean group.
Origin of the 
virtual world
Origin of the 
real world
RTV
Fig. 1. VRAA strategy estimates the virtuality to reality transformation RTV.
From these N estimates, we seek to compute the mean rotation and transla-
tion. The mean rotation matrix R¯ is computed on the Special Orthogonal group
SO(3) by minimizing:
arg min
R¯∈SO(3)
N∑
i=1
d(Ri, R¯)
2, (1)
where d(.) denotes a distance function on the Riemannian manifold. To establish
d(.), the rotation matrix is expressed in the Lie algebra (tangent space) of the Lie
group as R = ewˆ. The tangent space w is then obtained as log(R) = wˆ, such that
wˆ is the skew-symmetric matrix constructed from the vector w. Consequently,
the mean rotation is estimated as [7]:
arg min
R¯∈SO(3)
N∑
i=1
∥∥log(R>i R¯)∥∥2F , (2)
where ‖.‖2F is the Frobenius norm. The mean translation t¯ is computed in Eu-
clidean space as:
t¯ =
1
N
N∑
i=1
ti. (3)
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2.2 Reflective-AR Display
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Fig. 2. Reflective-AR displays enable simultaneous alignment from multiple views.
Due to the projective property of human visual system and the differences
in perceptual cues in virtuality and reality, the scale and depth between real
and virtual objects is easily misjudged [10]. To eliminate depth ambiguities and
enhance 3D perception during an AR experience, we introduce reflective-AR dis-
plays that allow simultaneous visualization of the scene from various viewpoints.
The reflective-AR displays shown in Fig. 2 are constructed by displaying images
from the integrated camera sensor of the OST-HMD as if the user observed
the real scene from different viewpoints simultaneously, and are augmented with
the projections of the 3D virtual objects. To compute a geometrically relevant
pose for displaying these images, we compute the associated observer poses to
the coordinate frame of the AR scene in the operating room (OROR,
O tOR) via
simultaneous-localization and mapping (SLAM). The observer imaging geometry
in Fig. 3 is formulated as:
Po = Ko P
[
OROR
OtOR
0> 1
]
, (4)
where Ko is the matrix of intrinsic parameters and P is the projection operator.
Next, to simulate a mirror-like view, we construct a reversed frustum as (Fig. 3):
Pm =
1 0 00 −1 0
0 0 1
Ko︸ ︷︷ ︸
Km
P
[
OROR
OtOR
0> 1
]Rx(pi)
 00
D

0> 1
 . (5)
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Fig. 3. Imaging geometries of the observed and reversed frustums in relation to the
robotic manipulator
In Eq. 5, the optical center of the observer frustum is rotated by the amount
pi around the x axis, and translated by the amount D along the principle ray
of the frustum. Distance D is approximated as the Euclidean distance between
the camera center, and an arbitrary point on the surface of the robot that is
acquired by colliding the gaze cursor with the spatial map of the AR scene.
The distance is merely used as a reference to position the optical center of the
reversed frustum, and does not affect the rendering content in the reflective-AR
display. To compute the reversed frustum’s intrinsic matrix Km, the y-axis of the
image plane is flipped according to Eq. 5. Finally, to give rise to an AR mirror,
the 3D virtual structures are projected into the image plane with the imaging
geometry Pm, hence, enabling the joint visualization of real and virtual in the
reflective displays.
2.3 Augmented Reality Assistance for Robot Setup
After the registration transformation is established between real and virtual
worlds, a collision-free and safe virtual robot configuration can be presented
to the first assistant. The desired configuration can either be estimated via the
inverse kinematics of the robot, or can be adjusted interactively using the virtual
robot and the patient position on the surgical bed. The robot setup is then
performed in joint-by-joint steps, following the virtual planning.
3 Experimental Results
We first evaluate the VRAA strategy using a virtual and real robotic manip-
ulator. Next, in a simulated surgical setup, we assess end-effector alignment
using AR guidance where a trocar must be inserted at a mannequin’s umbilicus
(Fig. 4). The umbilicus is commonly chosen as robotic port and remote center
of motion (RCM) for abdominal surgery [1].
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a) b)
c) d) e)
Reflective AR Displays from Two Views
Fig. 4. During the surgical AR experience, the virtual model of the robot is first
visualized at a known configuration (a). The alignment between the real and virtual
is established in multiple views via reflective-AR displays (b). Once the 6 DOF rigid-
body transformation is identified between the real and virtual content, a virtual robot
is rendered into the scene at a safe surgical configuration (c). The robot assistant can
then align the robot with the virtual counterpart (d), and dock it to the trocar (e).
3.1 System and Design
For the experiments we used a 7 DOF KUKA LBR Intelligent Industrial Work
Assistant (iiwa) 7 R800 redundant robot manipulator (KUKA AG, Augsburg,
Germany). The joint configuration and end-effector pose of the robot was ob-
tained through a ROS interface [8]. The AR environment is delivered by a Mi-
crosoft HoloLens OST-HMD (Microsoft, Redmond, WA).
3.2 Results
VRAA strategy is evaluated by aligning the virtual and real robots without and
with a reflective-AR display. Each experiment is repeated 10 times. The error
measurements are presented in Table 1. We did not incorporate external marker-
based tracking approach as base-line since marker tracking exhibited high errors
due to propagation. Instead, to quantify the amount of misalignment, for each
iteration we located three pairs of distinct 3D landmarks on the surfaces of both
real and virtual robots. These points were identified interactively by intersecting
rays from the OST-HMD to the landmark using a gaze cursor.
We selected three rigid-body transformations,
{
RTV(i)
}3
i=1
, that were esti-
mated by aligning virtual and real object at different robot configurations, and
computed a mean transformation RTV as discussed in Sec. 2.1. The misalign-
ment error for RTV exhibited 11.3± 1.01 mm error.
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Table 1. Mean and standard deviation of misalignment errors in mm.
Alignment Method (tx, σtx) (ty, σty ) (tz, σtz ) (
∥∥t∥∥
2
, ‖σt‖2)
VRAA (17.4, 16.1) (11.9, 6.24) (21.6, 16.5) (30.2, 23.9)
VRAA + Reflective-AR Display (9.00, 5.64) (10.3, 7.45) (9.18, 5.77) (16.5, 11.0)
During a simulated robot-assisted trocar placement, ten relevant joint con-
figurations
{
EETB(i) = fk(qi)
}10
i=1
were augmented at poses EETB(i)
RTV. In
this formulation, fk(.) denotes the forward-kinematics map of the robot, and
qi = {q1i, q2i, q3i, q4i, q5i, q6i, q7i} is the configuration space vector for the redun-
dant manipulator. We evaluated the errors in achieving the desired joint angles
by aligning the real robot with its virtual representation in the configuration
space domain. Results are presented in Table 2.
Table 2. Mean and standard deviation error when bringing a robot to a desired con-
figuration during simulated robot-assisted trocar placement procedure. The 7th joint
of the robot at the flange is a symmetric revolute joint, hence is excluded from the
evaluation due its configuration ambiguity.
(q1, q2, q3, q4, q5, q6) (σq1 , σq2 , σq3 , σq4 , σq5 , σq6)Configuration Space
Error (2.24, 1.86, 3.83, 4.06, 3.21, 5.47) (1.39, 1.68, 2.19, 2.53, 6.37, 3.07)
4 Discussion and Conclusion
In this manuscript we presented a novel multi-view strategy to align virtual
and real content, and demonstrated an application of it for improving surgical
robotic workflows. The reflective-AR displays were introduced to eliminate the
3D scale ambiguities and improve the AR scene realism. We have proposed an
AR interface that accommodates multiple reflective displays, and allows the users
to scale the images within their viewing frustum [2].
The virtual-real registration approach, VRAA, is an interactive and user-
specific method that calibrates the real and virtual worlds directly to the user’s
display. No external camera or tracking system, other than the HMD itself, is
used in order to keep maximum flexibility and transferability of the system into
different surgical environments.
Seamless overlays of virtual content onto the reflective AR displays are achieved
by placing virtual cameras at the optical centers where the images were acquired,
hence allowing to render the virtual and real from an identical imaging geome-
try. The reflective displays require a static scene, hence are suited for aligning
virtual to real, and not vice-versa.
The experimental results indicated an improved alignment when using a
reflective-AR display. The L2-norm average misalignment error in this case was
16.5±11.0 mm, and showed improvement compared to 30.2±23.9 mm error when
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no reflective displays were used. Using more than one reflective-AR display did
not improve the alignment due to two main reasons. First, the limited field of
view of Microsoft Hololens prohibited optimal view of multiple mirrors in their
frustums simultaneously when standing in close proximity to the robot. Second,
the poor quality of SLAM-based tracking and the unreliable spatial map of the
HMD resulted in drifts, hence achieving alignment consensus in all views became
challenging. Larger field of vision and reliable head tracking with more advanced
OST-HMD can greatly improve these limitations.
Table 2 presents the misalignment errors for bringing the real robot to a
desired configuration. This step of the AR assistance workflow, which involves
the alignment of a real object to virtual, can in future leverage from multi-view
strategies by using collaborative AR devices or external cameras.
In this work, we presented the application of VRAA for AR guidance during
minimally-invasive robotic surgery. An intuitive user interface, such as the AR
reflectors, can accelerate interaction during surgery. By measuring the exact time
of the staff this could be validated in future work. We believe that the proposed
alignment strategy can extend to other realms of computer-assisted surgery,
namely for surgical training and AR guidance during image-guided therapies.
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