This study aims at the development of an optimization model based on a model calibration, using artificial immune systems (AIS) for quantifying and locating water loss in water distribution networks (WDNs) without using observed pressure data as used by previous studies in the related literature.
INTRODUCTION
Water is of vital importance for all living creatures because it is a life source. This also increases the economic value of water. In this regard, the water loss detection comes to prominence to prevent water loss in water distribution net- 
MATERIALS AND METHODS

Model formulation
Model calibration is the process of minimizing the discrepancy between the model predictions and field observations of pressures and flows to determine the physical and 
where Dobs nd is the nd-th observed junction (nodal) demand, Dsim nd is the nd-th model simulated junction demand. In water loss detection, the objective function was minimized by considering the following constraints.
For each node, the continuity equation should be satisfied:
where Q in and Q out are the inflow and outflow rate of the node, respectively, Q e is the external inflow rate or demand at the node. For each node, the minimum pressure required is expressed as follows:
where H j is the pressure head at node j, H j min is the minimum required pressure head at node j, M is the number of nodes in WDN. The penalty function is also described in addition to the objective function ( f ) in case of violating the constraints. The penalty function is as follows:
In this study, H j min was zero so that negative pressures do not occur in the nodes. The modified Clonalg developed by Eryigit (), a class of AIS, was used for minimizing the objective function. The modified Clonalg is illustrated in Figure 1 for optimization problems, where Ab is an antibody set (population) randomly constituted, f is an antibody's antigenic affinity corresponding to the objective function for a given antibody, C is a set of antibodies cloned, C* is a set of matured (mutated) antibodies after the cloning process. In the modified Clonalg, new genes are generated for each clone with a certain probability depending on a given problem, called 'probability rate'. The number of clones generated for all antibodies can be calculated as follows (De Castro & Von Zuben ) :
where N c is the total number of the clones in C, β is a multiplying coefficient, 'round' is the rounding operator for an integer.
The mutation rate can be computed as follows (De Castro & Von Zuben ):
where α i is the mutation rate for the clones exposed to the maturation process, ρ is a decay coefficient, and f i is the affinity value (objective function value) normalized over the
Description of Ab: 
where N Ab is the total number of antibodies in Ab, x ij is the gene of Ab i , corresponding to a decision variable of the objective function, nd is the number of genes (decision variables) of Ab i . In this study, x ij corresponds to nodal water demand. Unauthorized water consumption in nodes and leakages in pipes was considered as water loss in WDNs. All leakages in pipes were assumed as a pseudo node and simulated as a demand (Poulakis et al. ) . Unauthorized consumptions were added as a demand by demand multipliers to base demands in actual nodes (Wu & Sage ) . This operation was formulated as follows:
where AD j is an actual demand in node j, BD j is a base demand in node j, UC j is an unauthorized consumption 
where L j is a leakage in pseudo node j, L min is a lower limit, L max is a upper limit, N PN is the number of pseudo nodes assumed in WDNs. Herein, the interval between 
Four-loop WDN scenario
This network consists of 10 actual nodes including nodes 1-9, and a reservoir, 13 pipes with four loops, and is fed by the gravity from a reservoir with a 75 m fixed head.
Pipe roughness coefficient (C p ) was 100 in all pipes. 4, 6, 7, 9, 10, 11 and 12 (pseudo nodes 13, 15, 14, 16, 20, 18, 21 and 19, respect- ively) cannot be calculated because the flows are not measured throughout pipes.
Six-loop WDN scenario
This network consists of 13 actual nodes including nodes 1-12, and a reservoir, 18 pipes with six loops, and is fed by the gravity from a reservoir with a 75 m fixed head.
Pipe roughness coefficient (C p ) was 100 in all pipes. Nodes 13-29 are pseudo nodes representing leakages in pipes. Also, 58.003 ± 0.02 57.999 ± 0.01 58.002 ± 0.01 58 62.12 ± 0.00 62.12 ± 0.00 62.12 ± 0.00 9 4.882 ± 0. kages in pipes 3, 4, 6, 7, 9, 10, 11, 12, 14, 15, 16, and 17 (pseudo nodes 16, 18, 17, 19, 23, 21, 24, 22, 28, 26, 29, and 27, respectively) cannot be calculated because the flows are not measured throughout pipes.
RESULTS AND DISCUSSION
The model minimizes the objective function (see Equation (2)) for detecting water loss (unauthorized water consumption in actual nodes and leakages in pipes) in WDNs, and the average of the best (minimum) objective function values after 20 runs is zero (see Table 5 ). As seen in Tables 6   and 7 Table 7 ).
The model could detect both locations and amounts of water loss in all nodes and pipes of the WDNs without using observed pressure data (see Equation (1)). Also, although there are many unknown leakages in WDNs, which cannot be calculated by Equation (3) with the observed data, they were detected successfully. These demonstrate that the model minimizes the number of required field measurements used in a model calibration (pressures are not used) for detecting water loss in all pipes and nodes of WDNs. Moreover, the sensitivity analysis of the modified Clonalg was carried out according to ρ (decay coefficient) to test its search capability in the optimization problems. The results showed that the model appeared to be significantly successful and feasible for water loss detection in WDNs. In future studies, the performance of this model needs to be explored in different WDNs.
