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RUELLE OPERATOR FOR INFINITE CONFORMAL IFS
XIAO-PENG CHEN, LI-YAN WU AND YUAN-LING YE*
Abstract
Let (X, {wj}
m
j=1, {pj}
m
j=1) (2 ≤ m < ∞) be a contractive iterated function
system (IFS), where X is a compact subset of Rd. It is well known that there
exists a unique nonempty compact set K such that K =
⋃m
j=1wj(K). More-
over, the Ruelle operator on C(K) determined by the IFS (X, {wj}
m
j=1, {pj}
m
j=1)
(2 ≤ m <∞) has been introduced in [FL]. In the present paper, the Ruelle oper-
ators determined by the infinite conformal IFSs are discussed. Some separation
properties for the infinite conformal IFSs are investigated by using the Ruelle
operator.
1. Introduction
The (finite) conformal iterated function systems (IFSs) have been studied
in various ways. Fan and Lau [FL] considered the eigenmeasure by using
the Ruelle operator. Fan et al. ([FL], [L]) extended Schief’s idea [S] to
prove the equivalence of the OSC and SOSC. Peres et al. [P] showed that
for conformal IFSs satisfying the Ho¨lder condition with the invariant set K,
both OSC and SOSC are equivalent to 0 < Hs(K) <∞, where s is the zero
point of the pressure function P (·). A simple proof of the result was also
given by Ye [Y].
The infinite iterated function systems (IFSs) of similarity maps were de-
veloped by Moran [M]. Moran [M] extended the classical results for finite
systems of similitudes satisfying the open set condition to the infinite case.
Mauldin and Urban´ski [MU] considered the dimension and Hausdorff mea-
sure of the limit sets of the infinite conformal IFSs. They found a way to
determine the Hausdorff dimension of the limit sets under the condition
that the basic open sets were connected. In this paper, we continue the
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study of the infinite conformal IFSs. We only assume that the space X is
locally connected. This is similar to the finite case[Y].
Let (X, {wj}
m
j=1, {pj}
m
j=1) be an IFS, where wj ’s are contractive self-maps
on a compact subset X ⊂ Rd and pj ’s are positive Dini functions on X [FL].
Then there exists a unique compact set K invariant under IFS, i.e.,
K =
m⋃
j=1
wj(K).
The Ruelle operator on C(K) is defined by
T (f)(x) =
m∑
j=1
pj(wj(x))f(wj(x)), f ∈ C(K),(1.1)
where C(K) is the space of all continuous functions on X . For the im-
portance of studying the Ruelle operators can be found in [LY]. We could
generalize the Ruelle operators to the infinite conformal IFSs. Then we
obtain the PF-property(Theorem 1.1) using the Ruelle operator we define.
The separation properties(OSC and SOSC) are useful for studying the
(finite) conformal IFSs. However, for the infinite conformal IFSs, Moran [M]
showed that self-similar set generated by a countable system of similitudes
may not be s-set even if the open set condition (OSC) is satisfies. Szarek and
Wedrychowicz [SW] showed that for infinite IFSs, the OSC does not imply
the SOSC. So it is necessary to consider the weak separation properties
for the infinite conformal IFSs. Let {sj}
∞
j=1 be an infinite conformal IFS
on an open set U0. We call the infinite conformal IFS {sj}
∞
j=1 satisfies the
finite open set condition if for any integer n, there is a nonempty open set
Un ⊂ U0 such that si(Un) ⊂ Un for any i ≤ n and si(Un)∩sj(Un) = ∅ for any
i, j ≤ n, i 6= j. Such weak separation property has been used to study the
Hausdorff dimension of invariant set[M]. We give a sufficient condition for
the infinite conformal IFS {sj}
∞
j=1 satisfies the finite (strong) open condition
in Section 4. Our basic results are:
Theorem 1.1. Let (X, {sj}
∞
j=1, {pj}
∞
j=1) be an infinite conformal uniformly
Dini IFS, and let J be the limit set of the IFS {sj}
∞
j=1. Then there exists a
unique 0 < h ∈ C(J) and a unique probability measure µ ∈M(J) such that
Th = ̺h, T ∗µ = ̺µ, < µ, h >= 1.
Moreover, for every f ∈ C(J), ̺−nT nf converges to < µ, f > h in the
supremum norm, and for every ξ ∈ M(J), ̺−nT ∗nξ converges weakly to
< ξ, h > µ.
Theorem 1.2. Let {sj}
∞
j=1 be an infinite conformal IFS, and let J be the
limit set of the IFS. If Hausdorff measure Ha(J) = Ha(J) > 0, then the
system {sj}
∞
j=1 satisfies the finite strong open set condition.
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Theorem 1.1 generalizes THEOREM 1.1 of the paper [FL]. Theorem 1.2
extends the result of the paper [Y]. Observe that the system is infinite, to
prove Theorem 1.1 we need to assume that the potential functions are uni-
formaly Dini continuous. Under the assumption that there exists a number
a determined by the Ruelle operator, we can prove Theorem 1.2 by making
use of Schief’s idea [S].
The paper is organized as follows. In Section 2, we present some concepts
for infinite conformal IFSs and some elementary facts about the Ruelle
operators determined by infinite conformal IFSs. In Section 3, we study the
Ruelle operators defined by the infinite conformal IFSs. In Section 4, we
investigate the separation properties of the infinite conformal IFSs.
2. Preliminaries
In the paper, we always assume that X is a locally connected compact
subset of Rd. Let w be a self-map on compact set X ⊂ Rd. We call w a
conformal map if there exists an open set X ⊂ U0 such that w is continuous
differentiable on U0 and for each x ∈ U0, w
′(x) is a self-similar matrix. We
call the {sj}
∞
j=1 is an infinite conformal iterated function system (IFS), if
each sj(1 ≤ j <∞) is self-conformal map. The family of functions {pj}
∞
j=1
is said to be uniformly Dini continuous on U0 provided that
∫ 1
0
α(t)
t
< +∞,
where
α(t) := sup
j≥1
sup
x,y∈U0
|x−y|≤t
| log pj(x)− log pj(y)|
and
∞∑
j=1
pj(x) <∞ on U0. Under this assumption, we call the triple (X, {si}
∞
i=1,
{pj}
∞
j=1) an infinite conformal uniformaly Dini IFS
Throughout the paper, we always assume that the infinite conformal IFS
{sj}
∞
j=1 satisfies the following conditions:
(i) each sj : X → X is one-to-one and the system {sj}
∞
j=1 is uniformly
contractive, i.e., there exists 0 < s < 1 such that for any 1 ≤ j < ∞,
|sj(x)− sj(y)| ≤ s|x− y|, ∀x, y ∈ X ;
(ii) each sj is conformal on U0(⊃ X) with 0 < inf
x∈U0
|s′j(x)| ≤ sup
x∈U0
|s′j(x)| <
1;
(iii) {|s′j(·)|}
∞
j=1 is uniformly Dini continuous on U0.
Let the {sj}
∞
j=1 be an infinite conformal IFS. Denote I = {1, 2, 3, · · · },
In = {u = u1u2 · · ·un : uj ∈ I, ∀1 ≤ j ≤ n},
I∞ = {v = v1v2 · · · : vj ∈ I, ∀1 ≤ j <∞},
and let I∗ =
⋃
n≥1
In. For arbitrary w = w1w2 · · ·wk ∈ I
k, we let |w| = k
and sw = sw1 ◦ sw2 · · · ◦ swk .
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For any w ∈ I∗
⋃
I∞ and integer n, if n ≤ |w|, we denote by w|n the
word w1w2 · · ·wn. By the contractiveness of the system {sj}
∞
j=1, we have
lim
n→∞
diam{sw|n(X)} → 0, ∀w ∈ I
∞.
This implies the set
∞⋂
n=1
sw|n(X) is a singleton. Hence we can define a map
π : I∞ → X by
π(w) :=
∞⋂
n=1
sw|n(X).
We endow the I∞ with the metric d(w,u) = e−n(w,u), where n(w,u) is the
largest integer n such that w|n = u|n. We can prove that the map π is
continuous.
Define
(2.1) J = π(I∞) =
⋃
w∈I∞
∞⋂
n=1
sw|n(X).
We can check that the set J satisfies the following equation:
J =
⋃
j∈I
sj(J).
The set J is said to be the limit set of the system [MU]. For an infinite
conformal uniformaly Dini IFS (X, {si}
∞
i=1, {pj}
∞
j=1), we define an operator
T : C(J)→ C(J) by
(2.2) Tf(x) =
∞∑
j=1
pj(sj(x))f(sj(x)).
T is called the Ruelle operator of the system. The dual operator T ∗ on the
measure space M(J) is given by
T ∗µ(E) =
∞∑
j=1
∫
s−1j (E)
pj(x)dµ(x) for any Borel set E ⊆ J(2.3)
(For the finite see e.g. [B]).
For j = j1j2 · · · jn, we let
psj(x) = pj1(sj2 ◦ sj3 ◦ · · · ◦ sjn(x)) · · · pjn−1(sjn(x))pjn(x).
By induction we have for any integer n,
T nf(x) =
∑
|j|=n
psj(x)f(sj(x)).
Let ̺ = ̺(T ) be the spectral radius of T . Since T is a positive operator, we
have ‖T n1‖ = ‖T n‖ and
̺ = lim
n→∞
‖T n‖
1
n = lim
n→∞
‖T n1‖
1
n .
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For the sake of convenience, we can assume that
diam(U0) = sup{|x− y| : x, y ∈ U0} ≤ 1.
Let J be the limit set of the system {sj}
∞
j=1. For any r > 0, denote
B(J, r) =
⋃
x∈J
B(x, r). Choose κ > 0 such that
(2.4) X0 :=
⋃
x∈X
B(x, κ) ⊂ U0.
From the contractiveness of sj’s, we can show that sj(X0) ⊂ X0 for any
j ∈ I. Hence we may assume that
B(J, κ) ⊂ X.
We call the infinite conformal IFS {sj}
∞
j=1 satisfies the open set condition
(OSC) if there exists a nonempty bounded open set U ⊂ U0 such that
sj(U) ⊂ U and si(U) ∩ sj(U) = ∅ for any i, j ∈ I and i 6= j.
Such a open set U is called a basic open set for the system {sj}
∞
j=1. If
moreover U
⋂
J 6= ∅, then the system {sj}
∞
j=1 is said to satisfy the strong
open set condition (SOSC).
To study the separation properties of the infinite conformal IFS, we in-
troduce the finite open set condition as follows.
Definition 2.1. We call the infinite conformal IFS {sj}
∞
j=1 satisfies the
finite open set condition if for any integer n, there is a nonempty open set
Un ⊆ U0 such that sj(Un) ⊂ Un for each 1 ≤ j ≤ n and si(Un) ∩ sj(Un) =
∅ for each 1 ≤ i, j ≤ n and i 6= j. The finite strong open set condition
holds if furthermore Un
⋂
J 6= ∅.
Obviously the finite open set condition is weaker than the OSC.
3. RUELLLE OPERATOR
Proposition 3.1. Let {sj}
∞
j=1 be an infinite conformal IFS, and let J be
the limit set of the system {sj}
∞
j=1. Then
{su(x) : u ∈ I∗} = J, ∀x ∈ J.
Proof. For any x ∈ J and u ∈ I∗, we have
su(x) ∈ su(J) ⊂ su(J) ⊂ J.
This implies that {su(x) : u ∈ I∗} ⊂ J .
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For any y ∈ J , by noticing that (2.1) and the contractiveness of the
system {sj}
∞
j=1, there exists w ∈ I
∗ such that
lim
n→∞
{sw|n(x)} = y, ∀x ∈ J.
This implies that J ⊂ {su(x) : u ∈ I∗}. We have
J ⊂ {su(x) : u ∈ I∗}.
Thus we conclude the assertion. 
Proposition 3.2. Let the operator T be defined as in (2.2). Then
(i) minx∈J ̺
−nT n1(x) ≤ 1 ≤ maxx∈J ̺
−nT n1(x), ∀n > 0.
(ii) if there exist λ > 0 and 0 < h ∈ C(J) such that Th = λh, then λ = ̺
and there exist A,B > 0 such that
A ≤ ̺−nT n1(x) ≤ B, ∀n > 0.
Proof. (i) We will prove the second inequality of (i), the first inequality is
similar. Suppose it is not true, then there exists a k such that ‖T k1‖ < ̺k.
Hence
̺ =
(
̺(T k)
) 1
k ≤ ‖T k‖
1
k = ‖T k1‖
1
k < ̺,
which it is a contradiction.
(ii) Let a1 = minx∈J h(x), a2 = maxx∈J h(x). Then
(3.1) 0 <
a1
a2
≤
h(x)
a2
=
λ−n
a2
T nh(x) ≤ λ−nT n1(x).
Since T n is a positive operator, we have
a1
a2
≤ λ−n‖T n‖.
Similarly we can show that
(3.2) λ−nT n1(x) ≤
a2
a1
.
This implies that
λ−n‖T n‖ ≤
a2
a1
.
Hence ̺ = lim
n→∞
‖T n‖
1
n = λ. This, together with (3.1) and (3.2), implies
that
A :=
a1
a2
≤ ̺−nT n1(x) ≤ B :=
a2
a1
, ∀n > 0.

We call the operator T : C(J) → C(J) irreducible if for any non-trivial,
non-negative f ∈ C(J) and for any x ∈ J , there exists n > 0 such that
T nf(x) > 0.
RUELLE OPERATOR FOR INFINITE CONFORMAL IFS 7
Proposition 3.3. Let (X, {si}
∞
i=1, {pj}
∞
j=1) be an infinite conformal unifor-
maly Dini IFS. Then the Ruelle operator T is irreducible and
dim{h ∈ C(J) : Th = ̺h, h ≥ 0} ≤ 1;
if h ≥ 0 is a ̺-eigenfunction of T , then h > 0.
Proof. For any given f ∈ C(J) with f ≥ 0 and f 6≡ 0, let V = {x ∈ J :
f(x) > 0}. For any x ∈ J , by Proposition 3.1, there exists a u0 such that
su0(x) ∈ V . Let n0 = |u0|, then
T n0f(x) =
∑
|u|=n0
psu(x)f(su(x)) ≥ psu0 (x)f(su0(x)) > 0.
This implies that T is irreducible.
For the dimension of the eigensubspace, we suppose that there exist two
independent strictly positive ̺-eigenfunctions h1, h2 ∈ C(J). Without loss
of generality we assume that 0 < h1 ≤ h2 and h1(x0) = h2(x0) for some
x0 ∈ J . Then h = h2 − h1(≥ 0) is a ̺-eigenfunction of T and h(x0) = 0. It
follows that T nh(x0) = ̺
nh(x0) = 0, which contradicts to the irreducibility
of T . Hence the dimension of the ̺-eigensubspace is at most 1.
The strict positivity of h follows directly from the irreducibility of T . 
Proposition 3.4. Let (X, {si}
∞
i=1, {pj}
∞
j=1) be an infinite conformal unifor-
maly Dini IFS and ̺ be the spectral radius of T . Then
(i) there exists 0 < h ∈ C(J) such that Th = ̺h;
(ii) there exist A,B > 0 such that
A ≤ ̺−nT n1(x) ≤ B, ∀n > 0.
Proof. (i) Let
Φ(t) =
∞∑
j=0
α(sjt),(3.3)
where α(t) = supj≥1max|x−y|≤t | log pj(x) − log pj(y)|. From the uniformly
Dini continuity of {pj}
∞
j=1, it follows that Φ(·) is well-defined and Φ(t) <
+∞.
Let C+(J) := {f ∈ C(J) : f > 0}, and set
F := {f ∈ C+(J) : f(x) ≤ f(y)eΦ(|x−y|)}.
For any f ∈ F and any x, y ∈ J , we have
Tf(x) =
∞∑
j=1
pj(sj(x))f(sj(x))(3.4)
≤
∞∑
j=1
pj(sj(y))f(sj(y))e
α(|x−y|)+Φ(s|x−y|)
= Tf(y)eα(|x−y|)+Φ(s|x−y|) ≤ Tf(y)eΦ(|x−y|).
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We define L : F −→ C(J) by
Lf(x) :=
Tf(x)
‖Tf‖
.
By (3.4) we deduce
Lf(x) ≤ Lf(y)eΦ(|x−y|).
Let
F0 = F
⋂
{e−Φ(1) ≤ f ≤ 1}.
It is easy to show that F0 is a convex compact subset of C(J), and L(F0) ⊂
F0. The Schauder fixed point yields an h ∈ F0 such that Lh = h. This
implies that Th = ‖Th‖h. By the Proposition 3.2, we have ‖Th‖ = ̺.
Hence Th = ̺h.
(ii) The proof comes from Proposition 3.2 immediately. 
We are now ready to prove our first result.
Proof of Theorem 1.1: The proof is modified from the paper [LY]. We
include the details here for the sake of completeness. By Proposition 3.4,
there exists 0 < h ∈ C(J) and constants B ≥ A > 0 such that Th = ̺h and
(3.5) A ≤ ̺−nT n1(x) ≤ B, ∀ n > 0.
Let C+(J) := {f ∈ C(J) : f > 0}, and let
D = {f ∈ C+(J) : there exists c > 0 such that f(x) ≤ f(y)ec|x−y|}.
Then D is dense in C+(J).
Let
Dk := {f ∈ C
+(J) : f(x) ≤ f(y)ekΦ(|x−y|)},
where Φ is given in (3.3). It is easy to see that D ⊆ D˜ :=
⋃∞
k=1Dk, hence
D˜ is dense in C+(J).
For any f ∈ Dk and x, y ∈ J , we have
Tf(x) =
∞∑
j=1
pj(sj(x))f(sj(x))
≤
∞∑
j=1
pj(sj(y))f(sj(y))e
kα(|x−y|)+kΦ(s|x−y|)
= Tf(y)ekα(|x−y|)+kΦ(s|x−y|)
= Tf(y)ekΦ(|x−y|).
It follows that TDk ⊂ Dk.
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For any g ∈ C+(J), f ∈ Dk and n > 0, we have
|̺−nT ng(x)− ̺−nT ng(y)|
≤ ‖̺−nT nf‖|1−
T nf(y)
T nf(x)
|+ 2‖̺−nT n‖‖f − g‖
≤ B‖f‖(ekΦ(|x−y|) − 1) + 2‖f − g‖,
for any x, y ∈ J . By the assumptions on D and Φ, we can deduce that for
any g ∈ C+(J), {̺−nT ng}∞n=1 is a bounded equicontinuous sequence.
For any f ∈ C(J), we can choose a > 0 such that f + a > 0. Then from
the above prove process, it follows that the sequences {̺−nT n(f+a)}∞n=1 and
{̺−nT na}∞n=1 are bounded equicontinuous, hence the sequence {̺
−nT nf}∞n=1
is also bounded equicontinuous. We let
qj(x) =
pj(sj(x))h(sj(x))
̺h(x)
and define an operator P : C(J)→ C(J) by
Pf(x) =
∞∑
j=1
qj(x)f(sj(x)).
For any f ∈ C(J), we have T nf = ̺nhP n(f · h−1). This implies that
{P nf}∞n=1 is a bounded equicontinuous sequence in C(J). We know from
the Arzela`-Ascoli theorem that there exists f˜ ∈ C(J) and a subsequence
{P nif}∞i=1 such that lim
i→∞
‖P nif − f˜‖ = 0.
We claim that f˜ is a constant function and lim
n→∞
‖P nf − f˜‖ = 0. For
this we let τ(g) = min
x∈J
g(x). Since
∑∞
j=1 qj(x) = 1, it is easy to see that
τ(f˜ ) ≤ τ(P f˜) and
(3.6) τ(f) ≤ τ(Pf) ≤ · · · ≤ τ(f˜).
By taking the limit, we have τ(P f˜) ≤ τ(f˜), hence τ(P f˜) = τ(f˜). For any
n > 0, we select xn ∈ J such that P
nf˜(xn) = τ(P
nf˜). Then
∑
|j|=n qsj(xn) =
1 implies that
f˜(sj(xn)) = τ(f˜), ∀j ∈ I
∗, |j| = n.
Similarly there exists yn ∈ J such that
f˜(sj(yn)) = η(f˜) := max
x∈J
f˜(x), ∀j ∈ I∗, |j| = n.
We assume jn = 11 · · ·1, |jn| = n. Then
z := lim
n→∞
sjn(xn) = lim
n→∞
sjn(yn) ∈ J.
Hence
τ(f˜) = lim
n→∞
f˜(sjn(xn)) = f˜(z) = lim
n→∞
f˜(sjn(yn)) = η(f˜).
10 XIAO-PENG CHEN, LI-YAN WU AND YUAN-LING YE
We duduce f˜(x) ≡ τ(f˜) is constant function. By (3.6) and the dual version
for η(f˜), we have lim
n→∞
‖P nf − f˜‖ = 0.
In particular, by taking f = h−1, we see that P n(h−1) converges uni-
formly, then ̺−nT n1 converges uniformly.
To prove that
lim
n→∞
‖̺−nT n1− h‖ = 0,
we let
fn(x) =
1
n
n−1∑
i=0
̺−iT i1(x).
From (3.5), it follows that {fn}
∞
n=1 is bounded by A and B and is an equicon-
tinuous subset of C(J). By Arzela`-Ascoli theorem, we assume without loss
of generality that there exists a h˜ ∈ C(J) such that lim
n→∞
‖fn − h˜‖ = 0. We
have
‖T h˜−̺h˜‖ = lim
n→∞
‖Tfn−̺fn‖ ≤ lim
n→∞
̺
n
‖1−̺−nT n1‖ ≤ lim
n→∞
̺
n
(
1+B
)
= 0,
i.e., T h˜ = ̺h˜ and also h˜ ≥ A > 0. Proposition 3.3 implies that h˜ = ch for
some c > 0. Without loss of generality, we assume that h = h˜. This implies
that lim
n→∞
‖̺−nT n1− h‖ = 0. So lim
n→∞
‖P n(h−1)− 1‖ = 0.
Now we define a function υ : C(J) → R, 〈υ, f〉 = τ(f˜)(= f˜(x), x ∈ J).
Then υ is a bounded linear functional on C(J), and 〈υ, 1〉 = 1, 〈υ, h−1〉 = 1.
From
〈υ, Pf〉 = τ(P f˜) = τ(f˜),
we have P ∗υ = υ. Let µ : C(J) → R be defined by 〈µ, f〉 = 〈υ, fh−1〉.
Then 〈µ, 1〉 = 〈υ, h−1〉 = 1 and µ is a probability measure. It is easy to see
that T ∗µ = ̺µ and 〈µ, h〉 = 〈υ, 1〉 = 1. Hence for any f ∈ C(J), ̺−nT nf
converges to 〈µ, f〉h in the supremum norm. Also it follows that for every
ξ ∈ M(J), ̺−nT ∗nξ converges weakly to 〈ξ, h〉µ.
By Proposition 3.3, we conclude that the eigen-function h is unique. For
the uniqueness of the eigen-measure, we note that if σ ∈ M(J) satisfies
T ∗σ = ̺σ and 〈σ, h〉 = 1, then for every f ∈ C(J),
〈σ, f〉 = lim
n→∞
〈̺−nT ∗nσ, f〉 = lim
n→∞
〈σ, ̺−nT nf〉 = 〈σ, 〈µ, f〉h〉 = 〈µ, f〉.
This implies that σ = µ. 
4. SEPARATION PROPERTIES
For any i ∈ I∗, let
Ji = si(J), ri = inf
x∈U0
|s′i(x)|, Ri = sup
x∈U0
|s′i(x)|.
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Lemma 4.1. Let X and {sj}
∞
j=1 be defined as above. Then
(i) there exists c1 > 1 such that
(4.1) Rj ≤ c1rj, ∀j ∈ I
∗;
(4.2) c−11 rirj ≤ rij ≤ c1rirj, ∀i, j ∈ I
∗;
(ii) there exist c2 ≥ c1 and δ > 0 such that for any x, y ∈ X with |x−y| ≤
δ,
(4.3) c−12 rj ≤
|sj(x)− sj(y)|
|x− y|
≤ c2rj, ∀j ∈ I
∗;
(iii) there exist c3 ≥ c2 and k0 such that for any x, y ∈ X,
(4.4) |sj(x)− sj(y)| ≤ c3rj|x− y|, ∀j ∈ I
∗, |j| > k0.
Proof. (i) For each j ∈ I, let pj(·) = |s
′
j(·)| and still denote (3.3) by Φ(t).
For any x, y ∈ U0, j ∈ I
∗, |j| = n, we have
| log |s′j(y)| − log |s
′
j(x)||
≤
n∑
i=1
∣∣ log |s′ji(yi+1)| − log |s′ji(xi+1)|
∣∣
≤
n∑
i=1
α(sn−i|y − x|) ≤ Φ(1) <∞.
where yi = sji · · · sjn(y), yn+1 = y, y ∈ U0. Consequently, we deduce (4.1).
And the chain rule yields (4.2).
(ii) For any x ∈ X , there exist δx > 0 such that B(x, δx) ⊂ U0. Since
X is locally connected, we can assume that B(x, δx)
⋂
X is connected. Let
δ be the Lebesgue number. Then for any x, y ∈ X , if |x − y| ≤ δ, there
exists x′ ∈ X such that x, y ∈ B(x′, δx′). For such x and y, we have
sj(x), sj(y) ∈ B(y
′, δy′) for some y
′ ∈ X . The self-similar property of sj
implies that
|sj(x)− sj(y)| ≤ Rj|x− y| ≤ c1rj|x− y|.
On the other hand, let uj(x) := s
−1
j (x), ∀x ∈ B(y
′, δy′)
⋂
sj(B(x
′, δx′)).
Then
R−1j ≤ |u
′
j(x)| ≤ r
−1
j , ∀x ∈ B(y
′, δy′)
⋂
sj(B(x
′, δx′)).
Since B(y′, δy′)
⋂
sj(B(x
′, δx′)) is convex connected, similarly, by the mean
value theorem, we have
|uj(sj(x))− uj(sj(y))| ≤ r
−1
j |sj(x)− sj(y)|.
Consequently, we have
rj|x− y| ≤ |sj(x)− sj(y)| ≤ c1rj|x− y|.
12 XIAO-PENG CHEN, LI-YAN WU AND YUAN-LING YE
(iii) By the contractiveness of the infinite conformal IFS, we can select
integer k0 such that
|sj(x)− sj(y)| ≤ δ, ∀|j| > k0.
The choice of the δ (the Lebesgue number) and the self-similar property of
sj implies that
|sj(x)− sj(y)| ≤ Rj|x− y| ≤ c3rj|x− y|.

Let κ be as given by (2.4). We take 0 < ε < c−12 · min{κ, δ}. By the
assumption on X , we have
(4.5) B(J, c2ε) ⊂ X.
For j ∈ I∗, let Gj = sj(B(J, ε)). By (4.3) and (4.5), we have for any
x ∈ J ,
(4.6) B(sj(x), c
−1
2 εrj) ⊂ sj(B(x, ε)) ⊂ B(sj(x), c2εrj).
It follows that
B(Jj, c
−1
2 εrj) =
⋃
x∈J
B(sj(x), c
−1
2 εrj) ⊂ Gj = sj(
⋃
x∈J
B(x, ε))(4.7)
⊂
⋃
x∈J
B(sj(x), c2εrj) = B(Jj, c2εrj).
For any two compact subsets E, F of Rd, we define
|E| = sup{|x− y| : x, y ∈ E};
D(E, F ) = inf{|x− y| : x ∈ E, y ∈ F};
d(E, F ) = inf{ε : E ⊂ B(F, ε), F ⊂ B(E, ε)}.
We say u,v ∈ I∗ are comparable if there exists w ∈ I∗ such that u = vw
or v = uw.
Denote Fn = {1, 2, · · · , n}. Let F
∗
n =
⋃
k≥1 F
k
n , and let
F kn = {u = u1u2 · · ·uk : ui ∈ Fn, 1 ≤ i ≤ k}.
For any n ∈ I and 0 < r ≤ 1, we let
Qn(r) = {v = v1v2 · · · vm ∈ F
∗
n : sv < r ≤ sv1v2···vm−1}.
Let k0 be as given by Lemma 4.1(iii). For any w with |w| = k0 + 1, we
define
In(w) = {v ∈ Qn(|Gw|) : Jv
⋂
Gw 6= ∅}.
Suppose In(w) is defined, and then for any 1 ≤ j ≤ n, we define
In(jw) =M
⋃
N,
where M = {jv : v ∈ In(w)} and
N = {v ∈ Qn(|Gjw|) : v1 6= j, Jv
⋂
Gjw 6= ∅}.
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Lemma 4.2. For any fixed n, there exist constants kn and c
(n)
4 > 0 such
that
1
c
(n)
4
≤
ru
rv
≤ c
(n)
4 , ∀u ∈ I
n(v), |v| ≥ kn.
Proof. Let k0 be as given in Lemma 4.1(iii). For any integer n, we select
integer kn ≥ k0 such that
min{|u| : u ∈ In(v) and |v| ≥ kn} > k0.
We consider the following two case:
(1) If v1 6= u1, by the construction of N , we have u ∈ Q
n(|Gv|). Then
ru < |Gv| ≤ ru1u2···um−1 ≤ c1(r
(n))−1ru,
where r(n) = min1≤j≤n{rj}. It follows from (4.3) that
c−12 εrv ≤ |Gv|.
Hence
c−12 εrv ≤ |Gv| ≤ c1(r
(n))−1ru.
Note that
ru < |Gv| ≤ c2εrv + |Jv| ≤ c3(2ε+ |J |)rv.
From the arguments above, we conclude that there exists a > 0 such that
1
a
≤
ru
rv
≤ a.
(2) If v1 = u1, we write
v = v1v2 · · · vlvl+1 · · · vn := v1v2 · · · vlv
′,
u = v1v2 · · · vlul+1 · · ·un := v1v2 · · · vlu
′.
where vl+1 6= ul+1. From the construction of M , it follows that u
′ ∈ In(v′).
Similarly to the case of (1), we can deduce that
a−1 ≤
r′u
r′v
≤ a.
Together with (4.2), this implies that
(ac21)
−1 ≤
ru
rv
≤ ac21.
Let c
(n)
4 = ac
2
1. Then the result follows. 
Proposition 4.3. Let {sj}
∞
j=1 be an infinite conformal IFS.
(i) The system {sj}
∞
j=1 satisfies the finite strong condition if it satisfies
the open set condition;
(ii)
∞∑
i=1
Rdi ≤ c
d
1 if the system {sj}
∞
j=1 satisfies finite open set condition.
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Proof. (i) For any n, from the assumption that the system {sj}
n
j=1 satisfies
open set condition, the result of Schief [S] implies that the system {sj}
n
j=1
satisfies finite strong open set condition. Hence there exists a nonempty
bounded open set Un such that si(Un) ⊂ Un, ∀ i ≤ n, and
si(Un) ∩ sj(Un) = ∅, ∀ i, j ≤ n, i 6= j.
Moreover Un
⋂
JFn 6= ∅, where JFn is the invariant set of the system {si}
n
i=1.
It is easy to see that JFn ⊂ J . Hence Un
⋂
J 6= ∅.
(ii) Let λ denote the Lebesgue measure on Rd. For any n, by definition
of the finite open set condition, there exists a nonempty bounded open set
Un such that si(Un) ⊂ Un, ∀ i ≤ n, and
si(Un) ∩ sj(Un) = ∅, ∀ i, j ≤ n, i 6= j.
It follows that
λ(Un) ≥
n∑
i=1
λ(si(Un)) =
n∑
i=1
∫
Un
|s′i(x)|
ddλ(x) ≥ c−d1
n∑
i=1
Rdiλ(Un).
Since λ(Un) > 0, we have
n∑
i=1
Rdi ≤ c
d
1.
Hence
∞∑
i=1
Rdi ≤ c
d
1. 
For any t ≥ 0, let ψ(t) =
∑
i∈I
Rti, and let θ = inf{t : ψ(t) < ∞}. For any
s > θ, we define the Ruelle operator Ts : C(J)→ C(J) by
Tsf(x) =
∞∑
j=1
|s′j(x)|
s · f(sj(x)).
Let ̺(Ts) denote the spectral radius of Ts.
Proposition 4.4. Assume ψ(θ) = lim
t→θ
ψ(t) > 1 and ψ(∞) = lim
t→∞
ψ(t) < 1,
then there exists a unique a > θ such that ̺(Ta) = 1.
Proof. We claim that the function
̺(Ta) := lim
n→∞
‖T ns 1‖
1
n
is continuous and strictly decreasing on (θ,+∞). Indeed, it is easy to see
that
T ns 1(x) =
∑
|j|=n
|s′j(x)|, ∀x ∈ J.
This implies that
‖T ns 1‖ = sup
x∈J
∑
|j|=n
|s′j(x)|
s.
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By Lemma 4.1, we have∑
|j|=n
rsj ≤
∑
|j|=n
|s′j(x)|
s ≤
∑
|j|=n
Rsj ≤ c1
∑
|j|=n
rsj .
It follows that
lim
n→∞
‖T ns 1‖
1
n = lim
n→∞
(
∑
|j|=n
rsj )
1
n .
Let
fn(s) :=
1
n
log
∑
|j|=n
rsj .
For any 0 ≤ λ ≤ 1, s1, s2 ∈ (θ,+∞), by the Ho¨lder’s inequality, we have
fn(λs1 + (1− λ)s2) =
1
n
log
∑
|j|=n
r
λs1+(1−λ)s2
j
=
1
n
log
∑
|j|=n
rλs1j r
(1−λ)s2
j
≤
1
n
log(
∑
|j|=n
rs1j )
λ(
∑
|j|=n
rs2j )
(1−λ)
= λfn(s1) + (1− λ)fn(s2).
We conclude that fn(·) is convex. This implies that lim
n→∞
1
n
log
∑
|j|=n
rsj is
convex. Since the convex function on (θ,+∞) is continuous, we confirm
that ̺(Ts) is continuous.
If s ∈ (θ,+∞), then there exists i0 ∈ I such that r
s
i0
≥ rsj for every j ∈ I.
We have
(4.8)
∑
|j|=n
rs+tj ≤
∑
|j|=n
rsj r
t
j ≤
∑
|j|=n
rsj c1r
nt
i0
,
for t > 0. We can check that ̺(Ts) is strictly decreasing by using (4.8).
Combining the assumption, we see that there exists a unique a > θ such
that ̺(Ta) = 1. 
In the following we always let a be the constant such that ̺(Ta) = 1.
From [MU] we know that a is the Hausdorff dimension of J .
Example 4.5. Let X = [1
4
, 1
2
] and let {sj}
∞
j=1 = {sj : X → X : j ≥ 1} be an
infinite conformal IFS consisting of similarities sj(x) = 2
−2jx+2−j − 2−2j.
Thus |s′j(·)| = 2
−2j and the system satisfies the OSC. It is easy to see that
J is compact and a = 1
2
. So from Theorem 1.1 we know that there exist
h ∈ C(J) and µ ∈M(J) such that
Th = h, T ∗µ = µ, < µ, h >= 1.
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Proposition 4.6. Ha(J) ≤ Ha(J) <∞.
Proof. For any fixed z ∈ J , by (4.4), there exist k0 and |j| > k0 such that
|Jj| ≤ c|s
′
j(z)|, so we have∑
j=n
|Jj|
a ≤ ca
∑
j=n
|s′j(z)|
a.
From Theorem 1.1, we know that there exists a unique h(z) ∈ C(J) such
that
lim
n→∞
∑
j=n
|s′j(z)|
a = lim
n→∞
T na 1(z) = h(z).
This implies Ha(J) ≤ Ha(J) <∞. 
Lemma 4.7. [FL] Let a > 0 be a constant. Let w be conformal and in-
vertible and D be a Borel subset in the domain of w and 0 < Ha(D) <∞.
Then we have the following change of variable formula:
Ha(w(D)) =
∫
D
|w′(x)|adHa(x).
Lemma 4.8. Suppose 0 < Ha(J) <∞, then
Ha(Ju
⋂
Jv) = 0 for any incomparable u,v ∈ I
∗.
Proof. Note that {|s′j(·)|}
∞
j=1 is uniformly Dini continuous. Since Ta has
spectral radius 1, by Theorem 1.1, there exists 0 < h ∈ C(J) such that
h(x) =
∞∑
j=1
|s′j(x)|
ah(sj(x)), ∀x ∈ J.
Let h˜ := h|J . Then 0 < h˜ ∈ C(J) and h˜(x) =
∞∑
j=1
|s′j(x)|
ah˜(sj(x)). Hence
∞∑
j=1
∫
Jj
h˜(x)dHa(x) ≥
∫
J
h˜(x)dHa(x)
=
∫
J
∞∑
j=1
|s′j(x)|
ah˜(sj(x))dH
a(x)
=
∞∑
j=1
∫
Jj
h˜(x)dHa(x).
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(The last equality follows Lemma 4.7.) This implies that Ha(Ji
⋂
Jj) =
0 for any i 6= j. It follows immediately that Ha(Ju
⋂
Jv) = 0 for any
incomparable u,v ∈ I∗. 
Proof of Theorem 1.2: Let c1, c2, c3 and δ be as given in Lemma
4.1. And let ι > 0 satisfy the condition: 2−1c−a1 > ι. There exists an open
covering V1, · · · , Vn of J such that
(4.9) V :=
n⋃
i=1
Vi ⊃ J, δ
′ := D(J, V c) < δ
and
Ha(V ) ≤
n∑
i=1
|Vi|
a ≤ (1 + ι)Ha(J) ≤ (1 + ι)Ha(J).
For any given u,v ∈ In(w), we let Ju = su(J) and Jv = sv(J). We
assume that Ha(Ju) ≤ H
a(Jv). Then for any given ε > 0 satisfying c
a
1ι <
ε < 1, we have εHa(Ju) ≤ H
a(Jv). We claim that d(Ju, Jv) ≥ c
−1
2 δ
′ru.
Otherwise d(Ju, Jv) < c
−1
2 δ
′ru, by (4.3) and (4.9), we have
D(Ju, su(V )
c) ≥ c−12 δ
′ru.
This implies that Jv ⊂ Jv ⊂ su(V ). By Lemma 4.8, we have
(1 + ε)Ha(Ju) < H
a(Ju) +H
a(Jv) = H
a(Ju
⋃
Jv) ≤ H
a(su(V )).
Thus
εrauH
a(J) ≤ εHa(Ju) < H
a(su(V \J))
≤ (c1ru)
aHa(V \J) < (c1ru)
aιHa(J).
This implies that ε < ca1ι, and it contradicts to the choice of ε. Hence, there
exists δ0 > 0 such that for any w ∈ I
∗,
(4.10) d(Ju, Jv) ≥ δ0rw, ∀ u,v ∈ I
n(w),u 6= v.
Let δ1 = (3c3c
(n)
4 )
−1δ0. We can find a finite set Z ⊂ J such that
J ⊂
⋃
x∈Z
B(x, δ1).
For any w ∈ I∗ with |w| > kn, by (4.10) there exists x ∈ J such that
|su(x)− sv(x)| ≥ δ0rw, ∀ u,v ∈ I
n(w),u 6= v.
For such x there exists a z such that |x − z| < δ1. By (4.4) and the choice
of kn in Lemma 4.2, we have
|su(x)− su(z)| ≤
1
3
δ0rw, |sv(x)− sv(z)| ≤
1
3
δ0rw.
This implies that
(4.11) |su(z)− sv(z)| ≥ δ0rw/3.
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For each z ∈ Z, let
T nz = {u ∈ I
n(w) : ∃v ∈ In(w) such that (4.11) holds }.
Together with (4.11), it implies that
In(w) =
⋃
z∈Z
T nz .
For each z, the sets
{B(su(z), δ0rw/6) : u ∈ T
n
z }
are disjoint and contained in B(Gw, |Ju| + δ0rw/6). By (4.4) and Lemma
4.2, there exist x ∈ J and c > 0 such that
B(Gw, |Ju|+ δ0rw/6) ⊂ B(x, crw).
We deduce that there exists k such that max
z∈Z
♯T nz ≤ k, then we have
♯In(w) ≤ ♯Z ·max
z∈Z
♯T nz ≤ ♯Z · k.
If w ∈ I∗ with |w| > kn and
♯In(w) = sup
|w|≥kn
♯In(w),
we prove that
(4.12) In(iw) = {ij : j ∈ In(w)} ∀ i ∈ F ∗n .
By the maximality of w, we only prove the following:
{il : l ∈ In(w)} ⊂ In(iw).
The definition of In(w) implies that
In(jw) ⊃ {jv : v ∈ In(w)}, j = 1, 2, · · · , n.
We conclude that
{il : l ∈ In(w)} ⊂ In(iw).
For any fixed 1 ≤ l ≤ n, v = v1 · · · vn ∈ I
∗, v1 6= l, we consider the family
Jl = {Jl : l ∈ Q
n(|vw|), l1 = l}.
Then Jl is a cover of Jl. Since v1 6= l, then l /∈ I
n(vw). By the construction
of N , we have Jl
⋂
Gvw = ∅. Hence by (4.7) we have
D(Jl, Jvw) ≥ c
−1
2 εrvw,
which implies
(4.13) D(Jl, Jvw) ≥ c
−1
2 εrvw, l 6= v1.
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Now we let Un =
⋃
u∈F ∗n
G∗uw, where G
∗
u = su
(
B(J, 2−1c−22 ε)
)
. We claim
that the set Un satisfies the condition of finite SOSC. Indeed, Un is an open
set and for each i ∈ Fn,
si(Un) =
⋃
u∈F ∗n
si(G
∗
uw) =
⋃
u∈F ∗n
G∗iuw ⊂ Un.
We clain that for each i, j ∈ Fn, i 6= j, si(Un)
⋂
sj(Un) = ∅. Otherwise,
there exist u,v ∈ F ∗n such that G
∗
iuw
⋂
G∗jvw 6= ∅. We assume that
riuw ≥ rjvw.
Let y be in the intersection, then there exist y1 ∈ Jiuw and y2 ∈ Jjvw such
that
d(y, y1) < c2 ·
1
2c22
ε · riuw ≤
c−12 ε
2
riuw,
d(y, y2) < c2 ·
1
2c22
ε · rjuw ≤
c−12 ε
2
rjuw.
Hence
D(Jiuw, Jj) < c
−1
2 εriuw,
which contradicts to (4.13). And it is easy to see that Un
⋂
J 6= ∅. This
completes the proof. 
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