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Abstract
This work provides a framework for nonlinear model-free control of
systems whose input-output dynamics are unknown or uncertain, with
outputs that can be controlled by the inputs. This framework leads to
real-time control of the system such that any feasible output trajectory
can be tracked by the inputs. Unlike existing model-free or data-driven
control approaches, the framework given here provides guaranteed non-
linear stability based on a Lyapunov stability analysis. The controller
and observer designs in the proposed framework are nonlinearly finite-
time stable and robust to the unknown or uncertain dynamics as well as
unknown measurement noise. For ease of computer implementation, the
framework is developed in discrete time. Nonlinear stability analysis of
the discrete-time observers and controllers are carried out using discrete
Lyapunov analysis. The unknown or uncertain input-output dynamics
is learnt in real time using a nonlinearly stable observer. This observer
ensures that the uncertain/unknown dynamics is learnt from prior input-
output history and if the uncertainty in the model is bounded, then the
error in the estimate of this dynamics is also bounded. Moreover, this
observer ensures finite-time stable convergence of model estimation errors
to zero if the unknown model is constant (not time-varying), and model
estimation errors converge to a bounded neighborhood of the zero vec-
tor if the rate of change of the model is bounded. Output measurements
are filtered by a finite-time stable observer before being used for feedback
tracking of a desired output trajectory. Finite-time stable observer design
in this framework also ensures that a nonlinear separation principle is in
effect for separate controller and observer design. A model-free nonlin-
early stable control scheme is then designed to ensure convergence of ob-
served outputs to a desired output trajectory. This control scheme ensures
nonlinear finite-time stable convergence of tracking errors to a manifold
where the tracking errors decay asymptotically. A numerical experiment
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on a nonlinear second-order system demonstrates the performance of this
nonlinear model-free control framework.
1 Introduction
For feedback control of nonlinear systems with uncertain or unknown input-
output dynamics, data-driven control approaches have been proposed and used.
When only input-output behavior of the system is available, then output regu-
lation to a desired set point or output trajectory tracking has to be based on
model-free (data-driven) controller and observer designs. This work provides
nonlinear model-free controller and observer designs for output tracking of sys-
tems for which only input-output knowledge is available. This framework for
nonlinear model-free control of second-order systems can be implemented on
systems of any order, as described in this paper. This framework is applicable
to nonlinear systems for which output measurements are available and these
outputs are controllable with the applied inputs. The main contribution of this
work is that provides definite (quantifiable) guarantees on nonlinear stability of
output tracking control and robustness to uncertainties, while learning the local
input-output behavior of the system in real time. The development and imple-
mentation of this framework is carried out in discrete time for ease of computer
implementation.
A majority of linear and nonlinear control approaches are model-based, for
which a model of the dynamics of the system being controlled is necessary.
However, as the number and variety of applications of systems and control the-
ory continues to increase, uncertainties and difficulties in modeling systems are
becoming increasingly important. Of particular interest for this work is the
large class of (nonlinear) systems with uncertain or unmodeled dynamics that
need to be controlled in real time. This class of systems includes, for exam-
ple, autonomous vehicles, walking robots, and electronic medical implants. For
such systems, “model-free” (i.e., data-driven) control techniques may be used for
feedback control in real-time. In the last 15 years, the term “model-free control”
for uncertain systems has been used in different senses and settings in the pub-
lished literature. These settings are quite varied, and range from “classic” PIDs
to feedback control using techniques from neural nets, fuzzy logic, and soft com-
puting to learn the uncertainties in the dynamics, e.g., in [1, 2, 3, 4, 5]. A linear
model-free control framework, termed the “intelligent PID” (or “iPID”) scheme,
was proposed in [6, 7]. The iPID framework uses a linear ultra-local model to de-
scribe the unknown input-output dynamics, and estimates and uses this model
for feedback control. In addition, if the system is known to be differentially flat
for the selected outputs [8], then a state trajectory can also be tracked and un-
certainties in the input-state dynamics can also be estimated over time from the
measured outputs using model-free filtering techniques [6, 9]. However, in the
iPID framework, the ultra-local model is estimated by a linear filtering scheme
assuming measurements at a sufficiently high sampling frequency, as reiterated
in [10]. Moreover, there are no accompanying stability guarantees provided for
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this iPID scheme. More recently, a data-enabled predictive control (“DeePC”)
method was formulated for data-driven control of unmodeled/uncertain systems
that is analogous to the classical model-predictive control (MPC) technique for
model-based control of linear systems in [11]. Some applications where model-
free control techniques have been used are given in, e.g., [12, 13, 14, 15]. While
these model-free or data-driven techniques may often prove to be useful engi-
neering fixes, they may not converge to desired outputs or states in a nonlinearly
stable manner. In fact, guaranteed nonlinear stability in the sense of [16] is no-
tably missing in these approaches.
While prior work using the iPID framework has continuous-time feedback
control (e.g., in [6, 7, 12, 13]), the framework here uses discrete-time nonlinear
model-free estimation and control for tracking desired output trajectories. The
framework given here lays the foundation for nonlinearly stable model-free con-
trol, using novel methods to estimate the local input-output model and filter out
noise from measured outputs. Our past research using Ho¨lder-continuous finite-
time stable control and estimation schemes in continuous time have appeared
in, e.g., [17, 18, 19, 20]. The finite-time stability of the estimation schemes pro-
vides a natural separation of the estimation process from the tracking control,
as the estimators can be designed to converge in a time that is smaller than
the settling time of the controller. For tracking a desired output or state tra-
jectory, a Ho¨lder-continuous nonlinear finite-time stable (FTS) tracking control
scheme was used in [17, 18]. These continuous FTS schemes are based on the
Lyapunov analysis in [21], using Ho¨lder-continuous Lyapunov functions. Here,
we develop a basic result that extends this Lyapunov analysis to provide finite-
time stable convergence in discrete time. In addition, this framework provides
guaranteed nonlinear stability of the overall feedback system without requiring
high frequencies for measurement or control. The overall emphasis in our ap-
proach is towards guaranteeing nonlinear feedback system stability over every
other system-theoretic property (including “near optimality”).
We provide the schemes in discrete-time as they are easier to implement
numerically and experimentally. In the first part of this framework, a nonlinear,
finite-time stable, model-free, estimation scheme is designed to estimate the
outputs from noisy measurements. In the second part of our nonlinear model-
free control framework, a nonlinear finite-time stable observer is designed to
predict the unknown ultra-local model describing the local input-output relation
based on observed input-output behavior at prior instants. This is a critical
component of our framework, as it ensures nonlinear stability of the overall
feedback loop. The nonlinear finite-time stable observers designed in the first
two components of our framework ensure that a separation principle is in effect
for nonlinear observer design independent of the control design. In the third and
last part of this framework, we design a nonlinearly stable, trajectory tracking
control scheme designed to track a desired output trajectory. A nonlinearly
stable control scheme is designed that ensures convergence to a desired manifold
in the output space in finite time, and this manifold is designed to ensure that
the output tracking error converges to zero exponentially.
The remainder of this paper is organized as follows. The mathematical for-
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mulation for model-free control of a nonlinear system is introduced along with
preliminary results on finite-time stability in discrete time, in Section 2. Section
3 provides a finite-time stable observer design for estimating the outputs and
filtering out measurement noise from output measurements. Output estimates
from this finite-time stable observer are used with the feedback tracking control
scheme. In section 4, a finite-time stable observer is designed to estimate an
ultra-local model relating the inputs and outputs of the nonlinear system. This
ultra-local model also depends on the assumed order of the system (which may
be unknown), and an assumed influence matrix relating the derivative of the
output vector of this order to the control input vector (which is designed as part
of the control framework). The model-free control law for output tracking is
given in Section 5. This section provides a discrete time control law that makes
the output tracking error converge to a manifold in a finite-time stable manner,
and this manifold is designed such that the output tracking error converges to
zero asymptotically. Section 6 provides numerical simulation results of applying
this nonlinear model-free control framework to output trajectory tracking of a
second order system: the inverted pendulum on a cart. The model of this system
is assumed to be unknown for purposes of control design, while the simulated
system has nonlinear friction terms affecting the dynamics of both the degrees
of freedom. The results of this numerical experiment applying this framework
to this well-known unstable system corroborate its analytical stability and ro-
bustness properties. Finally, section 7 provides a summary of the main results
of this paper and ends with our planned future work in this area.
2 Nonlinear system assumptions
All notation used in this paper is defined on first use, and unnecessary notation
is not used. Consider a ν’th-order (and relative degree) nonlinear system with
m inputs and l outputs, where m and l are positive integers and m ≥ l. In
continuous time, the dynamics model of the system relates inputs and output
according to:
y(ν)(t) = ψ
(
(y, y˙, . . . , y(ν−1), u)(t), t
)
(1)
where ψ : (Rm)ν×R+ → Rl is a continuous and possibly time-varying map, (·)(µ)
denotes the µ’th time derivative of a quantity, y(t) is the system output and u(t)
is the control input at time t. This can be converted to a discrete time system
where (·)k = (·)(tk) denotes the value of a time-varying quantity at sampling
instant tk, with uk ∈ Rm as the control input, where k ∈ N = {0, 1, 2, . . .}
and N denotes the index set of whole numbers including 0. We consider the
case that the the input-output model of the system (1) (i.e., the function ψ) is
unknown, but the outputs are measured and can be controlled by the inputs.
This is stated in the following assumption.
Assumption 1. The nonlinear system given by (1) has ψ(· · · ) unknown but
outputs yk = y(tk) are available from sensor measurements at sampling instants.
Further, this system is input-output controllable.
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To express the continuous time system (1) in discrete time, we first replace
derivatives in continuous time with finite differences in discrete time. In an
abuse of notation, we use the superscript (µ) to denote the µth order finite
difference of the output yk in place of the µth time derivative in eq. (1). The
forward difference defined by
y
(µ)
k := y
(µ−1)
k+1 − y(µ−1)k with y(0)k = yk (2)
is used, because of its simplicity and applicability for output tracking control.
The control inputs uk are then designed so as to track a desired output trajectory
ydk = y
d(tk) that is continuous and at least ν times differentiable, as described
in Section 5.
To make the discrete time output tracking control tractable, we make the
additional assumption stated below.
Assumption 2. The unknown input-output system (1) can be expressed in
discrete time as
y
(ν)
k = $(yk, y
(1)
k , . . . , y
(ν−1)
k , uk, tk), (3)
where $ is unknown but continuous, ν is known and the µth order finite dif-
ference y
(µ)
k is as defined by eq. (2). Further, the desired output trajectory
ydk := y
d(tk) is continuous and ν times differentiable, and (y
d
k)
(µ) is bounded for
µ ∈ {1, . . . , ν}.
When the order ν is unknown, then there are two options available: ν can
be identified using known techniques (e.g., [22, 23]), or a sufficiently high order
may be assumed for model-free control.
In practice, the outputs are measured by sensors that usually introduce noise
that is modeled as additive noise:
ym(tk) = y
m
k = yk + ηk, (4)
where ηk ∈ Rl is the additive noise. In order to filter out measurement noise
from the measured output signals, we construct a finite-time stable observer
in discrete time in Section 3. This is the first step of the nonlinear model-free
control framework formulated here. In the next step, a control affine ultra-local
model (ULM) is constructed in discrete time and used to estimate the unknown
dynamics from past input-output data in Section 4. We design first and second
order discrete time nonlinear observers that estimate the ultra-local model with
finite-time stable convergence assuming that the uncontrolled part of the ULM
is constant. These observers are also shown to be robust to bounded rates of
change of the uncontrolled part of the ULM for the input-output dynamics. The
final part of the framework given in Section 5 uses the ULM, along with the
ULM observer and the output observer, to construct an output feedback control
scheme to track a desired output trajectory.
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3 Model-free finite-time stable observer
To filter out initialization errors and measurement noise from measured output
signals ymk as given by eq. (4), we design a finite-time stable observer that gives
robust and stable output estimates for output feedback control. In this work,
the finite-time stable observer is not discontinuous but not Lipschitz continu-
ous either; it is Ho¨lder continuous. It filters out noise (of unknown statistics)
from measurements, and in the absence of measurement noise provides finite-
time stable convergence of output estimates to true outputs. Therefore, this
observer can be used to provide continuous output feedback for output stabi-
lization or tracking control. The primary benefits of finite-time stable observers
in our framework for model-free control are two-fold: (1) the added robustness of
finite-time stability compared to asymptotic stability for nonlinear systems when
faced with the same bounds on intermittent or persistent disturbances [21, 17];
and (2) convergence to zero errors in finite time conveniently ensures a sep-
aration principle is in effect for separate observer and controller designs. We
design the finite-time stable (FTS) observer in discrete time so that it is suitable
for numerical and embedded computer implementation. We define the output
estimate error in discrete time as
eok = e
o(tk) = yˆk − yk, k ∈ I. (5)
The remainder of this section gives a finite-time stable (FTS) observer design
in discrete time. The first subsection is a basic result on finite-time stability and
convergence for discrete-time systems that, to the best of our knowledge, has not
appeared in past research publications. The second result gives the finite-time
stable observer design for our nonlinear model-free control framework.
3.1 Finite-time stability in discrete time
Lemma 1. Consider a discrete-time system with inputs uk ∈ Rm and outputs
yk ∈ Rl. Define a corresponding positive definite (Lyapunov) function V : Rl →
R and let Vk = V (yk). Let α, ε be constants in the open interval ]0, 1[, let V0 > 0
be the (finite) initial value of the Lyapunov function along an output trajectory
yk, and let γk := γ(Vk) where γ : R+ → R+ is a positive definite function of Vk
that satisfies
γk
γ0
≥ 1− ε for Vk ∈ ]χV0, V0[ (6)
for some (arbitrarily small) positive constant 0 < χ  1. Then, if Vk satisfies
the relation
Vk+1 − Vk ≤ −γkV αk , (7)
the system is (Lyapunov) stable and yk converges to y = 0 for k ≥ N , for a
finite integer N ∈ N.
Proof. Note that inequality (7) is a sufficient condition for (Lyapunov) stability
of the system, as it ensures that the difference Vk+1−Vk along trajectories of the
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discrete-time system is negative definite. It is sufficient to consider the equality
case of (7), with the right-hand side of the equality being zero if and only if
Vk = 0, according to the definition of γk. This equality can be expressed as:
Vk+1 = Vk − γkV αk
= Vk
(
1− γk
V 1−αk
)
.
(8)
Consider an arbitrary trajectory yk ∈ Rl of the discrete-time system. Let the
initial value of the Lyapunov function along this trajectory be
V0 = c0
(
γ0
) 1
1−α , where c0 > 0. (9)
Note that for any finite positive value of V0, there exists an unique positive
scalar c0 that satisfies (9). Substituting this value for V0 in expression (7), we
obtain:
V1 − c0
(
γ0
) 1
1−α = −γ0cα0
(
γ0
) α
1−α
= −cα0
(
γ0
) 1
1−α
⇒ V1 = (c0 − cα0 )
(
γ0
) 1
1−α .
(10)
Defining
c1 := c0 − cα0 ,
equation (10) can be expressed as
V1 = c1
(
γ0
) 1
1−α .
Note that if c0 ≤ 1, then the above implies that c1 ≤ 0, which leads to a
contradiction unless c1 = 0, as V1 has to be non-negative from the definition of
a Lyapunov function. In this case, the value of the Lyapunov function already
converges to zero in the first step, i.e., for N = 1. Now suppose c0 > 1. In that
case, substituting the above value for V1 in (7), one obtains a similar expression
for V2:
V2 = c2
(
γ0
) 1
1−α where c2 := c1 − a1cα1 and a1 :=
γ1
γ0
. (11)
Continuing in this manner, we get the following expression for Vk+1 along with
a recursive relation for the ck involving the ak:
Vk+1 = ck+1
(
γ0
) 1
1−α for k ≥ 1, where
ck+1 := ck − akcαk and ak :=
γk
γ0
.
(12)
If Vk is in the range given by (6), then according to eq. (12) and the inequality
in (6), we have
ck+1 ≤ ck − (1− ε)cαk
= εcαk − (1− c1−αk )cαk .
(13)
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As Vk+1 := V (yk+1) is positive definite, ck+1 cannot be negative according to
eq. (12). Further, if Vk is in the range given by (6), we have:
ck
c0
=
Vk
V0
∈]χ, 1[,
where χ is arbitrarily small; in particular, for χc0 < 1. From the right side of
the inequality (13), we see that
ck+1 ≤ 0 ⇔ ε ≤ 1− c1−αk ⇔ c1−αk ≤ 1− ε. (14)
As ck → χc0 < 1 in this interval of Vk, there is a finite integer k = N − 1
for which the inequality in (14) is satisfied, i.e., cN−1 ≤ (1 − ε) 11−α ; and thus
cN ≤ 0. But cN ≥ 0 because VN ≥ 0 and γ0 > 0. This leads to the conclusion
that cN = 0. Consequently, using eq. (12) again, we conclude that cj = 0 and
Vj = 0 for j ≥ N . As a result, yj converges to zero for j ≥ N , and we have
finite-time stability of the system.
Remark 1. Although the above result is given for a positive definite function
γk := γ(Vk) satisfying condition (6), it holds trivially for a constant positive γ
as well. This can be easily verified following the first step of the proof above, by
substituting γ0 = γ =constant in eq. (9), and going through the remainder of
the proof with similar arguments; ε is not needed in this case.
The conditions given in Lemma 1 are not difficult to satisfy, as the following
corollary shows.
Corollary 1. Consider a discrete-time system with a corresponding positive
definite (Lyapunov) function V : Rl → R and let Vk = V (yk). Let α, ε be
constants as defined in Lemma 1, and let γk := γ(Vk) be a class-K function of
Vk that is not class-K∞. Then, if Vk satisfies the relation (7), the system is
(Lyapunov) stable and yk converges to y = 0 for k ≥ N , for some N ∈ N.
The proof of this corollary is immediate, because if γk is class-K but not
class-K∞, then it clearly satisfies condition (6) of Lemma 1 for values of the
ratio VkV0 in the open interval ]0, 1[.
The following subsection gives the main result of this section in the form of
a finite-time stable output observer in discrete time.
3.2 Finite-time stable output observer
Define the discrete-time Lyapunov function for the output observer as:
V o(eok) = V
o
k =
1
2
(eok)
TLeok, (15)
where L = LT is positive definite. The total time difference of this discrete
Lyapunov function in the time interval [tk, tk+1] is then obtained as
V ok+1 − V ok =
1
2
(eok+1)
TLeok+1 −
1
2
(eok)
TLeok
=
1
2
(
eok+1 − eok
)T
L
(
eok+1 + e
o
k
)
. (16)
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An asymptotically stable observer can be designed as follows:
eok+1 = e
o
k − β(eok + eok+1) or eok+1 =
1− β
1 + β
eok, (17)
where β > 0 is a positive constant gain. The following result gives a finite-time
stable output observer in discrete time.
Theorem 1. Let eok be as defined in (5) and let L, β be as defined in eqs.
(15)-(17), and let p ∈]1, 2[. Consider the discrete-time observer given by:
yˆk+1 = yk+1 + B(eok)eok, where
B(eok) =
(
(eok)
TLeok
)1−1/p − β(
(eok)
TLeok
)1−1/p
+ β
.
(18)
The observer law (18) leads to a (Lyapunov) stable observer with convergence
of the output estimation errors to zero for k ≥ N and finite N ∈ N.
Proof. The observer law (18) is equivalent to:
eok+1 = B(eok)eok, (19)
which gives the discrete time evolution of the output estimate error according
to this observer. This can be re-expressed as:(
(eok)
TLeok
)1−1/p
(eok+1 − eok) = −β(eok+1 + eok). (20)
Consider the discrete-time Lyapunov function V ok defined by (15). The difference
between the values of this function at successive sampling instants is given by
eq. (16). Substituting for eok+1 − eok from (20) into eq. (16), we get:
V ok+1 − V ok = −
β
2
(eok+1 + e
o
k)
TL(eok+1 + e
o
k)(
(eok)
TLeok
)1−1/p . (21)
Note that eok+1 + e
o
k =
(
1 + B(eok)
)
eok, and the right side of expression (21) is
zero if and only if
eok+1 = −eok,
which is possible if and only if B(eok) = −1, according to (19). From the expres-
sion for B(eok) in (18), we see that B(eok) = −1 if and only if eok = 0. Therefore,
from eqs. (18) and (19), we see that
V ok+1 − V ok = 0 ⇔ eok = 0.
Now substituting eq. (19) into the right side of eq. (21) and noting that
(eok)
TLeok = 2V
o
k , we get
V ok+1 − V ok = −γk
(
V ok
)1/p
, where
γk =
β
21−1/p
(
1 + B(eok)
)2
.
(22)
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Substituting (eok)
TLeok = 2V
o
k into the expression for B(eok) to evaluate γk in eq.
(22), we get
γk = 4β
21−1/p(V ok )
2−2/p(
(2V ok )
1−1/p + β
)2 . (23)
Clearly, γk as given by eq. (23) is a class-K function of V ok . From eqs. (22) and
(23), we see that V ok is monotonously decreasing if γk > 0 and
0 < γk <
4β
21−1/p
for 0 < 2V ok <∞.
Therefore γk is class-K but not class-K∞, and therefore satisfies the stronger
condition of Corollary 1. To explicitly show this, from eq. (23) we obtain the
ratio:
ak :=
γk
γ0
=
(V ok )
2−2/p
(V o0 )
2−2/p
(
(2V o0 )
1−1/p + β
)2(
(2V ok )
1−1/p + β
)2 < 1. (24)
For values of the ratio
V ok
V o0
in the open interval ]χ, 1[ where 0 < χ 1, the ratio
in eq. (24) is bounded below according to:
ak >
χ1−1/p(1 + µ)
χ1−1/p + µ
=
{
1− µ(1− χ
1−1/p)
χ1−1/p + µ
}2 where µ = β(2V o0 )1−1/p . (25)
This guarantees the existence of ε ∈ ]0, 1[ that satisfies the condition (6) in the
statement of Lemma 1 for V ok ∈]χV o0 , V o0 [, and is given by:
ε = 2δ − δ2, where 0 < δ = µ(1− χ
1−1/p)
χ1−1/p + µ
< 1.
Therefore, V ok = 0 for k ≥ N for some finite N ∈ N, so this discrete-time
nonlinear observer ensures finite-time stable convergence of output estimation
errors to zero.
As remarked before, finite-time stability is advantageous compared to asymp-
totic stability for added robustness to disturbances and noise in the measure-
ments yk. Moreover, finite-time stability of the observer facilitates a separation
between observer design and controller design. This observer is also robust
to initial estimate errors (i.e., magnitude of eo0) if no initial measurements are
available or if there is poor knowledge of initial output.
4 The Ultra-Local Model and Its Estimation
4.1 Ultra-Local Model for Unknown Input-Output Dy-
namics
The model-free control approach of [7] relates the unknown model of the dy-
namics to an order ν “ultra-local model.” Here, we generalize the ultra-local
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model to the form:
y
(ν)
k = Fk + Gkuk, where Fk ∈ Rl, uk ∈ Rm, (26)
and Gk ∈ Rl×m is a full rank matrix that is selected appropriately, as part of the
controller design. However, the approach of [7] deals with SISO systems using
techniques from classical control and does not consider stability or robustness
of the feedback control system. In contrast, the approach given here is centered
around provable guarantees on nonlinear stability and robustness to external
disturbances and measurement noise. To do this in an effective manner, the
unknown input-output dynamics, captured by Fk ∈ Rl in eq. (26), needs to be
estimated in a stable and robust manner. We therefore consider the following
problem.
Problem 1. Consider the unknown nonlinear system (1) satisfying Assump-
tions 1 and 2, with control inputs uk := u(tk) ∈ Rm provided at discrete sample
times tk. Given the discrete time ultra-local model (26) of the input-output dy-
namics with unknown Fk, estimate Fk from past input-output history and design
a feedback control scheme to track the desired output trajectory ydk := y
d(tk) in
a nonlinearly stable manner.
Note that as per Assumption 1, the system is input-output controllable. In
the following subsections of this section, we design two nonlinear observers to
estimate Fk for later use in the output feedback tracking control scheme. These
schemes (in isolation) can also be used to identify this unknown dynamics using
known (feedforward) control inputs uk and influence matrix Gk. Such a situation
can be useful in applications where the control parameterization is well-known,
but the dynamics is influenced by external disturbances or internal parameters
that are unknown. Note that the model given by (26) is a generalization of the
ultra-local model of [7], where Gk was a constant scalar and only single-input
single-output (SISO) systems were considered.
4.2 Estimation of Unknown Input-Output Dynamics Us-
ing a First Order Observer
The model-free intelligent PID (iPID) control framework of [7] does not provide
a nonlinearly stable observer scheme to estimate the unknown input-output
dynamics that is not directly influenced by the control inputs. Here, we provide
a first-order observer for this unknown dynamics, i.e., Fk in eq. (26). The
idea here is to use the finite-time stable output observer design outlined in the
previous section in conjunction with a first-order hold to estimate the unknown
dynamics expressed by Fk in eq. (26) based on past input-output history.
Note that the control law for uk+1 cannot be based on knowledge of Fk+1
which is unknown due to causality; but it can use past information on Fj for
j ∈ {0, . . . , k}. The control law uses the predicted value of Fk, which we denote
Fˆk, to construct the control uk.
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Define the estimation error in estimating Fk as follows:
eFk := Fˆk −Fk. (27)
The following result gives a first order (discrete time) nonlinearly stable observer
for the unknown dynamics Fk.
Proposition 1. Let eFk be as defined by eq. (27), and let r ∈]1, 2[ and λ > 0
be constants. Let the first order finite difference of the unknown quantity Fk,
given by
∆Fk := F (1)k = Fk+1 −Fk, (28)
be bounded. Consider the nonlinear observer given by:
Fˆk+1 = D(eFk )eFk + Fk,
where D(eFk ) =
(
(eFk )
TeFk
)1−1/r − λ(
(eFk )Te
F
k
)1−1/r
+ λ
.
(29)
This observer leads to finite time stable convergence of the estimation error
vector eFk ∈ Rl to a bounded neighborhood of zero, where the bounds are given
by the bounds on ∆Fk.
Proof. The proof of this result begins by showing that if
eFk+1 = D(eFk )eFk , (30)
where D(eFk ) is as defined by eq. (29), then eFk converges to zero in a finite-
time stable (FTS) manner. This can be shown by defining the discrete-time
Lyapunov function
V Fk := (e
F
k )
TeFk .
Taking the discrete time difference of this Lyapunov function, we get
V Fk+1 − V Fk = −γFk (V Fk )1/r
where γFk = λ
(
1 +D(eFk )
)2
.
(31)
It can be easily verified (in a manner similar to that for γk in the proof of
Theorem 1) that this γFk satisfies the sufficient condition of Corollary 1 for
finite-time stability of eFk . Using the definition of e
F
k given by eq. (27) and the
relation (30), one obtains the following observer for Fˆk:
Fˆk+1 = D(eFk )eFk + Fk+1. (32)
However, as mentioned earlier, Fk+1 is not available at time tk+1 due to causal-
ity; therefore, it needs to be replaced by a known quantity. This first order
observer design given by eq. (29) replaces Fk+1 in eq. (32) with Fk. As a
result, the estimation error eFk evolves according to:
eFk+1 := Fˆk+1 −Fk+1 = D(eFk )eFk + Fk −Fk+1
= D(eFk )eFk −∆Fk, where ∆Fk = Fk+1 −Fk.
(33)
12
Therefore this observer is a first order perturbation of the ideal FTS observer
design for Fk as given by eq. (32), with the perturbation coming from the first
oder difference term ∆Fk. Due to the FTS behavior of this ideal observer for
Fk, the first order observer design of eq. (29) will converge to a neighborhood
of eFk = 0, where the size of this neighborhood is given by the bounds on ∆Fk.
For example, if ‖∆Fk‖ is bounded by a known constant, then eFk will remain
bounded by this constant after a finite time interval. Clearly, the smaller the
bounds on ∆Fk, the smaller the neighborhood of eFk = 0 that this observer will
converge to within finite time.
Remark 2. This first oder observer can become unstable if ∆Fk escapes (be-
comes unbounded) in finite time at a rate faster than that dictated by the design
of D(eFk ). However, the design of a model-free control scheme for such a system
is beyond the scope of this work.
Remark 3. For use in conjunction with the FTS output observer given by
Theorem 1 for feedback control, the gain parameters α and λ in D(eFk ) can be
designed such that the convergence rate of the ideal FTS observer for Fk (given
by (32)) is slower than that of the FTS output observer.
4.3 Estimation of Unknown Input-Output Dynamics Us-
ing a Second Order Observer
In this subsection, we design a second order observer for Fk based on the de-
velopments in the previous subsection. To start the design process, we assume
an internal dynamics model for Fk given by:
Fk+1 = Fk + ∆Fk, (34)
where ∆Fk is as defined in eq. (28). The second order observer design is based
on the above model, as follows:
Fˆk+1 = Fˆk + ∆Fˆk, (35)
where ∆Fˆk is the estimate of ∆Fk. In addition, define the error in estimating
∆Fk as follows:
e∆k := ∆Fˆk −∆Fk. (36)
The following result gives the second order observer for Fk based on a particular
selection for ∆Fˆk.
Proposition 2. Let e∆k be as defined by eq. (36), and e
F
k , α ∈]0, 1[ and λ > 0
be as defined in Proposition 1. Further, let D(·) be as defined by eq. (29) in
Proposition 1, and let the second order finite-time difference given by:
∆2Fk := F (2)k−1 = Fk+1 − 2Fk + Fk−1 (37)
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be bounded. Consider the nonlinear observer given by:
Fˆk+1 = D(eFk )eFk + Fk + ∆Fˆk,
where ∆Fˆk = D(e∆k−1)e∆k−1 + ∆Fk−1.
(38)
This observer leads to finite time stable convergence of the estimation errors
eFk , e
∆
k ∈ Rl to bounded neighborhoods of zero, where the bounds are given by
bounds on ∆2Fk.
Proof. The proof of this result starts by noting that the ideal FTS observer law
for Fk given by eq. (32) can also be expressed as:
Fˆk+1 = D(eFk )eFk + Fk + ∆Fk, (39)
because the last two terms on the right side of this expression add up to Fk+1.
The second order observer law given by eq. (38) is obtained by replacing ∆Fk
on the RHS of eq. (39) with its estimate. The estimate ∆Fˆk will converge to
the true value ∆Fk in finite time, if it was updated according to the (ideal)
observer law:
∆Fˆk = D(e∆k−1)e∆k−1 + ∆Fk. (40)
Note that this ideal observer for ∆Fk is of the same form as the ideal FTS
observer law for Fk given by eq. (32). And like the ideal observer (32), the
observer eq. (40) is not practically implementable because ∆Fk is unknown at
time tk (because Fk is unknown). As we did with the first order observer in
Proposition 1, we replace ∆Fk in (40) with its previous value, assuming that
this quantity changed little in the time interval [tk−1, tk]. This leads to the
following observer law for ∆Fk:
∆Fˆk = D(e∆k−1)e∆k−1 + ∆Fk−1. (41)
The resulting second order observer is therefore given by eqs. (38). To show
that this is indeed second order, the evolution of the estimation error eFk in
discrete time is obtained as below:
eFk+1 := Fˆk+1 −Fk+1 = D(eFk )eFk +D(e∆k−1)e∆k−1
+ Fk + ∆Fk−1 −Fk+1
= D(eFk )eFk +D(e∆k−1)e∆k−1 −∆2Fk,
(42)
where ∆2Fk is as defined by eq. (37). The last line in the above expression is
obtained by substituting for ∆Fk−1 in the previous line, using the definition of
∆Fk given by eq. (28). The remainder of the proof of this result uses the same
arguments as in the last part of the proof of Proposition 1, with ∆Fk replaced
by ∆2Fk.
Remark 4. It is clear from the constructive proofs of Propositions 1 and 2
that higher order observers for Fk may be constructed using a similar process as
outlined in these proofs. For example, a third order observer can be constructed
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by replacing ∆Fk−1 in the second line of eq. (38) with ∆Fk−1 + ∆2Fˆk−1 and
finding an appropriate update law for ∆2Fˆk−1. Clearly, the added computational
burden of higher order observers make them unattractive for implementation
when the higher order differences of the discrete signal Fk are known to be within
reasonable bounds. In most situations when bounds (perhaps conservative) on
∆Fk and ∆2Fk are known, these low order observers are adequate.
5 Model-free nonlinearly stable feedback track-
ing control
This section develops a nonlinear model-free output feedback tracking control
scheme that solves Problem 1 in Section 4.1. The control design process is based
on Assumptions 1 and 2 for the nonlinear system (1) (or (3) in discrete time),
and is designed to track a desired output trajectory for a system expressed by
the ultra-local model (26). The control design given here may make use of the
finite-time stable output observer developed in Section 3.2 to filter out noise
in output measurements, as well as the nonlinear observers for the ultra-local
model given in Sections 4.2 and 4.3. But the control design is independent of
these observers designed in the earlier sections, and can be used in conjunction
with other output and ultra-local model observers that do the same tasks. This
control scheme, however, does need accurate estimates of the ultra-local model
and the measured outputs for output tracking.
5.1 Output Trajectory Tracking Control
Our framework for nonlinear model-free control designs a control law for the
control input uk at time tk from the output estimate yˆk, the desired output y
d
k,
and the estimate of the ultra-local model Fˆk constructed from output measure-
ments with additive sensor noise and past input-output history as described in
Sections 3 and 4. Considering Problem 1, define the output trajectory tracking
error
ek = yk − ydk where ydk = yd(tk). (43)
In practice, the true output yk is substituted by its estimate yˆk for feedback
tracking control of ydk. The objectives of the control design are: (1) to ensure
that the feedback system tracks the desired trajectory in a nonlinearly stable
manner; and (2) in the absence of measurement noise and if Fˆk = Fk, ek
converges to the zero vector asymptotically or in finite time starting from a
finite non-zero value.
For an unknown system whose input-output behavior is modeled by the
ultra-local model (26), we define the variable:
sk = e
(ν−1)
k + c1e
(ν−2)
k + · · ·+ cν−1ek,
where 1 > c1 > . . . > cν−1 > 0.
(44)
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This variable plays a role similar to a sliding mode in sliding mode control. As
in (26), (·)(µ) represents the discrete-time analog of the µth time derivative, so
that sk = 0 is a (ν− 1) order finite difference equation. Note that the condition
on the ci for i = 1, . . . , ν − 1 ensures that zν−1 + c1zν−2 + · · · + cν−1 is a
Schur (stable) polynomial, and therefore the manifold sk = 0 has ek = 0 as the
globally exponentially stable equilibrium. Thereafter, the control design process
ensures that the feedback system converges in a finite-time stable manner to the
manifold sk = 0.
Remark 5. Although the process outlined in the previous paragraph is similar
to that followed in sliding mode control approaches, there is a key difference.
The approach followed here, as with our observer design, is to obtain finite-
time stable convergence to a desired equilibrium or manifold in a manner that
is continuous (in this case Ho¨lder continuous). This approach avoids the disad-
vantages of discontinuous feedback control like chattering, non-standard notions
of solutions, and implementation issues with actuators that can only provide
continuous control inputs.
With the variable sk as defined by (44), the control law design proceeds by
defining the Lyapunov function
V ck =
1
2
(sk)
TKsk, (45)
where K = KT ∈ Rn×n is a positive definite matrix, which makes V ck a positive
definite function of sk. The total time difference of this discrete Lyapunov
function in the time interval [tk, tk+1] is then obtained as
V ck+1 − V ck =
1
2
sTk+1Ksk+1 −
1
2
sTk Ksk
=
1
2
(
sk+1 − sk
)T
K
(
sk+1 + sk
)
. (46)
A sufficient condition for sk to converge to zero in an asymptotically stable
manner is to ensure that
sk+1 = sk − η(sk + sk+1) or sk+1 = 1− η
1 + η
sk, (47)
where η > 0 is a constant positive control gain. Due to the definition of sk
given by (44), this in turn ensures that the feedback system is exponentially
convergent in discrete-time, i.e., ek converges to zero exponentially so that the
desired output trajectory is tracked exponentially. The following statement
gives a finite-time stable control law in discrete time.
Lemma 2. Let sk be as defined in (44) and let η > 0 and q ∈]1, 2[. Let the
discrete-time evolution of sk be given by:
sk+1 = C(sk)sk, where C(sk) =
(
(sk)
Tsk
)1−1/q − η(
(sk)Tsk
)1−1/q
+ η
. (48)
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The discrete-time evolution (48) leads to (Lyapunov) stable convergence of sk
to zero for k ≥ N and finite N ∈ N.
Proof. Consider the difference of the Lyapunov function given by (46). Substi-
tuting eq. (48) into this expression, we get:
V ck+1 − V ck = −
η
2
(sk+1 + sk)
T(sk+1 + sk)(
(sk)Tsk
)1−1/p . (49)
The remainder of this proof is identical to the proof of Theorem 1, with eok
replaced by sk; β, p, and L replaced by η, q, and I (the identity matrix) respec-
tively; and corresponding changes.
The following statement gives a control law that ensures that sk converges
to zero in finite time, and therefore the output tracking error ek converges to
zero exponentially, if Fˆk converges to Fk in finite time.
Theorem 2. Consider sk as defined by eq. (44) and define e
(ν)
k recursively from
e
(ν−1)
k as in eq. (2). Thereafter, consider the control law:
Gkuk =
(
ydk
)(ν) − 2η(
(sk)Tsk
)1−1/q
+ η
sk − Fˆk
− c1e(ν−1)k − . . .− cν−1e(1)k ,
(50)
where η and q are as defined in Lemma 2. Then the unknown system with
the ultra-local model (26) and the control law (50) tracks the desired output
trajectory ydk in an exponentially stable manner if Fˆk converges to Fk in finite
time.
Proof. To start with, we re-express eq. (48) as follows:
sk+1 − sk = − 2η(
(sk)Tsk
)1−1/q
+ η
sk. (51)
Substituting eq. (44) and using the recursive definition of e
(ν)
k , we see that
e
(ν)
k + c1e
(ν−1)
k + . . .+ cν−1e
(1)
k = −
2η(
(sk)Tsk
)1−1/q
+ η
sk. (52)
Now substituting the ultra-local model (26) and eq. (43), we get:
Fk + Gkuk − (ydk)(ν) + c1e(ν−1)k + . . .+ cν−1e(1)k
= − 2η(
(sk)Tsk
)1−1/q
+ η
sk.
(53)
Replacing Fk with Fˆk in eq. (53) and re-arranging terms, we obtain the control
law (50) for the system. Therefore, if Fˆk converges to Fk in finite time (i.e., for
finite k), then sk converges to zero in finite time and thereafter ek converges to
zero exponentially.
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5.2 Robustness of Model-Free Output Tracking Control
Scheme
The convergence of the output tracking error ek to zero is contingent upon
Fˆk converging to Fk in finite time, according to Theorem 2. This remains
true even if ek is replaced by eˆk := yˆk − ydk in the definition (44) where yˆk
is obtained by the finite-time stable output observer of Theorem 1. This is
because if η ∈]0, β[ and q ∈]1, p[, the output estimation error eok given by the
output observer eq. (18) converges to zero in a shorter time horizon than sk
converges to zero according to eq. (2). However, in practice, observers for the
ultra-local model Fk like those in Propositions 1 and 2 can at best ensure stable
convergence of Fˆk to a neighborhood of Fk in finite time, with the size of this
neighborhood depending on the size of the first-order difference ∆Fk or second-
order difference ∆2Fk, respectively. Therefore, when the controller of Theorem 2
is used with Fˆk given by the ultra-local model observers of Proposition 1 or 2, the
overall output tracking scheme will be Lyapunov stable, but not exponentially
(or asymptotically) stable. This is shown in the following corollary to Theorem
2.
Corollary 2. The feedback tracking control law given by eq. (50) used in con-
junction with either of the ultra-local model observers given by eqs. (29) or (38),
lead to the feedback system being (Lyapunov) stable and robust to errors in the
ultra-local model estimate, eFk .
Proof. This is shown by substituting the feedback control law (50) into the
ultra-local model for the input-output dynamics given by eq. (26). That leads
to the expression:
y
(ν)
k =Fk + (ydk)(ν) − c1e(ν−1)k − . . .− cν−1e(1)k − Fˆk
− 2η(
(sk)Tsk
)1−1/q
+ η
sk. (54)
Re-arranging eq. (54) to express in terms of eFk , ek and its finite differences, we
get:
eFk + e
(ν)
k + c1e
(ν−1)
k + . . .+ cν−1e
(1)
k
+
2η(
(sk)Tsk
)1−1/q
+ η
sk = 0
⇒ eFk + s(1)k +
2η(
(sk)Tsk
)1−1/q
+ η
sk = 0. (55)
Noting that s
(1)
k = sk+1−sk according to the finite difference defined by eq. (2),
we see that the expression (55) is a perturbation of the ideal finite-time stable
behavior of sk as given by eq. (51), where the perturbing signal is e
F
k . Therefore
sk converges to a neighborhood of zero, where the size of this neighborhood
depends on the size of eFk . Now invoking Proposition 1 or Proposition 2, we see
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that eFk remains ultimately bounded if the first or second order differences ∆Fk
or ∆2Fk are bounded, respectively. As these finite differences will be bounded
according to Assumption 2 and the ultra-local model (26), this concludes the
proof.
Remark 6. Note that Theorem 2 or Corollary 2 do not specify how to select
control gains with respect to the previous results on output and ultra-local model
observers given in sections 3 and 4. To ensure stability of the overall loop, it
is necessary to ensure that the output observer converges the fastest, so that
yˆk converges to yk faster than Fˆk converges to (a neighborhood of) Fk or sk
converges to zero. Further, it is useful to ensure that the function C(sk) in the
control design gives slower convergence of sk towards zero than the function
D(eFk ) in the ultra-local model observer designs of Section 4. This will lead to
Fˆk converging to a desired neighborhood of Fk faster than sk approaches zero
(e.g., when conservative bounds on ∆Fk and ∆2Fk are known, as mentioned in
Remark 3).
5.3 Output Trajectory Tracking for Second Order System
The final result given here is a model-free control law for a general second-order
input-output system. Assuming that ν = 2 in the ultra-local model (26), we
define sk as follows:
sk = ek+1 − ek + µek where 0 < µ < 1. (56)
The discrete-time ultra-local model for a second order system (ν = 2) is obtained
from eq. 26 as follows:
y
(2)
k = yk+2 − 2yk+1 + yk = Fk + Gkuk. (57)
With this ultra-local model and sk as defined by (56), we have the following
result.
Corollary 3. Consider the second-order discrete-time system given by (57) with
sk as defined by (56) and with ek defined by (43). Then this system with the
control law:
Gkuk =ydk+2 − 2ydk+1 + ydk −
2η(
(sk)Tsk
)1−1/q
+ η
e
(1)
k
+ C(sk)µek − µek+1 − Fˆk, (58)
tracks the desired output trajectory ydk in an exponentially stable manner if Fˆk
converges to Fk in finite time.
Proof. The proof is based on showing equivalence of the control law (58) for
this second-order system with the more general expression (50) in Theorem 2,
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given eqs. (56)-(57). Substituting ν = 2 into the right hand side of eq. (50) and
noting that c1 = µ, we obtain:
Gkuk =ydk+2 − 2ydk+1 + ydk −
2η(
(sk)Tsk
)1−1/q
+ η
sk
− µ(ek+1 − ek)− Fˆk. (59)
Now substituting for sk from eq. (56) into the numerator of the fractional term
on the right hand side of expression (59), we obtain the control law (58) for this
second order system. Therefore, according to Theorem 2, the feedback system
given by eqs. (57) and the control law (58), tracks the desired output trajectory
yd(t) in an exponentially stable manner if Fˆk converges to Fk in finite time.
The above result, in combination with the output observer in Section 3
and the two ultra-local model observers in Section 4, is applied to a second-
order system, the inverted pendulum on a cart with nonlinear friction terms, in
numerical simulations carried out in the following section.
6 Numerical Simulation Results
In this section, we provide numerical simulation results of the model-free track-
ing control framework on an inverted pendulum on a cart with nonlinear friction
terms affecting the motion of both the degrees of freedom. The dynamics model
of this system is unknown to the controller. This system is described in Section
6.1 and the numerical results of the control scheme are given in Section 6.2.
6.1 Inverted pendulum on cart system
The inverted pendulum on cart is a two degree-of-freedom mechanical system,
with the cart position x considered positive to the right of an inertially-fixed ori-
gin and the angular displacement θ considered positive counter-clockwise from
the upward vertical, as shown in Fig. 1. The input to the system is a hori-
zontal force on the cart denoted F in this figure, and the output is the angular
displacement of the pendulum θ; therefore, this is a single input single output
(SISO) system. The mass and rotational inertia of the pendulum are m and I
respectively, its length is 2l, and the mass of the cart is M . A dynamics model of
the system, which is unknown for the purpose of control design, is used to gen-
erate the desired output trajectory to be tracked. Then the model-free control
scheme is used to track this desired trajectory.
For simulation purposes, the inverted pendulum on a cart system is subjected
to a nonlinear friction force acting on the cart’s motion, and a nonlinear friction-
induced torque acting on the pendulum. The friction force acting on the cart is
denoted Fx and the friction torque acting on the pendulum is denoted Fθ, and
they are given by:
Fx = cx tanh x˙, Fθ = cθ tanh θ˙. (60)
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Figure 1: Inverted pendulum system to which our nonlinear model-free control
framework is applied.
Note that the hyperbolic tangent function ensures that these frictional effects
get saturated at high speeds (x˙ and θ˙). Therefore, the dynamics model of this
system, which is unknown for the purpose of control design, is given by:
M(q)q¨ +D(q, q˙) = bF, q =
[
x
θ
]
, b =
[
1
0
]
,
M(q) =
[
M +m −ml cos θ
−ml cos θ I +ml2
]
,
D(q, q˙) =
[
mlθ˙2 sin θ + cx tanh x˙
cθ tanh θ˙ −mgl sin θ
]
.
(61)
The input and output are:
u = F, y = θ. (62)
For the purpose of the numerical simulation, the parameter values selected for
this system are:
M = 1.5 kg, m = 0.5 kg, l = 1.4 m, I = 0.84 kg m2,
g = 9.8 m/s
2
, cx = 0.028 N, cθ = 0.0032 N m.
(63)
The desired trajectory was generated by applying the following open-loop con-
trol input (force) to the cart:
F = −cxx˙− 0.5cθ θ˙ − 0.1cxx. (64)
This generates an output trajectory θd(t) that is oscillatory with slowly de-
creasing amplitude, as depicted in Fig. 2 in Section 6.2. Note that the model
used here is purely for the purpose of trajectory generation and to demonstrate
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the working of the model-free control framework outlined in this paper. The
framework itself is more widely applicable to systems that may not have known
input-output (or input-state) models or systems that are very difficult to model,
e.g., biological processes.
6.2 Simulation results of control scheme
Here we present numerical simulation results for the model-free tracking control
scheme applied to the system described by eqs. (61)-(63). A trajectory is
generated for this system using the control scheme (64) along with the initial
states: [
qd(0)
q˙d(0)
]
=

xd(0)
θd(0)
x˙d(0)
θ˙d(0)
 =

0.45 m
−0.14 rad
−0.3 m/s
0.05 rad/s
 . (65)
The generated trajectory yd(t) = θd(t) for a time interval of T = 70 seconds is
depicted in Fig. 2.
Figure 2: Desired trajectory generated for T = 70 seconds for inverted pendulum
on cart system.
The control scheme given by Corollary 3 is then applied to this system to
track this desired trajectory. For this simulation, we assume that the initial
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estimated states are:
[
qˆ(0)
˙ˆq(0)
]
=

xˆ(0)
θˆ(0)
˙ˆx(0)
˙ˆ
θ(0)
 =

0 m
0.102 rad
0 m/s
0 rad/s
 . (66)
Measurements of the output are assumed at a constant rate of 50 Hz, i.e.,
sampling period ∆t = 0.02 s. In the simulation, the measurements are generated
by numerically propagating the true dynamics model of the inverted pendulum
on cart system given earlier, and adding noise to the output y(t) = θ(t). The
additive noise is generated by a random number generator that uses a bump
function of width 0.018 rad (≈ 1.03◦) as a probability distribution function.
Observer gains used for this simulation, with the observer structure given in
Theorem 1, are:
L = 2.1, β = 2, and p =
7
5
. (67)
The first order ultra-local model observer given by Proposition 1 is used, with
observer gains:
λ = 1.5, and r =
9
7
. (68)
This observer is initialized with the zero vector, i.e., Fˆ0 = 0. The control law
(58) is then used to compute the control inputs uk for k > 1. The control gains
used in this simulation are:
η = 1, p =
11
9
, µ = 0.35,
and Gk = 1.5
(
1 + tanh(‖Ek‖)
)
,
(69)
where Ek is the total of the last three terms in eq. (59).
The simulation results for estimation error in estimating the output from
noisy measurements (e0k) using the finite-time stable observer outlined in Sec-
tion 3.2, and estimation error in estimating the ultra-local model according to
Section 4.2 are depicted in Fig. 3. Simulation results for the tracking con-
trol performance are shown in Fig. 4. The plot on the top shows the output
trajectory tracking error over the simulated duration. Note that the tracking
error settles down to within an error bound less than about 0.3 rad in steady
state after an initial brief period of transients. The time plot of the control
input is shown in the bottom plot. This control input profile shows some high
frequency oscillations in tracking the desired trajectory, that seem to correlate
with the oscillations seen in the output observer error (due to measurement
noise) and therefore the ultra-local model observer error in Fig. 3. Future work
will deal with reducing these transients by doing one or more of the following:
(i) using more advanced schemes for predicting the ultra-local model from past
input-output history; (ii) tuning of observer and controller gains to reduce the
amplitude of oscillations; and (iii) using integral term(s) in the observer designs
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to produce smoother estimates of the output and ultra-local model. A reference
governor may also be used to modify the reference (desired) output trajectory
based on current estimates of outputs as in, e.g., [24].
Remark 7. Although the schemes given here assume that the output space is
a vector space, the angle output for this inverted pendulum on cart example
is on the circle S1, which is not a vector space. Therefore, the observer and
control laws outlined in the earlier sections may lead to unwinding, even though
that does not happen for the numerical simulation reported here. The model-
free observer and controller design framework outlined here will be extended to
systems evolving on non-Euclidean output (or state) spaces in the future, to
address this issue.
7 Conclusion
This paper presents a formulation of a model-free control approach that guar-
antees nonlinear stability for output tracking control with feedback of output
measurements that may contain additive noise. The formulation presented here
is developed in discrete time, and uses the concept of a control affine ultra-local
model used to model unknown input-output behavior that was used in the linear
model-free control approach formulated by Fliess and Join in the last decade.
However, that is where the similarity ends. The first part of the framework
given here uses a continuous nonlinear observer for estimating the outputs from
the measurements. This observer ensures finite-time stable convergence of the
output estimation errors to zero, which in turn enables separate design of a
continuous nonlinear controller for output feedback tracking. The second part
of the framework develops nonlinearly stable and robust observers to estimate
the ultra-local model that models the unknown input-output dynamics, from
past input-output history. In the last part of the framework, a nonlinear output
feedback tracking control law is designed that uses estimates of the measured
output and the ultra-local model, to give a nonlinearly stable and robust control
scheme. Nonlinear stability analysis shows the stability of the feedback com-
pensator combining the nonlinear observers and nonlinear control law when the
change in the discrete-time system dynamics modeled by the ultra-local model
has a bounded finite difference. A numerical simulation experiment is carried
out on an inverted pendulum on a cart system with nonlinear friction, for which
the input is the horizontal force applied to the cart and the output is the angle
from the upward vertical of the pendulum. Noisy measurements of the output
are available with bounded amplitude of noise. The model of the dynamics of
this system is unknown to the nonlinear observer and controller designed using
our nonlinear model-free control framework. This numerical experiment shows
convergence of output estimation errors and output tracking errors to small ab-
solute values. Future work will explore extensions of this framework to systems
evolving on Lie groups and their principal bundles, and also development of
stable higher-order observers for the ultra-local model for increased robustness.
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Figure 4: Output trajectory tracking error (top) and control input (bottom) for
inverted pendulum on cart system with model-free control.
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