In this paper, the measurement data loss is considered and two data-driven stochastic optimal iterative learning control (DDSOILC) methods are presented directly for nonlinear network systems. Specifically, an iterative dynamic linearization (IDL) is adopted to construct the linear incremental input output relationship of the repetitive nonlinear network system between two consecutive iterations. In the sequel, a lifted IDL is obtained by defining two super vectors of inputs and outputs over the entire finite time interval. Then, a lifted IDL-based DDSOILC scheme is proposed where the random data loss is described by a Bernoulli distribution of random variable. The results are extended by using a non-lifted IDL where the input-output relationship is described pointwisely. The learning gains of the proposed two methods are iteration-time-variant and can be iteratively estimated using real-time data. The proposed two methods do not depend on any explicit model. Moreover, the proposed non-lifted IDL-based DDSOILC can use more control information than the proposed lifted IDL-based one, and thus it can achieve a better control performance. Both theoretical analysis and simulations verify the efficiency and applicability of the two proposed methods.
has been widely used in industries owing to the advantages of less wiring, lower maintenance and diagnosis costs and higher flexibility [9] . Therefore, the robustness of ILC systems with data noises is of considerable importance and has become a critical topic in extending its application to the NCS [10] .
In [11] , the robustness of ILC is discussed for linear timevarying system. Two learning control methods with firstorder and higher-order algorithms have been established in [12] , [13] for a linear system with output data loss.
Ref. [14] shows that the rate of data loss has no effect on the convergence of the system. For random data loss, a switching ILC approach has been proposed in [15] . From the stochastic sense, a P-type stochastic ILC is proposed in [16] to address the random data loss. Further, the data loss in both control VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ in-put and system output has been discussed in [17] by using statistical analysis. A common feature of the aforementioned works [11] [12] [13] [14] [15] [16] [17] is that all the design and analysis of proposed methods have focused on linear systems, which hinders their application scope as nonlinearities exist inevitably in any practical plant. Therefore, the robust ILC for nonlinear NCSs is significant and attracts many attentions in recent years. In [18] , two robust P-type ILC laws have been proposed for a nonlinear system with data loss. Then, a compensation-based ILC approach is developed in [19] for nonlinear systems with output data loss. Furthermore, a robust ILC design and analysis have been provided in [20] for a nonlinear affine plant with random data loss. However, the model information of affined structure or linear approximation is required in these methods [18] [19] [20] . In other words, the methods discussed above still depend on some prior model information of the controlled plant and thus cannot be applied into a general nonlinear and nonaffine system directly.
In addition, from the literature review of networked ILC methods, one can find that most of the learning control laws for linear and nonlinear NCSs are linear P-type, where the learning gain is a constant and remains unchanged once being selected. A disadvantage of fixed learning gain is that the control performance may become poor when large exogenous disturbances or system uncertainties occur. On the other hand, the selection of a right learning gain is troublesome in practice if no model information is available for the con-trolled plant. As least, it is required to know the boundary of the gradients of the nonlinear plant relative to control inputs, and then a feasible range of the learning gain can be determined according to convergence condition.
In real world applications, however, modeling by first principles or system identification is hard to be conducted because of the complicated dynamics of the controlled plants with increasing scales and high requirements in quality and operation velocity [21] . Even a mathematical model is obtained by taking great effort and significant cost, the acquired model may still be complex with hard nonlinearities and high orders so that it is still difficult to gain a linear affine structure of the original controlled plant, which is far from an exact linear model. Moreover, the unmodeled dynamics and other uncertainties exist inevitably in the gained model, which may make the control system unreliable and concern of safety.
Consequently, data-driven control (DDC) [22] [23] [24] [25] has attracted much more attentions in recent years which addresses critical issues on the control system analysis and synthesis for increasingly complex practical plants. In [21] , a model-free adaptive control is built by developing a dynamical linearization, where no model information is included in the control system analysis and synthesis. More recently, the dynamic linearization is extended to an iterative dynamic linearization by conducting linearization in iteration domain for a nonlinear repetitive system [26] . And then, some datadriven ILC methods have been developed in [26] [27] [28] since then. However, it is still an open problem for the data-driven ILC methods to deal with data loss. Inspired by the above discussion, two data-driven stochastic optimal ILC (DDSOILC) approaches are proposed in this work for a general nonlinear nonaffine discrete-time system with random data loss. First, the iterative dynamic linearization (IDL) is introduced to reformulate the nonlinear and nonaffine system equivalently to a lifted linear form and a non-lifted linear form, respectively. Second, two objective functions are designed with a Bernoulli random variable used to describe the data loss. Third, a DDSOILC scheme, consisting of a learning control law and a parameter updating law, is developed by optimizing the objective functions subject to the acquired lifted IDL form, respectively. Fourth, the results are further ex-tended and a DDSOILC based on non-lifted IDL is constructed consequently, where more additional control knowledge is contained than the lifted one such that a better control performance can be achieved. Finally, the convergence analysis is provided and extensive simulations are also presented to confirm the effectiveness of the two proposed DDSOILC methods. The main contributions of this article can be given as:
(a) The designed learning control laws have nonlinear P-type structures and the learning gain varies with both time and iteration directions and can be estimated iteratively through the proposed parameter updating law; (b) The proposed DDSOILC methods are data-driven, where no explicit model information is involved in the control system analysis and synthesis except for the input and output data only; (c) The DDSOILC based on non-lifted IDL outperforms the DDSOILC based on lifted IDL because it takes advantage of much more control information obtained in previous time instants at each batch.
The remainders of this article are arranged as bellow. Section 2 shows the problem formulation and over-views the iterative dynamic linearization method. Section 3 proposes the lifted IDL-based DDSOILC with convergence analysis. The results are further extended to the non-lifted IDL in Section 4. The effectiveness of the proposed methods is confirmed in Section 5 through simulation results. Section 6 concludes this work.
II. PROBLEM FORMULATION AND ITERATIVE DYNAMIC LINEARIZATION A. PROBLEM FORMULATION
Consider a nonlinear and non-affine discrete-time system,
where y k (t) ∈ R and u k (t) ∈ R; f (·) denotes an unknown nonlinear function and is continuously differentiable; t = {0, · · · , N } is the sampling time, and N is an integer; n y and n u are positive integers denoting the orders corresponding to system output and input; k indicates iteration number.
According to [26] , one can use the state transition functions to denote the system output sequence as follows
where g t (·), t = 0, · · · , N − 1, is a compound function of nonlinear function f (·).
∈ R N and g(·) = [g 0 (·), g 1 (·), · · · , g N −1 (·)] T . A compacted vector form of (2) is described as
B. REVIEW OF ITERATIVE DYNAMICAL LINEARIZATION
Assumption 1: The system (3) satisfies identical initial condition for all iterations, that is, for ∀k, y k (0) = const.
According to Assumption 1 and the Mean Value Theorem, it is easy to obtain the iteration difference of Y k and Y k−1 as,
Equation (4) is in a lifted form and thus is called a lifted IDL, where all the control inputs and system outputs over the finite time interval are expressed by two super vectors respectively.
III. LIFTED IDL-BASED DDSOILC
The objective is to find a control input U k to make the system output Y k exactly track a realizable desired trajectory Y d over a finite trial length even though there exists measurement data loss, that is, the tracking error E k = Y d − Y k approaches 0 with increasing iterations. β k (t + 1) is a Bernoulli random variable describing the random loss of measurement where its value of 1 or 0 indicates that the data transmission is normal or lost, respectively.
A. CONTROLLER DESIGN
Design an index function,
where λ > 0 is a weight.
Otherwise, which means the objective is to find a control input U k to keep the output of the current iteration be the same as that of the previous iteration.
Using the optimal technique, differentiating Equation (5) with respect to U k , and setting it to be zero yields:
Using the similar derivation process in [26] , a simplified control law is given as follows,
where ρ > 0 is a step-size factor;ˆ k is an estimation of k .
According to reference [26] , an iterative updating law of
Remark 1: It is worth pointing out that the updating law (8) , as shown at the bottom of next page, is only given be referring [26] and it is still an open problem to provide a common criterion for (8) . The reason is that a linear incremental model (4) is used in the design and analysis which makes it difficult to add the stochastic variables to formulate the data dropout in different iterations. Furthermore, in the parameter updating law (8) , it is assumed that the output at the (k − 2)th iteration has been known exactly. So, it is denoted by y k−2 (t + 1) no matter whether it is transmitted successfully or not, which can simplify the following analysis.
Remark 2: The parameter updating law (8) means that when the output data transmission is successful, the algorithm is updated normally. When the output data y k−1 (t + 1) is lost, that is, Bernoulli random variable β k−1 (t + 1) becomes zero, the estimated parameter of the last iterationφ k−1 (t) is used to replaceφ k (t).
Remark 3: Although one cannot proof that the proposed updating law (7) -(9) is the optimal solution of the control problem, the convergence property of the proposed method can be guaranteed under some conditions, as shown in the following theorem.
Because ϕ k (t) varies along both a time direction and an iteration direction, a reset algorithm is designed as follows to make the estimation algorithm (8) have a strong tracking ability to ϕ k (t),
where ε is a small positive constant;φ k (i) is the i-th element ofφ k (t).
Consequently, the lifted IDL-based DDSOILC scheme is constructed by (7) -(9).
B. CONVERGENCE ANALYSIS
Before proceeding to the convergence analysis, two assumptions are made as follows. [26] : The gradient vector ϕ k (t) is nonzero and the signs of all the elements are known and invariant, i.e., φ k (i) > ξ or φ k (i) < −ξ , i ∈ {0, 1, · · · , t} where ξ is a positive constant.
Theorem 1: Consider an ILC design for nonlinear repetitive system (1) in the presence of random measurement data loss. Suppose all the assumptions 1 -3 are satisfied by system (1), then the constructed lifted IDL-based DDSOILC scheme (7) -(9) has the following properties: (a) For ∀k,ˆ k is bounded; (b) The iterative convergence of E k is guaranteed, i.e., lim k→∞ E k = 0; (c) The control system is BIBO stable.
Proof: First, we will prove the boundedness ofˆ k . If φ k (t) ≤ ε, then the boundedness ofφ k (t) is obvious from (9) . Otherwise, define a parameter estimation error as
According to Assumption 2, ϕ k (t) ≤ L u is bounded, so ϕ k (t) − ϕ k−1 (t) ≤ 2L u . Taking norm on both sides of Eq. (10), yields
Also, it is easy to get that
Since 0 < η < 2, µ > 0 and β k−1 (t + 1) ∈ {0, 1}, one can find a constant 0 < d 1 < 1, then
Sinceφ 0 (t) is bounded, one has φ k (t) ≤ 2L u 1−d 1 . Therefore, the boundedness ofφ k (t) is evident since both ϕ k (t) and ϕ k (t) are bounded. Then, the boundedness ofˆ k is obtained and property (a) of Theorem 1 is proved. Now we proceed to the convergence proof of E k . In terms of (4) and (7) , one obtains that
In the parameter estimation law (8), the elements ofφ 0 (t) are chosen such that their signs are the same as that of ϕ k (t). Then, according to the reset algorithm (9), k T k is positivedefinite. So, similar to step (12), one can select appropriate parameters ρ and λ to guarantee that
where 0 < d 2 < 1 is a constant. Therefore, property (b) of Theorem 1 is attained, i.e., lim k→∞ E k = 0, because E 0 is bounded in the initial iteration. The boundedness of Y d and the convergence of E k imply that the system output Y k is bounded. According to [27] and Eq. (6), we have
Using the property a 2 + b 2 ≥ 2ab and according to (15) , one can obtain that
Because both E 0 and U 0 are bounded, the boundedness of U k is a direct result of (17) . Therefore, both Y k and U k are bounded and property (c) in Theorem 1 is obtained.
The detail implementation steps of the proposed lifted IDL-based DDSOILC (7) -(9) are given as follows:
Step 1: Set initial values U 0 , y k (0), ϕ 0 (t), t ∈ {0, · · · , N }, k = 0, 1, · · · . Set the data loss rate of the system.
Step 2: Let k = 0. Substituting U 0 in to the controlled plant, one has Y 0 .
Step 3: For k ≥ 1,φ k (t) can obtained from (8), t ∈ {0, · · · , N } and the control input U k is obtained from (7) .
Step 4: Substituting U k in to the controlled plant, one can obtain the output Y k consequently.
Step 5: Let k = k + 1, and go back to Step 3.
IV. NON-LIFTED IDL-BASED DDSOILC
Then one can directly obtain the following formulation from (4),
where u k (t) = u k (t) − u k−1 (t) and y k (t + 1) = y k (t + 1) − y k−1 (t + 1). Design an index function, (19) where λ > 0 is a weight. If β k−1 (t + 1) = 1, then J (u k (t)) = e k (t + 1) 2 + λ u k (t) − u k−1 (t) 2 . Otherwise, which means the objective is to find a control input u k (t) to keep the output of the current iteration be the same as that of the previous iteration.
Using the optimal technique, differentiating Equation (19) with respect to u k (t), and setting it to be zero yields the following control law:
Similar to [29] , the iterative updating law of ϕ k (t) is developed as,
Equation (21), as shown at the bottom of this page, is a reset algorithm ofφ k (t). The whole non-lifted IDL-based DDSOILC is composed of (20)- (22) .
Remark 4: Compared with the learning control law (7) of the proposed lifted IDL-based DDSOILC, the non-lifted IDL-based learning control law (20) utilizes more information from the previous time instants such that the control performance is expected to be better. Moreover, by virtue of the learning control law (20) , the control input is updated from point to point, instead of in a batch-wise as the lifted IDL-based learning control law (7) .
B. CONVERGENCE ANALYSIS
Before the convergence analysis, a lemma [30] is given as follows. Proof: The boundedness of estimation parameterφ k (t) has been proved in Section 3. Now we proceed to the analysis of e k (t + 1).
Lemma 1: Let
Let A k (t), as shown at the top of the next page, and C = [0, · · · , 0, 1] T ∈ R t+1 . According to (20) , one has
where ū k (t) = [ u k (0), u k (1), · · · , u k (t)] T denotes an iterative difference vector of control input with fixed dimension. For example, ū k (t − 1) = 0, u k (0), u k (1), · · · , u k (t − 1) T , where u k (t) = 0 when t is less than zero.
According to conclusion (a) of Theorem 2, |ϕ
and t ∈ {0, · · · , N }. By choosing the values of λ and ρ suitably, one obtains
where 0 < d 3 < 0.5 is a proper positive constant. It should be noted that the parameter selection in the condition (24) is free with both iteration and time indexes.
According to Lemma 1, Eq. (24) implies that s(A k (t)) < 0.5 is the spectral radius of A k (t). Hence, there exists an arbitrary small positive constant δ 1 such that the following inequality holds (25) where A k (t) ν is a proper matrix norm, and 0 < d 4 < 0.5.
Taking norm on the two sides of equation (23), leads to,
By choosing ρ and λ carefully, the following inequality can be hold,
Then, according to (25) - (27) , one can derive that
where the input signalū k (t) is set as zero for t < 0 . According to Eq. (20), one can obtain
Because the values ofφ 0 (t) at the initial iteration are selected such that the signs are the same as that of ϕ k (t), it is apparent that ϕ k (t)φ k (t) > 0 by virtue of reset algorithm (22) . Therefore, there exist suitable ρ and λ such that
where 0 < d 6 < 1 is a positive constant. According to (25) , (28) and (30), we can rewrite (29) as
Then according to (31), we have
Since 0 < d 4 < 0.5 and d 6 is located in the region of (0, 1), we can obtain that
where 0 < d 8 < 1 is a positive constant. Inequality (32) and the condition (33) imply that
Apparently, lim k→∞ e max (k) = 0 because of the boundedness of e max (0). Then, the conclusion (b) of Theorem 2 is proved.
The boundedness of both of y d (t + 1) and e k (t + 1) means that y k (t + 1) is bounded. Similar to [27] and according to (28) and (34), one can obtain that
The random disturbance of the controlled system.
Since both e max (0) and u 0 (t) are bounded, the inequality (35) means that, ∀k and ∀t, u k (t) is also bounded.
The detail implementation steps of the proposed non-lifted IDL-based DDSOILC (20) -(22) are given as follows:
Step 1: Set initial values u 0 (t), y k (0),φ 0 (t), t ∈ {0, · · · , N }, k = 0, 1, · · · . Set the data loss rate of the system.
Step 2: Let k = 0. Substituting u 0 (t) in to the controlled plant, one has y 0 (t).
Step2: For k ≥ 1,φ k (t) can obtained from (21), t ∈ {0, · · · , N }. Then, the control input u k (t) can be obtained from (20) .
Step4: Substituting u k (t) in to system, one has y k (t).
Step5: Let k = k + 1, and go back to Step 3.
V. SIMULATION STUDY
Consider a repetitive nonlinear discrete-time system as follows,
where σ k (t) = 0.1 * rand represents a random disturbance, as shown in Fig. 1 , which is added to illustrate the practicability of the proposed methods more effectively. It is noted that the system model is only used to produce the I/O data and no any model information is used in the controller design and implementation.
According to the specific expression of the nonlinear function f (·) in (36), it is easy to get that the partial derivatives of the nonlinear function f (·) with respect to the current control input u(t) is finite and positive for all times and iterations. Therefore, Assumptions 2 and 3 are satisfied because g (·) is a compound function of f (·) and thus it has the same properties as that of f (·), such as continuity, differentiability, boundedness, and so on.
In the simulation, the initial states are set to be iterationvarying, i.e., y k (0) = 1 + ω k , where ω k = 0.2 * rand varies with iterations randomly. The profile of the initial values is shown in Figure 2 .
A realizable desired trajectory is given as follows,
where ''round'' denotes a rounding function in MATLAB. The simulation is done under different measurement data loss rate. First, when kis even, the data loss rate of is 10%, otherwise the data loss rate is 15%. Applying the lifted IDL-based DDSOILC scheme (7) -(9), other initial values are set as u 0 (t) = 2.15 and ϕ 0 (t) = 0.21. Select λ = 0.0015, ρ = 1.5, µ = 2, η = 0.001. The profile of tracking error is illustrated in Fig. 3 , where x-axis represents the iterations and y-axis represents the maximum tracking error e max (k) = max t∈{1,2,··· ,40}
{|e k (t)|}. It is seen from Figure 3 that the proposed lifted IDL-based DDSOILC achieves a good control performance even though there exists measurement data loss and random disturbance.
To verify the efficiency of the proposed non-Lifted IDL-based DDSOILC (20) - (22) , we select the initial values as y k (0) = 1 + ω k , u 0 (t) = 1.5 and ϕ 0 (t) = 0.15, as well VOLUME 7, 2019 as the controller parameters as λ = 0.001, ρ = 1, µ = 2 and η = 0.01. The simulation result is given in Fig. 4 . One obtains from Fig. 4 that the non-lifted IDL-based DDSOILC is capable of tracking the desired trajectory in the presence of measurement data loss.
For the purpose of comparison, the first order ILC update law proposed in [12] is also applied,
where γ is a learning gain and β k+1 (t) is a Bernoulli random variable. Under the same simulation condition, and set γ = 4.0. Appling the update law (38) under the same conditions, then the simulation results with the red curve are shown in Fig.3 and Fig.4 , respectively. It is seen that the control algorithm proposed in [12] can also achieve a good control performance. However, the convergence rate of the DDSOILC is faster than the update law (38) proposed in [12] .
Second, a couple of data packet loss rates, 10%, 15% and 20% are taken into consideration to verify the extensively effectiveness of the two proposed schemes in the presence of different rates of data loss. In the simulation, we assume all the initial values and controller parameters are unchanged for different data loss rates, as shown in Table 1 . The simulation results are shown in figures 5 and 6.
One can conclude from Figs. 5 and 6 that both the proposed methods are able to make the tracking error converge to zero iteratively in presence of different data loss rates, but the control performance becomes poor when the data loss rate increases. However, it is difficult to provide a common constraint on the packet dropout probability because the requirements on the control accuracy are different with different practical applications.
Finally, the comparative results by using the two proposed DDSOILC methods under data loss rate of 13% are shown in Fig. 7 , where the controller parameters and the initial values are selected to be same for both methods: ρ = 3, η = 0.01, λ = 0.0001, µ = 2, y k (0) = 1 + ω k , u 0 (t) = 1.5, ϕ 0 (t) = 0.18. From Fig. 7 , it is clear that the proposed non-lifted IDL-based DDSOILC achieves a better control performance than the lifted IDL based DDSOILC because of the use of much more information from previous control inputs.
VI. CONCLUSION
In this paper, two data-driven stochastic optimal ILC methods are proposed to deal with random measurement data loss for nonlinear non-affine systems based on both lifted IDL and non-lifted IDL techniques. The random data loss is described by a Bernoulli random variable. The proposed DDSOILC schemes have time-varying learning gains updated in a realtime using the I/O data. The proposed non-lifted IDL-based DDSOILC outperforms the lifted IDL-based one because it utilizes additional control input information. The proposed two DDSOILC methods are data-driven and do not need an explicit model. The efficiency and applicability of the proposed methods are verified both theoretically and through simulations.
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