Spatial confinement effects in metamagnetic nanostructures by Jaskowiec, Jiří
BRNO UNIVERSITY OF TECHNOLOGY
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ
FACULTY OF MECHANICAL ENGINEERING
FAKULTA STROJNÍHO INŽENÝRSTVÍ
INSTITUTE OF PHYSICAL ENGINEERING
ÚSTAV FYZIKÁLNÍHO INŽENÝRSTVÍ
SPATIAL CONFINEMENT EFFECTS IN METAMAGNETIC
NANOSTRUCTURES
VLIV PROSTOROVÉHO OMEZENÍ NA VLASTNOSTI METAMAGNETICKÝCH NANOSTRUKTUR
MASTER’S THESIS
DIPLOMOVÁ PRÁCE
AUTHOR Bc. Jiří Jaskowiec
AUTOR PRÁCE




Faculty of Mechanical Engineering, Brno University of Technology / Technická 2896/2 / 616 69 / Brno
 
Specification Master's Thesis
Department: Institute of Physical Engineering
 
Student: Bc. Jiří Jaskowiec
 
Study programme: Applied Sciences in Engineering
 
Study field: Physical Engineering and Nanotechnology
 





Pursuant to Act no. 111/1998 concerning universities and the BUT study and examination rules, you
have been assigned the following topic by the institute director Master's Thesis:
Spatial confinement effects in metamagnetic nanostructures
Concise characteristic of the task:
First–order magneto–structural phase transition in FeRh thin films is associated with a nucleation
mechanism which shows critical behavior typically observed for phase transitions of the second order.
This behavior will be studied using magnetic force microscopy for nanostructures of different sizes,
which also show a strong asymmetry of the phase transition between heating and cooling. Stochastic
nucleation of  the antiferromagnetic  phase in the supercooled state of  the nanostructures will  be
investigated using electrical transport measurements.
Goals Master's Thesis:
1. Imaging and quantitative analysis of phase domains for different nanostructure size.
2. Analysis of stochastic nucleation of FeRh antiferromagnetic phase in the supercooled state of
nanostructures.
Recommended bibliography:
COEY, J. M. D. (2009): Magnetism and Magnetic Materials. Cambridge University Press, Cambridge.
PAPON, P., LEBLOND, J. a MEIJER, P. H. E. : The physics of phase transitions. Springer-Verlag
Berlin Heidelberg, (2006).
MANEKAR, M., MUKHERJEE, C. a ROY, S. B. : Imaging of time evolution of the first-order magneto-
structural transition in Fe-Rh alloy using magnetic force microscopy. Europhysics Letters, vol. 80, pp.
17004, DOI: 10.1209/0295-5075/80/17004, (2007).
Faculty of Mechanical Engineering, Brno University of Technology / Technická 2896/2 / 616 69 / Brno
UHLÍŘ, V., ARREGI, J. A. a FULLERTON, E. E. : Colossal magnetic phase transition asymmetry in

















     
 
prof. RNDr. Tomáš Šikola, CSc.
Director of the Institute
 




New properties and effects caused by spatial confinement of materials have critical influ-
ence in many scientific and technical fields. Reduction of device sizes, increase of recording
density and increasing process efficiency are current trends in electronic industry. In this
work, the influence of spatial confinement on the metamagnetic phase transition in Iron-
Rhodium (FeRh) is studied. The FeRh alloy exhibits a first order phase transition from the
antiferromagnetic phase to the ferromagnetic phase. Using magnetic force microscopy in
an out-of-plane magnetic field the phase domain structure is imaged and analyzed across
the phase transition. Quantitative analysis of measured data is done using the height-
height correlation function and its results are compared for different structure sizes and
thin layer thicknesses.
Abstrakt
Silné prostorové omezení materiálů způsobuje jejich nové vlastnosti, které mohou najit
uplatnění v mnoha vědeckých i technických odvětvích. Snaha zmenšit velikosti součástek,
zvětšit hustotu zápisu a zefektivnit procesy je současným trendem elektronického průmyslu.
V této práci je studován vliv prostorového omezení na vlastnosti metamagnetického železo-
rhodia (FeRh) během fázové přeměny. FeRh je materiál vykazující fázovou přeměnu
prvního druhu mezi antiferomagnetickou a feromagnetickou fází. Metodou mikroskopie
magnetických sil v magnetickém poli kolmém na rovinu vzorku je zobrazeni a analyzována
struktura fázových domén behem fázové přeměny. Kvantitativní analýza naměřených dat
je provedena užitím výškové korelační funkce a její výsledky jsou porovnány pro různé
velikosti struktur a tloušťky tenkých vrstev.
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Introduction
Phase transitions are all around us and in the daily life, the most common example is
the phase transforming water. Despite the familiar nature and ubiquity of water in our
environment the associated phase transitions are not trivial to explain due to the peculiar
properties of water, such as the anomaly in density at 4 ◦C. However, general properties
of phase transitions can be better characterized in material classes featuring solid-state
transitions.
The prototypical transition for this work is the metamagnetic phase transition in Iron-
Rhodium (FeRh) and the method of observation is Magnetic Force Microscopy (MFM).
The equiatomic FeRh alloy is antiferromagnetic (AF) at room temperature and during
the heating, FeRh exhibits a phase transition to the ferromagnetic state (FM) [1]. The
transition temperature being close to the room temperature is not only convenient for
fundamental studies, but also for applications in sensing, magnetic refrigeration [2] and
Heat-Assisted Magnetic Recording (HAMR) [3, 4], which can increase the density of
recording. The confinement of FeRh to submicron structures may bring new emergent
phenomena [5] – such as the abrupt phase transition during cooling.
Experimental part of this work deals with the spatial confinement effects on the phase
transition featured in the domain structure. The effect of supercooling is shown to depend
on the structure size and the amount of nucleation centers. The next studied effect is
connected to the variable thickness of FeRh films. A significant part of the work deals with
optimizing the approaches to obtain quantitative information about the phase domain
sizes during the transition using the Height-Height Correlation Functions (HHCF).
This master’s thesis is the direct follower of the previous works [6, 7] dealing with
a related topic – imaging of the phase transition by MFM. The master’s thesis summa-





1. Magnetism and phase transitions
It is well-known that electrons possess inherent properties called mass1 and electrical
charge2. For scientists and engineers studying magnetism, the more important property
of an electron is its contribution to the total angular momentum, called spin. [8] In
addition to the spin angular momentum, there is a contribution connected to the motion
of an electron around the nucleus, denoted as an orbital angular momentum. These two
components may be coupled by spin–orbit interaction to form the total electronic angular
momentum [9] which is according to Einstein–de Haas effect proportional to magnetic
moment µ⃗. [10] Magnetization is then defined as the vector sum of all magnetic moments






where N is the number of magnetic moments.
1.1. Magnetic energies
The magnetization in a material is not generally uniform and varies from point to point. [11]
At special circumstances, for instance when a magnetic material is formed to a structure
with characteristic dimensions below 200 nm, uniform magnetization of the structure oc-
curs. [12] Such an uniformly magnetized structure is shown in Figure 1.1a. A more
complex double-vortex structure is depicted in Figure 1.1b. [11] In this example the force
a) b)
Figure 1.1: Example of domain structure of a) Single domain where is uniform magnetization.
b) Double vortex domain structure. Adapted from [11]
keeping the magnetic moments colinear is overcome by a different force (which increases
1me ≈ 9.1 × 10−31 kg
2e ≈ 1.6 × 10−16 C
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with the size of the structure), resulting in the double-vortex state. The stable state of
the system is always a result of minimizing the total free energy of the system. The main
contributions to the total free energy are the exchange energy, the dipolar energy, the
anisotropy energy and the Zeeman energy.
1.1.1. Exchange energy
The long-range magnetic order is formed by the exchange interaction which has an origin in
the electrostatic interaction and the Pauli’s exclusion principle. The exchange interaction




Jij S⃗i · S⃗j, (1.2)
where S⃗i and S⃗j are two neighboring spins and Jij is exchange interaction constant – the
so-called exchange stiffness. This interaction is responsible for the parallel orientation of
the neighboring spins. If J > 0, it leads to ferromagnetic order, more discussed in the
section 1.2. Otherwise, J < 0 leads to antiferromagnetic order, discussed in the section 1.3.
[9]
1.1.2. Zeeman energy
When external magnetic field B⃗ext is applied, another contribution to the total magnetic
energy, called Zeeman energy, is introduced. The external magnetic field B⃗ext tends to
align magnetic moments µ⃗ along its direction. This could be mathematically written as
Ez = −µ⃗ · B⃗ext. (1.3)
The system of magnetic moments µ⃗ has minimal Zeeman energy when all magnetic mo-
ments µ⃗ are parallel to the external field B⃗ext. The net force acting on a magnetic moment
µ⃗ could be then obtained as:
F⃗z = ∇(µ⃗ · B⃗ext). (1.4)
This equation is useful in the Magnetic Force Microscopy technique where a magnetized
tip, representing a magnetic moment, interacts with the stray field of the sample; causing
attraction or repulsion of the tip, as will be further discussed in the section dedicated to
MFM. 3.2
1.1.3. Demagnetizing energy
Each magnetic moment in a material is a source of magnetic field. The vector sum of
magnetic fields produced by all magnetic moments is called the dipolar field B⃗dipolar. THe
magnetic dipolar field outside the sample is called the magnetic stray field B⃗stray, inside the
sample it is denoted as the demagnetizing field B⃗demag. [9, 10] The demagnetizing energy







M⃗ · B⃗demag dV , (1.5)




Generally, there are two types of magnetic anisotropies. The first type is connected with
the shape of the sample and originates from minimization of the demagnetizing energy.
For instance, this causes the magnetization in a cylindrical shaped sample to prefer the
orientation along the long axis. The same follows in a thin layer, where magnetization
prefers to orient in-plane.
The other type of anisotropy is the crystalline anisotropy connected to the preferential
directions in a crystal lattice called the easy axes. For instance, cobalt crystallizes in the
hexagonal close-packed lattice type, hence the magnetization prefers to orient along the
easy axis in the direction [0001].






Ku sin2 ϑ dV, (1.6)
where ϑ is the angle between the easy axis and the direction of magnetization M⃗ . Ku
stands for the uniaxial anisotropy constant. The axis perpendicular to the easy axis (ϑ =
= 90◦) is termed as the hard axis and the uniaxial energy has its maximum in this direction.
It should be mentioned that measuring3 Ku is by principle easier than measuring other
magnetic constants, such as exchange stiffness J .
1.1.5. Competing energies
The stable state is always corresponding to the minimum of total magnetic energy. In pre-
vious sections four basic contributions to the total magnetic energy, the exchange energy,
Zeeman energy, dipolar energy and anisotropy energy were introduced. The individual en-
ergies influence the resulting domain structure, as shown in the Figure 1.2 – the presented
data were simulated using mumax4 in a square ferromagnetic element. [13] Influence of the
exchange interaction is shown in Figure 1.2a. The energetic minimum corresponds to the
parallel orientation of all spins which results in a single domain structure. In Figure 1.2b
the dipolar energy was ”activated”. The result is formation of four domains and domain
walls in a so-called Landau pattern. The Zeeman energy is ”activated” in Figure 1.2c
with magnetic field B⃗ext applied in the horizontal direction as indicated in the Figure. It
leads to expansion of the domains oriented parallel to the external field at the expense
of the antiparallel oriented ones. At last in Figure 1.2d, anisotropy with an easy axis in
the vertical direction takes its role, leading to the expansion of vertical domains and the
reduction of the horizontal ones.
Besides these four basic energies, there are other energies relevant for the resulting mag-
netic configuration, such as more complicated exchange energy terms, e.g. Dzyaloshinskii–
Moriya, billinear and biquadratic forms of the exchange interaction. More information
could be found in the dedicated magnetism textbooks as [9–12].








Figure 1.2: Results of the micromagnetic simulations in mumax for ferromagnetic square ele-
ment when different contributors to total energy are consequently ”turned on”. a)
Result of the simulation with only exchange interaction. b) Result of the simula-
tion with added dipolar energy. c) Result of simulation when external magnetic
field B⃗ext is applied. d) Result of the simulation when anistoropy with easy axis in
vertical direction is added. With kind approval of the author adapted from [13].
1.2. Ferromagnetism
Materials which show spontaneous parallel order of the adjacent spins are called ferromag-
netic (in te following denoted as FM) and as it was mentioned in subsection 1.1.1, they
have a positive exchange constant J . Typical ferromagnetic materials are d-elements as Fe,
Ni and Co. Ferromagnets exhibit non-zero spontaneous magnetization even when no field
is applied. [14] The response of the ferromagnet to the applied magnetic field is not linear,
as in the case of diamagnets and paramagnets. This behavior is described by a hysteresis
loop. When all the magnetic moments are aligned in the direction of external field, there
is no more contribution to the total magnetization by the increase of the external mag-
netic field. This maximal magnetization is called the saturation magnetization MS and
it is a basic characteristic of material. This parameter can be measured for example by
Vibrating Sample Magnetometry and a typical value for Fe is around ≈ 1700 kA/m [14].
1.2.1. Stoner-Wohlfarth model
The origin of the hysteresis loop could be explained by the Stoner-Wohlfarth model. Con-
sider a system with uniaxial anisotropy Ku, with an easy axis along ϑuni = 0 and with
6
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uniform magnetization with magnitude MS in a general direction ϑ. Magnetic field H⃗ext
is applied in the direction ϑH . [15] Such system is described by the total energy Etotal
Etotal = K sin2 ϑ − µ0HextM cos(ϑ − ϑH) , (1.7)
where the anisotropy energy is K = KuV and the magnetic moment M = MSV . It is
obvious that ϑ−ϑH is the angle between the external magnetic field H⃗ext and the magnetic
moment M⃗. Dividing the equation (1.7) by K and defining the effective anisotropy
magnetic field strength as Ha ≡ 2Ku/µ0MS will lead to
Etotal
K
= sin2 ϑ − 2Hext
Ha
cos(ϑ − ϑH). (1.8)
For simplicity we defne a dimensionless energy variable as e ≡ Etotal/K and new dimen-
sionless magnetic field variable as h ≡ Hext/Ha. This leads to
e = sin2 ϑ − 2h cos(ϑ − ϑH) (1.9)
The stable state is given by the derivative of the energy de/dϑ = 0 and d2e/dϑ2 > 0. The
direction of the magnetic moment (represented by ϑ) as a response to external magnetic
field application will be complex and as h rises, for h ≫ 1 the system behaves more as
”only Zeeman-like” and the direction of the magnetic moment ϑ → ϑH . On the other hand,
as h → 0, the leading contribution comes from the uniaxial anisotropy energy. According
to this model, the system response to the applied magnetic field results in hysteresis and
specific dependency on the direction of applied field, which is shown in Figure 1.3 for













Applied magnetic field [dimensionless]
















Figure 1.3: Graph of projection of magnetic moment to the direction of field versus magnitude
of applied magnetic field. Different colors of curves correspond to the different
directions of applied magnetic field – 0 ◦ represents the direction of easy axis and
90 ◦ stands for the hard axis. Adapted from [15].
can be distinguished. First, when the magnetic field is applied in the easy axis direction
(0 ◦) and second, when the field is applied in the hard axis direction (90 ◦). The first
case, when the magnetic field is applied in the easy axis direction, leads to a rectangular
7
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hysteresis loops where the coercive field is equal to the effective anisotropy field strength
Hc = Ha. In this case, the applied magnetic field has to overcome the anisotropy field and
then abrupt magnetization reversal occurs. On the other hand, when the magnetic field is
applied in the hard axis direction, the magnetic moments tend to follow proportionally to
the magnitude of the applied magnetic field. As the magnitude increases to the effective
anisotropy field strength, the magnetic moment is fully oriented in the direction of the
applied magnetic field.
It shold be noted that the Stoner-Wohlfarth model is described only by the Zeeman and
anisotropy energy terms, but in a real material the demagnetizing energy needs to be taken
intp account. Despite this fact the Stoner-Wohlfarth gives a good first approximation for
computation of the uniaxial anisotropy from hysteresis loops.
1.3. Antiferromagnetism
An other of materials showing spontaneous magnetic order are antiferromagnetic (AF in
the following) materials. Antiferromagnetic materials have a negative exchange stiffness
constant. AF materials appear non-magnetic on the outside, even though they are mag-
netically ordered. The magnetic lattice consists of two antiparallel oriented sublattices,
which in sum give zero net magnetization, as shown in Figure 1.4.
+=
~M = ~M+ + ~M− = ~0 ~M+ ~M−
Figure 1.4: Antiferromagnetic lattice consists of two antiparallel oriented sublattices. The vec-
tor sum of these two sublattices gives zero net magnetization and ”non-magnetical-
like” behavior on the outside.
Typical antiferromagnets are elements like chromium and manganese [16], oxides of
ferromagnetic materials (FeO, CoO) or other compounds (Cr2O3, MnF2) [10]. The most
relevant material for this work is equiatomic5 alloy of Iron-Rhodium (FeRh), which is
typically ordered antiferromagnetically at room temperature. Its properties are discussed
in detail in chapter 2.
The behavior of an antiferromagnetic system upon application of external magnetic
field strongly depends on the direction of applied field. In case the magnetic field is
applied perpendicular to the axis of the antiferromagne (Figure 1.5a), it causes a tilt of
the two magnetization sublattices towards the direction of the applied field. The response
is linear with the magnitude of the applied magnetic field. This leads to constant magnetic















Figure 1.5: Figure of two different ways of applying a magnetic field to the antiferomagnetic
material with vertical spin axis and corresponding graph of magnetic susceptibility
vs temperature. a) Magnetic field applied to the perpendicular direction causes
small tilt. b) Magnetic field applied parallel to the axis of antiferromagnetic ma-
terial. For small magnetic field, a material remain the same. For higher magnetic
field, a spin-flop transition occurs. c) Graph of magnetic susceptibility of antifer-
romagnetic material versus temperature. Adapted from [10].
susceptibility χ⊥ below the criticat temperature TN at which the material transforms from
antiferromagnetic to paramagnetic (Figure 1.5c). Above this so-called Néel temperature6
TN the magnetic order is destroyed by thermal fluctuations.
Different situation occurs when the magnetic field is applied parallel to the magnetiza-
tion direction (Figure 1.5b). When the field is applied, Zeeman energy connected to M+
is minimal, on the other hand, the energy connected to M− is maximal in its metastable
state. So for the small applied magnetic field and T = 0 K the material stays antifer-
romagnetic. Under some critical magnitude of the magnetic field, the system will phase
transform to the more favorable spin-flop phase. As the temperature rises T → TN, the
magnetic susceptibility for the parallel orientation goes χ∥ → χ⊥. [10]
There are several possibilities for aligning magnetic moments of single atoms in a
lattice to obtain antiferromagnetic order. Four different possibilities of antiferromagnetic
order in simple cubic crystal lattice are shown in Figure 1.6. The most common type of
order is the G type, because of its minimal exchange energy.
type A type C type E type G
Figure 1.6: Four different possibilities how to align magnetic moments of single atoms to obtain
antiferromagnetic order in simple cubic crystal lattice.
6In ferromagnetic materials the critical temperature is called the Curie temperature TC
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1.4. Phase transitions
Several different phase transitions may occur in a magnetic material. Basically, they are
divided into two types – with and without the presence of latent heat. The phase tran-
sition from an ordered state (ferromagnetic or antiferromagnetic) to a disordered more
symmetric (paramagnetic) state was already mentioned in section 1.3. From the thermo-
dynamic point of view, this phase transition is a second-order phase transition, for which
a continuous change of one phase into the other is observed at the critical temperature.
Because of the continuity at the critical temperature, no latent heat is needed. In mag-
netism, the classical example is the FM to paramagnetic transition schematically shown
in Figure 1.7b, accompanied by an increase of symmetry.
1.4.1. First order phase transition
Phase transitions with the presence of latent heat are called first-order phase transitions.
Latent heat is connected to the discontinuities in thermodynamic quantities such as the
entropy and the mass density during the phase transition. This transition is sometimes
called abrupt phase transition. The most important property is the mutual coexistence
of the phases, which enables the observation of the phase transition process by imaging






Ferromagnetic state Paramagnetic state
increase of symmetry
decrease of order
Figure 1.7: Scheme of the phase transitions between different the magnetic orders. a) First
order phase transition from Antiferromagnetic state to Ferromagnetic state accom-
panied by increase of order and decreasing symmetry. Infinite AF lattice remains
same under rotation by π and 2π while FM lattice only by rotation by 2π. b)
Second order phase transition from Ferromagnetic state to Paramagnetic state in-
dicating the increase of symmetry (the system remains same under any rotation)
and decrease of order.
from AF to FM (schematically shown in Figure 1.7a) is accompanied by an increase of
order, one of the order parameters being magnetization |M | = 0 →
∣∣∣M⃗ ∣∣∣ = ∣∣∣M⃗+∣∣∣ + ∣∣∣M⃗−∣∣∣.
The order is always the consequence of broken symmetry [10]. While antiferromagnetic




1.4.2. Stable and metastable state
In thermodynamics, the stable phase has to fulfill the Gibbs-Duhem stability criterion
∆U + p∆V − T∆S ≥ 0, (1.10)
where ∆ stands for the variations of the quantities as internal energy U , entropy S and
volume V , pressure p and temperature T . [18] The stable state is described with a
minimum of thermodynamic potentials free energy F , free enthalpy or Gibbs energy G,
Helmholtz free energy H, internal energy, and by a maximum of entropy. This criterion
is used to find equilibrium conditions, but is insufficient for explanation why water cooled
under 0 ◦C does not abruptly freeze and stays in the liquid phase called the supercooled
liquid state. In order to distinguish between the three equilibrium states, the variations
∆S in terms of Taylor serie are typically introduced:









+ . . . , (1.11)
where δS, δ2S, δ3S, δ4S are differentials with respect to the state variables. [18]
• Stable equilibrium fulfills the condition of maximal entropy δS = 0 and δ2S < 0
and all other differentials δ3S,δ4S, . . . < 0.
• Metastable equilibrium also satisfies the condition of maximal entropy δS =
= 0 and δ2S < 0, but the condition ∆S < 0 can be violated for some certain
perturbation δ3S,δ4S, . . . > 0.
• Unstable equilibrium does not meet the condition δ2S > 0.
This is illustrated in Figure 1.8, which shows the stability region for a rectangle with












Figure 1.8: Illustration of three possible equilibriums. a) Stable equilibrium connected to the
global minimum of potential energy. b) Metastable state equilibrium turned into
an unstable by small perturbation ∆E = mg(b/2 −
√
a2 + b2/2). c) Unstable
equilibrium, system tends to get to the stable or metastable equilibrium.
energy, as is shown in Figure 1.8a. Figure 1.8b shows the metastable equilibrium and when
an acting force provides energy ∆E = mg(b/2 −
√
a2 + b2/2) the metastable equilibrium
changes into an unstable equilibrium, shown in Figure 1.8c.
A better example of metastability is supercooled water which needs to be thermally or
mechanical activated to turn to ice. [19] A common example of a material with unstable
equilibrium is glass. [18]
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1.4.3. Critical exponents
Second order phase transitions proceed through the so-called critical point. In the classical
example of a second order phase transition, the transition from FM to the paramagnetic
state, the critical point is called the Curie temperature. In the vicinity of the critical
point the thermodynamic quantities obey a power law, where X ∝ (TC − T )x, where x is
so-called critical exponentpoint. Critical phenomena have an universal character, which
is common for all the second order phase transitions. [18] Using the mean-field theory
approach of Landau theory of ferromagnetism [10] in which all the independent spins
feel the same effective exchange field, the magnetization behaves in the vicinity of Curie
temperature as (TC −T )1/2 and magnetic susceptibility as χ ∝ (T −TC)−1. This describes
a model situation, the real experiments are showing that the thermodynamic quantities
follows
χ ∝ (T − TC)−γ T > TC ,
ξ ∝ (T − TC)−ν T > TC ,
M ∝ (TC − T )β T < TC ,
M ∝ H1/δ T = TC , (1.12)
where χ is magnetic susceptibility, ξ correlation length referring to the order range of
interaction and β, γ, δ, ν are so-called critical exponents. Critical exponents are universal
for the system and there is a scaling law describing their mutual relationships
νd = β(δ + 1) = γ δ + 1
δ − 1
, (1.13)
where d is the dimensionality of the system.
12
2. Magnetic phase transition in FeRh
Iron-Rhodium is intensively studied world-wide since the discovery of its antiferromagnetic
to ferromagnetic phase transition in 1939 by Fallot and Hocart [1]. The transition occurs
close to the room temperature and can be tuned by doping, magnetic field or lattice strain.
Material remains, but objectives and methods of observation changed during time – from
investigation of bulk samples to thin layers and patterned nanostructures which reveals
new phenomena and effects connected to the confinement
The purpose of this chapter is to highlight important properties of FeRh and effects
during the phase transition which can influence the imaging of phase domains or the
transport measurements of FeRh layers and patterned structures. More information can
be found in detailed reviews [20] or in theses submitted by the members of the Nanomag-
netism and Spintronics group at CEITEC BUT in the last years. [6, 7, 21, 22] A review
of current imaging techniques and their results will be provided within this chapter, too.
2.1. Introduction to Iron-Rhodium
Iron-Rhodium is a binary alloy Fe1−xRhx where x is the atomic concentration of Rhodium.
Only in a narrow interval of 48−54 % of Rhodium atomic concentration, the FeRh alloy
exhibits a phase transition from the AF to FM state during heating. After further heating
the FM phase transforms to the paramagnetic state. The complete binary phase diagram
can be found in [23].
FeRh crystallizes into simple cubic crystal lattice with a two atomic base, the Fe atom




2 known as CsCl structure.
The crystal structure is depicted in Figure 2.1a. [20, 23] The crystal lattice parameter
for the low-temperature AF phase of the equiatomic FeRh alloy is ≈ 0.2986 nm [24].
Magnetic structure in the AF phase is like simple cubic structure with bases Cu2AlMn
where Cu atoms corresponds to the Rh atoms with zero spin. Al an Mn atoms represent
Fe atoms with antiparallel oriented spins. The magnetic moments of Fe in the AF phase
is µFe = 3.3µB, while in the FM phase it slightly decreases to µFe = 3.2µB. The rhodium
magnetic moment is zero in the AF phase, while in the FM phase a moment of µRh =
= 0.9µB is induced. [25, 26] Magnetic moments magnitude and orientations for the AF
and FM phases are schematically shown in Figure 2.2. The phase transition in FeRh
from the AF to FM state is a first-order phase transition (more discussed in section 1.4.1)
significant with mutual distinguishability of phases at the transition temperature and
the need for latent heat to induce the phase transformation from the AF to FM. The
phase transition is not only connected to the increase of magnetization, but is is also
accompanied by the increase of lattice parameter by 1−2 %. That is why the, the phase
transition in this material is termed as the magneto-elastic phase transition. [20, 27] The
phase transition is also accompanied by a 50 % reduction in resistivity [5, 20] and a large
13







Figure 2.1: a) The crystal structure of FeRh corresponding to the structure of CsCl. b)
The magnetic structure of antiferromagnetic phase corresponding to crystal of
Cu2AlMn where Cu atoms represents Rh. Al and Mn represent Fe atoms with

















Figure 2.2: Phase transition in FeRh from the AF to FM state is accompanied with increase
of magnetization (ordering), lattice constant and entropy but resistivity and sym-
metricity decrease. In the FM state magnetic moment is inducted on Rhodium.
Red balls indicate Fe atoms and Gray balls indicate Rh atoms. Adapted from [6].
increase in entropy [27, 28] which makes the FM phase more temperature stable than
AF phase [29] – giving the explanation of observed hysteresis loops between AF-FM and
FM-AF phase transitions. The width of hysteresis is about 10 K [27] and is influenced by
substrates and defect amounts (nucleation centers), terraces. C-axis sapphire Al2O3(0001)
or MgO(001) are often used as substrates. Thin films and structures used in this work
are grown on MgO(001) substrate. [21, 22, 27] FeRh grows on MgO(001) rotated by 45◦,
which defines the easy axis of magnetic anisotropy in this direction (the second one in the
perpendicular direction in the plane of the film).
Besides temperature, the phase transition in FeRh can be controlled by applying
external magnetic field or pressure. In the case of magnetic field application, the transition
temperature is reduced by a factor of −8.3 K/T for bulk FeRh [24] and by a factor of
−8 K/T in the case of thin layer grown on MgO (001). [27] The shape of the hysteresis
loop remains unchanged, it is only shifted in temperature.
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The magnetic and structural transition are bound together. Applied pressure or com-
pressive strain shrink the crystal lattice stabilizing the AF state. The measured factor
is 4.336.3 K/kbar and varies for different atomic concentration of Rh. [30] The same
dependence remains useful for thin layers, where the strain is caused by a lattice mis-
match between FeRh and the substrate and for microstructures of FeRh, where the strain
relaxation locally lowers the transition temperature on the edges of microstructure. [6, 7]
2.1.1. Spatial confinement effects
Unusual behavior is observed when the critical dimension of the FeRh system is reduced
below the size of micron. In the experiment [5] which showed it for the first time, resistance
versus temperature was measured for wires with different width: 1100 nm, 550 nm, 220 nm.
The results of the measurement are presented in Figure 2.3. Measurement for a wire
with width of 1100 nm shows expected continuous and symmetricc AF-FM and FM-AF
transitions. Next measurement of wire with width 550 nm shows asymmetry between
AF-FM and FM-AF transitions. Upon heating, the AF-FM transition stay continuous,
while during the cooling, the FM-AF transition shows an avalanche-like behavior and the









550 nmwire with width 1100 nm 220 nm
































Figure 2.3: Resistance versus temperature measurement of wires with different widths 1100 nm,
550 nm and 220 nm showing the changed character of transition from continu-
ous hysteresis to avalanche-like behavior when the critical dimension gets under
one micron. The red curve indicates heating/AF-FM transition and The blue
cooling/FM-AF transition. Adapted from [5].
highlights the fact that the transition does not have to proceed in one single step, but can
proceed in several steps – although still abruptly.
The asymmetric behavior is explained by the different character of the AF and FM
exchange interaction in the presence of defects. The FM ordering is not disrupted by
small inhomogeneites in the structure such as defects in the crystal lattice and grain
boundaries, while the domain sizes in the AF are determined by these inhomogeneites.
This leads to different amounts of nucleation centers in the AF and FM phases, resulting
in supercooling of the FM phase, where the number of nucleation centers is significantly
lower. [5]
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2.2. Imaging of phase transition
Electric transport measurement provides an average information of how the phase tran-
sition proceeds and helped to reveal asymmetry in phase transitions, however not giving
information on how the domain appears at specific temperatures. Large systems as films
or structure arrays can be observed by optical microscope with polarizers by MOKE
method (Magneto Optical Kerr Effect). For smaller systems, scanning probe microscopy
techniques – in particular Magnetic Force Microscopy (MFM) – can be used. The spatial
resolution is around 50 nm, depending on the tip sharpness and shape.
MFM is the main used method in the experimental part of this thesis and is more
discussed in the section 3.2. The next section reviews the use of MFM for the observation
of the domain structure development and domain growth processes.
2.2.1. Imaging by MFM
MFM imaging can bring the information about the process of phase transition from a
very small area, typically on the order of microns. Marekar et al. [31] investigated
polcrystalline FeRh alloy which was prepared by melting Fe and Rh in an argon arc
melting furnace. Figure 2.4 shows room-temperature measurement of sample which did
not undergo phase transition. Figure 2.4a refers to the topography and Figure 2.4b shows
the magnetic signal. For both presented measurement images, a line profiles along the
lines A and B are shown. The phase coexistence on a sub-micron scale was showed and
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Topography A Topography B MFM Signal A MFM Signal B
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Distance along the line [nm]
Figure 2.4: MFM surface room-temperature measurement of the bulk FeRh sample. a) To-
pography of the surface. b) Magnetic signal – phase. For both images are drawn
profiles along the lines A and B with not processed (raw) data of the measurement.
Adapted from [31].
through the time developments, the measurement showed a correlation between magnetic
and the structural phase transition. [31]
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Different strategy was chosen by Schánilec in his thesis [7], where the domain struc-
ture development at different temperatures was investigated. The researched structure
was FeRh square of 3 μm size prepared from 50 nm thin FeRh layer grown on MgO (001).
The cooling part of the measurement is shown in Figure 2.5a)-e) in temperature range
a) T = 322 K b) T = 314 K c) T = 308 K











Figure 2.5: Temperature dependent MFM measurement of square structure pf 3 μm size pat-
terned from a 50 nm thin FeRh layer in applied in-plane magnetic field with mag-
nitude 29 mT. a)-e) MFM signal during cooling from 322 K to 297 K. Adapted
from [7].
322−297 K and for better domain recognition, the nucleated FM domains were saturated
to the direction of the applied static magnetic field with magnitude 29 mT. Measurements
confirmed phase coexistence and indicated the presence of FM edges even at room tem-
perature, caused by strain relaxation at the edges of the structure. Full measurement of
cooling and heating loop on 3 μm square can be found in [7].
One year later in the author’s bachelor’s thesis[6], circular sub-microns structures and
nanoislands with sizes of hundred nanometres were investigated. The MFM measurements
were carried out in an out-of-plane magnetic field of 0.4 T to better visualize the phase
domain boundaries. Analysis of the measured signal showed diferent behavior of the phase
transition durin during cooling between 2 μm and 1 μm disc. The transition in the 2 μm
disc was continuous, while in 1 μm disc an abrupt change occurred in integrated signal.
The measurement suggested the avalanche-like character of the transition was inherent
also in the magnetic order parameter. The observation of the nanoisland transition (Figure
2.6) showed an unexpected behavior – inverse transition from the FM to AF state during
heating. Here the history of the phase transition is crucial. The sample was cooled to
the room temperature in such way that some of the nanoislands stayed in a supercooled
metastable state and through activation by heating they switched to the AF state, which
was the stable state at the specific temperature. [6]
A complex study of the magnetic phase transition in several structures with length
varying from 500 nm to 7 μm were done by Shao et al. [32] The observed material LPCMO
(La0.325Pr0.3Ca0.375MnO3) undergoes the phase transition from a non-magnetic phase to
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Figure 2.6: Temperature dependent MFM measurement of nanoislands in out-of-plane mag-
netic with field magnitude 0.4 T. Red and green circles indicates the unexpected
transition from FM to AF state during heating. Adapted from [6].
FM at low temperatures. In Figure 2.7a the topography of measured discs is shown and
in Figure 2.7b-d the MFM signal at temperatures of 10 K, 100 K, 180 K, respectively, is
shown. The main finding of the work [32] is the existence of single-phase state when the
spatial dimension is reduced to 500 nm.





































Figure 2.7: a) AFM topography images of LPCMO discs with sizes of 500 nm, 1 μm, 2 μm,
3.8 μm, 5 μm, 7 μm. b)-d) MFM images of domain structure at different tempera-
tures 10 K, 100 K, 180 K, respectively. Dashed line indicates physical boundary of
disc. Adapted from [32].
Phase domains, domain structure and processes during phase transition are not inves-
tigated solely by the MFM, other technoques are used for the research of this topic, such
as MOKE [33] or by X-ray Magnetic Circular Dichroism (XMCD) [34, 35].
18
3. Experimental methods
This chapter provides important information, details and references to the methods of
measurements, experimental set-ups, experimental conditions, sample preparation, and
data analysis.
3.1. Preparations of the sample
Epitaxial films of equiatomic FeRh were grown on MgO (001) substrate by magnetron
sputtering in the BESTEC1 sputtering system. The substrates were pre-annealed at 720 K
for 20 minutes for desorption of impurities and stabilization of the temperature before
the deposition. The first four minutes of the depositions were performed at the same
temperature and chamber pressure of 2.8 × 10−3 mbar, then during the deposition the
temperature was raised to 870 K and held constant for the next four minutes. Then
the temperature was raised to 1070 K and at this temperature, the deposition continued
for additional twelve minutes. According to the deposition speed and the time of the
deposition, thin films with thickness of 25–200 nm were prepared. The films were post-
annealed at 1070 K for 45 minutes and subsequently coated with a 2 nm Pt layer which
prevents film oxidation.
All created layers were characterized by Vibrating Sample Magnetometry using the
Cryogenic2 or Versalab3 instruments to easily measure the development of the magnetiza-
tion as a function of temperature. The FeRh films with an appropriate width of hysteresis
and temperature of transition were then patterned into discs using a negative resist mask
by electron beam lithography using TESCAN MIRA34.
The fabrication of the samples is not the objective of this work and author the is
thankful to J. Hajduček, M. Horký, J. Liška and J. Arregi for providing the samples. More
information about methods and experimental conditions of preparation can be found in
[6, 22, 36].
3.2. Magnetic force microscopy
Images of the phase domain structure and its development were obtained by MFM. MFM
is using similar tips to AFM, except for the MFM tips are coated with a magnetic ma-
terial – the magnetic moment which interacts with the stray magnetic field created by







cantilever oscillates at frequencies close to the resonant frequency [37, 38] in the MFM
lift height above the sample topography. The detected signal is a phase shift in oscillation
which is proportional to the force gradient. Force is the gradient of Zeeman-like energy,
hence the detected phase shift is proportional to the second derivative of magnetic stray
field. Attractive forces correspond to positive phase shifts and repulsive forces to the
negative ones. The measurement consists of two passes of the tip above the sample, first
for acquiring topography and second for acquiring magnetic signal in the MFM lift height.
[37, 38].
The principle of the MFM signal detection is shown in Figure 3.1. A laser spot illu-
minates the cantilever and from it the laser beam is reflected to the four element diode
which converts the laser spot intensity to voltage in four independent segments. The
difference in voltage from the upper two segments and the two bottom ones provides
information about the deflection of the cantilever in the vertical direction, while the dif-
ference in voltage from the left two elements and right two elements provides information
about deflection in the horizontal direction. This information is forwarded to the control
electronics providing feedback. The signal is then recorded in the form of a phase shift or









detector (4 element diode)
Computer
tip with magnetic coating
(piezo material)
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detail: interaction of tip magetic
laser
electronics
moment and sample stray field
Figure 3.1: Illustration of MFM technique – principles of detection MFM signal. Adapted
from [6, 38]
The typical resolution of MFM tips is 30 nm [39] and is linked with the maximum
spatial frequency possible to be transferred by the instrument – also described by the
Tip Transfer Function (TTF). The measured signal is then convolution of the Real Image
with TTF. This is the basic concept for doconvolving mechanisms in reconstruction of
real data from guessed or estimated TTF. Many publications were published on this topic,
for instance [40] deals with the determination of TTF for MFM. Figure 3.2 shows how
the real image is changed after the convolution leading to blurred edges. The tip can be
damaged during the measurement or it can capture some impurities which change the
TTF resulting in a change in the measurements output.
More information about MFM and AFM generally can be found in dedicated books
[37, 38] or in the form of a review in any theses focused on MFM [41, 42].
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*
Real Image Tip Transfer Function Measurement
Figure 3.2: Image, how the real image could be changed after application of convolution leading
to blurring of edges. Symbol * denotes convolution.
3.2.1. PeakForce Tapping Mode
The correct measurement of MFM signal relies on correct measurement of topography. In
this work, the topography is measured by the PeakForce Tapping mode. [43] This mode is
similar to the dynamic AFM mode with several differences. The main difference is that in
the dynamic AFM mode, the tapping piezzo in the probe holder is excited by alternating
voltage at a frequency close to the resonance frequency. However, in PeakForce Tapping
mode, the z-piezzo is excited at frequencies 1 kHz or 10 kHz, decreasing the influence of
magnetic field on the measurement of topography. During the modulation in z-axis, the tip
experiences three significant different forces – the van der Waals attraction, repulsion and
adhesive forces. When the peak-to-peak difference of force is higher than the PeakForce
Setpoint, the z-piezzo is retracted and topography information is saved. [43]
3.2.2. Experimental setup for MFM
Imaging of the phase transition requires precise control of the sample temperature. For
this purposes a temperature control stage compatible with the SPM instrument Bruker
Dimension Icon5 was used. More technical details can be found in [6]. In Figure 3.3,









Figure 3.3: Scheme of MFM experimental setup for temperature control measurement.
of a heated stage with a temperature sensor pt100 and two active Dual-Stage Peltier
cells. Peltier cells were used, because the voltage polarity allows to switch from sample




The temperature is read through the Data Acquisition card LabJack U3HV6 using the
LABView7 software. The Labjack is power supplied directly from the computer while the
Peltier cells are power supplied by the Keytsight E3649A DC Power Supply8. Part of the
LABView program consists of the PID regulation of the temperature with optional choice
of individual PID parameters.
3.2.3. MFM Experimental conditions
The temperature-control setup works in an approximate temperature range of 260−383 K
with temperature stability of ±0.2 K. Out-of-plane magnetic field with magnitude of 0.4 T
is provided by a permanent magnet situated under the sample. MFM measurements were
done by dynamic MFM using commercially available tips MESP9 with CoCr magnetic
coating . These tips have the nominal resonance frequency 75 kHz, nominal stiffness
2.8 N/m and magnetic moment 1 × 10−16 Am2. The first pass topography was measured
in the PeakForce Tapping mode with the z-modulation frequency of 1 kHz. The MFM lift
parameter was chosen in the range 80−120 nm above the sample topography. The MFM
lift height parameter was kept constant for each set of measurements, in order to make
the measurement outputs consistent. The MFM lift height will be specified for each set of
measurements discussed in chapter 4. Impurities on the sample can introduce scars and
errors in the measurement and thus the samples are cleaned in ultrasound with acetone
and isopropanole prior to the measurement. The thermal contact between the sample
and the temperature stage is improved by a double-sided copper tape. The copper tape is
also used to fix the temperature sensor pt100 which is situated in the immediate vicinity
to the measured sample.
3.3. Interpretation of MFM signal
MFM measurements is most often in literature and articles [6, 7, 31, 32, 38] interpreted
in the form of an image. That is represented by matrix elements φi,j which is scaled to
some specific colour scale by choosing the minimum and maximum phase. Quantitative
information from MFM measurements is partly based on methods from previous work [6].
There we gained absolute integrated signal where is the information is thresholded: ”1”
corresponds to the magnetic signal and ”0” to non-magnetical background.
In this thesis we implemented a different approach based on he Height-Height Cor-
relation Function (HHCF). [44–46] This function correlates squared heights difference of
pixel pair as a function of their distance. The specific distance where the local order goes
to long-distance order where the HHCF signal settles to a global roughness (height differ-
ence) value is denoted as the correlation length. This correlation length is a specific value
for each temperature measurement and provides information about the average domain
size. Both methods are discussed in the following sections.
Data were processed by scripts programmed in Python3 and MATLAB (included in
the attachment). We have used Gwyddion software for SPM data processing Gwyddion






3.3. INTERPRETATION OF MFM SIGNAL
3.3.1. Absolute integrated signal
Raw measurements contain a lot of incorrectly measured information, such as scars or
additive noise. The magnitude of measurement phase in the scars could be ten times or
more higher than typical values for the measured magnetic signal and needs to be sup-
pressed. This is achieved by looking for a continuous area in the histogram of measured
data. A typical histogram is shown in Figure 3.4 from raw data of 2 μm and 1 μm discs.
Histograms are created for 256 × 256 values sorted to 250 intervals. [6] The histogram in









































Figure 3.4: Histogram of raw data measurement of MFM signal. a) Histogram of measurement
without scars. b) Histogram of measurement with big counts of scars. Adapted
from [6]
Figure 3.4a shows measurement without scars. The phase shift of most pixels is continu-
ously distributed around the maximum. However, Figure 3.4b shows a measurement with
a high number of scars resulting in the division of one continuous histograms into two
continuous areas. The first area looks similar to the histogram in Figure 3.4a referring
to the pure data, the second area in Figure 3.4b refers to the scars. The scar reduction
is done in two consecutive steps. Firstly, all the values outside of the first continuous
area are substituted with a value of the median of the measurement. In case the image
contains much more pixels of non-magnetic background than magnetic signal, the me-
dian of the image/measurement is a good approximation of the value of the non-magnetic
background. Secondly, a median filter with 5 nearest neighbors is applied to all pixels in
the measurement. [6]
The next step is to offset the pixel values of all measurements in such a way that the
non-magnetic background is always 0. To visualize the measurement is needed to select
uniform maximal and minimal values for color scaling.
The absolute integrated signal is then gained by thresholding the image into ”1” which
corresponds to the magnetic signal and ”0” corresponding to non-magnetic background.
The selection of a proper boundary for the threshold is discussed in [6]. This work uses a
method with rigid boundary for all measurements in the set which is given by a mean of
all boundaries with a given variance.
The whole procedure is schematically shown in Figure 3.5. The raw data in Figure
3.5a are shifted using the procedure described above to for them image in Figure 3.5b.
The next step is the application of a median filter to get Figure 3.5c. The last step is




a) Raw Image b) Shifted to background c) Median filtering d) Threshold
Figure 3.5: Summarize of methods used during processing the raw measurement data. a) Raw
Image b) All values shifted to value same for whole set of measurement. c) Median
filtering with 5 nearest neighbors taking in account. d) Thresholded image where
”1” corresponds to magnetic signal and ”0” to non-magnetical background. [6]
This process was used only for a single structure disc MFM measurements and tech-
nically the computation was done in MATLAB (for more details see [6]). Evaluation of
the MFM measurement for layers and arrays of discs was similar but with the difference
that non-magnetic background is not always the median of pixel values but non-magnetic
background was found by manual selecting using Span Selector in Python3.
3.3.2. Height-Height Correlation Function
The Height-Height Correlation Function is used in general SPM data processing and its
vertical or horizontal variant is fully implemented in the program Gwyddion program
[45]. A classic example is using of HHCF for estimating the average grain size [46] and
roughness of the specimen. In this work it is used for estimating the correlation length
of magnetic domains. HHCF is defined for an image/measurement matrix with elements
zi,j with size M × N where M , N denote the number of rows and columns respectively as
H(m,n) = 1





(zk+m,l+n − zk,l)2 (3.1)
where m,n = 0, 1 2 3, . . . , 255 and representing all the possible distances between two
pixels in an image. Real distances between two pixels are then according to m,n given by
rm,n =
√
m2 + n2 L
M
(3.2)
where L is the real length of a scan size and M is the length in pixels. HHCF calculates
the average square of difference (zk+m,l+n − zk,l)2 of all pixels with the distance
√
m2 + n2.
The example in Figure 3.6 for a 3×3 image shows all the possible combination of pixels to
calculate H(m,n). Note that with increasing m,n the number of all possible combinations
given by (N −n)(M −m) is decreasing. H(0,0) is from definition in relationship 3.1 equal
to zero.
HHCF is closely bound to the Auto Correlation Function (ACF) which is used in signal
processing to find repeating patterns or identifying missing fundamental frequencies [48].










































Figure 3.6: Scheme of terms used for calculation of each H(m,n). Note that with increasing
m,n the possible number of pixel combinations is decreasing.
The second sum is then (except factor 1/(N−n)(M−m)) equal to the definition of discrete
ACF. H(m,n) could be represented as an image where H(0,0) is situated in upper left
corner. By choosing n = 0 we get one dimensional H(m,0) which takes into account only
the averages of row differences with the distance m along the fast scan axis. [45] The
horizontal 1D HHCF calculation is given by






(zk+m,l − zk,l)2 . (3.4)
It is possible to obtain vertical 1D HHCF by choosing m = 0. Vertical and Horizontal
1D HHCF could be easily obtained by Gwyddion software by 1D statistical functions.
Gwyddion software is used for basic characterization of HHCF properties. The model
example is a (512 × 512) px2 image with nine discs with a diameter of 50 px separated
by 200 px. This model is divided into three color variants. Firstly, the model image
with black background and two colored (gray and white) discs shown in Figure 3.7b.
The next model image consists of white discs in black background, shown in Figure 3.7c.
Figure 3.7d shows the model image shown in Figure 3.7b with additive noise. Images are
represented by matrix elements where ”0” belongs to the black color, ”1” to the white color
and ”1/2” to the gray color. Figure 3.7a shows the 1D horizontal HHCF signal of image
b),c),d) corresponding to red, blue and green, respectively. The interesting region for next
processing is the interval 0A where the shape of the graph contains information about
the correlation length and is crucial for later fitting. This is explained in the following
paragraphs. At the B and C positions,a local minimum appears, which corresponds to
mutual distances of discs: 200 px and 400 px. The additive noise shifts the HHCF signal
to higher values, denoted by the D line.
HHCF analysis was done on MFM data measured on FeRh layers and FeRh structures
with a diameter lower than 2 microns. The HHCF analysis on FeRh structures becomes
more complex since the domain structure is confined by the finite size of the studied. At
higher temperature when the FM domains are merged together, the disc starts to look
as a homogeneous disc with no domain structure. This was confirmed by computing the
H(m,n) 2D HHCF function of real measurement data for 2 μm disc during cooling at
90 ◦C in Figures 3.8a,b and a model with white disc with the same diameter as used in
the disc for real measurement and black background in Figure 3.8c,d. Size of the images
is 3 × 3 μm. HHCF images in Figures 3.8a,d look similar, except for the image in Figure
3.8a which is modulated between the upper left corner and the maximum following the
diameter of 2 μm corresponding to the real measurement disc diameter, while the image
in Figure 3.8d is more continuous in the same area. As distance increases above 2 μm, the
HHCF signal drops to zero.
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Figure 3.7: One dimensional HHCF function of different images. a) Graph of horizontal HHCF
vs distance between neighboring pixels. Red colour represents image b) consists of
5 white discs and 4 gray on black background. Blue represents image c) with nine
white discs on black background and green represents image d) which is noised
image c). Interval 0A contains information about start of graph connected to
correlation length. In B local minimum occurred when the distance between two
pixels gets to 200 which is the distance of two discs. Minimum at C corresponds to
distance 400 px which is the distance of two more distant discs. Line D symbolizes
the shift of whole HHCF signal due to additive noise.
a) b)
c)
d)HHCF image HHCF imageInput
2µm
Figure 3.8: 2D HHCF images of discs. a) HHCF image computed from image b) real mea-
surement of 2 μm during cooling at 90 ◦C. d) HHCF computed from c) which is a
modeled image of same diameter as disc in image b).
The conclusion is that in the HHCF signal of measurement of a single structure there
will always be the influence of the structure increasing at higher temperatures when the
FM disc becomes homogeneous. This is the reason why later when the HHCF signal is
fitted we take into account only values in the interval from zero to position of the first
peak.
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One way how to obtain the 1D HHCF was to use only the horizontal part (H(m,0)) or
vertical part (H(0,n)) of H(m,n). The second way is to sort the matrix elements H(m,n)
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. (3.6)
As rm,n = rn,m are equal to the same distance, the corresponding HHCF signal for this
distance is taken as the mean (Hm,n +Hn,m)/2. This approach produces more information
about the image and about the shape of HHCF signal than only the horizontal or vertical
HHCF approach.










Single parameters from this fit estimate roughness σ (in our case ”magnetic roughness” of
magnetic signal), correlation length ξ after the HHCF signal stabilizes at global roughness,
used for estimating average domain size (grain size) and parameter α describing the graph
shape of the HHCF signal in interval close to 0. The fitting is shown in Figure 3.9 for
the HHCF signal of two measurements of a thick FeRh layer at the temperature of 60 ◦C
during heating and temperature 89 ◦C during cooling. The scan size is 11 μm on 256 px
so the 1 px corresponds to ≈ 43 nm. In Figure 3.9a the system is deep in the AF state




























fit: σ=0.132 deg, ξ=30.6 nm, α=2.083
Heating 60 ◦C



















Figure 3.9: Two fitted HHCF signal vs distance r to estimate parameters as ”magnetic rough-
ness” σ, correlation length ξ and α influencing the shape of the graph. a) Fitting
of HHCF signal for only noise measurement of FeRh layer at 60 ◦C during heating.
b) Fitting for measurement of FeRh layer at 89 ◦C during cooling.
so no magnetic signal corresponding to FM domains was detected, only the noise of the
measurement. Even this can be fitted and the resulted correlation length ξ = 30.6 nm
which is close to the pixel size. Magnetic roughness parameter is σ = 0.132 ◦ which is
close to always estimated noise level of MFM images. In Figure 3.9b the system exhibits
phase coexistence. The calculated HHCF signal is fitted by the above-mentioned formula
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[44–46]. The resulted correlation length is ξ = 344.25 nm and magnetic roughness is
σ = 1.176 ◦.
The same method is used for all the images in the individual sets of measurements.
The results of this processing method applied on measurements of FeRh structures and
FeRh layers are discussed in separate chapter 4, dedicated to experimental results.
The calculation of the 2D HHCF was done in MATLAB. The non-linear curve fitting
was done using Python3 with Span Selector function to select the interval from 0 to the
first peak. Non-linear curve fitting provides a covariance matrix of fitted parameters from
which the uncertainty of single parameter was estimated. All used scripts are available in
the attachment.
3.4. Stochastic nucleation investigation
Nucleation of the phase transition of the supercooled FM state to AF state is stochastic.
Hence, the probability that the phase transforming event occurs within time t, is given
by Poisson distribution
P = 1 − e
−t
τ , (3.8)
where the τ is a time constant that signifies the mean nucleation time. The supercooled
FM state needs to overcome an energy barrier of ∆E to phase transform to the AF
state. The thermally activated process of overcoming the energy barrier is described by
Arrhenius law, where the probability of overcoming the energy barrier at temperature T




where k is Boltzmann constant and 1/τ0 characterizes the property of the system – the at-
tempt frequency. The attempt frequency 1/τ0 is often chosen in the range of 108 −1012 Hz,
which is a typical value for most magnetization processes. [49, 50]
This approach will be followed to estimate the energy barrier between the supercooled
FM state and the AF state, by measuring the probability that the supercooled FM state
transforms within the time t.
3.4.1. Experimental set-up for stochastic nucleation investigation
The stochastic nucleation experiment will determine the mean nucleation time needed to
trigger the transition from the supercooled FM state to AF state. The change of the
state can be detected by a resistance change ≈ 50 %. [20] The fact that the detection of
phase transition is done using resistance measurement demands a special samples with
lithographically fabricated contacts and a FeRh wire/element with a single abrupt change.
The single steps of the measurement are:
• Heat the sample to its fully FM state.
• Cool the sample close above the transition temperature (the experiment is done for
specific ∆T from the transition temperature) and turn on a timer.
• Record the time until the abrupt phase transition.
• Repeat as many times as possible to get enough statistics to determine the mean
nucleation time for a given ∆T .
The measurement is done using a temperature holder already used in work [22]. The
experimental setup is similar to the temperature control setup for MFM measurements
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Figure 3.10: Scheme of experimental setup for stochastic nucleation investigation.
and the setup is shown in Figure 3.10. The only difference is addition of the Lakeshore10
AC resistance bridge for measuring the resistance.
The whole experiment including heating, cooling, temperature reading and resistance






Qualitative and quantitative results of phase domain structure development during the
magnetic phase transition are discussed in this chapter. Using MFM measurements we
investigate the spatial confinement effects connected to the reduction of the film thickness
and the effects emerging in patterned discs with different sizes. The supercooling effect
is investigated by MFM measurements on arrays of discs and the nucleation stochasticity
is recorded by transport measurement of a FeRh wire.
4.1. Samples overview
Several FeRh samples were fabricated via aforementioned methods (see section 3.1). Sam-
ple names, objectives of observation and thicknesses of the films before pattering are
displayed in Table 4.1. The film thickness was measured by X-ray Reflection (XRR).
The MFM lift height and the type of temperature measurement (heating vs. cooling) are
included.
Table 4.1: Overview of the used samples and the details of the MFM measurements.
Sample Object Thickness [nm] MFM lift [nm] Measured
A26b array of 500 nm discs 36 120 cooling only
A15 array of 700 nm discs 36 80 heating+cooling
X79b
15 um disc 50 100 338 K cooling
2 um disc 50 100 heating+cooling
1 um disc 50 100 heating+cooling
700 nm disc 50 100 heating+cooling
400 nm disc 50 100 heating+cooling
A21 film 36 80 heating+cooling
P17b film 200 80 heating+cooling
4.1.1. Topography characterization
The topography measurement is an essential part of each MFM measurement and needs to
be carried out correctly to provide accurate MFM measurement results. The topography
was measured by the PeakForce Tapping mode using a (256 × 256) px2 scan size.
Figure 4.1 depicts the topography measurement of various disc arrays. In figure 4.1a,
the measurement of sample A15 with a 5×5 array of 700 nm discs is shown. This array is
surrounded by a 300 nm wide frame. The addition of a frame which surrounds the arrays
improves the stability of the measurement and significantly reduces the number of scars
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and errors. The measured thickness of the structures is ≈ 80 nm, which is inconsistent
with thickness measurement provided by XRR ≈ 36 nm. The thickness increase most
likely occurred during the fabrication process and it corresponds to the undissolved resist.
The thickness increase is common for all of the patterned structures. The measured area





























a) 5× 5 array of 700 nm discs b) 10× 10 array of 500 nm discs
Figure 4.1: Topography measurement of disc arrays. a) Measurement of the A15 – a 5 × 5
array of 700 nm discs. b) Measurement of the A26b – a 10 × 10 array of 500 nm
discs.
topography measurement of A26b is shown. The region of interest is a 10 × 10 array
consisting of 500 nm discs. This array is supplemented by two vertical wires with the
width of 500 nm improving the stability of the measurement in a better way than the
frame displayed in 4.1a.
The topography measurements of the discs fabricated for investigation of the lateral
confinement effect are shwom in the Figure 4.2. The topography of the discs with diame-
ters 2 μm, 1 μm, 700 nm, 400 nm is shown in a), b), c) d), respectively. The width of the

























Figure 4.2: Topography measurements of single discs for the lateral confinement effects inves-
tigation. All the discs were present on the same sample – X79b. a) Topography
measurement of the 2 μm disc. b) Topography measurement of the 1 μm disc. c)
Topography measurement of the 700 nm disc. d) Topography measurement of the
400 nm disc.
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The topography measurement of films on the sample P17b with the film thickness of
200 nm (Figure 4.3b) and on the sample A21 with the film thickness of 36 nm (Figure
4.3a) were done in an 11 μm wide scan window, resulting into 11 μm/256 ≈ 43 nm pixel
size. The scanned areas were purposely centered around the defects to provide better
orientation and a large-enough area with non-magnetic background, which is used for the
correct color scaling of the images.

















Figure 4.3: Topography measurement of the thin films. a) Topography measurement of the
A21 with a film thickness of 36 nm. b)Topography measurement of the P17b with
a film thickness of 200 nm. The scanned area was purposely placed in the middle
of the defects to provide easy orientation and color scaling of the images.
4.2. Supercooling effect investigation
Supercooling and stochastic nucleation were observed qualitatively by measuring arrays
of structures to provide larger statistics and quantitatively via transport measurement of
FeRh wires. The results of these measurements are presented in the following subsections.
4.2.1. MFM imaging of stochastic nucleation
In the first case, the measurement of an array consisting of 700 nm discs and an array
consisting of 500 nm discs is presented. These measurements were done with the MFM lift
height parameter 80 nm and 100 nm, respectively. Both measurement sets were processed
in the Gwyddion software by the following procedure. For each image in the measurement
set, the mean value was zeroed1 and the unified phase color scale representation for all
images was set.
The measurements of the array of 700 nm discs were done for heating in the temper-
ature range of 313–343 K, while the phase transition during cooling was observed in the
temperature range of 343–302 K. Both measurements were done with a 1 K temperature
step, in total 71 temperature steps. In Figure 4.4a-h, a part of the measurement during
cooling is depicted for the temperature range of 313–302 K. Several different processes
marked in Figure 4.4 occurred during the cooling. Firstly, the dashed green circle indi-
cates a supercooled disc which did not phase transform within the measured temperature
range. The solid yellow circle indicates phase transition through the continuous domains
decay. The dashed-dotted red circle shows a supercooled state, which phase transforms
1Mean value in this case corresponds to the value of non-magnetic background
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abruptly from a) 313 K to b) 312 K. Blue ellipse shows a supercooled rectangular element
in the square frame phase transforming from g) 303 K to h) 302 K. These different pro-
a) T = 313 K b) T = 312 K c) T = 311 K
d) T = 309 K e) T = 307 K f) T = 305 K









Figure 4.4: MFM measurement of the sample A15 with a 5×5 array consisting of 700 nm discs.
In the images a)–h), the FM-AF phase transition is shown during the cooling in the
temperature range of 313–302K. Image i) shows the united phase color scale for
all of the other images. The dashed green circle indicates supercooled disc which
did not phase transform. The full yellow circle indicates phase transition through
the continuous domains decay. The dashed-dotted red circle shows supercooled
state, which phase transforms abruptly from a) 313K to b) 312K. The blue ellipse
shows supercooled rectangular elements phase transforming from g) 303K to h)
302K.
cesses could be explained by the random distribution of nucleation centers resulting in
different nucleation center amount per single disc. The number of nucleation centers in
the discs which exhibit continuous phase transition should be higher than the number of
nucleation centers in the disc which changes abruptly. A sufficient amount of the nucle-
ation centers prevents supercooling and provides the continuous phase transition. The
amounts of nucleation centers could affect the minimal supercooling temperature after
which the FM-AF transition occurs. If the lateral dimension of a structure is reduced,
the probability to have sufficient amount of nucleation centers is lowered and according
to this idea, the smaller structures should show more pronounced supercooling than the
larger ones.
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This hypothesis was proven by the MFM measurement of an array consisting of 500 nm
discs with the same FeRh thickness as the array from the previous measurement. This
measurement was done for the cooling part of the hysteresis in the temperature range of
363–288 K by Dr. Jiří Liška. Part of the measurement is depicted in temperature range
363–305 K in Figure 4.5a-i. Only few discs – 3 out of 100, change continuously, one
of them is marked by a green square in this figure. Other discs exhibit abrupt phase
















a) T = 363 K b) T = 360 K c) T = 356 K
d) T = 354 K e) T = 352 K f) T = 350 K
g) T = 346 K h) T = 344 K i) T = 305 K
Figure 4.5: MFM measurement of the sample A26b with a 5 × 5 array of 500 nm discs. In
the images a)–h), the FM-AF phase transition during cooling in the temperature
range of 363–305K is shown. The color phase was united for all of the images and
is shown in a). The green square indicates the continuous phase transform during
the cooling from a) 363K to b) 360K. The yellow circle shows the abrupt phase
transition of the supercooled disc exactly during the scanning of the corresponding
line. The measurement was performed by Dr. Jiří Liška.
event occurred in a disc marked by the yellow circle. The disc phase transformed exactly
during the scanning of the corresponding line. This suggests that the phase transition in a
sufficiently small structure could be stochastic with the mean time of nucleation events on
the order of seconds and minutes, depending on the closeness of the actual temperature to
the transition temperature. This supports the idea to capture the dynamics of the phase
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transition by a resistance measurement, which has much higher sampling frequency than
the MFM measurement.
The statistics of stochastic nucleation of the phase transition of 500 nm discs was ob-




















293 313 333 353 373 393
discs with continuous ph. tr.
discs with abrupt ph. tr.
VSM data of thin film
Figure 4.6: Comparison of averaged magnetic MFM signal of 500 nm discs and normalized
VSM signal of original film. The red curve indicates the averaged magnetic signal
of all the discs with the continuous phase transition. The blue curve marks the
averaged signal of all the discs exhibiting average phase transition. The black
curve corresponds to the normalized VSM signal of original film. Analysis made
by Dr. Jiří Luška.
signal of all the discs which phase transform continuously and the signal of all the discs
which phase transform abruptly. The results are shown in graph in Figure 4.6. The
black curve corresponds to the normalized VSM measurement of the original film. The
red curve shows similar width of the temperature hysteresis as in the normalized VSM
measurement. The phase transition is shifted to the lower temperatures due to the lateral
confinement, more discussed in the following sections. The heating curves are the same
for both disc groups, while the cooling part of the discs which transform abruptly is sig-
nificantly broadened due to the discs which do not transform and stay in the supercooled
FM state. This may explain peculiar behavior of ultrathin FeRh films reported in [51],
where the broadening effect of the temperature hysteresis upon cooling occurred. The re-
ported ultrathin film was not homogeneous and the presence of nanoislands would cause
a similar supercooling effect that we observe for disc arrays.
4.2.2. Transport measurements of stochastic nucleation
The transport measurements of stochastic nucleation were accompanied by many technical
difficulties with the samples and the instrumentation. We experienced burning of the
prepared 200 nm and 500 nm wide wires by a spark of the static discharge during the
wire-bonding or during the manipulations with the sample, even with special precautions
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taken. The damaged wires were attempted to be repaired by a combination of FIB milling
and FIBID/FEBID technique, with no success.
However, before the terminal damage of the 500 nm wire, several measurement of
stochastic nucleation were successful. The resistance measurement during the cooling with
0.2 K temperature step is shown in Figure 4.7a with several visible abrupt temperature
steps. The biggest abrupt step with a magnitude ≈ 50 Ω occurred at the temperature of
a) b) T = 331 K
Temperature [K] Lapsed time [s]






































T = 331 K
Figure 4.7: Transport measurement of the stochastic nucleation. a) Resistance during the cool-
ing from 390K. b) Time measurement of the resistance at T = 331 K. The detail
shows the phase transitions of supercooled FM state to the AF state accompanied
by the increase of resistance.
330 K. The experiment was set to detect this step, and the procedures ran as described
in the subsection 3.4.1. The sample was heated to 390 K to the fully FM state. Then the
sample was cooled to the vicinity of the step transition at 331 K. The resulting resistance
vs time measurement is depicted in Figure 4.7b. The beginning of the graph shows
continuous growth of resistance, as the sample was heated slower than the temperature
sensor. The temperature was stable after ≈ 70 s. Afterwards two abrupt phase transitions
occurred with the resistance of ≈ 1−2 Ω. The awaited ≈ 50 Ω step did not occur during
the measured time range of 500 s. After this measurement, the resistance measurement
started to be unstable. The instability was probably introduced by an inappropriate
thermal contact between the sample and the temperature stage provided by a copper
double-sided tape. After the tape replacement and further wire-bonding, the 500 nm
wide wire could not be measured due to the problems with static discharges.
We observed that the phase transition dynamics occurs on the order of minutes, de-
pending on how close the actual temperature is to the critical one. Proper sample, safer
handling and more statistics could bring the information about the mean nucleation time
with subsequent determination of the energy barrier between the AF and FM state in
supercooled FeRh wires.
4.3. Correlation length of phase domains
The correlation length of phase domains in thin films and in patterned structures was
estimated by a combination of MFM imaging and postprocessing of measured data by




Investigation of film thickness influence on the phase transition properties and the phase
domain sizes was done by measuring two different FeRh film with thicknesses 200 nm and
36 nm. MFM lift height parameter was set to 80 nm and the 11 μm scan size was chosen
on a (256 × 256) px2 scanning window.
Measurement of a 200-nm film on the sample P17b was processed by a Python3 script,
which allows to manually choose a non-magnetic area to calculate the non-magnetic me-
dian which should be a common value for the entire set of measurements. This non-
magnetic area corresponds to the area of the central defect. After adjustment of the
measurements to one non-magnetic value, a unified phase scale was set. The phase tran-
sitions from AF to FM and from FM to AF were measured in the temperature range of
333–378K, with 41 temperature steps. In Figure 4.8, a part of the cooling and a part
of the heating measurement cycle is shown. Figures 4.8a-f show the phase transition
during cooling from 371 K to 359 K. The phase transition from FM to AF extends from
the nucleation center location – the defect depicted in the middle of the images. Dur-
ing further cooling, new AF domains nucleated and all AF domains grew. On the other
hand, Figures 4.8g-n depict the AF-FM phase transition during heating from 363 K to
375 K. Massive nucleation of new domains occurred upon heating from 363 K to 364 K.
The following heating was accompanied by further nucleation of FM domains and by their
growth in the direction towards the defect in the middle. Both phase transitions have in
common that nucleation proceeds in a specific direction given by the sample’s diagonals.
This anisotropy is induced by the crystalline orientation of the FeRh lattice on MgO(001)
substrate, which is rotated by 45◦. In films with larger thicknesses, the anisotropy starts
to play a role in the nucleation and the growth direction.
The measurement of phase transition in a 36-nm-thick film on the sample A21 was
processed differently. The same procedure as in the case of P17b could not be used,
since the non-magnetic area of the defect was much smaller than in the case of P17b.
Hence, the whole set was processed by the Gwyddion software in only one step – by
selection of the minimum and the maximum value for the color scale in each image. A21
was measured for the heating part of the hysteresis loop in the temperature range from
353 K to 367 K including the whole process of the FM-AF phase transition. The cooling
part was measured only in the interval of 363–355 K due to the tip damage. The total
number of temperature steps in the cooling measurement was 9 and during the heating it
was 11. Figures 4.9a-c) depict part of the cooling loop. The process of the FM-AF phase
transition in 36 nm thin film is similar to the process in the one occuring in thicker sample.
The growing starts from the defects and from much higher number of nucleation centers
than in the case of 200 nm thick film. In Figures 4.9d-i, the part of the heating loop is
shown in the temperature range of 358–363 K. The phase transition proceeds through the
nucleation of domains much smaller than the domains in the 200 nm thick film. The FM
domains nucleate in domain clusters.
HHCF analysis of thin films
The measured data were processed by methods described in the subsection 3.3.2. By
fitting, two characteristic values of each measurement at specific temperature were ob-
tained – the correlation length ξ characterizing the average domain size and the magnetic
roughness σ, which gives the information about the contrast. The non-magnetic defect
in the middle played a role in the HHCF analysis of P17b results, hence the square area
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a) T = 371 K b) T = 367 K c) T = 365 K
d) T = 363 K e) T = 361 K f) T = 359 K
g) T = 363 K h) T = 364 K i) T = 366 K
j) T = 367 K k) T = 369 K l) T = 371 K









Figure 4.8: MFM measurement of the phase transition in 200 nm film on the sample P17b. a-f)
Phase transition during cooling from 371K to 359K. g-n) Phase transition during
heating from 363K to 375K. o) Unified colour scale same for all of the images.
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a) T = 363 K b) T = 358 K c) T = 355 K
d) T = 358 K e) T = 359 K f) T = 360 K








































Figure 4.9: MFM measurement of the phase transition in 36 nm thick film on sample A21. a-c)
Cooling from 363K to 355K. d-i) Heating from 358K to 363K.
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with the size of 4 μm without defect was chosen for the next processing and fitting, as
marked in Figure 4.8g. In the sample A21 the size of defect was negligible, hence the
whole area was taken into account. The correlation length and the magnetic roughness
are plotted as functions of temperature in Figure 4.10 for the two sets of the thin films
measurements, together with their VSM characterization. To compare the temperature
dependence of the HHCF parameters with the VSM measurement, the HHCF parametres
were shifted by the 8 K/T due to the presence of the out-of-plane magnetic field in MFM
measurements.



































































































































































a) Thin film with thickness 200 nm b) Thin film with thickness 36 nm
∼ 7.9 K
Figure 4.10: HHCF analysis of the thin films measurement, including temperature dependence
of the magnetic roughness and the correlation length. a) 200 nm thick film on
the sample P17b. b) 36 nm thick fim on the sample A21, the cooling part is
incomplete due to the tip damage. The green dashed lines indicates the magnetic
roughness maxima.
Figure 4.10a shows the HHCF analysis of the 200-nm film temperature measurement.
Firstly, the temperature dependence of the magnetic roughness will be discussed. Deeply
in the AF state, no magnetic signal is detected, hence the roughness is close to the
noise level < 0.2deg. As the FM domains nucleate, the magnetic roughness grows to its
maximum at maximal phase separation. After surpassing of this maximum, the measured
area starts to fill with magnetic domains and the magnetic roughness decreases. When
the area is fully FM, the magnetic roughness is again close to the noise level. Similarly,
the correlation length grows with nucleation of new domains towards the maximal phase
separation and as FM domains fill the area completely, the correlation length decreases.
The same situation occured for a 36-nm film shown in Figure 4.10b.
The correlation length for maximal phase separation during the cooling is (299±3) nm
and during the heating (248±6) nm for a film with 200-nm thickness. The average size of














































Figure 4.11: MFM measurements comparison for discs with sizes of 2 μm, 1 μm, 700 nm and
400 nm during cooling from 363K to 313K. White lateral scale bar corresponds
to 500 nm in all images.
the AF-FM phase transition, referring to the theory that FM domains are stabilizing each
other. For the thinner film of 36 nm the correlation length for maximal phase separation
during heating was lower (155 ± 3) nm. This is consistent with MFM observation that
domains in the thinner film were smaller. The FM domains in the thicker film are larger
because the homogeneity of the thicker film is higher. The influence of the defects and
the dislocations driving the size of the domains is lower in case of the thicker film.
4.3.2. Patterns
The influence of the lateral confinement on the phase transition and the size of the domains
was investigated by measuring patterned discs with sizes 2 μm, 1 μm, 700 nm and 400 nm
on the sample X79b and by a HHCF analysis of measured data.
The measurements were done using the MFM lift height 100 nm above the sample’s
topography using a 256 px scan size corresponding to 3 μm. This results in ≈ 11.7 nm
real pixel size. The 2 μm disc was measured in a square scanning window, while all
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other discs were measured in a rectangular scanning windows with aspect ratios 2, 3 and
4, respectively. The phase transition was captured in the temperature range 288–363 K
for both – the heating cycle and the cooling cycle. Measurements were processed by
the method discussed above in the subsection 3.3.1. Figure 4.11 shows comparison of
MFM measurements of all discs during cooling from 363 K to 313 K. The FM-AF phase
transition during cooling proceeds from the center to the edges of the discs with an
exception for a 400 nm discs, which at 363 K only consists from one single phase state
and during the cooling decays to the two FM domains state and further cooling leads to
a fully transformed to AF state.
It is apparent from the images, that the lateral confinement of the structure – the
reduction of its size – shifts the transition temperature to the lower values. The same
applies to the heating cycle where the phase transition starts from the ferromagnetic
edges with width of ≈ 100 nm which provide nucleation centers for further FM domain
growth. During further heating, the phase transition proceeds towards the middle of the
disc. FM edges occurred due to the strain relaxation on the structure edges. The strain
relaxation effect could be related to the action of substrate compressing or expanding the
FeRh lattice in a thin film, which vanishes at the structure boundaries.
HHCF analysis of patterns
The HHCF analysis of individual 2 μm, 1 μm, 700 nm and 400 nm disc was done in a square
region with a size of 256, 128, 80, 64 px, respectively, which closes the entire structure in
the region of interest. The construction of HHCF and its fitting was done similarly as in
the case of thin layers resulting in the temperature dependence of the correlation length
ξ and magnetic roughness σ. The difference occurs in their interpretation. In the case
of thin films, as the temperature increases, the magnetic roughness grows from the noise
level to its maximum at the temperature of maximal phase separation and then decreases
to the noise level, as the area fills with FM domains. In the case of structures, a wider
















































Figure 4.12: Temperature dependence of HHCF parametres during cooling and heating of the
disc with a diameter of 700 nm. a) Correlation length ξ b) Magnetic roughness
σ.
hysteresis is expected. The magnetic roughness grows with the FM domains nucleation
but its maximum will not be at the maximal phase separation temperature, but will raise
to the temperature when the disc is fully transformed to the FM state, where the disc
looks as one homogeneous FM domain in the non-magnetic background. After further
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Figure 4.13: Temperature dependence of HHCF parameters for discs with diameters of 2 μm,
1 μm and 400 nm. a) Magnetic roughness during cooling. b) Magnetic rough-
ness during heating. c) Correlation length during cooling. d) Correlation length
during heating.
Figure 4.12b for the cooling and the heating part of the phase transition in 700-nm disc.
The correlation length is shown in Figure 4.12a and for the fully FM phase it is influenced
by a factor related to the finite size of the discs. The temperature dependence of the
correlation length indicates that the domain structure changes continuously, showing a
minimum at the maximal phase separation, where the average size of the phase domains
can be determined. In the fully AF state, the correlation length increases again, but
this increase corresponds to small variations of the signal unrelated to the large magnetic
roughness in case of the phase domain separation (see vanishing magnetic roughness for
lowest temperatures in Figure 4.12b).
The temperature dependency of the correlation length and the magnetic roughness for
all of the other measured discs with diameters 2 μm, 1 μm and 400 n are depicted in Figure
4.13. The temperature dependence of the magnetic roughness (depicted in Figures 4.13a,b)
quantitatively prove that the transition temperatures shift to the lower temperatures for
smaller structures. The magnetic roughness saturates during the heating only for the
400 nm discs. This corresponds to the fact that only the disc with a 400-nm diameter
fully phase transformed to the FM state during the heating in measured temperature
range. On the other hand, the disc with the diameter of 400 nm did not fully transform
to the AF state during the cooling, while the 2 μm and the 1 μm disc did. This suggests
that the full hysteresis loop was not measured within the experimental temperature range.
Figures 4.13c-d depict the temperature dependency of the correlation length during the
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cooling and the heating, respectively. The correlation lengths are influenced by the finite
size of the disc, as it is apparent in Figure 4.13c, where the correlation length is at 363 K
is maximal and proportional to the disc diameter. At the maximal phase separation it is
possible to compare the correlation lengths of phase domains for different structure sizes.
We observe a trend of increasing correlation length of phase domains with decreasing the






The main objective of this work was investigation of the spatial confinement effects on
the phase transition and the sizes of the phase domains in FeRh structures. Firstly, we
studied the supercooling effect in patterned arrays of FeRh discs with diameters of 700 nm
and 500 nm. The arrays were imaged by MFM during the phase transition and several
different scenarios were identified. The measurement of 700-nm-wide discs showed that
the discs underwent the phase transition continuously, abruptly or the phase transition
did not happen at all. The abrupt phase transition is connected to the supercooling phe-
nomenon and depends on the number of nucleation sites in the structure, whether the disc
changes through the continuous phase transition by breaking into a multidomain structure
or transforming abruptly from the supercooled state. This findings were reinforced by the
MFM measurement of 500-nm discs at varying temperature. This measurement demon-
strated that the discs with a smaller diameter are much more sensitive to the supercooling
phenomenon. The phase transition from the metastable supercooled state occurred in or-
der of minutes. The statistics of the average MFM signal of all the discs transforming
abruptly shows the broadening of the hysteresis loop due to the supercooled discs in the
FM state.
Further experiments focused on the effect of FeRh film thickness on the phase tran-
sition and the phase domain sizes. The phase transition was observed by MFM imaging
and several qualitative results were discussed. The AF-FM phase transition nucleates
and grows towards defects, while the FM-AF phase transition starts and spreads away
from defects. The domain nucleation and growth direction is strongly influenced by the
crystalline anisotropy which was introduced by the FeRh lattice rotation at the MgO(001)
substrate. The quantitative results were obtained using HHCF analysis and the resulting
correlation lengths at maximal phase separation for a 200-nm-thick film are (299 ± 3) nm
during cooling and (248 ± 6) nm during heating. This confirms the hypothesis that the
FM state features longer-distance correlations compared to the AF state during the phase
transition. The correlation length for the 36-nm-thick film was found to be (155 ± 3) nm,
which is consistent with the qualitative observation that the domains in thicker sample
are larger. This is caused by the higher homogeneity of the thicker film.
The last set of experiments dealt with the effects of lateral confinement on the phase
transition and the hase domain sizes. The AF-FM phase transition proceeded from the
disc edges to the center, while the FM-AF phase transition proceeds from the middle to
the edges. The FM edges occurred due to the strain relaxation at the structure boundary.
The strain relaxation effect could be related to the action of substrate compressing or
expanding the FeRh lattice in a thin film, which vanishes at the structure boundaries.
The strain relaxation shifts the temperature of the whole transition and is consistent with
the fact that the phase transition temperature decreases as the diameter of the structure
decreases. The HHCF analysis showed a trend of increasing correlation length of phase
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domains with decreasing the structure size, however to improve the interpretation, more
temperature steps and larger statistics are needed.
The MFM measurement could be improved by using tips with higher resolution or by
enlarging the scan size, for the price that the single measurement will take more time.
Future experiments will also focus on the transport measurement of stochastic nucleation
on wire which exhibits single-step phase transition. The larger statistics could tell more
about the system dynamics.
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AF Antiferromagnetic, Antiferromagnetic phase/domain
AF-FM Phase transition from AF to FM
AFM Atomic Force Microscopy
DAQ Data Acquisition (DAQ card)
DC Direct Current
EBL Electron Beam Lithography
FEBID Focused Electron Beam Induced Deposition
FeRh Iron-Rhodium
FIB Focused Ion Beam
FIBID Focused Ion Beam Induced Deposition
FM Ferromagnetic, Ferromagnetic phase/domain
FM-AF Phase transition from FM to AF
HAMR Heat Assisted Magnetic Recording
HHCF Height-Height Correlation Function
LPCMO La0.325Pr0.3Ca0.375MnO3
MESP Magnetic tips used in this work
MFM Magnetic Force Microscopy
MOKE Magneto-optical Kerr Effect
PF PeakForce
PID Propotional, Integrational, Differential regulation
PVD Physical Vapour Deposition
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LIST OF ABBREVIATIONS
SPM Scanning Probe Microscopy
TTF Tip Transfer Function
VSM Vibrating Sample Magnetometry





• hhcfcalculation.m – This script was used for the HHCF information calculation.
The 2D HHCF was calculated using two for cycles. The 1D HHCF information was
calculated by sorting the matrix elements to the vectors, described in the subsection
3.3.2. The user interface allows to manually select data for processing. The output
2D HHCF is saved to the grayscale png image and 1D HHCF to the txt file.
• reducer.m – This simple script was used to select first several hundreds of data to
speed up fitting. The script offers user interface to select data for processing and
the reduced results are saved to the txt file.
• cropper.m – This simple script was used to select the same square area from the
whole set of measurements. The script offers user interface to select data for pro-
cessing and the output is saved to the grayscale png image.
Python3 Scripts
• fitter.py – This script was used to fit the HHCF data created by the script
hhcfcalculation.m. The user interface allows to manually select data to fit and
it provides the manual selection of interval to fit. The output is png graphs with
fitted function and the txt file containing fitted parameters.
• median_scaling.py – This script was used to adjust all measurements to the me-
dian of calculated from manually selected square area. The user interface allows
to manually select data for processing. The input data are in the gwy file and the
output are the png files.
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