automatically identify the 'best' operation points. The effectiveness of the proposed approach is verified based on the test results of the IEEE 14-and 300-bus systems.
analysis technique into MOPF studies, thereby assisting decision makers to
Introduction
Optimal power flow (OPF) has always been regarded as one of the most important means for achieving optimal control and scheduling of the power systems [1, 2] . Traditionally, the main objective of OPF problem is to seek the minimum of economic costs, such as electricity generation costs or active power losses, by satisfying a set of various constraints [3] . With trends toward interconnections of AC/DC girds, a gradual deepening of electricity market reforms and large-scale integration of renewable energy sources, the system is operated approaching its stability limits. As a result, the conventional mono-objective OPF may not be adequate to analyze the increasingly complex and stressed power systems [4] . For this purpose, multi-objective OPF (MOPF)
has become a hot topic in the field of OPF, since it adapts to the utilities' actual needs in coordinating multiple different weight-or even conflicting operational objectives [5] [6] [7] .
As a new high voltage direct current (HVDC) transmission technology, voltage source converter based HVDC (VSC-HVDC) has been playing an increasingly important role in shaping the future of electric industry [8] [9] [10] . Compared with the conventional line-commutated converter based HVDC (LCC-HVDC) technology, VSC-HVDC has several significant advantages, such as enabling the integration of renewable energy sources, independent regulation of active and reactive powers, and capabilities of power supply for passive networks [11] [12] [13] .
In addition, successful implementations of a series of major commercial VSC-HVDC projects have brought with it huge amounts of economic and social benefits [14] . Thereby, the OPF problem for AC/DC grids with VSC-HVDC is of paramount importance.
Numbers of recent attempts have been made to solve the mono-objective OPF problem for AC/DC grids with VSC-HVDC [15] [16] [17] [18] [19] [20] , but there has been little attention given to the MOPF issues of such systems. In [15] , a second order cone programming has been used to solve the OPF problem for AC/DC systems with voltage source converter (VSC) technologies. In [16] , the OPF problem considering the grid code constraints within VSC based multi-terminal DC (VSC-MTDC) is formulated as a master problem and its sub-problems by Benders' decomposition. In [17] , a hybrid transmission grid architecture is presented to enable the efficient and globally optimal solution of the OPF problem. Reference [18] proposes an OPF model based on information-gap decision theory for handling the OPF problem with HVDC connected wind farms.
Reference [19] presents a genetic algorithm (GA) to solve the OPF problem while maintaining an N-1 security constraint for grid integration of offshore wind farms with VSC-MTDC. In [20] , an improved corrective security constrained OPF formulation is proposed for meshed AC/DC grids with VSC-MTDC.
As is known, MOPF is a typical non-linear, non-convex, non-smooth, and high-dimension optimization problem. There is no optimal solution to make all the objectives to achieve optimal values simultaneously [4] , and only a set of compromise solutions, called Pareto-optimal solutions, can be obtained.
Unfortunately, it is difficult for decision makers to determine 'best' compromise solutions from all the Pareto optimals for two main reasons: (1) the size of the Pareto-optimal set is generally large and that decision vectors in the set contain different information representing preferences of decision makers; (2) different decision makers may have different preferences under the same operational condition, and even a same decision maker's preference may vary with time according to the actual operation requirements for his specific system. Therefore, how to automatically identify the 'best' compromise solutions becomes a challenging and urgent task for us to handle the MOPF issue.
A. Contribution of This Paper
This paper presents a two-stage solution approach to slove the problem of MOPF for AC/DC grids with VSC-HVDC. The use of multi-objective evolutionary algorithms (MOEAs) for MOPF has been deeply studied in [4] [5] [6] [7] . However, these
methods cannot be applied directly to such AC/DC grids, since VSC-HVDC has not been considered in their models. Moreover, all these methods cannot provide any decision support for decision makers to find the 'best' compromise solutions from the set of Pareto optimals. For this reason, the proposed approach introduces the decision analysis technique into the optimization process to overcome the disadvantages of existing MOPF methods lacking the ability to extract 'best' operating points.
The main contribution of this paper is two-fold. First, a MOPF model is built to coordinate the economy, voltage deviation, and environmental benefits for hybrid AC/DC grids. More importantly, the proposed two-stage method addresses how to employ the built MOPF model in detail. In the first stage, multi-objective particle swarm optimization (MOPSO) algorithm [21] with a hybrid coding scheme is used for finding well-spread Pareto-optimal solutions; in the second stage, the obtained solutions are clustered into different groups using fuzzy c-means (FCM) clustering [22] , then the priority memberships of the solutions belonging to the same groups are calculated by the grey relation projection (GRP) method [23] to choose the 'best' compromise solutions.
B. Organization of This Paper
The remainder of this paper is organized as follows. 
where
The injected active power 
Control strategies of VSC-HVDC
Basic control strategies of VSC-HVDC can be divided into four classes [24] 
PV-control).
As far as VSC-MTDC, only one terminal must adopt constant the DC voltage control to maintain the power balance, while other terminals may employ constant PQ-or PV-control. In addition, droop control has been becoming an appealing control strategy for VSC-MTDC.
Problem Formulation
In this section, a MOPF model is introduced for coordinating economy, voltage deviation, and environmental benefits of AC/DC system with VSC-HVDC.
Objective Functions

System Active Power Losses
The system active power losses of AC/DC grids is given by _ 11 ( cos sin )
where O is the total active power losses of AC/DC grids, N is the number of 
where a , b and c are the per unit coefficients. The losses of DC lines can be computed according to voltages and impedances.
Emissions of Polluting Gases
The utilized model of polluting gas emissions is [25] 2 ,, 1 ()
where E is the amount of polluting gas emissions, 
Constraints
Equality Constraints
The equality constraints of the AC grid are Besides equation (3)- (5), the equality constraints of the DC grid includes 
Inequality Constraints
The inequality constraints in the AC grid can be written as 
Proposed Two-stage Solution Approach
Overall Solution Framework
The overall framework for solving the built MOPF model incorporates two stages: multi-objective optimization and decision analysis, as shown in Fig. 2 The MOPSO proposed by Coello Coello [21] is a powerful optimization algorithm for handling problems including both continuous and discrete variables .
It has significant advantages over other MOEAs, such as fast converge speed and strong optimization ability, and has been widely used in various multi-objective problems in engineering [26, 27] . Here, it is used to find the Pareto-optimal solutions, as shown in Fig. 3 .
The main steps of the optimization process are listed as follows.
Step 1: Input the initial variables, comprising: 1) AC/DC system parameters (the data of buses, branches, loads and generators, the number and control strategies of VSCs); 2) MOPSO parameters (population size, repository size, maximum iteration number, mutation rate and so on); 3) the ranges of related variables and the steps of discrete variables.
Step 2: Initialize population. According to the characteristics of controlled variables, a hybrid coding scheme is used to facilitate the optimization since 
continuous variables discrete variables , , ,
In this way, the initial population is generated uniformly at random throughout the entire feasible search space. And then, set the iteration counter Iite to 0.
Step 3: Via the alternating iterative method proposed by Beerten [28] , the AC/DC system power flow is calculated with the constraints considered, and the values of objective functions
for each particle are obtained.
Step 4: Add non-dominated solutions into the external archive by comparing with each particle. Determine the initial optimal position of each particle, called pbest, and global optimal position of all particles, called gbest.
Step 5: Calculate and adjust the positions and velocities of all particles, ensuring the particles flying within the search space according to the optimization mechanism of the algorithm. The current velocities are determined on pbest, gbest, the previous positions and velocities of particles, the current positions is the sum of previous positions and current velocities [21] .
Step 6: Compute the values of objective functions f after updating AC/DC gird data with current positions, adjust pbest for each particle in the new particle swarm (if the current position is dominated by pbest, keep pbest unchanged;
otherwise, replace pbest).
Step 7: Archive maintenance based on the non-dominated solutions, and select gbest for all particles in the population.
Step 8: Judge the termination criteria. If ite I exceeds the preassigned maximum iteration number, execute Step 9; otherwise, increase ite I by 1 and go to Step 5 to repeat the above process.
Step 9: Output the obtained Pareto-optimal solutions.
Second Stage: FCM-GRP Based Decision Analysis
In this section, a novel FCM-GRP based decision analysis technique is described to identify the 'best' compromise solutions from all the Pareto-optimal solutions.
FCM Clustering
FCM proposed by Bezdek is a classical unsupervised clustering algorithm based on solving the following problem [22] . The principle of FCM is to minimize the loss function by iteratively updating membership functions and all clustering centers. The process iteratively repeats until a pre-given tolerance is satisfied or the generation exceeds the maximum number of iterations. To represent the preferences of decision makers over three objective functions, the clustering number is set to 3 in this work. In this way, FCM provides the cluster centroids as representative data points of the Pareto-optimal solutions for the problem and maps each data point to a cluster.
Grey Relation Projection
GRP theory is a powerful tool for analyzing the relationship between sequences with grey information and has been successfully applied in a variety of fields [23, 29] . Since all the three optimized objective functions belong to "benefit-type"
indicators according to their characteristic, the projection l V of each scheme on the ideal reference scheme is given by
where superscript "  " denotes positive scheme, superscript " " is negative 
where 0 V is equal to l V when  takes 1. The equation shows that the higher the priority membership is, the better the scheme will be. Therefore, the results with the highest priority membership are chosen as the 'best' compromise solutions.
Case Study
To verify the effectiveness of the proposed approach, a modified IEEE 14-bus system is firstly used as the test system. This system includes 5 generators, 18
branches, 11 loads and modular multilevel converters [15] . 
Parameters of MOPSO
The main parameters of MOPSO are listed in Table 1 .
IEEE 14-bus System with Two-terminal DC Network
In this case, the IEEE 14-bus system is embedded into a two-terminal DC network, and the branch 4-5 is modified to a VSC-HVDC link. The modified system is shown in Fig. 4 .
The initial DC bus parameters are listed in Table 2 , where VSC B represents the bus number connected to a VSC.
Taking the modified system as the test case, the optimization effects of proposed approach are analyzed. The adopted control strategy of VSC1 is constant DC voltage and reactive power control, and the control strategy of VSC2 is constant PQ-control. It should be noted that the proposal is also applicable to other control strategies besides the above-mentioned ones.
OPF with two Optimized Objectives
In order to examine the effectiveness of the proposal, the well-known non-dominated sorting genetic algorithm (NSGA-II) and MOPSO are respectively employed to seek the Pareto-optimal solutions of the MOPF problem, taking the system active power losses O and emissions of polluting gases E as the objective functions. For NSGA-II, the population size and the maximum iteration number are set as same as those of MOPSO, the crossover probability pc is 0.9 and mutation probability pm is 1/ c L ( c L is the length of a chromosome). Fig. 5 gives the changing proportion of the Pareto non-dominated solutions to the total population with the increase of iterations.
As shown in Fig. 5 , the convergence rate of the MOPSO algorithm is superior to that of NSGA-II. When stably reaching the Pareto frontier, NSGA-II needs to repeatedly iterate 25 epochs, while MOPSO only requires 15 iterations.
When the predefined maximum iterations are reached, the distribution of Pareto-optimal solutions of NSGA-II and MOPSO in the objective function space are shown in Fig. 6 , and the extreme solutions are listed in Table 3 .
From Fig. 6 and Table 3 , it can be seen that:
The two objectives, minimize active power loss O and emissions of polluting gases E, are conflicting to each other. In other words, seeking the minimum of O will inevitably lead to the increase of E at the expense; and vice versa.
Considering the inherent randomness of MOEAs, all experiments using MOPSO and NSGA-II have been repeatedly run 30 times. Table 4 gives the required maximum, minimum and average number of iterations when the algorithms stably reach their own Pareto frontiers. Table 4 shows that MOPSO has a faster convergence rate than NSGA-II when reaching Pareto frontiers. Table 5 gives the maximum, minimum and average computation times of the two algorithms in the 30 runs.
From Table 5 , it can be clearly seen that the computation times of MOPSO are In order to properly evaluate the solution qualities of NSGA-II and MOPSO, the following two quantitative metrics are thereby taken into account corresponding to the above criteria in this work.
1) Generational distance
The generational distance (GD) is a well-known indicator to estimate how far elements are in the set of non-dominated vectors found so far from those in the Pareto-optimal set [21, [30] [31] . It is defined as follows, The GD can represent the convergence metric, and the less value of GD shows the better condition of the related Pareto-optimal solutions set.
2) Spacing
The spacing (SP) is another powerful metric to measure the distribution of the Pareto-optimal solutions, and it is given in the following formulation [21, 30- Therefore, the conclusions can be drawn: a) MOPSO is an effective tool to seek the Pareto-optimal solutions for the built MOPF model; b) In terms of both computation efficiency and solution quality, the MOPSO is superior to the commonly used NSGA-II.
OPF with Three Optimized Objectives
MOPSO algorithm is first utilized to obtain the Pareto-optimal solutions, and the average computation time is 26.21 s by using MOPSO in 30 runs. Without loss of generality, one of the results is taken as an example for further analysis and its distribution in the objective function space is shown in Fig. 7 .
As shown in Fig. 7 , it is clear that the proposal can produce nearly co mplete and uniform Pareto optimals. And thereby, the conclusion can be drawn that the multi-objectives in MOPF can be coordinated by using the proposed approach.
The extreme solutions corresponding to the different objective functions are shown in Table 7 .
From Table 7 , it can be observed that the each extreme solutions respectively reach the minimum values of O , E and de V . Note that, as far as mono-OPF, the obtained three extreme solutions are optimal; but for MOPF, they are non-inferior solutions.
After obtaining the Pareto-optimal solutions, FCM clustering is employed to cluster the optimals into three groups marked with different colors, as shown in Then, GRP is utilized to calculate the priority memberships of the Pareto optimals belonging to the same groups, and the solutions with the highest memberships are chosen as the 'best' compromise solutions, as shown in Table 8 .
When a decision-maker tends to put more emphasis on the economy index O , the compromise solution I might be a preferable choice; when the environmental benefits E is taken as the first objective, then the compromise solution II is a more valuable option than the others; when placing top priority on the role of voltage deviation index de V , the compromise solution III might be considered the best one. In this way, the proposed approach can give the 'best' compromise solution from all the Pareto-optimal solutions by incorporating FCM-GRP based decision analysis into the optimization process, helping decision makers to automatically determine the 'best' operating.
Taking compromise solution I in Table 8 as an example, some variables before and after optimization are shown in Tables 9-11 .
Tables 9-11 demonstrate that the power flow distribution of the system is more reasonable after optimization, embodying that all the objective functions are improved to different extents.
IEEE 14-bus System with Three-terminal DC Network
In order to further evaluate the effectiveness of the proposal for AC/DC grids with VSC-MTDC, it is tested using a modified IEEE 14-bus system with three-terminal DC network, as shown in Fig. 9 . The VSC1, VSC2, and VSC3 are respectively connected with buses 2, 4 and 5 in the AC part, and the initial DC bus parameters are shown in Table 12 .
'Best' Compromise Solutions
Here, the used control strategy of VSC1 is constant DC voltage and reactive power control, and the control strategies of both VSC2 and VSC3 are constant PQ-control. Note that, other control strategies, e.g. droop control, are also applicable to the proposed approach.
The average computation time in 30 runs is 26.77 s by using MOPSO in the first stage. Similar in Section 5.2.2, one of the results is utilized in the second stage.
The distribution of this result in the objective function space after FCM clustering is shown in Fig. 10 , and the recommended 'best' compromise solutions are listed in Table 13 .
From Fig. 10 , it shows that well-distributed Pareto-optimal solutions can be obtained in this case. Table 13 demonstrates that the 'best' compromise solutions can be automatically identified as well. Consequently, the proposed method is readily applicable to the system with VSC-MTDC.
Comparative Results Before and After Optimization
To demonstrate the effectiveness of the proposal, comparative results before and after optimization are discussed by taking the recommended solution I in Table   11 as an example. Some variables before and after optimization are shown in Tables 14-16 .
According to the Tables 14-16 the power flow distribution after optimization is more reasonable.
Influence of Different Control Strategies and Number of VSCs
To verify the influence of different control strategies and the number of VSCs, three typical operation conditions are considered.
Case1--both the system configuration and control strategies are the same as the AC/DC system in section 5.2;
Case2--the used system configuration is the same as Case1, but the control strategies of two VSCs are exchanged;
Case3--both the system configuration and control strategies are the same as the AC/DC system in section 5.3.
After the optimization process in the first stage, the solutions with the highest priority memberships in the three conditions are employed as the reference solutions, and the corresponding operation variables are shown in Table 17 . Here, the 'maximum' and 'minimum' in the table respectively denote the upper-and lower-limits of the variables. Table 17 shows that the used control strategies have a certain impact on optimization of power flow. Specially speaking, O and de V in Case1 are superior to those in Case2, but E in Case2 is better than that in Case1. In addition, Table 17 shows that all objective functions in Case3 are better than those in Case1 and Case2. The reason for this is that the regulating ability of DC grid is correspondingly enhanced with the increase of the number of VSCs, so that the distribution of power flow tends to be more reasonable.
Application to the IEEE 300-bus System
For the purpose of examining the applicability of the proposal to a larger-scale system, it is further tested on the power system of IEEE 300-bus system. This system is made up of 69 generators, 407 branches, 201 loads, and some series compensation devices and static var compensators. Meanwhile, four VSCs are respectively connected with buses 99, 105, 107 and 110 in the 300-bus system.
The original branches between the four buses are modified to VSC-HVDC links.
The control strategy of VSC connected to bus 105 is constant DC voltage and reactive power control, and other VSCs adopt constant PQ-control.
The average computation time is 115.34 s by using MOPSO in 30 runs. Taking the obtained Pareto-optimal solution set in one run as example, the distribution of the solutions after clustering is shown in Fig. 11 . Fig. 11 shows that the Pareto-optimals with a good distribution can also be found. Table 18 gives the 'best' compromise solutions via GRP method.
Taking compromise solution I as an example, the comparative results before and after optimization are listed in Table 19 .
As is shown in Table 19 , the proposal has achieved good optimization results.
Specifically speaking, the network loss rate is reduced from 1.31% to 1.17%; the amount of polluting gas emissions is reduced from 340453 lb/h to 316016 lb/h, and the voltage deviation index is decreased from 0.2465 to 0.1889.
The above results suggest that the proposal is also effective for IEEE 300-bus system, and thereby, the applicability of the proposed MOPF model and solution approach to the larger-scale power system is verified.
Conclusion
During the past few years, the emerging VSC-HVDC technology has become an increasingly appealing option for bulk power transmission. 
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