We study numerically the disorder-induced localization-delocalization phase transitions that occur for mass and spring constant disorder in a three-dimensional cubic lattice with harmonic couplings. We show that, while the phase diagrams exhibit regions of stable and unstable waves, the universality of the transitions is the same for mass and spring constant disorder throughout all the phase boundaries. The combined value for the critical exponent of the localization lengths of ν = 1.550 +0.020 −0.017 confirms the agreement with the universality class of the standard electronic Anderson model of localization. We further support our investigation with studies of the density of states, the participation numbers and wave function statistics.
I. INTRODUCTION
The disorder-induced metal-insulator transition (MIT) and the concept of Anderson localization 1 have been studied extensively for over 50 years. Most of the attention was focused on electronic systems and their transport properties 2-5 -indeed the acronym MIT itself suggests this. However, localization physics is of course much broader than just electrons in solid state devices and encompasses the whole realm of waves -quantum and classical -and their interference due to random scattering events. Recently, the interest in localization has been rekindled by its beautiful realization in cold atom systems. 6, 7 Similarly, localization of classical waves has received new impetus from spatially resolved studies in elastic, vibrational systems. 8 Theoretical work on the localization properties of harmonic solids has received somewhat less attention over the years. In our opinion, this could be due to (i) a general expectation that the vibrational problem only mimics the electronic one and (ii) the one clear feature when this is not the case -the so-called "boson peak" (BP)
9,10 -up to this date remains to be understood fully. In a recent paper, 11 we have shown that expectation (i) is only partially true: the phase diagrams, even for just a simple cubic harmonic lattice of masses and springs, exhibit several intriguing features for both the purely mass and the purely spring constant disordered cases. A similarly distinguishing characteristic of vibrational localization is the fact that the zero frequency, i.e. ω = 0 mode that corresponds to global translational invariance, cannot be localized regardless of the amount of disorder. 12 The aforementioned BP corresponds to the appearance of a low-frequency enhancement of the density of states g(ω) with respect to Debye's g(ω) ∝ ω 2 law. 9, 10 Most previous investigations of the localization properties of disordered vibrational modes agree that the modes near and above the BP are extended, 9, 13, 14 i.e. ω BP ω c , where ω BP denotes the BP frequency (peak of g(ω)/ω 2 ) and ω c the boundary between extended and localized states. It has been argued before via eigenvalue statistics that the states with ω BP < ω < ω c are governed by random-matrix statistics of the Gaussian orthogonal ensemble (GOE).
9,15
In this paper, we present a detailed study of the vibrational localization and transport properties throughout the previously obtained phase diagrams of a cubic harmonic lattice system with either random mass or random spring constant disorder. Using large matrix diagonalization techniques, we investigate the behaviour of the vibrational density of states (VDOS) as well as the participation numbers and wave function statistics of the vibrational eigenstates. This complements earlier studies of participation ratios, 16, 17 level-spacing statistics 9, 18 and multifractal properties. 19 In particular we demonstrate that the disorder-effected states below ω c exhibit a modified Porter-Thomas statistics of the wave functions, which is close to the one from the GOE ensemble. In addition, we present results from a high-precision transfer matrix method (TMM) and a finite-size scaling (FSS) analysis which allow us to corroborate the phase diagrams and calculate the universality class of the mobility edges across all of the phase diagram. Our results have relevance in the related problem of instantaneous normal modes in glasses and supercooled liquids [20] [21] [22] [23] as well as acoustic metamaterials. [24] [25] [26] [27] [28] [29] Here we just note that in both these classes of materials, there exist excitations which can be related to the existence of states in what is formally part of the temporally decaying, negative ω 2 region of the phase diagrams shown in Fig. 1 . 
II. SCALAR MODEL OF LATTICE VIBRATIONS
A. The clean case
We shall consider masses arranged on a simple cubic lattice and connected by harmonic forces. With u j denoting the deviation from the lattice equilibrium position r j = (x, y, z) j of a certain mass m j at given x, y and z lattice coordinates, we can write the classical equations of motion as
where k x , k y , k z and u x , u y , u z denote the spring constants and displacements in x, y and z direction for each nearest neighbour n, respectively. Often the components of the spring constant are categorised into central and non-central terms, central when acting along the dimension of their subscript, e.g., k x along the x-direction and non-central otherwise. We can reduce the computational complexity of the problem by assuming that central and non-central force constants are identical. This turns all force constant matrices into scalars. After this reduction the three dimensions of the system are decoupled into three identical independent problems and solving any one solves the full system. This "scalar" model, or "isotropic Born model", 31, 32 can be written in its stationary form
where ω is the frequency of vibration and u j (t) = u j e iωt . In matrix notation, we have an eigensystem with eigenvalues −ω 2 ,
where M −1 K is called the dynamical matrix and, due to infinitesimal translational symmetry, 33 always obeys the sum rule l (M −1 K) jl = 0. In the clean case, we have that all masses are equal to a constant m and all spring constants are k. With these definitions, the frequencies range from 0 to the largest possible frequency ω 
B. The disordered case
We are interested in introducing disorder into the system. From (3), it is clear that this can be done (i) by allowing the masses to vary such that m j ∈ [m − ∆m/2, m+∆m/2] and (ii) by having random spring constants k jl ∈ [k − ∆k/2, k + ∆k/2]. For simplicity, we will use the uniform mass and spring constant distributions with m = k = 1 and restrict our investigation to the two cases of either pure mass or pure spring constant disorder. Note that this choice sets the units as well. The classical problem presented in Eq. (1), particularly its stationary form (2) , is very similar to the tightbinding Schrödinger equation for the three-dimensional Anderson model of localization 1 at energy E such that (E− j )ψ j = − l t jl ψ l , where the l summation is over all nearest neighbours and j and t jl denote the onsite and hopping energies, respectively. 34 For the mass-disordered model with fluctuating masses m j one can obtain the transformation relations
As shown in Ref. 11 , we can then reuse many of the results for the Anderson model and infer the phase diagrams of localization-delocalization transitions for the vibrational mass-disorder model. In Fig. 1(a) , we show the estimated mobility edges for the case of pure vibrational mass disorder based on transforming the related estimates of the mobility edges in the Anderson model. 30, 35 The phase diagrams for the vibrational case are intriguing in many respects.
11 First of all (i) there is clear evidence for delocalization-localization transitions due to disorder. Next, (ii) the strong disorder limits of |2∆m| > m, with the possibility of negative masses, or |2∆k| > k, with similarly possible negative spring constants, give rise to locally unstable regions (although globally stable) corresponding to negative ω 2 solutions. Such modes are known in liquids as unstable instantaneous normal modes and are related to the relaxation dynamics of the liquids. 36 (iii) The separation of extended and localized states continues into these regions and hence do the transitions and (iv) there is a re-entrant behaviour for ω > 0 and ∆m (∆k) < 2. These extraordinary mobility edges and hence the phase diagrams have been confirmed by direct high-precision numerics.
11,37

III. LOCALIZATION PROPERTIES OF EIGENSTATES
A. Numerical diagonalization
Let us start our investigation of (3) by looking at some typical eigenstates obtained by exact diagonalization. In particular, we are using a combination of the iterative numerical eigensystem packages Arpack 38 and Pardiso.
39
We find this combination to be most effective when dealing with both the unsymmetric and the symmetric cases of pure mass and spring disorder, respectively.
40
In Fig. 2 , we show eigenstates for the pure mass disorder case corresponding to three eigenfrequencies which lie in regions which according to the phase diagram ( Fig.  1(a) ) should be extended, close to the mobility edge and localized. We see from 
41
For the pure spring disorder case as in Fig. 3 , we see that the vibrations for the three shown frequency values may also be classified into extended, critical and localized classes. This classification indeed agrees with the computed phase diagram as shown in Fig. 1(b) for the pure spring disorder case. However, we also see that the character of the states seem subtly different from the pure mass disorder ones. The vibrations seem to be more around certain vibration centres and radiate outward roughly symmetrically from these centres. 42 Although not the topic of the present investigation, we emphasise that this should make the multifractal analysis of such states very informative, in particular its comparison with the recently proposed symmetry of the multifractal spectrum.
17,41,43
B. Vibrational density of states
In order to numerically obtain the VDOS, the computation of all states is required. The iterative methods applied in section III A are then no longer efficient and we employ a standard LaPack 44 dense matrix routine (DGEEV).
We have calculated the VDOS g(ω 2 ) = g(ω)/2ω for disorders ∆m, ∆k = 0.5, 1, 1.5, 2, 2.5, 3, 4, 5, 6, 7, 8, 9 and 10 for cubes with volume L 3 = 15 3 for 50 disorder configurations. This results in roughly 170, 000 u j 's for each disorder. In Figs. 4(a) and 4(b) we show the results for g(ω 2 ) as a functions of ω 2 for all mass and spring constant disorder magnitudes respectively. We find for both types of disorder that the van Hove singularities in the VDOS become smeared out upon increasing the disorder. In addition, there are the usual low-frequency peaks corresponding to standing waves in the simulation box. These peaks indicate the presence of planewave-like states. [45] [46] [47] We perform analytical calculations of the VDOS using the coherent-potential approximation (CPA, see Appendix A). 48 Except for the standing-wave peaks (which are absent in the L → ∞ CPA calculations) there is very good agreement between the analytical and numerical results as can be seen from Figs. 4(a) and 4(b). Using the CPA one can easily evaluate the maxima of the "reduced VDOS" g(ω)/ω 2 = 2g(ω 2 )/ω ("boson peaks"). For small disorder (∆m < 1, ∆k < 1) these peaks are identical with the transverse van Hove singularities, located at ω 2 = 4. For larger disorder the BPs become disorder-dominated and no longer reflect the underlying lattice symmetry. This can be (and has been) checked by CPA calculations using a Debye Green's function
In these calculations the BP positions for ∆m > 1, ∆k > 1 coincide with those of the lattice calculations. It has been shown in Ref. 9 that the BP separates a nearly plain wave regime from a regime where disorder is dominant (random-matrix regime). We find from analysing our VDOS data that this is also the case for our model systems.
However the scenario for mass and spring-constant disorder is very different. In the spring-constant disorder case the BP, and with it, the range of nearly plane waves goes continuously towards zero near ∆k = 2.5. In CPA there are no states with ω 2 < 0 below this value. In the mass disorder case the BPs and correspondingly the lowfrequency range of nearly plane waves extend towards ∆m → ∞. This can be easily understood by the transformation rule (4), which states that the mass fluctuations are suppressed by a factor ω 2 . Therefore for ω 2 → 0 there are always plane waves in the infinite-volume system, which are converted to standing waves at finite volume.
It is interesting to note that in the mass disorder case a peak on the negative ω 2 side develops for high values of ∆m near the ω 2 < 0 mobility edge. On the positive ω 2 side both the peak in g(ω 2 ), the BP and the mobility edge approach each other with increasing ∆m. This confirms that there is no proportionality between ω BP and ω c as postulated in Ref. 10 . The absence of such a simple relationship was also already discussed in Refs. 49 and 50.
C. Participation numbers
The participation number P L (ω n ) is a measure of the number of sites in the lattice that are contributing to the vibrational excitation of the nth vibrational eigenstate
in analogy with the electronic case. We emphasise that the normalisation j u 2 j (n) = 1, automatically observed for electronic eigenstates by the Born rule, has to be enforced for the vibrational case for consistency in the comparison between different eigenstates.
17 A fully extended vibration will lead to P L (ω n ) = 1 whereas a vibration localized at a single site corresponds to P L (ω n ) = 1/L 3 and hence 0 in the limit L → ∞.
We average the participation numbers in discrete frequency intervals over 50 disorder realizations and plot them for each disorder at L = 15 in Figs. 5(a) and 5(b) for mass and spring disorder, respectively. We find that the transition from delocalized to localized behaviour as found in section IV A does not lead to a clear crossing of P L for system sizes L = 5, 10 and 15. We expect to see such a crossing only when going to much larger system sizes and upon increasing the number of disorder samples. Thus our results show the difficulties associated with the use of participation numbers in studying the present transition in agreement with a recent attempt by Monthus et al.
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In general, the results for P L nevertheless confirm the phase diagrams presented in Figs. 1(a) and 1(b) as the extended regions of the phase diagrams are matched with states of higher participation. The VDOS results of Fig.  4 are also confirmed qualitatively as extended states usually lead to higher P L values than localized ones. In particular, we note the emergence of finite P L values in the negative ω 2 regime for large mass disorder as well as the pronounced tail in the same frequency regime for strong spring constant disorder.
D. Vibrational Eigenstate Statistics
Disordered quantum systems exhibit irregular fluctuations of eigenfunctions, which can be studied from the statistics of the local amplitudes. 52, 53 In the universal regime (of mostly weak disorder), random matrix theory can classify these fluctuations into universality classes such as the Porter-Thomas distribution 54 of the GOE.
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Upon increasing the disorder, corrections to GOE have been studied which we expect to see present also in the case of our vibrational disorder. 56, 57 We determine the distribution function
where ∆ is the mean level-spacing, denotes an average over disorder realisations and the vibrational eigenvectors are normalised so that |u j (n)| 2 = L −3 . For all disorders mentioned in section III B we calculate f (v) from over two million amplitudes at L 3 = 70 3 for frequencies throughout the phase diagram at intervals of δω 2 = 0.5 and plot them for mass and spring disorder in Figs. 6(a)-7(a), respectively. We include the Wigner estimate from random matrix theory, f
2πv.
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For exponentially localized states, one finds
with c a disorder dependent constant and ξ is the localisation length. 58, 59 We also include the theoretical result for a maximally localized scenario, where ξ = 1 in Figs. 6(a)-7(a) . We see in Fig. 6(a) that the curves for increasing mass disorder increasingly depart from GOE, whereas for spring constant disorder in Fig.  7(a) there is an abrupt departure from GOE when the localization-delocalization transition is crossed. In Figs. 6(b) and 7(b) we plot the relative difference δf between f and f W GOE as
and include the analytical estimate of departure from GOE as derived for the electronic Anderson model
where A is a constant related to the diffusion in the system. We see that for small frequencies the analytical estimate is very well suited to our data and we show that for the mass disorder case a value of A 1 = 0.0545 has a good fit for δf of ω 2 = 2 and similarly A 1 = 0.0315 has a good fit for δf of ω 2 = 2.5 in the spring constant disorder case. For higher frequencies this fit continues in the spring constant disorder case, where for a value A 2 = 0.0545 we have a good agreement with δf of ω 2 = 6. This is not the case in the mass disorder case where the minimum values of δf shift from v = 3 and as an illustration we show that for A 2 = 0.195 the difference δf fits the ω 2 = 3.5 results only for small v but very quickly deviates for increasing v.
Upon further increasing ω 2 , we see that there is again a region where the agreement with f W GOE becomes better. This behaviour has not previously been observed (neither in the electronic case nor in calculations on vibrational modes).
In the inserts of Figs. 6(b) and 7(b) we have plotted the minima of δf (v) as a function of frequency for different values of the disorder parameters ∆m and ∆k. As stated above, these functions exhibit a minimum corresponding to a maximum deviation of the eigenstate fluctuations from the GOE behaviour. We have marked the positions of these minima in the phase diagrams in Fig. 1 and find that they coincide with the values of the BP frequencies. Obviously both the disorder-modified plane waves (ω < ω BP ) as well as the random-matrix states (ω > ω BP ) obey the GOE statistics rather well, whereas the states at the cross-over (i.e. the states with ω = ω BP ) have a maximum deviation from GOE. Of course, approaching the mobility edge the GOE behaviour disappears.
IV. LOCALIZATION PROPERTIES OF TRANSPORT STATES
A. TMM results and the phase diagrams for mass and spring disorder
We have performed TMM calculations at ∆m, ∆k = 0.2, 0.4, . . . , 2 (see Appendix B for details). In addition to these disorders, more are required to verify the phase boundary obtained for the pure mass disorder case from direct transformation of the electronic potential disordered phase boundary in section II B. A small selection of additional disorders is chosen as ∆m = 2.2, 4, 6, 9. In th data point has a symbol. GOE here corresponds to the δf = 0 line whereas the vertical v = 3 line is the minimum position of the analytical δf . The dot-dashed and dotted lines indicate δf of (8) Fig. 1(a) .
f(v)
the pure spring disordered case a larger additional list is required as a phase boundary is yet to be established. An adequate resolution is achieved with additional disorders of ∆k = 2.5, 3, 4, 4.5, 5, 6, 7, 8, 9, 10. The average of the mass and spring constant disorder (m and k) has been kept fixed at 1 for all cases. For every disorder value, the reduced localization length, Λ M has been calculated for a range of frequencies and system widths M = 6, 8, 10 and 12 to an accuracy of 0.1% of the variance.
In Figs. 8(a)-8(b) , we show the resulting disorder and ω 2 dependencies for 2 of the 6 representative mass/spring disorder regions. At all disorder magnitudes for both spring constant and mass disorder, these figures reveal clear transitions from extended behaviour, with increasing Λ M values for increasing M , to localized behaviour, where Λ M decreases when M increases. We also see in these figures frequency regions where Λ M remains roughly constant upon changing M . Such regions are in the vicinity of a change from delocalization to localization and hence Figs. 8(a)-8(b) indicate the existence of a delocalization-localization transition. We roughly estimate the transition regions by the frequency value at which the values of Λ M for the largest and the second largest system size cross (M = 10, 12). Then we obtain a similarly rough estimate of the error of this estimate from the difference with respect to the frequency value which we obtain when we take the crossing point between the largest and smallest system sizes (M = 6, 12). These estimates are the basis of the phase diagrams in Fig. 1 .
In the spring constant disorder case we need to pay special attention to the k disorders ∆k ≥ 2, the disorder distribution contains values close to zero which when applied in the k −1 x+1 can dramatically increase a single site amplitude dwarfing surrounding amplitudes. We apply a cut-off whereby if |k x+1 | ≤ 10 −4 k the value is rejected and another randomly chosen. We re-estimate all transition frequencies of previously mentioned disorders and find that the new estimates are identical within the previous error bars and therefore keep the estimates obtained with unaltered distributions.
We plot these estimates of the critical frequencies in the phase diagrams of Figs. 1(a) and 1(b) . As we can see, for the pure mass disorder case, Fig. 1(a) very well reproduces the estimated phase diagram obtained from comparison with the electronic phase diagram in the Anderson model.
11 Most interestingly, the small pocket of extended states in the complex frequency spectrum of the mass disorder phase diagram is clearly identified by the two transitions from localized to delocalized and back to localized at ∆m = 9.
For the pure spring constant disorder, we see that in the region 0 ≤ ω 2 < 12, all states remain extended up to the largest considered spring constant disorder ∆k = 10. This is similar to the electronic case with pure hopping disorder [60] [61] [62] where even very strong hopping disorder does not lead to complete localization close to E = 0.
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We find that both for mass and spring constant disorder, the ω 2 = 0 mode 12,17-19 remains extended regardless of the disorder strength. This is in agreement with previous studies in one-and two-dimensional systems. 19 We also observe for both mass and spring constant disorder very strong shifts of the crossing points of Λ M when changing M . This is to be expected since we are effectively dealing with transition regions in the vicinity of the tails of the VDOS (cp. Fig. 4 ) and hence the systematic size changes are also strongly influenced by non-universal changes in the VDOS. This is similar to the situation for the electronic case where the transition at the mobility edges for E = 0 is known to be more difficult to study.
64,65
B. FSS estimates for the critical parameters
In order to obtain more reliable estimates for the transition point ω with critical exponent ν, we need to proceed to the M → ∞ limit. This we do, as in the electronic case, via an FSS procedure (see Appendix C for details). 66 We perform the FSS analysis on the raw data of reduced localization lengths Λ M as functions of ω 2 as well as ω (with ξ(ω) ∝ |ω − ω c | −ν ). While the latter seems more natural in the context of vibrations, we emphasise that the former is more convenient when comparing to the electronic case where ω 2 c is related to the energy.
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For both pure mass and pure spring disorder, we concentrate on 3 disorder values each, choosing those from the 3 different domains of the phase diagrams of Figs. 1(a) and 1(b), namely (i) ω 2 ≥ 0; ∆m, ∆k < 2, (ii) ω 2 ≥ 0; ∆m, ∆k ≥ 2 and (iii) ω 2 < 0. For these 6 points, we compute additional high-precision data for M = 14, 16, 18 and 20. The additional Λ M values for two of these 6 transitions have also been shown in Figs. 8(a)  -8(b) . We then apply the FSS procedure of appendix C and hence obtain precise estimates of the critical parameters and transition frequencies ω Figs. 1(a) and  1(b) ). In Tab. I we show the results for the high-precision FSS analysis. We find that in all cases, a consistent, robust and stable fit with quality-of-fit parameter Γ q larger than 0.1 can be identified. In particular, the FSS for ω as well as ω 2 gives consistent results.
A weighted average of the critical exponent for the estimates in Tab I is ν = 1.550 +0.020 −0.017 . This is in excellent agreement with previous numerical studies of the Anderson model for electron localization which have found the critical exponent ν ≡ 1.57 ± 0.02. [66] [67] [68] In the vibrational model, no previous high-precision results are available.
With an accuracy of 2% in the raw TMM data for spring disorder ∆k = 1.8, Akita and Ohtsuki 31 previously found a critical exponent of ν ≈ 1.2 ± 0.2. Recently, Monthus and Garel 51 assumed ν = 1.57 and showed that their participation ratio data for high disorder collapsed onto a scaling function. All these results for model (3) are therefore consistent with the orthogonal universality class of the Anderson model.
5
V. CONCLUSIONS
In the preceding sections, we have established the existence and universality of the localization-delocalization transitions for vibrational excitations in a simple harmonic solid at various values of frequency and mass or spring constant disorder. While the model itself is simple, the resulting phase diagrams are not and exhibit intriguing features. In particular, there are regions of localized and extended unstable modes with transitions between them that belong to the same universality class as in the stable regimes. Namely, the universality class of the 3D electronic Anderson metal-insulator transition.
3 Our results show that the FSS scaling works both when using the ω scaling, most natural from a vibrational point of view, as well as the ω 2 scaling, motivated by the electronic analogue. The peak in the VDOS as shown in Fig.  4 seems identifiable as a continuation of the van Hove singularity at low -mass or spring constant -disorder. The peak is not visible in the participation ratio data, but its signature can be seen again in the wave function statistics. Whether it can truly be called a boson peak, although it does of course appears as such in g(ω)/ω 2 plots, remains undetermined at present. 19 The wave function statistics of section III D and the plots of critical vibrational amplitudes in Fig. 2 and 3 also reveal subtle differences between mass and spring disorder. A more in-depth analysis of the multifractal properties and scaling properties of the generalised participation ratio at the transition might be very useful. However, we note that previous studies in fluids 22 and elastic beads 8 have found good agreement with the multifractal spectrum obtained for the electronic case.
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Making contact with possible experimental systems, we note that the transitions are at rather high frequencies. The Debye temperatures Θ D = ω D /k B of, e.g., Si and Ge -candidate materials for milli-Kelvin cooling devices 70, 71 whose study got us interested in this research -are Θ D = 645K and 374K, respectively. Assuming that the upper band edge of the clean case can be approximated by the respective Debye frequencies ω D = 1.34 × 10
13 Hz and 7.79 × 10 12 Hz, respectively, we see from the phase diagrams that the transition frequencies remain quite high. Localization of vibrations for these systems in the stable regime appears only possible for frequencies in or above the far infrared frequency spectrum, particularly for spring constant disorder. The transition for very large mass disorder does tend towards smaller ω 2 values, but these mass disorders are already deep in the unstable regime ∆m > 2. This is of course dramatically different from the electronic situation where a disorder of 16.55 is known to localize all states in a simple cubic system with band width 12 (in units of hopping strength). 3 We note that the unstable regions of the phase diagrams for ∆m, ∆k > 2 with possibly negative masses and spring constants are now recognised to be of considerable interest for acoustic and disordered metamaterial applications. [24] [25] [26] [27] [28] [29] [72] [73] [74] [75] Here our identification of regions of extended states should prove useful. and ν for pure mass (top) and pure spring constant (bottom) disorder computed from FSS performed in the given M and ω, ω 2 ranges and with the orders of the expansion (C1) given by nr 0 , nr 1 , ni, mr and mi. The minimised χ 2 value, the degrees of freedom µ and the resulting goodness-of-fit parameter Γq are also shown for each fit. The errors correspond to non-symmetric 95% confidence intervals (see Appendix C).
In the mass disordered case we use the transformation rule (4) to map the problem to an Anderson problem with fluctuating local energies i and then use the conventional single-site CPA. 77 The self energy Σ(z) with z = E + i0 + is given by setting the following CPA scattering matrix equal to zero:
The single-site CPA problem is known to exhibit rather unstable iteration properties. We obtained a good iteration performance using the following iteration method 78 , which is equivalent to the CPA condition (A4).
where n is the iteration count. The average density of states is then calculated from the Green's function as
The results for both disorders are shown in Fig. 4 as thin dashed lines next to the numerical VDOS. We find good agreement between CPA results and the numerical calculations for both weak and strong disorder and in the stable (ω 2 > 0) and unstable (ω 2 < 0) spectral regions.
2L exists 79 and has eigenvalues e ±γi , i = 1, . . . , M . The inverse of these Lyapunov exponents γ i are estimates of decay/localization lengths and the physically relevant largest vibrational decay length is λ M (ω 2 ) = 1/min i γ i (ω 2 ) . The reduced (dimensionless) decay length may then be calculated as Λ M (ω 2 ) = λ M (ω 2 )/M .
