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Abstract
While the largest common subgraph (LCSG) between a query and a database of models can provide an elegant and
intuitive measure of similarity for many applications, it is computationally expensive to compute. Recently developed
algorithms for subgraph isomorphism detection take advantage of prior knowledge of a database of models to improve
the speed of on-line matching. This paper presents a new algorithm based on similar principles to solve the largest
common subgraph problem. The new algorithm signi"cantly reduces the computational complexity of detection of the
LCSG between a known database of models, and a query given on-line. ( 2001 Pattern Recognition Society. Published
by Elsevier Science Ltd. All rights reserved.
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1. Introduction
With the advent of large on-line databases of images
and video, it is becoming increasingly important to ad-
dress the issues of e!ective indexing and retrieval. The
majority of existing techniques in the area of image and
video indexing can be broadly categorised into low- and
high-level techniques. Low-level techniques use at-
tributes such as colour and texture measures to encode
an image, and perform image similarity retrieval by com-
paring vectors of such attributes [1}6]. High-level tech-
niques use semantic information about the meaning of
the pictures to describe an image, and therefore require
intensive manual annotation [7}14]. An additional
method of image indexing is by qualitative spatial rela-
tionships between key objects. This form of index has
been successfully applied to indexing and retrieval of
image data [15}17]. Recent work by Shearer and Ven-
katesh [18,19] has extended the range of this repres-
entation to encoding of video data. With the object
information proposed for inclusion in the MPEG-4 stan-
dard, such indexes will be simpler to implement. It should
be noted that none of these indexes provide a compre-
hensive retrieval method, but may be considered com-
plementary methods, each being one component of a
retrieval toolkit.
When images or video are encoded using spatial in-
formation, searches for exact pictorial or subpicture
matches may be performed using a compact encoding
such as 2D-strings [20}22]. Similarity retrieval, however,
is best expressed as an inexact isomorphism detection
between graphs representing two images [23,24]. Images
are encoded as graphs by representing each object in an
image as a vertex in the graph, and placing an edge,
labelled with the spatial relationship between the two
corresponding objects, between each pair of vertices.
Note that this is only one plausible representation of
images using graphs. Other representations are possible,
and in some cases will be preferable. Indeed any relation-
al structure represented as a graph could make use of the
algorithms discussed in this paper.
Inexact isomorphism detection between two graphs
can be performed using one of two measures of similarity;
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edit distance or largest common subgraph. While there
are well-known algorithms to solve these problems, these
algorithms are exponential in time complexity in the
general case. This is a disadvantage when retrieval is
likely to involve browsing of a large database, then pro-
gressive re"nement.
Recently, new graph isomorphism algorithms have
been developed by Messmer and Bunke [25,26], which
use a priori knowledge of the database of model graphs
to build an e$cient index o!-line. This index takes
advantage of similarity between models to reduce
execution time. Messmer and Bunke propose algo-
rithms to solve the subgraph isomorphism problem,
and to solve the inexact subgraph isomorphism prob-
lem using an edit distance measure. While subgraph
isomorphism is often used as a measure of similarity
between images, the edit distance measure is not
suitable for image and video indexing by spatial relation-
ships.
The major di$culty when applying edit distance
methods to the image similarity problem, is that there is
no clear interpretation for the edit operations. Deletion
of a vertex implies the exclusion of an object from
the matching part of two graphs, altering the label of an
edge represents altering the relationships of two objects,
there is no meaningful comparison for these two opera-
tions. This problem means that any similarity measure
based on graph edit distance will return a value with
little or no physical signi"cance. Inexact isomorphism
algorithms based on an edit distance measure also su!er
from bias when used to compare an input against mul-
tiple model graphs. By the nature of edit distance algo-
rithms, if the input graph is smaller than the models,
smaller model graphs are more likely to be chosen as
similar.
A more appropriate measure of image similarity is the
largest common subgraph between the graphs represent-
ing the images. Largest common subgraph is a simple
and intuitive measure of image similarity. The largest
common subgraph between two graphs G
1
and G
2
, en-
coding two images I
1
and I
2
, represents the largest
collection of objects found in I
1
and I
2
that maintain the
same relationship to each other in both images. The
usual algorithm for determining largest common sub-
graphs is the maximal clique detection method proposed
by Levi [27].
The maximal clique detection algorithm is e$cient in
the best case, but in the worst case requires O((nm)n) time,
where n is the number of vertices in the input graph and
m the number of vertices in the model, for a complete
graph with all vertices sharing the same label. This high
computational complexity makes it di$cult to apply
indices which are based on spatial relationships to large
databases.
In this paper we describe a new algorithm for largest
common subgraph detection. The algorithm has been
developed from an algorithm originally proposed by
Messmer and Bunke [28,29]. As with the original algo-
rithm, this algorithm uses a preprocessing step, applied
to the models contained in the database, to provide rapid
classi"cation at run time. The proposed algorithm is
considerably more e$cient in time than any previous
algorithm for largest common subgraph detection, how-
ever the space complexity of the algorithm somewhat
restricts its application. If the di!erence in time complex-
ity is considered, from O(‚(nm)n) for the usual algorithm
for matching an input of size n, to a database of ‚ models
of size m, to the new algorithms complexity of O(2nn3),
there is room to perform space saving operations while
still signi"cantly out performing typical algorithms. One
example of space saving is to depth limit the decision
tree, such that searching is halted when a certain
depth is reached, and matching between the few graphs
left to separate is completed using a algorithm such as
Ullman’s [30], instantiated from the matching already
performed.
While largest common subgraph has been applied
mostly to image similarity retrieval, the application of
these new algorithms to indexing by spatial relation-
ships can also take advantage of the high degree of
common structure expected in video databases. In this
paper we treat a video as a simple sequence of images.
Even with this straightforward treatment it is possible
to provide a similarity retrieval scheme that is ex-
tremely e$cient, due to the high degree of common
structure encountered in between frames in video. Many
frames of a video will be classi"ed by one element of
the classi"cation structure used. This removes the
impediment of slow similarity retrieval for indices of
this type. Furthermore, the algorithms may be applied
to labelled, attributed, directed or undirected graphs.
Such graphs have a great deal of expressive power,
and may be applied to other encodings of image and
video information, or other data sets of relational struc-
tures.
This paper begins by providing de"nitions for the key
graph related concepts. Following sections will then brie-
#y describe the encoding used for image and video in-
formation. The precursor to the new algorithm is then
explained, followed by an explanation of the new algo-
rithm. The results section compares the new algorithm
with other available algorithms and examines the space
complexity over an image database.
1.1. Dexnitions
De5nition 1. A graph is a 4-tuple G"(<,E,k, l), where
f < is a set of vertices,
f E-<]< is the set of edges,
f k :<P‚
V
is a function assigning labels to vertices,
f l :EP‚
E
is a function assigning labels to the edges.
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De5nition 2. Given a graph G"(<,E, k, l), a subgraph of
G is a graph S"(<
S
,E
S
, k
S
, l
S
) such that
f <
S
-<,
f E
S
"EW (<
S
]<
S
),
f k
s
and l
S
are the restrictions of k and l to <
S
and
E
S
respectively, i.e.
k
s
(v)"G
k(v) if v3<
S
,
undefined otherwise,
l
s
(e)"G
l(e) if e3E
S
,
undefined otherwise.
The notation S-G is used to indicate that S is a sub-
graph of G.
De5nition 3. A bijective function f :<P<@ is a graph
isomorphism from a graph G"(<,E, k, l) to a graph
G@"(<@, E@,k@, l@) if
1. k(v)"k@( f (v)) "v3<.
2. For any edge e"(v
1
, v
2
)3E there exists an edge
e@"( f (v
1
), f (v
2
))3E@ such that l(e)"l(e@), and for any
e@"(v@
1
, v@
2
)3E@ there exists an edge
e"( f~1(v@
1
), f ~1(v@
2
))3E such that l(e@)"l(e)
De5nition 4. An injective function f :<P<@ is a subgraph
isomorphism from G to G@ if there exists a subgraph
S-G@ such that f is a graph isomorphism from G to S.
Note that "nding a subgraph isomorphism from G to
G@ implies "nding a subgraph of G@ isomorphic to the
whole of G. This distinction becomes important in later
discussion.
De5nition 5. S is a largest common subgraph of two
graphs G and G@, where S-G and S-G@, i!
"S@: S@-G’S@-G@NDS@D)DSD.
There may or may not be a unique largest common
subgraph for any two graphs G and G@.
2. Image indexing and retrieval
Before describing algorithms for retrieval it is neces-
sary to discuss the underlying encoding of video. The
encoding presented here is intended as a working
example of how graph isomorphism may be used in
image and video indexing and retrieval, but it is by no
means the only such representation possible. Numerous
methods have been proposed for indexing and retrieval
of image and video information. These methods vary in
the amount of preprocessing required and the type of
information available for queries. The index used in this
paper is based on spatial relationships between objects.
Spatial relationships between objects in a picture may
be described in a number of ways. The most precise
description is that proposed initially by Allen [31] for
qualitative temporal reasoning. Allen gives the 13 pos-
sible relationships between two intervals along an axis
(see Table 1). This may be extended to two dimensions,
by assigning one relation along each axis, giving a total of
169 possible relationships between two objects. The two
axis are called either the u- and v-axis, or the x- and
y-axis. By convention u or x refers to the horizontal axis,
with v or y referring to the vertical axis.
A less precise description, based upon the same con-
cepts, may be derived using the relationship categories
proposed by Lee et al. [24]. The 169 possible spatial
relationships in two dimensions may be partitioned into
"ve categories, de"ned by characteristics of the relation-
ships. The categories are:
De5nition 6. (1) Disjoint * the two objects a and b do
not touch or overlap, that is there is a less than (oper-
ator along at least one axis.
(2) Meets * the two objects a and b touch but do not
overlap, thus they have a meets D relationship along one
axis and a non-overlapping relationship along the other.
(3) Contains* object a contains object b, that is object
a contains %, begins [ or ends ] object b along both axes.
(4) Belongs to * object b contains object a, that is
object b contains %, begins [ or ends ] object a along both
axes.
(5) Overlaps * the two objects do not fall into any of
the above categories.
These category relationships are rotation and scaling
invariant, making them useful as an approximate match-
ing strategy.
General matching schemes based on spatial relation-
ships de"ne three levels of pictorial matching. These
levels de"ne the form of correspondence that is required
between the spatial relationships of two objects, which
appear in two pictures, for the pictures to be considered a
matching pair. The matching scheme used in this work is
adopted from the B-string notation [24], which is the
underlying notation used for storage of spatial relation-
ships. B-strings provide three types of approximate
matching, referred to as type-0, type-1 and type-2. Type-2
matching is the most exact, requiring that two objects
a and b, present in two pictures P and Q, must have the
same spatial relationship along both axes. Thus they
must have the same pair, of the 169 possible pairs, of
interval relationships. Type-0 matching is the least exact
and uses relationship categories, requiring only that for
a and b, the spatial relationships fall in the same relation-
ship category. The "nal type of matching, type-1, requires
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Table 1
Possible interval relationships, due to Allen [31]
Relation Symbol Example Relation Symbol Example
Less than a(b Meets aDb
Overlaps a/b Ends a]b
Contains a%b Begins a[b
Equals a"b Begins inverse a[’b
Contains inverse a%’b Ends inverse a]’b
Overlaps inverse a/’b Meets inverse aD’b
Less than inverse a(’b
that the a and b are a type-0 match, with the additional
condition that the objects have the same orthogonal
relationships. Insisting on matching orthogonal relation-
ships in addition to a type-0 match restricts type-1
matching to a similar rotational position.
Two pictures P and Q are said to be a type-n match if:
1. For each object o
i
3P there exists an o
j
3Q such that
o
i
,o
j
, and for each object o
j
3Q there exists an o
i
3P
such that o
j
,o
i
.
2. For all object pairs o
i
, o
j
where o
i
3P and o
j
3Q,
o
i
and o
j
are a type-n match.
In many cases two pictures may not be complete match-
es, or even share the same object set, but we may be
interested in partial matches. The search for partial
matches, or subpicture matches is referred to as simila-
rity retrieval. A subpicture match between P and Q is
de"ned as:
1. For all objects o
i
3Q@, where Q@LQ, there exists an
object o
j
3P@, where P@LP, such that o
i
,o
j
.
2. For all objects o
j
3P@, where P@LP, there exists an
object o
i
3Q@, where Q@LQ, such that o
j
,o
i
.
3. For all object pairs o
i
, o
j
where o
i
3P@ and o
j
3Q@,
o
i
and o
j
are a type-n match.
Thus a subpicture match occurs when a subset of the
objects in a picture P are found in a picture Q, with the
spatial relationships being a type-n match.
When searching a video database, if there are no
complete picture matches, we will be interested in the
largest subpicture match that may be found. The classic
methods for solving this problem cast the problem as
subgraph isomorphism detection. When applied to image
or video retrieval, the largest common subgraph method
will "nd the largest subpicture in common between
a query image and a database of images. Whether this is
the desired retrieval result depends upon a number of
factors.
The largest common picture may not contain one or
more key objects which are considered essential by the
user, or may contain additional objects or have general
characteristics which are unsuitable. For this reason a
ranked list of the closest matching images is generally
returned. Modi"cation of the query, in conjunction with
selection of a more exact, or less exact matching type may
then be utilised to re"ne the retrieval set.
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Fig. 1. Two pictures with possible graph encodings.
Variation of type of matching employed allows either
f restriction of the retrieval set by increased exactitude
in matching,
f expansion of the retrieval set by reduced exactitude in
matching.
This, combined with small alterations to the query,
allows a rapid focus on the desired results during re-
trieval. The qualitative nature of the relationships be-
tween objects and the less exact matching types allow
noise to be accommodated in the browsing and query
re"nement process. Retrieval for this method is well
de"ned and exact, the image in the database with the
greatest number of objects in relationships which match
the query will be the "rst model retrieved. How useful the
retrieval method is depends on the form of retrieval
desired and the #exibility of the three matching types.
A discussion of usefulness and accuracy for a speci"c
video retrieval application can be found in earlier work
by the authors [19,32].
3. Encoding videos
Video may be encoded using techniques from image
database work, adapted to the task of capturing motion
in video [18,33]. In order to keep the representation
e$cient in space usage, only changes in the video should
be represented, rather than duplicating information be-
tween frames. This can be achieved by representing the
initial frame of a video sequence using 2D strings, then
encoding only the changes in spatial relationships be-
tween objects for the rest of the sequence. The earlier
work performed by this group [18] encodes changing
relationships such that matching can be performed dir-
ectly from the abbreviated notation, without expansion
of the notation. This encoding of video using spatial
relationships applies graph algorithms to solve similarity
retrieval.
In order to use a graph algorithm to solve a particular
problem, it is "rst necessary to encode the operands of
the problem as graphs. In this case the operands are
either digital pictures or frames from a video. These
frames are indexed by the spatial relationships of key
objects. The logical graph encoding used for such
information is that graph vertices represent objects,
with edges labelled by the relationships between the
objects. For the task of "nding graph isomorphisms
this leads to a complete labelled graph, as deduction
of relationships at run time would be prohibitively
time consuming. In practice, edges are labelled with the
relationship category (De"nition 6) of the relationships
between the two objects, with the actual relationship
along each axis used as attributes of the edge. This
representation is more e$cient as all matching types
require that two objects are at least a type-0 match, that
is they have the same relationship category. Matching
can therefore be performed by testing the edge label, or
relationship category, and proceeding to the attributes if
type-1 or type-2 matching is required and the labels are
equivalent.
Fig. 1 shows two pictures and the graphs which repres-
ent them. There is a clear similarity between the two
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Fig. 2. Graph with adjacency matrix.
Fig. 3. Row column elements of a matrix.
pictures, the most obvious being between the subpictures
composed of objects A}C. In the context of qualitative
reasoning, the object B does not move with respect to
A and C, as the relationships between them do not
change. An examination of the two graphs reveals that if
we remove the vertex for object D, and all arcs leading to
or from that vertex, then the remaining parts of the
graphs are identical. That is, the remaining vertices and
arcs are a subgraph of the "rst graph isomorphic to
a subgraph of the second. In the context of similarity
retrieval in pictorial databases, we are interested in the
elements of the database which share the largest isomor-
phic subgraph with the query input. This subgraph is
referred to as the largest common subgraph, and is sim-
ilar to the longest common subsequence problem for text
strings.
This encoding of images as graph enables one image to
be compared to another and the largest similar part
detected. The algorithms presented in the next section are
applicable to similarity retrieval for both image and
video databases. While they still perform matching on
a single-input query image basis, the compilation of mul-
tiple model images into a database explicitly takes ad-
vantage of the similarity between frames within a video.
It is in part this similarity that leads to the e$ciency of
the proposed algorithms.
4. Decision tree algorithms
The decision-tree-based algorithm detects graph and
subgraph isomorphisms from the input graph to the
model graphs. That is, it "nds subgraphs of the model
graphs that are isomorphic to the input graph. This type
of isomorphism detection is important as it is required
for query by pictorial example, which is a common form
of image database query. When query by pictorial
example is used as the retrieval method, the input is
an iconic sketch containing key objects. This iconic
sketch is translated to a graph for which the vertex set
generally represents a subset of the objects in the images
retrieved.
The decision tree algorithm is based on a decision tree
constructed using the adjacency matrix representation
for the model graphs. A graph G may be represented by
a matrix M, called the adjacency matrix, where the ele-
ments of M are assigned values
m
ij
"G
k(v
i
) if i"j,
l((v
i
, v
j
)) if iOj.
(1)
This places the object labels down the diagonal of the
matrix, and the labels of the edges in elements corre-
sponding to the vertices they link. Fig. 2 shows a graph
with an adjacency matrix that can be used to represent it.
The property of adjacency matrices which leads to the
decision tree algorithm is their behaviour under permu-
tation. A permutation matrix is de"ned as
De5nition 7. An n]n matrix P"(p
ij
) is called a permu-
tation matrix if
1. p
ij
30, 1 for 1)i)n,1)j)n,
2. +n
i/1
p
ij
"1 for 1)j)n,
3. +n
j/1
p
ij
"1 for 1)i)n.
If element p
ij
"1 in a permutation matrix P, then ap-
plying the transformation
M@"PMPT
will cause the jth vertex in adjacency matrix M to become
the ith vertex in M@. One property of adjacency matrices
is that given a graph G that is represented by an adjac-
ency matrix M, then any matrix M@, where M@"PMPT
and P is a permutation matrix, is also an adjacency
matrix representing G. Graph isomorphism detection
between two graphs M
1
and M
2
can therefore be recast
as the task of "nding a permutation matrix P such that
M
2
"PM
1
PT,
where M
1
and M
2
are the two adjacency matrices repres-
enting graphs G
1
and G
2
, respectively.
In order to use this property to increase the speed of
isomorphism detection, a decision tree is constructed
from the adjacency matrices which represent the model
graphs. This tree is created and navigated using row
column elements of the adjacency matrices. Fig. 3 shows
the adjacency matrix from Fig. 2 broken into its row
column elements. Each row column element r
i
contains
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Fig. 4. Decision tree for example graph.
one vertex label v
i
and the labels of all edges between
v
i
and vertices v
1
,2, vi~1 . The decision tree for a graph
G begins with an unlabelled root node, which has as
many descendants as there are distinct vertex labels.
Each of these initial branches is labelled with a single
vertex label, these represent the initial one element row
column elements of each of the possible adjacency ma-
trices for G. An example of this is given in Fig. 4 which
shows the six adjacency matrices which can represent the
graph in Fig. 3, and the resulting decision tree. There are
only two unique labels in the graph so there are only two
descendants from the root node. These immediate de-
scendants of the root have one descendent for each of the
three element row column elements that follow them in
one of the adjacency matrices. Fig. 4 shows the decision
tree generated from the six possible permutations of the
example graph.
Further graphs, representing other images, can be
added to the tree incrementally. For each additional
adjacency matrix A, representing a graph G, to be
added, the following algorithm is followed. Beginning
with the root node of the tree, and the "rst row column
element:
1. Test the next row column element of A against the
labels on the branches descending from the current
node.
2. If the last row column element of A has been reached,
place a marker at the current node of the decision tree
to say that this node represents an isomorphism for
the model graph G.
3. If there is a matching branch label continue this pro-
cedure at the node reached along the matching
branch, with the next row column element.
4. If there is no matching branch, create a new branch,
labelled with the current row column element, and
descend that branch to the next node. Continue from
the new node with the next row column element.
This algorithm leads to the addition of only those
branches which are not already represented in the tree.
The higher the degree of similarity between models, the
smaller the increase in tree size per model added.
The algorithm used to detect isomorphisms between
an input graph G
I
and the model graphs encoded in the
decision tree is similar to the procedure used to add new
adjacency matrices to the decision tree. Given an input
graph G
I
to test for subgraph isomorphisms, the adjac-
ency matrix M
I
which represents G
I
is used to navigate
the decision tree. Beginning at the root with the one
element row column element at the top left of M
I
, the
algorithm descends the branches matching each of
the row column elements of M
I
. When descending the
tree there are two possible termination conditions for
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the algorithm:
1. If at any point there is no arc from the current node in
the tree which has a label matching the next row
column element, then there is no subgraph isomor-
phism.
2. If all row column elements of the graph G
I
have been
used and node n
i
has been reached, then all models
G
i1
,2, Gik , associated with node ni have a subgraph
isomorphic to the input graph.
In case 2, if the node n
i
is a leaf then the models
G
i1
,2,Gik and input GI are the same size and a graph
isomorphism, rather than a subgraph isomorphism, has
been found.
A row column element r
i
contains one vertex label
v
i
and the edge labels for each edge which connects r
i
to
any vertex v
j
: j(i. Thus each row column element en-
capsulates all edges between v
i
and vertices which have
already been classi"ed. The process of matching a row
column element and descending to a new node in the tree
is an incremental addition of vertices to the classi"ed
graph.
There are numerous optimisations which may be made
to this algorithm [25], involving methods of reducing the
number of nodes in the tree. The best space complexity
that may be achieved without some form of pruning is
O(‚ D l
v
D (1# D l
e
D 2)n), (2)
where l
v
is the number of vertex labels used and l
e
is the
number of edge labels used in the models. This "gure can
be achieved while still representing all states in the graph.
Further heuristics can be used to prevent generation of
further states at strategic points.
While this size complexity is an impediment to the use
of this algorithm in general graph matching problems,
there are problem domains for which the number of
object labels can be small. An example of this is in
medical image databases such as chest X-ray data. In
such areas there are typically only four or "ve signi"cant
objects, making the decision tree algorithm appropriate.
The are also a number of methods for pruning the
decision tree. This "rst is breadth pruning, in which
nodes within the decision tree may eliminated by sorting
the row column elements of the adjacency graphs. Here
the row column elements are ordered such that each
vertex is connected to at least one vertex which appears
in an earlier row column element. This allows a number
of permutations to be eliminated. The second method is
depth pruning. This method places an upper limit on the
depth of the decision tree. At any point in the construc-
tion of the decision tree where the maximum depth is
reached, no further branches are built, but models are
collected at the terminal node. If classi"cation of an input
reaches this terminal node, then Ullman’s algorithm [30]
is then used to complete classi"cation. The vertex map-
pings used to reach the terminal node may also be used to
initialise Ullman’s algorithm, such that only the unmap-
ped vertices are considered.
The advantage of the decision tree algorithm is that it
has computational complexity is polynomial in the num-
ber of vertices in the input. The time taken to compute
graph and subgraph isomorphisms is therefore indepen-
dent of both the size of the model graphs and the number
of model graphs. For an image or video database that
will contain a large number of images, and will generally
be queried by iconic query, this computational complex-
ity is a clear advantage. Comparing the computational
complexity of this algorithm of O(n2) to that of the
previous best algorithm O(‚mnn2), shows how rapidly
this algorithm can classify the input.
Apart from the disadvantage of the space complexity
of this algorithm which restricts its application, the inex-
act isomorphism method used with this algorithm has
space complexity exponentially greater than the base
algorithm. In order to apply this extremely fast algorithm
to image and video databases it was necessary to develop
an algorithm for similarity retrieval which is useable. The
next section describes the LCSG decision tree algorithm
developed for application to image and video indexing
and retrieval.
4.1. Decision-tree-based LCSG algorithm
The advantage of the decision-tree-based largest com-
mon subgraph (LCSG) algorithm is that its computa-
tional complexity is independent of the number of
models, and the size of the models. The complexity is
dependent only on the size of the input, which is advant-
ageous when the models are expected to be larger than
the input, as in the case of query by pictorial example.
This complexity is due to the depth of decent through the
decision tree being limited to the number of vertices in
the input.
The largest common subgraph (LCSG) for a pair of
graphs is generally expensive to compute, due in part to
its non-monotonic nature. This means that any LCSG
algorithm must employ some form of backtracking to
guarantee "nding the optimal solution. The existence of
a very fast algorithm for detection of subgraph isomor-
phisms presents the possibility of a new approach to the
largest common subgraph problem.
The algorithm developed is based on the observation
that the decision tree algorithm may terminate classi"ca-
tion before all possible matches for row column elements
are discovered. The decision tree algorithm terminates as
soon as a row column element is found for which there is
no matching branch from the current node. At this point
there may, however, be row column elements further
down the adjacency matrix for which a match does exist.
Consider the adjacency matrix in Fig. 5(a). When we
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Fig. 7. Permutation of matrices during classi"cation.
Fig. 6. Partitions of the adjacency matrix.
Fig. 5. Input graph adjacency matrices.
attempt to classify this using the tree in Fig. 4, the
algorithm terminates at the second row column element
as there are no matches. However, if we permute the
matrix of Fig. 5(a) such that the second and third row
column elements are interchanged, we then have the
matrix of Fig. 5(b). This represents a graph isomorphic to
that represented by Fig. 5(a), but the permuted matrix
allows both the "rst and second row column elements to
be classi"ed against the tree in Fig. 4. This gives us
a description of a common subgraph of order two for the
graphs represented by the decision tree and the input.
Clearly this procedure can be applied to larger examples.
When this method is applied to descend as far as
possible through the tree, the resulting adjacency matrix
is partitioned into two distinct parts. Fig. 6 shows
a graph and its adjacency matrix, and the resulting
matrix after classi"cation with respect to the decision tree
of Fig. 4. The "nal matrix in Fig. 6 is marked to distin-
guish between the two partitions. The lower right parti-
tion contains the row column elements which could not
be matched, and the upper left partition contains those
row column elements which were matched. The upper left
partition forms a permuted matrix which describes a po-
tential largest common subgraph of the input and at least
one model graph. The graph represented is only a poten-
tial LCSG, as any one vertex when included in the set of
mapped vertices, may prevent correct detection of the
largest common subgraph.
This problem is depicted in Fig. 7. An adjacency
matrix representing the example graph in Fig. 7(a) is
given in Fig. 7(b). When this adjacency matrix is classi"ed
using the decision tree from Fig. 4, the initial descent
through the tree terminates with the partitioned matrix
in Fig. 7(c). This shows a common subgraph of size two,
with two unmatched row column elements. Fig. 7(d)
shows the partitioned matrix that results if row column
element one is permuted to the end of the matrix before
classi"cation. Here the matrix shows a common sub-
graph of size three. Including node 1 therefore prevents
detection of the LCSG.
The process of descending the decision tree to the
best-possible depth, by mapping row column elements
where a match exists and permuting to the end of
the adjacency matrix when there is no match, is given in
the pseudo-code in Fig. 8, between labels 1 and 4 . The
block between labels 2 and 3 performs the step of
permuting rows to the end of the adjacency matrix (func-
tion permuteOut) until either a matching row column
element is found, or there are no further rows to test.
In order to "nd the largest common subgraph it is
necessary to perform backtracking. Once the initial de-
scent has been performed, the "nal node reached is a can-
didate node for the LCSG. Backtracking is performed by
taking the partitioned matrix for the candidate node, and
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Fig. 8. Pseudo-code for the decision tree LCSG algorithm.
permuting the last row column element of the matched
partition to the bottom of the matrix. The dimension of
the matrix is then reduced by one to prevent a repeated
match. This is performed at label 5 in the pseudo-code.
Classi"cation is then resumed at the immediate ancestor
of the candidate node. Fig. 7 shows a simple example of
this backtracking scheme. After the initial descent, which
detects a common subgraph of size two (Fig. 7(c)), row
column element 4 is permuted to the end of the adjacency
matrix, giving the matrix in Fig. 7(e). This matrix o!ers
no further matches. Row three will then be permuted
to the end, also yielding no further matches. The back-
tracking algorithm then returns to the previous level of
matching by popping previous environments o! a stack.
This gives the original matrix with the "rst row column
element as the only match. The "rst row column element
is then permuted to the end of the matrix, giving the
matrix in Fig. 7(d). At this point the whole matrix has
been matched, row column element 1 having been dis-
carded, so no further matching is required. It can easily
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Fig. 9. Example of an association graph.
be seen that this algorithm will examine every possible
subgraph.
Such a search scheme is highly ine$cient in this naive
form, so a pruning mechanism is introduced. The search
tree may be pruned at any point at which the number of
nodes which have been permuted to the lower partition,
plus the order of the best common subgraph detected so
far, is greater than or equal to the current matrix dimen-
sion. For example assume during a continuing classi"ca-
tion, a candidate subgraph has been found of size 5, from
an input of size 8. If the classi"cation has reached the
third branch from the root, then the dimension of the
input matrix will have been reduced to 6, as two row
column elements (r
1
and r
2
) have been discarded. This
means that the best-possible subgraph size on this de-
scent is 6, so that any more than one permutation during
the descent will make it impossible to exceed the current
best e!ort of size 5.
The best pruning is seen when the depth of the initial
descent is a large fraction of the full depth of the tree. At
the extreme, if the dimension of the input adjacency
matrix is d, and the depth of the initial descent is d!1,
then pruning will occur before the second row column
element is permuted out on all branches under the left
most branch from the root node. On descents from the
second branch from the root node pruning will occur
when the "rst permutation is required, and no further
branches under the root node will be examined as it
would not be possible to equal the already discovered
common subgraph. Consideration of this limit reveals it
to be a powerful pruning factor, as shown by the follow-
ing computational complexity analysis.
4.2. Complexity of tree-based LCSG
For this complexity analysis we will assume that an
input graph G
I
with n vertices is to be classi"ed against a
database of ‚ models of with m vertices. The complexity
is derived using the equivalence of maximal cliques in
association graphs and largest common subgraphs, to
provide worst case complexity.
For two graphs G and G@, the association graph is
a vertex labelled, undirected graph which can be created
by the two step process:
1. For each correct vertex mapping from graph G to G@,
insert a vertex in the association graph. This vertex is
labelled with the vertex mapping between the vertices
of G and G@.
2. For each pair of vertices v
i
and v
j
in the association
graph, insert the edge Sv
i
v
j
T if the vertices mapped
from G have the same edge characteristics as the
vertices they are mapped to in G@.
Fig. 9 shows two labelled graphs and the association
graph produced for them. The vertices are labelled with
the letters a}d, edges are directed but unlabelled, and the
vertices of the two graphs are uniquely numbered for
identi"cation in the mappings of the association graph.
This mapping 1}5 indicates the vertex labelled a in Fig.
9(a) is mapped to the vertex labelled a in Fig. 9(b).
Each clique within the association graph represents
a set of vertices which have the same mutual relation-
ships in G and G@. That is, the cliques represent subgraphs
common to G and G@. The maximal clique or cliques in an
association graph thus represent the largest common
subgraph, or subgraphs. In order to determine the num-
ber of possible common subgraphs between two graphs,
it is su$cient to examine the characteristics of cliques in
an unlabelled, undirected graph of the appropriate size.
This is used in analysing the worst-case computational
complexity.
The best-case complexity for the new algorithm is
found when the input is an exact subgraph isomorphism
of at least one of the model graphs. In this case the time
complexity is O(n2), as the algorithm simply descends
directly down the tree. When there are no subgraphs with
number of vertices greater than one, the complexity is
simply O(n4). That is the cost of a descent with only one
possible match, for each vertex in the input.
The worst-case time complexity for this algorithm will
occur when the size of the largest common subgraph is
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approximately half the size of the input. There are two
factors which determine this:
1. The maximum possible number of common sub-
graphs is greatest.
2. The pruning due to best previous result has less e!ect.
The clearest example of the pruning e!ect can be seen if
we have already found a subgraph of size n!1, in which
case we can prune the search space at any point where
a second permutation becomes necessary. This implies
that only the two initial branches from the root will be
examined.
In order to determine the maximum possible number
of subgraphs for a graph of a given size, the following
result due to Turan [34] is used. During this theory and
the rest of this section the term order will be used for the
number of vertices in a graph.
Theorem 1. Every graph G on n vertices with
1#A
n
2B!t
n!c!r
2
edges contains a clique of order c#1, where n"tc#r,
0)r(c. This is the best possible.
The only graph G@ of size
A
n
2B!t
n!c!r
2
which does not have a clique order c#1 is the complete
c-partite graph with r parts of order t#1 and c!r parts of
order t.
The graph G@ gives an indication of the maximal num-
ber of order c cliques possible in a graph of order n of
N
c
"A
n!r
c
#1B
r
A
n!r
c B
c~r
. (3)
When the extra edge is added to G@ to give a clique of
order c#1, this will create
N
c‘1
"2A
n!r
c
#1B
r~1
A
n!r
c B
c~r
(4)
cliques of order c#1. This leaves the number of cliques
of size c as
N
c{
"N
c
!N
c‘1
(5)
"A
n!r
c
#1B
r~1
A
n!r
c B
c~r
CA
n!r
c
#1B!2D
(6)
"A
n!r
c
!1BA
n!r
c
#1B
r~1
A
n!r
c B
c~r
. (7)
Empirical analysis reveals that the practical limit to
the function in Eq. (3) is 2n, or more precisely 2n@1.8. The
function N
c{
is bounded by 2n~1, as the leading factor
approaches unity. We shall use N
c{
"2n for our analysis,
it should be noted that this is a generous over estimate.
A single descent through the decision tree has time
complexity
C
d
"n2#(n!c)C
perm
. (8)
The second factor in Eq. (8) is the number of permuta-
tions required (n!c), multiplied by the complexity of a
permutation C
perm
. The maximum complexity of a per-
mutation is n2, the cost of exchanging all elements. Eq. (8)
is therefore
C
d
"n3#(1!c)n2. (9)
Now given the number of cliques determined in
Eqs. (4) and (7), we can provide an upper bound for the
time complexity of the algorithm of
C"2n(n3#(1!(c#1))n2)#2n~1(n3#(1!c)n2). (10)
Eq. (10) consists of the number of cliques of size c#1
multiplied by the cost of each descent, added to the
number of cliques of size c multiplied by the cost of each
descent. It can easily be seen from the construction of the
graph that every vertex must contribute to at least one
clique of size c, so the complexity calculation includes all
descents. Removing an edge to reduce the size of a clique,
or produce more backtracking, will greatly reduce the
number of available cliques, and also reduce the com-
putational complexity. The polynomial factors in this
equation have been retained as the values of n for which
this algorithm is used may be small, often no more than
four.
The time complexity of the new algorithm, O(2nn3),
compares favourably with the maximal clique "nding
algorithm which has a worst case of O((nm)n).
5. Results of tests over a video database
The video database used in the experiments was drawn
mainly from our campus guide database [18,19]. These
video clips depict a guide walking between various loca-
tions on the Curtin University of Technology Campus. In
addition to the clips from the campus guide, there are a
number of other clips of park and city scenes, and a small
number of disparate clips of completely di!erent types
of scenes.
The clips used vary in length from 4 to 20 s, and
contain between 12 and 19 objects each. The shortest clip
contains 71 changes to object relationships, while the
longest clip has 402 changes. These may be regarded as
typical "gures for changes per second, although one clip
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Table 2
General performance of the decision tree algorithm
Mean Minimum Maximum d
(ls) (ls) (ls) (ls)
Ullman 393.2 252 607 113.1
AH 617.1 362 861 178.2
DN ED 109.0 81 209 36.2
DN LCSG 67.4 38 100 19.6
DT LCSG 16.6 6 23 6.5
Table 3
E!ect of pruning depth
Depth Nodes
used
Test 1 Test 2 Test 3 Test 4
(ls) (ls) (ls) (ls)
11 59,200 3 3 3 3
9 58,900 11 3 7 7
8 56,706 6 6 5 5
7 49,130 6 5 6 5
6 34,689 5 4 5 4
5 18,135 4 4 5 5
4 6495 36 17 7 6
3 1499 46 15 11 10
contains 225 changes in 7 s. The higher frequency of
changes in relationship re#ects the higher number of key
objects in the clip.
All times given in tables are in milliseconds, and are
averaged over a number of executions for each query.
The algorithms used for comparison in this section are
Ullman’s algorithm for exact graph isomorphism detec-
tion [30], the A* algorithm for inexact graph isomor-
phism detection [35], and the decomposition network
algorithms of Messmer and Bunke [28]. There are two
decomposition network algorithms used as comparison,
one using an edit distance measure (DN ED) and another
using the largest common subgraph (DN LCSG) as the
distance measure [36].
5.1. Decision tree
There is no doubt that the decision tree algorithm is an
exceptionally fast method for the detection of subpictures
of models that are isomorphic to the input. Table 2 shows
the times required for the decision tree algorithm to
search two thirds of the guide database, containing the
longest clips, for isomorphisms with example frames. The
algorithm performs classi"cation much faster than either
Ullman’s algorithm or either of the decomposition net-
work algorithms. The decision tree algorithm not only
has by far the least mean for execution time, but also by
far the least standard deviation and maximum. This
speed of execution does not come without cost, in the
form of increased space requirement over the other algo-
rithms. Whereas Ullman’s algorithm, the A* algorithm
and both decomposition network algorithms all require
similar space, and can load the entire database, it was not
possible to load all clips using the decision tree algo-
rithm. This is mostly due to the number of objects in two
particular clips. Due to the high space requirement, there
are a number of experiments in this section which exam-
ine the characteristics of the decision tree algorithm in
this area.
One area in which the decision tree algorithm has a
marked advantage is when there is no match available. In
this case the decision tree algorithm can classify the input
in 6 ms, whereas for the example in Table 2 the network
algorithm averaged 39 ms. In fact, the decision tree algo-
rithm performs at its best when the network algorithm
performs at its worst.
The disadvantage of the decision tree algorithm is its
space requirement. While it was possible to build a com-
plete decision tree for two-thirds of the guide database in
20 Mb of memory, it was not possible to build a decision
tree for just one of the omitted sequences in 300 Mb. The
reason for this is the exponential dependence of the
decision tree algorithm upon the number of distinct ver-
tex labels in the graph. In the case of image and video
databases each vertex represents a key object. Whereas
four clips with nine or 10 objects per frame require a total
of 18,135 nodes in a decision tree, adding just two frames
of a sequence with 19 objects increases the requirement to
76,913 nodes. This experiment is described in Table 4.
In an attempt to combat the size problems of the
decision tree algorithm the GUB toolkit [26] includes a
depth pruned algorithm. This permits the user to specify
a maximum depth for the decision tree, once this depth is
reached no further nodes are added, models being col-
lected into the leaf node. In run time isomorphism detec-
tion, if a node is reached that has been depth limited, then
detection continues using Ullman’s algorithm, initialised
with the results from the partial classi"cation. This may
allow rapid elimination of many alternatives, while still
executing in a tractable size. The results of creating deci-
sion trees of varying depths, for example, sequences are
given in Table 3. Here we give the number of nodes
required and the average time taken to match example
pictures for the example depths of the decision tree. This
shows that although the time required to search the
database increases quite rapidly, the total time is still far
less than that taken by any other algorithm.
Table 4 gives an indication of factors in#uencing the
growth of the decision tree. Using a pruning depth of 5,
the number of nodes was found for a number of combina-
tions of clips from the database. Initially, a database
containing only the clip liblr was constructed, then a se-
lection of other clips was added. liblr is relatively short,
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Table 4
E!ect of introducing sequences
Sequences Nodes d nodes
1 liblr 6780
2 liblr librl 8211 1431
3 liblr librl bookrl 13,991 5780
4 liblr bookrl 12,977 6197
5 liblr bookrl librl 13,991 1014
6 liblr librl bookrl booklr 18,135 4144
7 liblr librl bookrl booklr
way1dl
19,389 1254
8 liblr librl bookrl booklr
cafelr[0-1]
76,913 58,788
Table 6
Times for approximate match between two graphs
Query AH DN ED DT LCSG DN LCSG
(ls) (ls) (ls) (ls)
15.1 158 23 22 34
15.2 160 22 23 35
15.3 164 22 22 34
Table 5
Performance of LCSG algorithm
Query Error AH DN ED DT-LCSG DN
LCSG
(ls) (ls) (ls) (ls)
liblr.10 0 10,737 172 26 78
liblr.0 0 9073 164 22 65
wayq 6 9122 223 7 46
libq 12 35,674 2851 14 72
being only slightly over 5 s in length, and containing 12
indexed objects. Other clips added were:
librl: A clip showing the same background as liblr, but
with the guide walking in the opposite direction.
bookrl: A clip of similar length and number of objects
to the previous clips, but showing a di!erent location,
therefore with a largely disjoint object set.
booklr: A clips showing the same background as bookrl,
but with the guide walking in the opposite direction.
way1dl: A clip 4 times the length of the previous clips,
containing two less objects, with the object set largely
disjoint from the previous clips.
cafelr: A clip of similar length to the shorter clips, but
containing 19 indexed objects, also with a largely disjoint
object set.
Here we see that the addition of a clip containing
a similar object set (1}2) causes only a minor increase in
the number of nodes, while introducing a clip of similar
size, with a disjoint object set (1}4), almost doubles the
number of nodes. The increase in size is less than double
due to the guide and exit being common objects in these
clips. The fact that building a decision tree is a determin-
istic process is displayed by the equal number of nodes at
3 and 5. When a further sequence which shares most
objects is added at 6 we see that a moderate increase in
nodes occurs, yet noticeably less than the increase caused
by the "rst sequence with that object set.
The "nal two lines display the pronounced e!ect of
including a clip with an increased number of objects. At
7 in Table 4 a sequence four times the length of the
previous sequences has been added. This sequence has
only ten objects, and causes the smallest increase in nodes
required of any addition. In contrast to this, at 8 we have
added only the "rst two frames from a sequence contain-
ing 18 objects, yet the increase in nodes required is far
greater than the total number of nodes required for all
other clips.
This clearly displays the weakness of the decision tree
algorithm. Given a limited number of object labels, this
algorithm can be used to detect database pictures or
video frames which contain a user query picture with
minimal execution time. However, the number of labelled
objects need only increase slightly to make the expression
of the problem too expensive in space requirement. The
original decision tree algorithm is also restricted to exact
matching, with no inexact isomorphism detection
method available.
5.2. Results of the LCSG algorithm
Table 5 gives the results of four queries performed
using a number of inexact isomorphism detection algo-
rithms. The algorithms used in comparison are the A*
with lookahead algorithm, the decomposition network
algorithm using edit distance as a similarity measure
(DN ED) and the decomposition network algorithm us-
ing largest common subgraph as a distance measure (DN
LCSG) [36]. The "rst two queries have exact solution in
the database, while wayq and libq have increasing di!er-
ences (edit distance 6 and 12, respectively). As expected
both algorithms based on edit distance (A* and DN ED)
show a large increase in execution time as the error
increases. The LCSG-based algorithms show a decrease
in execution time for one inexact query, and a time
similar to exact times for the other. In all cases the
decision tree LCSG algorithm is much faster than any
other, an is at least two orders of magnitude faster than
the A* algorithm.
Table 6 gives the results of the A*, the DN ED and the
two LCSG algorithms for approximate matches between
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Table 7
Times for approximate match against 11 graphs
Query AH DN inexact DT LCSG DN LCSG
(ls) (ls) (ls) (ls)
11.6 282 30 17 38
12.2 53 15 5 14
14.1 84 18 7 16
15.2 642 34 23 45
15.3 692 36 22 46
16.1 136 20 8 20
a single model graph and an input graph. The model
graph and the input graphs have ten nodes each, and
have been constructed to cause worst-case performance
for the LCSG algorithms. In each case the edit distance
network algorithm performs isomorphism detection in a
similar time to the decision tree LCSG algorithm, and
these are the two fastest algorithms. The decomposition
LCSG algorithm is slightly slower than the inexact de-
composition algorithm, as expected given the nature of
the graphs while the A* algorithm is much slower even
for a single graph.
When the test in Table 6 is extended to multiple
models graphs, the performance of the decision tree
LCSG algorithm varies little from that for a single model
graph. The results in Table 7 are for queries against 11
model graphs, of similar size and structure to the exam-
ples used in Table 6. This model set is once again con-
structed to produce the worst-case performance from the
LCSG algorithms. The results show that the time taken
for the edit distance network algorithm increases con-
siderably more slowly than that taken for the A* algo-
rithm. The table also shows that the DT LCSG algorithm
is essentially una!ected by the additional graphs in the
database, out performing all other algorithms and re-
turning the same time for the queries from Table 6. This
is as predicted by the complexity analysis. Given that the
data set is constructed to provide worst case performance
for the LCSG algorithms this is good performance.
While the A* and inexact network, and the LCSG do
perform di!erent computations, the end results are used
for a similar purpose. The DT LCSG algorithm is actual-
ly more e$cient than all other algorithms even in its
worst case. The choice between LCSG algorithms should
depend mostly on the characteristics of the problem,
which determine the space complexity of the DT LCSG
algorithm. Given a model size which makes the decision
tree LCSG algorithm possible, it will provide signi"-
cantly faster similarity retrieval than any other algo-
rithm.
Whether the edit distance or LCSG algorithm is most
appropriate for a given application depends on a number
of factors. Just as there are tasks for which LCSG is the
preferred measure of graph similarity, there are also tasks
for which edit distance is a better measure. Structural
properties of the model graphs should also be considered,
the preprocessed algorithms being at their best when
there is much common structure in the model graphs.
6. Conclusion
This paper presents a new algorithm for detection of
the largest common subgraph between two graphs. The
algorithm is intended for use with a database of models of
which there is prior knowledge, and provides rapid on
line processing of input queries. The contributions of this
paper are to examine the performance of the algorithm
and its ancestors over video database data, and the
presentation of the new algorithm for largest common
subgraph detection.
The alternative algorithms studied are suitable for
certain problems in image and video database retrieval,
however each is limited in this application as discussed.
The largest common subgraph algorithm provides suit-
able solutions for the task of similarity retrieval for im-
ages and video in large databases. The strength of the
algorithm presented in this paper is its exceptional classi-
"cation performance, as shown in the results over video
database data.
The algorithm presented here makes largest common
subgraph detection tractable for large databases of small
model graphs. This is a problem that is becoming more
common as complex data such as images, video and
sound become widely available in large quantities. These
types of data require complex relational descriptions,
which have traditionally been slow to process for approx-
imate matching. Given prior knowledge of the database
of model graphs the algorithm presented here o!ers large
improvements in classi"cation time for input graphs.
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