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Abstract. This paper discusses about choosing the optimal number of hidden units at neural network models which is applied to the Composite Stock Price Index data in Surabaya Stock Exchange. One of the problem in fitting NN models is  an NN model which fits well may give poor out-of-sample forecasts. Thus it is required traditional methods such as ACF and PACF to select a good NN model, e.g. to select appropiate lagged variables as the ‘inputs’. The Incremental Contribution of Cells methods which belong to the general-to-specific procedure is used to choose the optimal number of hidden units. The size and topology of networks is selected by reducing the size of the network through the use of kuadratic correlation coefficients and graphical analysis of network output for every  hidden layer cell. The resulted of NN model is compared with models with different architecture those obtain from the Box-Jenkins methods. The Akaike’s Information Criterion and Schwartz Bayesian Criterion are used for comparing different models.








Artificial neural network (ANN atau NN saja) merupakan jaringan yang saling berhubungan antar node atau simpul dimana tiap-tiap hubungan mempunyai bo-bot koneksi (weight) yang dilatih untuk mencapai respon yang diinginkan. Masing-masing bobot dipropagasi ke seluruh sim-pul dengan suatu pelatihan untuk memper-oleh output yang diinginkan. Beberapa tu-lisan seperti [4] dan [2] menyebutkan bah-wa algoritma pembelajaran NN dapat me-nyelesaikan permasalahan model deret ber-kala nonlinear.
Beberapa buku teks menggambar-kan arsitektur dan algoritma NN ([5],[3]). Beberapa publikasi ilmiah juga menunjuk-kan kemampuan NN untuk menyelesaikan berbagai permasalahan seperti klasifikasi observasi [6] dan regresi logistik [1]. Da-lam pembentukan model NN untuk time series, [9] telah melakukan perbandingan performa model ARIMA, UCM dan NN berdasarkan MAE dan RMSE. Sedangkan [2] dan [4] membandingkan model ARIMA dan NN dengan input lag terpilih dari model ARIMA. [8] menggunakan hukum Baum-Haussler untuk menentukan jumlah unit hidden. Sedangkan [7] mem-perkenalkan metode pruning dengan ana-lisis kontribusi incremental sel, analisis grafik dan komponen utama. 
Tulisan ini akan membahas cara menentukan jumlah unit hidden optimal pada model NN data time series dengan menggunakan prosedur general-to-specific melalui analisis kontribusi incremental sel dan analisis grafik dengan mengeluarkan salah satu sel dari jaringan secara bergan-tian. Sel dengan kontribusi kecil akan dike-luarkan dari model sehingga diperoleh jumlah sel (unit) hidden optimal.

2. MODEL NEURAL NETWORK 
NN terdiri dari elemen-elemen pemrosesan sederhana yang disebut neu-ron. Setiap neuron dihubungkan ke neuron lain dengan link komunikasi yang disebut arsitektur jaringan. Bobot koneksi mewaki-li besarnya informasi yang digunakan. Operasi dasar sebuah neuron buatan meli-puti jumlahan dari hasil perkalian sinyal input dengan bobot antar neuron, kemudi-an menggunakan fungsi aktivasi untuk menghasilkan output. Fungsi aktivasi yang sering digunakan adalah Logistic Sigmoid f(x)=(1+exp(-x))-1 Pada setiap pelatihan, jaringan menghitung respon dari unit out-put dan kesalahan dengan membandingkan output terhitung dengan nilai target. 
	Pelatihan jaringan dengan back-propagation meliputi tiga tahap yaitu um-pan maju (feedforward) dari pola input, penghitungan dan propagasi balik dari error dan penyesuaian bobot. Pada tahap umpan maju setiap unit input menerima sinyal input (xi) dan menyebarkannya ke unit tersembunyi z1, …, zp. Setiap unit ter-sembunyi menghitung aktivasinya dan jumlah terboboti dari input-inputnya dalam bentuk
,	(2.1)
dengan xi adalah aktivasi dari unit input ke-i yang mengirimkan sinyal ke unit hidden ke j, wj adalah bobot dari sinyal yang terkirim dan j = 1,2, …, q adalah jumlah unit hidden. Hasil penjumlahan di-transformasi dengan fungsi aktivasi non-linear f() 
.	(2.2)
Setelah semua unit tersembunyi meng-hitung aktivasinya kemudian mengirimkan sinyal (zj) ke unit output. Kemudian unit output menghitung aktivasinya dalam ben-tuk 
.        	(2.3)
Fungsi pada (3.3) merupakan nilai output dari jaringan yaitu
,	(2.4) 
dengan wbo adalah bobot dari bias ke unit output. 
Arsitektur NN dengan unit input lag 1 sampai 3 dan unit konstan, satu hidden layer dengan 3 neuron dan 1 unit output diilustrasikan pada Gambar 1. Model NN dengan satu hidden dan input  ditulis dalam bentuk 
	(2.5)
dengan {wcn} adalah bobot antara unit konstan dan neuron dan wco adalah bobot antara unit konstan dan output. {win} dengan {wcn} adalah bobot antara unit konstan dan neuron dan wco adalah bobot antara unit konstan dan output. {win} dan {wno} masing-masing menyatakan bobot koneksi input dengan neuron dan antara neuron dengan output. Kedua fungsi  dan  masing-masing fungsi aktivasi yang digunakan pada neuron dan output. Notasi untuk model NN adalah NN(j1,…,jk, n) yang menyatakan NN dengan input lag  j1,…,jk  dan n neuron. Bobot diestimasi dengan meminimumkan SSE, yaitu S=.
 
3. JUMLAH UNIT HIDDEN













Gambar 1. Arsitektur NN untuk peramalan deret berkala dengan satu hidden layer





dengan  adalah vektor nilai-nilai output jaringan. 
Kita akan membandingkan data observasi dan output jaringan dimana satu sel dikeluarkan dan dengan semua sel dimasukkan dalam jaringan. Misalkan jika kontribusi dari sel hidden h sama dengan nol (ch=0) maka jaringan akan meng-hasilkan output  dengan kesalahan
.	(3.2)
Koefisien korelasi kuadrat dari jari-ngan yang unit hiddennya telah dikurangi satu sel tersebut yaitu  antara   dan  dirumuskan dengan
	.	(3.3)
Kontribusi incremental dari sel h dinyata-kan sebagai selisih dari  dan  yaitu
	.	(3.4)
Jika  dari sel ke h bernilai rendah di-bandingkan  dari semua sel yang lain maka sel ini menjadi kandidat untuk dike-luarkan dari jaringan. Dengan demikian jika dari sejumlah H sel tersebut terdapat H’ sel yang mempunyai  yang bernilai rendah dibandingkan dengan sel-sel yang lain, maka jumlah sel yang tetap diperta-hankan dalam jaringan sebanyak H-H’ sel. Ini merupakan jumlah unit hidden optimal dalam jaringan tersebut karena sel dengan  rendah pada dasarnya tidak mempu-nyai kontribusi yang nyata dalam arti pe-nambahan jaringan dengan sel tersebut ti-dak terlalu mempengaruhi performa jari-ngan.
Reduksi sel juga dapat dilakukan dengan analisis grafik. Grafik dari  dibandingkan dengan grafik dari  dan perbandingan ini akan dapat memberi petunjuk kontribusi sel hidden h dalam menjelaskan variansi . Jika gra-fik  telah menunjukkan prediksi yang baik untuk  maka sel h akan dikeluarkan dari model sebab jaringan tan-pa sel h tersebut telah menghasilkan pre-diksi yang baik atau dengan kata lain pe-nambahan sel h tidak mempunyai kontri-busi yang nyata terhadap performa jari-ngan. 

4. TERAPAN PADA DATA IHSG BES
Penelitian ini menggunakan data Indeks Harga Saham Gabungan (IHSG) pada Bursa Efek Surabaya (BES) mulai Juli 1995 – Maret 2005 sebanyak 105. Data diambil pada hari penutupan bursa setiap akhir bulan dengan perhitungan nilai IHSG pada hari ke-t 
.    (3.5)
Data terlebih dahulu dibagi dengan 400 untuk menyesuaikan dengan fungsi aktivasi yang digunakan. Plot fungsi ACF dan PACF dari data hasil transformasi di-sajikan pada Gambar 2. Nampak bahwa plot ACF menurun menuju nol dan PACF signifikan pada lag pertama sehingga input yang digunakan adalah lag 1. Dalam hal ini asumsi stasioner tidak diperlukan.
Untuk menentukan model NN digunakan software Splus 2000 dibatasi untuk hidden layer tunggal dan fungsi akti-vasi logistik sigmoid. Jumlah unit hidden ditentukan melalui prosedur “general to specific” menggunakan analisis kontribusi incremental sel dan analisis grafik dimulai dengan 6 unit dan diperoleh nilai prediksi model NN(1;6). Koefisien korelasi kuadrat yang diperoleh adalah =0,9885. Koefi-sien korelasi kuadrat dari jaringan yang unit hiddennya telah dikurangi satu sel (sel ke h)  yaitu  dan kontribusi dari ma-sing-masing sel hidden h (h=1,2, …, 6) yaitu disajikan pada Tabel 1.Plot data asli dan prediksi model NN masing-masing tanpa hidden layer ke 1, 2, 3, 4, 5 dan 6 ditunjukkan pada Gambar 3.
Dari Tabel 1 nampak bahwa nilai  dari sel 2 dan 4 secara signifikan lebih





Gambar 2. Plot ACF dan PACF data hasil transformasi IHSG BES































Gambar 3. Plot data asli dan prediksi model NN masing-masing tanpa 










Berdasarkan hasil analisis dan pem-bahasan dapat disimpulkan sebagai berikut 
1.	Pada pembentukan model NN, jumlah unit hidden optimal dapat ditentukan berdasarkan kontribusi incremental sel dan analisis grafik.
2.	Variabel input model NN untuk data IHSG pada Bursa Efek Surabaya ber-dasarkan plot ACF dan PACF adalah lag 1. 
3.	Jumlah unit hidden layer optimal ber-dasarkan kontribusi incremental tiap-tiap sel hidden adalah empat, yang dili-hat dari nilai dan analisis grafik se-hingga model yang dihasilkan adalah NN(1; 4).
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