Classification automatique de donn\'ees temporelles en classes
  ordonn\'ees by Chamroukhi, Faicel et al.
ar
X
iv
:1
31
2.
70
11
v1
  [
sta
t.M
L]
  2
5 D
ec
 20
13
Classification automatique de donne´es
temporelles en classes ordonne´es
Faicel Chamroukhi1, Allou Same´1, Ge´rard Govaert2, Patrice Aknin1
1UPE, IFSTTAR, GRETTIA
2 rue de la Butte Verte, 93166 Noisy-le-Grand Cedex
2Universite´ de Technologie de Compie`gne
Laboratoire HEUDIASYC, UMR CNRS 6599
BP 20529, 60205 Compie`gne Cedex
Re´sume´ : Cet article propose une me´thode de classification automatique de donne´es tem-
porelles en classes ordonne´es. Elle se base sur les mode`les de me´lange et sur un processus
latent discret, qui permet d’activer successivement les classes. La classification peut s’effec-
tuer en maximisant la vraisemblance via l’algorithme EM ou en optimisant simultane´ment
les parame`tres et la partition par l’algorithme CEM. Ces deux algorithmes peuvent eˆtre
vus comme des alternatives a` l’algorithme de Fisher, qui permettent d’ame´liorer son temps
de calcul.
Mots cle´s : classification, re´gression, processus latent, algorithme EM, algorithme CEM.
Abstract : This paper proposes a new approach for classifying temporal data into ordered
clusters. It is based on a specific model governed by a discrete latent process which
successively activates clusters. The classification can be performed by maximizing the
likelihood via the EM algorithm or by maximizing the complete-data likelihood via the
CEM algorithm. These two algorithms can be seen as alternatives to Fisher algorithm
that reduce its running time.
Keywords : classification, regression, latent process, EM algorithm, CEM algorithm.
1 Introduction
L’analyse de se´quences ou de se´ries temporelles est un sujet d’importance en traitement
du signal et dans de nombreux domaines applicatifs. Tre`s souvent, le proble`me e´tudie´
se rame`ne a` celui de la classification automatique sous une contrainte d’ordre sur les
classes (classes ordonne´es dans le temps). Dans ce contexte, l’objectif est de trouver, a`
partir d’un e´chantillon de donne´es temporelles, une partition en K classes ordonne´es en
optimisant un crite`re nume´rique. L’algorithme de Fisher [3] fournit une solution optimale
via un algorithme de programmation dynamique qui peut s’ave´rer couˆteux en temps de
calcul, surtout pour des e´chantillons de grande taille. Nous proposons dans cet article une
approche diffe´rente pour re´soudre ce proble`me. Celle-ci s’appuie sur un processus latent
permettant d’activer successivement les classes, et sur les me´langes de lois. Deux me´thodes
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peuvent eˆtre utilise´es pour estimer la partition. La premie`re se base sur l’algorithme EM
[2] pour l’optimisation de la vraisemblance et la deuxie`me repose sur l’algorithme CEM [1]
permettant d’optimiser la vraisemblance classifiante. Nous montrons que notre approche
constitue une alternative pertinente au partitionnement de Fisher, qui requiert des temps
de calculs moins e´leve´s.
Dans la section 2 nous de´crivons la me´thode de partitionnement par l’algorithme
de Fisher. Ensuite, nous introduisons dans la section 3 l’approche propose´e et les deux
algorithmes de classification associe´s. La section 4 montre les performances de la me´thode
propose´e sur des donne´es simule´es.
2 Segmentation optimale par l’algorithme de Fisher
On suppose disposer d’un e´chantillon de donne´es temporelles ((y1, t1), . . . , (yn, tn)), ou`
yi de´signe une variable ale´atoire scalaire de´pendante observe´e a` l’instant ti. Une partition
en K segments ordonne´s suivant le temps sera note´e Pn,K = ({yi|i ∈ I1}, . . . , {yi|i ∈ IK}),
ou` Ik = (ξk, ξk+1] repre´sente les indices des observations de la classe k (k = 1, . . . , K) avec
ξ1 = 0 et ξK+1 = n.
2.1 Cas ge´ne´ral
L’algorithme de Fisher [3] est un algorithme de programmation dynamique permettant
de calculer la partition optimale Pn,K en minimisant un crite`re additif suivant les classes,
qui peut donc s’e´crire C(Pn,K) =
∑K
k=1D(Ik), ou`D(Ik) est le couˆt (appele´ aussi diame`tre)
de la classe de´finie sur l’intervalle de temps Ik. L’additivite´ de ce crite`re permet de l’opti-
miser d’une manie`re exacte en s’appuyant sur la programmation dynamique. Notons que
dans la version standard de l’algorithme de Fisher, le diame`tre D(Ik) utilise´ est l’inertie de
la classe associe´e a` Ik, qui s’e´crit D(Ik) =
∑
i∈Ik
(yi − ak)2 avec ak =
∑
i∈Ik
yi/#Ik. Dans
ce cas particulier, chaque classe est repre´sente´e par sa moyenne qui est un scalaire dans le
cas d’observations appartenant a` R. Les variances sont suppose´es e´gales pour toutes les
classes.
2.2 Extension au cas de classes polynomiales
Dans les applications en traitement du signal notamment, il est souvent utile de
repre´senter une classe, non pas par un scalaire (fonction constante du temps), mais par
un polynoˆme. L’algorithme de Fisher peut eˆtre aussi utilise´ dans ce cas en conside´rant
le diame`tre D(Ik) =
∑
i∈Ik
(yi − β
T
k ti)
2 ou` le vecteur βk = (βk0, . . . , βkp)
T de Rp+1
de´signe l’ensemble des coefficients d’un polynoˆme de degre´ p associe´ a` la kie`me classe
et ti = (1, ti, t
2
i , . . . , t
p
i )
T son vecteur de monoˆmes associe´s. Plus ge´ne´ralement, l’algo-
rithme de Fisher consiste a` maximiser dans ce cas la somme des log-vraisemblances des
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K sous-mode`les de re´gression relatifs aux K classes, qui est un crite`re additif sur les
K classes. La proce´dure de programmation dynamique dans ce cas est re´alise´e avec une
complexite´ temporelle en O(Kp2n2). Cette complexite´, bien qu’elle soit efficace pour des
e´chantillons de petites tailles, peut s’ave´rer tre`s couˆteuse pour les e´chantillons de grande
tailles. Dans la section suivante, nous proposons un alternative plus rapide qui s’inspire
des mode`les de me´lange de lois.
3 Approche ge´ne´rative de segmentation en classes
ordonne´es et algorithme EM
3.1 Mode`le
L’approche de classification propose´e repose sur un processus latent qui permet de
spe´cifier, pour chaque point yi, une classe zi ∈ {1, . . . , K}. Chaque classe k est repre´sente´e
de manie`re plus ge´ne´rale par un polynoˆme. Le mode`le se de´finit comme suit :
yi =
K∑
k=1
zikβ
T
k ti + σkǫi, (i = 1, . . . , n) (1)
ou` zik est la variable qui vaut 1 si zi = k et 0 sinon, les ǫi sont des bruits gaussiens i.i.d
centre´s re´duits et σk un re´el positif. La variable zi controˆle le passage d’une classe a` l’autre
au cours du temps. On suppose que la se´quence de ces variables latentes z = (z1, . . . , zm)
est un processus logistique latent selon lequel les variables zi, conditionnellement aux
instants ti, sont suppose´es eˆtre ge´ne´re´es inde´pendamment suivant la loi multinomiale
M(1, π1(ti;w), . . . , πK(ti;w)), ou` la probabilite´ πk(ti;w) de la classe k est de´finie par la
fonction logistique
πk(ti;w) = p(zi = k|ti;w) =
exp(λk(ti + γk))∑K
ℓ=1 exp(λℓ(ti + γℓ))
parame´tre´e par w = (λ1, γ1, . . . , λK , γK) de R
2K . L’utilisation des fonctions logistiques
comme probabilite´s des classes nous permet notamment d’estimer une partition ordonne´e.
En effet, d’apre`s leur de´finition, on peut facilement ve´rifier que log πk(ti;w)
πℓ(ti;w)
est line´aire en t ;
par conse´quent, la partition obtenue en maximisant les probabilite´s πk(ti;w) est convexe
et les segments obtenus sont ordonne´s suivant le temps. En outre, comme l’illustre la
Figure 3.1, l’approche de partitionnement par l’algorithme de Fisher est un cas limite de
l’approche propose´e. Pour chaque probabilite´s πk(ti;w), il suffit de tendre λk vers −∞.
On peut montrer que conditionnellement a` ti, la variable ale´atoire yi est distribue´e
suivant le me´lange de densite´s normales p(yi|ti;Ψ) =
∑K
k=1 πk(ti;w)N
(
yi;β
T
k ti, σ
2
k
)
ou`
N (·;µ, σ2) de´signe la fonction de densite´ d’une loi normale d’espe´rance µ et de variance
σ2 et Ψ = (θ,w) repre´sente l’ensemble des parame`tres du mode`le. Les deux paragraphes
suivants pre´sentent deux me´thodes d’estimation des parame`tres et de la partition.
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Figure 1 – E´volution de π1(ti;w) au
cours du temps pour diffe´rentes valeurs
de λ1 avec γ1 = −2 et K = 2.
3.2 1e`re approche : estimation des parame`tres par EM et calcul
de la partition ordonne´e
Comme la densite´ de la loi conditionnelle de yi s’e´crit sous la forme d’un me´lange,
nous exploitons le cadre de l’algorithme EM [2] pour estimer ses parame`tres. La log-
vraisemblance a` maximiser s’e´crit log p(y|t;Ψ) =
∑n
i=1 log
∑K
k=1 πk(ti;w)N
(
yi;β
T
k ti, σ
2
k
)
.
Cette maximisation ne pouvant pas eˆtre effectue´e analytiquement, nous nous appuyons
sur l’algorithme EM [2] pour l’effectuer. L’algorithme EM, dans cette situation, ite`re a`
partir d’un parame`tre initial Ψ(0) les deux e´tapes suivantes jusqu’a` la convergence :
E´tape E : Cette e´tape consiste a` calculer l’espe´rance de la log-vraisemblance comple´te´e
log p(y, z|t;Ψ) =
∑n
i=1
∑K
k=1 zik log[pik(ti;w)N (yi;β
T
k ti, σ
2
k)], conditionnellement aux obser-
vations et au parame`tre courant Ψ(q). Dans notre situation, cette espe´rance condition-
nelle s’e´crit : Q(Ψ,Ψ(q)) =
∑n
i=1
∑K
k=1 τ
(q)
ik log[pik(ti;w)N (yi;β
T
k ti, σ
2
k)] ou` τ
(q)
ik = p(zik =
1|yi, ti;Ψ
(q)) =
πk(ti;w
(q))N (yi;β
T (q)
k
ti,σ
2(q)
k
)
∑K
ℓ=1 πℓ(ti;w
(q))N (yi;β
T (q)
ℓ
ti,σ
2(q)
ℓ
)
est la probabilite´ a posteriori de la classe k.
E´tape M : Cette e´tape de mise a` jour consiste a` calculer le parame`tre Ψ(q+1) qui maxi-
mise Q(Ψ,Ψ(q)) par rapport a` Ψ. La quantite´ Q(Ψ,Ψ(q)) s’e´crit sous la forme d’une
somme de deux quantite´s : Q1(w) =
∑n
i=1
∑K
k=1 τ
(q)
ik log πk(ti;w) et Q2({βk, σ
2
k}) =∑n
i=1
∑K
k=1 τ
(q)
ik logN (yi;β
T
k ti, σ
2
k) pouvant eˆtre maximise´es se´pare´ment. La maximisation
de Q2({βk, σ
2
k}) se rame`ne a` re´soudre analytiquement K proble`mes de moindres-carre´s
ordinaires ponde´re´s par les probabilite´s a` posteriori τ
(q)
ik . La maximisation de Q1 par rap-
port a` w est un proble`me convexe de re´gression logistique multinomial ponde´re´ par les
τ
(q)
ik qui est re´solu par l’algorithme IRLS [4]. A la convergence de l’algorithme EM, une
partition en classes ordonne´es est ensuite calcule´e a` partir des probabilite´s logistiques.
L’algorithme EM propose´ ope`re avec une complexite´ temporelle de O(NMK3p2n), ou`
N est le nombre d’ite´rations de l’algorithme EM et M est le nombre moyen d’ite´rations
requis par l’algorithme IRLS. Ainsi, le ratio entre la complexite´ de l’algorithme propose´
et celle de l’algorithme de Fisher est de NMK
2
n
. En pratique K e´tant souvent petit par
rapport a` n, l’algorithme EM permet d’ame´liorer le temps de calcul. En outre, on peut
adopter une version classifiante encore plus rapide en se basant sur l’algorithme CEM
de´crit ci-apre`s.
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3.3 2e`me approche : estimation directe de la partition et des
parame`tres (algorithme CEM)
Nous proposons e´galement une version classifiante qui s’appuie sur l’algorithme CEM
[1], dans laquelle on estime simultane´ment, a` chaque ite´ration, les parame`tresΨ du mode`le
et la partition de´finie par les classes z en maximisant cette fois ci la log-vraisemblance
comple´te´e (classifiante) log p(y, z|t;Ψ) simultane´ment par rapport a` Ψ et z. Nous la
noterons par la suite C(Ψ, z). Dans notre cas, cela consiste a` inte´grer une e´tape de classi-
fication (e´tape C) entre les e´tapes E et M, dans laquelle on estime a` chaque ite´ration une
partition ordonne´e en maximisant les probabilite´s logistiques. Ainsi, e´tant donne´ un vec-
teur parame`tre initial Ψ(0), une ite´ration de l’algorithme CEM propose´ peut eˆtre re´sume´e
comme suit :
Etape E : Calculer les probabilite´s a posteriori τ
(q)
ik
Etape C : Estimer les classes z(q) en affectant chaque observation yi au segment maxi-
misant les probabilite´s logistiques : z
(q)
i = argmaxk τ
(q)
ik
Etape M : Mettre a` jour les parame`tres : Ψ(q+1) = argmaxΨC(Ψ, z
(q)).
A la convergence, on obtient une partition en classes ordonne´es et un vecteur pa-
rame`tre. Notons que les expressions de mise a` jour des parame`tres a` l’e´tape M sont
similaires a` celles de l’algorithme EM et consistent simplement a` remplacer les τik par les
zik. En pratique, l’algorithme CEM converge plus rapidement que l’algorithme EM mais
les estimations fournies peuvent eˆtre biaise´es si les classes sont mal se´pare´es puisque la
mise a` jour des parame`tres s’effectue a` partir d’un e´chantillon tronque´ [1].
4 Expe´rimentations sur des donne´es simule´es
Dans cette partie nous e´valuons l’approche propose´e en utilisant des donne´es tempo-
relles simule´es. Pour ce faire, nous comparons les algorithmes EM, CEM et l’algorithme
de Fisher. La qualite´ des estimations est quantifie´e a` travers l’erreur de segmentation
et le temps de calcul. Chaque jeu de donne´es est ge´ne´re´ en ajoutant un bruit gaussien
centre´ a` trois segments ordonne´es au cours du temps et re´gulie`rement e´chantillonne´s sur
l’intervalle temporel [0; 5]. Les instants de transitions sont t1 = 1 et t2 = 3. La Figure 4
montre un exemple de donne´es simule´es pour chacune des deux situations conside´re´es.
Figure 2 – Exemple de donne´es si-
mule´es pour la situation 1 (gauche) et
la situation 2 (droite) avec n = 300,
σ1 = 1, σ2 = 1.5 et σ3 = 2
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Les algorithmes ont e´te´ applique´s avec (K = 3, p = 0) pour la situation 1 et (K =
3, p = 1) pour la situation 2. Les erreurs de segmentation obtenues avec les trois algo-
rithmes pour les deux situations sont quasi-identiques et sont donne´es dans le tableau 1.
Algorithme de Fisher Algorithme EM Algorithme CEM
Situation 1 0 0 0
Situation 2 3.02 2.85 3.00
Table 1 – Taux d’erreur de classification moyen en % pour n = 500.
Le tableau 2 montre que l’algorithme EM et l’algorithme CEM pour l’approche pro-
pose´e, ont des temps de calculs tre`s re´duits et qui augmentent tre`s le´ge`rement avec la
taille d’e´chantillon. Cependant, le temps de calcul de l’algorithme de Fisher augmente
conside´rablement avec la taille d’e´chantillon.
Situation 1 situation 2
n Algo. de Fisher Algo. EM Algo. CEM Algo. de Fisher Algo. EM Algo. CEM
100 0.1894 0.0800 0.0730 0.1908 0.1720 0.0520
300 1.8153 0.2100 0.1700 2.6498 0.2920 0.1720
500 5.3657 0.2350 0.2130 7.6266 0.4360 0.2540
700 11.2800 0.2730 0.2640 16.7204 0.5260 0.3980
1000 24.7356 0.2950 0.2840 44.7683 0.6080 0.4140
1500 61.0176 0.4100 0.3770 107.0891 1.1320 0.5780
2000 118.5632 0.5500 0.4630 226.4174 1.1340 0.7900
3000 310.4002 0.8600 0.6740 633.5318 1.1920 1.0100
Table 2 – Temps de calculs moyens en secondes, en fonction de la taille d’e´chantillon n.
5 Conclusion
Dans cet article nous avons propose´ une approche de classification automatique de
donne´es temporelles en classes ordonne´es. Cette approche peut eˆtre vue comme une ver-
sion ge´ne´rative du mode`le de re´gression par morceaux qui s’appuie sur l’algorithme de Fi-
sher. L’algorithme EM et l’algorithme CEM propose´s pour la classification se distinguent
surtout par leur rapidite´ compare´e a` l’algorithme de Fisher.
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