INTRODUCTION E CONSIDER in this note expansions of the type f ( t ) N C c n m g n m ( t ) ,
t E R, 
W
where f E L2(R), nm (t) = e-2.rrimwt g ( t + n), t E R , n , m E z, (1.2) g E L2(lR) is a fixed function of time, usually well concentrated in time and frequency, and w is a fixed real number # 0. For w < 1, many choices for g lead to convergent expansions for all f E L2(R), [8] . In this paper, we restrict ourselves to the case w = 1, corresponding to lattices with the largest possible mesh size.
In (1.1), the coefficients c,, depend on both f and g.
Problems related to the present one were considered (for the case of Gaussian g ) by Von Neumann in a quantum mechanical context [ 161, by Gabor in the context of efficient data transmission [9] , by Perelomov [17] , Bargmann, Butera, Girardello, and Klauder [3] , and by Bacry, Grossmann, and Zak [l] , who all gave completeness properties of the set of grim's. The problem of determining the coefficients c,, in the expansion (1.1) became tractable notably through the work of Zak on solid-state physics related problems [l] , [20] 
This mapping has several names, such as Gel'fand mapping [lo] , [19] , Weil-BrCzin mapping [MI, Zak transform (131,
[14], while it seems that Gauss was already aware of some of its properties [18] . We shall call Z the Zak transform, since Zak seems to be the first one to exploit the transform systematically in the context of completeness and expansion problems. For a survey of the numerous properties of the Zak transform we refer to [14] . The relevant property of Z for the expansion problem is that k=--OL (Zgnm)(7, 0) = e-2.rrzn+.rrzmR ( Z g ) ( 7 , 0 ) .
Hence, we have, at least formally,
In (1.6), the integratioi , Over any unit square ( z f / z g is periodic with period 1 ( 5 J )th its variables). To introduce the notion of dual function '4 w t e the property that Z is a Hilbert space isomorphism betwe :A L2(R) and the set of all functions F ( r , 0 ) such that
01
,
(1.7)
In the latter set of functions the inner product of an F and G satisfying the (quasi-) per
licity relations in (1.7) is given by where the integral is over any unit square and the asterisk denotes complex conjugation. In particular, for any f1, f 2 E L2(R), we have
Now, the function l/(Zg)* satisfies the relations (1.7), and, if it is square integrable over a unit square, there is a unique E L2(R) such that
This j is called the dual function, and ijnm constitute the dual frame. We observe that g = g, and that (9, ijnm) = Snobmo = (6, grim),
with 6 the Kronecker function.
cnm can be expressed as It follows from ( l S ) , (1.6), and (1.10) that the coefficients
(1.12)
Furthermore, the conditions of being a frame and a tight frame can be expressed in terms of the Zak transform as esssuplZgl < 00, esssup lZgl > 0 Hence, in a sense, g and ij cannot both be smooth and rapidly decaying. That such results can be expected is seen as follows. Assume that g is such that Zg is continuous; this holds when g is continuous and decays sufficiently rapidly, e.g., like 1/(1 + Itl)" with a > 1. It is a curious property of the Zak transform that then Zg has at least one zero in the unit square [l], [13] . Hence, esssup)Zfil = 00. And when Zg is continuously differentiable, we even have that l / Z g is not square integrable over the unit square.
Note that nevertheless Theorems I and I1 are nontrivial since H1/2g E L2(R) does not imply that Zg is continuous, and H g E L2(R) does not imply that Zg is continuously differentiable.
Recently, some results like ours have been proved. Balian [2] and Low [15] both argued that at least one of tg(t) and g'(t) is not in L 2 ( R ) when gnm constitutes a tight frame.
Their argument was made rigorous and extended by Coifman and Semmes to include the case of nontight frames; this is presented by Daubechies in [8] . Finally, an independent, more elegant, proof of the Balian-Low result was given by Battle in [6] .
To see what the novelty of the present paper is, we give some further preliminary remarks. The conditions
E L 2 ( S ) , with 5' any unit square
, ZG E W2>l(S)), are equivalent.
That a) and b) are equivalent is a standard fact; that b) and c) are equivalent follows from (2.1) and (2.9). Similarly, the conditions e) H g E ~2 ( w 
zero in S ,
We were unable to find the result (b) in the literature, and it may be of some independent interest. Theorems I and I1 may be viewed as no-go theorems, excluding the possibility of numerically stable expansions of type (1.1) with respect to gnm in (1.2) with w = 1, which are well-localized in both time and frequency. This can be avoided by using expansions with tighter lattices, corresponding to the choice w < 1, [8] . It is well known that the dual function ij has many singular features [4] , [5] if g is Gaussian. Our Theorem I1 generalizes the result in [13] that ij is not square integrable.
PROOF OF THEOREM 1
As explained in Section I, we must take a g E L2(R) with Zg, Zg E W231(S) and show that this leads to a contradiction. . (by assumption, all four functions involved in (2.2) are in L2(lR)). This implies that (g,ij) = 0, which is absurd by (1.1 1).
To demonstrate (2.2), we need the auxiliary results
In [6] , the validity of the expansions (2.3), (2.4) was implicitly assumed (and not proved as is done here). The relation (2.3) follows from the fact, to be proved below, that ZQg/Zg, ZPlj/Zg E L 2 ( S ) . Indeed, it then follows from
The right-hand side of (2.5) equals the right-hand side of (2.3), since (Qg,jnm) and (Pg,gnm) are the Fourier coefficients of ZQg/Zg and ZPg/Zg by (1.6) and (1.12). Similarly, ZPglZg, ZQg/Zij E L 2 ( S ) implies that (2.4) holds.
We shall show now that ZQg/Zg, ZPij/Zg E L 2 ( S ) . We
an zg an
It follows from the Cauchy-Schwarz inequality that and, similarly, Since (2. 9) it follows that ZQg/Zg, Z P g / Z j E L 2 ( S ) , as claimed. To show (2.2), it suffices to prove that
Together with (l.ll), this implies the first part of (2.10). The second part of (2.10) follows from the first part by noting that, with F the Fourier transform, When a -+ -03, b + m, the left-hand side of (2.15) tends to 0 by (2.2), (2.13) and (2.14), and the integral on the right-hand side tends to (g,g). Hence, (2. 16) exists as well and equals 0 since t g ( t ) g * ( t ) E L1(lR).
Therefore, (g, g) = 0, and the proof of Theorem I is complete.
PROOF OF THEOREM 11
As already explained at the end of Section I, it is sufficient to show the following result. 
