to analyze data. Simple linear regression is used to explain the relationship between a dependent variable (y) and an independent variable (x). The model with an intercept is represented by y = β 0 + β 1 x + , where is a error term with mean 0 and the variance is assumed to be a constant σ 2 . Given observed data points (x 1 , y 1 ), . . . , (x n , y n ), the simple linear regression model for the ith dependent variable is y i = β 0 +β 1 x i + i where 1 , . . . , n are independent and identically distributed random variables with variance σ 2 . In some cases, it is preferable to use a model where the dependent variable is centered and the independent variable is rescaled;
i.e., we define x * i = 
The best fit lineŷ =β 0 +β 1 x is found by minimizing the residual sum of squared errors n i=1 r 2 i where r i = y i −ŷ i represents the i th residual. The residual sum of squares can be expressed as
The method of least squares
andβ 0 =ȳ −β 1x which minimizes the RSS. In the scaled model (1.1), the estimate isβ * 1 = s xβ1 . The sample correlation is defined by
(y i −ȳ) 2 which is important in prediction. An alternate formula for the slope estimate in simple linear regression isβ
s y s x which shows the relationship betweenβ 1 and the sample correlation.
When there are p distinct predictors then the multiple linear regression model is y = β 0 + β 1 x 1 + β 2 x 2 + · · · + β p x p + . Given observed data points (x 11 , . . . , x 1p , y 1 ), . . . , (x n1 , . . . , x np , y n ), the simple linear regression model for the ith dependent variable is y i = β 0 + β 1 x i1 + . . . + β p x ip + i where 1 , . . . , n are independent and identically distributed random variables with variance σ 2 . Similar to simple linear regression, least squares estimation choosesβ 0 ,β 1 , . . . ,β p which
In matrix form, the goal is to estimate
and the least squares estimate can be expressed asβ = (X X) −1 X y where X is n × (p + 1) matrix with columns
Often, each of the p predictor variables are scaled using the formulas
and the response variable is centered using the formula
is the sample mean for the jth variable, and
is the sample standard deviation for the jth variable. Letting
. . .
, and
the least squares estimate for the centered model is given bŷ
Especially when there are a large number of predictor variables available in the multiple linear regression model, it is desirable to consider strategies for selectively including variables in the model. Using too many predictor variables can lead to overfitting and standard error estimates for the coefficients can become inflated as discussed in Chapter 4 of Hocking (2013) . Of course, if the number of predictor variables is greater than the number of observations, it is not even possible to include all of the predictor variables since (X X) −1 does not exist if p ≥ n. Hastie, Tibshirani, and Friedman (2013) .
If the value of ε used in forward stagewise regression is small, the coefficient estimates are updated very slowly from step to step and the number of steps required to complete the algorithm can be very large. In this thesis, a closely related method called least angle regression (LAR) which is motivated by the same principles but more computationally efficient will be discussed in detail. The algorithm presented here is equivalent to that developed and described in Efron et al. (2004) and Hastie, Tibshirani, and Friedman (2013) . However, the notation used herein differs significantly from those classic references, and the paths for the coefficient profiles are parametrized differently.
In Chapter 2, the LAR algorithm is presented in detail, custom R code is provided implementing the presented version of the algorithm, and the method is illustrated using a small artificial data example as well as the well-known Longley data set. In Chapter 3, a penalized approach to variable reduction called the LASSO is discussed and a method for computing the LASSO estimates using a modification of the LAR algorithm is presented and illustrated using the Longley data set. Finally, in Chapter 4, a method called k-fold cross validation for choosing a model along the coefficient path for the LAR or LASSO algorithm is described and illustrated with the Longley data set.
LEAST ANGLE REGRESSION
Just as in forward stagewise regression, the idea behind least angle regression is to move the coefficient estimates in the direction in which the predictor variable (s) is most correlated with the remaining residual. Instead of moving in steps of size ε, the coefficient path for LAR changes continuously as it moves from a vector of zeros to the least squares solution.
Finding the variable that is most highly correlated (in absolute terms) with the current residual is equivalent to finding the vector(s) x * j which makes the smallest angle with the residual r. The angle θ between two vectors x * j and r can be determined by
Thus, the absolute correlation |Cor(x * j , r)| is maximized when | cos(θ)| is maximized and consequently when the the absolute value of the angle, |θ|, is minimized. It can be seen that the variable(s) which maximize (2.1) can be found by maximizing x * j , r since r does not depend on the index j.
A basic description of the LAR algorithm is as follows, similar to the algorithm provided in Algorithm 3.2 on page 74 of Hastie, Tibshirani, and Friedman (2013). . After min(n − 1, p) steps, the full least squares solution is attained and the LAR algorithm is complete.
LAR Algorithm
In this section, the mathematical details of the LAR algorithm are developed in detail. This presentation of the LAR algorithm uses matrices which explicitly describe the coefficient directions on the ith step in terms of X * and r ∠ i−1 instead of using the active set terminology described in the classic references Hastie, Tibshirani, and Friedman (2013) and Efron et al. (2004) .
On the initial step, let r
Then choose the first variable that enters the model using the formulâ
Here is the algorithm for the ith step where i = 1, . . . , min {p, n − 1}. Let e j be the jth standard unit vector in R p ; for example, e 1 = [1, 0, . . . , 0] . The direction on the ith step is d 
Since it follows that
where
Similarly, the angle betweenr ∠ i (α) and −x * j equals the angle betweenr
So, the smallest value of α such that a new variable should enter the model iŝ
, and we move to the next step whereĵ ∠ i+1 is the value of j such thatα
So, the vector of LAR coefficient profiles based on the centered responses and standardized inputs can described bŷ
and the vector of coefficient profiles based on the original scale iŝ
A mathematical summary of the algorithm is given in Table 2 .1.
Example
Here is a small artificial example to illustrate the LAR method. Suppose that we want to obtain the LAR coefficient profiles for 
Then we standardize the inputs and center the outputs to obtain
We initialize r Consequently, on the first step, we have E
is the value j such thatα
Continue untilα
for all i and for j = 1, . . . , p
spx p for all i Table 2 .1 -Summary of the algorithm to obtain the coefficient profiles based on the LAR method. Thus, we haveα 
Then, on the second step, we have E Thus, we haveα The LAR coefficient profiles for β 1 , β 2 , and β 3 are illustrated in Figure 2 .4.
Code
All of the computational work in the thesis was performed using the R statistical software environment (R Core Team, 2015) . The following custom function our.lar implements the LAR algorithm as described in Section 2.1.
# LAR code from scratch our.lar=function(X,y,epsilon=1e-8){ n=nrow(X) p=ncol(X) #compute the mean and standard deviation of each column of X Here is code that can be used to compute the LAR coefficient profiles for the artificial data example in Section 2.2.
X=rbind( c (1, 1, 4) , c (5, 3, 5) , c (6, 4, 7) , c (6, 4, 1) , c (6, 5, 4) , c (6, 7, 3) ) y=c (6, 8, 6, 7, 5, 4) print(our.lar(X,y)$beta,digits=4) print(our.lar(X,y)$alpha,digits=4)
Here is the output for print(our.lar(X,y)$beta,digits=4). The rows give the values ofβ
There is an excellent R package lars (Hastie and Efron, 2013) for implementing LAR, the LASSO, and forward stagewise regression. Using the package lars, the following command coef(lars(X,y,type="lar")) verifies that the custom function above obtains the same coefficient profile as the classic LAR algorithm.
The other output command print(our.lar(X,y)$alpha,digits=4) explicitly computes the values ofα
> print(our.lar(X,y)$alpha,digits=4) [1] 0.6790 0.5275 1.0000
Longley Example
As an example for Least Angle Regression consider the Longley data set which is studied extensively in Longley (1967) . This data contained seven economical variables observed annually from 1947 to 1960. There are 6 explanatory variables x 1 , . . . , x 6 ; they are the GNP implicit price deflator(GNP.deflator), Gross National Product(GNP), number of people unemployed(Unemployed), number of people in the armed force(Armed Force), non institutionalized population greater than 14 years of age(Population), and the time(Year), respectively. The dependent variable y is the number of people employed(Employed). The data set is also available in the R data frame longley. The scale for the variables in R's built-in data set is different from the scale in the original paper by Longley (1967) ; herein, the scale in the R data set is used. Naive computation of the LASSO is very computationally expensive but a simple modification of LAR algorithm gives a computationally efficient algorithm for computing the LASSO estimates. The main modification to the LAR algorithm is that if a non-zero coefficient hits zero, its variable must be dropped from the active set of variables and the current joint least squares direction should be recomputed.
Thus, in the LASSO algorithm, variables can leave the model and possibly re-enter later multiple times. Hence it may take more than p steps to reach the full model, if n − 1 > p, whereas in the LAR algorithm, variables added to the model are never removed, hence it will reach the full least squares solution using all variables in p steps or less.
LASSO Algorithm via LAR Modification
The LAR algorithm with a minor modification provides an efficient algorithm for computing the LASSO coefficient profiles. On the ith step, the modification requires that none of the coefficient profiles cross 0. This is equivalent to considering other candidates forα 
Then, α is selected using the modified formulâ
Finally, the other modification is made ifα Complete details for this LASSO algorithm are provided in Table 3-1. initial r
spx p for all i Table 3 .1 -Modified LAR algorithm to obtain the coefficient profiles based on the LASSO method.
Code
The following custom function our.lasso implements the LASSO algorithm discussed in the previous section.
# LASSO code from scratch our.lasso=function(X,y,epsilon=1e-8,max.steps=20){ n=nrow(X) p=ncol(X) #compute the mean and standard deviation of each column of X X.means=apply(X,2,mean) X.sds=apply(X,2,sd) The LASSO coefficient profiles and the α values can be extracted from the output of our.lasso the same way as the LAR coefficient profiles and the α values were extracted from the output of our.lar.
Longley Example
Now, the LASSO method is illustrated on the Longley data set that was described in Section 2.4. The coefficient tables obtained from the custom R function our.lasso are given in Table 3 -2 (for the standardized predictors and centered response) and Table 3 -3 for the variables all in the original scale. The LASSO coefficient profiles are the same as the LAR coefficient profiles through step 3. On step 4, the LAR path for crosses 0. This is allowed for the LAR algorithm, but it causes GNP to be dropped from the model when its path hits 0.
From that point on, the direction for the coefficients in the LASSO differs from the direction for LAR. Eventually, at beginning of step 8, GNP re-enters the model, but now with a negative coefficient. At the end of step 8, the path for GNP.deflator hits 0, so it is dropped from the model; eventually it returns on the last step with the opposite sign for the coefficient. 
whereX k is an n k × (p + 1) matrix andy k is a n k dimensional vector for k = 1, . . . , K. Usually, n 1 , . . . , n K are chosen to be approximately equal. Then, for each k, the method proceeds to use the LASSO to estimate a coefficient profile denoted 
The built-in function cv.lars in the lars package can be used to obtain the cross-validation function. The following R commands can be used to compute the function CV (s) with K = 5 and obtain the plot shown in Figure 4 .1.
set.seed(32245) cv.lasso.model=cv.lars(X,y,K=5,type="lasso",index=seq(0,1,by=.01))
In the above code, the random seed 32245 is useful to obtain reproducable results based on the random partitioning of the observation into K = 5 parts.
The argument index=seq(0,1,by=.01) sets up a grid of values on which CV (s) is computed.
CHAPTER 5 CONCLUSION
LASSO is a recently developed well-known variable selection method in statistics. It is a regression analysis method that performs at the same time both variable selection and regularization. The purpose of this thesis has been to study Least Angle Regression in full detail and subsequently study a computationally efficient method for obtaining the LASSO coefficient estimates. Rather than giving the brief compact version of the LAR algorithm, I described it with full mathematical details which is easy to follow and understand. Furthermore, the algorithm is illustrated with the help of an artificial small example and a famous Longley data set including all necessary steps fully described.
With a small modification of the LAR algorithm, the LASSO is obtained and illustrated with the same two examples. Using my own R codes, both methods are implemented, and a comparison of the LAR and LASSO coefficient profiles are made with graphs and coefficient tables using the custom R code and the lars package.
To use the LASSO to estimate the regression coefficients, a point on the coefficient paths must be selected. That is, we must select a value for the penalty, or equivalently, the shrinkage factor. K-fold cross validation is a method which can be used to accomplish this task, and an example of selcting the shrinkage factor s using 5-fold cross validation for the Longley data set was presented.
