We introduce new necessary conditions, k-quasi-hamiltonicity (0 k n ? 1), for a digraph of order n to be hamiltonian. Every (k + 1)-quasi-hamiltonian digraph is also k-quasi-hamiltonian; we construct digraphs which are k-quasi-hamiltonian, but not (k + 1)-quasi-hamiltonian. We design an algorithm that checks k-quasi-hamiltonicity of a given digraph with n vertices and m arcs in time O(nm k ). We prove that (n ? 1)-quasi-hamiltonicity coincides with hamiltonicity and 1-quasi-hamiltonicity is equivalent to pseudo-hamiltonicity introduced (for undirected graphs) by Babel and Woeginger (1997) .
Introduction
This paper's study was inspired by introduction and investigation of a new necessary condition for hamiltonicity of undirected graphs by Babel and Woeginger 1].
We introduce a series of new necessary conditions, k-quasi-hamiltonicity (1 k n ? 1) , for a digraph of order n to be hamiltonian. Every (k + 1)-quasi-hamiltonian digraph is also k-quasi-hamiltonian; we construct digraphs which are k-quasi-hamiltonian, but not (k + 1)-quasi-hamiltonian. We prove that (n ? 1)-quasi-hamiltonicity coincides with hamiltonicity and 1-quasi-hamiltonicity is equivalent to pseudo-hamiltonicity introduced (for undirected graphs) by Babel and Woeginger 1] . We also prove a sharp upper bound for the pseudohamiltonicity number of a digraph (the problem to compute the pseudo-hamiltonicity number even of an undirected graph is NP-hard 1], though it is polynomial time solvable for special classes of graphs such as trees and cocomparability graphs 1]).
We design an algorithm that checks k-quasi-hamiltonicity of a given digraph with n vertices and m arcs in time O(nm k ). Babel and Woeginger 1] showed that one can verify whether an undirected graph is pseudo-hamiltonian (i.e. 1-quasi-hamiltonian) in polynomial time. Our algorithm restricted to k = 1 is of much lower complexity than theirs.
Even 1-quasi-hamiltonicity is more powerful than the well-known and often-used conditions for a digraph to be strong and contain a cycle factor, a collection of vertex-disjoint cycles covering all vertices. As there is an O(nm k )-time algorithm to check k-quasi-hamiltonicity, this condition can be e ciently veri ed for small values of k. Thus, it can be incorporated in software systems which investigate properties of digraphs (or graphs); one such system is described in 5] . As the existence of a cycle factor and strong connectivity are necessary and su cient conditions for hamiltonicity in some families of digraphs (for example, in semicomplete bipartite digraphs 6]), k-quasi-hamiltonicity for a constant k may well be a su cient condition in some wider classes of digraphs.
Our decision to study directed rather than undirected graphs in the framework of this topic is based not only on intention to obtain more general results, but also on the fact that certain properties of digraphs are missing in their undirected counterparts. In particular, a digraph D has a cycle through an arc e if and only if the digraph obtained from D by contracting e contains a cycle through the vertex corresponding to e. This is not true for undirected graphs. One of the key tools in 1] is the notion and properties of a perfect 2-matching in an undirected graph 7], which is a spanning subgraph consisting of vertex-disjoint edges and cycles. A perfect 2-matching becomes simply a cycle factor in the corresponding digraph (replace every edge in an undirected graph by the pair of opposite arcs). Properties of cycle factors in digraphs are well-studied in literature (c.f. 8]). 
Terminology and notation
We assume that every digraph is 0-quasi-hamiltonian. The quasi-hamiltonicity number of a digraph D of order n, qhn(D), is the maximum integer k(< n) such that D is k-quasi- Proof: We rst formulate the desired algorithm B.
1. Construct a cycle factor F in D. If no cycle factor exists then the algorithm terminates informing us that D is not pseudo-hamiltonian.
2. Choose a cycle C in F and set B := ;. 5. Choose an arbitrary vertex x 2 V (C) ? B. Construct D x , the digraph obtained from D by deleting all arcs from x to V (C) (we preserve the arcs from V (C) to x, and between x and D ? V (C)). Consider the following two cases: 5a. If there is a cycle factor, F x , in D x , then set F := F F x and construct C 0 , the strong component in F which includes the vertices from C. Set C := C 0 and go to Step 3. 5b. If there is no cycle factor in D x , then set B := B fxg and go to Step 3. We now prove that algorithm B returns the correct answer. If B informs us that D is pseudo-hamiltonian, then it means that F is a strong regular digraph, which therefore contains a eulerian trail, T. Clearly, T is a pseudo-hamiltonian walk in D. In order to prove the time complexity, we observe that we can perform
Step 5b at most n times as we increase the size of B in each iteration. Furthermore we can perform Step 5a at most n times as we increase the size of V (C) in each iteration. Therefore we perform Steps 3, 4 and 5 at most 2n times. As Step 1 takes O(n Proof: We rst show that, for every pseudo-hamiltonian digraph D, we have ph(D) (n ? 1)=2. Let F be the cycle subgraph found in Step 1 of algorithm B. Every time we add a cycle factor to F in Step 5a of B we observe that the vertices of some strong component in F are added to C, which implies that we can perform Step 5a at most n=2 ? 1 times, as every strong component in F has at least two vertices. Therefore ph(D) n=2. Assume that ph(D) = n=2, which implies that every cycle factor of D consists of n=2 cycles of length two and jV (C)j increases by exactly two every time we perform Step 5a. Let F and F 0 be a pair of di erent cycle factors in D, and let x 2 V (D) be a vertex which does not lie on the same cycle in F and in F 0 . As jV (C)j increases by exactly two, every time we perform Step 5a, we obtain that the strong component, R, in F F 0 , which includes x has size 4. Let xyx be a cycle in F and xzx be a cycle in F 0 . Thus, if zwz is a cycle in F then ywy must be a cycle in F 0 . However this implies that (F ? xyx ? zwz) xyzwx is a cycle subgraph containing a cycle of length four, a contradiction. Therefore ph(D) (n ? 1)=2.
For every odd integer n = 2k +1 3 the digraph H n has vertex set V (H n ) = fxg Y Z, where Y = fy 1 ; y 2 ; : : : ; y k g and Z = fz 1 ; z 2 ; : : : ; z k g, and arc set A(H n ) = fxy i ; y i x; xz i ; z i x; y i z i ; z i y i : i = 1; :::; kg:
For every even integer n 4, the digraph H n is obtained from H n?1 by appending a new vertex x 0 together with the arcs y 1 x 0 ; x 0 y 1 ; x 0 z 1 ; z 1 x 0 .
To reach a vertex in Y from another one, every pseudo-hamiltonian walk in H n must visit x, thus, we obtain that ph(H n ) b(n ? 1) Clearly, for the underlying graph U(H n ) of H n we obtain that ph(U(H n )) = b(n ? 1)=2c as well. Thus, the bound in the previous theorem is sharp for undirected graphs, too.
k-Quasi-hamiltonicity
We start this section with some basic facts on k-quasi-hamiltonicity. 2. Clearly a hamiltonian digraph of order 2 is 1-quasi-hamiltonian. Now assume that all hamiltonian digraphs of order n?1 are (n?2)-quasi-hamiltonian, and let D be a hamiltonian digraph of order n. Whenever we contract an arc belonging to a hamiltonian cycle we obtain a hamiltonian digraph of order n ? 1, which therefore is (n ? 2)-quasi-hamiltonian. Hence, every arc on a Hamilton cycle lies in QH n?1 (D), which implies that QH n?1 (D) is strong, i.e. D is (n ? 1)-quasi-hamiltonian.
2
The following theorem implies that one can check k-quasi-hamiltonicity for a constant k in polynomial time. Proof: The "only if" part follows from the second part of Theorem 4.1. We prove the "if" part. Let D be a digraph, such that QH n?1 (D) is strong. Let e 1 be an arc in QH n?1 (D). As QH n?2 (D=e 1 ) is strong there exists an arc e 2 in QH n?2 (D=e 1 In this paper, we have initiated the study of k-quasi-hamiltonicity, a series of necessary conditions for hamiltonicity of a digraph. As, for every xed k, k-quasi-hamiltonicity can be checked in polynomial time, these conditions may well be of use for e cient, i.e. polynomial time veri able, characterizations of hamiltonicity in some special families of digraphs. There are two well-known families of digraphs, semicomplete bipartite digraphs 6] and extended locally semicomplete digraphs 2], where 1-quasi-hamiltonicity is a su cient condition for hamiltonicity (a digraph from any of these two families is hamiltonian if and only if it is strong and contains a cycle factor).
Possible candidates for e cient characterizations via k-quasi-hamiltonicity (with, perhaps, some additional conditions) may be semicomplete p-partite digraphs 2, 3, 6] (digraphs obtained from complete p-partite graphs by replacing every edge xy with arc xy or arc yx or both xy and yx) and quasi-transitive digraphs 2] (digraphs where the existence of arcs xy and yz (x 6 = z) implies the existence of an arc between x and z). It was recently proved that the Hamilton cycle problems in both families are polynomially time solvable (c.f. 2, 3]). However, no e cient theoretical characterizations of hamiltonicity in these families are known so far.
Another interesting problem is to design a faster algorithm for deciding whether a digraph is k-quasi-hamiltonian.
