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1. INTRODUCTION 
1.1 Overview 
The understanding of many-body systems has posed a problem of extraordinary 
importance for physicists. The established theories aré applicable to the two extreme 
ends of the wide range of systems occurring in nature. On the one hand, theories 
describe the phenomena of microscopic systems in terms of atoms and quanta. On 
the other hand, for macroscopic systems, thermodynamics provides a satisfactory 
description of those phenomena which result from the average properties of large 
ensembles of atoms [1, 2]. The theoretical treatment of the bridge between micro 
and macroworld is difficult and is in part missing. Nucleation, whether the phase 
transition occurs in vapor, solution, or melt, is such a process originating on the level 
of microscopic fluctuations and resulting in the evolution of a macroscopic phase. 
The established theory of nucleation assumes that during the vapor/liquid tran­
sition, clusters of molecules of the condensing phase are formed within the supersat­
urated parent phase. This theory is then applied to other phase transitions, such 
as nucleation from electrolyte solution (crystallization), by analogy. In an ionic so­
lution, the coulombic forces between the ions affect the thermodynamic, as well as 
other physical properties of the fluid such as the clustering mechanisms of the crys­
tallization process. 
The development of the modern theory of electrolytes began with the ionization 
theory postulated by Arrhenius [3] in 1887. This led to the classic work of Debye and 
Hiickel [4] in 1923. The authors assumed that the ions are randomly distributed in a 
continuous solvent-medium with uniform dielectric constant and are represented by 
point charges of positive and negative sign. The theory describes the variation with 
concentration of molecular freezing-point depression, ionic-activity coefficient, "molec­
ular conductance, etc., for solutions of strong electrolytes in the concentration range 
approaching infinite dilution. The Debye-Huckel theory was improved by Bjerrum 
[5] in 1926. He proposed that a significant population of associated ions is present 
in concentrated solutions. Similar arguments have been used to explain the discrep­
ancy between the theoretical prediction of conductance of dilute solutions and those 
measured in the laboratory experiments [6]. 
At higher concentration, the complexity of the problem is magnified many times 
by the effects of solvent-ion and ion-ion interactions. It took until the late sixties, 
with the pioneering observations of Mullin and Leci [7] of concentration gradients 
in supersaturated citric acid solutions, to initiate the interest of the crystallization 
community in experimental research attempting to prove the existence of clusters in 
supersaturated electrolyte solutions. In a description of crystallization from solution, 
we should expect structure of the supersaturated solution and its effects on crystal 
growth to be important. Studies focused on the determination of size and structure 
of clusters and their role in' crystal growth and nucleation. Larson and Garside [8] 
demonstrated that supersaturated solution placed in an isothermal column generated 
a concentration gradient over time. In similar column experiments using saturated 
or undersaturated solution, the authors could not detect concentration gradients. 
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Larson and Garside attributed these gradients to cluster formation in the metastable 
state. Fung and Tang [9], Hussmann et al. [10], McMahon et al. [11], Rusli et al. [12], 
Cerreta and Berglund [14], and Rosi and Fontana [20] employed Raman spectroscopy 
to examine the characteristics of electrolyte solutions in the metastable state. The 
results indicated that some type of aggregate species are formed in supersaturated so­
lutions. Meyerson et al. [15], and Chang and Meyerson [16] determined the difFusivity 
and viscosity in metastable solutions. The authors found that the diffusion coeffi­
cient declines rapidly with increasing supersaturation, whereas the viscosity rapidly 
increases in the supersaturated region. The authors argued that this prodigious be­
havior is a result of cluster formation. Although these studies are not quantitative, 
they suggest that substantial clustering occurs in metastable solutions [17], and this 
is potentially in conflict with the accepted theory of homogeneous nucleation. Lar­
son and Garside [8] calculated the free energy of formation using a radial dependent 
surface tension. They found two extrema in the radially dependent free energy of 
formation. Besides the common maximum at critical nucleus size, the authors ob­
served a minimum in the free energy of formation at small cluster sizes. They explain 
this minimum with the existence of a quasi-equilibrium concentration of clusters in 
supersaturated electrolyte solutions. 
While surprisingly little fundamental theory exists on the crystallization process, 
it is one of the oldest and most extensively used process operations. Since knowledge 
of the mechanisms governing these processes is very limited, industrial crystallization 
has been developed with very little application of fundamental crystallization theory. 
An important exception is the population balance [18] for the characterization of 
the crystal size distribution which provides a quantitative, though empirical, repre­
4 
sentation of crystallization processes. This approach has been successfully applied 
to batch or MSMPR (mixed-suspension, mixed-product-removal) crystallizers under 
the ideal conditions of steady state, well mixed, and constant crystal growth rate. 
More empirical information is needed when the model is extended to crystallization 
processes where crystals of different sizes or the same size grow at different rates. The 
latter is known as growth dispersion and can be attributed to nonuniform environ­
ments in the solution or to the inherent habits of the crystals themselves. Randolph 
and Larson [18] provided experimental data which shows that growth dispersion has 
a pronounced effect on the properties of //m size crystals and causes a significant 
deviation from the results predicted by the population balance approach. Growth 
dispersion is an important factor in the analysis of crystallizers, since specifications 
of size and size distribution of product are often imposed by further processing and 
marketing. In particular, in the pharmaceutical, fertilizer, and ceramics industries 
products with a narrow size distribution are desired. 
Studies have begun in an effort to explain growth dispersion on the basis of 
stress and strains in the crystals [19] or of structural ordering of the supersaturated 
solution prior to crystallization. However, despite the interest in, and significance 
of) the microscopic-structuring in supersaturated electrolyte solutions, it is difficult 
to perform the necessary experiments on a molecular level due to limitations in the 
resolution of optical and mechanical probes. We may further expect difficulties to be 
encountered in modeling these structures due to the necessary existence of interac­
tions which are highly directional and intense at short distances but which are also 
long-range in nature. This combination suggests a situation in which strong local 
ordering imparts long-range correlation between clusters. 
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As previously noted, the classical theory of phase transitions is derived for the 
case of homogeneous nucleation of droplets from the vapor and then applied to other 
tra,nsformations by analogy. Before studying the phase transition from solutions to 
crystals it is necessary to properly understand the vapor/liquid phase transitions. The 
vapor/liquid phase transition has been investigated thoroughly [21]-[28] using ther­
modynamic, as well as statistical, arguments. Although the thermodynamic route 
is convenient, it relies upon the assumption that macroscopic equilibrium thermody­
namics can be applied to microscopically small systems and non-equilibrium states. 
Even then, the practical application of an otherwise rigorous thermodynamic theory 
is not possible and additional approximation are needed, which, in the literature, are 
known as "classical" assumptions. In the classical theory, the interface is treated as 
a mathematical surface, across which the density changes discontinuously. The bulk 
phases separated by the hypothetical surface are treated as ideal, incompressible, 
and homogeneous phases which have macroscopic thermodynamic properties. The 
theory further assumes that the surface tension is radially independent and atoms 
in the depleted vapor are instantaneously replenished. With these assumptions, it is 
general practice to calculate the Gibbs free energy of formation of a single droplet, 
which, as demonstrated later on, is the bridge between thermodynamics and kinetics. 
From a physical point of view, the density discontinuity is unsatisfactory [29] 
and attempts were made to calculate interfacial properties of a planar interface from 
a knowledge of intermolecular potentials and the structural ordering (radial distribu­
tion function) in liquids. This avenue was provided by the integral equation theory. 
Here, the molecular structure of a microscopically small droplet was obtained by the 
solution of an integro-difFerential equation, the Yvon-Born-Green equation (YBG). 
This development requires detailed thermodynamic and structural information about 
the fluid. A well investigated and widely used model is the Lennard-Jones fluid. For 
this fluid an equation of state was developed [.30] and means for the determination 
•of radial distribution functions are available in the literature [.31, 32]. The surfeit 
of information on this model makes it convenient for our studies of the spherical 
interface. 
The classical,assumptions applied in the thermodynamic treatment can be re­
moved by the use of statistical mechanics and the complementary techniques of Monte 
Carlo and molecular dynamics simulations. Both the statistical mechanical approach 
and computer simulations have their advantages and disadvantages. Computer sim­
ulations, in general, require several hours of computational time, whereas solutions 
of integral equations can be obtained relatively quickly. Computer simulations are 
preferable to a theoretical approach in that they involve no approximation. Simula­
tions directly furnish exact, quasi-experimental, data on N-body systems. Theoretical 
and simulation approaches complement each other. Theoretical results can be tested 
unambiguously. This is not possible with data obtained in laboratory experiments 
on real fluids, where uncertainty exists in the description of the intermolecular po­
tential of the fluid molecules. The simulations further provide an avenue to obtain 
information on quantities which are not easily accessible through experiments. In 
this way an accurate theory can be established which can be used to study systems 
under varying conditions. Since we are interested in small systems, i.e., systems of 
microscopic size, there is very little experimental data. Here, computer simulations 
are the key link between system properties and the statistical mechanical treatment 
of small systems. 
Chapter 2 presents the usual thermodynamic approach to the vapor/liquid phase 
transition and discusses the limited agreement with experiments. In Chapter 3, the 
statistical mechanical route to different expressions for the surface tension and surface 
of tension of a spherical interface is outlined. Surface tensions calculated via the 
pressure tensor require a knowledge of droplet structure which is given in terms of pair 
distribution functions. Features of the distribution functions and the YBG equation 
are introduced, accompanied by a discussion of the ill-defined nature of the pressure 
tensor. Computer simulation techniques and previous computer simulation results 
are summarized in Chapter 4. Ostwald ripening and its application to solidification is 
reviewed in Chapter 5. The results of this project and its significance are presented 
in Chapter 6. The conclusions are given in Chapter 7, including a discussion of 
the impact of this study on the subsequent evolution of an understanding of the 
crystallization process. 
1.2 Scientific Objectives 
The course of this, research project can be classified into three successive sec­
tions, where the results of each part led to the investigation described in the next 
section. The aim of this study is to understand homogeneous vapor condensation 
and to reexamine the applicability of this theory to other phase transitions such as 
crystallization. 
In the first part statistical mechanics, combined with the application of thermo­
dynamics to small systems, is used to determine whether removing the additional 
assumptions implemented in the classical theory will alter our existing perspective 
on the mechanisms of the nucleation process. In this study, integral equation theory 
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is applied to develop a self-consistent molecular theory of the properties of a vapor 
condensate in a finite volume for a Lennard-Jones fluid. Retaining the assumption 
that macroscopic thermodynamics can be applied to microscopically small droplets, 
the bulk phases are treated as inhomogeneous, compressible fluids whose properties 
change continuously across a finite interfacial region. The radial dependence of inter-
facial properties, such as the surface tension, are calculated by means of statistical 
mechanics. With this information, a radially dependent Gibbs free energy of forma­
tion of a droplet is determined. The results indicate that the thermodynamic barrier 
to nucleation is absent, suggesting that the phase separation of metastable phases is 
governed by kinetic barriers. 
These observations initiate the second stage of this study. Using molecular dy­
namics computer simulations and computer visualization the dynamical behavior of 
neutral and ionic fluids during the vapor/liquid phase transition is investigated. This 
study furnishes key information on the importance of cluster-cluster interaction, the 
restricted role of monomer addition, and the effect of intermolecular forces on the 
formation of clusters in the vapor .phase. The simulation data combined with visual­
ization reveal that after a short induction period, in which ,ma;iy small clusters are 
formed, the rate determining step of the phase transformation is the coalescence of 
large clusters. In the final stage of this study, we use the previous findings to develop 
a simple kinetic model of vapor condensation. The model basically consists çf two 
contributions, which are cluster growth and coalescence. 
In summary, the specific objectives of this study are to: 
• To develop a molecular theory of a stable vapor condensate in a finite volume 
based on thermodynamics and statistical mechanics. 
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To apply this theory in a reexamination of the classical treatment of homoge­
neous vapor nucleation. 
To use simulation techniques and computer visualization to determine the rate 
determining mechanisms of the phase transition. 
To develop a simple model for the nucleation process based on the preceding 
analysis of the condensation process. 
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2. HOMOGENEOUS VAPOR NUCLEATION 
2.1 Introduction 
Problems involving nucleation occur in many branches of science and technology, 
including astrophysics, meteorology, chemistry, physics, and metallurgy. The theory 
was first formulated for the simplest nucleation process, the. condensation of pure 
vapor to form a liquid, and has been applied to more complex nucleation processes in 
liquid and solid phases by analogy. Commonly, the phase transformation is divided 
into four stages [33]. First, a supersaturated state is reached by changing the chemical 
or physical condition of the fluid. For example, increasing pressure or decreasing 
temperature might lead to a metastable state. Second, a first nucleus is formed. 
Depending on the surrounding matrix of the newly formed nucleus, it may form 
homogeneously in the parent phase or may form heterogeneously around existing 
foreign materials. Third, the nucleus grows to larger domains of the new phase 
followed by the fourth stage which is considered as a relaxation process. Here, the 
texture of the new phases is altered. In terms of the vapor/liquid phase transition, 
in the last stage the droplet is most-likely visible and large enough to fall out of the 
system. 
The basis of equilibrium thermodynamics was originally developed by Gibbs 
[.34]. His analysis provided the first mechanism for incorporating phase equilibrium 
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and stability into thermodynamics. Volmer and Weber [35] first recognized that the 
metastability of a supersaturated phase is a question of kinetics. The authors com­
bined thermodynamic aspects with elements of statistical mechanics to describe the 
• nature of the transition. They assumed that the frequency of the formation of critical 
nuclei by spontaneous natural fluctuation in the parent phase is proportional to the 
Boltzmann factor of the free energy of formation of the embryo. Their model was 
improved by Becker and Doring [36]. Zeldovich [37] included an additional factor to 
account for the difference between the concentration of critical clusters and steady-
state concentration. Frenkel [38] pointed out that this, approach to nucleation, which 
superimposes on the macroscopic thermodynamic equations the effects of microscop­
ically small systems, leads to ambiguities. The following sections of this chapter 
provide a literature review on the thermodynamic and kinetic treatment of the phase 
transition. The limited agreement between theory .and experiment is addressed at 
the end of this chapter. 
2.2 Thermodynamic Treatment of the Phase Transition 
The state of a macroscopic system in equilibrium can be described by a thermo­
dynamic theory which implies that a system in equilibrium with its surroundings may 
be defined by a small number of extensive parameters (Postulate I of thermodynamics 
[39]), e.g., the entropy S," the volume V and the total number of chemically different 
molecules, iV2 (,..., jVy, (. For all the equilibrium states of such a system there 
exists a fundamental function called the internal energy which 
is defined by the chosen extensive parameters (Postulate II of thermodynamics [39]). 
The values assumed by the set of extensive variables in the absence of any internal 
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constraints in the system minimize the internal energy over the manifold of the ex­
ternally constrained equilibrium states. According to the thermodynamic Postulate 
III [39], the internal energy is a single-valued, continuous, and difFerentiable function 
of Its value is additive over the constituent subsystems of the 
whole system. 
y, ..., ) = E ..., (2.1) 
a 
The additive property, when applied to distinct subsystems, requires that the internal 
energy of a simple system is a homogeneous first order function of its extensive 
parameters. That is, if all the extensive parameters of the system are multiplied by 
a constant é , the internal energy is multiplied by the same constant [40]. 
.9,;^ y, V ) = V' y, ..., (2.2) 
This equation reduces to Euler's form by differentiating equation (2,2) with respect 
to ii. Here, the internal energy is expressed in terms of S, V, and Nip (, but 
the set can be converted to any other combination of independent variables by the 
well known mathematical technique called the Legendre transformation. The internal 
energy becomes 
• • . 
U { S , V , N i p - . . . , N n ^ t )  =  -  p V  +  Y ,  (2:3) 
i=l 
where the sum, is taken over the chemically different molecules. The tem­
perature T, the pressure p, and the chemical potential of species i,. /z^-, are given 
by 
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(2.4) 
du (2.5) 
ac/ (2 .6)  
T, p, and /i are intensive parameters and are not additive over the subsystems. 
The thermodynamic potential U plays an important role in the thermodynamic 
treatment of phase transition. When no forces in addition to the required constraints 
are imposed on the system, its internal energy U(S,V,iV2^^,..., is a minimum. 
The required constraints are those at which partial derivatives of the fundamental 
potential function are taken. From the thermodynamic point of view, constraints are 
understood as environmental parameters at which the system has been fixed. For 
example, the temperature is the partial derivative of the internal energy with respect 
to the entropy at constant volume and mole numbers of the different specilies in the 
system {see equation (2.4)}. To maintain these variables constant, the system is 
conceptually thought to be in contact with a large external reservoir, which in this 
illustration would equalize fluctuations in the volume or deviations in the mole num­
bers. In the internal energy formulation of the fundamental equation the properties 
..., are the independent variables. This is not always the appropriate 
set of independent parameters. For example, temperature can be measured more con­
veniently than the entropy, and one would rather work in the set T,V,iV2 (,..., 
This change is obtained through the Legendre transformation. This technique is a 
mathematical tool which substitutes intensive parameters for extensive ones,, or vice 
versa [40]. Transformation can only be accomplished between conjugate pairs. S-T, 
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V-p, and yVj—form such pairs. Legendre transformation can be applied succes­
sively to convert the other independent variables in the parameter list. The limit 
of converting the variables is set by the nature of the potential functions. These 
fundamental equations are extensive which, in accord with Euler's theorem, requires 
that at least one variable in the parameter list is extensive [41 j. 
Commonly, there are three situations of interest. These are processes at (a) 
constant temperature, (b) constant temperature and pressure, and (c) constant pres­
sure. The thermodynamic potentials are the Helmholtz free energy F, the Gibbs free 
energy G, and the enthalpy H, respectively. 
The Gibbs free energy is an especially useful property in many applications, since 
many processes are carried out at constant temperature and pressure. Independent 
of the constraints imposed on the system, the essential driving force for a phase 
transition is the difference in the free energies of the initial and final configurations 
of the assembly. 
Within the framework of the classical theory, the atoms have to be transformed 
from a locally stable state to the final equilibrium state which results first in an 
increase of the free energy and then in a decrease of the energy. This is at least a 
consequence of the purely macroscopic, thermodynamic point of view. One could 
conclude that in the purely thermodynamic description of the macroscopic system 
F  =  U  - T S  
T 
(2.7) 
G  =  U  - T S  +  P V  
T,P 
(2.8) 
H  =  U + P V  
P 
(2.9) 
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there is no place for nucleation! That is, due to the macroscopic picture of the 
transformation, the potential barrier divides the absolute minimum from the local 
minimum, and cannot be transversed. To overcome this paradox, microscopic fluc­
tuations which lead to the spontaneous formation of small embryos (clusters) are 
considered. Although, macroscopic thermodynamics does not account for this phe­
nomenon and may not be applicable in such small domains, it is still applied with 
limited success to these situations as indicated later in this chapter. 
The essential assumption in the classical theory is that a small droplet may 
be treated as if it has bulk phase properties which are described by macroscopic 
thermodynamic parameters. During the phase separation a new phase is formed. 
The total free energy of formation consists of two contributions, which are the energy 
changes due to the change of state from the vapor phase to a high density phase and 
due to the creation of a new surface. To minimize the excess surface energy, i.e., to 
maximize the ratio of volume to surface area, the condensed phase adopts a spherical 
symmetry. The total free energy of formation is the sum of the volume free energies 
of the bulk phases and the surface free energy due to the presence of the interface 
region. 
The natural choice of the fundamental equation depends on the constraints im­
posed upon the system. At fixed total N, V, and T, the Helmholtz free energy can be 
used to describe the system. There are two possible paths to define the system. First, 
a hypothetical boundary surrounds the total system which includes both liquid and 
vapor phases. Second, the liquid drop and the vapor phase are treated as subsystems. 
In this model the subsystems are open .to transport of atoms. Assuming mechanical 
equilibrium, the Helmholtz free energy for a one component system {eqn. (2.7)} can 
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be expressed as [23] 
~ ^liquid ^vapor + ^ surface ~ ^homog.-
^  - P L ^ ^ L - P V ^ V  -
-{-^Ly Ny+ Ag-pV-JiN (2.10) 
where .4^ is the Surface area, /ty, Vj, and pj are chemical potential, volume, and 
pressure of the liquid (j=L) and vapor (j=V) phases, respectively. Nj, [j = L, V) are 
the total number of atoms in each phase. The quantities designated by an overbar 
are determined at the homogeneous (initial) state. Equation (2.10) may be regarded 
as an expression defining the surface tension, 7, of the vapor/liquid interface. The 
equation is solved subject to the constraints of constant total N and V. 
V = Vi + Vy (2.11) 
N = Ni + Ny (2 .12 )  
The significance of the Helmholtz free energy in studying the nucleation process has 
been pointed out by Yang [42]. He argued that in a very large system, due to the 
finite diffusion rate, each cluster should be considered as a closed system. The size 
of the subsystem should be correlated with the diffusion coefficient of the cluster. 
In the conventional nucleation theory, the system parameters N, p, and T are 
fixed. Conceptually, the system, consisting of the vapor phase and the liquid drop, 
is open to the exchange of matter. In this set of variables, the Gibbs free energy 
{eqn. (2.8)} reaches a minimum at equilibrium. The Gibbs free energy which de-
17 
scribes the formation of a droplet results from contributions of the bulk phases and 
the interfacial region. The free energy of formation is expressed as 
AG — ^''liquid ^''vapor + ^ ''surface ~ ^homog. 
-  - S i T  +  P £  -  S y T  +  p y  N y  + - ) •  A g - J i  N  .(2.13) 
.\t constant temperature and assuming that py = Ji, the equation (2.13) can 
be reduced to 
A G { R )  -  - J i )  +  4  7 ?  ' /  (2.14) 
where R is the radius of the spherical droplet, and drop represents the volume per 
atom of the droplet. Equation (2.14) is generally employed beyond its validity as an 
approximate expression for the free energy of formation of a cluster at equilibrium. 
In the usual treatment of nucleation, it is accepted that this expression is applicable 
to any arbitrary droplet size, essentially representing a continuum of non-
equilibrium states. Based on this postulate, phase transformations are interpreted 
as follows. A system escapes metastability by reducing the free energy of formation 
whose terms have different effects on the course of a nucleation event. The first term 
in equation (2.14) is negative due to the formation of the liquid phase, whereas the 
second term is positive. According to the radial dependence of the two terms, the 
surface contribution is dominant for sufficiently small clusters, and as displayed in 
Figure 2.1, the radially dependent free energy of formation, first increases and then 
decreases. The maximum in AG is given by the first derivative i9 A 
corresponds to the size of the critical nucleus, r^, at a fixed supersaturated state. 
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(2.15) 
/' - /'I 
As shown in Figure 2.1 an embryo of radius J"cluster ^ will tend to evaporate, 
since an increase in size leads to an increase in AG, i.e., the droplet is unstable 
with respect to the metastable vapor phase. Only, a supercritical embryo of radius 
^cluster ^ will grow in accord with the natural tendency of the system to decrease 
its thermodynamic potential. In the literature, clusters with a radius of ^chister < ''c 
are often referred to as embryos, and those with a radius ''dtister ^ nuclei. 
The significance of the free energy of formation of embryos is comparable to the 
activation energy in conventional chemical kinetics. In contrast to the latter activa­
tion energy which is essentially constant in magnitude, the free energy of formation 
of embryos, as it will be shown below, changes markedly with supersaturation. 
The supersaturation, s, is defined by the ratio 
where both pressures are measured at equilibrium state, and poo are the vapor 
pressures above a curved surface and flat surface, respectively. The relation (2.1,6) is 
derived from macroscopic thermodynamic arguments using a Gibbs-Duhem equation 
[43] given by 
At constant temperature, the relation is applied to the two bulk phases yielding 
(2.16) 
Poo 
S dT — y ^ iVj dn j^ = 0 (2.17) 
dji I = dp VI (2.18) 
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Figure 2.1: Free energy of formation of a spherical embryo in a supersaturated and 
unsaturated vapor 
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d f i y  =  d p  V v  (2.19) 
where Vy and are the volume per atom in the vapor and liquid phases, respec­
tively. Equations (2.18) and (2.19) can strictly only be applied in the macroscopic 
limit, where thermodynamics is applicable. Nevertheless, classical nucleation theory 
continues and applies both equations with the additional assumption that a critical 
size embryo is at a quasi-equilibrium state to derive a relation between the equi­
librium pressures, pj^ and poQ. The quasi-equilibrium approximation implies that 
the following mathematical operations are performed over thermodynamic states of 
embryos of critical size. Differentiating equation equation (2,1.5) with respect to R, 
combining the result with equations (2.18) and (2.19), and neglecting I'l in compar­
ison with I'D, which is expressed as kgTIp (ideal gas law), the transformed relation 
can be integrated to obtain 
(k^T)ln{^) = (2.20) 
Poo -K 
where kg is the Boltzmann constant. Expressions of this type describing the shift in 
equilibria due to curvature are generally known as "Gibbs-Thomson" equations. In 
terms of the supersaturation the expression becomes 
= (2.21) 
The maximum or critical value of the free energy of formation, A6'c, is obtained by 
combining equations (2.14), (2.15), and (2.21). 
(2.22) 
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Equation (2.23) predicts that the critical free energy of formation rapidly decreases 
• with increasing supersaturation. According to expression (2.22) the size of the critical 
nucleus is reduced by an increase of supersaturation. Both features are thought to 
cause an acceleration of the transformation as it is observed in experiments. 
The extremum in the free energy of formation disappears at the spinodal curve 
due to the breakdown of spherical symmetry. Beyond this curve, which defines the 
unstable region, the phase transition is thought to occur by spinodal decomposition 
[44]. In this region the free energy is decreased by infinitesimal excursions in com­
position. Long range fluctuations cause large regions to change continuously which 
does not promote the formation of individual high density domains. In this mech­
anism the interface contributions are negligible. The spontaneous phase transition 
is achieved by a difFusional flux against the concentration gradient known as up-hill 
diffusion. The long range fluctuations with small amplitude cause atoms in the re­
gion of a non-vanishing concentration gradient to move toward the local high density 
region, leaving a depleted zone around it. Since the interaction between the atoms is 
short-range compared to the wavelength of the fluctuations, the atoms at the outer 
edge of the depletion zone sense only the depletion zone and move toward another re­
gion of non-vanishing concentratioil gradient but away from the original one. A new 
cluster is formed at a short distance away from the original one. An increase in the 
amplitude causes a catastrophic phase transition. A particular characteristic of spin­
odal decomposition is the rapid formation of extremely small clusters approximately 
periodically arrayed in space. 
In contrast, in the metastable region small variations in the composition all 
raise the free energy. Only large enough concentration oscillations can proceed over 
the energy barrier and lead to a decrease in the free energy. To reach this state 
by a continuous process requires the formation of high density regions and surface 
contributions to the free energy become important. In the vicinity of an embryo, 
the concentration is reduced and the growth is governed by usual diffusion processes 
which are down the concentration gradient in the depleted zone of the matrix. The 
nucleation and growth mechanisms in the metastable region are more complex since 
they involve the concept of what constitutes the nucleus. As illustrated in Figure 2.1, 
for an unsaturated vapor phase, where /<£ > /(y, the free energy of formation does 
not have an extremum. Under these conditions the energy increases rapidly with R. 
The vapor is stable and any newly formed embryo evaporates quickly. 
The phase transformation of metastable phases was studied by Rao et al. [45]. 
The authors studied the vapor/liquid phase transition in a finite volume. They 
investigated droplet properties by retaining the additional assumption contained in 
the classical nucleation theory of an incompressible liquid phase, a discontinuous 
density profile, and a constant surface tension. The vapor phase was treated as an 
imperfect gas whose properties were approximated with the virial equation including 
only the second virial coefficient. The finite volume effect was introduced by the 
constraint of the conservation of mass which corresponds to a depletion of the vapor 
phase. The authors computed the radial Gibbs free energy of formation at different 
supersaturations. As predicted by the classical nucleation theory, they obtained 
a barrier to nucleation which decreases and shifts to smaller radii with increasing 
supersaturation. They also observed a minimum in the Gibbs free energy of formation 
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corresponding to the unique equilibrium state after phase transition. The minimum 
is a result of the finite transport rates which cause a depletion zone surrounding the 
growing embryo resulting in an increase of the free energy of formation. The results 
indicated that under these conditions the physical picture of the phase separation is 
unchanged. 
Binder and Kalos [46] derived a thermodynamic expression for the surface free 
energy based on a second order Taylor expansion of the derivative of the grand 
potential with respect to the chemical potential. Thermodynamic properties were 
deduced from the statistical mechanical theory of lattice gases (Ising model). This 
model will be discussed in Section 4.3. At this point, it is appropriate to mention 
that this model has been developed to describe the ferromagnetic phase transition and 
successfully applied to other systems. For this fluid model, Binder and Kalos showed 
that the conventional nucleation theory both underestimates the surface energy and 
overestimates the surface entropy for small clusters (number of atoms in the cluster 
< TO). 
In summary, although the thermodynamic approach is useful in describing the 
equilibrium of stable states, and may be extended beyond the .coexisting curve into 
the metastable region, it does not delineate the time dependent phenomenon of the 
decay from a metastable state. Advances in nucleation theory have been achieved by 
taking into account the kinetic mechanism governing the transformation. A stçchas-
tic approach to the evolution of clusters based on the thermodynamic description 
of a metastable phase was proposed by several investigators [35, 36, 37, 38j and, as 
discussed in Section 2.3, they established a bridge between thermodynamical and 
kinetic treatments of the vapor/liquid phase transition by using the free energy of 
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formation as parameter to calculate the frequency of the formation of critical nuclei 
by spontaneous natural fluctuation in the vapor phase. A different avenue is pro­
vided by applying population density theory. This theory initially was applied by 
Smoluchowski [47] to develop a theory of coagulation in solution. Since the earlier 
studies by Smoluchowski, the theory has been extensively used by scientists in aerosol 
science.. An excellent survey is furnished in a three volume treatise published by Hidy 
and Brock [48, 49, 50j. In Section 2.4 the application of the population balance is 
reviewed with regard to homogeneous nucleation theory. 
2.3 Kinetics of Vapor Condensation Based on Thermodynamics 
The original theory of the vapor/liquid phase transition was derived by Volmer 
and Weber [.35], generalized by Frenkel [38] to other phase transitions, and modified 
by Becker and Doring [36] and Zeldovich [37] to include a more accurate physical 
depiction of the phase transition. As mentioned in the previous section, the conden­
sation process requires the formation of embryos of size t(-luster ^ Only relatively 
large fluctuations lead to local transitory phase transformation, where the embryo 
has properties associated with the phase obtained after phase separation. Frenkel em­
phasized that these fluctuations also exist in stable phases, the only diff'erence being 
in the statistical distribution of the embryos. In a stable phase, the internal energy 
of an embryo, equivalent to the free energy of formation, increases rapidly with its 
size. It is very unlikely that a critical nuclei is formed, and the number of embryos 
present at equilibrium decreases extremely rapidly with size. For a metastable state, 
as proposed by the classical theory, embryos have to overcome an energy barrier. An 
initial energy increase is followed by a steep decrease in energy. 
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The kinetic model of the phase transition is based on an estimate of the distribu­
tion function of embryos in the initial metastable state. The simplest assumption is 
that the distribution of embryos of size ^c/uster ^ ''c the same as the equilibrium 
distribution if the phase was in fact stable. Over a time average the embryos are in 
equilibrium at subsaturated states. If a fluctuation produces a rise in the free energy, 
the probability of its occurrence in an equilibrium state of the system is proportional 
to the Boltzmann distribution. 
n? =  «1 e .rp(-  A T) (2 .24)  
ni is the concentration of monomers. This distribution is employed to approximate 
the equilibrium concentration of embryos of size i, «J. In a supersaturated vapor, 
equation (2.24) is used beyond its limit of applicability. The equation is exact for i=l, 
and may closely represent the distribution for ''duster [52] which is the initial 
stage prior to nucleation, but the population of embryos near critical nucleus size in 
a supersaturated fluid can only be determined with large uncertainties. The problem 
arises with the assumption that an embryo grows from a background gas, which only 
contains monomers. Our dynamical studies of the phase transition reveals that a 
vapor system quenched in the metastable region spontaneously forms clusters, which 
then scavenge the surrounding vapor. We further demonstrate that the vapor/liquid 
phase transition is hindered by kinetic barriers rather than by a thermodynamic 
barrier. The classical analysis discussed below is questionable, and it is surprising that 
it predicts for some systems a nucleation rate which is in agreement with experiment. 
A similar observation has been made by'Katz and Donohue [51] who pointed out that 
the classical relations given below rely on a hypothetical and unattainable equilibrium 
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distribution of embryos in the metastable region, and any predictions regarding the 
state of the embryos are arbitrary. 
Different interpretations of the expression (2.24) account for the differences be-
• tween the Volmer and Weber treatment and that of Becker and Doring. Volmer 
started with the assumption that an embryo is formed as a result of a large number 
of small bimolecular collisions, rather than by catastrophic fluctuations. The process 
of formation may be written 
j A i  =- Aj  
Aj + =• .-Ij+i 
1 Aj-if-2 (2.25) 
A „ _ i  +  A i  = •  . 4  n 
where Aj  is a cluster composed of j atoms. The growth and decay of clusters are 
governed by evaporation and condensation of monomers. The authors[35] assumed 
that clusters of size greater than grow rapidly and. are instantaneously removed 
from the system without contributing to the nucleation rate. For embryos of size 
smaller than rc the distribution function is proposed to be given by equation (2.24). 
Mathematically, the theory states 
" i  —  n y e x p i — A  G i l k ^ T )  f o r i < n c  (2 .26)  
= 0 f o r  n  >  n c  (2.27) 
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tic is the number of atoms in the critical nucleus. Since equations (2.26) and (2.27) 
describe the embryo sizes of a system as if it were in equilibrium, the distribution of 
embryos will only be maintained if ng + l vapor atoms are added to the system for 
each nucleus removed. This condition is frequently referred as quasi-steady state in 
the literature. Physically, at the beginning of the phase transformation this may be 
a close approximation to the embryo distribution when there is a sufficient number of 
monomers present in the system. The critical nuclei are formed by a chain of forward 
processes of (2.25) and their distribution is approximated by equation (2.26). The 
nucleation rate is given by the product of the concentration of critical size embryos 
in the quasi-steady state and the rate at which monomers condense on a 
cluster of critical size, Nq-
— "1 e .rp(— A T)  (2 .28)  
Becker and Doring improved the Volmer and Weber theory by offering a more 
complete description of the kinetic problem within the concept of a thermodynamic 
barrier to nucleation. They also maintain the assumption that embryo growth oc­
curs by monomer addition. Their result modifies only the non-exponential factor of 
equation (2.28). In. the literature, there is no agreement on the best value of the pre-
exponential factor which arises from the Becker-Doring theory. Becker and Doring 
described the quasi-steady state by a set of difference equations. An analytical so­
lution can only be obtained by utilizing approximations in which the summations 
are replaced by integrals and, depending on the procedure adopted, the results differ 
slightly. 
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The latter theory can be derived from equation (2.25) in writing the time de­
pendent equation for the evolution of concentration fi(t) of cluster /Ij [39] 
At steady state the concentration of the clusters is constant and the steady state 
current is independent of i. Expression (2.29) becomes 
the detailed balance principle, i.e., at equilibrium the current is zero and microscopic 
reversibility may be invoked. To solve equation (2.30), two boundary conditions are 
required, These are the limits of the distribution at very small and very large embryo 
sizes indicated by. the indices g and G, respectively. At small sizes the distribution 
function, , must be effectively identical with the equilibrium distribution function, 
nj, obtained in the absence of nucleation. For large embryos, the distribution function 
must approach zero. Mathematically, the boundary conditions are 
(2.29) 
J -  . . .  - -  . . .  
. . .  "  ( 2 - 3 0 )  
The steady state concentrations, f^, and the reaction rate coefficients, C*', satisfy 
(2.31) 
(2.32) 
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Applying these boundary conditions to equation (2.30), the steady state current can 
be expressed in terms of the equilibrium concentration, n^, of clusters of size i and 
To proceed further, three additional approximations are invoked. First, the summa­
tion is replaced by an integral. Second, the free energy in (2.24) is replaced by its 
truncated Taylor expansion about the size of the critical nucleus. The integral can 
be transformed to an error function by converting the integration limits to ± oo as­
suming that only values of 1/%^ near the critical size have any appreciable influence 
on the integral. The final expression is given by 
Z^ir is known as the Zeldovich factor and takes into account the dissociation of clusters 
of size R > rc and the deviation between the steady-state concentration of clusters 
of critical size, and the equilibrium concentration, n?. The Zeldovich factor is of 
the order 0.1 to 0.01. 
In the usual treatment of vapor condensation, the free energy of formation is 
evaluated in terms of macroscopic phase properties. The embryonic droplet is as­
sumed spherical and "stationary" in space with a surface energy proportional to the 
surface tension. In the capillarity approximation, the surface tension of the droplet is 
assumed to be the surface tension of a flat-plane of the bulk liquid. Lothe and Pound 
[.53], first pointed out that droplets or clusters are not fixed in space and corrections 
the condensation rate, C'-. 
1 
(2.33) 
/ = .Z/s, CL aL (2.34) 
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of quantum statistical nature to the free energy are necessary. The authors estimate 
the free energy contributions due to (1) the separation of atoms from the environ­
ment of the vapor to a dense liquid droplet, (2) the translational degrees of freedom, 
and (3) the rotational movement of the cluster. The energies are computed from 
the Boltzmann statistics for the partition function [54] of ideal gases, assuming that 
the critical nucleus is composed of 100 atoms. Their calculations indicated that the 
rotational and translational energies of the embryos are significant. They modified 
expression (2.24) by adding the additional energy contributions to the free energy 
of formation applied in the classical theory {see equation (2.22)}. The new energies 
are the source for the increase in the equilibrium concentration of critical nuclei over 
that given in classical theory by a factor of 10^' [55]. Considerable disagreement 
exits about the correctness of this theory [56, 57, 58]. Reiss and Katz [56], and Reiss 
et al.[57] found that the correction is many orders of magnitude smaller than that 
predicted by Lothe and Pound. These results substantially confirms the older the­
ory, and are in agreement with numerous experimental results. The discrepancies 
between the two approaches arise from the estimated free volume which is available 
for the translation of a cluster without undergoing any internal distortion, and the 
magnitude of the rotational motion of the cluster in the vapor phase. 
The quality of agreement between the Lothe-Pound and Becker-Doring theories 
with experiments is not consistent and systematic errors are observed. Results of 
typical nucleation measurements are shown in Figure 2.2, where data for water and 
ammonia are compared with both Becker-Doring (referred to classical in Figure 2.2) 
and the Lothe-Pound theory. 
Water is well correlated by the Becker-Doring formula, while ammonia appears to 
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Figure 2.2: Theory and experimental data for water and ammonia [59] 
come close to the Lothe-Pound correlations. No conclusive explanations are at present 
available to account for this paradox. A possible resolution of the problem may be 
contained in the correlation between the nucleation rate and the value of the surface 
entropy. .Abraham [39] has shown that polar, strongly hydrogen bonding liquids 
with low surface entropy causing a high surface orientation follow the Becker-Doring 
theory. On the other hand, nonpolar, nonhydrogen bonding, or polar, nonhydrogen 
bonding liquids with high surface entropy, i.e., low surface orientation follow the 
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Lothe-Pound theory. A similar solution, was proposed by Dawson et al. [60]. The 
authors suggested that fluids of polar or rod-shaped molecules follow Becker-Doring 
theory, whereas fluids of compact molecules without a large permanent dipole obey 
the Lothe-Pound theory. 
It is difficult to design an experiment to resolve the discrepancy between these 
nucleation theories. The problems arise from the implementation of the experiments. 
Systems have to be free of traces of nucleating sites to ensure that nucleation is 
actually homogeneous. Small traces of foreign particles can decisively influence the 
nucleation rate. A further complication is encountered in calculating the pressure 
that corresponds to the observed nucleation rate with sufficient accuracy. It is the 
purpose of this study to confront some of the assumptions of the classical nucleation 
theory with computer simulation techniques and statistical mechanics. 
2.4 Kinetics of Vapor Condensation Based on Population Balance 
Population balances have been widely used to describe the dynamic behavior 
of aerodisperse. systems. Aerosols are disperse systems with a gas phase medium 
and a solid or liquid disperse phase. They have become tremendously important 
in technology. The. aerosols are formed by dispersion or condensation. Dispersion 
aerosols are encountered, e.g., by grinding solids, spray drying of viscous liquids 
and suspension, use of fluidized catalysts, or manufacturing powders. Here, small 
liquid or solid particles are transferred to the gas phase by air currents or vibrations. 
Condensation aerosols are formed when supersaturated vapors condense, or as a 
result of gas-phase reactions leading to the formation of non-volatile products. The 
most general classification of different aerosol types are mists, dusts, and smokes. 
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Condensation and dispersion aerosols with liquid particles are called mists. Dusts are 
dispersion aerosols with solid particles. Condensation aerosols with a solid dispersed 
phase are known as smokes. 
Condensation aerosols play an important role in nature. The water cycle involves 
bulk condensation of vapor, to form clouds, and subsequent precipitation from them. 
Scientists in cloud physics have attempted to model rain drop formation, but the 
problem is complicated by the interaction of many processes. A realistic cloud model 
must consider the cloud dynamics. Environmental parameters such as gravitational 
and electrical fields, hydrodynamic drag, and fluctuating forces resulting from the 
thermal motion of the ambient fluid may play a substantial role in the formation 
of precipitation. As a result of coalescence of particles induced by their relative 
motion, the particle size distribution changes continually. Each of these processes has 
been investigated in varying detail. Depending on the concentration of the dispersed 
particles, different theories are involved in describing the kinetics of the system. 
An important parameter is the Knudsen number which provides a measure of the 
departure of the transport processes in the gas-particle system from the laws of 
continuum mechanics [48]. The Knudsen number is defined as the ratio of the mean 
free path of a gas atom to the radius of the dispersed particle. Brownian coagulation 
applies in the continuum limit where Kn < 0.1. In this regime, the particles are 
influenced by the surrounding medium. As discussed below, analytic solutipns of 
the governing equation could only be obtained for very simple collision mechanisms. 
In the free molecule regime (Kn > 10), the collisions between dispersed particles 
and gas atoms are infrequent and the collision rate can be deduced from kinetic 
theory of dilute gases (Chapman-Enskog theory). For the transition region (1 < 
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Kn < 10), where the radii are nearly equal to or less than the mean free path, no 
simple analytic expression has been develop for describing particle dynamics. An 
empirical Cunnigham slip correction is used to correct the increase in the mobility of 
the particles. 
In this study, the dynamics of the vapor/liquid phase transitions of a Lennard-
Jones fluid are investigated, and the system may be interpreted as condensation 
aerosol on a nanoscopic level. The computer simulations of condensation processes 
are an idealized case of cloud formation. Environmental parameters are excluded 
and small clusters grow by condensation and binary coalescence. Numerous studies 
in cloud physics have been focused on the binary coalescence of droplets in aerosols 
under idealized conditions, 
The theory of coagulation induced by Brownian motion and by laminar shear 
flow has been developed by Smoluchowski [47]. The author assumed that the initial 
texture of the disperse phase consists of spherical particles of equal size and that 
coagulation is governed by binary coalescence of dispersed particle. For this process, 
the collision frequency, f^-j, between particles of volume v^ and Vj is proportional to 
product of their concentration, n^ ,n^' 
% = /C(V;,Vj)n^nj (2.35) 
IC(vi,Vj) is the collision frequency factor, also known as the kernel of the coagulation 
process. The kernel is a function of the physical properties of the medium, the 
governing mechanism in the coagulation process, and particle sizes. Smoluchowski 
showed that the collision frequency factor for Brownian motion of spherical particles 
can be expressed as 
35 
l C { v i , V j )  =  i i T  ( D i  +  D j ) ( R i  +  R j )  =  R i j  (2.36) 
where is the diffusion coefficient for particles with radius R^. 
If every collision results in a coalescence event and the specific volume of the 
particle is conserved in the process of coagulation, the rate of change of the number 
density of particles is given by 
f/ n -  1  '  — 1  ' 3 0  
= 2 E - ni ^ )C(vi,Vj)nj (2.37) 
;=1 ;=1 
where i = l,...,oo. This equation is a population balance around the class. 
Agglomerates may enter the class by coalescence of particles of sizes j  and ( j — i ) .  
They may leave the class via collisions with any other class including monomers. 
The discrete number density function in (2.37) is determined by an interrelated set 
of ordinary non-linear differential equations. The expression has been rewritten in 
terms of an integro-differential equation for the time evolution of the density function. 
The continuous model extended to describe simultaneously condensational growth 
(absorption of monomers) is expressed by [65] 
5n(v) d  ( d v  \  1 fv 
+ «(u,v-u)n(u)n(v-u)rfu 
-S(v) /'*'*:(v,û)n(ù)clù . (2.381 
The model for the continuous spectrum might be considered less realistic physically 
than the one used in the discrete formulation. There is an arbitrariness in the dis­
crete model in the classification into size classes based on single, spherical particles. 
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The difficulties arise in the determination of the volume occupied by the aggregate. 
The boundary of the volume which surrounds the particles is not clearly defined. 
The continuous approach has proved to be more useful for system where the mea-
• sured size spectra are distributed over a wide range of sizes as to make the discrete 
model unmanageable [48]. Analytical solutions of the coagulation equation have been 
derived for simplified collision frequency factors. Scott [61] solved the kinetic equa­
tion for growth by coalescence for three different kernels, /C(vj-,vj) = ?/', /C(VpVj) 
— f^'ivj+Vj), and }C(v^,Vj) = T]'(vivj). rj' is a proportionality constant. Hidy and 
Brock [48] pointed out that, with the exception of the constant collision parameter 
which has some relevance to the initial stage of coagulation by Brownian motion, the 
analytic solutions represent rather unrealistic models physically. Many kernels ap­
pear in the literature describing coagulation e.g., under the influence of gravitational 
force, turbulent fluid field, charged aerosols, condensation, and others. 
In general, the kernels are complicated and the population balance can only be 
solved numerically [48]. Studies are aimed at comparing directly the predicted and 
experimentally measured distributions. The coagulation mechanism can be deduced 
by adjusting the kernel to different physical situations during coagulation [62]. In 
many studies, the shortcoming is that the" theoretical knowledge of collisional mecha­
nism exceeds experimental capabilities to verify the theoretical work. The numerical 
studies can be divided into a small number of areas. First, the Smoluchowski theory 
for the initial stage of coagulation has been tested [63, 64]. The calculated distribu­
tions compared satisfactorily with experimentally determined distributions. In the 
second instance, studies involved the determination of the particle size distribution of 
aged disperse systems [65, 66]. These research projects focused on finding a univer­
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sal asymptotic distribution called the self-preserving particle size distribution. It is 
hypothesized that the shape of the self-preserving distribution is independent of the 
initial distribution, although it is dependent on the'mechanism of coagulation. If the 
self-preserving hypothesis can be verified, the experimental effort in determining the 
particle size distribution reduces to the measurements of only a few parameters of 
the aged system. Third, a smaller group of publications have applied Smoluchôwski's 
theory to phase transitions. 
Shi and Seinfeld [67] studied the effect of cluster scavenging on the nucleation 
rate of homogeneous vapor in the presence of continuum regime particles. The au­
thors used a modified version of equation (2.37) to describe the time variation of the 
average cluster concentration as a result of nucleation and capture and evaporation by 
the sink particles. The properties of the background gas, whose distribution was cal­
culated from the classical equilibrium distribution {eqn. (2.24)}, have been estimated 
from the kinetic gas theory. The collision frequency factor and diffusion coefficients of 
the clusters were based on the Maxwell-Boltzmann velocity distribution. The authors 
concluded that the variation in the nucleation rate of the condensing species depends 
strongly on the number concentration, the size of the dispersed particles, and the 
molecular number concentration of the background gas. In the continuum regime, 
particles act as sinks resulting in a reduction of the nucleation rate. Vega and Peters 
[68] have studied the dynamics of homogeneous vapor nucleation of polar and nonpo-
lar substances in a carrier gas by considering evaporation and condensation of single 
molecules from clusters and coagulation of clusters. Collision frequency factors and 
diffusities were calculated from semiempirical equations which are applicable for Kn 
of approximately unity. The authors included a thermal nonaccommodation factor 
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(sticking coefficient) in the population balance which describes the mechanism of in­
teraction between the impinging molecule with the surface. The interaction included 
the following constituents: (a) a short-range potential between monomer and cluster 
were assumed; (b) vibrations between monomer and cluster were modeled as a simple 
harmonic oscillator; (c) cluster energy was not affected by the carrier-gas collision; 
and (d) velocities were based on the Maxwell-Boltzmann distribution. Using the 
evaporation efficiencies as fitting parameters the authors observed good agreement 
with experimental data. 
The nucleation of droplets from the vapor phase has been studied by Binder and 
Stauffer [69]. The authors started their analysis by describing the time evolution of 
the system by a Markovian master equation originally applied in the single-spin-flip 
kinetic Ising model [70]. A truly microscopic description of dynamical systems in 
statistical mechanics is governed by the Liouville equation which will be discussed in 
Section 3.2. For the Ising model, the microscopic derivation does not lead to any time 
dependent quantities. This issue has been resolved by Glauber [71], who established 
a stochastic model which can be imagined by picturing the dynamic evolution of a 
set of Ising spins in contact with a heat reservoir. The heat reservoir randomly flips 
spins and provides the dynamics. His model given by a Markovian master equation 
describes the dynamics of an assembly of Ising spins through the phase space in 
terms of probabilities and transition probabilities. For instance, for an anisotropic 
ferromagnet the phase space is defined by the magnetic moments of the magnetic 
atoms. Binder and Stauffer used this principle of a phase space to derive a kinetic 
equation for the cluster concentration. The authors defined the phase space by a set 
of internal coordinates of the cluster. The cluster coordinates may be cluster volume, 
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number of atoms in the cluster, kinetic energy of the cluster, etc. The authors derived 
an expression similar to equation (2.38), where the particle volumes are replaced by 
the set of cluster coordinates. The authors studied several limiting cases of this 
equation. A significant result of their studies related to this research project is the 
determination of the dominant growth mechanism during the phase transformation. 
They found that at small supersaturations nucleation and coagulation can be treated 
as separated processes, since the time involved for coagulation is much larger than the 
time scale for the formation of the critical nuclei. At high supersaturation nucleation 
and coagulation occur simultaneously. 
In summary, the kinetic equations based on thermodynamics or population bal­
ances involve terms which are difficult to determine. The thermodynamic route 
depends on the construction of a critical nucleus, whose properties can not be de­
termined in experiments. The avenue provided by the population balance depends 
on the knowledge of the collision frequency factor. Due to the complexity of many 
transitions, the resulting equations for realistic kernels can only be solved numerically. 
2.5 Thermodynamics of a Spherical Interface 
A phase transition is accompanied by the formation of a new phase. As derived 
in Section 2.2, the Gibbs free energy of formation of droplets consists of two parts. 
There is a change in the Gibbs free energy that can be represented by the negative 
contribution due to a phase change and the positive contribution due to interface 
formation. The latter is a function of the surface tension. Considerable effort has 
been made to derive an expression for the radial dependence of the surface tension, 
which will be the main focus of this section. 
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The thermodynamic treatment of a spherical interface was first developed by 
Gibbs 341. He introduced the concept of a geometrical "dividing" surface to represent 
both the character of the mathematical separating surface and the physical properties 
of the transition layer. As shown in Figure 2.3, the model vapor and liquid phases 
are  separa ted  in to  two s t r ic t ly  homogeneous ,  hypothet ica l  phases  a  and 3 .  
R 
homogeneous a-phase 
hypothetical dividing surface 
homogeneous fi-phase 
Figure 2.3: Spherical cone defining the different surfaces [72] 
Corrections of the extensive thermodynamic quantities, arising from the presence of 
the finite transition layer, have to be added to calculate the extensive thermodynamic 
quantities of the system. Gibbs assigned the correction quantities to the surface 
separating these hypothetical phases, and called the correction terms "superficial 
quantities." The ratio of the superficial quantity of a property to the area of the 
specified, dividing surface is defined as "superficial density" of that property :73]. 
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For the spherical interface, Laplace derived the condition for mechanical equi­
librium, the well known Laplace equation, 
= Ij " 
This equation defines the surface of tension, Rs, where the, surface tension is a min­
imum. At this extreinum, the 2"^ term on the right hand side of equation (2..39) 
vanishes. The Laplace equation has been derived by several investigators. Buff [23] 
and Hill [25] based their derivation on the thermodynamical fundamental equation 
of the energy. The equilibrium state of the system shown in Figure 2.3 is completely 
described by the thermodynamic properties T, R^, uj, .... The funda­
mental equation is a differential form of equation (2.10). For any arbitrary dividing 
surface an additional term is added to the right hand side of the differential form of 
expression (2.10) describing the change in the surface tension due to a variation in 
the location of the dividing surface. With the use of Gibbs' criteria for thermal and 
chemical equilibrium 
• T = T'^ = Tf^ (2.40) 
^ = (2.41) 
and selecting = 0 as the dividing surface condition, the differential form of 
expression (2.10) reduced after some mathematical manipulations to Laplace's equa­
tion. 
Kondo [73] considered an infinitesimal change in the location of the dividing 
surface assuming that the physical state of the system remains unchanged. He further 
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argued that this non-physical variation results only in a change of the individual terms 
of and 7 Ag. The sum of these three terms and all other intensive and 
extensive parameters (e.g., S, V, T,7/, etc.) of the system remains unchanged. 
The surface of tension enters the equation by choosing the location of the dividing 
surface at a position where the surface tension is a minimum. 
The Laplace equation is exact within the model developed by Gibbs. A major 
shortcoming is that both the surface tension and the surface of tension must be 
known. As shown in the following paragraphs, these are not accessible without some 
approximations. 
The thermodynamic theory of spherical interfaces was developed by Gibbs. His 
work was clarified and its consequences worked out by Tolman [21, 74, 7.5], whose 
work Konig [22] extended to multicomponent systems. Tolman expressed the radial 
dependence of the surface tension in terms of a parameter which in the literature 
is referred to as the Tolman parameter, 5. He derived an expression for the radial 
dependence of the surface tension based on Gibbs' adsorption equation (2.42) for 
a spherical interface [72]. This thermodynamic expression relates the surface excess 
concentration of a component to the bulk activity of the component and to the surface 
tension of the interface. 
Ag-df + SUT+J2^idfH = ^  (2.42) 
Ï • (-1 
The superscript's' indicates superficial quantities. The sum is taken over all different 
chemical species, N-^ and are proportional to the surface area of the interface, 
.4^. The expression is usually converted to superficial densities by dividing by .4^. 
For constant temperature and a one component system, the adsorption equation 
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becomes 
d f  =  — V  d i - L  (2.43) 
r is the superficial number density. Tolman combined equation (2.43) with the dif­
ferential form of (2.39) assuming constant temperature and equilibrium between the 
phases. He obtained the following differential equation. 
1 (f-yfAa] 2 
1 + (2.44) 
- f { R s )  d R s  [ R ^ i P L  ~  P V ' >  I  /  i r  R s { p i - p y ]  
The author solved this relation by introducing a surface of radius Re- This surface 
is chosen to be the location where, the superficial density of matter (F) vanishes. 
Tolman obtained an expression for the superficial number density as a function of 
the Tolman parameter, 6. The latter is then defined as the difference between the 
surface of tension, Rs, and the equimolar surface, Rç. 
=  6  1 + 
1 
R s )  3 \ R s  (2.45) i P L  - P V )  
Tolman concluded from the equation (2.45) that 8 can be expected to remain nearly 
constant as long as [ô/Rs) -Cl. 
The final expression for the radial dependence of the surface tension is given by 
In l { R s  
Too 
r 
oo 
M 1+(]&) +3 {^) 1+% d R t  (2.46) 
where 700 is the tension of a planar surface. Tolman simplified this expression by 
neglecting [6/Rs) and higher terms, by assuming that ^ is a constant, and by consid-
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ering only lower order terms in a series expansion of the exponential term obtained 
after integrating this simplified version of equation (2.46). The radially dependent 
surface tension is then expressed by 
Using a similar argument to that of Tolman's, Nonnenmacher [76] considered 
an infinitesimal equilibrium displacement of a droplet and derived a second order 
differential equation in terms of the surface tension. Its solution reduced to Tolman's 
equation when the ratio of the superficial number density over the difference of the 
bulk phase densities is equated with the Tolman parameter. Buff [23], Hill [2.5], and 
Kondo [73] describe explicitly how the surface tension depends on the position of the 
dividing surface to which it is referred. Yang [28] applied macroscopic thermodynam­
ics to investigate the stability of a liquid phase in equilibrium with the vapor phase. 
The author derived a stability criterion for a closed system at constant temperature 
and volume. He considered small fluctuations in the system under the conditions that 
either mechanical, or chemical, equilibrium is maintained. Yang showed that both 
paths yield the same result. He derived a characteristic quantity, which is a function 
of the derivative of the vapor chemical potential with respect to the vapor density, 
the bulk phase properties, the droplet size, and the surface tension. The criterion of 
stability of the two-phase system is given by the sign of this quantity. 
Hill [77] provides an avenue to overcome difficulties in determining interfacial 
properties. The author generalized the usual equation for macroscopic thermody­
namics to include size effects in a small system. The conventional thermodynamic 
relations are retrieved as the system size approaches infinity. The starting point is 
(2.4T) 
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an ensemble of independent small systems to which macroscopic thermodynamics is 
applied. Conceptually, the inhpmogeneity of the interface is now distributed over 
the different systems, where the sum over systems would recover the finite interfacial 
region. This allows him to use thermodynamic functions which pertain to the entire 
drop. He assumed that the ergodic hypothesis [78], which states that ensemble and 
time average are equivalent, is fulfilled. This suffices to obtain the desired mean value 
thermodynamic equations for a single small system. In comparison, in a conventional 
experiment, a physical quantity is measured as a time average. The weakness of this 
approach is the absence of an equation of state for microscopically small systems. 
The gap could be closed by utilizing statistical mechanics [79]. 
Rasmussen [80] and Rasmussen et al. [81] considered a droplet in a cylinder 
closed by a piston. The authors derived an expression for the surface tension via 
the work done on the piston when the state is varied infinitesimally. The derivation 
is based on the separation of the surface work into two independent parts, named 
extensional and flexural works. The first one, -yoo dAq increases the surface area, 
.4^, by an infinitesimal amount dAg. The latter work is due to the bending of the 
surface, 2 Ag Kcdc. It is the sum of work along the two principal axes of curvature, 
c=l/R. Due to spherical symmetry, the terms are equal in magnitude, kc is a force 
constant. Considering the different reversible work contributions, the authors derived 
the following equation for the pressure drop across the interface 
P2 - Pi = ^ (2-48) 
where the indices 1 and 2 refers to the cylinder and droplet, respectively. The authors 
proposed that the force constant is proportional to the planar limit of the surface 
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tension («c = ^ Too )• The reversible work of formation of a droplet, DWreiu is given 
by 
DWrev = jy^(P2 - Pl)dV = jiR) Ag (2.49) 
Vj is the volume of a monomer. Combing equations (2.48), and (2.49) and identify­
ing the radius of a monomer with the proportionality constant,.6, Rasmussen and 
Rasmussen et al. obtained 
7(^) = Too • (2..50) 
It is notable that the proportionality constant, 5 ,  has a different meaning than the 
Tolman parameter, 6. Rasmussen and Rasmussen et al. equated the constant with the 
radius of a monomer. Tolman used thé parameter to express the difference between 
two physical surfaces. 
Nishioka [26] used a different approach to compute the radially dependent surface 
tension. Starting from a Gibbs-Duhem relation for a spherical interface at constant 
temperature {see equation (2.42)}, he derived an expression (2.51) for the surface 
tension involving the Helmholtz free energy of clusters. 
is the number of atoms in in a cluster. The free energy data were available from 
Monte Carlo computer simulations of a Lennard-Jones fluid [82]. Nishioka found that 
for the Lennard-.Jones fluid, the surface tension as a function of •'V^/ is not monotonie. 
For intermediate values (iV^^<100) the surface tension increases rapidly, reaching a 
values up to 50% larger than the planar limit of the surface tension. 
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Hill [83] studied the dependence of the surface tension of the planar interface 
on temperature. The fluid model consisted of hard spheres interacting via an at­
tractive potential. The pair distribution function, which is the probability of finding 
a molecule at a certain distance was set to 1. The results agreed with experiment 
within approximately 10%. This work has been extended to a spherical interface by 
Plesner [84]. The same model was adopted to determine the radial dependence of 
the surface tension. The author studied droplets with a radius of 3 to 25 molecular 
diameters. Throughout the whole range, the surface tension was about a third of the 
value of the surface tension of a planar interface; and almost independent of droplet 
size. 
As an element of nucleation theory, the most important and as we now see 
the most controversial aspect is the nature of the radial dependence of the surface 
tension on the cluster size. It is not even conclusively established whether the surface 
tension increases or decreases with decreasing droplet size. The results of Nishioka 
and Rasmussen indicate that the radially dependent surface tension is not monotonie. 
As the droplet size decreases, the surface tension first decreases and increases again at 
sufficiently small clusters. Plesner predicted a surface tension which has only a frail 
radial dependence. In contrast, simulation results [85, 86] which are discussed in more 
depth in Chapter 4, together with Tolman's expression for the surface tension (2.47), 
show that the surface tension monotonically decreases with decreasing droplet size. 
This discrepancy in predictions of the functional form of the surface tension en­
courages us to develop an integral equation theory for small droplets and to compute 
the radially dependent surface tension. This approach has the advantage that inter-
facial properties are computed from the knowledge of the intermolecular potential 
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and the structure of the microscopically droplet. It does not depend explicitly on the 
use of macroscopic thermodynamics, but, as discussed in Chapter 6, thermodynamics 
can be applied to determine the equilibrium state of the two-phase system. 
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3. STATISTICAL MECHANICS 
3.1 Introduction 
In the previous sections the concept of classical nucleation was reviewed from 
the thermodynamic and kinetic points of view. Ambiguities arise in the application 
of macroscopic thermodynamics to microscopically small clusters. It is statistical 
mechanics that provides the general description of macroscopic phenomena from the 
molecular point of view. Physical quantities are deduced from a knowledge of fluid 
structure and the multibody intermolecular potential, This N-body po­
tential is a function of the spatial coordinates = (f^,..., and the angles of 
orientation for all N particles, 0^,..., where Qj- is the set of Eulerian angles of 
molecule i (O^, and \j) [87]. 
The state of an orientationally invariant fluid is determined by .3 N  generalized 
coordinates •'93jV) the SN conjugate momenta 
or the 3 iV conjugate velocities (q^, qg, - - -, qgyy) of the N molecules assuming each 
molecule has only three degrees of freedom. The 6 TV-dimensional space spanned by 
these vectors or (p^,q) is called the phase space. 
In the Lagrangian formulation, the total energy of the system is expressed in 
terms of the generalized coordinates and velocities. The Hamiltonian notation is ap­
plied when the generalized coordinates and momenta are used to determine the total 
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energy of the system [87]. In statistical mechanics, an essential assumption is that 
the Hamiltonian decouples into kinetic and potential contributions. Applying this 
postulate, the Hamiltonian, 7i{p^,q) for an orientationally invariant fluid becomes 
.3iV „m2 
' ^ { p " \ q ) =  Ei + l{/V(9l,92,-",93vV) (3.1) 
( = 1 
where is the mass of a molecule. In many applications the total potential energy 
is adequately given by the sum of two-body interactions. The pairwise additivity 
approximation is given by 
JV vV 
W (3-2) 
u(fij) is the pairwise additive intermolecular potential. The system is then described 
completely by the phase integral 
(3.3) 
where j3j< = Ifik^T). There are two distinct approaches to the description of mi­
croscopic systems. First, thermodynamic quantities of a system in thermodynamic 
equilibrium are expressed in terms of statistical thermodynamics. This avenue is 
based, e.g. in the canonical ensemble, on the relation between Helmholtz free en­
ergy and the phase integral (known as the canonical partition function). The latter 
provides the link to all other thermodynamic properties obtained by the usual manip­
ulations of classical thermodynamics [88]. A promising route to determine the radial 
dependence of the surface tension avoiding macroscopic thermodynamics is provided 
by the second path. Here, interfacial quantities are derived by the method of sta­
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tistical hydrodynamics. The surface tension of a droplet in mechanical equilibrium 
is calculated from the pressure tensor via the structure of the droplet. The latter 
technique has been utilized in this research. A knowledge of microscopic thermody­
namic quantities facilitates the lifting of each of the assumptions usually applied in 
classical nucleation theory. It provides a tool tô investigate the effects of avoiding 
theses assumptions on the picture of the nucleation process. 
3.2 The Yvon-Born-Green Equation 
The dynamical state of a system is completely described by a point in phase 
space. The probability of finding the system at time t in a particular microscopic 
state is given by the probability density function, At equilibrium, 
the probability density function reduces to the n-body generic density function given 
by 
p ' ^ i r i  , . . . , f n )  =  J y  d ^ n + 1  '  '  '  (  3 - 4 )  
where is the configurational integral defined as 
(3.5) 
The n-body density distribution function describes the probability of finding n molecules 
at the positions r2,f2,. • .,ra, irrespective of the positions of the remaining molecules. 
This is obtained by integration over the (N — n) unspecified positions. 
The time evolution of the probability density function, is 
governed by the Liouville equation [89, 90]. 
d t  y .  d q ^  •  '  J  
( — ^  ^  J  
The Liouville equation describes the motion (trajectory) of points through the phase 
space. The stationary solution of the Liouville equation with the Hamiltonian ex­
pressed by equation (3.1) leads to a hierarchy for the equilibrium n-body density 
distribution functions known as the Yvon-Born-Green (YBG) hierarchy. In this set 
of equations, the n-particle density distribution is related to the (n +1) particle dis­
tribution [91]. 
The structure of the droplet can be obtained from the solution of equation (3.7), 
which is the first in the YBG hierarchy. With the assumption of pairwise additiv-
ity (3.2), the 1'®^ YBG equation is expressed as 
yiP(n} = -/Sj'piri) J'^^(/f2p(f2)Viu(ri2}g^ifi,f2} (3.7) 
The pair correlation function ^^(r]^, Fg) is unknown for an inhomogeneous fluid and 
approximations for this function are discussed in Section 3.3. 
To investigate the effect of the depletion of the vapor phase on the transforma­
tion, the YBG equation is solved for spherical symmetry in a finite volume by adding 
an additional constraint: the conservation of mass. This was implemented in the 
calculation of the equimolar dividing surface,-/Zg. Re is calculated by the integration 
of the density profile, p(r) [85]. In this study, a hyperbolic tangent (6.2) was used as 
the profile and is introduced in Section 6. 
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The equimolar dividing surface, Rg, is calculated by the integration of the density 
profile [85] 
Once the density profile of the condensate is known, the pressure tensor and 
the surface tension can be computed as outlined below. With this information, the 
tools are provided to reexamine the applicability of the common picture of classical 
nucleation theory. 
3.3 The Pair Correlation Function 
In a homogeneous fluid the pair correlation function, fg), depends only on 
the pair distance, fi2, and is identical with the radial distribution function, 9(^22) = 
g(rj^2 )• The radial distribution function can be obtained from three different methods; 
(1) it can be measured from the structure factor determined in X-ray or neutron 
scattering experiments; (2) it can be accurately calculated from computer simulations; 
and (3) it is approximately determined from solutions of integral equations. The 
application of neutron scattering and X-ray diffraction methods are often limited. 
Absorption of the radiation in the sample, incoherent scattering, and low resollition 
of the instrument at small wave number cause large uncertainties in the distribution 
function [92]. Computer simulations and integral equations use hypothetical fluid 
models based on assumed interaction potentials. 
As the mathematical description of the intermolecular potential becomes more 
realistic the three methods converge. Such a fluid model is given by the pair-wise 
additive Lennard-Jones potential considered in this study. The potential is expressed 
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as 
where s and cr are constants representing the well depth of the LJ potential and the 
atom diameter, respectively. The LJ fluid has been extensively studied, and Goldman 
[.32] developed an empirical equation, based on computer simulation results, which 
expresses the distribution function as a continuous function of interparticle distance, 
temperature, and density. In the initial stage of our study, we used Goldman's 
equation to calculate the structure of the fluid. The thermodynamic properties were 
obtained from an equation of state which were fitted to computer simulation results. 
These approaches were numerically inconsistent and led to negative pressures within 
the droplets. To avoid these numerical difficulties, we decided to apply integral 
equation theory to develop a consistent model for the droplet vapor system. 
Integral equation theory is a convenient and fast method to obtain liquid struc­
tures and thermodynamic properties. The computational burden for solving the 
equations is much less than that for computer simulations. The foundation of this 
theory was provided by Ornstein and Zernike [9.3, 94]. The authors investigated the 
density fluctuations near the critical point and developed a theory to describe the 
"anomalous" critical scattering near the critical point, known with visible light as 
critical opalescence. Ornstein and Zernike argued on a heuristic basis [95] that the 
correlation between molecules 1 and 2 can be divided in two parts. First, the direct 
correlations between molecules.I and 2, which are measured by the direct correlation 
function, c(12). The second contribution is due to an indirect influence propagated 
from molecule 1 to molecule 2 through a chain of intermediate molecules. The sum of 
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these is given by the total correlation function, h(12). The notations c(12) and h(12) 
indicate that these correlations are functions of spatial and angular configurations. 
The total correlation function, defined as h[ry2) = gi^ 12) 
The direct correlation function, c(r|2)> has some favorable features. The corre­
lation function has a shorter range and simpler structure than the radial distribution 
function. c(r) typically has one positive peak at a distance r %<T, approaches a finite 
negative value as r — 0 for non-ionic fluids, and decays rapidly and monotonically 
as r — 00 [96]. The short-range nature of c(r) has the advantage of reducing the 
truncation error in the numerical evaluation of integrals. The range of the radial dis­
tribution function and direct correlation function depends on the nature of the pair 
potential. For long-range potentials, g(r) only approaches the asymptotic limit of 1 
very slowly. Typically, g(r) has a sharp maximum at approximately cr, and decays in 
an oscillatory manner to its asymptotic limit. 
The Ornstein-Zernike equation (.3.10) which is a second approximate relation 
between g(r) and c(r) requires a closure condition. A number of approximate closures 
have been proposed [97]. An excellent approximation for Lennard-Jones fluid is the 
Perçus-Yevick (PY) closure [98] given by 
For a translationally invariant, isotropic fluid, where 
the Ornstein-Zernike equation becomes 
(3.10) 
c(ri2) = {/'(ri2) + l'} {l-exp u(ri2)} (3.11) 
It has been found [78] that the predicted thermodynamic properties calculated within 
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the PY approximation are in superb agreement with computer simulation results. 
•Analytical solutions of the non-linear integral obtained by combining equa­
tions (3.11) and (3.10) have been obtained for hard spheres [97]. For more realistic 
• potential functions, such as the LJ potential, an iterative method is required. The 
traditional scheme involves the Picard method, which proceeds as follows. Some ini­
tial guess for h(r) is used to obtain a first guess for c(r) through equation (3.10). A 
new guess for h(r) is then obtained by using the PY approximation, equation (3.11). 
This cycle is iterated to convergence. The shortcomings of this method are slow 
convergence and instability. In this study, Gillan's method [99] is applied. The au­
thor improved the usual scheme by taking advantage of the rapid convergence of the 
Newton-Raphson method. He showed that his method is stable and converges in few 
iterations. The mathematical details are given in [99]. 
The previous discussion focused on homogeneous fluids, where g{ri2) is well 
known. In the case of an inhomogeneous fluid, the pair correlation function is un­
known and must be approximated. In this study, a local density weighted, linear 
interpolation of the bulk-phase radial distribution functions are used, which was 
proposed by Toxvaerd [100]. Applying this approximation the distribution function 
becomes 
"2 
9  (ri,r2).= w/:(ri,r2)5^(fi2) + UY(fi,f2)5y(fi2) (3.12) 
where the weight functions of the liquid [("^^(^l) vapor [iuy(f2, f^)] phases 
are expressed as 
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P D  
(3.14) 
(3.13) 
P£) is the difference between the asymptotic liquid and vapor densities. 
3.4 The Pressure Tensor 
In a non-homogeneous fluid pressure is a tensor, i.e. it is directionally depen­
dent. In calculating the pressure tensor, the problem is encountered that this tensor 
is not uniquely defined. Assuming a surface element within the fluid, the stress 
across this element is comprised of two parts. The first contribution originates from 
the momentum transport across the surface element, and the second term is due to 
the intermolecular forces. The lack of a unique definition of a pathway along which 
intermolecular forces contribute to the stress across the surface element in the fluid 
introduces arbitrariness in the definition of the pressure tensor. This can be regarded 
as corresponding to no clear choice for where the intermolecular forces are acting. 
There exists an infinite number of pressure tensors [101]. Two conventions of choos­
ing the contour along which the intermolecular forces contribute to the local pressure 
are popular. Irving. and Kirkwood [102] adopt the particular choice of a straight line 
path, whereas Harasima [103] choose an unsymmetrical contour, that, as shown in 
Figure 3.1, follows a path first parallel to the interface and then along the radial vec­
tor, Fj. Mistura [104] considered the local pressure tensor as the functional derivative 
of the Helmholtz free energy with respect to the local strain tensor. He derived an 
equation for the pressure tensor which is identical to Irving and Kirkwood's expres­
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sion by assuming that the intermolecular distance joining two atoms is the natural 
choice of the path along which the intermolecular force acts. 
(a) (b) 
Figure 3.1: The contours C'lj defined by (a) Irving and Kirkwood [102] and (b) Ha-
rasima [103] taken from [85] 
In this study, the contour established by Irving and Kirkwood is employed. With 
this path the statistical mechanical expression for the pressure tensor is given by [105] 
E(r-1 = k s T p { f ) l -
Î  f - (  r  12 ,r  +11  - ( )n2)  (3 .15)  
£(r) and | are the pressure and unit tensor, respectively. ^ is the ratio of the length 
I r — j to r^2- The two-body density function (r^) is defined in terms of the 
pair correlation function 
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. P^in ,r2) = p{ri) p{fi ) 5f^( q ( 3.16) 
As outlined in the previous section, the pair correlation function, ) is ap­
proximated by Toxvaerd's interpolation formula (.3.12) [100]. 
In this section, the pressure tensor and its dependence on the structure have 
been discussed. A calculation procedure for the spherical interface is provided by 
the approximation introduced by Toxvaerd [100] and the substantial amount of data 
available for the Lennard-Jones fluid. Once the pressure profile of the droplet is 
known, interfacial quantities are accessible. The relationships between the pressure 
tensor and the surface tension, 7, and the surface of tension, Rs-, are discussed in the 
next section. 
3.5 The Surface Tension and Surface of Tension of Spherical Interfaces 
In the context of homogeneous nucleation theory, the spherical interface has 
been considered thoroughly. The earlier work by Kirkwood and Buff [107], Buff [24], 
and Kendo [108], summarized and explained in more detail by Ono and Kondo [72], 
involves the development of a statistical mechanical treatment of spherical interfaces. 
The pressure tensor in such a system can, on the grounds of symmetry, be expressed 
in the form 
E(r) = p7(r) + êg êg] + pj^[r)èrèr (3.17) 
where êg, and èr are orthogonal unit vectors corresponding to the spherical co­
ordinates r, 6, and respectively. p^{r) and py(r) are the normal and tangential 
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component of the pressure tensor. Both components reduce to the bulk phase pres­
sures in the interiors. 
With the assumption that the droplet is in mechanical equilibrium the pressure 
tensor components must satisfy the condition of hydrostatic equilibrium which, in 
the absence of an external field, is given by [109] 
V -E( f )  = 0 (.3.18)' 
In spherical polar coordinates equation (3.18) becomes 
^ [r"  PjV(r ) ]  =  [ (n  -  2)  p^Y(r )  +  2py(r ) ]  (3 .19 )  
This condition with n=0,2, and 3 was first derived by Buff [24] and later on generalized 
by Rowlinson and Widom [10.5] to any integer value of n. 
Kirkwood and Buff, Buff, and Kendo have utilized Gibbs' concept of a dividing 
surface of a spherical droplet. They constructed a hypothetical system of two ho­
mogeneous phases separated by a spherical membrane with isotropic surface tension 
and radius Rs as shown in Figure 2.3. The surface tension and the surface of tension 
are obtained by force and momentum balances at this rnembrane. These assume 
that the mechanical expression is equivalent to the thermodynamic treatment of the 
surface with respect to both the resultant force and moment, exerted on the dividing 
surface. This approach has been extended to higher moments of "p" by Rowlinson 
and Widom [105]. In their notation the general balance can be written in the form 
J  f/r  r"  p"  +  dr  r"pf^-R^f=J^^drr^  pj ' { r )  (3 .20 )  
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R'^ and are arbitrary surfaces within the homogeneous phases a and respec­
tively. The balance can be solved with n=l for the force and n=2 for the second 
moment to yield expressions for the surface tension and surface of tension. 
l { R s )  =  Iq  ^  A g )  - P 2 ' ( )  
(^) ^ s )  -  P x i r )  
for n=l 
for n=2 
R s  =  
f ^ d r r ' ^  - Prir)] 
f^drr -/}y(r)] 
where Rs)  \ s  a step function defined by 
(3.21) 
(3.22) 
(3.23) 
p°^f^(r;Rs) = [l-.4(r-a)] ,+.4(r-o) 
.4(r —a) = 
(3.24) 
1 r  >  a  
0  r  <  a  
Other expressions for the surface of tension and surface tension are obtained from 
the condition of hydrostatic equilibrium (3.19). Integrating equation (3.19) yields 
^ i(m-2)p^(r) + 2pY^(r)) (.3.25) 
where the left hand side can be expressed in terms of an integration of the (n —l)st 
moment of the discontinuous pressure profile (3.24) leading to 
/ f io  d ' -nT ' ' - ^p ' "^ i r .Rs]  =  p"  +  R"  (p" - / )  (3.26) 
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Combining equation (3.26) with (3.25), the pressure drop across the interface is given 
by 
^ p'^^ir; Rs)-pj\i{r) 4-2 [pjY(r)-py(r)]| 
(3.27) 
Identifying the pressure drop across the interface with Laplace's definition of the 
surface tension (2.39) leads to a different expression of the surface tension. 
{" +2 [pjY(r)-py(r)] 
(128) 
It is unsatisfactory that these equations are based on Gibbs' concept. In this 
model, the droplet/vapor system is constructed of two homogeneous bulk phases, 
whose properties are calculated by means of macroscopic thermodynamics. The in­
terfacial region is treated as a hypothetical, dividing surface, across which bulk phase 
quantities change discontinuously. We could apply (3.28) to our problem, but then we 
are left with the inconsistency of applying macroscopic thermodynamics beyond its 
limit to systems where the range of the intermolecular forces experience the inhomo-
geneity of the interface. The discrepancy becomes evident by considering Laplace's 
condition on mechanical equilibriurn, equation (2.39). This equilibrium condition 
predicts an increase in pressure in the interior of the droplet with decreasing droplet 
size due to increasing interfacial contributions. This is avoided in the application of 
equation (3.28). It has a "mechanical" solution for n = 3 due to the assumed equiv­
alence of the first and second moments in equation (3.20). Equation (3.23) can be 
rewritten in the form 
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r(r-i?5) = 0 (3.29) d r  p ' ^ ^ { r \ R s ) - p j ' { r )  
Integrating equation (3.19) for n = 2 and replacing the R'^  and terms by an 
expression obtained by the integration of the moment of the pressure profile (3.24), 
the following relation is deduced 
(3.30), 
Analogously, combining the integrated form of equation (3.19) for n  =3 with the 
result of the integration of the 2^^ moment of the pressure profile (3.24), a second 
equation relating the homogeneous bulk phase pressures to the pressure profile is 
derived. 
^  (3^ d r r ' ^  p ' ^ ^ { r - , R s )  -  d r r ' ^  [ p j ^ ( r )  +  2 p ' j ^ ( r ) \ ^  (3.31) 
Substituting {p^ — p^) from equation (3.31) into equation (3.30) and combining the 
result with expression (3.29), the integral of the second moment of — P;Y(r)] 
vanishes and Buff's expression for the surface tension [24] is obtained from equa­
tion (3.28) for n = 3. 
(3.32) 
. 2  
By taking advantage of the hydrostatic equilibrium condition (3.19), Buff's def­
inition for the surface tension [24]. is independent of the thermodynamic model, i.e. 
the interface can be . modeled as a step function or more realistically as a region 
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with finite dimensions yielding the same value for the surface tension. The same is 
observed for the surface tension obtained from (.3.28) for re = 0. 
7(i?s) = _^ c/r [pjY(T-)-py(r)] (3.33) 
Relations (3.32) and (3.33) are two alternative expressions for the surface tension 
which are thought not to be equivalent [110, 111]. 
Combining these two definitions of the surface tension, results in an expression 
for the surface of tension which is not a function of the homogeneous bulk phase 
pressures. This avenue provides an expression for the surface of tension, which is 
only a function of the components of the pressure tensor. 
\/g°°c/rr [p^Y(r)-fy(r)] j 
The different expressions for the surface of tension, Rs, introduced below, are 
distinguished by use of the superscripts p, 0, 1, and 2. At the planar limit where the 
dimension of the droplet approaches infinity, p^^(r; Rg) can be replaced with pji^{r). 
For small droplets, interior properties no longer follow the macroscopic thermody­
namic description, and the equivalence of the thermodynamic and mechanical model 
cannot be fulfilled. To extend the analysis to small droplets, we have proposed that 
pa/3^j,. J the force and momentum balances (3.20) can be replaced with radially 
dependent normal component, p^{r), of the pressure tensor. Two reasons can be 
cited to justify this suggested model. First, Buff's expression for the surface tension 
can still be derived from this model. Second, the validity of our approximation can 
be tested by a comparison with equation (3.33) in connection with expression (3.34). 
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In this study, the results of the surface tension from equations'(3.32) and (3.33) 
are compared, using besides (3.34), the following additional expressions for surface 
of tension derived from (3.28). 
J O )  ^  [ p ^ ( r ) - f y ( r ) ]  
41» = r*'" (.3,36, 
S ^ d r  [p,Y(r)-py(r)] 
o(2) _ f^drr^ [p#(r)-pr(r)] 
S ^ d r r  [Pyy(r)-P2i(r)] 
It is notable that is equal to 
In the limit of large droplets, expression (3.33) has a useful interpretation. In 
this limit, equation (3.33) with cylindrical coordinates, z = r — Re, becomes 
The difference of the pressure tensor components is only nonzero within the inter-
facial region. With increasing distance from the dividing surface the normal and 
tangential components coincide. In the region of non-zero values of the numerator, 
the denominator is dominated by Re and equation (3.38) reduces approximately to 
=i/Jir-o ÊI- R ,  ^ 
This equation becomes equivalent to Tolman's expression for the surface tension (2.47) 
for larger droplets. In this limit, the Tolman parameter, 6 = Re — Rs, is much smaller 
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than Re. and the pressure at the center of the drop becomes the homogeneous liquid 
pressure, Pj\[iO) = so that Laplace's equation (2.39) becomes 
i/p"' = + ^  (3.40) 
l / f t e—0 
Substituting p y  from the Laplace equation into equation (3.40), another expression 
for the surface tension is obtained. 
l ( R s )  _  7 0 0  ,  P L - P n W  
This equation still requires the evaluation of the pressure at the center of the 
droplet and the surface of tension from the mechanical model. 
Lovett et al. [112] and Hemingway et al. [110] have provided another avenue to 
calculate the surface tension by extension of the work of Triezenberg and Zwanzig 
[113]. The latter authors derived an expression for the planar surface tension in 
terms of an integral over density gradients and the direct correlation function. They 
considered the change of the free energy due to an increase in the surface area arising 
from density fluctuations. Lovett et al. and Hemingway et al. calculated the density 
change caused by the distortion of the planar surface. The distortion of the planar 
interface can be thought of as a result of an external field acting on the surface. 
The change in density due to an external field, which is equivalent to a pressure 
drop across the interface, is related to the direct correlation function by the 2"*^ 
Yvon equation [105, 110]. This approach is based on the direct correlation function, 
c(ri, r2) and omits the introduction of the pressure tensor and the surface of tension. 
The equation is only correct to terms of order IjRs, since Laplace's equation for the 
pressure drop and a series expansion of Tolman's expression for the surface tension 
67 
have been introduced. 
I ^ T ' i i R s )  
f r  
g r  
The direct correlation function route to interfacial properties has been devel­
oped by Falls et al. [114]. They studied the structure of spherical interfaces applying 
density functional theory and square gradient theory. The pair potential was approx­
imated by a two term Gaussian model with a set of parameters which resembles the 
Lennard-.Jones potential, given by equation (3.9). The density profile was approxi­
mated by a hyperbolic tangent. A similar profile has been applied in this study and 
is applicability to spherical interfaces is discussed in Section 6. The thermodynamic 
properties were estimated from the van der Waals equation of state. The liquid and 
vapor direct correlation functions were obtained from the mean-spherical approxi­
mation [105j. The latter is based on a linear expansion of the Boltzmann factor in 
the PY expression (3.11) combined with the mean-field approximation, g(r)=l. Sur­
face tensions computed from the gradient theory showed a much weaker curvature 
dependence than an approximated solution of Tolman's expression for the surface 
tension (2.46). At droplet sizes of roughly .5(T, the surface tension only decreased by 
approximately 20% compared to the surface tension at the planar limit. 
The different expressions for the surface tension provide avenues to the determi­
nation of the surface tension of microscopically small droplet in hydrostatic equilib­
rium, and subsequently to a reexamination of homogeneous nucleation theory. The 
7 c  f o o  1 d p  /•oo d p  ,  
- s/o *2'•2 
f O O  
' •/ilril-Fîll 
=  ( r i  +  r 2  +  r i 2 ) ( ^ l + ' ' 2 - ' ' 1 2 ) ( ^ l - ' ' 2  +  ^ 1 2 ) ( ' ' 2 - ^ l + ' ' 1 2 )  
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results which are summarized in Chapter 6, indicated that kinetic mechanism of the 
phase transition must play a central role. Consequently, the dynamical features of 
the transformation have been studied by employing computer simulation techniques. 
These are reviewed in the next section. 
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4. COMPUTER SIMULATION TECHNIQUES 
4.1 Introduction 
Monte Carlo (MC) and molecular dynamics (md) simulations complement in­
tegral equation theory delineated in the preceding chapter by describing N-body 
systems at a molecular level exactly. These techniques are used in a wide range 
of scientific fields. Simulations are utilized to study, e.g, spinodal decomposition, 
melting of solid films, growth of thin films, growth of fractals, folding of proteins, 
turbulence in fluid flow, and many other areas. An extensive summary of these two 
simulation techniques and their applications to different fields is given by Abraham 
[115]. MC and md have established a role of equal importance with the traditional 
approaches of experiment and theory. Simulations provide molecular detail beyond 
experimental resolution in both space and time doma;ins. 
The Monte Carlo method implies the use of random sampling techniques to 
estimate values of integrals. The MC technique introduced by Metropolis [116] is 
a procedure where configurations with a frequency proportional to the Boltzmann 
distribution are selected. The Boltzmann distribution characterizes the equilibrium 
state of the system. The unweighted average of any function over the chain of config­
urations gives an estimate of the ensemble average of that function. The MC method 
does not generate a true dynamical history of an atomic system, but rather a chain 
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of spatial configurations according to the rules of the Metropolis algorithm. 
In contrast to the MC method, the md technique yields the motion of a given 
number of atoms. The classical equations of motion are solved for trajectories gener­
ated by the mutual interactions of the atoms. The md technique gives time averaged 
properties of the system, whereas the MC method yields ensemble averaged properties 
of the system. 
As mentioned in the introduction, one of the aims of this study is to investigate 
the kinetics of the vapor/liquid phase transition. The time evolution of individual 
atoms and/or clusters is required to gain an insight into the mechanisms governing 
the transformation. Since time dependent properties are only obtained by molecular 
dynamics, we have decided to utilize the latter technique. The next section describes 
the molecular dynamics simulation method. 
4.2 Molecular Dynamics Simulation 
The molecular dynamics technique is used to integrate Newton's 2"^ law for a 
sys t em o f  N  molecu l e s  i n t e r ac t i ng  v i a  a  spec i f i ed  i n t e rmo lecu l a r  po t en t i a l ,  u ( r ) .  
=  f i  = .  ( 4 . 1 )  
where is the mass of atom i, and is the force on that atom induced by the 
presence of the remaining (iV —1) atoms. A numerical solution of these ordinary 
differential equations can be obtained by a predictor-corrector method. In principle, 
the method requires a knowledge of the spatial coordinates, velocities, and other 
dynamic information at time t. With these initial conditions, the N equations are 
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solved simultaneously for the positions, velocities, etc. at a later time t + In 
this study, a 5^^ order predictor-corrector algorithm has been used. The predictor 
is based on a Taylor expansion about time t of the continuous trajectory of states 
•through the phase space [117]. 
+ (y MO + ^  f 1 + 1 (4.2a) 
+ + (4.2b) 
b P { t  +  6 j t )  =  b ( t )  +  { 6 ^ t ) c { t )  (4.2d) 
c P ( t  +  6 j t )  =  c { t )  (4.2e) 
where v , a , b , c  are the 1'^^,... ,4^^ derivative of the.position vector f .  The order of 
the predictor corresponds to the number of terms used in the Taylor series. The 
superscript "p" indicates that these values are predicted without the reference to the 
equations, of motion. 
Newton's equation enters the scheme in the correction step. From the predicted 
positions, the accelerations, proportional to the intermolecular forces, are calculated. 
/S:a(t + 6jt) •= a^{t-^8jt) — aP{t+5jt) (4.3) 
where the superscript "c" indicates the corrected derivative. The positions and other 
derivatives are also corrected. 
r ' ^ { t  +  6 ^ t )  =  f P { t  +  6 ^ t )  +  C Q  A a { t  +  6 j t )  (4.4a) 
v P { t  +  6 j t )  +  c i  A a { t  +  6 j t )  (4.4b) 
a ^ ( t + 8 j t )  =  a P ( t  +  6 j t )  +  C 2  A a ( t  +  6 ^ t )  (4.4c) 
b P { t  +  6 ^ t )  +  C 3  A a { t + 6 ^ t )  (4.4d) 
c P { t  +  6 j t )  + C 4  ^ a ( t  +  6 j t )  (4.4e) 
•The choice of the corrector coefficients (eg,..., 04) have been discussed by Gear 
[118]. He has pointed out that the choice of the coefficients depends on the optimum 
stability arid accuracy of the trajectories. The exact positions, velocities, etc. may 
be calculated by an iterative procedure involving equations (4.3) and (4.4). The 
corrector step requires the calculation of the force at each iteration step. This is 
the most time consuming part in the simulation, and in the usual application of md, 
the corrector step is carried out once to reduce the computational burden of the 
calculations. 
In computer simulations a relatively small number of atoms are used to deduce 
macroscopic properties of the fluid. Systems are usually in the size range of a few 
atoms up to several thousand atoms. Most studies use a cubic simulation cell because 
of its geometrical simplicity. In earlier studies, the simulation results were altered 
by the effect of thé microscopically small dimensions of the simulation cells. ' At 
high densities, a large fraction of atoms are in contact with the surrounding walls 
of the simulation cell and experience a different force field than atoms in the bulk 
phase. These surface effects are avoided by the imposition of periodic images. In this 
technique the simulation cell is replicated throughout space to form an infinite lattice. 
The atoms can cross the boundary of the simulation cell, and one of its images from 
the neighboring cell will enter the original cell through the opposite face. 
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Depending on the range of the intermolecular potential this method can be fur­
ther modified. For short-range potentials, such as the Lennard-Jones potential, the 
"minimum image convention" can be introduced. This implies that thermodynamic 
properties and structures of fluids can be deduced from the interaction between near­
est neighbors and contributions from the periodic images are negligible. For instance, 
atom i interacts with atom j. If the distance between i and j is larger than the dis­
tance between i and the image of j (j'), then only the interaction between i and j' 
contributes to the total potential energy of the system. 
For atoms which interact via a long-range potential, there is a substantial inter­
action between an atom and all images in the neighboring cells. For an ionic system, 
the potential contribution to the Hamilton!an can be written as [119] 
integer coordinates. The prime on the first summation indicates that the terms n = 0 
are to be omitted when i=j. L is the length of the cubic simulation cell, and 
Zj are the ionic charges. The series is only conditionally convergent, i.e. the result 
depends on the order of summation. The problem of transforming the lattice sum 
into a rapidly convergent series is resolved by the Ewald summation technique. The 
Ewald method has been reviewed by Tosi [120] and De VVette and Schacher [121]. The 
mathematical details are given by De Leeuw et al. [119], and elaborated in [122]. The 
principle underlying the Ewald method of bringing a slowly converging sum into a 
rapidly converging form is the introduction of an auxiliary function which approaches 
zero rapidly as r-^oo and is finite at r = 0. The auxiliary function may be chosen to be 
n  \i=lj = l / 
\ 
(4.5) 
The sum over the lattice vector, n, is taken over all simple lattice points with 
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a Gaussian distribution function. Conceptually, two distributions of the same shape 
and sign are introduced. The first distribution is superimposed on the ionic point 
charges and can be thought as a screening of the interaction between neighboring 
charges. The second one is added to reduce the overall potential calculated from the 
first distribution including the point charges to that due to the original set of charges. 
With this strategy, the initially divergent sum is converted into two series. The first 
sum converges rapidly. The second series is a slowly varying smooth function of r, 
but its Fourier transform is a rapidly converging function in Fourier space. Applying 
the property that the summation of a function over a lattice in real space is equal to 
the summation of its Fourier transform over the reciprocal lattice in Fourier space, 
the original series which was conditionally convergent can be converted to two rapidly 
convergent series. The first sum is taken in real space, whereas the second sum is 
taken in the reciprocal lattice space. The total potential energy is given by the sum 
of the two series. 
4.3 Monte Carlo and Molecular Dynamics Studies 
As mentioned earlier, phase transitions are initiated by density fluctuations in 
th« parent phase on the microscopic level. The mechanisms occurring during the 
initial time (induction time) have been of interest for a long time. Many fundamen­
tal research projects have béen directed towards the investigation of the structural 
alteration in the fluid during that time. At the present time, the limited resolution of 
spectroscopic instruments does not permit the study of this small size domain. This is 
a classical example where computer simulations can be successfully applied. A large 
number of computer experiments aimed at an understanding of the mechanisms in­
( 0  
volved in the phase transition have already been performed. It is the purpose of 
this section to provide a review on the clustering phenomenon and cluster properties 
observed in these simulation studies. 
In many studies, the interaction between the atoms in the fluid was modeled via 
the Lennard-Jones (L.J) potential. It is well established that this model fluid predicts 
thermodynamic properties of noble gases [89]. Extensive investigations have been 
performed to reveal the mechanisms involved in the melting of small clusters. MC and 
md have been applied towards an understanding of the solid/liquid transformation 
on a microscopic level of such clusters. These simulations were started with clusters 
having crystal structures of macroscopic solid phases. In several computer simulation 
experiments, a spontaneous rearrangement from an initial structure, such as an f.c.c., 
to "polytetrahedra" structure was observed. The studies were conducted at different 
temperatures and densities. Several cluster properties were computed during the 
relaxation process such as internal energy, heat capacity, distribution functions, and 
variation of the bond length. 
Nauchitel and Pertsin [12.3] have used the MC method to study the properties 
of LJ clusters composed of 13, 19, and 55 atoms. The simulations were performed 
in a constraining sphere. They found that small systems undergo structural and 
thermodynamic transitions analogous to the melting and sublimation phenomena 
typical of macroscopic systems. For the largest cluster, a two phase region was 
observed. The cluster existed in a two phase state characterized by a drastic increase 
of the heat capacity and the presence of two distinct structural elements, a solid core 
and fluid like shell. 
Kaelberer and Etters [124] and Etters et al. [12.5] used the MC technique to study 
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small LJ clusters consisting of 13 or fewer atoms. They noted that the solid/liquid 
transition temperature increases with increasing cluster size. An asymptotic approach 
to bulk phase behavior could not be observed. In a similar study, Etters et al. [126] 
•investigated the solid/liquid transition of small argon clusters in the presence of an 
ion. Their results confirmed experimental evidence that ionic clusters become less 
stable with increasing number of atoms in the cluster. They observed a reduction of 
the disassociation, temperature with increasing cluster size. The authors suggested 
that the structure of the clusters is sensitive to secondary, ion induced, contributions 
to the interaction. 
Brian and Burton [127] applied molecular dynamics to investigate the properties 
of small microclusters composed of 2-100 LJ atoms. They observed a solid/liquid 
transition where the melting temperature of the clusters was substantially below the 
melting point of the bulk phase. The authors were %lso able to recrystallize some of 
the microclusters. The cooling curves for smaller clusters (6 — 13 atoms) rejoin the 
solid heating curve, whereas a .55 atom cluster apparently formed a glassy solid. MC 
and. isothermal md microcanonical simulations performed by Davis et al. [128] and 
Berry et ai. [129] demonstrated the existing of two coexisting phases having solid and 
liquid character. They found that argon clusters composed of 13 atoms have sharp 
but unequal freezing and melting temperatures. 
Similar results were, observed by Feuston et al. [130], who utilized molecular 
dynamics to study thé behavior of silicon microclusters. The atoms interacted via 
an empirical three-body potential. The authors observed that the structure of the 
cluster depends on its size. Certain sizes, which are known as magic numbers, are pre­
ferred and give an indication of the underlying complex dynamical behavior involving 
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transition between configurations. The occurrence of clusters where the number of 
atoms follows a magic number sequence was also noticed in inert gas condensation 
and adiabatic expansion [131], • 
This may suggest that every time a new atom or molecule condenses onto a 
cluster the atoms in the cluster may completely rearrange themselves. The recon­
struction of the cluster probably follows a certain sequence of structures as it' grows 
from a molecule into a crystal. This is in agreement with the studies by Hoare and 
Pal [132, 133]. The authors used a numerical optimization technique to search for 
minimum energy configurations of clusters of different sizes. The atoms interacted 
via the Lennard-Jones potential. They found that the configurations generated by 
"polytetrahedra" packings give lower energy for small clusters than any units of the 
common lattice structures including the actual f.c.c. structure for noble gas solid. A 
similar study was performed by Martin [134]. He numerically minimized the total 
energy of ionic clusters having the compositions (MX)^ and (MX2)n- The author 
considered coulombic and dipole interactions and demonstrated that the results com­
pare qualitatively with experimental infrared adsorption spectra of components in the 
vapor phase. 
Briant and Burton [135] have investigated the mobility of Lennard-Jones atoms 
at the surface of clusters using molecular dynamics. They started the simulation 
from a solid/like state and melted the cluster by increasing the temperature. From 
the mean square displacement they estimated the diffusion coefficient for the atoms 
at the surface and found an enhancement of the mobility of surface atoms. This 
supports the study by Hoare and Pal [132] which suggested that small clusters may 
consist of a solid/like core with a liquid-like outer layer of highly mobile surface atoms. 
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They pointed out that for certain cluster sizes there are several geometrically distinct 
atomic arrangements possible which are only separated by small energy differences. 
These low saddle-points account for the delocalized motion between the minima. 
Monte Carlo simulations of single gas clusters of sizes between 13 and 100 atoms 
were described by Lee et al. [82]. The atoms were confined in a spherical container 
and interacted via a Lennard-Jones potential. They calculated the free energy as a 
function of temperature and constraining volume (size of the spherical container). 
The authors noticed that the free energy becomes less sensitive to the constraining 
volume with decreasing temperature, indicating that the mobility of the atoms is 
reduced. The aim of their calculations was to estimate cluster free energy, which 
was then used in an effort to settle the controversy between the Becker-Doring and 
Lothe-Pound theories. The applicability of the results to homogeneous nucleation has 
been questioned [136, 137, 138, 139]. The dispute arises from the arbitrariness in the 
definition of a physical cluster and the effect of the constraining sphere on the physical 
state of the cluster. It was argued that the constraining sphere is an artificial wall 
with an infinitely repulsive potential preventing unrestricted interactions between the 
cluster and the surrounding atoms in vapor phase. 
Numerous MC computer simulations have been performed on two-dimensional 
(2-D) and three-dimensional (3-D) Ising or Heisenberg models [140, 141]. The Ising 
model consists of a lattice of "spin" variables, where each of the spin variables, inde­
pendently from each other takes a value of -t-1 (up-spin) or -1 (down-spin). The pair 
interaction between spins is restricted to nearest neighbors. The two-dimensional 
Ising model which can be solved analytically exhibits all of the phenomena peculiar 
to magnetic systems near the Curie temperature. No exact solution exists for the 
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3-D model, but the model predicts the experimental critical exponents for the va­
por/liquid transition remarkably well [89]. The Heisenberg model is an extension of 
the Ising model where spin locations are defined by the euclidian space. These rel­
atively simple models have been applied to study magnetic materials, binary alloys, 
liquid crystals, crystal growth or adsorbed surface layers. The studies have provided 
detailed information on phase diagrams and critical behavior. A complete literature 
review of the applications of the lattice gas models would be beyond the scope of this 
dissertation, and only references related to this research project are provided. 
Furukawa and Binder [142] studied the vapor/liquid phase transition of a 3-
D Ising model. Their results indicate that the free energy barrier to nucleation 
is substantially lower than is predicted by the classical theory. Kalos et al. [143] 
performed temperature quenches to states with various concentrations inside but 
close to the coexistence line of a three-dimensional binary alloy model system. The 
authors observed well-defined metastable states very close to the coexistence line 
and established a rather gradual transition from nucleation-Iike behavior to spinodal 
decomposition as one moves away from the coexistence line. Rao et al. [144] and 
Sur et al. [145] studied the phase transitions of 2-D and 3-D binary alloy models, 
respectively. The authors analyzed the time evolution after quenching the fluid into 
the metastable and/or unstable regions. They observed two distinct stages during 
the phase segregation. At the initial stage, "rapid" condensation of atoms occurs to 
form liquid droplets. This is followed by a "slow" growth regime, where droplets grew 
by coagulation through diffusion of large droplets. Their results further indicate that 
the spinodal-like transition extends much closer to the coexistence curve than it is 
predicted by the conventional theory. The important role of cluster coalescence during 
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the phase transition has also been proposed by Binder and Stauffer [146] who studied 
the phase separation of alloys. The authors explained the nonexponential features 
of this process observed in computer simulation in terms of cluster coalescence and 
diffusion. 
The shortcoming of these studies are twofold. First, the authors simplified the 
problem by using the MC method which samples the configuration sequence from the 
Boltzmann distribution. The distribution is derived for a fluid in equilibrium. Its 
application to non-equilibrium condition such as phase transitions are questionable. 
Second, the clusters, are created separately from any natural environment. Cluster-
cluster interaction, and Brownian motion of clusters are not considered. Many of 
these studies focused on finding the minimum energy configurations of clusters by 
minimizing their total potential energy. The temperature effects on the stability 
of the cluster configurations are neglected. At constant temperature, the thermo­
dynamic postulates introduced in Section 2.2 state that the Helmholtz potential, 
equation (2.7), assumes a minimum value for equilibrium. But in the conducted re­
search the potential energy was used as a criterion for equilibrium, which actually 
implies that the absolute temperatures of the systems are zero. 
Several studies have been conducted to explore the fundamental dynamical prop­
erties of a droplet. Thompson et al. [85], Powles et al. [147, 148], Rusanov and 
Brodskaya [86], and Shreve et al. [149] studied small liquid drops using the md 
method. The authors provided "experimental" measurements to verify the- conjec­
tures of Gibbs, Tolman, and others by calculating the surface tension as a function of 
the droplet size via the pressure tensor. Besides Shreve et al., who studied droplets 
composed of atoms interacting via a Stockmayer potential, these authors.investigated 
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the properties of LJ droplets. Thompson et al. used a shifted LJ potential truncated 
at 2..5cr, whereas Powles et al. employed a relatively large potential cutoff of lOtr 
which made long-range corrections unnecessary. The earlier simulations of Rusanov 
•and Brodskaya [86] were performed with a short running time which produces un­
reliable results for the pressure tensor and interfacial quantities calculated from the 
latter. The droplet studies were started by performing equilibrium bulk simulation 
of the LJ fluid using periodic boundary conditions. After equilibration, the droplet is 
excised from the bulk phase and placed either at the center of a new periodic system 
(Powles et al.) or in a spherical container (Rusanov and Brodskaya, Thompson et al., 
Shreve et al.). Thompson et al. and Shreve et al. used an external field to confine 
the droplet in the simulation cell. 
Powles et al. [147] focused their investigation on the applicability of the Kelvin 
equation to small droplets. Although difficulties arise from the uncertainties in the 
reported value of the Tolman parameter, they found that in comparison to the planar 
limit, the Kelvin equation breaks down at a droplet size of approximately lOcr (corre­
sponding to the equimolar surface). Thompson et al., Rusanov and Brodskaya, and 
Shreve et al. computed the surface tension as a function of droplet size. Their studies 
showed that the surface tension decreases monotonically with decreasing droplet size. 
Rao et al. [4.5] have studied the dynamical behavior of Lennard-Jones droplets 
near the triple point by using MC and md techniques. The LJ potential was truncated 
at 2.5cr. Periodic boundary conditions were applied. The simulations were performed 
at constant volume, temperature and number of atoms. The authors simulated sys­
tems of sizes of 128 and 256 atoms. The droplets were formed from an equilibrated 
liquid by enlarging the sides of the cubic simulation cell to a size where the desired 
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mean density is obtained. After established equilibrium between the liquid droplet 
and the surrounding vapor, Rao et al. determined the density and energy profile of 
the droplet. The latter is the average intermoleciilar potential energy of an atom 
at distance r due to all other atoms. They reported profiles which were comparable 
to the profiles obtained at a planar interface. They explained this phenomenon by 
arguing that the longest capillary wave possible at the planar and the droplet surface 
have approximately the same wavelength. For the smaller system, Rao et al. showed 
snapshots of stable droplet configuration at different supersaturations. At high mean 
density (high supersaturation), the liquid drop is nearly spherical. With decreasing 
supersaturation, the sphericity of the droplet diminished and its surface became less 
defined.. 
Zurek [151] and Zurek and Schieve. [150] used md to simulate a system of hard 
core, square well, discs enclosed in a two-dimensional cell with periodic boundary 
conditions. Internal energy and cluster size distribution were recorded in the simu­
lations. During the condensation, they could observe significant cluster-cluster cor­
relations and the formation of loose chain-like structures. The authors suggested 
that the nucleation' event is governed by multistep clustering instead of the tradi­
tional monomer addition model of cluster evolution. Abraham et al. [152], Desai 
et al. [153], and Koch et al. [154] studied the vapor/liquid phase transition of 
Lennard-Jones atoms. The authors have performed a series of md simulations in two 
dimensions at constant energy and temperature to investigate the time dependence 
of spinpdal decomposition. Monitoring the radial distribution function and structure 
factor during the transformation, the authors could observe two growth regimes. Ini­
tially, the transition follows the spinodal decomposition mechanism with wave-like 
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density fluctuations. Large clusters were observed due to the highly interconnected 
morphology. Subsequently, there was a transition to cluster formation followed by 
the growth and coagulation of clusters. In the 2"^ regime, the growth law for the 
average cluster radius was found to be for isothermal and for the constant 
energy simulations, respectively. Desai et al. [153] showed that the different growth 
laws can be deduced from the theory of Lifshitz and Slyozov [155, 156] who found 
that at the late-stage of the transition the radii of grains raised to the 3*"^ power 
grow linear in time, and the supersaturation in solid solutions decreases proportional 
to Since our kinetic analysis of the vapor/liquid phase transition is based on 
a modified version of the Lifshitz-Slyozov theory, it will be discussed in more detail 
in Chapter 5. 
The kinetics of cluster formation in a supercooled dense Lennard-.Jones vapor 
has been studied by Zheludkov and Insepov [157], Mruzik et al. [158], and Abraham 
[159] using rnd. The authors quenched a supersaturated vapor in the unstable, region. 
Zheludkov and Insepov [157] computed cluster distribution functions and recorded 
the trace of the kinetic energy. Their results indicated that the phase transitions 
are governed by long-range density fluctuations in the fluid. .Mruzik et al. [158] 
and Abraham [159] investigated the variation of the structure factor as the trans­
formation evolves. They observed an exponential increase in the structure factor for 
small wave numbers arising from long, wavelength density fluctuation. The si.mula-
tion results were in good agreement with the linear approximation of the generalized 
diffusion equation for the initial phase separation. Swope and Anderson [160] per­
formed constant energy, constant volume, md simulation to study the early stage 
of crystallization in supercooled LJ fluid composed of 15000 and 1 million atoms. 
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An equilibrated liquid was spontaneously quenched to a temperature equivalent to 
the solid state region of the Lennard-Jones phase diagram. During the subsequent 
time evolution of the transformation, the authors monitored the cluster morpholo­
gies and identified the transition where clusters formed a solid/like core. Clusters 
which coalesced or grew rapidly were omitted in the analysis. The results indicated 
that a free energy barrier to crystallization may exist. Yang et al. [161] carried out 
similar quenches for LJ fluid and fluids with the pair interactions and 
For the latter two potentials, the nucleating aggregates were spatially asymmetric 
and approximately planar. For all quenches, the structure became increasingly ram­
ified the deeper the quench indicating the transition to the mechanism of spinodal 
decomposition. 
Ionic systems have been investigated extensively by means of simulation tech­
niques. Most of the studies focused on modeling molten salts [162, 163, 164, 165]. 
Numerous studies used the Huggins-Mayer (or Fumi-Tosi) empirical pair potentials. 
The ion-ion interaction was approximated by a two-parameter exponential term for 
the short-range repulsion between ion cores, an r~^-term for the coulombic inter­
action and r~® and r~^-terms for the multipolar interactions. Dixon and Sang-
ster [163, 164] modified the pair potential to include the effect of polarization. The 
studies were directed towards the investigation of ion size and type of pair poten­
tial on the structural properties of the melt. Structural information was obtained 
from the application of Dirichlet-Voronoi polyhedra [165] used to characterize the 
adjacent neighborhood of the ions and the computation of the radial distribution 
functions. The latter form the link between computer simulations and experiments 
(X-ray diffraction, neutron scattering) through the structure factor. 
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The formation of clusters has also been observed in model electrolyte solutions. 
Eggebrecht and Ozler [166] performed MC simulations to study properties of elec­
trolyte solutions composed of charged hard spheres and dipolar hard spheres. Un­
der supersaturated conditions they observed large ionic clusters whose morphologies 
were charged chains of alternating sign. The authors proposed that strong and highly 
asymmetric interactions may hinder the formation of spherical clusters. Solvation oc­
curred along the chain such that the solvent species adjacent to an ion were strongly 
bound and orientationally ordered due to the intense local electric field. By contrast 
desolvation was permitted at the free chain ends. The authors suggested that the 
desolvation may be followed by a folding of the free chain ends which may produce 
rudimentary lattice structure followed by the oriset of crystallization. 
A three-dimensional ionic network in supersaturated sodium chloride solution 
has been suggested by Schwendiger and Rode [167j. They performed Monte Carlo 
simulations modeling the water-water interaction by the Matsuoka-Clementi-Yoshimine 
(MCY) potential [168]. The analytic expression for the MCY potential was deduced 
by fitting the calculated dimerization binding energies for water molecules in lin­
ear, cyclic, and bifurated configurations. The analysis of Schwendiger and Rode was 
based on the calculation of the radial distribution functions for the different species, 
and the coordination numbers for the ions. They observed a significant shift of the 
hydration number to smaller value at higher concentration. 
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5. OSTWALD RIPENING 
Any first-order phase transition yields a dispersed second phase. The dispersity 
of the second phase results in a large surface area and the system has not reached 
its thermodynamic equilibrium. The system naturally escapes from this metastable 
state by minimizing the contribution of the surface free energy to the total free energy. 
Smaller particles, which have a large surface area per unit volume dissolve and the 
material is deposited eventually on the larger particles. The particle size distribution 
gradually changes towards that of a monosized dispersion. This process of particle 
coarsening was discovered by Ostwald and is called "Ostwald ripening" or "ageing." 
The driving force for the ripening process is the curvature dependence of the chemical 
potential. The potential increases with increasing curvature. 
^ • 1^'" 
//Q is the chemical potential of an atom at. a flat interface. This increase causes a 
flow of atoms from regions of high to low curvature. In a solution (solid, liquid, or 
gas) the chemical potential of the minor component is related to its activity, a, by 
/2) = i^g(2) 
is the chemical potential of the minor component in the absence of the 
(5.2) 
major 
87 
component. The superscript (2) refers to the thermodynamic state of the major 
phase. Combining equations (5.2) and (5.1), an expression is obtained which shows 
an exponential dependence of activity on curvature. For very dilute solutions of the 
minor component, the activity can be replaced by the molarity or molality with an 
activity coefficient of 1. The final expression (5.3), attributed to Ostwald, describes 
the shift in the equilibria concentration due to curvature. 
The subscript "e" indicates that the corresponding quantities are measured at equi­
librium. 
A. detailed mathematical description of the Ostwald ripening process was de­
veloped by Lifshitz and Slyozov (LS) [155] for crystallization from the melt. The 
application of the LS model to the ageing of precipitates in electrolyte solutions was 
considered by Wagner [169]. LS treated the mass transport between the polydisperse 
grains as a diffusion controlled process. Figure 5.1 shows a schematic concentration 
profile which is,established near the surface of the crystallized phase. 
The mathematical model of a moving boundary is quite complex. 
For this problem, the diffusion equation written in spherical symmetry becomes 
where D is the diffusion coefficient. The solution of this equation is subject to the 
boundary conditions'C'(oo,i) = C'oo =.C (ind C(R,t) — = Ce{R). The latter 
boundary condition states that the concentration near the grain or precipitate surface 
is equal to the equilibrium value given by the Ostwald equation (5.3). Voorhess [171] 
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pointed out that the former boundary condition has a mean field character. The 
growth or dissolution of particles correspond to a mean field concentration set at 
infinity. An additional constraint is introduced by the moving interface. Any increase 
of the mass of the grain must be accounted for by the depletion of the parent phase. 
The total mass, M, of the system must be conserved leading to ^^ =0. This is 
shown in Figure .5.1 by the two hatched areas. The conservation of mass, otherwise 
known as the Stefan condition for a moving boundary [170] requires that the volumes 
corresponding to the two hatched areas are equal. The expression for the conservation , 
of mass can be written as 
Applying the Leibnitz rule to take the time derivative of the integrals, equation (5.5) 
reduced to 
D 
aC(r,() 
dr  - Cn) (5.6) r=R( t )  
LS obtained a solution of this diffusion problem by assuming quasi-steady state con­
dition. This approximation may be employed for the Ostwald ripening process, since 
the supersaturation is low, and the concentration profile established at the surface 
remains nearly constant in time. With this assumption, the diffusion equation (5.4) 
reduced to an ordinary first-order differential equation whose solution is given'by 
C(r , t )  =  C  — {C  — C ' j i )— (5.7) 
The time evolution of the interface is obtained by inserting equation (5,7) into 
the Stefan condition (5.6) 
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R(m _ c  -  Cfi  
D dt  Cg  — C  
(5.8) 
LS derived the governing differential equation for the coarsening process by recog­
nizing that the ripening occurs predominantly at low supersaturation. At this con­
centration range, a linear expansion in terms of the logarithm for Ce(R)/Ce,oo in 
equation (5.3) can be used for the surface concentration, C'^. LS further assumed 
that the concentration in the grain is much higher than the concentration at the 
grain boundary, i.e. Cg » Cj^. Normalizing the concentration by Cg, the differen­
tial equation becomes 
where A is the degree of supersaturation, defined as (C  — C'e,oo), and a£q  equal 
Equation (5.9) describes the diffusion controlled growth of grains. Although the 
law of conservation of mass is applied to determine the rate at which the boundary 
advances {see eqn. (5.5)}, the concentration profile itself is solved in a mean field 
approximation, which does not conserve mass. LS overcame this problem by intro­
ducing an unknown grain size distribution function, whose values are restricted by 
the continuity equation and the conservation of mass. Instead of solving the equa­
t ions  numer ica l ly  fo r  a l l  t imes ,  LS  pe r fo rmed  an  a sympto t i c  ana lys i s  fo r  t  — oo  
[155, 156]. In their approach, the equations were transformed so as to reduce the 
number of variables. Based on the reformulated kinetic equation in conjunction with 
the conservation of mass, LS demonstrated that a.s t oo, the mean radius, R, of a 
grain grows like 
(5.9) 
( 27U C'e ,cx5 ) / ( ^'5 Î'-S ). 
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. = + (5.10) 
In this asymptotic limit, the rate of change of the mean volume, Kj^g is a constant 
and equal to 
Kj^s  — 3 A"— = -Daj i ^g  =  cons tan t  (5.11) 
The same result was obtained by Wagner [169], who pointed out that at large 
time the distribution function can be separated in its variables. The distribution 
function becomes then a product of a time-dependent and a radii-dependent func­
tion, respectively. Using this ansatz, Wagner reduced the continuity equation to an 
ordinary differential equation. At the limit a.s R ^ oo, the solution of the differential 
equation yields 9/4, and Wagner recovers equation (5.10). 
Equation (5.10) is an important result of this chapter, since it predicts a different 
time dependence on the growth rate than the classical nucleation theory does. In the 
classical theory, the condensation or growth rate, dN^ildt, is proportional to the 
O / O 
cluster surface area, nJ ' [39], which integrated yields: oc  t ^ .  On the other 
hand, if the phase transition is treated as a purely diffusion controlled process and 
without requiring the conservation of mass, N^i a (3/2 [170]. The latter model was 
extended by LS who included the conservation of mass, and obtained for the Ostwald 
ripening process a linear dependency, N^i oc t. As shown in the next chapter the 
Lifshitz-Slyozov results can be modified to describe the growth of clusters in the 
vapor phase. 
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Figure 5.1: Schematic concentration profile near the spherical surface of a crystal­
lized phase [1701 
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6. RESULTS AND DISCUSSION 
This study can be divided into three distinct sections involving different meth­
ods to examine the vapor/liquid phase transition of Lennard-Jones fluid interacting 
via a potential given by the expression (3.9). First, statistical mechanics combined 
with quasi-thermodynamics provides an avenue to determine interfacial properties 
of microscopically small droplets. With this information, we are able to reexamine 
homogeneous nucleation theory. The results indicate that kinetic barriers play an 
important role in the phase transition and lead to the second part of this research 
project. Second, the kinetics of the nucleation process are investigated by means 
of molecular dynamics computer simulation techniques and computer visualization, 
and. the kinetic mechanisms governing the phase transition are identified. Finally, 
this identification is. used to provide a simple kinetic model of the condensation pro­
cess. These investigations are extended with a determination of the influence of the 
intermolecular forces on the cluster formation. 
The style of this dissertation slightly deviates from the usual format. For a better 
understanding and comprehensive presentation of the following discussion, the figures 
are collected at the end of this chapter. 
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6.1 Statistical Mechanical Analysis of Homogeneous Vapor Nucleation 
In the classical nucleation theory, it is accepted that equilibrium thermodynam­
ics can be used to describe atomically small systems and non-equilibrium states. It 
is further assumed that phase embryos are formed infrequently so that the embryos 
are dilute and can be treated as non-interacting spherical clusters. In the practical 
applications of the conventional theory additional ("classical") approximations are 
invoked: ideal or incompressible phases; curvature independent surface tension; dis­
continuous density change at the interface; and instantaneous transport from atoms 
in the vapor phase to the growing embryo. The objective of this subsection is to in­
vestigate the effects of lifting these classical assumptions on our picture of the vapor 
condensation process. 
The molecular theory is based on the 1"®^ Yvon-Born-Green equation (3.7). 
^ lp{r i )  =- i3 t p(r  i )  j ^d f2  p[r  2 ) ^1  u{r  12 )  g^{r  1 , ^2 )  (3.7) 
As discussed in Section 3.3, the pair correlation function, ^), for an inhomoge-
neous fluid is unknown. We approximate the distribution function by an interpolation 
formula introduced by Toxvaerd [100]. The formula (3.12) presents a local density 
weighted interpolation of the bulk-phase pair correlation functions. The equations 
are given in Section 3.3 and are not repeated here. The YBG equation is solved for 
spherical symmetry in a finite volume by adding the constraint of the conservation 
of mass. 
N — ^  drr ' ^p{r )  ( 6 . 1 )  
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where p{r )  and Rj^  are the one-body density function and the radial dimension of 
the constraining volume, respectively. 
A direct numerical solution of the YBG equation is difficult to obtain, since the 
exponentially nonlinear character of this equation caused instabilities in the evalua­
tion of the density profile. This problem is overcome by parametrizing the density 
profile with a hyperbolic tangent [172]. 
where - Pl^^-pv,oo PT - PL,oo'^PV,oo- "P -^0 fitting parameters 
for the density profile. For small drops, Rq is not equal to the equimolar surface, 
Re, equation (3.8), but approaches Re in the limit of large droplets. The YBG 
equation parametrized with the density profile (6.2) was found to give an accurate 
description of density profiles obtained in md studies of a planar liquid-vapor interface 
of a Stockmayer fluid [17.3]. Equation (6.2) was applied to spherical interfaces of LJ 
fluid [85] and Stockmayer fluid [149], where the profile provides an accurate fit to the 
simulation data. Equations (3.7) to (6.2) are solved iteratively by the application of 
a Newton-Raphson method [173]. 
• An important issue in the development of a theory is the comparison with exper­
iment. Although, spectroscopic techniques have been applied successfully to probe 
on the microscopic level, it is not possible, at the present time, to measure density 
profiles or interfacial properties of small droplets. Here, computer simulation meth­
ods can be applied to test the theory. Thompson et al. [85] used md computer 
simulations to study properties of LJ droplets. In Figure 6.1 the density profiles from 
YBG solutions are compared with those from the simulations. We see that solutions 
(6.2)  
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of thé YBG equation accurately describe the simulation results. 
According to expression (6.2), the YBG equation is a boundary value problem 
requiring the liquid density at the center of the drop and the vapor density far away 
from the drop. For the comparison of Figure 6.1, we have taken the liquid and vapor 
densities obtained from the droplet computer studies. The liquid state pair correla­
tion functions were computed from Goldman's empirical formula [.32]. No significant 
differences were obtained by using either Goldman's formula or a Boltzmann factor 
[92], which is the exact zero density limit, for the vapor state correlation functions. 
To study different state points, e.g. temperature and supersaturations, one could 
perform simulations to determine the boundary value densities. This would require 
hundreds of hours of computer time, whereas the solution of the YBG equation takes 
roughly a minute. The impasse is avoided by assuming that macroscopic thermody­
namics can be applied to microscopically small systems. 
The desired liquid and vapor densities are those which satisfy thermal (2.40), 
chemical (2.41), and mechanical (2.39) equilibrium. The latter, given by the Laplace 
equation, relates the surface tension to the surface of tension. An independent route 
to the interfacial quantities is provided by the mechanical model of a droplet interface. 
Equation (3.32) and (3.33) are used to calculate the surface tension. The surface of 
tension is then computed from any of the expressions given by (3.34) to (3.37). 
The procedure can be summarized as follows. From an initial guess of the in­
terfacial properties, the liquid and vapor densities fulfilling thermal, chemical, and 
mechanical equilibrium are calculated. With these boundary value densities, the 
YBG equation is solved for the droplet structure. Integrating the profile according to 
equation (3.15), the pressure tensor is obtained. jiRs) and Rs are obtained in terms 
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of integrals of radial moments of the components of the pressure tensor. The new es­
timates of the interfacial properties are then used to recalculate the phase equilibrium 
densities. This iterative procedure is repeated until convergence in 7(i?s) and Rs. 
•The calculations were performed on the mainframe HDS 9180 in double precision. 
Bulk phase fluid structure was obtained by solution of the Perçus-Yevick equa­
tion (3.11), as outlined in Section 3.3. Although, the PY approximation is highly 
accurate for a LJ fluid [78], there exists only limited knowledge of the phase diagram 
calculated from PY. On the other hand, the investigation of the effect of temper­
ature and supersaturation on the radial dependence of the surface tension requires 
detailed information on the vapor/liquid phase equilibria. We have determined the 
equation of state based on the virial route [106] using PY structure. The short-range 
LJ potential was truncated at 8cr, to avoid tail corrections to the pressure. The locus 
of coexisting vapor and liquid states of importance .to this work are shown in Fig­
ure 6.2. The critical and triple point temperatures are approximately 1.2 and 0.65, 
respectively. 
. The following numerical study focuses on several issues. First, the equivalence 
of the surface tension expressions (3.32) and (3.33) calculated with the different 
surface of tensions is investigated. Second, we study, dependencies of the surface 
tension on temperature and supersaturation which are essential questions in terms 
of nucleation theory. Third, the radial dependence of the surface tension is obtained. 
Finally, the range of applicability of macroscopic thermodynamics is examined and 
a generalization of the Laplace equation is obtained. The numerical values of the 
calculated thermodynamic and interfacial quantities are tabulated in the Appendix. 
We started our investigation by choosing a particular state point given by the 
k 
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reduced temperature of T* = k^Tje = 0.76, and a reduced mean density of p* — 
Ncr^IV = 0.05 and calculated the surface tensions with the four expressions for 
equations (3..34) to (3.37). System sizes range frorii 150 to 60000 particles. Smaller 
systems could not be considered, since iterations of the YBG equation failed to con­
verge in that region. The iterative procedures were started with surface tensions in 
the planar limit, which were calculated from the Kirkwood-BufFexpression [107]. This 
equation is the mechanical definition for the surface tension [72], and is an integral 
over the zero^^ moment of the pressure tensor components. The necessary structure, 
and pressure profiles were obtained from solutions of the YBG equation (3.7) and 
the pressure tensor expression (3.15). in planar symmetry, using pair distribution 
functions obtained from the PY approximation (3.11). 
In each iteration step the surface tension and equimolar surface were expressed 
as polynomials of low degree in the surface of tension. The equimolar surfaces are 
well behaved functions in terms of where second or third order polynomials over 
the whole range of Rs are sufficient to represent the functional dependency. For 
the surface tension two different fitting procedures were applied. j(Rs) for systems 
larger than 1000 was represented by an exponential function of the form 7(i?s) = 
a exp(b/Hs), where a and b are fitting parameters. For smaller systems, the surface 
tension was fitted to local third order polynomials. Successive iterations of 7(/?s ) and 
Rs converged to a relative error of 0.1% within three iteration for systems composed 
of 1000 or more atoms. Seven or fewer iterations were required for smaller systems. 
Figure 6.3 and 6.4 show the radial dependence of the surface tensions using 
expressions (3.33) and (3.32), respectively. The results of the former surface tensions 
are independent of the choice of the surface of tension. All four expressions for Rg 
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yield aearly identical radial dependence of the surface tensions. This supports our 
replacement of a discontinuous pressure drop with a continuous pressure profile, as 
described in Section 3.5. 
The mechanical model of a spherical interface was based on the equivalence of 
the thermodynamical and mechanical description of the spherical interface, where the 
pressure profile was taken as a step function. Rowlinson and Widom [105] showed 
that this model reduced to Buff's expression for the surface tension (3.32), when 
the spherical interface is at mechanical equilibrium. Applying similar arguments, 
an expression for and -((Rs) calculated from equation (3.33) was obtained in 
Section 3.5. At mechanical equilibrium, these interfacial quantities are independent of 
the thermodynamic model. To derive the remaining expressions for Rs, we proposed 
in Section 3.5 that the step function can be replaced by the normal component of the 
pressure tensor. Figure 6.3 demonstrates the validity of this approximation. 
Figure 6.4 displays the radially dependent surface tensions computed with the 
different surface of tensions, Rs^\ a^nd Each of these surfaces of tension is 
in good agreement for large drops. At smaller droplet sizes, considerable deviations 
between the different surfaces of tension are observed. The curves in Figure 6.3 
and 6.4 are truncated at the point where the iterative method diverges or yields 
negative values for the surfaces of tension. 
As pointed out above, the independence from the thermodynamic model of Rg^^ 
and -yiRs), calculated from equation (3.32), relies on the applicability of the me­
chanical stability condition. We calculated the normal, and tangential, py, 
components of the pressure tensor from equation (3.15). To verify the hydrostatic 
equ i l ib r ium cond i t ion ,  we  de te rmined  py  f rom us ing  equa t ion  (3 .19 )  w i th  n  =  l .  
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The three profiles are displayed in Figure 6.5. The deviation of the two tangential 
components are large, indicating that the stability criteria is not fulfilled. This failure 
may signal a breakdown of the approximation for the inhomogeneous pair distribu­
tion function when applied to a spherical interface. To verify this assumption, we 
calculated the pressure profile of a planar interface. The condition of mechanical 
stability requires that for a planar interface, the normal component of the pressure 
tensor has a constant value across the interface. The pressure profiles are shown in 
Figure 6.6 indicating that the mechanical equilibrium condition is violated. However, 
it has been found that surface tensions calculated from the Kirkwood-Buff equation 
using the interpolation formula (.3.12) for the pair correlation function are in quan­
titative agreement with md computer simulation results [10.5, 173]. This suggests 
that, while the individual pressure tensor components calculated from the approxi­
mated pair distribution functions are inaccurate, the error cancels in integration of 
the difference — pji. 
The approximation of the pair correlation functions by a linear interpolation of 
the bulk-phase pair correlation functions has introduced an additional inaccuracy in 
PN ~PT' has been argued that [17.5, 176] long-range transverse correlations at the 
interface cause errors in this approximation, but we are observing that the deviations 
are enhanced at small droplet sizes, whose surfaces do not permit correlated fluc­
tuations of macroscopic range. The error introduced by neglect of these long-range 
correlations the approximation can only be small, since equation (3.33) and (3.32) 
approach the same asymptotic limit. The deviation between the results obtained 
from the two equations increases with decreasing droplet size. This suggests that the 
integrand in equation (3.32) amplifies the errors in pj\i —pj", and equation (3.33) sup-
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presses these errors. 7(/Zs) is calculated from the 2"^ moment using equation (.3.32) 
or from the (-1)^^ moment applying equation (3.33). Since thç former equation 
amplifies the error at large r and it is likely that the origin of the deviation lies in 
the vapor wing of the pressure and density profiles. 
The differences in the pressure tensor components at reduced temperatures of 
0.70 and 0.82, and a mean density of 0.05 are displayed in Figure 6.7. It is notable 
that, for droplets larger than 5cr, the surface of tension and the equimolar surface 
are located within 10% of the inflection points on either side of the maxima in these 
functions for droplets larger than roughly 5cr in diameter. Inspecting the curves in 
Figure 6.7, it seems that the negative contribution to py ~ PT the vapor side is 
decreasing with increasing droplet size indicating a diminishing effect of the errors. A 
non-exponential decay of the density profile for the vapor side has been derived from 
a truncated density gradient expansion for the planar interface [105, 174]. However 
convergence of the gradient expansion is assumed only at the critical point and the 
coefficient of any power law decay is not known. 
We have continued our studies to investigate the effect of temperature and su­
persaturation on the radial dependence of the surface tension using a combination 
of equation (3.33) and equation (3.35) for the surface tension and surface of tension. 
Temperatures of T* = 0.70, 0.76, and 0.82 were considered. The supersaturations or 
mean densities ranged from p* = 0.02 to 0.20 depending on the temperature. The 
supersaturations are in the metastable and unstable region. For comparison,' the fol­
lowing table summarizes the densities of the coexisting and spinodal densities at the 
three temperatures and the surface tension of a planar interface. 
The same iterative procedure, as described above, was applied to determine the 
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Table 6.1: Surface tensions at the planar limit, coexisting and 
spinodal densities at different temperatures 
rjy-if. loo PL.oo fy,oo P L , s p ^  P\'\sp^ 
0.70 0.47 • 0.71 0.008 0.54 0.08 
0.76 0.41 0.69 0.012 0.53 0.09 
0.82 0.35 0.66 0.019 0.51 0.10 
^Coexisting liquid density. 
.^Coexisting vapor density. 
^Spinodal liquid density. 
'^Spinodal vapor density. 
interfacial properties of the droplets. No solutions were obtained for the state point 
given by T* = 0.82 and p* = 0.02. This state point is close to the coexisting curve 
of the vapor phase and considering the numerical uncertainties in the evaluation of 
the coexistence curve the state may represent a point in the thermodynamic stable 
region. 
The surface tension is very insensitive to the degree of the supersaturation. 
Figure 6.8 displays radially dependent surface tensions over a range of supersaturation 
at a fixed temperature of T* = 0.70. Similar results were obtained for the higher 
temperatures. Considering the results at different temperatures, shown in Figure 6.9, 
we find that the ratio of the surface tension to the surface tension of the planar 
interface is only a weak function of temperature. The insert in Figure 6.9 shows the 
actual temperature dependence of the unsealed surface tension. It is notable that the 
surface tension approaches its limiting value very slowly. 
Several equations for the radially dependent surface tension appear in the lit­
erature. The most popular expression is due to Tolman [7.5] and is given by equa­
tion (2.47). In Figure 6.11 different expressions for the surface tension are compared 
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at a reduced temperature of T*  — 0.76. The results of YBG integral equation the­
ory, expressed by equation (3..33), and Tolman's expression for the surface tension 
give similar representations. The Tolman parameter was obtained from solutions of 
the YBG equation for a planar interface. The values of this parameter are 1.562 
(T* = 0.70), 1.668 (T* = 0.76), and 1.870 (T'^ = 0.82). The radially dependent 
surface tension obtained from the integral equation theory approaches both zero and 
the planar limit more rapidly than Tolman's expression. A crossover occurs approx­
imately at 4(7. 
.A.lso shown in Figure 6.11 are the ^{Rs), which are obtained from the direct 
correlation function route. Equation (3.42), derived from the mechanical model, 
and the.surface tension calculated from the square gradient theory (•) [114] are in 
good agreement at large droplet size. For sizes smaller than 5(j the surface tension 
computed from expression (3.42) decreases more rapidly than the 7(i?3) computed 
from the square gradient theory. Compared to the results obtained in this study 
{eqns. (3.32) and (3.33)}, both square gradient and direct correlation based theories 
predict an approximately 30% higher asymptotic value for the surface tensions. 
The deviation between the integral equation theory approach and the direct cor­
relation function route is probably due to the differences in the phase equilibria. In 
this study, the equation of state (EOS) was calculated from the virial route which 
provides a consistent description between the phase equilibria and mechanical ex­
pressions for interfacial quantities. The self-consistent approach through the direct 
correlation function route would be a phase diagram based on the compressibihty 
equation. It has been found that the density profile is sensitive to the boundary 
values, and the surface tension is sensitive to the sharpness of the density profile. 
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A remarkably good representation of the radial dependence of the surface tension 
is given by the simple expression (3.39). At large droplet size, it approaches the 
asymptotic limit of equation (3.33), whereas at smaller size it converges with the 
surface tension expression derived by Tolman. 
The validity of these asymptotic expressions are demonstrated in Figure 6.10, 
which displays equilibrium pressures as a function of droplet sizes for two different 
temperatures at a mean density of p* = 0.05. Equation (3.40) is compared with 
the normal component of the pressure tensor evaluated at the center of the drop 
and the homogeneous bulk phase pressure. We find that expression (3.40) is an 
excellent representation of the pressure for the whole size range, for droplets between 
approximately 150 and 55000 atoms. 
For large droplets, the contribution to the pressure at the center of the drop 
treated as homogeneous phase and the pressures calculated from the pressure tensor 
and EOS coincide. At about 8a which is range of the truncated LJ potential.used in 
this study, the homogeneous bulk pressure deviates rapidly from the pressure at the 
center of the drop with decreasing droplet size. In this range, attractive (negative) 
potential contributions to the pressure are truncated by the interfacial region causing 
a higher pressure at the center of the drop. 
This deviation is an indication for the breakdown of the thermodynamic model, 
and in general, pressures calculated from the EOS are not reliable. We were able to 
continue our analysis beyond that threshold because the density of a LJ fluid is only 
weakly dependent on the pressure. We obtained accurate structures for droplets as 
small as 3cr to 4(T in Ag. A similar thermodynamic breakdown has been observed 
by Powles et al. [147] who studied the applicability of the Kelvin equation to small 
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droplets. They found that, for droplet sizes smaller than the range of the interinolec-
ular forces, the Kelvin equation predicts vapor pressures which are lower than those 
computed in simulations. 
The essential test of the quality of a theory based upon a model Hamiltonian is 
a comparison with computer simulations for that model. Thompson et al. [85] simu­
lated LJ droplets and used both mechanical and thermodynamic routes to determine 
the surface tension. The former is derived by combining equations (.3.33) and (3.32) 
and replacing Rg with the Laplace expression (2.39). 
- f ^ ( R s )  = - ^ ( P L  -  p y f  J Q (6 3) 
The pressure profile of droplets were evaluated directly in the simulations. As an 
estimate for the homogeneous liquid pressure, the authors replaced it with the pres­
sure at the center of the droplet obtained from the simulations. Due to the small 
sampling domain near the center of the drop, the statistics for the pressure in that 
region are poor and this results in large uncertainties in the estimate of the surface 
tension through equation (6.3). The thermodynamic route is based on the combina­
tion of the Laplace equation (2.39) and a thermodynamic expression for the surface 
of-tension. The latter is derived from the Laplace equation (2.39) and a truncated 
Taylor series expansion of Tolman's equation (2.47) for the surface tension (2.47). 
' i l oo  -  [^1^  -  "i - foo  Re iP l  -  Pv)]  
tis = (6.4) 
P L - P V  
Combining equation (6.4) with the Laplace equation (2.39) leads to the desired surface 
tension expression. 
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liRs) = \loo -  2 [97^ - 'i'ïooRe(Pl -  P]/)] (6.5) 
The pressure of the liquid phase was again approximated by the pressure at the cen­
ter of the drop introducing analogous uncertainties in the the estimate of the surface 
tension as mentioned above. In Figure 6.12 the radially dependent surface tensions 
calculated from equation (6.3) are compared with computer simulation results apply­
ing equations (6.3) and (6.5). The estimated error bars were given by Thompson et 
al. [85], who pointed out that the largest error is introduced by the pressure differ­
ence term, (p£ — py)- The differences between theory and simulation may be caused 
by the truncation of the potential. In this study, the LJ potential was truncated at 
8«r, whereas in the simulations a cutoff distance of 2.5(7 was employed. Nevertheless, 
the qualitative agreement between both methods supports our earlier findings that 
the surface tension is a strong function of droplet size. 
In classical nucleation theory, as presented in Section 2, a crucial issue is the 
surface tension and its contribution to the surface free energy. In the usual description 
of the phase transition the surface contribution to the Gibbs free energy is thought to 
be the cause for the thermodynamic barrier to nucleation. The development of a self-
consistent molecular theory for vapor condensate in a finite volume as presented here 
can be used to challenge this argument. The molecular theory avoids the classical 
assumptions implemented in the conventional nucleation theory. 
In the usual treatment of the phase transition, the Gibbs free energy of formation 
{eqn. (2.13)} is applied to a continuum of non-equilibrium thermodynamic states by 
assuming the validity of this expression to any arbitrary droplet size. Clearly, this 
exceeds the definition of the thermodynamic potentials described by the thermody-
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namic Postulates [39] (discussed in Section 2.2). However, to investigate the effect of 
lifting these approximations on our picture of the nucleation process, we retain this 
assumption and evaluate the usual expression [39] for the Gibbs free energy. 
A G  =  +  ^ n r ^ ^ ^ , p ( p Y ( r ) - p c o ) -  N ^ i k g T l n  ( 6  6 )  
Figure. 6.13 displays the radially dependent free energy computed from equa­
tion (6.6) using different surface tension expressions. Classical theory uses the surface 
tension of a planar interface. The YBG theory stands for the surface tension obtained 
from expression (3.33). The use of the surface tension obtained in this study results 
in the absence of the thermodynamic barrier to nucleation. 
Equation (6.6) is one of many interpretations of expression (2.13). There is 
no consistent application of macroscopic thermodynamics in the calculation of the 
Gibbs free energy (2.13) for an open system or the Helmholtz energy (2.10) for a 
closed system. Different levels of approximation exist in the literature. We have 
calculated the free energy of formation for several cases, to demonstrate the effect of 
the interpretation on the functional form of the free energy. The results are shown • 
in Figure 6.14. Curves (b) and (d) represent thé free energy in an open system. The 
free energy in a closed system corresponds to the curves (a) and (c). The classical 
interpretations of the free energy is given by curves (c) and (d). Here, the densities are 
taken as the macroscopic coexisting densities. The surface tension is approximated 
by the planar limit. Curves (c) and (d) are similar and display a thermodynamic 
barrier to nucleation, but curve (c) has a minimum in the free energy of formation. 
As shown by Rao et al. [45], this minimum corresponds to the unique equilibrium 
phase separated state. 
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Lifting the approximation that the surface tension is a constant, curve (b) is ob­
tained in an open system. The surface tension was calculated from expression (3.33) 
assuming that the surface tension for a droplet in' a non-equilibrium state, 7(r), is 
given by the surface tension of the droplet at the stable state j(Jîs). Curve (a) rep­
resents the most consistent interpretation of the free energy calculation in a closed 
system. Bulk phases and interfacial properties vary with droplet size. The phase 
densities are determined by the constraint of thermal and mechanical equilibrium. 
The 3^^ constraint, the chemical equilibrium, is only satisfied at the minimum of the 
free energy of formation which refers to the final stable state. Curves (a) and (b) in­
dicate that the strong, radial dependence of the surface tension results in the absence 
of the thermodynamic barrier. This is a very different picture than is predicted by 
applying homogeneous nucleation theory in the usual way (curve (d)). These calcu­
lations suggest that a kinetic barrier rather than a thermodynamic barrier accounts 
for the observation that a metastable state may exist for a finite time without under­
going phase separation. As discussed in the next section, we have applied computer 
simulation techniques to elucidate the nature of this kinetic barrier. 
6.2 Kinetics of Homogeneous Vapor Nucleation 
The conventional treatment of the phase transition is constructed with the for­
mation of a hypothetical critical nucleus whose free energy is interpreted as a ther­
modynamic barrier to nucleaition. A system escapes the metastability by local high 
density fluctuations which are large enough to overcome the thermodynamic barrier. 
The radially dependent free energy is the link between thermodynamics and kinetics. 
In the kinetic treatment [35, 36], the free energy barrier is thought to be an activa-
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tion energy which, used in connection with the Boltzmann distribution, yields the 
population of embryos in the metastable phase. In the usual kinetic model, cluster-
cluster interactions are neglected. It is argued [38] that the formation of clusters in 
the metastable phase occurs infrequently due to the high activation energy. Embryo 
growth takes place mainly by monomer addition. 
6.2.1 Computer simulation studies of the phase transition 
We have applied molecular dynamics computer simulations to investigate the . 
dynamical behavior of LJ and ionic fluids. The simulations were performed in cubic 
cells applying periodic boundary conditions. For both fluid models, the equations 
of motion were integrated by using, a 5^^ order predictor-corrector algorithm with 
a time step of 5 fs. The Lennard-Jones potential was truncated at Z.5cr (N=216, 
2l6, 1000, 1000, 2744, 5324, 10648), and 8<j (N=1000). The parameters used in the 
LJ potential are: s/kg = 298.1.5° A', MG=18g/mole, and a — 3.0Â. The ionic fluid 
model included coulombic interaction and a repulsive contribution proportional to 
1/r^- [177j. Systems of 216 and 1000 ions with symmetric charges, and a system of 
1002 ions with asymmetric charges, were simulated. The long-range interactions of 
the ionic fluids were taken into account by the Ewald summation technique [119]. 
The sum over the reciprocal space was taken over 5 lattice vectors. The computer 
simulations were performed on several, computer systems; HDS 9180, VAX 11/780, 
/tVAX II equipped with CSP Inc. MAP-4000 array processor and RISC machines. 
First, simulation studies of neutral systems are described. The simulations were 
started from a cubic lattice. At the beginning of each simulation, the atoms at the 
lattice positions were randomly shifted from their original positions to reduce the 
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time required to reach equilibrium. The velocity vectors of the atoms were randomly 
chosen and normalized to obtain the desired average kinetic energy which corresponds 
to the homogeneous temperature of the chosen state point. An initial temperature of 
r* = 1.2 was chosen for all simulations of LJ fluids. The systems were equilibrated 
for several hundred psec to ensure that any residual lattice structure was annihilated. 
The equilibration was monitored by recording the instantaneous values of the total 
potential energy and the translational order parameter, zu(/c), [117j. The latter is 
defined as 
= "KF IZ cos(&-f^) (6.7) 
i'=l 
where k is the reciprocal lattice vector of the initial lattice. Both physical quantities, 
the energy and order parameter, initially change rapidly, and at the equilibrium state 
oscillate about a steady mean value of the homogeneous fluid. The translational 
order parameter has a value of N at the start of the simulation and approaches, in an 
oscillatory fashion, a value of magnitude 1 at the equilibrium state. The change of the 
total energy during the equilibration period depends on the initial lattice structure. 
When the chosen lattice structure represents the solid state structure of the model 
fluid, the energy has a large negative value at the beginning of the equilibration phase 
and rises to a value corresponding to the desired homogeneous state. For any other 
lattice structure the initial total potential energy is less negative and a large energy 
change may not occur during the equilibration period. 
The phase transition is initiated by a catastrophic temperature reduction. Within 
one time step, the homogeneous equilibrium configuration was quenched to a metastable 
state by rescaling the velocity of each atom to obtain the new global temperature of 
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the metastable state. For the two N=216 systems the temperature was T* = 0.80, 
whereas for the other larger systems a temperature of T* = 0.76 was chosen. 
Since a crucial issue in the classical nucleation theory is the formation of clusters 
and the interaction between them, we have focused our investigation on the clustering 
phenomenon. After the quench, the time evolution of the cluster size distribution 
(CSD) has been monitored for the different systems. Configurations were analyzed 
at time intervals of 0.125 (N=216,216), 0.25 (N=1000, 1000, 1000, 1002, 2744, 5324, 
10648), and 1.25 (N=1000) psec. The cluster analysis was based on the algorithm 
suggested by Sevick et al. [178]. The authors defined the clusters by computing a 
symmetric connectivity matrix, ((), whose elements indicate the connectivity of 
the atoms as follows 
Cij(t) = I ' (6.8) 
Each column or row in the matrix corresponds to an atom in the system.- By defi­
nition, atoms are part of the clusters when they are directly or indirectly connected 
to other atoms in the cluster. The computational burden lies in the detection of 
the indirectly connected atoms i.e., those pairs which &re connected through other 
particles. Basically, the analysis is performed by choosing a column and comparing 
the nonzero elements with the entries of the corresponding columns. If a non-zero 
element is found in the corresponding column, then the non-zero elements of that 
column are copied over to the chosen column. After copying, the corresponding col­
umn is neglected in the subsequent analysis. To encounter new entries in the initially 
chosen column, the comparison of column elements is started over again. By per­
I l l  
forming this operation successively, the initial connectivity matrix is reduced to a 
set of independent columns. In the reduced matrix, the set of non-zero elements in 
each column represents a cluster. There are no geometrical constraints imposed on 
•the configuration of the clusters. Spherical, linear, cyclic or any other shapes are 
identified as clusters. The only cluster criterion is the distance between the atoms. If 
the distance is smaller than a critical value, ^^e pair of atoms are connected. 
For the threshold, we used values of 1.2cr and 1.7a. The cluster size distributions 
showed qualitatively the same features. The larger criterion caused a shift in the 
distribution to larger size. The following graphs of the CSDs were computed with a 
cluster criterion of 1.2(7. 
As mentioned earlier, systems of sizes N=216 to N=10648 have been investi­
gated. Figure 6.1.5 displays the CSD of two N=216 systems which will be referred to 
as state A (figure on the left) and state B (figure on the right). The metastable state 
point was at a reduced mean density of p* — 0.055 corresponding to a supersatura-
tion py/poo of 4.2. The configurations of the atoms were analyzed in a time interval 
of 0.125psec. Both cluster size distributions display similar features. The transfor­
mation is initiated by large density fluctuations followed by a catastrophic collapse 
of the system (splash-over.) to the final equilibrium state. However, the details of 
the distributions are dissimilar indicating that the pathways along which the sys­
tems advance through the phase space are different for the two systems. The reason 
for that is twofold. First, the calculations were performed in single precision, which 
introduced numerical inaccuracy in solving Newton's equation. Second, the phase 
transition is a stochastic event and one would not expect, that the two systems fol­
low the same trajectories through the phase space. It appears, in particular in state 
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B, that the amplitude of the density fluctuations increases with time. During the 
splash-over, clusters whose sizes grow linearly in time scavenge smaller atoms from 
the surrounding vapor. This occurs only over a finite time, since the simulations are 
performed in a finite volume and the vapor density approaches its coexisting value. 
The features of the rapid, linear growth regime are dissimilar in the two nucle-
ation events. This again originates from the stochastic nature of the nucleation event 
causing different paths through the phase space. At the beginning of the splash-over, 
both systems are characterized by a steep increase in the cluster sizes. As shown in 
state A, the steep linear growth regime extends over a smaller time period followed by 
a more shallow linear growth regime. At the transition region from the steep to the 
shallow linear growth regime, several large clusters appear to the right of the linear 
pieces of the cluster size distribution. This process of splitting and joining larger 
clusters causes a bottleneck effect slowing down the phase transition. The overall 
growth rate is a balance between scavenging clusters and losing atoms or aggregates 
of atoms. 
• The dynamics of the clusters during the phase transition are indicated in Fig­
ures 6.16 and 6.17. Here, we have examined the largest cluster present at each time 
interval and determined the largest cluster entering or leaving the cluster between 
successive time intervals. The projection lines drawn to the back panel indicate des-
orbed or absorbed clusters larger than 14. Larger clusters are absorbed predominately 
at the late stage of the rapid growth regime, whereas the desorption of large clusters 
occurs in the earlier stage of the splash-over. 
We have continued our investigation to examine larger systems and determine 
whether the preceding results are an artifact of the small systems simulated. The 
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mean density of the following quenching experiments was p* — 0.05 which corre­
sponds to a supersaturation of 5.0. Figures 6.18 to 6.20 shows the cluster size dis­
tributions of three simulations performed with 1000 LJ atoms. In the simulation 
resulting in the CSD shown in Figure 6.20 the LJ. potential was truncated at Scr, 
whereas for the other simulations of a LJ fluid a cutoff of 3.5cr were used. The se­
quence of events during nucleation does not appear to be strongly influenced by the 
truncation of the LJ potential. The CSDs for the simulated systems using cutoffs of 
3.5(7 or 8<t are similar. Again, the CSDs are dissimilar in detail which is a consequence 
of the dependence on the initial conditions prior to the quench and the stochastic 
nature of the phase transition. 
An important common feature, is observed in all of these distributions. After 
some initial oscillations in cluster size two or more clusters are formed. The drops 
difl'use through the space for a relatively long time period, but eventually coalesce. 
During the diffusional process the sizes of the large clusters grow linearly in time by 
scavenging monomers or smaller clusters from the surrounding vapor phase. This 
is indicated in the CSDs by the diminishing number of small clusters (less than 20) 
during the linear growth regime. The scavenging of small clusters can be seen, for 
instance, in Figuré 6.19. The following reported cluster sizes are rounded up or down 
in intervals of ten. At approximately 220 psec a cluster of size of 160 absorbs a cluster 
of 30 to form a cluster of a size of 190.. This cluster picks up another small cluster of 
a size of 20 becoming a cluster of 210. Within the time period of 30 psec, the cluster 
size is reduced by 30 atoms. But there is no new cluster shown of this size, which 
implies that these atoms left the original cluster as monomers or very small clusters 
of sizes of less than roughly ten. Analogous events of scavenging smaller clusters are 
114 
discovered in the other CSDs. 
We have obtained additional information on the kinetics of phase transforma­
tions by utilizing the complementary technique of computer graphics visualization. 
We have analyzed the phase transition of the LJ fluid, whose CSD is displayed in 
Figure 6.20. During the simulation, we dumped the configuration of the atoms to the 
hard disk every 1.25 psec. From this sequence of configurations, we created a movie. 
The atoms were color-coded to demonstrate the dynamic nature of the nucleation 
process. The color-coding was done according to the last image taken, which is dis­
played as the lower image of Figure 6.22. The blue colored atoms are members of the 
final drop, whereas the red colored atoms are in the vapor phase. To enhance the vis­
ibility of the nucleation event, the diameters of the atoms were reduced by 50%. The 
animation revealed that small nearly symmetrical clusters are formed immediately 
after the quench from a homogeneous vapor. At this stage of the nucleation event, 
the dynamics of the phase transition is governed by the adsorption and evaporation 
of small clusters. Two examples are shown in Figure 6.21. From the top, the pho­
tographs were taken after 83.8 psec and 91.3 psec, respectively. Several disjoint high 
density regions can be identified which are nearly spherical. These regions are read­
ily dissipated. For example, in the lower photograph the large high-density region in 
the lower right corner of the top photograph has been dispersed, while others have 
appeared. After approximately 100 psec, two large clusters appear in the CSD. The 
larger one is formed by a binary coalescence of clusters of sizes of 70 and 110. These 
clusters diffuse through space for a relative long time. During that period, the size 
of the clusters grow linearly in time. In the animation we could also observe several 
events where small clusters approached the large clusters and were absorbed from 
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the large clusters without any hindrance. It appears that the large clusters behave 
like a sink scavenging their surrounding environment. The linear growth regime is 
interrupted by the coalescence of these large clusters. The photograph at the top 
of Figure 6.22 shows the two highly symmetric clusters just prior to the coalescence 
into the final droplet. The animation showed that the final drop interacts vigorously 
with the vapor phase. Atoms are constantly exchanged between the droplet and the 
vapor phase; 
The observation of spherical clusters is unlike the results of the work performed 
by Eggebrecht and Ozler [166], who studied properties of model 1:1 electrolyte so­
lutions. Under supersaturated conditions, they observed large ionic clusters, whose 
morphologies were charged chains of alternatiiig sign. The authors proposed that 
strong and highly asymmetric interactions may hinder the formation of spherical 
clusters. We therefore decided to investigate the condensation process of ionic vapors 
to determine the effect of the intermolecular forces on the pathway along which the 
system advances during the phase transition. We performed md computeir simula­
tions of 1:1 and 2:1 ionic fluids. 
A problem in simulating a condensation of an ionic systems is the limited knowl­
edge of the coexisting curve for the model fluid. The state point of the 1:1 ionic liquid 
was simulated by Hansen and McDonald [177] and is close to the triple point of this 
model fluid. The fluid was equilibrated at a reduced temperature of cr k^T/ = 0.75, 
and then quenched to a liquid-state temperature of ak^T/e^ = 0.0177 {-e is the 
electronic charge). We calculated the cluster size distribution after equilibration, to 
ensure that the chosen temperature represents a vapor state. At this equilibration 
temperature only clusters of sizes less than 10 could be observed indicating that 
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the chosen state point lies in the vapor phase region of the phase diagram. The 
reduced density was p* = 0.02. The values of the Ewald summation parameters 
were ajj = .3.87.5 at crk^T/e'^ = 0.7.5 and ajj = 3.12.5 at crkgT/e^ = 0.0177. In 
•contrast, the exact location of the state point of the 2:1 ionic system in the phase 
diagram is unknown. We chose the following parameters for the quenching exper­
iment. Equilibration was achieved at a reduced temperature of crk^T/e^ = 0.75 
with ajj = 6.25. The same procedure as for the 1:1 ionic fluid was applied to check 
if the state point lies in the vapor phase region. The vapor was then quenched to 
a temperature of ak^Tje'^ = 0.0354 with otjj ~ 5.75. The reduced density was 
p* = 0.02. 
Figure 6.23 shows the CSD of the 1:1 ionic fluid. The CSD displays similar features 
to those observed during the phase transition of the LJ fluid. But a larger spread of 
cluster can be seen signifying that the clusters are much more dynamic with frequent 
breakage and formation of clusters. At around 110 psec two branches of cluster sizes 
evolve out of the bulk of clusters. These branches, which are comparable to the linear 
growth regime in the CSDs of the LJ fluids, are much broader and less compact than 
those obtained from the simulations of the LJ fluids. 
The Figures 6.24 and, 6.25 present photographs of the 1:1 and 2:1 ionic fluids, 
respectively. In the 1:1 ionic system a network of charged chains of alternating sign 
and small compact clusters bridged by the these chains rapidly forms. For the 1:1 ionic 
fluid model we also prepared a movie of the condensation process. After quenching 
the fluid into the metastable region, we took snapshots of the configurations every 
0.25 psec. Color-coding was used again to demonstrate the dynamics of the phase 
transition and is defined in Figure 6.24. Small chains of alternating sign were formed 
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immediately. The dynamics of the bridges between the clusters could be observed 
in the late stage of the phase transition. In this regime, larger clusters use the 
bridges to absorb ions from smaller clusters. The biridges function as a pipe, through 
which the mass transport takes place. In the animation, it seems that ions from the 
smaller cluster enter the bridge one by one and move towards the bigger cluster. This 
transport occurs by interchanging position with ions in the bridge. These findings 
support the results of Eggebrecht and Ozler [166], who observed large linear clusters 
in their Monte Carlo simulations of supersaturated solutions. 
For the asymmetrically charged ionic system, the connectivity is diminished 
and the linearity of the clusters is less pronounced. In the later stage of the phase 
transition, the sphericity of the clusters in the ionic and neutral fluid increases. The 
transition from linear clusters to more spherical clusters takes longer for the 1:1 
ionic vapor than for the 2:1 ionic system. Clearly, the structure and the intrachain 
dynamics of the clusters are important mechanisms in the phase transition and may 
be even more pronounced in an electrolyte solution where the solvent could stabilize 
linear clusters prior to the onset of crystallization. 
Since the analysis of ionic systems is limited by the amount of thermodynamic 
data available, a thorough examination of the phase transition is difficult. The LJ 
fluid is much more suitable for such an investigation because à sufficient amount of 
thermodynamic data appear in the literature. We therefore decided to continue our 
investigation of the kinetics of the phase transition on a LJ fluid. Larger systems 
were considered to address the issue of whether the results described previously were 
an artificial effect .of system size. Additionally, larger simulations are required to 
more completely reveal the nature of cluster-cluster interaction. Figures 6.26 to 6.28 
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show the cluster size distributions for systems composed of 2744, 5324, and 10648 
atoms, respectively. Compared to the distributions of the N=1000 systems, the same 
characteristic features are observed. Small clusters are formed immediately followed 
by a linear growth regime. With increasing system size the number of clusters present 
in the vapor phase is increasing. For the largest system simulated, at one time up 
to approximately 30 clusters larger than 20 were present in the vapor phase. The 
numbers shown on the trajectories refer to binary coalescence events. The upper two 
numbers are the sizes of the two coalescing clusters. The lower number is the time 
required for successful coalescence. The data for the N=10648 system are summarized 
in Table 6.2. The location of the coalescence events specified by the letters in the 
Table 6.2 refer to the location in Figure 6.28. 
The binary coalescence takes place in only a few psec. Analysis of the data 
revealed that as two clusters encounter each other they resist coalescence for a very 
short time period. There is an oscillatory approach of the centers of mass of the 
coalescing clusters which is probably governed by surface energy contributions. How­
ever, most of these events occur in less than about 5 psec which is negligibly small 
compared to the time of condensation. This suggests that at least for the short-range 
LJ potential the surface contributions can be neglected in computing the rate of 
coalescence of clusters of the size considered here. 
6.2.2 Brownian motion of clusters in the late stage of the phase transition 
The kinetic nature of the transformation is distinguished by two time regimes. 
The initial stage of phase transition is typified by the spontaneous formation of a 
relatively large number of small clusters. This short induction time is followed by two 
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Table 6.2: Binary coalescence data for the N=10648 
system 
Mark^ t/psec^ A t / p sec '^  
a 163.75 170 + 280 0.5 
b 170.25 140 + 200 1.0 
c 233.75 210 + 220 0.5 
d 242.75 170 + 270 • 0.5 
e 256.25 180 + 420 0.5 
f .386.50 120 + 420 2.5 
g . 397.00 2.30 + 520 0.5 
h 416.75 230 + 510 0.5 
i 478.75 350 + 570 1.0 
j 483.75 330 + 440 5.0 
k 493.25 760 + 820 0.5 
I 539.00 940 + 1630 1.5 
m 551.25 840 + 870 1.0 
n 553.75 890 + 2600 0.5 
o 771.75 980 + 3620 5.0 
P 811.25 1860 + 4640 3.0 
q 858.75 680 + 6550 2.5 
^Letters refer partially to Figure 6.28. 
^Time at first contact. 
^Cluster sizes involved in binary coalescence. 
^Time required for successful coalescence. 
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distinct processes. First, the clusters predominately form growth centers absorbing 
surrounding atoms and smaller clusters. The evolution of the cluster sizes is linear 
in time. As the vapor phase is depleted by the growing clusters, the second process 
predominates. Here, as the surrounding vapor approaches the equilibrium vapor 
density, the ability of large clusters to absorb atoms is diminished. The clusters 
undergo diffusion and further growth is mainly achieved by coalescence. 
We have investigated the nature of the diffusion process of clusters by examining 
the N=.5324 system. At the late stage of this phase transition, three clusters diffuse 
through the space for about 1650 psec. Within this interval, the clusters grow linearly 
in time for about .500 psec. After that, the growth rate decreases due to the depletion 
of vapor phase. The availability of such a large time sequence makes it possible to 
investigate the nature of the diffusion process. To display the motion of the three 
clusters, we projected the movement onto the common plane formed by the three 
clusters. The trajectories are then displayed by transforming the 3-dimensional (.3-
D) coordinate system to a 2-D system. The new coordinates were constructed .under 
the application of two constraints. First, the distances between the center of mass 
(COM) of the clusters in the two frames are maintained. Second, the motion of the 
COM of the clusters between successive time intervals in the 2-D frame is given by the 
radial displacement of the COM of the clusters in 3-D. The new 2-D cluster positions 
were calculated from the following set of equations stating the above constraints. 
[-l(^7i-fl)-^l(^«)]" + [0l(^n-f-l)~ ['l(^ra-M)~'^1(^/7 + 1)]^ =0 (6.9a) 
[^2(^n-M)-^2(^")]^+[02(^Ti-t-l)-®2(^")]'^-[^2(^n-M)-'^2(^n+l)]^=O (6.9b) 
[-3(^«.+l)--3(^n)]^ + [03(^«+l)-®3M^~[^3(^/i+l)-^'3(^n-fl)]^=O (6.9c) 
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[—S^^n+l) l(^n + l)]' [®3(^n + l) ®l(^n-fl)]" ''31 (6.9cl) 
[^3 1) - -2(^1+1)] ^  + [®3 i^n +1) " ©2 (^n-f-1)] ^  -'"32=0 ( 6.9e) 
[E2(i„+i)-Ei.(f„^l)]V[02(in+l)-0l(^n+l)f-^21=O (6.9f) 
The indices identify the three clusters. E and 0 are the 2-D coordinates. .A. six-
dimensional Newton-Raphson method [179] has been applied to solve the set of equa­
tions using'a tolerance of 10~®. In vector notation the Newton-Raphson technique 
is expressed as 
% A:-f 1 _ _ j(xh - 1  /(-V ( 6 . 1 0 )  
A' is a 6-D vector composed of the 2-D coordinates, 5 and 0. f{X^) represents the 
6 functions of the 6 independent variables, and J is the Jacobian matrix 
J -
# ^2 
0 0 
0 0 
oÉi 
5/3 
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m i  ° ^  
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(6 .11 )  
, 9ZY 
The 2-D trajectories of the three clusters are shown in Figure 6.29. In this time 
interval, the cluster sizes vary as follows: (1) 2040-2270, (2) 1370-1590, and (3) 330-
400. 
The diffusion of the clusters has Brownian character. The classical theory of 
Brownian motion of particles suspended in a fluid was derived by Einstein in 1905 
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[180]. The irregular motion of the suspended particles arises from thermal move­
ment of the molecules surrounding the suspended particles. Molecules of the liquid 
frequently collide with the particles causing a change of the trajectories of the sus­
pended particles. In the development of a theory for Brownian motion, Einstein 
assumed that the particles move independently of one another, the average kinetic 
energy of a particle is equal to the statistical mechanical value of }jk^T for each 
degree of freedom, and the movements of the particles in consecutive time intervals 
are independent. In accordance with the classical theory of Brownian movement, the 
Brownian motion of a cluster should be caused by the impingement of atoms from 
the surrounding vapor. If the mass of the cluster were small, its trajectory would 
change drastically after each collision with atoms from the vapor phase. For large 
clusters, the velocity changes negligibly in a single collision. Appreciable changes in 
speed and direction occur only after a large number of collisions with atoms, with the 
result that the cluster trajectory is almost a smooth curve. The appearance of the 
trajectory is a question of the magnification. A close-up of the trajectory of cluster 
1 displayed in Figure 6.30 shows that the trajectory consists of small line segments. 
In several cases, the sudden turns observed in Figure 6.29 coincide with the region in 
Figure 6.30 where the cluster only diffuses within a small region of the .3-dimensional 
space. The cluster moves around in that space without having a preferable direction. 
Suddenly, it moves out of that space with a well defined direction. 
Since the molecular mechanisms acting to create the Brownian nature of these 
clusters are apparently not those which appear in the conventional treatment of 
Brownian motion, it is necessary to examine these motions more carefully. Several 
sudden turns are examined in Figure 6.31. These graphs show the time evolution of 
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the COM separation normalized by their cluster sizes. Graph (a) shows the trajectory 
of the cluster pair 2-1. At roughly 960 psec the two clusters approach each other but 
then a sudden turn occurs and the two clusters move apart. This abrupt turn is not 
caused by the presence of the third cluster. As displayed in graphs (b) and (c), the 
third cluster is far apart from clusters 1 and 2 by at least a normalized distance of 1.6. 
After the turning point clusters 1 and 3 approach each other, whereas the distance 
between 2 and 3 increases. A.second significant turning point is seen in graphs (b) 
and (c). Both turns occur at the same time at approximately 1540 psec. Since the 
graphs (b) and (c) show the trajectory of cluster pairs 3-1 and 3-2, respectively, and 
the distance between clusters 2 and 1 remains constant {graph (a)}, it must be that 
cluster 3 is changing its direction and moving towards both 1 and 2. During this 
approach which last for about 180 psec, the distance between 1 and 2 stays constant. 
The path of cluster 3 towards clusters 1 and 2 is interrupted by a sudden change 
of direction of cluster 1 or 2 at approximately 1720 psec, as shown in graph (a). 
We can deduce the movement of clusters 1 and 2 from the location of cluster 3. As 
shown in graph (b), the distance.between 1 and 3 increases, whereas according to 
graph (c) the distance between 2 and 3 still decreases. This indicates that cluster 
1 has changed • direction, and cluster 2 has remained unaffected. Another sudden 
turn shown in graph (c) occurs approximately 130 psec later at an absolute time of 
18-50. psec. Here, cluster 2 changes direction while the distance to cluster 1 rejnains 
constant as seen in graph (a). This could signify an orbital motion between clusters 
1 and 2, or simply that both clusters are moving in the same direction with the 
same velocity. 150 psec later, clusters 1 and 2 move towards each other leading to 
a successful coalescence. Prior to the coalescence, the CSD does not display cluster 
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sizes which would indicate that any pair of these three clusters were connected at 
any time. The latter combined with the results of the 2-D trajectories and the time 
evolution of the normalized distances indicate that the turning of the clusters is not 
caused by a cumulative action of the clusters. When one cluster changes its direction, 
the remaining two clusters are not affected. 
As .mentioned earlier, the classical Brownian motion of a particle is caused by 
the impingement of atoms from the surrounding medium. To estimate the role of 
the monomers in the vapor phase on the Brownian movement of the cluster, we 
have calculated the ratio of the number of monomers condensing at the surface, 
^l.condense^ to the number of atoms required to change the direction of the clusters. 
The latter is calculated from a momentum balance given by 
~  ^ drop^^ ns{t)  (6 .12)  
where is the momentum of the droplet, and Pns is the momentum of a sufficient 
number of monomers, to cause the momentum change of the droplet between 
t and t  + Ai. The momentum is given by the product of mass and velocity. 
A.T. Ai/. .  Az; 
ÂÏ' + W  + (6.13) 
P n s ( t )  =  >  ( 6 . 1 4 )  
where mi is the mass of a monomer. The mean velocities of the monomers, < I'l >, 
are calculated from the Maxwell-Boltzmann velocity distribution, and are equal to 
{ik^T/iTm-^ ^ was calculated from equation (6.12) by taking the norm 
of that expression and using the parameters of the simulations (elkg = 298.15°A', 
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MG=18g/mole, and cr = 3.0Â). 
The rate of monomer impingement at the droplet surface was calculated from 
simple kinetic theory of a perfect gas treating the cluster as a solid surface [39, 181]. 
^  < ('1 > • ' ^ S  (6-15) 
where it is assumed that the sticking coefficient has a value of unity. The mean veloc­
ities of monomers were computed from the Maxwell-Boltzmann velocity distribution. 
The density of monomers, pi, was approximated by the initial supersaturation mean 
density of 0.05. This will result in an overestimate of the condensation rate and yield 
an upper bound for the ratio. Based on 6358 data points in the time interval of 567.25 
to 2217.50 psec, the ratio N-^ condense^the three clusters are on the order 
of 0.01. The exact values of the ratios with standard deviations are: (1) 0.028±0.020, 
(2) 0.029 ± 0.021, and (3) 0.026 i 0.020. The number of monomers condensing on 
the cluster surface is much too small to cause the Brownian character of the cluster 
movement. This requires that the erratic motion is caused by a different mechanism. 
We continue our examination of the nature of the Brownian motion by deter­
mining the number of monomers, dimers, up to pentamers which are entering and 
leaving the large clusters between consecutive time intervals. On average, no signifi­
cant number of small clusters which are larger than dimers were permanently removed 
from cluster 1, 2, or 3. Dimers account for 10% of the total number of atoms en­
tering or leaving the clusters. .A.n appreciable number of monomers was absorbed or 
desorbed. The monomer exchange averaged 34.9 ± 6.2 for cluster 1, 27.7 ± 5.5 for 
cluster 2, and 11.9 ± 3.5 for cluster 3. These values for monomer absorption and 
desorption correspond to different cluster sizes. To compare these data, it is useful to 
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normalize by the surface area which is proportional to For the number of 
atoms in the cluster, N^i, we may use the average value of the cluster sizes. Within 
the standard deviations of the monomer absorption and desorption, the computed 
'normalized data are identical. Apparently, monomer dynamics at the surface of the 
cluster is independent of the cluster size. This is, at least, true for the cluster size 
range from 3.30 to 2270 investigated here. The total number of atoms leaving or 
entering any of the three clusters is much larger than calculated from simple kinetic 
theory of perfect gases. Assuming a reduced density of 0.0.5, simple kinetic theory 
[181] yields a collision rate of 4.2 atoms/psec for a cluster of 2200 atoms. Cluster 1 
is approximately of this size. For this cluster, the calculated collision rate is an order 
of magnitude greater than the theoretical value. Evidently, a large number of atoms 
leaving the cluster at time t, must return to the cluster at a later time to provide 
this large deviation in the collision rate. This explains the Brownian character of 
cluster movements. The highly dynamical mobility of atoms at the surface or in the 
interior of the cluster near the surface distorts the internal force field of the cluster. 
To neutralize the distortion, the cluster may experience substantial internal motion of 
atoms. The feature of the cluster surface may be pictured as solar flares, or volcanic 
eruptions. 
6.2.3 The diffusion coefficient of large clusters 
From the preceding analysis, we seek to establish a simple kinetic model. So far, 
we have shown that surface contributions are negligible, that the phase transition 
is composed of two rate determining regimes and identified the important processes 
within each of these growth regimes. First, the size of the clusters grows linearly 
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in time, which is followed by the second regime, which is governed by diffusion and 
coalescence of large clusters. It is this latter process which we first consider. 
An avenue to model the phase transition is provided by the population bal­
ance (2.38) discussed in Section 2.4. This theory requires the knowledge of the 
collision frequency factor (kernel). The kernel is proportional to the product of the 
sum of the sizes of the clusters and the cluster diffusion coefficient. We have de­
termined the latter from simulation data in the systems; N=5.324, and 10648. The 
diffusion coefficient, D, is given by the Einstein relation [78, 89, 117] which relates 
the coefficient to the mean-squared displacement. 
D= Km :L/| (&16) 
C —OO Ot \ ' 
where < ... > symbolized an ensemble average, fj is the COM position of cluster i. 
Figure 6.32 displays the diffusion coefficient in A^/psec as a function of cluster size. 
The data were fitted to the empirical formula (6.17) 
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and is represented by the dashed curve. The solid curve is the result of the kinetic 
theory of transport phenomena in dilute gases, and provides a good approximation 
for the diffusion coefficient of the clusters whose motion are of Brownian character. 
This is unexpected, since the expressions for the transport phenomena are developed 
from a continuum model. The free molecule result is derived with the assumption 
that in a binary continuum mixture the flow of molecules is due to a concentration 
gradient, and is not caused by pressure or temperature gradients. The velocities of 
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the atoms are approximated by the Maxwell-Boltzmann distribution. In the free-
molecule regime, the diffusion coefficient in a binary mixture becomes [78] 
% = J ,6.18, 
.j \ 7rm2 / 7r(CTj^ + (12)^pi + 4^02^2 
where the indices indicate the components in the gas phase. In our simulations, the 
indices 1 and 2 represent monomers and clusters, respectively. In the diffusional 
regime, p2 Pi and cr2 > and equation (6.18) simplifies to 
, 6 . W ,  
.3 \ 7r7772 / T^cr^Pl 
The mass and diameter of the clusters can be expressed in terms of the number of 
atoms in the cluster. 
m 2 = (6.20) 
te) ' 
where the density of the droplet is approximated by the homogeneous liquid density. 
Using the parameters of the simulations, = 298.15°/l, MG=18g/mole, and a 
— .3.OÂ), and substituting the expressions for the mass and diameter of the clusters 
in the equation (6.19), the diffusion coefficient in Â^/pseç is expressed as 
<•1 n'f 
where the index 2 is omitted for convenience. In the late stage of the phase transition, 
the monomer density can be approximated by the coexisting vapor density. At T* = 
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0.76, which is the reduced temperature used in the simulations, the coexisting liquid 
and vapor densities are rxi ~ 0-69 and Py^ = 0.012, respectively. With these 
data, equation (6.22) becomes 
D = ^  (6.23) 
The prefactor in equation (6.23) is by factor of 3^/^ smaller than the prefactor in 
the empirical formula (6.17). But, as shown in Figure 6..32 the free molecule result 
provides an adequate description of the diffusion coefficient. The advantage lays 
in the universal application of equation (6.22) to different state points. With the 
knowledge of the diffusion coefficient, the kernel which describes the physics of the 
binary coalescence can be calculated. 
6.2.4 An analysis of the linear growth regime 
For a complete kinetic description of the phase transition, the linear growth 
regime has to be studied. We have determined the growth rate of individual clusters 
during the phase separation of the N=.5324 and N=10648 systems. This was done by 
plotting the cluster size of single clusters versus time. In most cases, the initial and 
final portions of the graph were flattening off and were omitted from these calcula­
tions. The.slopes of the linear portion of these curves were computed and represent 
the growth rate of the cluster. However, the growth rate for a cluster of a particular 
size is not independent of time. Looking at a CSD, e.g. Figure 6.28, one can see an 
example of growth dispersion. As the system evolves in time, clusters of the same 
size, but at different times, grow at a different rate. This is caused by the contin­
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uous depletion of the vapor phase which reduces the ability of clusters to scavenge 
monomers, etc. from the surrounding vapor. In the next step, we plotted the growth 
rate versus cluster size at fixed time. These too are linear with slopes which represent 
the change in the growth rate with cluster size at a particular time. These slopes are 
plotted versus time in Figures 6.33 and 6.34. The analysis could only be conducted in 
the early stage of the phase transition. Only here are a sufficient number of clusters 
are available to ensure a reasonable statistics. An interesting feature is shown in both 
figures. The dependence of the change in the growth rate with cluster size on time 
decreases rapidly at.a "critical" time, after which, the dependence is only weak. The 
critical time indicated by the vertical line (a) is also shown in the CSD displayed 
in the insert. It appears that the drastic change of the dependence on cluster size 
coincides with the end of induction period. 
As sh nvn in Chapter .5, a linear growth of the number of atoms in the cluster 
with time has also been observed in the Ostwald ripening process. The growth rate 
expression for this particle coarsening process was derived by Lifshitz and Slyozov 
[1.55] for crystallization from the melt. The key equations used in their derivation 
are Ostwald's equation (5.3), the diffusion equation in spherical symmetry, the law 
of conservation of mass, and the continuity equation. To apply the result of the 
LS analysis, we need to map their interpretation of the Ostwald ripening process 
during the late stage of the solidification to the vapor/liquid phase transition. This 
procedure leads to a differential equation, which is equivalent to expression (5.9), and 
whose solution is given by the asymptotic analysis of Lifshitz and Slyozov. 
For a growing droplet in a supersaturated vapor, the statement of conservation 
of mass can be written as 
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yV f R e ( t )  9 r o o  9 
- = ^  (6.24) 
The Stefan condition for the moving boundary requires that d N / d t  =  0. Using the 
same arguments as in Chapter 5, we take the time derivative of equation (6.24) and 
replace the unknown density profile, p{r,t), with the quasi-steady state solution of 
the diffusion equation (5.4), where the density profile has been substituted for the 
concentration profile. 
. (6.25, 
^  P L , 0 0  -  P V , R e  
The liquid density in the interior of the cluster is approximated by the coexisting 
liquid density. Py^R^ is the vapor density with which a droplet of size Re is in 
equilibrium. Similar to the approach of LS, the equilibrium density at a curved 
surface can be approximated by a linear expansion of a Gibbs-Thomson equation. 
We could expand equation (2.20), leading to 
but a comparison with the result in Section 6.1, where we have developed a statistical 
mechanical model for vapor condensates, shows large deviations. The vapor densities 
calculated from equation (6.26) are,approximately an order of magnitude larger than 
the densities obtained from the molecular model. 
A better approximation for the vapor density is obtained by using a different 
avenue of deriving a linearized form of a Gibbs-Thomson equation. Thermodynamic 
equilibrium requires that the chemical potentials in the two phases are equal. 
-  ^ll{oo)  = Hy(Re)  -  /'y(oo) (6.27) 
Using a Gibbs-Duhem equation (2.17), treating the vapor phase as an ideal gas, and 
approximating the liquid density with the coexisting density, equation (6.27) can be 
integrated to the following expression. 
-—(PL -  Poo)  =  k^Tln  f  
E,oo \  
'  (6 .28)  
The liquid pressure is replaced by equation (3.40), which was derived from an asymp­
totic analysis of the surface tension expression (3.33) in Section 3.5. With this sub­
stitution, equation (6.28) becomes 
where py  in equation (3.40) is replaced by p in expression (6.29). The linearization 
of equation (6.29) can be done in several different ways. We chose to transform the 
logarithmic term to 
and apply a linear expansion of the form Inz % (z — 1) to both terms. This expansion 
is only valid for 0 < .r < 2. After some rearrangements, equation (6.29) becomes 
" f ^ P V , R e  , ' ^ f o o P V , o o  
V,Re PV,oo py, j i^)Re f^BTiPL,oo -  Py,oo)^e 
To examine the applicability of the linearization of equation (6.29), we compare the 
vapor densities calculated from equation (6.31) with the results of our mechanical 
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model of vapor condensates in Figure 6.35 at a reduced temperature of 0.70. We find 
that equation (6.31), ( ), is in qualitative agreement with the result of the PY-
YBG calculations (•) and underestimates the vapor pressure by roughly 20%. Also 
shown is the prediction of equation (6.26), (- • - • — ). As mentioned earlier, large 
deviations are observed. 
With the development of an expression for the vapor pressure above a curved 
surface, we can now return to the original problem of applying the LS theory to the 
vapor/liquid phase transition. Comparing the linear expansion of equation (5.3) with . 
the expression (6.31), we can deduce that in the LS analysis becomes 
^ (6.32) 27OOPF,oo 
' ^ B T ( P L , o o  - P V , O O )  
where the subscript "/)" indicates that a refers to the vapor/liquid phase transition. 
Replacing PV^Rg equation (6.25) by the expressions (6.31) and (6.32), we obtain 
Following the approach of LS, we normalize the densities by {p£ ^ - P ^qq )- Defin­
ing the degree of supersaturation as Ap = (p - fi]/oo^/(PL,oo ~ PV,oo)> expres­
sion (6.33) becomes 
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This expression is identical to equation (5.9), which was solved by Lifshitz-SIyozov 
[155] in the asymptotic Umit, t — oo. The solution of equation (6.34) is 
This theory can be tested by comparison with computer simulation results. As 
outlined in the previous paragraph, the growth rates of single clusters were deter­
mined during the phase transition of the N=5324 and N=10648 LJ fluids. The mean 
growth rate based on 45 individual clusters is 0.30 ± 0.11. The growth rate pre­
dicted by equation (6.35) for the state point of the simulations is 0.24. This is a 
remarkable agreement for an asymptotic analysis of equation (6.34) obtained under 
the assumption of a quasi-steady state condition. 
An additional test of the applicability of the modified LS theory to vapor/liquid 
phase transition is provided by a comparison between the theoretical prediction of the 
vapor density decrease and the vapor densities measured in the simulations. The va­
por densities in the simulations were calculated from data of the cluster size analysis. 
The latter included the determination of the number of cluster of a particular size. 
The choice of the threshold for the cluster size which should be counted as monomers 
was determined by the constraint that the vapor density at t=0 is equivalent to the 
initial supersaturated density. In this calculation, clusters which contained 20 or 
fewer atoms were counted as'monomers. The vapor density is given by 
R ç { t )  — i?|(0) + - D  a p t  (6.35) 
P L ^ oo  
(6.36) 
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where is the number of clusters of size iV^^. The interior density of the 
clusters is approximated by the coexisting liquid density. 
A theoretical prediction of the density decrease can be derived from the law of 
conservation of mass. At constant volume, the total number of atoms in the system 
is constant, and any change of the number of atoms in the liquid phase must be 
balanced by a change of the number of atoms in the vapor phase. 
^ = (6.3r) 
Replacing Nj^ and vVy in terms of the density, and volume of the corresponding 
phases, the time derivatives in equation (6.37) become 
Lifshitz and Slyozov (LS) showed that as i > oo the rate constant 3/?^^ is time 
independent and equal to {see eqn. (5.11)}. For the vapor/liquid system, 
o^LS replaced by a^, and R  by R e -  In equation (6.38), the density in the interior of 
the cluster is approximated by the coexisting liquid density. Inserting equation (6.38) 
into the expression (6.37), we obtain 
I," «•'« 
The integrals in equation (6.39) are of standard form and given in ordinary tables 
of integrals. After integration, and some algebraic manipulations, expression (6.39) 
becomes 
136 
f y  (y 
Equation (6.40) represents a combination of the law of conservation with the 
result of the LS theory. The reference to the latter is important in the interpretation 
of expression (6.40). The LS theory is based on the analysis of the growth and dis­
solution process of an isolated spherical domain in its supersaturated parent phase 
[15.5, 171]. Then, equation (6.40) describes the decrease of the vapor density due to 
the presence of an isolated cluster. However, in our computer simulation quenching 
experiments, we found that a large number of clusters are present during the linear 
growth regime in the vapor phase. To account for this observation, equation (6.40) 
has to be modified to allow for the depletion of the vapor phase caused by the pres­
ence of a number of clusters. Since the LS result is introduced in equation (6.40) by 
the rate constant, A'p, we have multiplied this constant by the number of clusters 
determined from the simulation results. Figures 6.36 and 6.37 show the evolution of 
the vapor density with time. Equation (6.40) and the simulation results are in excel­
lent agreement between approximately 70-250 psec and 60-220 psec for the N=5324 
and N=10648 LJ fluids, respectively. At smaller times a non-linear dependence is ob­
served, which coincides with the formation of clusters in the vapor phase. This is also 
indicated in Figures 6.38 and 6.39, which display the number of clusters as a function 
of time for the N=5324 and N=10648 LJ fluids, respectively. Clusters are formed 
immediately after the quench (t=0), and the number increases rapidly within about 
60 to 70 psec. Comparing the corresponding graphs which display the evolution of 
the number of clusters in the vapor phase and the vapor density, we can deduce that 
the period during which thé system obeys equation (6.40) corresponds to a constant 
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number of clusters in the vapor phase. At larger time, binary coalescence of large 
clusters occurs and causes a jump in the vapor density predicted by equation (6.40). 
This is expected, since we multiplied A'p by the nurnber of clusters in the system. An 
interesting feature is observed between coalescence events indicated by the plateau 
in the number of clusters in the vapor phase. In this time interval, the systems still 
follows the prediction of equation (6.40). Both curves, theory and simulatioii, have 
approximately the same slope over that range. 
6.2.5 A simple kinetic model for the vapor/liquid phase transition 
We have obtained clear evidence, that the vapor/liquid phase transition in the 
linear growth regime follows the Ostwald ripening principle, which can be modeled 
by a modified Lifshitz-Slyozov theory. This regime continuously merges with the 
second regime, where cluster diffusion predominates. Although the cluster motion 
has Brownian character, the diffusion coefficient of these clusters follows the free 
molecule result. These findings suggest the construction of a new model for vapor 
condensation. 
The simplest model we may propose [182] consists of a set of clusters each of 
which has the same radius Re{t) at i = 0. Each of the clusters occupies a subvolume 
of radial dimension Rj^. The volume of this domain is determined by the statement 
of conservation of mass given by equation (6.24). This equation is evaluated for a 
portion of the total volume leading to 
A comparison of equation (6.41) with our statistical mechanical model for vapor 
P - -  p y i t )  
P L , o c  - P v ( ^ )  4(') (6.41) 
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condensate is excellent. For this comparison we replaced p y  in equation (6.41) with 
PV.Re' transformed equation predicts the PY-YBG result within 5%. Within the 
context of our mechanical model, Re locates the minimum free energy of formation 
in a closed system. The application this equation to our model of the vapor/liquid 
phase transition implies that each cluster is in equilibrium with its surrounding vapor 
in the subvolume. Then, the phase transition can be pictured as the coalescence of 
subvolumes where each domain is at a locally stable equilibrium. It is notable that 
the degree of supersaturation enters this model by equation (6.41). With increasing 
supersaturation the subvolume defined by expression (6.41) becomes smaller and 
clusters have to diffuse a smaller distance in order to coalesce. Consequently, the 
phase transition occurs faster. On the other hand, with decreasing supersaturation 
the subvolume increases and approaches infinity as the vapor density converges with 
the coexisting density. Expression (6.41) determines the size of the subvolume. 
The modified LS model, given by equation (6.35), predicts an unrestricted lin­
ear growth process. In accordance with this expression, a cluster would grow to a 
indefinite size with time. This is a violation of the law of the conservation of mass, 
since any phase transition occurs in a finite system. Due to the finite domain of the 
system, the vapor phase is depleted and the cluster growth should stop as the vapor 
density approaches the coexisting vapor density. To determine this threshold, we 
return to equation (6.39) which describes the change of the density during the .linear 
growth process. The statement of conservation of mass is integrated from py{0) to 
PV 
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f P V  d p y  47r r t  d t  
J p y i ^ )  ( P V  -  P L , o c )  3 N o  ( ^ v - ' ^ R ^ ( O ) - ^ K p t )  
where /)y(0) is equivalent to the equilibrium vapor density p y  calculated from a 
Gibbs-Thomson equation (6.31). Integrating equation (6.42), the following expression 
is obtained 
[V5 - ^ i?|(0)] [/)y(0) - p i ^  OOJ 
V5 is the size of the subvolume defined by equation (6.41). Combining expres­
sions (6.43) and (6.41), and replacing 7Zg(() in equation (6.41) with the modified 
LS expression (6.35) for the vapor/liquid phase separation, we obtain 
R Î ( 0 ) ^ P L , o o  P H p v i ^ )  -  P v i ^ ^ g ) )  , n , ,  ^  
(6.44b) fii(o) iPL,oo - p) - Py^oo) 
K p  [ p  -  P y W ) { p L , o o  ~  P y ^ ^ ) )  
6 t g  is the time required for the completion of the linear growth process. The vapor 
density, pyièig), in equation (6.44a) is referred to the end of the linear growth 
regime. A convenient explicit expression for py[6tg) can not be obtained. To obtain 
an analytic solution, we approximate the ratio of densities in the last term of (6.44a) 
leading to (6.44b). 
Within our model, the phase transition can be understood as a two stage pro­
cess. The binary coalescence of subvolumes produces a new subvolume. In the newly 
created volume, the cluster grows linearly until the state of the subvolume is in a 
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"locally" stable equilibrium. Further growth is induced by the diffusion and binary 
coalescence of clusters. A coalescence event causes the system to escape from the 
previous local equilibrium. A new equilibrium state, which has a lower free energy 
than the previous state, is again obtained by the linear growth process. The se­
quence continues until the system reaches its final equilibrium state. In applying 
equation (6.44), it is assumed that the sub volumes, remain at a constant mean den­
sity, and that the coalescence product relaxes to a state which is defined by the 
equilibrium vapor density given by the Gibbs-Thomson equation (6.31). 
All that remains to complete the description of the new model for vapor con­
densation is a statement of the velocity at which clusters hop to deeper free energy 
minima through a coalescence.of subvolumes. For two Brownian walkers, the first 
passage time with a separation of 2((^)^/^i2^ — Re) is given by the well known 
Einstein relation [180], which relates the diffusion coefficient to the mean-squared 
displacement. 
«(! = gg . (6.45) 
where the factor of two takes in account of the fact that both clusters are undergoing 
translational motion. Rj^ is defined by expression (6.41), where py is replaced by 
With these substitutions, the first passage time becomes 
'47r(fI,oo ^ (6.46) 6  { p - p v i h ) " !  I  
The diffusion coefficient, as we have shown, can be calculated from the kinetic theory 
of dilute gases given by equation (6.18). The total time required to advance this 
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process to a cluster size of Re(tj) is found to be 
i 
This completes the information needed to model the condensation process. We con­
clude this section with an example, where we calculate the time required to nucleate 
a droplet with radius of 200Â at the state point of the simulations used in this 
study. We start the nucleation event with a cluster composed of 8 atoms. The equi­
librium vapor density for this small cluster is computed from the Gibbs-Thomson 
equation (6.31), which is used in expression (6.44) to' calculate the duration of the 
linear growth process. Then, equation (6,41) provides a means to determine the in­
crease of the cluster size. The time interval between binary coalescence is given by 
the first passage time, equation (6.46). After coalescence, the newly formed cluster is 
no longer in equilibrium, because its size is twice the size of the droplet prior to coa­
lescence. To equalize the difference in the chemical potential between the liquid and 
vapor phase, the droplet absorbs atoms from the surrounding vapor until it reaches 
the equilibrium state. The droplet escapes from this equilibrium state by coalescence. 
This process continues in a self-similar fashion until the final droplet is attained. At 
the state point of the simulations used in this study a mean cluster radius of approx­
imately 200Â is predicted at approximately 10 microseconds. It is interesting to note 
that the linear growth mode dominates in the early stage of the phase transition. 
As the phase separation evolves the diffusion and binary coalescence determines the 
growth mode. 
A critical analysis of this result by comparison with simulation is not possible 
due to two reasons. First, we have only studied three systems which were composed 
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of more than 1000 LJ atoms. Second, we simulated a single state point, and third 
w e  c a n ' t  s i m u l a t e  f o r  1 0  / . i s e c .  
The new perspective of homogeneous vapor liucleation which is offered is the 
replacement of the classical theory by cascade of Brownian walkers whose mass grows 
linearly in time. This model does not depend on the construction of a hypothetical 
critical nucleus whose formation is the rate determining step in the classical theory. 
The suggested model offers a more direct comparison in which Re{tj:) is identified 
as the detection limit in a Rayleigh scattering experiment. 
Figure 6.1: Comparison of density profiles obtained from solutions of the YBG equa­
tion ( ), and md simulation (•) [85] 
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Figure G.2: Coexistence curve of a Lennard-Jones (LJ) fluid in the Perçus-Yevick 
approximation 
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Figure 6.3; Radially dependent surface tensions computed from eqn. (3.33) are 
shown for the indicated expressions; 7'*-: 0.7U 
03 
% 
K 
CVî 
ci 
Qi 
Q> 
(o 
Q) 
w 
0 
/ 
/ 
/ 
15 
&/7 
J— - -^ / / 
/ X 
/ ^ 
24 
/. 
// 
/ 
/ 
/ •  
/ 
// 
/ 
/?  ^
' -
R 
P (^ ) 
Figure 6.4: Radially dependent surface tensions computed from eqn. (3.32) are 
shown for the indicated expressions; T*—0.7(1 
Figure 6.5: l^ressure tensor components for a spliericiil interface, ppj is  calcu­
lated from eqn. (3.15). prp is computed from eqn. (3.15) (- - -) and 
eqn. (3.19) ( ) with n = 1 
Figure 6.6: • Pressure tensor components for a planar interface obtained from inte­
gration of eqn. (3.15) in planar symmetry 
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Figure 6.7; Differences of the pressure tensor components, for a. spherical interface 
at 7'*—0.70 (— — - ), and 0.82 ( ). System sizes are (a) N = 15000, 
( b )  N = . ' 5 0 0 0 ,  a n d  ( c )  N - 2 0 0  
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Figure 6.8: Radially dependent surface tensions at different supersaturations, 
Na^/V; r*=0.70 
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Figure 6.9: Temi)erat.ure dependence of tlie radially dependent surface tension at a 
mean density of 0.05 
Figure 6.10: pj\f{r = 0) {- — -)is compared with homogeneous fluid pressure 
(— • - • -) at a density, p(r = 0), and tlie approximation given by 
eqn. (3.40) ( ) as a function of drop size 
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Figure 6.11: Comparison of tlifierent expressions for the radial dependence of the 
surface tension. (•) are the results from the square gradient theory 
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Figure 6.12: The radially dependent surface tension computed from equation (3.33) 
and Rg are compared with computer simulation results {eqns. (6.3), 
and (6.5)} |85] 
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Figure 6.13: Radially depeiulent free energies of formation at different siipersatura-
tions, s, using classical nucleation theory and classical nucleation theory 
with 7(;') from ecpi. (3.33) 
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Figure 6.14: Radially dependent free energy of formation, obtained from several 
interpretations, as described in the text 
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Figure C.15: Evolution of the cluster size distribution (C!SD) oi)tainecl from 2 md 
simulations of a N—21G LJ lluid at the same statepoint 
Figure 6.16: Largest cluster sizes absorbed into the largest 
cluster 
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Figure 6.17: Largest cluster sizes desorbed from the largest 
cluster 
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Figure 6.18: Evolution of the (!SD of a N-lOOÔ LJ fluid. Each set of numbers 
displayed at the trajectories refers to the cluster sizes (top) and time 
(below) involved in a binary coalescence event 
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Figure 6.19: Evolution of the CSD of a N^-1000 LJ fluid. Numbers displayed at the 
trajectories are explained in Figure 6.18 
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Figure G.20: Evoluliou oi the C!SD of a N—1000 LJ fluid. Numbers displayed at tlie 
trajectories are explained in Figure 6.18 
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Figure 6.21: Images show the evolution of 1000 LJ atoms during a 
nucleatiôn event. The images are taken 83.8 (top) and 
91.3 psec (bottom) after the quench. The color-coding 
corresponds to the location of the atoms in the final equi­
librium state. The blue-colored atoms are members of 
the final drop, whereas the red-colored atoms are in the 
vapor phase 
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Figure 6.22: , Images show the evolution of 1000 LJ atoms during a 
nucleation event. The images are taken 267.5 (top) and 
500.0 psec (bottom) after the quench. The color-coding 
is explained in Figure 6.21 
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Figure 6.23: Evolution of the CSD of a N = 1000 1:1 ionic fluid 
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Figure 6.24: The images show a 1:1 ionic vapor 12.5 (top) and 40.0 
psec (bottom) after the quench. Positive charged ions 
are red, whereas the negative charged ions are blur: 
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Figure 6.25: The images show a 2:1 ionic system. The positive 
charged ions are red, whereas the monovalent negative 
charged ions are blue. The images are taken 10.0 (top) 
and 92.5 psec (bottom) after the quench 
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Figure 6.26: Evolution of the CSD of a N —2744 LJ fluid. Numbers displayed at the 
trajectories are explained in Figure 6.18 
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Figure 6.27: The evolution of the C!SD of a N—5324 LJ lluid is partially shown. 
Numbers displayed at the trajectories are explained in Figure G.18 
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Figure 6.28: Evolution of the CSD of a N= 10648 LJ fluid in the time interval of 80 
to 540 psec. Letters refer to Table 6.2 
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Figure 6.29: 2-dimensional trajectories of the three clusters present at 
the late stage of the phase transition of the N=5324 LJ 
fluid 
es 
CT) 
es 
I 
5  
Oi 
I 
C\i 
START 
'-0.07 0.39 0.85 1.31 1. 77 
Figure 6.30: A close-up of the 2-dimensional trajectory of cluster 1 
present at the late stage of the phase transition of the 
N=5324 LJ fluid 
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Figure 6.31: Time evolution of the COM separation of cluster pairs normalized hy 
their sizes for the N=5324 LJ fluid at the late stage of the phase trans­
formation 
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Figure 6.32: Diffusion coefficient of LJ clusters obtained from md simulations as a 
function of cluster size 
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Figure 6.33: Time evolution of the differential change of the growth rate of clusters 
with respect to the cluster size for the N - 5324 LJ fluid. The insert 
shows the relevant portion of the corresponding (!SD 
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Figure 6.34: Time evolution of the diflerential change of the growth rate of clusters 
with respect to the cluster size for the N-10648 LJ fluid. The insert 
shows the relevant portion of the corresponding CSD 
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Figure 6.35: The vapor densities calculated from equations (6.30), ( — ), and (6.25), 
(-•-•-), are compared with the results from the statistical mechan­
ical model for vapor condensate (•). The reduced temperature is 0.70 
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Figure 6.36: Comparison of the vapor density decrease described by equation (6.38) 
and measured during the phase transition of a N=5324 LJ fluid 
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Figure G.37: Comparison of the vapor density decrease described hy equation {(>.38) 
and measured during the phase transition of a N-10G48 IJ fluid 
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Figure 6.38: Number of clusters in the vapor pliase during the phase transition of a 
N=5324 LJ fluid 
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Figure 6.39: Number of clusters in the vapor phase during the phase transition of a 
N= 10648 LJ fluid 
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7. CONCLUSIONS 
This study consists of three parts which have been successively developed through­
out the research project. The investigations were conducted to reexamine homoge­
neous nucleation theory and to reveal the rate determining mechanisms governing 
the vapor/liquid phase transition. A thorough understanding of homogeneous vapor 
nucleation is important, since the inodeling of numerous phase transitions, including 
crystallization, are based on that theory. 
In the first part, we have developed a self-consistent molecular theory to describe 
the structure of small droplets. The theory is based on the 1'^^ Yvon-Born-Green 
equation and a mechanical model for the interfacial properties. We have compared 
different combinations of two surface tension equations with four surface of tension 
expressions. The two surface tension equations are integrals of the ( — 1)'^^ and 2'"^ 
moment of the pressure tensor components, respectively. In the following discussion 
the equations are distinguished by their moments. Surface tensions obtained from the 
( —1)"^^ moment equation are in excellent agreement for all four surface of tensions. 
The surface tensions are strongly radially dependent and decrease monotonically 
as the droplet size decreases. The 2"^ moment equation for the surface tension 
yields considerable deviations for the different surface of tensions. The discrepancy 
is thought to arise from the approximation used for the pair correlation function of 
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the inhomogeneous fluid. 
We further investigated the effect of temperature and supersaturation on the 
radial dependence of the surface tension. The surface tension is very insensitive 
to the degree of supersaturation, where the selected supersaturations covered state 
points in the metastable and unstable region. Although the surface tension of a 
planar interface is temperature dependent, the ratio of the surface tension to the 
surface tension at the planar limit is only a weak function of temperature. 
With the knowledge of the interfacial properties, we were able to reexamine 
homogeneous nucleation theory. We determine the radially dependent free energy of 
formation using different levels of approximations for the thermodynamic quantities. 
The results indicate that the dependence of the surface tension on droplet size is 
sufficiently strong that the thermodynamic free energy barrier prior to nucleation is 
absent. 
The previous analysis of the structure and thermodynamics of droplets in the 
metastable region suggests that nucleation is not thermodynamically but kinetically 
limited. We have employed molecular dynamics temperature quenching experiments 
to investigate the dynamical behavior of LJ and ionic fluids during the vapor/liquid 
phase transition. The shape of the clusters formed during the phase separation 
depends strongly on the nature of the intermolecular forces. In these simulation, we 
could observe a decrease in connectivity and linearity going from the symmetrically 
charged fluid to the asymmetrically charged system, and finally to the LJ fluid. The 
two extrema are the symmetrically charged ionic system, which forms a network 
of charged chains of alternating signs and the Lennard-Jones fluid, where disjoint, 
nearly spherical, high density regions are formed. 
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In the simulations of larger Lennard-Jones systems, two rate determining growth 
regimes could be identified. First, clusters grow linearly in time by scavenging atoms 
and smaller clusters from the surrounding phase. This growth mode is satisfactorily 
• described by a modified Lifshitz-SIyozov theory. The second regime is characterized 
by the diffusion of large clusters which undergo Brownian motion and growth is 
mainly induced by binary coalescence. The diffusion coefficients of these Brownian 
clusters closely follow the free molecule result. Finally, a simple, predictive, expression 
is obtained by combining these two modes of growth into a cascade model of vapor 
condensation. 
The new insight into the nature of the vapor/liquid phase transition has a direct 
bearing on the description of other phase transitions, such as crystallization, which 
is of particular interest to us. .\s mentioned in the introduction, the development of 
crystallization theory is based on the classical model of the vapor/liquid phase sepa­
ration. It is argued that a supersaturated solution escapes from the me tas tab le state 
by the formation of à critical, spherical nucleus. This construction of a hypothetical 
nucleus provides a tool to explain the existence of metastable states by a thermo­
dynamic barrier. The latter is strongly dependent on the surface contribution, and 
consequently, on the assurnption of a spherical embryo. 
Our study of the vapor/liquid phase transition reveals that the assumption of 
a critical nucleus can not be maintained. Clusters are formed instantaneously, and 
scavenge the surrounding fluid. These observations suggest that clusters should also 
be formed in supersaturated solution prior to crystallization. Our calculations, in­
volving systems for which the atomic mobility of the condensing species is orders 
of magnitude greater than those of a supersaturated electrolyte solutions, consider 
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a fluid for which the conventional interpretation of initiation of the transition by 
density fluctuation is most easily supported. .Application of this initiation concept to 
any other metastable material is even more tenuous. 
There is great interest in the phenomenon of structuring in electrolyte solution, a 
direct proof of the existence of clusters has not been reported. Indirect evidence, such 
as the formation of concentration gradients in supersaturated electrolyte solutions 
kept in isothermal vertical columns, or the reduction of light transmission intensity 
through metastable electrolyte solutions, has been presented for the presence of large 
clusters. Little information exists about the structure of these clusters and the role 
they play as intermediates in the crystallization process. 
Our computer simulations of the ionic systems clearly indicated that the struc­
ture and the intrachain dynamics of the clusters are important mechanisms in the 
earlier stage of the phase transition. Predominately linear clusters are formed for 
symmetrically charged fluids. Linear clusters has also been observed in Monte Carlo 
studies of 1:1 supersaturated electrolyte solution. One may argue that the Monte 
Carlo technique was applied beyond its limit, since it samples a sequence of config­
uration in phase space from an equilibrium distribution. However, the structure of 
the clusters observed in Monte Carlo studies and our molecular dynamics simulations 
are similar. The extent of solvation depends strongly on the intermolecular forces 
between ions and solvent, and the persistence of linear clusters should be even more 
pronounced in an electrolyte solution where the solvent could stabilize linear clusters 
prior to the onset of crystallization. For systems which support the formation of 
non-spherical clusters the interfacial free energy costs will not be important and the 
barrier to nucleation is imposed by the desolvation and/or folding of these clusters. 
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This suggests that kinetic barriers, other than those described here, may contribute 
to the persistence of a metastable state. This research that must be pursued if we 
are to develop a predictive understanding of crystallization. 
We conclude this dissertation by acknowledging that the modeling of the crystal­
lization process is likely to be more complex than the work presented here, since the 
solvent must be considered. However, our study of the vapor/liquid phase transition 
has permitted some questions regarding the applicability of the existing theory to be 
answered and new avenues for the investigation of the mechanisms of more general. 
phase transitions to be opened. To proceed with the new perspective offered here 
as a replacement for the existing theory the following issues need to be reconsidered 
and evaluated for a description of the crystallization process. 
• The structure of small clusters in solution 
• Experimental characterization of the extent of clustering 
• Influence of ion-ion and ion-solvent intermolecular forces 
• Intracluster contribution to kinetic barriers 
• The relationship of cluster structure to growth habit 
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APPENDIX 
Table A.l; Tlieniiodynainic data at ki^T/s-O.Hi, Na^/V-O.tib using e<in. (3.32) with 
N" 
1 
f l ' '  PV 4' a'" 
400 4.79 2.06 0.6902 0.0110 0.056 -4.686 0.0301 0.0076 0.1056 0.0075 4.386 1.304 
GOO 5.38 2.6G 0.7008 0.0127 0.272 -4.568 0.0924 0.0087 0.1388 0.0086 4.990 1.257 
800 5.87 3.17 0.7045 0.0134 0.412 -4.524 0.1155 0.0091 0.1448 0.0090 5.514 1.248 
1000 6.31 3.62 0.7058 0.0137 0.507 -4.508 0.1242 0.0093 0.1432 0.0092 5.974 1.249 
1500 7.22 4.57 0.7059 0.0137 0.643 -4.507 0.1247 0.0093 0.1319 0.0092 6.934 1.265 
20001 7.97 5.35 0.7048 0.0134 0.707 -4.520 0.1175 0.0091 0.1206 0.0090 7.714 1.282 
3000 9.16 6.61 0.7026 0.0130 0.762 -4.547 0.1034 0.0089 0.1042 0.0088 8.950 1.306 
7500 12.54 10.20 0.6982 0.0122 0.848 -4.598 0.0765 0.0084 0.0766 0.0083 12.397 1.347 
15006 15.88 13.75 0.6956 0.0118 0.888 -4.627 0.0610 0.0081 0.0611 0.0080 15.769 1.367 
30000 20.08 18.14^ 0.6935 0.0114 0.906 -4.650 0.0489 0.0079 0.048^ 0.0078 19.995 1.382 
45000 23.03 21.11 0.6926 0.0113 0.917 -4.661 0.0434 0.0078 0.0435 0.0078 22.951 1.388 
GOOOO 25.36 23.39 0.6921 0.0112 0.934 -4.666 0.0405 0.0078 0.0405 0.0077 25.296 1.391 
^Total number of atoms. 
''Etjuimolar surface reduced by a 
' Surface of tension reduced by a. 
^Homogeneous liquid density reduced by (t 'K 
^Homogeneous vapor density reduced by . 
/Ratio; surface tension at a curved surface to the surface tension at a planar interface. 
^Chemical potential reduced by /iyi = 1/A:^7'. 
''Homogeneous liquid pressure reduced by 
'Homogeneous vapor pressure reduced by /s. 
•'Pressure at the center of the drop reduced by 
^Pressure at the edges of the siimialtion cell reduced by cr'^/if. 
'Length parameter in Newton-Raphson iteration ))rocedure reduced l)y a. 
'" Parameter in Newton-Raphson iteration procedure. 
Table A.2: Thermodynamic data " at k^T/e—0.7^^  Na '^ /V-Q.Qb using equ. (3.32) with ^ ^ 
N R* n f'v ihoo 4 Py ^#(0) 4 a 
350 4.58 1.82 0.6903 0.0110 0.052 -4.684 0.0310 0.0076 0.1245 0.0076 4.146 1.285 
400 4.76 2.03 0.6939 0.0115 0.107 -4.646 0.0510 0.0080 0.1315 0.0079 4.334 1.273 
1.260 GOO 5.38 2.73 0.7004 0.0126 0.271 -4.572 0.0899 0.0086 0.1359 0.0085 4.997 
800 5.90 3.31 0.7026 0.0130 0.381 -4.547 0.1033 0.0089 0.1311 0.0088 5.549 1.263 
1000 6.34 3.80 0.7033 0.0131 0.460 -4.538 0.1081 0.0090 0.1257 
0.1148 
0.0089 6.022 1.270 
1500 7.26 4.81 0.7033 0.0131 0.583 -4.538 0.1083 o.oosr 0.0089 6.986 1.285 
2000 8.00 5.62 
6.90 
0.7027 0.0130 0.651 -4.546 0.1039 0.0089 0.1067 
0.0945 
0.0088 7.759 1.298 
3000 9.19 0.7011 0.0127 0.716 -4.565 0.0938 0.0087 0.0086 8.984 1.318 
7500 12.56 10.45 0.6976 0.0121 0.824 -4.604 0.0730 0.0083 0.0731 0.0082 12.413 1.351 
15000 15.89 13.87 0.6954 0.0117 0.875 -4.629 0.0598 0.0081 0.0599 0.0080 15.775 1.369 
30000 20.08 18.14 0.6935 0.0114 0.899 -4.651 0.0485 0.0079 0.0486 0.0078 19.997 1.382 
45000 23.03 21.12 0.6925 0.0113 0.911 -4.661 0.0432 0.0078 0.0432 0.0077 22.953 1.388 
60000 25.37 23.49 0.6920 0.0112 0.929 -4.667 0.0402 0.0078 0.0402 0.0077 25.299 1.392 
"Reduced variables are defined in Table A.l. 
Table A.3: Thermodynamic data " at 7'/^—0.76, yVa^/l''=0.05 using eqn. (3.32) with Rs^"^ 
N 
n Py 7/700 v l  Py  fjv(O) 4 rt 
800 5.76 2.44 0.7119 0.0151 0.464 4.430 0.1657 0.0101 0.2018 0.0100 5.358 1.183 
1000 6.29 3.26 0.7068 0.0139 0.482 -4.496 0.1305 0.0094 0.1502 0.0093 5.955 1.241 
1500 7.26 4.61 0.7035 0.0132 0.564 -4.536 0.1091 0.0090 0.1157 0.0089 6.984 1.284 
2000 8.01 5.58 0.7024 0.0130 0.635 -4.550 0.1020 0.0089 0.1047 0.0087 7.765 1.301 
3000 9.20 7.02 0.7006 0.0126 0.707 -4.570 0.0912 0.0087 0.0919 0.0086 8.993 1.321 
7500 12.56 10.68 0.6973 0.0120 0.817 -4.608^ 0.0710 0.0083 Ô.071Ï 0.0082 12.421 1.354 
15000 15.89 M.ôôi 0.6952 0.0117 0.866 -4.631 0.0588 0.0081 0.0588 0.0080^ 15.780 1.370 
30000 20.08 18.09 0.6935 0.0114 0.900 -4.651 0.0487 0.0079 0.0487 0.0078 19.996 1.382 
45000 23.02 21.08 0.6926 0.0113 0.917 -4.660 0.0435 0.0078 0.0435 0.0078 22.951 1.388 
60000 25.37 23.65 0.6919 0.0112 0.926 -4.667 0.0399 0.0078 0.0399 0.0077 25.301 1.392 
Reduced variables are defined in Table A.l. 
Table A.4: Thermodynamic data " at T/t=0.7(), using eqn. (3.32) with 
N R* 
' 'L  Py  ihoo 'Y /'V' /^o (t 
600 5.34 2.37 0.7040 0.0133 0.299 -4.530 0.1125 0.0090 0.1624 0.0089 4.934 1.230 
800 5.87 3.02 0.7047 0.0134 0.398 -4.521 0.1172 0.0091 0.1467 0.0090 5.509 1.245 
1000 6.32 3.57 0.7048 0.0134 0.472 -4.520 0.1177 0.0091 0.1361 0.0090 5.994 1.257 
1500 7.25 4.66 0.7042 0.0133 0.595 -4.528 0.1137 0.0091 0.1204 0.0090 6.969 1.278 
2000 7.99 5.51 0.7033 0.0131 0.666 -4.538 0.1079 0.0090 0.1108 0.0089 7.746 1.293 
3000 9.19 6.85 0.7013 0.0128 0.725 -4.562 0.0954 0.0087 6.0962 0.0086 8.97"8i 1.316 
7500 12.56 10.47 0.6977 0.0121 0.827 -4.604 0.0731 0.0083 0.0732 0.0082 12.412 1.351 
15000 15.89 13.88 0.6954 0.0117 0.876 -4.629 0.0598 0.0081 0.0599 0.0080 15.775 1.369 
30000 20.08 18.11 0.6935 0.0114 0.902 -4.650 0.0487 0.0079 0.0488 0.0078 19.996 1.382 
45000 23.03 21.09 0.6926 0.0113 0.914 -4.661 0.0434 0.0078 0.0434 0.0078 22.952 1.388 
60000 25.37 23.51 0.6920 0.0112 0.930 -4.667 0.0402 0.0078 0.0402 0.0077 25.299 1.392 
"Reduced variables are defined in Table A.l. 
Table A.5: Therinodyiiaïuic data at T/t—0.7(i, iVa^/V^—0.05 using eqn. (3.33) with 
N lit 4- 1 1 7/700 L PV 
0.0076 
4 a 
200 3.79 0.70 0.6903 0.0110 0.020 -4.685 0.0306 0.2173 0.0077 3.162 1.157 
250 4.05 0.99 0.6958 0.0118 0.066 -4.625 0.0623 0.0081 0.2174 0.0081 3.466 1.168 
300 4.28 1.26 0.6986 0.0123 0.108 -4.594 0.0787 rO.0084 0.2079 0.0084 3.744 1.184 
350 4.50 1.50 0.7002 0.0126 0.147 -4.575 0.0886 0.0086 0.1968 0.0085 3.991 1.198 
400 4.69 1.72 0.7013 0.0128 0.182 -4.562 0.0953 0.0087 0.1865 0.0086 4.215 1.208 
600 5.35 2.47 0.7034 0.0132 0.300 -4.537 0.1086 0.0090 0.1578 0.0089 4.945 1.235 
800 5.88 3.06 0.7042 0.0133 0.390 -4.528 0.1135 0.0091 0.1425 0.0090 5.520 1.250 
1000 6.33 3.56 0.7044 0.0134 0.461 -4.525 0.1152 0.0091 0.1334 0.0090 6.001 1.261 
1500 7.25 4.58 0.7042 0.0133 0.586 -4.527 0.1139 0.0091 0.1206 0.0090 6.969 1.278 
2000 7.99 5.40 0.7035 0.0132 0.659 -4.536 0.1091 0.0090 0.1120 0.0089 7.742 1.292 
3000 9.18 6.70 0.7014 0.0128 0.712 -4.561 0.0959 0.0087 0.0966 0.0086 8.977 1.315 
7500 12.55 10.29 0.6977 0.0121 0.817 -4.604 0.0734 0.0083 0.0735 0.0082 12.411 1.351 
15000 15.89 13.76 0.6953 0.0117 0.861 -4.630 0.0594 0.0081 0.0594 0.0080 15.777 1.369 
30000 20.08 18.06 0.6935 0.0114 0.898 -4.651 0.0487 0.0079 0.0487 0.0078 19.996 1.382 
45000 23.02 21.05 0.6926 0.0113 0.924 -4.660 0.0438 0.0078 0.0438 0.0078 22.949 1.388 
60000 25.36 23.44 0.6921 0.0112 0.936 -4.666 0.0405 0.0078 0.0405 0.0077 25.296 1.391 
^Reduced variables are defined in Table A.l. 
Table A.C: Thermodynamic data " at js=Q.lQ, A^<r^/K = 0.05 using eqn. (3.33) with ^^ 
N Ri  
^2 Py ihoo n  4/ fjv(o) 4 a 
300 4.28 0.87 0.6985 0.0123 0.074 -4.594 0.0782 0.0084 0.2074 0.0084 3.746 1.185 
350 4.49 1.17 0.7007 0.0126 0.118 -4.570 0.0914 0.0087 0.2002 0.0086 3.983 1.193 
400 4.69 1.45 0.7019 0.0129 0.159 -4.555 0.0989 0.0088 0.1908 0.0087 4.205 1.203 
600 5.34 2.35 0.7038 0.0132 0.293 -4.532 0.1114 0.0090 0.1610 0.0089 4.937 1.231 
800 5.87 3.05 0.7044 0.0134 0.394 -4.525 0.1151 0.0091 0.1444 0.0090 5.515 1.248 
1000 6.33 3.62 0.7046 0.0134 0.473 -4.523 0.1161 0.0091 0.1344 0.0090 5.999 1.259 
1500 7.25 4.75 0.7042 0.0133 0.606 -4.528 0.1136 0.0091 0.1204 0.0090 6.969 1.279 
2000 7.99 5.62 0.7034 0.0132 0.683 -4.537 0.1085 0.0090 0.1114 0.0089 7.744 1.293 
3000 9.19 6.98 0.7013 0.0127 0.736 -4.562 0:0951 0.0087 0.0958 0.0086 8.980 1.316 
7500 12.56 10.54 0.6976 0.0121 0.831 -4.604 0.0729 0.0083 0.0730 0.0082 12.413 1.351 
15000 15.89 13.88 0.6954 0.0117 0.877 -4.629 0.0599 0.0081 0.0599 0.0080 15.775 1.369 
30000 20.08 18.04 0.6935 0.0114 0.901 -4.650 0.0489 0.0079 0.0489 0.0078 19.995 1.382 
45000 23.03 21.04 0.6926 0.0113 0.914 -4.661 0.0434 0.0078 0.0434 0.0078 22.951 1.388 
60000 25.37 23.57 0.6920 0.0112 0.932 -4.667 0.0402 0.0078 0.0402 0.0077 25.299 1.392 
"^Reduced variables are defined in Table A.l. 
Table A.7: Thermodynamic data " at ^^T/t = 0.7C, V-O.Of) using eqn. (3.33) with 
N RI  
O
 
1 
' 
' 
PL PV 7/700 I^TPL PL 4 ^A^O) a 
400 4.70 0.97 0.7007 0.0126 0.098 -4.569 0.0915 0.0087 0.1818 0.0086 4.226 1.214 
600 5.34 2.00 0.7042 0.0133 0.255 -4.528 0.1135 0.0091 0.1635 0.0090 4.931 1.229 
800 
" 1000 
5.87 2.79 0.7048 0.0134 0.369 -4.521 
-4.52Ô 
0.1173 
0.1176 
0.0091 
"0.0091 
0.1468 
0:1360 
0.0090 5.508 1.245 
ï:258 6.32 3.43 0.7048 0.0134 0.454 0.0090 5.994 
1500 7.25 4.66 0.7042 0.0133 0.596 -4.527 0.1138 0.0091 0.1206 0.0090 6.969 1.278 
2000 
3000 
7.99 
"9.18 
5.59 0.7034 0.0132 0.678 -4.537 0.1084 0.0090 
0.0087" 
0.1113 
0.0963 
0.0089 
0.0086 
7.744 
8:978 
1.293 
l.TlC) 7.00 0.7013 0.0128 0.742 -4.562 0.0956 
7500 12.56 10.64 0.6976 0.0121 0.838 -4.604 0.0729 0.0083 0.0730 0.0082 12.413 1.351 
15000 15.89 13.98 0.6954 0.0117 0.882 -4.629 0.0598 0.0081 0.0598 0.0080 15.775 1.369 
30000 20.08 18.10 0.6935 0.0114 0.903 -4.650 0.0488 0.0079 0.0488 0.0078 19.995 1.382 
45000 23.03 21.08 0.6926 0.0113 0.914 -4.661 0.0434 0.0078 0.0434 0.0078 22.952 1.388 
60000 25.37 23.61 0.6920 0.0112 0.933 -4.667 0.0401 0.0078 0.0402 0.0077 25.299 1.392 
^Reduced variables are defined in Table A.l. 
Table A.8; Tliermodynainic data " at T/e^0.70, iVir^/V'^0.02 using eqn. (3.33) with 
N Rt-
1 
PY 7/700 4, PI- PAr(O) 4 0 250 3.35 0.46 0.7153 0.0112 0.020 -4.637 0.0478 0.0073 0.2668 0.0069 2.637 1.167 
300 3.52 0.66 0.7170 0.0114 0.036 -4.615 0.0588 0.0074 0.2689 0.0071 2.912 1.235 
350 3.66 0.83 0.7184 0.0117 0.054 -4.597 0.0679 0.0076 
0.0077 
0.2613 0.0072 3.110 1.269 
1.293 400 3.80 0.99 0.7195 0.0119 0.072 -4.582 0.0755 0.2511 0.0073 3.285 
GOO 4.23 1.49 0.7227 0.0125 0.142 -4.539 0.0971 0.0081 0.2197 0.0077 3.796 1.335 
800 4.57 1.88 0.7246 0.0129 0.206 -4.512 0.1107 0.0083 0.2006 0.0079 4.174 1.353 
1.363 1000 4.85 2.20 0.7259 0.0132 0.263 -4.494 0.1199 
0.1329 
0.0085 
0.0087 
0.1885 
0:17IG 
0.0080 r 4.485 
1500 5.43 2.87 0.7277 0.0136 0.381 -4.469 0.0082 5.108 1.377 
2000 5.93 3.42 
4.45 
0.7283 0.0138 0.473 -4.459 0.1376 0.0088 0.1607 0.0083 5.641 1.387 
3000 6.85 0.7275 0.0136 0.587 -4.471 0.1317 0.0087 0.1401 0.0082 6.611 1.411 
7500 9.79 7.61 0.7229 0.0126 0.738 -4.536 0.0986 0.0081 0.0990 0.0077 9.635 1.467 
15000 12.63 10.58 0.7202 0.0120 0.819 -4.573 0.0799 0.0078 0.0801 0.0074 12.515 1.492 
L51Ù" 30000 16.22 r 14.26 0.7178 0.0116 0.866 -4.605 0.0642 0.0075 0.0642 0.0072 16.129 
45000 18.73 16.83 0.7166 0.0114 0.883 -4.620 0.05G3 0.0074 0.0564 0.0071 18.649 1.518 
1.523 60000 20.71 18.88 0.7159 0.0113 0.897 -4.G29 0.0516 0.0073 0.0516 0.0070 20.645 
"Reduced variables are defined in Table A.l. 
Table A.9: Thermoclynainic data " at T/e^O.TO, A^(T'^/K-0.035 using eqn. (3.33) with 
N lit n  PV ihoo 4 Py «5 a 
150 3.31 0.59 0.7086 0.0101 0.000 -4.720 0.0066 0.0066 0.2473 0.0064 2.668 1.230 
200 3.61 0.91 0.7125 0.0107 0.023 -4.672 0.0305 0.0070 0.2330 0.0067 3.089 1.311 
1.313 250 3.83 1.15 0.7181 0.0116 0.072 -4.601 0.0662 0.0076 0.2371 0.0072 3.340 
300 4.04 1.36 0.7212 0.0122 0.116 -4.559 0.0870 0.0079 rÔ.2319 0.0075 3.573 1.322 
350 4.22 1.56 0.7232 0.0126 0.155 -4.532 0.1004 0.0081 0.2243 0.0077 3.783 1.330 
400 4.39 1.75 0.7245 0.0129 L 0.190 -4.514 0.1096 0.0083 0.2157 0.0079 3.978 1.338 
GOO 4.98 2.38 0.7269 0.0135 0.303 -4.479 0.1274 0.0086 0.1878 0.0081 4.629 1.362 
800 5.47 2.90 0.7277 0.0136 0.387 -4.468 0.1332 0.0087 0.1704 0.0082 5.150 1.378 
1000 . 5.88 3.35 0.7279 0.0137 0.453 -4.465 0.1348 0.0088 0.1589 0.0083 5.594 1.389 
1500 6.74 4.27 0.7276 0.0136 0.566 -4.470 0.1322 0.0087 0.1417 0.0082 6.499 1.409 
2000 7.45 5.02 0.7268 0.0134 0.635 -4.481 0.1265 0.0086 0.1308 0.0081 7.230 1.424 
3000 8.59 6.24 0.7247 0.0130 0.692 -4.510 0.1117 0.0083 0.1128 0.0079 8.409 1.448 
7500 11.81 9.66 0.7209 0.0122 0.801 -4.563 0.0852 0.0079 0.0854 0.0075 11.684 1.485 
15000 14.99 12.99 0.7185 0.0117 0.856 -4.595 0.0691 0.0076 0.0692 0.0072 14.896 1.505 
1.519 30000 19.00 17.14 0.7165 0.0114 0.885 -4.622 0.0556 0.0074 0.0556 0.0070 18.927 
45000 21.81 19.99 0.7155 0.0112 0.898 -4.634 0.0492 0.0073 0.0492 0.0070 21.747 1.526 
60000 24.04 22.23 0.7149 0.0111 0.914 -4.642 0.0455 0.0072 0.0455 0.0069 23.984 1.529 
"Reduced variables are defined in Table A.l. 
Table A.10: Tliermodynamic data " at A:^T/e-0.70, Afir^/K 0.05 using cqn. (3.33) with 
N lit 
3.42 0.63" 
Q. P\/ 7/700 
1X009 -4.694 0.0196 
J'L 
0.0068 0.2469 0.ÔÔ67 
4 
2.844 1.266 150 0.7107 0.0105 
200 3.72 0.96 0.7185 0.0117 0.063 -4.595 0.0688 0.0076 0.2541 0.0073 ^ 3.196 r.285 
250 3.99 1.25 0.7218 0.0123 0.112 -4.551 0.0911 0.0080 0.2426 
0.2279 
0.Ô076 3.508 1.308 
1.326 300 4.22 1.51 0.7236 0.0127 0.155 -4.526 0.1038 0.0082 0.0078 3.779 
350 4.43 1.74 0.7248 0.0130 0.194 -4.510 0.1119 0.0083 0.2146 0.0079 4.018 1.339 
400 4.62 1.96 0.7256 0.0131 0.229 -4.499 0.1175 0.0084 0.2031 0.0080 4.234 1.350 
600 5.27 2.67 0.7271 0.0135 0.344 -4.477 0.1285 0.0086 0.1736 0.0082 4.944 1.375 
800 5.80 3.25 0.7276 0.0136 0.430 -4.470 0.1322 0.0087 0.1584 0.0082 5.504 1.390 
1000 6.24 3.74 0.7277 0.0136 0.497 -4.468 0.1329 0.0087 0.1493 0.0082 5.976 1.400 
1500 7.16 4.73 0.7272 0.0135 0.613 -4.475 0.1295 0.0087 0.1355 0.0082 6.927 1.418 
2000 7.89 5.52 0.7263 0.0133 0.678 -4.488 0.1230 0.0085 0.1256 0.0081 7.690 1.431 
3000 9.08 6.80 0.7240 0.0128 0.717 -4.520 0.1066 0.0082 0.1073 0.0078 8.912 1.456 
7500 12.42 10.33 0.7204 0.0121 0.814 -4.570 0.0813 0.0078 0.0815 0.0074 12.305 1.490 
15000 15.73 13.76 0.7181 0.0116 0.864 -4.601 0.0661 0.0076 0.0662 0.0072 15.634 1.508 
30000 19.89 18.02 0.7162 0.0113 0.891 -4.626 0.0535 0.0073 0.0535 0.0070 19.814 1.521 
45000 22.80 20.98 0.7152 0.0111 0.904 -4.638 0.0474 0.0073 0.0474 0.0069 22.742 1.527 
60000 25.12 23.34 0.7147 0.0111 0.918 -4.645 0.0439 0.0072 0.0438 0.0069 25.067 1.531 
'^Reduced variables are defined in Table A.l. 
Table A.il: Thermodynamic data " at A;^T/t-0.70, Na'^/V-QAQ using eqii. (3.33) with 
N R* PL Pv  7/700 I^TPL PL Pv  4 <ï 
150 3.50 0.77 0.7179 0.0116 0.047 -4.604 0.0645 0.0075 0.2682 0.0086 2.988 1.247 
200 3.86 1.15 0.7221 0.0124 0.105 -4.547 0.0933 0.0080 0.2551 0.0083 3.402 1.290 
250 4.16 1.48 0.7240 0.0128 0.156 -4.520 0.1066 0.0082 0.2342 0.0082 3.742 1.319 
300 4.42 1.76 0.7251 0.0130 0.200 -4.505 0.1143 0.0084 0.2158 0.0082 4.032 1.338 
350 4.66 2.02 0.7258 0.0132 0.240 -4.495 rô.ll93 0.0085 0.2010 0.0082 4.289 1.351 
400 4.87 2.25 0.7263 0.0133 0.276 -4.488 0.1228 0.0085 0.1895 0.0082 4.519 1.362 
600 5.58 3.02 0.7272 0.0135 0.392 -4.475 0.1295 0.0087 0.1624 0.0082 5.273 1.386 
800 6.14 3.63 0.7274 0.0136 0.478 -4.472 0.1313 0.0087 0.1495 0.0082 5.865 1.399 
1000 6.61 4.15 0.7274 0.0136 0.544 -4.472 0.1309 0.0087 0.1418 0.0082 6.362 1.409 
1500 7.58 5.20] 0.7267 0.0134 0.654 -4.482 0.1260 %Ô086l 0.1296 0.0081 7.363 1.426 
2000 8.35 6.03 0.7257 0.0132 0.712 -4.497 0.1186 0.0085 0.1201 0.0080 8.160 1.439 
3000 9.58 7.34 0.7234 0.0127 0.738 -4.530 0.1019 0.0082 0.1024 0.0077 9.424 1.463 
7500 13.06 11.00 0.7198 0.0120 0.824 -4.578 0.0776 0.0077 0.0778 0.0074 12.946 1.495 
15000 16.49 14.54 0.7177 0.0116 0.869 -4.606 0.0632 0.0075 0.0633 0.0072 16.404 1.511 
30000 20.82 18.96 0.7158 0.0113 0.895 -4.630 0.0513 0.0073 0.0513 0.0070 20.750 1.524 
45000 23.85 22.04 0.7149 0.0111 0.906 -4.642 0.0456 0.0072 0.0455 0.0069 23.794 1.529 
60000 26.27 24.50 0.7144 0.0110 0.918 -4.649 0.0421 0.0072 0.0421 0.0069 26.213 1.532 
"Reduced variables are defined in Table A.l. 
Table A.12: Thermodynamic data " at tg T/c^O.TO, Af<T^/K=0.20 using eqn. (3.33) with 
N Rt  
*
0
 
Py ihoo 4 4 a 
150 3.42 1.15 0.7205 0.0121 0.091 -4.569 0.0819 0.0078 0.2658 0.0119 3.185 1.267 
200 3.81 l.Ml 0.7237 0.0127 0.155 -4.525 0.1041 0.0082 
0.0084 
0.2479 
0:2277' 
0.2106 
0.0115 
' o.dîîï 
3.575 
'3.905 
1.302 
1:325 
1.342 
250 
30Ô 
4.14 1.82 0.7252 0.0131 0.208 -4.503 0.1152 
4.43 2.09 0.7261 0.0133 0.253 -4.491 0.1216 0.0085 0.0106 4.191 
350 4.68 2.33 [ôTfwr 0.0134 0.292 -4.483 0.1256 0.0086 0.1969 0.0104 4.447 1.354 
1.364 400 4.91 2.55 0.7270 0.0135 0.327 -4.478 0.1282 0.0086 0.1861 0.0101 4.677 
600 5.66 3.29 0.7276 0.0136 0.436 -4.470 0.1321 0.0087 
0:0087 
0.1602 0.0093 5.437 
6.039 
1.388 
1.402 800 6.26 3.88 0.7275 0.0136 0.513 
0.571 
-4.471 
"4.474 
0.1318 
0.1301 
0.1472 0.0089 
1000 6.75 4.39 0.7273 0.0135 0.0087 0.1391 0.0086 6.545 1.412 
1500 7.75 5.41 0.7264 0.0133 0.666 -4.487 0.1234 0.0085 0.1263 0.0082 7.564 1.430 
1.443 2000 8.55 6.23 0.7253 0.0131 0.716 -4.502 0.1157 0.0084 0.1169 0.0080 8.374 
3000 9.81 7.53 0.7231 0.0126 0.745 -4.533 0.1004 0.0081 0.1008 0.0077 9.656 1.465 
7500 13.35 II.23I 0.7197 0.0119 0.828 -4.580 0.076^ 0.0077 0.0767 0.0073 13.240 1.496 
1.512 15000 16.84 14.88 0.7175 0.0115 0.873 -4.608 0.0622 0.0075 0.0623 0.0071 16.760 
30000 21.25 19.43 0.7157 0.0112 0.899 -4.632 0.0504 0.0073 0.0504 0.0070 21.184 1.524 
45000 24.34 22.57 0.7148 0.0111 0.910 -4.643 0.0448 0.0072 0.0448 0.0069 24.283 1.530 
60000 26.80 25.01 0.7143 0.0110 0.922 -4.650 0.0415 0.0072 0.0415 0.0068 26.747 1.533 
®Reduced variables are defined in Table A.l. 
Table A.13: Thermodynamic data " at fc^Y'/t-O.TG, Ncr^ jVusing eqn. (3.33) with 
N H e  P L  P y  7/700 f ^ T f ' L  P I  P y  fAf(O) /^o a 
350 3.72 0.53 0.6945 0.0116 0.030 -4.640 0.0543 0.0080 0.2438 0.0079 2.973 1.082 
400 3.88 0.72 0.6951 0.0117 0.044 -4.633 0.0578 0.0081 0.2335 0.0080 3.222 1.133 
600 4.34 1.29 0.6981 0.0122 0.106 -4.599 0.0758 0.0084 0.1990 0.0083 3.815 1.196 
800 4.70 1.71 0.7003 0.0126 0.168 -4.574 0.0892 0.0086 0.1795 0.0085 4.223 1.217 
1000 4.99 2.06 0.7018 0.0129 0.226 -4.556 0.0987 0.0088 0.1677 0.0087 4.552 1.227 
1500 5.58 2.77 0.7040 0.0133 0.349 -4.530 0.1126 0.0090 0.1516 0.0089 5.202 1.241 
2000 6.09 3.35 0.7049 0.0135 0.446 1 -4.519 0.1182 0.0092 0.1416 0.0090 5.750 1.251 
3000 7.01 4.40 0.7043 0.0133 0.566 -4.526 0.1146 0.0091 0.1233 0.0090 6.724 1.274 
'75001 9.91^ 7.55 0.7001 0.0125 0.732 -4:^ 0.0881 0.0086 0.0884 0.0085 9.721 1.328 
15000 12.74 10.52 0.6975 0.0121 0.820 -4.606 0.0722 0.0083 0.0723 0.0082 12.600 1.352 
30000 16.33 14.20 0.6952 0.0117 0.872 -4.632 0.0584 0.0081 0.0585 0.0080 16.219 1.370 
45000 18.84 16.78 0.6940 0.0115 0.890 -4.645 0.0514 0.0080 0.0515 0.0079 18.744 1.379 
60000 20.83 18.85 0.6933 0.0114 0.906 -4.653 0.0473 0.0079 0.0473 0.0078 20.745 1.384 
"Reduced variables are defined in Table A.l. 
Table A.14: Thermodynamic data " at k^jTle—Q.lQ, Na^jV^QAQ using eqn. (Ii.33) witli 
N R * e  «.(0) PY 7/700 /^T/'L 4 
150 3.54 0.53 0.6863 0.0104 0.001 -4.727 0.0090 0.0073 0.2151 0.0100 2.977 1.144 
200 3.89 0.91 0.6954 0.0117 0.057 -4.629 0.0599 0.0081 0.2246 0.0098 3.359 1.154 
250 4.20 1.24 0.6988 0.0123 0.108 -4.591 0.0798 0.0084 0.2125 0.0095 3.704 1.178 
300 4.47 1.53 0.7005 0.0126 0.153 -4.571 0.0904 0.0086 0.1979 0.0093 4.001 1.196 
350 4.71 1.79 0.7016 0.0128 0.193 -4.559 0.0971 0.0088 0.1847 0.0092 4.266 1.210 
400 4.92 2.03 0.7023 0.0129 0.230 -4.550 0.1017 0.0088 0.1739 0.0092 4.501 1.220 
600 5.64 2.82 0.7037 0.0132 0.350 -4.533 0.1107 0.0090 0.1471 0.0091 5.275 1.246 
800 6.21 3.45 0.7042 0.0133 0.441 -4.528 0.1136 0.0091 0.1341 0.0090 5.879 1.260 
1000 6.69 3.98 0.7043 0.0133 0.511 -4.526 0.1142 0.0091 0.1266 0.0090 6.386 1.269 
1500 7.66 5.05 0.7038 0.0132 0.631 -4.532 0.1113 0.0090 0.1155 0.0089 7.404 1.286 
2000 8.44 5.90 0.7030 0.0131 0.698 -4.542 0.1058 0.0089 0.1075 0.0088 8.213 1.299 
3000 9.69 . 7.25 0.7007 0.0126 0.735 -4.569 0.0917 0.0087 0.0921 0.0086 9.495 1.323 
7500 13.20 10.98 0.6972 0.0120 0.834 -4.609 0.0705 0.0083 0.0706 0.0082 13.062 1.355 
15000 16.66 14.59 0.6951 0.0117 0.884 -4.633 0.0577 0.0081 0.0578 0.0080 16.560 1.371 
30000 21.04 19.07 0.6932 0.0114 0.910 -4.654 0.0470 0.0079 0.0470 0.0078 20.954 1.384 
45000 24.10 22.18 0.6923 0.0113 0.922 -4.664 0.0419 0.0078 0.0419 0.0077 24.031 1.390 
60000 26.54 24.65 0.6918 0.0112 0.937 -4.669 0.0389 0.0078 0.0389 0.0077 26.476 1.393 
"Reduced variables are defined in Table A.l. 
Table A.15: Thennodynaniic data " at k[ jT/£=0.76,  NjV—Q.2Q using eqn. (3.33) with 
N K  p I  P y  7/700 V y  4 a  
150 3.40 0.99 0.6931 0.0114 0.047 -4.655 0.0466 0.0079 0.2282 0.0174 3.178 1.139 
200 3.80 1.35 0.6982 0.0122 0.112 -4.598 0.0764 0.0084 0.2215 0.0163 3.564 1.164 
250 4.14 1.66 0.7006 0.0126 0.166 -4.570 0.0909 0.0086 0.2068 0.0157 3.896 1.185 
300 4.43 1.93 0.7019 0.0129 0.213 -4.555 0.0992 0,0088 0.1925 0.0146 4.186 1.201 
350 4.69 2.18 0.7027 0.0130 0.254 -4.545 0.1044 0.0089 0.1802 0.0143 4.446 1.213 
400 4.92 2.40 0.7033 0.0131 0.290 -4.538 0.1079 0.0090 0.1701 0.0135 4.679 1.223 
600 5.69 3.15 0.7042 0.0133 0.403 -4.527 0.1140 0.0091 0.1450 0.0120 5.450 1.248 
800 6.30 3.75 0.7044 0.0134 0.484 -4.525 0.1150 0.0091 0.1322 0.0110 6.061 1.262 
1000 . 6.81 4.26 0.7043 0.0133 0.546 -4.527 0.1142 0.0091 0.1244 0.0104 6.575 1.272 
1500 7.83 5.29 0.7035 0.0132 0.648 -4.536 0.1093 0.0090 0.1127 0.0096 7.609 1.290 
2000 8.63 6.12 0.7025 0.0130 0.704 -4.547 0.1032 0.0089 0.1045 0.0092 8.431 1.304 
3000 9.91 7.44 0.7005 0.0126 0.740 -4.572 0.0901 0.0086 0.0904 0.0087 9.731 1.325 
7500 13.49 11.19 0.6970 0.0120 0.831 -4.612 0.0691 0.0083 0.0692 0.0082 13.362 1.357 
15000 17.03 14.90 0.6948 0.0116 0.880 -4.636 0.0564 0.0080 0.0565 0.0080 16.924 1.373 
30000 21.48 19.51 0.6930 0.0114 0.907 -4.656 0.0460 0.0079 0.0460 0.0078 21.399 1.385 
45000 24.60 22.68 0.6921 0.0112 0.919 -4.665 0.0410 0.0078 0.0410 0.0077 24.533 1.391 
60000 27.09 25.15 0.6916 0.0112 0.932 -4.671 0.0381 0.0077 0.0381 0.0077 27.025 1.394 
"Reduced variables are defined in Table A.l. 
Table A.10: Thermodynamic data " at —0.035 using eqn. (3.33) with 
N Rt  PL py  7/700 PL Py  4 a 
800 4.31 0.83 0.6728 0.0255 0.059 -3.924 0.0683 0.0183 0.1984 0.0169 3.590 1.026 
1000 4.60 1.16 0.6737 0.0258 0.089 -3.916 0.0726 0.0184 0.1776 0.0170 3.969 1.066 
1500 5.11 1.73 0.6760 0.0266 0.163 -3.893 0.0849 0.0189 0.1530 0.0174 4.573 1.098 
2000 5.49 2.17 0.6776 0.0271 0.230 -3.878 0.0934 0.0192 0.1415 0.0176 5.009 1.110 
3000 6.12 2.88 0.6792 0.0277 0.340 -3.862 0.1022 0.0196 0.1290 0.0179 5.694 1.124 
1.168 7500 8.44 5.48 0.6782 0.0274 0.604 -3.872 0.0967 0.0194 0.0990 Ô.0177 8.152 
15000 11.14 8.42 0.6750 0.0262 0.733 -3.903 0.0797 0.01871 0.0799 0.0172 10.938 1.202 
33000 14.53 12.03 0.6722 0.0253 0.804 -3.930 0.0649 0.0181 0.0650 
0.0586 
0.0168 14.376 1.225 
45000 16.86 14.47 0.6709 0.0249 0.839 -3.941 0.0585 0.0179 0.0166 16.733 1.234 
60000 18.71 16.39 0.6701 0.0247 0.855 -3.949 0.0543 0.0177 0.0544 0.0164 18.596 1.240 
"Reduced variables are defined in Table A.l. 
Table A.17: Thennodynaiiiic data " at k^Tf£=0.ii'2, Na^/V=O.Ob using eqn. (3.33) with 
N lit f ' L  Py 7/700 n I 'V «0 a 
300 3.93 0.47 0.6628 0.0227 0.002 -4.013 0.0193 0.0165 0.1881 0.0155 3.144 1.015 
i.024 350 4.08 0.63 0.6670 0.0238 0.020 -3.977 0.0391 0.0172 0.1919 0.0160 3.326 
400 4.22 0.79 0.6695 0.0245 0.038 -3.954 0.0516 
0.0764 
0.0176 
0.0186 
0.0190 
0.1902 
0:1704 
0:1532 
0.0164 3.511 1.037 
1.076 
1.097" 
600 
800 
4.73 
"5.15 
1.36 
1.84 
0.6744 0.0260 0.113 -3.909 0.0171 4.135 
0.6765 0.0268 0.180 -3.888 0.0878 0.0175 4.626 
1000 5.52 2.24 0.6778 0.0272 0.240 -3.876 0.0945 0.0193 0.1417 0.0177 5.033 1.110 
1500 
2000 
6.26 
6:87 
3.07 0.6793 0.0278 0.363 -3.862 0.1026 0.0196 
0.0197 
0.1259 
0.1172 
0.0179 5.846 1.127 
3.75 0.6796 0.0279 0.455 -3.858 0.1046 0.0180 6.504 1.139 
3000 7.90 4.89 0.6788 0.0276 0.564 -3.866 0.1003 0.0195 0.1045 0.0179 7.590 1.159 
7500 10.95 8.22 0.6750 0.0262 0.712 -3.903 0.0794 0.0187 0.0796 0.0172 10.740 1.202 
15000 13.96 11.43 0.6726 0.0254 0.795 -3.926 0.0670 0.0182 
0.0178 
0.0671 
0.0563 
0.0168 13.800 1.222 
30000 17.75 15.40 0.6705 0.0248 0.845 -3.945 0.0563 0.0165 17.629 1.237 
45000 20.41 18.13 0.6694 0.0245 0.864 -3.955 0.0510 0.0176 0.0511 0.0163 20.310 1.244 
60000 22.52 20.27 0.6688 0.0243 0.879 -3.961 0.0479 0.0175 0.0479 0.0162 22.430 1.248 
"Reduced variables are defined in Table A.l, 
Table A.18: Thermodynamic data ^ at T/6=0.82, Na^/V -Q.IQ using eqn. (3.33) with 
N R* Py  7/700 t'L "5
 
k
*
 
f&to) ^^0 n 
200 3.78 0.36 0.6622 0.0225 0.000 -4.018 0.0164 0.0164 0.1884 0.0172 3.096 1.009 
1.056 250 4.08 0.68 0.6658 0.0235 0.016 -3.987 0.0336 0.0170 0.1787 0.0169 3.470 
300 4.32 0.93 0.6707 0.0249 0.053 -3.943 0.0574 0.0179 0.1808 0.0172 3.723 1.059 
350 4.54 1.17 0.6733 0.0257 0.087 -3.920 0.0705 0.0183 0.1755 0.0174 3.972 1.069 
400 4.74 1.39 0.6748 0.0262 0.119 -3.905 0.0787 0.0187 
0.0193 
0.1687 0.0175 4.196 1.079 
600 5.42 2.14 0.6777 0.0272 0.228 -3.877 0.0940 0.1447 0.0178 4.946 1.106 
800 5.96 2.74 0.6787 0.0276 0.313 3.867 0.0997 0.0195 0.1305 0.0179 5.533 1.122 
1000 6.42 3.24 0.6792 0.0277 0.382 -3.862 0.1021 0.0196 0.1219 0.0179 6.025 1.132 
1.149 1500 7.35 4.28 0,6793 0.0278 0.507 -3.861 0.1027 0.0196 0.1103 0.0179 7.015 
2000 8.10 5.10 0.6788 0.0276 0.586 -3.866 0.1000 0.0195 0.1033 0.0179 7.800 1.161 
3000 9.30 6.42 0.6772 0.0270 0.659 -3.882 0.0011 0.0192 0.0919 0.0176 9.049 1.181 
7500 12.71 10.10 0.6735 0.0257 0.765 -3.918 0.0715"' 0.01841 0.0716 0.0170 12.535^ 1.215 
15000 16.07 13.65 0.6713 0.0250 0.827 -3.938 0.0604 0.0180 0.0605 0.0166 15.940 1.232 
30000 20.32 18.03 0.6695 0.0245 0.867 -3.954 0.0513 0.0176 0.0514 0.0163 20.211 1.244 
45000 23.29 21.07 0.6686 0.0242 0.883 -3.963 0.0468 0.0175 0.0469 0.0162 23.202 1.249 
60000 25.66 23.45 0.6680 0.0241 0.895 -3.968 0.0441 0.0174 0.0442 0.0161 25.575 1.252 
^Reduced variables are defined in Table A.l. 
Table A.19: Thermodynamic data " at A:^ 7'/t=0.82, Nar^ jV=\i.'ÎQ using eqn. (3.33) with 
N R* 
3.33 
PL Pv  7/700 1 1 Py f%(0) *0 a 
150 0.57 0.6622 0.0225 0.000 -4.018 0.0164 0.0164 0.1886 0.0224 3.090 1.007 
200 3.74 0.93 0.667G 0.0240 0.033 -3.972 0.0419 0.0173 0.1844 0.0216 3.484 1.046 
250 4.06 1.23 0.6723 0.0254 0.084 -3.928 0.0657 0.0182 
0:0187 
0.1830 
6:1759 
0.0212 
6:0208 
^.796 
4:Ô78 
1.056 
1.669 300 4.35 1.50 0.6748 0.0262 0.128 -3.905 0.0783 
350 4.61 1.74 0.6762 0.0267 0.167 -3.891 0.0860 0.0190 0.1674 0.0205 4.336 1.080 
400 4.84 1.97 0.6772 0.0270 0.202 -3.882 0.0911 0.0192 0.1595 0.0202 4.568 1.089 
600 5.62 2.71 0.6788 0.0276 0.313 -3.866 0.1003 0.0195 0.1370 0.0195 5.336 1.114 
800 6.22 3.31 0.6793 0.0278 0.394 -3.861 0.1030 0.0196 0.1243 0.0190 5.946 1.129 
1000 6.73 3.82 
4.86 
0.6794 
0.6790 
0.0278 0.457 -3.860 0.1034 0.0196 0.1165 0.0187 6.460 1.140 
1500 7.75 0.0276 0.564 -3.865 0.1009 0.0195 0.1055 0.0182 7.493 1.157 
2000 8.561 5.69 0.6782 0.0274 0.628 -3.872 0.0967 0.0194^ 0.Ô986 0.0179 8.315 1.170 
3000 9.83 7.02 0.6765 0.0267 0.685 -3.889 0.0874 0.019Ôl 0.0879 0.0175 
0.0169 ' 
9.615 
13.247 
1.188 
1.219 7500 13.41 10.79 0.6730 0.0256 0.779 -3.922 0.0689 0.0183 0.0690 
ISOÔflP 16.93 14.51 0.6709 0.0249 0.835 -3.942 0.0582 0.0179 0.0583 0.0166 16.803 1.235 
30000 21.37 19.12 0.6691 0.0244 0.873 -3.958 0.0496 0.0176 0.0496 0.0163 21.267 1.246 
45000 24.48 22.29 0.6683 0.0241 0.888 -3.965 0.0453 0.0174 0.0454 0.0162 24.392 1.251 
60000 26.95 24.75 0.6678 0.0240 0.899 -3.970 0.0428 0.0173 0.0428 0.0161 26.876 1.254 
"Reduced variables are defined in Table A.l. 
