Introduction
"…the widespread introduction of new technology has brought new employment opportunities and rising relative wages to those with the highest levels of human capital. However, this new technology has also helped to bring about higher than normal job losses, particularly among unskilled workers, and put a premium on being able to adapt to new workplace challenges." 1 How sensitive is the demand for skilled workers to technological change? How sensitive is the demand for unskilled workers? Since skill has different dimensions-partly experience and partly basic ability-how is the demand for different types of skill affected? Progress on answering these questions has been limited by substantial empirical challenges. The appropriate unit of analysis is the firm, yet traditional measures of human capital at the firm level are limited, and difficult to decompose into experience and ability. In addition, detailed firm-level measures of technology are difficult to obtain. Finally, it is rare to have longitudinal data that permit an examination of changes in the way that firms behave over time.
This paper uses new data that remedy many of these deficiencies. We exploit innovative measures of human capital that permit the identification of different dimensions of skill-both observable and non-observable. We use these to create detailed multi-dimensional statistics of the human capital composition of a firm's workforce. We then match this firm-level information with other data that includes information about a firm's inputs and outputs, including the use of advanced technology. We use these skill data, wage rates, output measures, and technology variables to directly examine the way in which technology differences across businesses affect the types of workers that are employed in the current and following years.
Consistent with the related literature, we find a strong empirical relationship between technology and skill in a cross-sectional analysis of firms. The richness of our data allows us to take a step beyond this literature, however, to examine how various components of skill interact with technology. We find that technology interacts quite differently with each skill component.
Firm-level technology investments in capital such as computers and software are positively linked to overall human capital and unobservable individual ability, but not to measured experience. Indeed, we find evidence that the demand for experience is inversely related to the adoption of advanced technology. We are able to make this distinction because our data allow us 1 Ehrenberg and Smith (2005) , from the online summary of Chapter 15, "Unemployment" available at http://wps.aw.com/aw_ehrensmith_mlaborecon_9/0,10673,2205850-,00.html. (cited March 4, 2007) . 1 to estimate and decompose human capital into unobservable person effects and measured experience effects. In addition, we address another empirical problem encountered by all related research; the problem of unobserved factors linking the choice of technology to workforce skill demand. Specifically, we use the longitudinal nature of the data to exploit our knowledge of firm survival (which is likely to be linked to these unobserved traits) to control for firm deaths in our cross sectional analysis. We also conduct a partial adjustment dynamic analysis to explore how firms' actual and desired demand for skills evolve over time.
The paper proceeds as follows. In section 2, we briefly review the recent literature and discuss the underlying conceptual framework. Section 3 describes the data and the measures of technology and skill used in the analysis. Section 4 provides basic facts about skill, technology and technology bundling in the data. Section 5 is the core of the paper including the estimation of the relationship between the demand for skill and technology. Concluding remarks are provided in section 6.
Background and Conceptual Framework
The availability of longitudinally matched employer-employee data permits the generation of new insights into the relationship between technology and skill at the firm level. As noted in the introduction, earlier work has faced substantial empirical impediments. Although the unit of analysis should ideally be the firm, researchers have often been forced to use industry, rather than firm-level data, and the data have often only been available in manufacturing. In addition, researchers using such industry data have only had crude measures of human capital available to them. Conversely, researchers using individual-level data, with richer measures of human capital, have had access to very limited information on the firms at which workers are employed.
Summary of Major Previous Studies in Relation to This Paper
The ideas pursued here have roots in several literatures. One literature examines the evolution of businesses within industries. This work relates technological change, including the adoption and diffusion of new technologies (broadly defined) with the associated organizational changes, including the demand for skilled workers.
2 The other strain focuses on the implications of these changes for the evolution of wage inequality, which we will not elaborate in this paper.
We begin by reviewing the major industry-level time series evidence on the relationship between technology and skill. Berman, Bound and Griliches (1994) used four-digit data from the Annual Survey of Manufactures for 1959 to 1989, which were augmented to include measures of the capital stock and price indices for the inputs, to examine the changing demand for skills in response to changes in technology. Their measure of skill was the ratio of non-production to production workers. 3 They found that the increased use of non-production workers within manufacturing industries was directly related to the increased investment in computers and research and development. Very little of the increase was associated with increased demand for goods produced by non-production worker intensive manufacturing industries. 4 Micro-data on individuals have also been used extensively to create industry and industry-occupation time series to study the impact of technology on the demand for skilled workers. While such data inherently miss important features of the relationship that can only be captured using enterprise or establishment micro-data, it is important to note the major contributions from this source.
Autor, Katz and Krueger (1998) They added computer-use data from the October CPS, and three other sources, as a technology measure. They found that the rate of skill upgrading was greatest in industries that were more computer intensive, which they interpreted as supporting the complementarity of education and information technology.
Integrated employer-employee micro-data are still relatively rare but have already been used to study problems like the ones we pose here. Although the focus of their study was the relation between human resource management (HRM) practices and productivity, Ichniowski, Shaw and Prennushi (1997) provided direct evidence on skill-technology trade-offs for the single type of steel finishing process they studied. They used extensive production-line longitudinal data, collected on site, for the specific technologies adopted and the HRM practices used. Their Chari and Hopenhyn (1991), Caselli (1999) , Davis and Haltiwanger (1999) , Doms, Dunne and Troske (1997) , Dunne, Roberts and Samuelson (1989) , Dunne, Haltiwanger and Troske (1997) , Haltiwanger, Lane and Spletzer (forthcoming), Hellerstein, Neumark, and Troske (1999) , Ichniowski, Shaw and Prennushi (1997) , Jovanovic and MacDonald (1994) , Juhn, Murphy and Pierce (1993) , Katz and Murphy (1992) , and Kremer and Maskin (2000) . 3 These data are now known as the NBER-CES Manufacturing Industry Database (Bartelsman, Becker and Gray, 2000) . 4 Dunne, Haltiwanger and Troske (1997) , using establishment-level micro-data, were also forced to use the same crude measure of skill.
3 employee skill variables included directly measured recruitment and training components of the HRM system. They concluded that a particular combination of "high-performance" HRM practices, which included selection and training of skilled workers, was highly complementary with the successful adoption and integration of information-technology intensive capital investments. Bresnahan, Brynjolfsson and Hitt (2002) directly studied the complementarities between employee skill and information technology capital for the period from 1987 to 1994.
Their employee skill measures included education, occupation, and an employer-assessed "skill level of work" variable data that came from a single cross-sectional survey of organizational practices and labor force characteristics conducted in 1995 and 1996. They merged longitudinal data on information technology capital, measured for the same organizations as completed the cross-sectional organization survey, with enterprise-level financial data from Compustat to construct their other measures of inputs and output. Their study comprised the about 300 large, publicly-traded firms. They found that increased use of information technology capital was directly related to increased demand for skilled employees. Hellerstein, Neumark, and Troske (1999) used a cross-section of integrated employer-employee data based on matching the 1990
Census of Population and Housing long form data with data from the 1989 Annual Survey of Manufactures. Their worker skill measures included education, occupation, and age. Their technology measure was the capital stock that has been developed for the ASM establishments, which is the same capital stock measure we use in this paper. Although the focus of their study was on estimating the difference between pay and marginal productivity, they do provide some mixed evidence about the complementarity of capital and skilled labor, which is positive in their main analysis (Table 3) , but negative in other specifications (Table 4) . Largely based on establishment-level micro-data, the growing literature on firm dynamics makes clear that there is tremendous between-firm heterogeneity in choices of technology (see, e.g., Doms, Dunne and Troske, 1997, Dunne, Haltiwanger, and Spletzer, forthcoming) . In addition, Haltiwanger, Lane and Spletzer (forthcoming) found that firms are remarkably heterogeneous in the ways in which they organize themselves and that heterogeneity is remarkably persistent. Thus, much change occurs not because existing firms reorganize their existing production, but rather because new firms enter and displace old firms, or because firms with successful production techniques expand at the cost of their less successful, contracting, counterparts (Foster, Haltiwanger and Krizan, 2001 ).
There have clearly been important strides in advancing our understanding of the relationship between technology, organization and the demand for skilled workers, measuring technology at the firm level and measuring human capital using observable workforce characteristics. For clarity, we summarize here the differences in our analysis in comparison to this previous literature. Unlike Berman et al. and Autor et al., we use micro-data and not industry-level time series. In contrast with all of the studies mentioned above, our measure of employee skills is based upon both observable and unobservable (to the statistician) components of human capital. The unobservable component is derived from the estimated person effects in a longitudinal wage equation that also includes employer heterogeneity. In our data, the effect of education on wages is captured by this person effect and is not measured directly. Like Hellerstein et al. (for observables) , but unlike the other studies above, we summarize the entire distribution of human capital and its components within each business unit. Like Ichniowski et al. and Bresnahan et al., our analysis is at the business-unit level; however, we use a pseudoestablishment-either a single establishment or the aggregation of all establishments owned by the enterprise and operating in the same county and two-digit SIC. Our workforce skill data are Our analysis sample is based on three large states (California, Florida and Illinois), unlike the ones cited above which were national samples of the U.S., except for Bresnahan et al., who used a convenience sample. However, even though the Hellerstein et al. study used a national frame, there were serious data integration limitations in the methodology used to create their data.
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Consequently, our study includes four times as many establishments, establishments from both manufacturing and services (including trade), and characteristics of the employees that are based on the universe of workers, rather than a one-in-six sample, who were integrated using both identifier and probabilistic record linking methods. To aid comparison with national samples, we constructed appropriate weights.
To fully implement our research model, we must derive the relationship between skill demand and technology at the firm level in a manner that accommodates measuring the distribution of skills, both observable and unobservable within the firm. Then we must derive an explicit empirical representation of that relationship. The new measures of individual skill must be empirically summarized at the firm-level. Finally, we must account for the timing of our firmlevel measures of technology in the empirical analysis. The remaining sub-sections provide details on our approach to each of these challenges.
Describing the Relation between Technology and the Demand for Human Capital at the Firm Level
Although not mutually exclusive, technology adoption can occur in two ways: new firms that enter can have different levels of technology than do the ones that exit, and/or continuing firms can change the way in which they do business. Thus, there are two ways to examine the impact on human capital. In the first case, we can examine between-firm changes in technology, paying particular attention to firm entry and exit dynamics, and relate that to between-firm changes in human capital. The second case can be investigated by examining within-firm changes in technology and relating them to within-firm changes in human capital.
Our theoretical approach is based on a simple model of workforce choice as a function of technology (broadly defined). Suppose firms are faced with a production relationship given by:
where y jt is output for firm j in period t, the vector Z jt , indexes the state of technology including tangible and intangible capital (like organizational capital), and L bjt is the number of workers of type b, where b indexes both observable and unobservable characteristics. Treating Z as quasifixed, cost minimization for a given output level yields (using Shepherd's lemma) the generalized demand for workers of type b as given by: There is a clear challenge associated with estimating equation (3); unobserved factors are likely correlated with both the level of skills and the level of technology selected by the business.
For example, high ability managers may be more likely to both use the latest technology and implement the best business models, including organizational and human resource practices.
Thus, the coefficient estimates for a particular component of measured Z from the level specification may reflect difficult-to-measure firm effects rather than the independent contribution from the measured Z itself. In the absence of suitable plant-level instruments, we pursue an approach in the spirit of Ericson and Pakes (1995) and Olley and Pakes (1996) . In particular, we argue that many of these unobserved traits are likely to be linked with business survival: exiting businesses are likely to have characteristics that influence the level of skills and technology that are inherently different than the businesses that are continuers. Accordingly, equation (3) is also estimated using a selection correction to control for such unobserved heterogeneity that is correlated with survival. Equation (2) may be thought of as the desired, rather than actual, skill demand relationship. Since it may take time for actual skill mix to equal desired skill mix, a simple partial adjustment model that might capture this relationship is given by: where the asterisk designates that we are characterizing desired skill, . In equation (5) skill usage in period t is determined by a weighted average of the desired level of skill and the actual level of skill last period, with the value of λ determining how rapidly a firm's actual skill mix approaches the desired level. For example, when λ=1, the adjustment process occurs quickly, within one period, but the closer λ is to zero, the more periods the adjustment process takes to converge. By recursive substitution, we have:
The empirical challenge in our application is that we observe the sequence of actual each year. However, we only observe all of the variables used to construct in the base 
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Another empirical challenge in implementing the partial adjustment specification occurs because while estimates must be derived from businesses that exist in both periods for which the analysis is based, non-surviving businesses also account for variation in the demand for labor.
Thus, the estimation of equation (8) yields inferences on the impact of base year technology on the demand for skills in later years conditional not only on the demand for skills in the base year but also conditional on the continuing viability of the business. The resulting selection bias in this dynamic labor setting is analogous to the one considered in Audretsch and Mahmood (1995) and Abowd, Crépon and Kramarz (2001) . Our approach is to estimate equation (8) correcting for selection in a manner similar to their methods, and to compare those results with uncorrected least squares estimates.
Measuring Human Capital at the Firm Level
One of the limitations of the existing literature relating changes in technology to skill is that the measures of skill are quite limited. As noted above, the measure most often used from firm-level data is quite crude-the ratio of production to non-production workers. Even for household-level data, the usual skill variables (e.g., education and experience) capture only limited and imperfect dimensions of skill. Thus, many studies conclude (e.g., Juhn, Murphy and Pierce, 1993) that it is the unobserved dimensions of skill that are most important for understanding the changing demand for skills in the workplace. This paper exploits the new techniques developed by Abowd, Kramarz and Margolis (1999) together with very rich matched longitudinal data on both firms and workers to identify the unobserved components of worker skill.
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The Abowd, Kramarz and Margolis decomposition of log wages for individuals is:
where the dependent variable is the log fulltime, full year wage rate of an individual i working at time t and the function J(i,t) indicates the employer j of individual i at date t. The first component of equation (9) is left censored at the start of the data period.
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The econometric methodology and estimates of human capital, H and its components, used in this paper are discussed and described in detail in Abowd, Lengermann and McKinney (2003, hereafter ALM) . There are a number of interesting findings for the period 1992-1997 that are relevant to this study.
First, ALM find that the new measures capture a much broader array of skills than do traditional measures. The proportion of earnings variation that can be explained using this type of approach is about 84%. And, in matches to the Current Population Survey-the basis for much analysis of earnings and employment outcomes-they find that only a small fraction of the person specific effects can be explained by education, sex, and race.
Second, they find that although the overall distribution of human capital shifted to the right over the time period considered, the effects of the different subcomponents of skill are very different. The shift to the right was substantially due to changes in the person effect dominating changes in the experience effect: entering workers, while generally less experienced than continuing workers, were otherwise more highly skilled. Finally, they found a marked tendency for firms-both economy-wide and within the same industry-to hire either relatively high skilled workers or low skilled workers, rather than hire large amounts of workers in the middle part of the distribution.
These interesting results suggest that the empirical implementation of equations (3) and (8) should incorporate the overall measure of human capital and its separate components. The empirical implementation also requires converting measures calculated at the individual level to firm-level proportions that denote shares (S) of particular types of skill. In order to implement this conversion, we follow ALM's approach and generate economy-wide distributions of each skill measure in the reference year 1992 for all jobs active at the end of quarter 1. 11 Using these economy-wide distributions, we then calculate the threshold for each quartile of the distribution.
Notice that these thresholds are fixed and determined by the reference year's labor market. Next, we generate firm-level kernel density estimates of the distribution of each skill measure. These firm-level estimates of the distribution of human capital, and its components, are estimated separately each year that a firm appears in the estimation sample. The measure of the proportion of highest-skill workers in a firm is then defined to be the proportion of the firm-level workforce that is above the economy-wide 75 th percentile vis-à-vis the reference year 1992. In this manner, a firm that increases its demand for the highest-skill workers will display an increased proportion of employment in this top quartile over time. Similarly, the proportion of the firm's workforce 11 Quarterly earnings are reported by each covered firm regardless of whether a person worked for one day or for the entire quarter. For firms with a high level of worker inflows and/or outflows, the total number of employees at a point in time is likely to be significantly smaller than the number of employees that ever worked at the firm during the quarter. To more accurately represent the skill distribution on a given day, we use an end-ofquarter employment measure. A worker is employed at the end of quarter one if earnings are positive at the same firm in both quarter one and quarter two of that year. We also use all possible jobs when constructing our firm skill measures. Although only dominant jobs are used in the estimation of equation (9), we assume that a worker's skill is transferable across employers and use this information when calculating each firm's skill distributions.
that is below the economy-wide 25 th percentile for the reference year is used as a measure of the proportion of lowest-skill workers. ψ . These reflect the component of the wage rate that is due to unmeasured firm heterogeneity. Such firm effects presumably reflect many factors, one of which is rent sharing-that is, firms may share rents from high levels of profitability/productivity, which may in turn be related to the type of technology (broadly defined) that has been implemented at a business. Including the firm effect in a regression, then, permits an indirect assessment of difficult-to-measure components of the technology of a business, for which the firm effects serve as a potential control. 
Measuring Technology at the Firm Level

Data Sources and Processing
The analysis in this paper is made possible by new Census Bureau data 13 that are derived from the Longitudinal Employer-Household Dynamics Program, (LEHD) infrastructure file system. This file system integrates information from state unemployment insurance data with
Census Bureau economic and demographic data. 14 Such integrated data permit the construction 12 Of course, the latter connection is interesting in its own right given the open question of whether high human capital businesses also have high firm effects. 13 The data development has been generously supported by both the National Science Foundation and the National Institute on Aging as part of a social science database infrastructure initiative.
14 See Abowd et al. (forthcoming) for a description of the infrastructure file system structure, and Abowd, Haltiwanger and Lane (2004) for an overview of the LEHD data development effort. The methodology used to test the integrity of the individual identifier system is described and analyzed in Abowd and Vilhuber (2005) , The of longitudinal information on workforce composition at the employer level. The LEHD Program represents a substantial investment made by the Census Bureau in order to permit direct linking of its demographic surveys (household-based instruments) with its economic censuses and surveys (business and business unit-based surveys).
Unemployment Insurance Wage Records and ES-202 Data
The unemployment insurance (UI) wage records are discussed in more detail in Abowd et al., (forthcoming) , but a brief overview is provided here. To manage its Unemployment Insurance program, the Employment Security Agency in every state collects quarterly employment and earnings information. The quarterly wage reports, which contain a record for every employer-employee pair, enable us to construct a longitudinal data set on employers.
15 The employer's four-digit Standard Industrial Classification is then added from another administrative file, the Quarterly Census of Employment and Wages (QCEW) also known as the EQUI report from the ES-202, collected as a part of the state's employment security program.
According to the BLS, which cooperates with the states to develop coding standards for the QCEW, 98% of all private, non-agricultural employment is covered by employer reports. 16 The advantages of the UI wage record database are numerous. The data are frequent, longitudinal, and essentially universal for covered employment. The sample size is generous and earnings reports are more accurate than survey-based data. The advantage of having virtually universal coverage is that movements of individuals to different employers and the consequences of those moves on earnings can be tracked. It is also possible to do longitudinal analysis using the employer as the unit by selecting businesses that qualify for a particular analysis, then reconstructing their complete employee rosters at every point in time the firm had positive
employment.
An important limitation of the UI wage records as maintained by the individual states is the lack of any demographic information on employees. The links to Census Bureau data overcome this limitation in two distinct ways. First, the micro-data are linked to administrative data at the Census Bureau containing information such as date of birth, place of birth, and sex for methodology used to test the integrity of the business identifier system is described and analyzed in Benedetto et al. (forthcoming) . 15 When computing the wage decomposition we use all available data for three states: California 1992 , Florida 1993 , and Illinois 1990 
Economic Census and Business Survey Data
The information in the UI wage records is also quite limited with regard to characteristics of the employer. We overcome this by linking the UI data to detailed information on individual firms available in each of two economic Census years (1992 and 1997) . The analytical datasets that we constructed from these merged files have the employer as the unit of analysis. We measure many key variables; output, the distribution of human capital within a business, employment, wages, entry, exit, and also some proxies for Z (see below). The measures of human capital within the business were constructed using the methodology described in section 2. In particular, for each firm, a measure of the share of its workforce in each year from 1992 through 1997 that is drawn from each quartile of the economy-wide human capital distribution is constructed. These four human capital summary statistics are constructed for each of the three measures of human capital: overall, the person effect component and the experience component. 
Construction of the Ex Post Weight
A major technical issue related to the analytical sample is the construction of an ex post weight that corrects for the fact that our estimation sample is based upon human capital measures for aggregated business entities, which relate to unemployment insurance accounts and workplace locations, whereas other data come from the Census Bureau's economic censuses and surveys, which have a frame based on the Business Register. To correct for this feature of the analysis sample, we construct pseudo-establishments from the ES-202 data that can be related to similarly constructed entities from the Business Register. Because of the sampling designs used in the ASM and BES, large establishments and large firms are over-represented in those surveys. However, three traits of the complex, linked pseudo-establishment dataset we construct make the establishment-level weights provided on the ASM and BES unsuitable for our analysis. First, the provided weights are establishment weights whereas our unit of observation is often some aggregation of those establishments, which we have called a pseudo-establishment. Establishments that were sampled into the ASM and BES may be combined with un-sampled establishments when we aggregate within-state multi-units to the pseudo-establishment level. Second, we use data from three states only. 20 While samples such as the ASM and the BES are nationally representative by industry and size class if the provided weights are appropriately used, these surveys and weights were not designed to produce
figures that are representative of certain industries and size classes in smaller geographic areas.
Finally, match problems such as industry and geography coding discrepancies and differences in the scope of industries covered account for additional divergence in the universe as characterized by the LEHD infrastructure files and Economic Census-based samples.
To correct for the effects of non-uniform linking probabilities for the various source files used in our analysis samples, ex post weights were constructed as follows. First, we computed the fraction of employment by industry and establishment size class for establishments within the ES-202-based universe for which a human capital distribution can be calculated. 21 This fraction is the numerator of the ex post weight. Second, we computed the fraction of employment by industry and establishment size class for establishments that were matched. This fraction is the denominator of the ex post weight. Such weights have the property that the weighted size distribution of employment by industry in our matched sample matches the size distribution of employment by industry in the ES-202 universe of establishments for which human capital distributions were computed. 20 We created firm level HC distributions and firm dynamics information for three states, California, Florida and Illinois, for the period 1992 through 1997. These were the only three states in the ALM data files that could be used consistently over the period spanning the two Economic Censuses (data for Florida are not available in 1992, instead we used the 1993 data as a proxy for 1992). 21 The universe is all businesses in the ES202-based data sample that have at least five employees at the end of Q1 with HC estimates and are in Economic Census in-scope industries. We exclude the smaller establishments (fewer than five employees) from our analysis because we cannot compute within firm distributions of skill reliably for such businesses (i.e., no KDE estimates for the smallest units).
We used the same weights in the dynamic specifications, even though the dynamic models were estimated for continuing establishments only, because the estimation sample includes later-year skill measures linked to 1992 business traits. Thus, the estimation sample is affected only by the point-in-time link between ES-202 data and the business surveys. For this reason, use of the same 1992 ex-post weights should correct for sampling and matching and, at a minimum, produce yearly estimates that are representative of continuing businesses that were alive in 1992.
Selection Equations
The ex post weighting does not correct for the behavioral consequences of businesses that exit. The partial adjustment model of equation (8) can only be estimated in each year using the sample of surviving businesses, and the ex post weight adjustments make this sample representative of continuers. However, it is possible that continuers differ from exiting businesses in some unmeasured way that is correlated with both technology spending and skill demand. Failure to account for this difference may produce biased estimates. For this reason, in the estimation of equations (3) and (8), we adjust for selection by estimating a separate exit selection equation for each year (1992 through 1996) using the sample of all pseudoestablishments that are active in 1992. We estimated this selection probit using the universe of businesses in the ES-202 data for 1992 that are both in-scope in industries covered by the ASM and the BES and that have at least five employees with HC estimates active at the end of Q1. The selection equation estimation is not restricted to the matched ASM and BES cases because selection is not modeled as a direct function of the observed technology. Instead, the likelihood of exit from the ES-202 universe from 1992 to 1996 is specified as a function of log labor productivity, the log change in population of the county in which the business is located between 1992 and the selection equation year (1992) (1993) (1994) (1995) (1996) , the log change in sales in the two digit SIC industry in that county between 1992 and 1997, and indicators for firm size, firm location (whether the business is located in a suburb, rural area, or central city in 1992), and legal form of organization (whether the firm is a sole proprietorship, partnership or corporation). In addition, all variables are interacted with an industry effect so that the impact of, say, size on exit is permitted to vary by industry (industry effects are at the major industry level of aggregation).
The results of the selection analysis, while not reported, are sensible. For example, as is common in the firm dynamics selection literature, low labor productivity businesses are more likely to exit as are businesses in areas with increasing market demand. The probit estimates are then used to construct inverse Mills ratios that are included in the estimation of equations (3) and (8).
Wage Rate Data
We measure the shadow wage rate of skill group b using the ratio of the county-level mean wage of the relevant skill group to the overall county mean wage for the county where each business is located. Thus, for example, if the skill group is the proportion of workers at the business above the economy-wide 75 th percentile (highest skill group), then we measure Bjt bjt w w as the ratio of the county-level mean wage of workers above the 75 th percentile to the overall county-level mean wage. Separate wage rates were estimated for every skill group, state, county, and year in the estimation sample using the complete set of individuals available on our three-state UI wage record files.
Human Capital and Technology: Basic Facts
We now turn to the main point of the paper: exploring the influence of a firm's use of technology on its demand for human capital. and with and without selection controls.
How much variation is there in the levels of skill and technology across firms ? Table 1a reports statistics that describe the manufacturing (ASM source) and service (BES source) distributions of human capital and the different measures of technology. 22 In order to capture the heterogeneity across businesses, each business is ranked by its position in the distribution of the relevant measure, and we then report the 10 th , 50 th and 90 th percentile of that distribution. The results indicate substantial variation across businesses in both the distributions of skill and of technology. For example, in the manufacturing sector, the business at the 90 th percentile of the upper quartile person effect distribution has over 40 percent of its workers in the upper quartile while the 10 th percentile business has less than 10 percent). There is also evidence of substantial variation in computer intensity across businesses. The 10 th percentile firm in both the manufacturing and service sectors has zero percent of equipment investment in computers while the 90 th percentile business in each division has over 50 percent.
23
How important is selection likely to be in explaining changes in skill and technology over time? One striking feature that is uncovered by our analysis, and evident from an analysis of Table 1b is that almost half of all businesses that existed in 1992 were no longer in business by 1997. This finding is quite consistent across sectors. Since previous work by ALM found that the distributions of human capital are very different across continuing, exiting and entering businesses, it is likely that these differences are in turn correlated with differences in the adoption of technology. Table 1c provide prima facie evidence that controlling for selection is likely to be important in analyzing across-firm differences.
The other potential source of variation in skill and technology across time is within-firm adjustment. As noted in section 2, the absence of key technology measures in 1997 limits our ability to examine the dynamic link between technology and worker skill. We do, however, have the same rich measures of human capital in 1993 through 1997 that are available to us in 1992, 23 We also find (but do not report in Table 1a ) that there are a number of businesses to the far right of this distribution that in 1992 spent all equipment investment on computers. This suggests that some businesses are actively upgrading to advanced technology in 1992 while others are not. 24 The resulting selection issues are discussed in the next section.
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and these data permit us to examine how the distributions of different dimensions of skill at continuing businesses compare from one year to the next. This section, then, examines how differences in technology across businesses in 1992 is related to skill differences across businesses in 1992 and further examines how a given choice of skill and technology in 1992 is related to further adjustments in skill demand in the following years. Table 1d with the continuer columns in Table 1c person-effect workers. The opposite pattern is the case in services: the median nonmanufacturing continuer has a median share of high person-effect workers that is nearly ten percentage points lower in 1995 than in 1992. These patterns indicate that, in addition to sizeable differences across types of businesses in the demand for skill, we also find that continuing businesses modify their human capital inputs over time as well.
The Link between Technology and Human Capital
This section discusses our estimates of equations (3) and (8). The first set of estimates presented below is based on the matched sample described in section 3 and uses the ex post weights 26 constructed in the manner described in section 3. 27 Two sets of specifications were 25 The two samples are only approximately equal due to firm deaths among the 1992 continuers group that occur during 1996 and 1997. These firms are still active and included in the calculations for continuers in Table 1d,  while in Table 1c these firms are included in the exiters group. 26 The estimation sample we use varies across sectors and specifications. In each case, steps must be taken to ensure that the estimated relationships between technology and skill are representative of the desired population. Table 2a and 2b regression results control for log(sales), the county relative wage for the skill proportion that is the dependent variable, and indicator variables for business age as well as the variables shown in the tables.
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Selection corrected results are also reported. The role the selection correction plays in the level (equation (3)) and partial adjustment (equation (8)) specifications is somewhat different.
For the level model, the selection correction is included as a control for unobserved heterogeneity that may be simultaneously correlated with survival, human capital, and technology. For the partial adjustment model, the selection correction is a direct control for the sample selection induced by the use of continuers in the estimation of the partial adjustment specification. The reported standard errors are appropriately corrected for this two step procedure.
Between Firm Variation: Findings from the Cross-section Model
The results from the cross-section model containing all five technology measures as explanatory variables are reported in Tables 2a (without selection controls) and 2b (with selection controls). These results demonstrate that there is a strong empirical relationship between technology and skill. Firms that use more technology employ a lower proportion of lowcase of multi-units) from the ES-202 data associated with the UI wage records is discussed in section 3. For the 1992 cross-sectional analysis, the ex post weights render the estimation sample representative of the same population that the ASM and BES represent. These same weights, when applied in estimating the partial adjustment model, lead to an estimation sample in each year that is representative of the yearly population of continuing (from 1992) businesses. 27 This approach provides one way to exploit the variation in human capital and technology within and between industries reported (at least for human capital) in ALM (2003) . 28 We tried specifications with all relative prices in the control variables. The results are not substantively different.. skill workers and a higher proportion of high-skill workers than do their non-technology using counterparts. To illustrate this finding, consider the role of computer investment in Table 2b . The estimated coefficients using the overall measure of skill for the top two quartiles are positive and for the bottom two quartiles are negative in both the manufacturing and service sectors. In the service sector, all of the estimated effects are statistically significant while for the manufacturing sector they are statistically significant for the top and second quartiles.
The novel aspect of the results is that the relationship between technology and skill differs substantially depending upon which measure of skill is used. We find, for example, that the relationships between computer investment and the person effect component of skill are very similar to those for the overall measure of skill. However, we find that firms with a higher proportion of computer investment are less likely to hire the most experienced workers (workers in the top quartile of experience). This finding holds up in spite of the controls for business age category, suggesting that the negative correlation between computer investment and worker experience is not simply the result of firm vintage effects.
These different patterns across the dimensions of skill are quantitatively important.
Combining the summary statistics from Table 1a with the results from Table 2b The contrast in the person effect and the experience component of skill is also evident when alternative measures of technology are included. For example, although there is consistently a direct relationship between capital intensity and human capital in manufacturing, regardless of whether the overall measure or the person effect is used, the consistency is quite the 22 opposite when the dependent variable is the experience measure of human capital. Not only is the relationship much less consistent, but in some cases (such as the demand for the third and fourth quartiles of the experience distribution in manufacturing), firms that have higher capital intensity have lower proportions of highly experienced workers.
The cross sectional specifications also have a variety of controls including a control for unmeasured technology, selection, and business age. The relationship between unmeasured technology, ψ , and human capital demand is positive in the uncorrected least squares regressions but negative in the selection-corrected specification. One possible reason for this result is that ψ serves as proxy for unobserved heterogeneity, which may be related to entrepreneurial or managerial ability. Managerial ability might simultaneously drive the adoption of new technology and the employment of highly skilled workers.
Although the coefficients on the business age category controls are not reported in the regression tables, nearly all coefficients are found to be significant. The impact of business age on the various measures of skill demand is presented in Figure 1 . These charts separately plot, for the bottom and top quartiles, the predicted demand by firm age-group for experience and skill (as measured through composite experience and the person effect components, respectively).
Results for manufacturing and services are shown in separate graphs. The figures show that the demand for high person-effect workers is decreasing in firm age for service businesses and decreases monotonically with age among manufacturing businesses. Manufacturing businesses eleven to twenty-four years old demand fully six percent fewer top quartile person effect workers in 1992 than do the youngest businesses. The manufacturing demand for top-quartile experience workers is, in contrast, everywhere increasing in business age with businesses aged 11 to 24 demanding nearly ten percent more top quartile experience workers than do businesses that are no more than one year old. Exactly the opposite patterns are found for the predicted demand for low experience, low person-effect workers. Thus, it appears that workers with lower skill but more experience are more heavily concentrated at more mature businesses while younger businesses are more likely to employ high skilled workers with less experience.
A repeated theme in the reported results is that the relationship between technology and skill differs substantially depending on what measure of skill is used. For example, although there is consistently a direct relationship between capital intensity and human capital in manufacturing, regardless of whether the overall measure or the person effect is used, the consistency is quite the opposite when the dependent variable is the experience measure of human capital. Not only is the relationship much less consistent, but in some cases (such as the demand for the third and fourth quartiles of the experience distribution in manufacturing), firms that have higher capital intensity have lower proportions of highly experienced workers.
Adding Within Firm Variation in Human Capital: Findings from the Partial Adjustment Model
In order to examine within firm adjustment in the absence of broad 1997 technology measures, we take advantage of a major strength of our dataset-the availability of human capital measures in all years from 1992 to 1997. We use the partial adjustment model specified in equation (8) to examine the relation between initial technology investment in 1992 and subsequent adjustments to skill demand among continuing firms. This approach permits us to examine whether skill demand for continuing businesses evolves over time in the anticipated way.
We estimated 48 separate partial adjustment equations (four skill quartiles by three skill measures by four years) for each of the two industry groups-manufacturing and services. In order to summarize the results, we present the full set of estimated coefficients, including the selection control variables, in Table 3 for one year (1995) . We also present the implied changes in the demand for skills over time for one key right hand side variable, computer investment, in
Figures 2a (manufacturing) and 2b (services).
Starting with the results on computer investment, we find dynamic patterns that largely reinforce our cross sectional results. Controlling for 1992 skill demand, those businesses with higher levels of computer investment in 1992 have progressively higher estimated demand for the highest skilled workers from 1993 through 1996. Similarly, they demand a progressively lower share of the lowest skill workers. This finding holds for manufacturing and service sector businesses, regardless of whether we measure skill with the person effects or the composite measure. However, the finding is reversed when the skill measure is experience. In particular, as time passes since the investment, more computer intensive businesses in both sectors exchange their lowest experience workers for workers in the 2 nd quartile of the experience distribution.
Thus, more computer intensive businesses shift towards workers with experience below the median, which is consistent with the cross-section results.
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The patterns of coefficients in Tables 2b and 3 are quite similar, although, not surprisingly, the orders of magnitude of the coefficients in Table 3 are smaller, both because of the presence of 1992 skill level controls and because the relationship is only estimated over continuing firms. It is worth noting, however, that the implicit long run multiplier effects derived from Table 3 are quite large. For example, consider the impact of computer investment on the top quartile of skilled workers measured by person effects in non-manufacturing. The coefficient estimate in Table 3 is 0.0191 which compares to the cross-sectional estimate from Table 2b of 0.0835. However, computing the long run multiplier for the Table 3 coefficient yields an implied effect of 0.095. Thus, even when exploiting the within-firm variation in the demand for skills, we find large impacts of technology that varies by the different dimensions for skills.
Concluding Remarks
We began by raising a number of empirical questions. How sensitive is the demand for skilled workers to technological change? How sensitive is the demand for unskilled workers?
Since skill has different dimensions-partly experience and partly basic ability-how is the demand for different types of skill affected?
This paper provides answers to some of these questions by using new measures of human capital matched to multiple measures of technology derived from substantial amounts of information about a firm's inputs and outputs. These data and measures were used to directly examine the way in which technology differences across businesses affect the types of workers that are employed in current and following years.
We found a strong positive empirical relationship between advanced technology and skill in a cross-sectional analysis of firms. While this latter result largely confirms the findings in the literature, it is worth emphasizing that our results hold using more comprehensive, richer measures of skill. Moreover, the more comprehensive measures of skill permitted investigating the relationship between skill and technology in a richer way. We found that advanced technology interacts with different components of skill quite differently: firms that use technology are more likely to use high-ability workers, but less likely to use high-experience workers. These results hold even controlling for unobservable heterogeneity by means of a selection correction and by using a partial adjustment specification.
In terms of specific measures of technology, the capital intensity, the computer investment, and the computer software expenditure intensity of a business are all positively 25 related to the share of high-human-capital employment at the business. Accounting for changes in the demand for human capital across businesses is more difficult. This difficulty stems in part from data limitations in measuring changes in technology consistently across businesses, and in part from the persistent difference in the ways that firms organize themselves. We have tried to overcome these limitations by examining how technology spending in one year impacts the evolution of skill demand in later years. We found relationships that are consistent with those obtained in the cross section.
As always, more work remains to be done. The evidence in this research suggests that as firms adopt more technology they are less likely to employ experienced workers. This result has clear implications for the future as technology changes and the workforce ages: an important but relatively neglected topic in the literature on the relationship between skill and technology. The longitudinally-integrated employer-employee data used for the current analysis is ideal for such an undertaking, and the extension of the LEHD Program to a complete, national, longitudinal job frame is likely to yield many more insights. We regard this topic as a high priority for future research. 1993 2nd Qtile 1994 1993 3rd qtile 1994 1993 4th Qtile 1994 Year by Quartile
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