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RESUMO EM PORTUGUÊS 
 
 
Este trabalho apresenta um modelo de dados para o treinamento de 
Inteligência Artificial (IA) na Pesquisa em Saúde, revisando a literatura existente 
sobre estes modelos, experimentando em laboratório um caso prático aplicado na 
busca ativa de infecções hospitalares e por fim propondo um debate sobre os 
requisitos para estruturação de um estúdio de Data Science no HCPA. As infecções 
hospitalares são um agravo à saúde e hoje são uma das principais causas de 
mortalidade no mundo. O diagnóstico correto destas infecções é fundamental para a 
adoção de medidas preventivas necessárias. As notificações passivas das infecções 
por parte dos profissionais têm baixa sensibilidade, já a busca ativa destas infecções 
na vigilância epidemiológica é mais sensível, mas o trabalho é demorado e 
despende mais de 60% do tempo das atividades dos profissionais com a revisão de 
prontuários e no preenchimento de planilhas de controle. Diferentes algoritmos foram 
utilizados para encontrar no modelo de dados proposto, um conjunto de critérios que 
caracterizam o diagnóstico de uma infecção relacionada à assistência à saúde. O 
treinamento e os testes foram realizados utilizando um grande volume de dados 
secundários com origem nos prontuários eletrônicos do HCPA. Os cadastros 
básicos, os meta-dados processados dos prontuários e os dados agregados que 
compõe os indicadores da instituição foram utilizados para descrição do contexto, 
possibilitando assim a proposição de um modelo de dados. O produto gerado a partir 
deste experimento intitulasse BIA - Banco de Dados para Inteligência Artificial. Os 
algoritmos treinados com o BIA atingiram resultados ligeiramente superiores aos 
apresentados na revisão da literatura, fornecendo informações importantes para 
adoção da IA nas rotinas da pesquisa em saúde, no trabalho da comissão de 
infecção hospitalar, na gestão clínica e administrativa dos hospitais e nas iniciativas 







This work presents a data model for Artificial Intelligence (AI) training in Health 
Research. Reviewing the literature on these models and the needs for data 
governance in this area, by experimenting in laboratory with a practical case applied 
in the active search for healthcare associetade infections and finally proposing a 
debate on the requirements for structuring a Data Science studio at HCPA. Hospital 
infections are a health problem and today it is one of the leading causes of mortality 
in the world. The correct diagnosis of these infections is fundamental for the adoption 
of necessary preventive measures. The passive notification of infections by 
professionals has low sensitivity, but the active search for these infections in 
epidemiological surveillance is more sensitive sice the work is time consuming and 
spends more than 60% of the time of the activities of the people involved with the 
review of medical records. patients and in the use of spreadsheets to control the 
work. Different programs will be used to find in the proposed data model a set of 
criteria that characterize the diagnosis of an infection related to health care. Both 
training and testing were performed using a large volume of secondary data from 
HCPA electronic records. The basic registers, the processed metadata of the medical 
records and the aggregated data that compose the indicators of the institution were 
also used to describe the context, thus enabling the proposition of a multilevel model 
for AI training. The product generated from this experiment is called BIA - Database 
for IA. The results obtained in the experiment were positive indicating that the 
algorithms trained with the BIA can reach up reasults better than shown in previous 
systematic revisions, providing important information to initiate the adoption of the IA 
in the routines of health research, in the work of the hospital infection commission, in 
the clinical and administrative management of hospitals, and in health innovation 
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A Inteligência Artificial (IA) é definida pela capacidade das máquinas em 
simular o pensamento dos seres humanos, obtendo a capacidade de aprender, 
raciocinar, perceber, deliberar e decidir de forma racional e inteligente a respeito de 
um determinado problema (MC CARTHY, 1958). A incorporação dos produtos de 
inovação no nosso dia-a-dia tratou de expandir os horizontes da pesquisa em saúde,   
na medida que os sistemas superam os limites da eficiência humana e se tornaram 
recursos poderosos com algoritmos computacionais que aumentam a eficácia e 
geram valor, transformando os resultados organizacionais através do uso de 
melhores sistemas de apoio à decisão (GUIMARÃES, 2006; BARBIERI et al., 2016; 
CHUTE et al., 2010; KRAUSE, 2015; REDDY, 2015).  
Estes algoritmos conectam dados de diferentes origens e encontram padrões 
em informações não estruturadas compreendem os acontecimentos de acordo com 
a cronologia, classificam objetos com base em suas características e na medicina 
personalizada  podem associar informações do DNA - Ácido Desoxirribonucleico -  
de um paciente com determinadas patologias, indicando tratamentos a partir de 
características comuns difíceis de serem percebidas sem o apoio computacional 
(WANG et al., 2011; KOH, 2011; LIU et al., 2013; HORTON et al., 2017).  
De acordo com Turing (1950) podemos esperar que as máquinas acabem por 
competir com os humanos em todos os aspectos puramente intelectuais, contudo o 
treinamento da IA  em qualquer área do conhecimento requer  uma coleção de 
informações digitais armazenadas e disponibilizadas em bancos de dados com o 
endosso de profissionais especializados (CHUTE et al., 2010).  Quanto melhor a 
qualidade dos dados utilizados para o treinamento, melhores serão os resultados 
preditivos sobre uma determinada questão (BRUIN, 2014).  
Estes métodos que trabalham com dados expostos em modelos que 
suportam o processamento de algoritmos que implementam modelos probabilísticos 
formam uma área da IA denominada Aprendizado de Máquina (MONARD, 2003). O 
aprendizado da máquina funciona semelhante ao ensino normal de uma criança. Em 
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ambos os casos o treinamento é feito fornecendo um grande volume de informações 
junto com as instruções para processa-las em conhecimento. No caso das máquinas 
este processamento de informações é feito através de redes neurais artificiais e 
outros modelos computacionais e estatísticos que imitam nos computadores o 
processo do raciocínio humano (HAYKIN, 1999).  
O produto de IA da empresa norte americana IBM chamado Watson for 
Oncology foi treinado para resolver problemas no domínio da saúde. Os ensaios 
clínicos multicêntricos realizados com ele demonstraram que em 73% dos casos 
houve concordância entre as recomendações de tratamento do computador e a dos 
médicos especialistas. Os resultados sugerem também que o Watson pode acelerar 
a descoberta de novas drogas, aproveitando o potencial dos grandes volumes de 
dados existentes na área da saúde (CHEN, 2016; SOMASHEKHAR et al., 2017). 
Produtos similares ao Watson são uma tendência e isto amplia não só a 
necessidade de novas pesquisas neste tópico, mas também a demanda por serviços 
especializados e que serão os habilitadores para o uso da IA nos diferentes tipos de 
estabelecimento de saúde, e até mesmo, nas residências das pessoas (CHEN et al., 
2017). Inicia-se um setor novo da economia, criando uma nova cadeia de 
fornecimento de produtos e prestação de serviços especializados e demandando 
novos setores nas agências regulatórias da saúde em todo o mundo, tendo em vista 
que alguns desses programas de computador podem fazer o papel de equipamentos 
médicos e necessitam da correta classificação de riscos (IMDRF, 2014). 
Neste trabalho buscamos compreender as propriedades  fundamentais de um 
modelo de dados para pesquisa em saúde, analisando aspectos do contexto, da 
lógica dos negócios e da possibilidade de implementação em um modelo de dados 
físico distribuído capaz de armazenar os dados esparsos e incluindo dados 
normalizados e textuais agregados em múltiplos níveis, junto com seus meta-dados  
e os documentos eletrônicos de diferentes tipos, que contém informações clínicas, 
administrativas, científicas e  governamentais, preservadas em diferentes dimensões 
de tempo (BRODIE, 2012; SILVERSTON, 1997; JING, 2007; MADKOUR, 2016).  
Através destas propriedades identifica-se os requisitos para um processo de 
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trabalho multidisciplinar  para definir, manter, auditar e reutilizar este banco de dados 
baseado em conceitos de um modelo de governança de dados e assim utilizar de 
forma qualificada o banco de dados, possibilitando o treinamento em laboratório dos 
programas de computador que usam a IA (CHUTE et al., 2010; ELLIOTT et al., 
2013; POWELL, 2005; GREENWOOD, 2017).  
Este modelo de banco de dados foi implementado experimentalmente em um 
produto chamado BIA - Banco de Dados para Inteligência Artificial. O BIA foi 
utilizado no contexto de um caso prático na busca ativa de infecções hospitalares, 
revelando as possibilidades de um novo tipo de ferramenta de trabalho para 
aumentar a eficácia dos funcionários de uma Comissão de Infecção Hospitalar. Por 
fim, propomos um debate comparando os resultados apresentados nas revisões de 
literatura sobre este tema e sobre os requisitos para estruturação de um estúdio de 
Data Science apto a utilizar este modelo de dados de uma forma mais abrangente 
na Pesquisa em Saúde aprimorando a aplicabilidade do produto para o uso em 





2 REVISÃO DA LITERATURA  
 
Neste capítulo é apresentada uma revisão da literatura relacionada ao uso da 
Inteligência (IA) na saúde, revisando seu histórico, identificando conceitos 
fundamentais para a compreensão do tema em artigos científicos, sites de internet 
especializados e livros que descrevem o estado da arte dos modelos de dados para 
Pesquisa em Saúde. Também revisamos de forma resumida tópicos relacionados 
aos modelos de dados, incluindo os principais conceitos de Aprendizado de 
Máquina, Infraestrutura de TI e explorando os diferentes conceitos de Governança 
de Dados.  
Durante esta revisão de literatura foi pesquisada as bases do PubMed e do 
Google Scholar. Selecionando 38 artigos do PubMed para a pesquisa pelo termo 
“artificial intelligence”+“data model”. Outros 34 artigos foram selecionados do Google 
para a pesquisa “healthcare”+”artificial intelligence”+”data model”.  Todos os artigos 
foram gerenciados em software de controle de referências bibliográficas Paperpile 
(PAPERPILE, 2017) com suporte ao padrão ABNT. Algumas referências em sites 
especializados da  internet foram adicionadas para completar referências sobre 




2.1 Inteligência Artificial na Pesquisa em Saúde 
 
Para compreender a necessidade, ou o impacto da IA na Pesquisa em Saúde 
é preciso primeiro definir quais são os conceitos utilizados para definir os termos 
“Inteligência Artificial” e “Pesquisa em Saúde” abordados neste trabalho. A seguir, 
estas definições serão apresentadas em tópicos específicos. 
 
2.1.1 Definição de IA 
 
A IA é a capacidade das máquinas de pensarem a exemplo dos seres 
humanos, obtendo habilidades para raciocinar, perceber, deliberar e decidir de forma 
racional e inteligente (MC CARTHY, 1958). Não é um conceito novo e ainda carece 
de uma definição com ampla aceitação. A primeira publicação científica sobre o 
tema foi feita por Alan Turing em 1950 (TURING, 1950).  
Apesar dos modelos teóricos sobre a IA existirem há muito tempo os 
computadores precisavam para evoluir de uma computação tradicional para uma 
computação inteligente, aliados a um conjunto de características que hoje estão 
disponíveis no mercado de forma ampla e difundida em infraestruturas que provêm 
serviços de processamento e armazenamento em nuvem. Hoje os conceitos da 
definição original da IA já são uma realidade, estando ela em uso em diferentes 
aplicações do nosso dia-a-dia (DUYU, 2017). 
A Figura 1 mostra uma visão com as premissas para iniciar a adoção da IA, 
incluindo a disponibilidade de um grande volume de dados, a programação de 
algoritmos treinados e testados com técnicas de aprendizado de máquina, em uma 
infraestrutura de Tecnologia da Informação (TI) automatizada e com alta capacidade 




Figura 1 - Modelo de 3 conjuntos de requisitos de IA*. 
 
Fonte: SALESFORCE, 2017 
Disponível em: www.salesforce.com/br/blog/2016/10/o-que-e-inteligencia-artificial.html  
(*) Nota do autor: Exemplo de conceito de IA adotado comercialmente no mercado por uma empresa 
líder do setor e que dá ênfase a importância dos dados na implementação de soluções.  
  
2.1.2 História da IA 
 
A IA foi imaginada e descrita pela primeira vez simultaneamente ao termo 
“Robô” pelo escritor Karel Capek em 1921, na sua peça teatral chamada "R.U.R", 
um acrônimo para o termo “Robôs Universais de Rossum”. A peça conta sobre uma 
fábrica onde são industrializadas máquinas biosintéticas inteligentes, que imitam os 
homens no seu funcionamento, porém de forma passiva na realização de trabalho 
forçado. O roteiro de Capek ficou muito famoso em todo mundo, logo sendo 
traduzida para outros 30 idiomas (CAPEK, 2014). 
A primeira publicação científica sobre o tema foi feita por Turing em 1950, 
onde foi elaborada a teoria das máquinas inteligentes (TURING, 1950), ainda sem 
adotar o termo IA. Em seu artigo, Turing fez a proposição de um experimento para 
testar a inteligência, conhecido como o “Jogo da Imitação” (DE ROSIS et al., 2003). 
Turing revelou ao mundo uma nova ciência, e que iria engajar nas próximas décadas 
milhares de cientistas no progresso da Ciência da Computação. 
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Mas foi o norte-americano John McCarthy (MC CARTHY, 1958) que cunhou 
na ciência o termo "IA" em 1958 definindo-o como "a ciência e a engenharia de fazer 
máquinas inteligentes" . Com seus colegas, ele fundou o campo de pesquisa em IA 
em 1956, realizando uma conferência no Dartmouth College sobre o tema, dando 
origem ao desenvolvimento de uma nova área interdisciplinar de pesquisa e 
fornecendo um quadro intelectual para todos os esforços que se seguiram no 
progresso da computação (MOOR, 2006). 
Após o início da pesquisa científica em torno do tema, os computadores 
começaram a resolver muitos problemas matemáticos complexos e no final dos anos 
60 se tornaram interesse do Departamento de Defesa dos Estados Unidos da 
América. Em 1973 os cientistas tinham limitações tecnológicas severas e o 
progresso dos resultados práticos era quase inexistente quando o congresso norte 
americano cortou o financiamento nas pesquisas para o desenvolvimento da IA (DE 
SPIEGELEIRE et al., 2017).  
Então, após um período de desaceleração na década de 80, uma nova era 
dourada da IA surgiu com o uso da mineração de dados. O aumento do poder 
computacional foi significativamente aprimorado e isto permitiu que o computador 
IBM Deep Blue finalmente vencesse o campeão mundial de xadrez, Gary Kasparov, 
em 11 de maio de 1997 (PETERSON, 1997). 
Hoje a literatura sobre IA é abundante em função do sucesso das aplicações 
de Aprendizado de Máquina (AM), a pesquisa é desenfreada nas universidades e os 
investimentos são massivos, atraindo o interesse das empresas e das nações, com 
pesquisas crescentes em diferentes áreas. Por outro lado, hoje a IA também é 
percebida como um risco, sendo retratada durante o fórum econômico de Davos em 
2015 como uma ameaça para a economia mundial possível de gerar o caos 
econômico. Stephen Hawking também expressou seu medo de que a IA possa 




2.1.3 Aprendizado de Máquina na Pesquisa em Saúde  
 
No Brasil, a saúde humana é o setor de atividades que engloba a maior parte 
do esforço científico e tecnológico (FIOCRUZ, 2017).  A Pesquisa em Saúde no 
Brasil compreende um conjunto de conhecimentos, tecnologias e inovações que 
ajudam a melhorar a saúde da população (COHRED, 2007). No Brasil, o 
Departamento de Ciência e Tecnologia da Secretaria de Ciência, Tecnologia e 
Insumos Estratégicos do Ministério da Saúde coordena a formulação, 
implementação e avaliação da Política Nacional de Ciência, Tecnologia e Inovação 
em Saúde (PNCTIS),  da Agenda Nacional de Prioridades de Pesquisa em Saúde 
(ANPPS) e das Pesquisas Estratégicas para o Sistema de Saúde (PESS) com o 
objetivo de fomentar a pesquisa de novas tecnologias aplicadas à saúde, a exemplo 
da IA e outras tecnologias inovadoras  (BRASIL, 2017).  
Desde o início da introdução da IA na Pesquisa em Saúde várias técnicas de 
controle foram introduzidas para assegurar a qualidade dos resultados entregues por 
sistemas dotados de inteligência. O fórum internacional  para dispositivos médicos e 
que conta com a participação da ANVISA definiu critérios para a classificação de 
risco de dispositivos médicos em forma de programas de computadores (IMDRF, 
2014).  
Em teoria, a metodologia científica utilizada para avaliar os resultados da IA é 
a mesma utilizada para condução de outros ensaios clínicos realizados para 
avaliação de tecnologias na saúde. Por exemplo, foi conduzido um ensaio clínico 
com duplo cego para avaliar os resultados do IBM Watson para o tratamento de 
resultados oncológicos e os resultados desta IA estavam em concordância com as 
recomendações dos especialistas para o tratamento da doença em 73% dos casos e 
em estudo multicêntricos os resultados do piloto indicaram que a Watson pode 
acelerar a descoberta de novos drogas, aproveitando o potencial dos grandes 
volumes de dados (CHEN, 2016; SOMASHEKHAR et al., 2017).  
O aumento do custo dos ensaios clínicos e as dificuldades envolvidas no 
desenvolvimento de metodologias para adquirir, analisar e extrair o conhecimento de 
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grandes volumes de dados para resolução de problemas epidemiológicos e clínicos 
complexos, dá espaço para o avanço da IA na saúde através do treinamento de 
máquinas inteligentes (INTEL, 2017).  
 
2.1.3 Aplicações para o Aprendizado de Máquina  
 
O Aprendizado de Máquina (AM) é um campo da pesquisa em IA e de 
aplicação na Ciência da Computação e em outros domínios de negócio. Permite os 
computadores a aprenderem diretamente de exemplos ou características 
encontradas nos dados processados em informações (MONARD,2003). As 
abordagens tradicionais para programação dependem de regras que estabelecem 
como resolver um problema pela lógica, codificadas passo-a-passo. Já os sistemas 
de AM podem ser definidos como uma tarefa automatizada, que acessa uma grande 
quantidade de dados para utilizar exemplos de como essa tarefa pode ser alcançada 
da maneira mais eficaz. O sistema aprende a melhor forma de alcançar a saída 
desejada, como por exemplo, ao detectar padrões de cores em imagens 
radiológicas, ao identificar objetos em um catálogo de produtos, ao predizer um caso 
de infecção, ao comparar milhares de resultados de laboratório, ou ao analisar 
dados brutos do sequenciamento do DNA (MIT, 2017). 
Na Pesquisa em Saúde o AM suporta sistemas inteligentes que são capazes 
de aprender uma função específica dado um conjunto específico de dados para 
aprender, ou encontrando padrões difíceis de serem percebidos sem o apoio 
computacional (HAYKIN, 1999). Em algumas tarefas específicas, o aprendizado de 
máquina já é capaz de alcançar um nível de desempenho melhor do que as 
pessoas, como relatado por  SIPS e colaboradores (2017) que descreve o estado da 
arte na vigilância epidemiológica no controle de infecções hospitalares, ou como 
relatado por LIU e colaboradores (2013) sobre a condução de pesquisas em coortes 
geradas automaticamente pelo computador, entre outros.  
Avanços recentes na visão computacional permitem a análise de 
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mamografias através da comparação de novas imagens, contra as imagens 
existentes em um banco de imagens rotulados com câncer por especialistas 
(VYBORNY, 1994). Mas foi nos últimos 2 anos que o reconhecimento de padrões 
por algoritmos de IA tornou estes sistemas de visão mais precisos do que nunca, 
lançando no mercado expressões como “Radiologist Level” para a detecção de 
casos de pneumonias em imagens de Raio X de tórax (ANDREW NG et al, 2017). 
Em um concurso para identificação de dígitos em um conjunto de imagens de 
escritas a mão denominado MNIST (Modified National Institute of Standards and 
Technology database), a precisão da máquina aumentou de 72% em 2010, para 
96% em 2015, superando a precisão humana nesta tarefa (MNIST, 2010).  
A IA pode ajudar os pesquisadores em suas tarefas clínicas cotidianas 
potencializando as ferramentas para manipulação de dados, formulação de 
hipóteses e a tomada de decisões para prever os resultados e reduzir o custo dos 
ensaios clínicos, com um melhor atendimento aos participantes da pesquisa 
(MILLER, 1988). Com AM também é concebível prever quais pacientes com uma 
doença particular se beneficiaram mais com uma droga (INTEL, 2017). O controle 
dos cronogramas, os processos de recrutamento e seleção para pesquisa clínica 
provavelmente também terão um aprimoramento significativo com a IA (MISETA, 
2014). A IA pode eventualmente "revolucionar a forma como as empresas 
farmacêuticas realizam a triagem" (STEMPEL, 2016).   
Entretanto, conforme O’HORO et al. (2016) alguns experimentos falham, 
demonstrando que os modelos de dados, a qualidade dos dados e a capacidade 
atual de processamento ainda não são robustos o suficiente para muitos domínios 
de problemas do mundo real da saúde onde o grau de incerteza é alto, e portanto, 
os métodos clássicos de modelagem matemática e controle falham (O’HORO et al., 
2016). Entender os diferentes tipos de aprendizado de máquina e seus fundamentos 
possibilita a aplicação correta de cada técnica, definindo as tarefas necessárias para 
execução de projetos de acordo com as características dos dados envolvidos.  
Na aprendizagem de máquinas supervisionada, um sistema é treinado com 
dados rotulados. Os rótulos definem um conjunto de dados em um ou mais grupos, 
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como por exemplo, pacientes "Com Infecção" ou “Sem Infecção”. O sistema aprende 
como esses dados durante o treinamento para prever os rótulos de novos dados 
(MONARD, 2003). A classificação é um aprendizado supervisionado, onde as 
entradas são divididas em duas ou mais classes rotuladas, e o cientista de dados 
deve produzir um modelo que atribua dados de entrada a uma ou mais dessas 
classes. A filtragem de mensagens de spam nos aplicativos de e-mail é um exemplo 
de classificação, onde as entradas são mensagens de e-mail rotuladas e as classes 
são "spam" e "não spam" (DRUCKER, 1999).  Os problemas de regressão logística 
e de regressão linear, , como visto na Figura 2, também são um tipo de aplicação do 
aprendizado supervisionado, sendo útil tanto para gerar dados preditivos, como para 
completar dados ausentes no conjunto (YAN, 2009).  
Na aprendizagem não supervisionada é feito o treinamento sem usar rótulos. 
Tem como objetivo detectar as características que tornam os pontos de dados mais 
ou menos parecidos, como visto na Figura 3, onde conjunto de entradas é dividido 
em grupos, chamados de clusters. Ao contrário da classificação, os grupos não são 
conhecidos de antemão, tornando esta tarefa tipicamente não supervisionada 
(EMRE, 2016). 
 
Figura 2 – Ilustração do gráfico de uma regressão linear (*) 
 
Fonte: Autor, 2017 
(*) Dados randômicos criados em sagemath.org   
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Figura 3- Ilustração, K-means criando grupos (k=4). 
 
Fonte: Hartigan, (1979). A K-means clustering algorithm. Applied Statistics 28, 100–108. 
 
Entre a aprendizagem supervisionada e não supervisionada existe a 
aprendizagem semi-supervisionada, onde o uso de uma Rede Neural Artificial (RNA) 
convolucional (RNC) dá um sinal de treinamento incompleto, ou seja, fornece para o 
algoritmo um conjunto de dados de treinamento com alguns, ou muitos, dos rótulos 
conhecidos faltando. Nesta categoria também está o aprendizado por reforço, 
quando se propõe aprender com a experiência dos resultados gerados pelo 
aprendizado não supervisionado e supervisionado. Dentro um ambiente típico de 
aprendizagem por reforço, um agente interage com seu ambiente e é dada uma 
função de recompensa toda vez que o algoritmo otimizar o seu resultado, por 
exemplo, um sistema pode ser recompensado por ganhar um jogo, aprendendo as 
consequências de suas decisões, identificando quais os movimentos foram 
importantes na vitória e usar esse aprendizado para encontrar estratégias que 
maximizam suas recompensas (HWANG, 2017).  
No aprendizado profundo (deep learning), as demais técnicas podem ser 
combinadas com a aplicação de RNA para modelar mais de uma camada oculta. 
Estes algoritmos de aprendizado profundo estão sendo aplicados na pesquisa em 
saúde gerando grandes expectativas ao aprender seu próprio viés indutivo com base 
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na experiência anterior (MIOTTO et al., 2017),.  
Já a aprendizagem do desenvolvimento, elaborada para o aprendizado de 
robôs, gera suas próprias sequências de conjuntos de dados, chamados de 
currículo, para adquirir cumulativamente repertórios de novas habilidades através da 
exploração autônoma e da interação social com professores humanos. O AM resolve 
também outros tipos de problemas na Pesquisa em Saúde, como por exemplo na 
modelagem de tópicos, quando o AM resolve um tipo de problema específico, 
permitindo que uma lista grande de artigos e publicações encontradas pelos motores 
de busca na internet sejam agrupados de forma que os documentos de um mesmo 
conjunto contenham tópicos similares (MONARD, 2003) . 
 
2.2 Modelo de Dados  
 
Os modelos de dados traduzem os requisitos de negócios em modelos de 
dados conceituais, lógicos e físicos (HALPIN et al., 2003) para posterior 
implementação via código de programação em Sistemas de Gerenciamento de 
Banco de Dados (SGBD) e que tratarão de inserir, alterar, consultar e auditar o 
acesso a dados mantendo as propriedades fundamentais do armazenamento de 
dados. Usualmente, os modelos de dados são formulados através do trabalho 
analítico, utilizando ferramentas que estruturam diagramas de Relacionamento de 
Entidade (ER) e que são a base dos sistemas de informação nas instituições. Com 
os avanços recentes da Tecnologia da Informação (TI), a IA ganha momento, com a 
possibilidade da combinação das tecnologias de grandes volumes de dados, a 
computação em nuvem, novas linguagens de programação, ferramentas de 
estatística com capacidades preditivas, dentre outras (WANG, Y. et al., 2017).  
Entretanto, os modelos de dados utilizados nos SGBDs em uso nas 
instituições não foram modelados com as aplicações da IA em mente. As entidades 
e seus relacionamentos em um ambiente de IA vão além da complexidade da 
semântica de dados da maioria dos outros sistemas, de modo que o poder dos 
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modelos de dados em geral se torna insuficiente (NIRENBURG, 1984). Na pesquisa 
da IA, os bancos de dados usados tendem a ser amostragens e não são 
especificados em termos de modelos de dados e quanto as características de suas 
implementações em SGBDs. Alguns modelos de dados foram propostos como um 
passo para superar a lacuna entre a teoria do banco de dados e os bancos de dados 
para treinamento da IA (BRODIET, 2012) , mas ainda, pouco foi escrito a respeito 
das suas aplicações no domínio da Pesquisa em Saúde. 
O estudo de bons modelos de dados capazes de alimentar algoritmos que 
tornam as máquinas ainda mais inteligentes se tornou parte do que agora é 
conhecido no mercado como Data Science (DHAR, 2013). Os cientistas de dados 
usam modelos para definir e interpretar os conjuntos de informações; gerenciar 
grandes quantidades de elementos; identificar o custo e os limites de hardware, 
software e outras restrições, como por exemplo a largura de banda para 
comunicação de dados; fundir fontes de dados; garantir a consistência dos conjuntos 
de dados; criar visualizações para auxiliar na compreensão dos dados; construir 
modelos matemáticos e de análise estatística dos dados; apresentar e comunicar as 
informações e novas descobertas de dados. A ciência dos dados não é apenas 
sobre tecnologia e matemática pois exige a multidisciplinaridade, com uma 
combinação de habilidades técnicas e habilidades negociais que transformam dados 
em valor para as instituições. 
 
2.2.1 Dados para Treinamento 
 
O treinamento da IA é feito utilizando um conjunto de dados estruturados em 
um modelo lógico e que representa conceitualmente o domínio apropriado para o 
aprendizado em questão (REDDY, 2015). Os experimentos usualmente são feitos 
com dados selecionados e curados para a análise por especialistas capazes de 
definir um padrão ouro, mas em aplicações de uso real de Aprendizado de Máquina 
o treinamento pode acontecer incluindo dados atualizados por censores e outros 
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sinais de tempo real.  
O ideal é que os dados de treinamento devam estar desvinculados do 
conjunto de dados que será utilizado para testar o aprendizado. Esta abordagem 
geralmente é holística e divide o volume total dos dados disponíveis, 90% para 
treinamento e 10% para a validação (BATISTA, 2004). No entanto, o conjunto de 
treinamento e o conjunto de teste devem representar os "dados reais" existentes no 
domínio real das aplicações e especialmente a distribuição, tanto quanto possível.  
Ainda antes do treinamento, estes “dados reais” devem ser processados 
computacionalmente, para que se possa criar novas colunas calculadas e que 
potencializam os resultados das análises com novas características que ajudam a 
descrever cada um dos dados. Este processamento que antecede o treinamento é 
denominado pré-processamento. Nesta etapa podemos agregar em nível de 
contexto, dados com operações de contagem, soma, média, mediana, e outros tipos 
de conjuntos calculados a partir de fórmulas que ajudam a descrever o contexto. O 
pré-processamento também é fundamental para gerar meta-dados de textos, criando 
listas de palavras que podem ser ordenadas pela frequência, por exemplo 
(STRICKLAND, 2014). 
 Existem vários motivos que podem influenciar o desempenho alcançado no 
treinamento da IA. Foi relatado por BATISTA (2004) que um desses aspectos do 
treinamento está relacionado ao desequilíbrio de classe em que dados pertencentes 
a uma classe superam muitas vezes a quantidade de dados da outra classe. O AM 
pode ter dificuldades em aprender o conceito relacionado à classe minoritária (REZK 
et al., 2016).  Estas são situações comuns em dados do mundo real e geralmente 
descrevem um evento frequente mas importante.  
Os modelos preditivos no AM podem ser validados nos problemas de 
classificação por técnicas de estimativa de precisão, como por exemplo o método 
Holdout, que separa os dados em um conjunto de treinamento e teste 
(convencionalmente, o conjunto de treinamento tem 2/3 dos dados e o conjunto de 
testes 1/3) e avalia o desempenho do modelo de treinamento em um conjunto de 
teste (MONARD, 2003).  
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O viés de seleção de dados em um algoritmo classificador é um problema real 
e para contornar este tipo de viés durante o treinamento e o teste se faz uma 
validação cruzada iterativa chamada k-fold. Por exemplo, se a análise envolve uma 
série temporal, como acontece na análise dos prontuários dos pacientes, teremos 
um viés de seleção se optarmos pelo método de amostragem aleatória. Ao realizar a 
divisão de dados para o treinamento e para o teste com base na sequência original 
de fatos, com a ordem cronológica preservada, para assim testar os exemplos dessa 
série ordenada.  
O método de validação cruzada faz a distinção aleatoriamente dos dados em 
k subconjuntos, conforme Figura 4, onde as instâncias k-1 dos dados são usadas 
para treinar o modelo enquanto a instância k é usada para testar a capacidade 
preditiva do modelo de treinamento (HANCOCK; ZVELEBIL, 2004).  
 
Figura 4 - Conjunto e subconjuntos de dados com validação cruzada (k=5)*  
 
Fonte: ZHANG, 2015. 




2.2.2 Conjuntos de Dados 
 
Um conjunto de dados, ou dataset, corresponde ao conteúdo de uma única 
planilha de dados, tabela de banco de dados ou a uma única matriz de dados, em 
que cada coluna da tabela representa uma variável particular e cada linha 
corresponde a um dado membro do conjunto de dados em questão (ALTMAN, 
2017). O conjunto de dados lista valores para cada uma das variáveis, como altura e 
peso de um objeto, para cada membro do conjunto de dados. Cada valor é 
conhecido como um dado dentro do conjunto.  
2.2.3 Banco de Dados 
 
O termo banco de dados carece de uma definição com aceitação ampla entre 
os pesquisadores. Trata-se de um termo utilizado no dia-a-dia e definido no 
dicionário Cambridge da língua inglesa e referência para tradução de termos 
científicos, como: “Um banco de dados é uma grande quantidade de informações 
armazenadas em um sistema de computador de tal forma que possa ser facilmente 
visualizada ou alterada” (LIMITED, [s.d.]). 
Nos negócios, um banco de dados é tratado como “uma coleção de dados 
inter-relacionados, representando informações sobre um domínio específico” 
(HALPIN et al., 2003), ou seja, sempre que for possível agrupar informações que se 
relacionam e tratam de um mesmo assunto, podemos dizer que isto é um banco de 
dados. Para pesquisa, um banco de Dados é “um conjunto de arquivos relacionados 
entre si com registros sobre pessoas, lugares ou coisas. São coleções organizadas 
de dados que se relacionam de forma a criar algum sentido e dar mais eficiência 
durante uma pesquisa ou estudo” (UMANATH; SCAMELL, 2014).  
Já um sistema de gerenciamento de banco de dados (SGBD) é um aplicativo 
de software de computador que interage com usuários finais, outras aplicações e o 
próprio banco de dados para capturar e analisar dados (HALPIN et al., 2003). Um 
SGBD de propósito geral permite a definição, criação, consulta, atualização e 
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administração de bancos de dados.  
Recentemente, novos programas de computadores foram construídos para 
tratar as demandas do processamento de grande volume de dados, que exigem 
sistemas tolerante a falhas e com possibilidade de trabalhar de forma distribuída 
para garantir a escalabilidade necessária ao longo do acúmulo dos dados, surgindo 
assim o termo Big Data (DE MAURO; GRECO; GRIMALDI, 2015). 
2.2.4 Tipos de Modelagem de Dados 
 
Em 1975, a ANSI - American Nacional Standards Institute descreveu três 
tipos de instâncias de modelo de dados (HALPIN et al., 2003). Conceitual, Lógica e 
Física. De acordo com (UMANATH, 2014), essa abordagem permite que as três 
perspectivas sejam relativamente independentes uma da outra. A tecnologia de 
armazenamento pode mudar sem afetar o esquema lógico ou conceitual. Já as 
estruturas da tabelas no modelo lógico, assim com as suas colunas, podem mudar 
sem necessariamente impactar o modelo conceitual que descreve a percepção do 
contexto de aplicação do dados, como por exemplo o contexto da Pesquisa em 
Saúde.  
 
Figura 5 – Imagens dos três modelos de dados da ANSI*  
Modelo Conceitual Modelo Lógico Modelo Físico 
      
 
     
Fonte: WEST (2011) 




Assim, os modelos de conceito e lógico tornam-se objetivos latente no âmbito 
do uso da IA pois eles descrevem a estrutura de um domínio de informação, com 
descrições das principais tabelas, das colunas e das classes orientadas a objetos 
(WEST, 2011). 
Já o modelo físico, descreve os meios físicos usados para armazenar dados 
relevando o formato de armazenamento das colunas envolvidas, incluindo os seus 
tipos de dados (inteiros, reais, texto, categórico, contínuo), as regras para os dados 
relacionados e metadados esparsos gerados após o pré-processamento . Isso diz 
respeito a partições, CPUs, GPUs, storages (armazenamento) e similares, 
usualmente relacionados a produtos do mercado de TI que são necessários para 
implementação de uma solução para os negócios.  
Outros tipos de modelos tratam a modelagem de dados de forma superficial, 
como nos Modelos de Negócio (OSTERWALDER, 2015) e suas derivações em 
Modelos de Processos (DIJKMAN, 2008)  e Modelos Produtivos (BOYER, 2002). 
 
2.2.5 Modelos Preditivos 
 
Não existe uma definição única para o termo "modelo preditivo" no AM e na IA 
em geral. O termo é usado de diferentes formas, e se torna altamente dependente 
das fontes consultadas. Na internet o termo é encontrado com diferentes definições, 
seja na documentação para um determinado programa de software, na gíria adotada 
por sua comunidade de desenvolvedores, ou nas definições usadas em artigos 
acadêmicos publicados, que podem variar muito de revista para revista.  
Conforme STRICKLAND (2014) modelos preditivos são os algoritmos que 
implementam modelos estatísticos relacionadas às distribuições de probabilidade, ou 
a modelos de regressão de dados e estatísticas relacionadas, ou a modelos 
matemáticos teóricos, ou a modelos de redes neurais artificiais, ou modelos de 
gráficos probabilísticos, conforme apresentado na Tabela 1. Os modelos de dados 
conceitual, lógico e físico, que contém a descrição das colunas envolvidas, os seus 
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tipos de dados, os conjuntos de dados relacionados e outros metadados diferem 
destes modelos preditivos, porque não há nada matemático sobre essa definição, ao 
contrário dos demais.  
 
Tabela 1: Exemplos de algoritmos de modelos preditivos e suas abordagens. 
Algoritmo Descrição Abordagem 
Artificial Neural 
Networks 
Rede neural artificial é um algoritmo 
de aprendizagem que se inspira na 
estrutura e nos aspectos funcionais 






Uma rede bayesiana é um modelo 
gráfico probabilístico que representa 
um conjunto de variáveis aleatórias 
e suas independências condicionais.  
Supervisionado 
Clustering 
Realiza a atribuição de um conjunto 
de observações em subconjuntos 
chamados clusters. As observações 
dentro do mesmo cluster devem ser 
semelhantes de acordo com algum 
critério aleatório ou pré-designado. 
Não Supervisionado 
Random Forest Usa árvores de decisão para votar 





Conjunto de métodos análise de 
regressão e classificação. 
Supervisionado 
Fonte: Autor, 2017. 
 
2.2.6 Volume de Dados 
 
 Além do modelo de dados é necessário armazenar e processar as 
informações do domínio da pesquisa em saúde, compilando uma grande quantidade 
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de documentos complexos para alimentar estes modelos, de forma que continuem a 
se atualizar e assim possam se adaptar as percepções do ambiente em sua volta, 
um requisito fundamental da IA (O’LEARY, 2013). 
Recentemente, novos programas de computadores foram construídos para 
tratar esta necessidade relacionado ao grande volume de informação existente no 
mundo e assim surgiu o Big Data (DE MAURO, 2015), ou grande volume de dados. 
O aprendizado de máquina impõe o uso de computação de alta capacidade, 
distribuída e escalável e que hoje está disponível em infraestruturas públicas e 
privadas de alta tecnologia e que compartilham seus computadores para 
pesquisadores e organizações através de serviços de Big Data na nuvem (HWANG; 
CHEN, M., 2017; TROVATI et al., 2016). Estes sistemas de Big Data incluem 
funcionalidades para a análise, captura, curadoria de dados, pesquisa, 
compartilhamento, armazenamento, transferência e visualização dos dados. 
O volume de todos as informações contidos nos documentos mantidos pelos 
sistemas de prontuários eletrônicos de uma instituição brasileira de grande porte na 
saúde, como por exemplo no sistema AGHUse em uso no HCPA (BRASIL, 2009) é 
medido em Gigabytes (GB). De acordo com TIDKE e colaboradores (2018) a 
unidade de medida para o Big Data é em Petabytes (PB), um volume possível de 
alcançar graças aos dados gerado pela internet e que são a demanda real desta 
infraestrutura de Big Data. As expectativas a curto prazo nos remetem a 
possibilidade de agregar aos prontuários eletrônicos todas as imagens médicas, as 
informações biológicas do DNA e todos os dados gerados pelo mundo que nos 
rodeia (MIOTTO et al., 2017).  
Os dados vão continuar surgindo de novas maneiras: como os dispositivos 
vestíveis que contém sensores que qualificam a saúde dos indivíduos em suas 
casas ou pelos sites de redes sociais que já fornecem plataformas para compartilhar 
detalhes sobre a vida cotidiana conectada a sensores (MIOTTO et al., 2017).  
Em síntese, os principais componentes de tecnologia nas soluções de Big 
Data servem para lidar com a tolerância a falhas, escalabilidade para o grande 
acúmulo de dados e um tempo de resposta apurado para tratar dados instantâneos. 
As principais ferramentas incluídas nos serviços de Big Data disponíveis no 
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mercado fornecem mecanismos para automação dos ambientes profissionais de 
uso. Possibilitando a robotização dos testes e da criação de novos dados preditivos, 
garantindo performance para o pré-processamento, testes de validação e geração 
de relatório de auditoria e manutenção. Alguns exemplo de ferramentas livres são:  
Sistema Gerenciador de Banco de Dados (SGBD) PostgreSQL (POSTGRESQL, 
2017) que armazena grandes volumes de dados relacionais, o datawarehouse 
(armazém de dados) Apache Hive (HIVE, 2017), o sistema de dados distribuídos 
Apache hBase(HBASE, 2017) e a plataforma de software em Java voltada para 
distribuição de clusters e processamento de grandes volumes de dados Apache 
Hadoop (HADOOP, 2017) que vem sendo a ferramenta de referência do mercado 
para a implementação de soluções de Big Data. 
 
2.2.7 Densidade de Dados 
 
Para compreender a densidade de dados é preciso antes compreender as 
matrizes esparsas e as matrizes densas. Na análise numérica e na ciência da 
computação, uma matriz esparsa, conforme a Figura 6, é uma matriz na qual a 
maioria dos elementos de dados é zero ou nulo (DAVIS, 2011). Em contraste, se a 
maioria dos dados tiverem valor diferente de zero ou nulo, a matriz será considerada 
densa (BATES, 2010).  
O número de elementos com valor zero dividido pelo número total de 
elementos (por exemplo, m × n para uma matriz m × n) é chamado de esparsidade 
da matriz (que é igual a 1 menos a densidade da matriz). A presença de dados 
esparsos geralmente não é reconhecida pelos pesquisadores quando o tamanho, ou 
volume, ou complexidade dos dados é grande e isto é causa frequente de um tipo de 





Figura 6 - Matriz esparsa de dados finitos em duas dimensões (*)  
 
 
Fonte: ALEXANDROV, 2007 
(*)Os elementos não-zero são mostrados em preto. 
 
Conceitualmente, a esparsidade corresponde a sistemas que são vagamente 
acoplados sendo útil em áreas como a Teoria das Redes (LIU, 2004), onde 
encontramos modelos que tem baixa densidade de dados ou poucas conexões 
significativas. As grandes matrizes dispersas aparecem frequentemente em 
aplicações científicas ou de engenharia para resolver equações diferenciais parciais.  
Os algoritmos que utilizam estruturas de matrizes densas tendem a ser lentos 
e ineficientes quando aplicados em grandes matrizes esparsas, pois o 
processamento e a memória são desperdiçados em meio a esparsidade. Dados 
esparsos são por natureza facilmente compactados e portanto, requerem um 
armazenamento significativamente menor, sendo que algumas matrizes muito 
grandes são impossíveis de manipular usando algoritmos de matriz densa padrão 
(WANG, T. D. et al., 2011).  
Recentemente, o uso de ferramentas de visualização que implementam 
bancos de dados colunares em memória e outras técnicas de navegação em 
matrizes esparsas ampliaram a adoção de modelos de dados esparsos, tendo sua 
principal aplicação recentemente alavancada pelos produtos de Big Data que tratam 
grandes volumes de dados (TIDKE, 2018). 
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As matrizes esparsas surgem em aplicações reais e começam a ser 
amplamente utilizada na pesquisa em saúde, na medida que os efeitos de um 
tratamento ou a exposição a determinados eventos são comumente medidos por 
razões de riscos, taxas ou probabilidades. A motivação é que elas permitem 
experimentos robustos e repetitivos, já que os resultados de desempenho com 
matrizes geradas artificialmente são enganosos e pouco robustos, e repetitivas 
porque as matrizes esparsas podem ser governadas e disponibilizadas para 
diferentes tipos de processamentos. De acordo com Greenland e colaboradores 
(2000), as versões ajustadas dessas medidas na pesquisa em saúde, geralmente 
são estimadas com modelos de regressão linear, mas as estimativas resultantes 
podem ter um viés sério quando os dados não possuem números de casos 
adequados para alguma combinação de níveis de exposição ou resultado.  
Este viés pode ocorrer em conjuntos de dados esparsos e, portanto, é 
frequentemente denominado “viés de dados esparso” (GREENLAND, 2000). Ele 
pode surgir durante o ajuste de regressão para variáveis potencialmente sem sentido 
devido à escassez de dados, fato raramente notada nem contabilizada nas 
pesquisas.  
As matrizes esparsas possíveis de serem montadas em laboratório cobrem 
um amplo espectro de domínios, incluindo a engenharia (dinâmica de fluidos, 
eletromagnetismo, dispositivos semicondutores, termodinâmica, acústica), nas 
computação gráfica, na robótica, na otimização de processos, na simulação, na 
modelagem econômica e financeira, na química teórica e quântica entre outros 
assuntos que tratam dados de alta complexidade (WOO et al., 1976), tornando sua 
possibilidade de adoção na saúde um caminho real para lidar com a alta incerteza 
inerente aos dados utilizados para pesquisa em saúde. 
 
2.2.8 Modelos Estatísticos Multiníveis 
  
Um modelo estatístico é uma classe de modelo matemático, que incorpora um 
conjunto de pressupostos relativos à seleção dos dados de uma amostra da 
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população maior (STRICKLAND, 2014). O modelo representa o processo gerador 
destes dados e os modelos multiníveis de análise nos permitem estudar 
simultaneamente características individuais e coletivas, expondo as relações do 
contexto com as variáveis do objeto (GELMAN; HILL, J., 2007) .  
Os modelos multiníveis são particularmente apropriados para projetos de 
pesquisa onde os dados dos participantes estão organizados de forma agrupada em 
mais de um nível (DIYA, 2011).  Por exemplo, as unidades de análise em um 
hospital são geralmente indivíduos, os pacientes, ou os profissionais. Eles estão 
recebendo um atendimento, ou trabalhando dentro de unidades contextuais, que 
representam uma sala,  um andar, ou em um determinado serviço médico. Embora o 
nível mais baixo em um modelo multinível seja geralmente o indivíduo ou um objeto, 
as medidas repetidas deles, como por exemplo uma evolução médica, ou um 
registro de temperatura de um paciente também podem estar representados.  
Os modelos multiníveis fornecem um tipo de análise alternativa para análise 
uni variada ou multivariada de medidas repetidas (YAN, 2009). Na saúde o conjunto 
de dados pode ser agrupado em natureza, por exemplo, pacientes em atendimento 
agrupados em unidades, e as unidades agrupadas em hospitais. Isto nos remete a 
dependências dentro das unidades e dos hospitais, fazendo com que os pacientes 
de uma unidade sejam expostos aos mesmos fatores nas unidades do mesmo 
hospital (DIYA, 2011).  
Para examinar a relação entre variáveis do contexto, do hospital, do paciente 
e os casos de notificação de infecção seria possível modelar os dados em um nível 
hierárquico, com estruturas e relações pré-definidas, ou com uma estrutura 
hierárquica genérica e que conforme Diya (2011) pode ser considerada um modelo 
estatístico incorreto, no contexto da área da estatística que trata modelagem 
hierárquica.  
Mas de acordo com Sotwe e Kak (2013) o uso deste modelo multinível de 
dados com uma hierárquica genérica em conjunto com a IA permite a adoção de 
Redes Neurais Artificiais que usam a técnica de aprendizado profundo e 
implementam múltiplas camadas escondidas para consumir modelos multiníveis de 
dados na entrada, e após a execução de uma rede neural realizar o processamento 
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de regressões e outros algoritmos que apoiam a tomada de decisão na vida real. 
Por exemplo, dentro da estrutura de hierarquia genérica o primeiro nível pode 
ser um modelo logístico, conforme indicado por Greenland (2000). Utilizando uma 
variável de tempo discreta para agrupar os dados em clusters e viabilizar a a 
modelagem adequada de uma estrutura de dependência para as estruturas de 
dados multiníveis não hierárquicas serem processadas.  O modelo multinível pode 
armazenar os dados que narram a trajetória de um paciente em um hospital, ao 
mesmo tempo em que revelam o contexto e inclui também  as dependências entre 
os pacientes que estiveram em uma mesma unidade de um mesmo hospital. A 
variável do "tempo" utilizada em sua forma discreta permite definir pontos no tempo 
contendo os dados agregados que descrevem o contexto naquele espaço e tempo.  
 
2.2.9 Avaliação de Performance 
 
Desde o início das pesquisas com IA a questão de como avaliar a inteligência 
confundiu pesquisadores (DE ROSIS et al., 2003). Muitas propostas de avaliação até 
o momento tentaram transferir ideias dos testes de avaliação de inteligência em 
humanos (TURING, 1950). Mas essa abordagem tem limitações severas para a IA 
onde nenhum modelo de sistema de referência único ou abstrato pode ser assumido 
(ASHRAFIAN et al., 2015; DE ROSIS et al., 2003). Avaliar a IA de uso geral é um 
desafio devido à explosão do estado combinatório inerente a qualquer interação 
sistema-ambiente onde o sistema e o ambiente são complexos (SMITH, 2002).  
Além disso, os sistemas que exibem alguma forma de inteligência geral 
devem necessariamente ser altamente adaptáveis e continuamente aprendendo (ou 
seja, mudar) para lidar com novas situações que talvez não tenham sido previstas 
durante a concepção ou implementação do sistema. Definir especificações de 
desempenho para tais sistemas é muito diferente do que fazer para sistemas cujo 
comportamento não é esperado para mudar ao longo do tempo (BIEGER et al., 
[s.d.]). Os desenvolvimentos recentes no campo da IA alcançaram um estágio em 
que essas complexidades de controle passaram a ser resolvidas incorporando 
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inteligência nos próprios sistemas de controle (TRAMBAIOLLI et al., 2017).  
Existem diferentes indicadores que podem ajudar a descobrir o quão efetivo é 
um modelo preditivo com base em métricas dependentes do modelo e do conjunto 
de dados utilizados no treinamento e nos testes de validação do aprendizado. 
Métricas de desempenho diferentes são usadas para avaliar diferentes modelos 
preditivos (KOH; TAN; OTHERS, 2011). Por exemplo, em um classificador usado 
para distinguir entre imagens de objetos diferentes podemos usar métricas de 
desempenho de classificação, como ROC e Matriz de Confusão, conforme as 
Figuras 8 e 9 respectivamente.  
Se o modelo de aprendizado da máquina estiver tentando prever o tempo de 
internação de um paciente , por exemplo, então pode ser usado o erro quadrático 
médio equivocado  (EQM), conforme a Fórmula 1. O EQM também é chamado de 
risco quadrático de um estimador 𝜃 de um parâmetro escalar 𝜃, podendo ser usado 
para calcular a eficiência de um modelo  (KOH, 2011). 
       (1) 
𝐸𝑄𝑀(𝜃) = 𝐸(𝜃 −  𝜃) 2 
 
Onde Ε denota a operação de valor esperado ou esperança, contendo a soma 
do produto de cada probabilidade de saída, representando o valor médio esperado, 
como por exemplo no caso das variáveis contínuas, apresentado na Fórmula 2.  
(2) 





Outro exemplo de métrica para avaliação de resultado na recuperação de 
informações é o recall (sensibilidade) de precisão, que pode ser usado em 
algoritmos de classificação binária (KOH, 2011) e é calculado a partir do 
entendimento da matriz de confusão do teste conforme Figura 8 .   
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Figura 8 - Matriz de Confusão 
 
Fonte: KOH e colaboradores (2011). 
 
Sensibilidade é a probabilidade de um indivíduo avaliado e doente de ter seu 
teste alterado (positivo), onde 𝑆 é igual número de indivíduos doentes e com teste 








A especificidade é a probabilidade de um indivíduo avaliado  normal ter seu 
teste normal (negativo), onde E é igual número de indivíduos normais e com teste 








A prevalência, Fórmula 5, é a fração de indivíduos doentes na população total 
avaliada, onde  P é igual ao número de indivíduos doentes (DO) dividido pelo 
número de individuos da população (N). 
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Na pesquisa em saúde o cálculo da prevalência é fundamental para 








Então, conforme vemos na Fórmula 6, o valor preditivo positivo VPP, na formula 7 o 
valor preditivo negativo VPN e assim chegamos na Eficiência (Ef) e na Acurácia (Ac) 









𝑒. (1 − 𝑃)












(𝑉𝑃 + 𝑉𝑁 + 𝐹𝑃 + 𝐹𝑁)
 
Portanto, vemos que são necessárias métricas diferentes para medir a 
eficiência de diferentes algoritmos, também dependendo do conjunto de em análise 
maior (STRICKLAND, 2014). 
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Outra questão importante ao avaliar o desempenho de um modelo de 
aprendizagem de máquina é o modelo e o conjunto de dados que deve ser usado 
para avaliar o desempenho do modelo preditivo (FREEMAN et al., 2013; O’HORO et 
al., 2016).  
O modelo de aprendizado da máquina não pode ser simplesmente testado 
usando o conjunto de treinamento, porque o resultado será prejudicado, porque o 
processo de treinamento do modelo de aprendizagem da máquina já conheceu 
previamente o resultado previsto para o conjunto de dados de treinamento. Portanto, 
para estimar o erro de generalização em um modelo é preciso  testar um conjunto de 
dados que o algoritmo ainda não viu. Isto dá origem ao termo “conjunto de dados de 
teste” (SANTOS, 2011).  
Os modelos de classificação fazem a predição dos rótulos das classes de 
acordo com o modelo de dados utilizado para entrada. Na classificação binária e 
multi-classe, temos duas classes de saída e mais de duas classes de saída, 
respectivamente. Vamos tomar exemplo de problema de classificação binária, 
quando o modelo é necessário para classificar uma imagem como uma imagem de 
“cão” ou uma imagem de um “gato”  (KOH, 2011).  Vários métodos podem ser 
usados para medir o desempenho deste modelo de classificação.  
O teste A / B é usado para medir o desempenho de modelos de AM em caso 
real de uso do sistema em produção, comparando a sugestão de resultado feito pelo 
algoritmo contra a resposta real do usuário. Entretanto a maioria dos testes precisa 
ser feito inicialmente em laboratório, e um dos testes possíveis de ser feito com 
dados de amostra se chama Compute Area Under the Receiver Operating 
Characteristic Curve (AUC-ROC), ou área abaixo da curva característica do receptor 
de operação, conforme Figura 9.   
A curva ROC mostra a taxa de positivos verdadeiros em relação à taxa de 
falsos positivos. Isto destaca a sensibilidade do modelo. O modelo preditivo 
classificador ideal tem um ROC com o gráfico atingir uma taxa positiva verdadeira de 
100% com zero de falso positivo. Isto é improvável na realidade, por isso na ROC 
AUC medimos as classificações positivas corretas, identificando como estão sendo 
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obtidas a medida que acontece o aumento na taxa de falsos positivos (MONARD; 
BARANAUSKAS, 2003).  
 
Figura 9 – Exemplo de curva ROC  
 
Fonte: MONARD e colaboradores, 2003 
 
2.3 Governança de Dados 
 
A governança de dados é uma prática moderna e que visa potencializar a 
governança corporativa e digital nas organizações, garantindo que os dados sejam 
confiáveis e que as pessoas possam ser responsabilizadas por qualquer evento 
adverso que aconteça devido à baixa qualidade ou ao uso indevido dos dados 
(KRUSE et al., 2016). Trata-se de um melhor esclarecimento sobre as pessoas 
encarregadas e responsáveis em armazenar, manter, recuperar, corrigir e prevenir 
problemas com dados para que a instituição possa se tornar mais 
eficiente(MOHANAPRIYA et al., 2014).  
A governança dos dados também indica um processo evolutivo para as 
organizações, alterando o modo de pensar o negócio e configurando os processos 
 
44 
para lidar com informações confiáveis, passando a orientar as decisões por toda a 
organização. As ferramentas de tecnologia propostas para governar os dados são 
importantes e necessárias de muitas formas para ajudar neste processo, mas é 
através da realização de atos administrativos de gestão que as regras e as políticas 
de governança poderão ser implementadas, capacitando as pessoas envolvidas 
diretamente nesta governança e assim obtendo o melhor uso dos dados.  
O desenho da governança de dados na saúde é potencialmente complexo e a 
fim de abordar essa complexidade as definições utilizadas neste trabalho de revisão 
são propostas por (BELLINGER et al., 2004) definindo que dados são símbolos que 
representam as propriedades de objetos e eventos. Os meta-dados  são dados que 
descrevem outros dados (HARRIS et al., 2009). Já a informação consiste em dados 
processados para aumentar sua utilidade . O conhecimento é transmitido por 
instruções e a compreensão é transmitida por explicações. A informação, o 
conhecimento, assim como a compreensão nos dotam de inteligência capaz de 
aumentar a eficiência, mas não a eficácia. A sabedoria é a capacidade de aumentar 
a eficácia, tratando dos valores e envolvendo o exercício do julgamento para tomada 
de decisão (BELLINGER et al., 2004). 
Esta governança de dados surge com a finalidade fundamental de garantir a 
qualidade necessária nos processos relacionados a preservação, manutenção e uso 
de dados utilizados para descrever, treinar, testar e aferir o resultado destes 
algoritmos destinados para a área da saúde (MOHANAPRIYA et al., 2014), tratando 
tópicos fundamentais para que se garanta a propriedade intelectual, o atendimento a 
questões regulatórias, econômicas e de responsabilidade legal no uso dos dados 
dos pacientes para pesquisa em saúde.  
Também é importante revisar a relação da governança de dados com a 
governança corporativa e a governança de TI. A governança corporativa significa 
que uma equipe executiva sênior é responsável pela estratégia da instituição, que 
visa o comportamento desejável dos negócios explorando os principais ativos da 
empresa (ANDRADE, 2004).  
Um dos recursos importantes na lista de ativos das organizações que fazem 
pesquisa clínica são os dados utilizados para processar novas informações  e outro 
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item entre os principais ativos dessas empresas são os componentes de hardware e 
software que compõe as bases tecnológicas da organização.  
Este ponto de vista enfatiza a importância da informação e não apenas da 
tecnologia. A governança de dados e a governança de TI são semelhantes pois 
ambas devem seguir os princípios de governança corporativa. Mas a governança de 
dados não é um subconjunto da governança de TI e precisa ainda mais de uma 
colaboração estreita entre profissionais de TI e negócios que entendem os dados e a 
sua  finalidade (CHUTE et al., 2010). 
O estudo sobre governança de dados tem suas raízes nas pesquisas sobre 
qualidade de dados realizadas no início da década de 1980, quando surgiram 
conceitos chave para a conceituação e organização da informação incluindo o 
primeiro quadro de Governança de Dados, chamado de Produto de Informação 
(OTTO, 2011), que consiste em quatro princípios descritos na Tabela 3.  
 
Tabela 3 - Quadro de Governança - Princípios do Produto de Informação 
Princípios de Governança 
Compreender as necessidades de informação;  
Gerenciar informações como produto de um processo bem definido; 
Gerenciar o ciclo de vida da informação; 
Nomear gerente de produto de informação para o processo e o produto resultante.  
Fonte: Autor, 2017. 
 
Em essência, isto é a condução do gerenciamento de processos e 
coordenação de equipes. Tradicionalmente, a TI realizou o gerenciamento destes 
processos, mas raramente o foco foi nos consumidores de informações e suas 
necessidades e sim naqueles que geravam a informação através da entrada de 
dados nos sistemas.  
A má qualidade das informações organizacionais é comumente causada pela 
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falta desta coordenação compartilhada entre consumidores, geradores e 
fornecedores de informações, mas também reflete a cultura da organização. Mais 
tarde, o modelo de maturidade do Conselho de Governança da Informação da IBM 
descreveu a governança de dados em objetivos de alto nível como Enterprise Data 
Governance, ou governança de dados corporativos, descrevendo os as disciplinas 
básicas e as disciplinas de apoio para isso.  
Outros conceitos apontam que a governança de dados é composta por 
arquitetura de dados, gerenciamento de meta-dados, gerenciamento de dados 
mestre e data warehousing mas estes são termos de engenharia de software 
presentes nas ferramentas (REDDY, 2015),. Entretanto, estas estruturas propostas 
pela engenharia de software acabaram levando as estruturas de governança de 
dados para dentro da esfera da TI. Isto acabou dividindo o foco entre os objetivos 
empresariais e objetivos funcionais, promovendo uma estrutura de governança de 
dados dividida em forma de funções e comitês.  
Os requisitos para a estruturação da governança de dados corporativos 
também estão documentados no site do DGI - Data Governance Institute (THOMAS, 
2006) com a finalidade de  tornar a governança de dados legítima nas instituições. 
Para ser formalmente sancionada e endossada nas instituições, foram propostos 
conceitos para o controle dos dados em todas as linhas de negócios, estabelecendo 
o controle sobre os processos de manutenção dos dados (incluindo papéis e 
responsabilidades), estabelecendo um orçamento adequado para uma estrutura 
funcional e o financiamento para garantir sua visibilidade administrativa. O DGI 
prega que a diretoria da instituição deve estar envolvida em decisões de alto nível e 
nas tomadas de decisões políticas relacionada aos dados e de que os membros 
atuantes da governança de dados devem ter habilidade e posição organizacional 
para realizar todas as atividades necessárias para implementação da governança.   
Entre todos os quadros, hoje aquele que apresenta a maior disponibilidade de 
material na internet é o apresentado na Figura 10. O DAMA - Data Management 
Association foi fundado em 1980 em Los Angeles, Califórnia com o objetivo principal 
de promover a compreensão e o desenvolvimento das práticas de gerenciamento de 
dados e informações como ativos chave da empresa (MOSLEY et al., 2010). 
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Atualmente existem 40 capítulos regionais do DAMA em todo o mundo. O quadro de 
governança do DAMA é publicado em um guia chamado "DAMA-DMBOK” (DAMA 
Data Management Body of Knowledge) que serve como uma referência para o  
gerenciamento de dados.  
 
Figura 10 – Modelo de Governança do DAMA*. 
 
Fonte: DAMA, 2009. 
(*)A versão mais recente deste quadro está disponível desde 5 de abril de 2009 (DAMA, 2009). 
 
Utilizando o conceito de Gestão de Dados segundo o DMBOK se pode 
controlar e alavancar o uso dos ativos de dados para atender às necessidades de 
informação de todos os envolvidos na empresa (MOSLEY et al., 2010). Garantido 
requisitos não-funcionais de disponibilidade, segurança e qualidade. É uma 
responsabilidade partilhada do setor de TI de uma empresa com seus clientes 
internos e externos. Envolve desde a alta direção, que utiliza dados na geração de 
informações estratégicas, até os profissionais do nível operacional e que muitas 
vezes são responsáveis pela coleta e produção dos dados.  
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O foco deve estar na qualidade de dados, passando por avaliação, gerência, 
melhoria, monitoração do uso e na preservação dos aspectos de segurança e 
privacidade associados a eles. Para tal, as empresas deverão definir objetivos 
organizacionais e processos institucionalizados, que deverão ser implementados 
dentro do equilíbrio fundamental entre TI e áreas de negócios.  
Através da gestão de dados, as empresas hoje também definem mecanismos 
para analisar os processos que se abastecem de ou produzem os dados, criando um 
sentido maior de qualidade conjunta entre esses dois elementos seminais (dados e 
processos) e contribuindo para a valorização desses ativos, através do pleno 
conhecimento da cadeia produtiva de informação e conhecimentos.  
Segundo o DMBOK (2009), a Governança de Dados se divide em duas 
atividades macro, Planejamento e Controle da Gestão dos Dados (MOSLEY et al., 
2010). A definição de Gestão de Dados  deve ser ampla e plural, percebida como um 
conceito em evolução e que envolve o cruzamento de diversas disciplinas, confome 
apresentado nas Tabelas 4 e 5, contendo os principais tópicos de planejamento e 
controle, respectivamente.  
 
Tabela 4 - Planejamento da Gestão de Dados  
Entender as necessidades estratégicas de dados da empresa.  
Desenvolver e manter uma estratégia de dados.  
Estabelecer unidades organizacionais e papéis voltadas para dados.  
Identificar os Data Stewards. 
Estabelecer as camadas de GD e de data stewards. 
Desenvolver e aprovar Políticas, Padrões e Procedimentos de dados.  
Revisar e aprovar a Arquitetura de Dados. 
Planejar e patrocinar Projetos e Serviços de Gestão de Dados. 
Estimar o valor dos Ativos de Dados e custos associados (Riscos). 
Fonte: DAMA, 2009. 
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Tabela 5 - Controle da Gestão de Dados  
Supervisionar as camadas/estruturas e papéis envolvidos com dados. 
Coordenar as atividades de Governança de Dados 
Gerenciar e resolver “conflitos” sobre dados.  
Monitorar e garantir aderência a aspectos regulatórios (no que tange a dados). 
Monitorar e garantir a aplicação e conformidade às Políticas, Padrões 
Procedimentos e Arquitetura. 
Supervisionar projetos e serviços relativos à Gerência de Dados. 
Comunicar e promover os valores dos ativos de dados 
Fonte: DAMA, 2009. 
 
2.4 Interoperabilidade de Dados na Saúde 
 
Os sistemas de prontuário-eletrônico são os geradores da maioria dos 
documentos nato-digitais que dão origem aos dados disponíveis nos hospitais, mas 
estes sistemas têm vários desafios técnicos para o fornecimento de dados 
secundários confiáveis para a pesquisa em saúde (LOWE et al., 2009). O principal é 
a falta de padronização para tratar a essência da informação na saúde, que é 
complexa, volumosa e heterogênea. Além disso, existem fragilidades inerentes ao 
registro e manutenção da informação na área da saúde que é feita geralmente sem 
o treinamento necessário, gerando conjuntos de dados clínicos incompletos, falhas 
cadastrais, dados contraditórios e ainda apresentando outras fragilidades derivadas 
da relação entre sistemas e usuários. Frente a esta realidade torna-se imprescindível 
aprofundar o conhecimento e iniciar a adoção de modelos para Governança de 
Dados na pesquisa em saúde. A seguir apresentaremos algumas abordagens. 
As abordagens que sugerem a utilização de padrões de interoperabilidade 
semântica entre diferentes sistemas, a exemplo do SNOMED-CT tem enfrentado 
grandes desafios econômicos para sua implementação em todo mundo, sem 
nenhum caso de sucesso conhecido no Brasil.  A SNOMED-CT é uma iniciativa 
internacional que padroniza a nomenclatura sistemática da saúde e vem sendo 
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utilizada em larga escala nos EUA, França e Japão, mas ainda não é disponível em 
português e na data da produção deste documento o seu uso ainda não havia sido 
autorizado no Brasil em função de restrições comerciais de licenciamento junto ao 
Ministérios da Saúde.  
Outra iniciativa internacional de padronização para avançar a 
interoperabilidade entre os sistemas da saúde é o Health Level Seven (HL7) 
(ADLASSNIG, 2009). O HL7 descreve um protocolo para interoperabilidade na 
comunicação entre diferentes dispositivos médicos e sistemas de informação. A 
adoção do HL7 tem sido gradativa por parte da indústria e na medida que novos 
equipamentos são adquiridos, a  implementação da interoperabilidade utilizando o 
HL7 ganha novas possibilidades em cada instituição. Ainda assim, restam lacunas 
legais que impedem uma adoção mais ampla destes padrões internacionais no 
Brasil, em especial o HL7, tendo em vista que alguns códigos essenciais 
transmitidos pelos protocolos de comunicação, como é o caso do CID10 
(Classificação Internacional de Doenças) que foi estabelecido pela Organização 
Mundial de Saúde (OMS, 1992) possibilitando modificações localizadas e assim 
surgiram versões diferentes para cada país no mundo (LOWE et al., 2009). Com isto 
a indústria tem dado preferência para inclusão em seus protocolos HL7 o CID10-CM 
(Clinical Modification) proposto pelos EUA nos protocolos de interoperabilidade dos 
dispositivos que usam o HL7 (GRIDER, 2010).   
A implementação do CID10-CM em uso nos EUA difere do CID10 padrão 
recomendado pela OMS (Organização Mundial de Saúde) e em uso no Brasil. As 
diferenças são amplamente percebidas na codificação das doenças e na quantidade 
de códigos, causando uma incompatibilidade entre os sistemas desenvolvidos nos 
Estados Unidos da América com os sistemas de prontuário eletrônico que 
implementam o CID10 padrão em uso no Brasil. Isto prejudica também a utilização 
de ontologias derivadas de arquétipos, como é o caso OpenEHR (KALRA et al. 
2005) que propõe um padrão com modelo de referência (terminologias, tipos de 
dados, versionamento, auditoria) e serviços necessários para a consulta e 
armazenamento dos prontuários eletrônicos, mas que tem enfrentado tantos 
desafios quanto o HL7 e o SNOMED-CT para sua adoção no Brasil.  
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O OpenEHR foi definido pelo Conselho Federal de Medicina  em 2011 como 
um padrão de registros eletrônicos em saúde no Brasil (SOUZA, DE, [s.d.]). 
Desenvolvido por países europeus em conjunto com a Australia, o OpenEHR não foi 
adotado nos EUA e com isso o Brasil, ao lado da Inglaterra, Austrália, Noruega e 
Eslovênia foram os países que definiram o OpenEHR como seu padrão nacional.  
A realidade do mercado impõe que as soluções comerciais de prontuário 
eletrônico encaminhem respostas para os negócios dos clientes com velocidade e o 
surgimento de novas tecnologias estão sendo propostas para isto. Entretanto, o uso 
de arquétipos rígidos não possibilita agilidade ao mercado e isto inviabiliza a adoção 
dos padrões internacionais no Brasil.. 
Iniciativas relacionadas a construção da interoperabilidade entre repositórios 
de dados semanticamente integrados foram conduzidas recentemente na Mayo 
Clinic (CHUTE et al., 2010). Outras abordagens sugerindo a padronização dos 
dados foram realizadas em centros de vanguarda na pesquisa em saúde dos 
Estados Unidos e do Mundo, com destaque para o Modelo de Dados Anonimizados 
e Impessoal do centro Vanderbilt (DANCIU et al., 2014), e de uma longa pesquisa 
sobre o assunto realizada no Massachusetts General Hospital chamada COSTAR 
(COSTAR, 1979). Estas pesquisas evoluíram a ponto do surgimento de propostas 
para pesquisa translacional na saúde congregando dados clínicos e biológicos 
semanticamente integrados em repositórios digitais arquivisticamente confiáveis 
(CHUTE et al., 2010).  
Todas estas iniciativas resultaram em avanços importantes para as 
instituições onde foram realizados os experimentos (DANCIU et al., 2014). 
Entretanto as pesquisas apontam para a inviabilidade da adoção destas práticas de 
padronização em instituições que não são dotadas de grandes recursos financeiros 
destinados à informatização dos sistemas de saúde (CHUTE et al., 2010). Além 
disso, a padronização exige altos custos de manutenção, implica em novos desafios 
de interoperabilidade com outros ambientes externos não padronizados (DANCIU et 
al., 2014) consumindo foco e tempo das instituições que implementaram o estado da 
arte na interoperabilidade de sistemas na saúde, conforme relato da Mayo Clinic 
onde estimam um tempo de trabalho superior a uma década para completar a 
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padronização de dados com interoperabilidade semântica em toda instituição 
(CHUTE et al., 2010). 
 
2.5 Vigilância Eletrônica de Infecções Hospitalares 
 
As Infecções Relacionadas à Assistência à Saúde, ou Infecções Hospitalares, 
são definidas como as infecções que ocorrem após 72 horas da admissão hospitalar 
ou após a alta, somente quando puder ser relacionada com a internação ou outros 
procedimentos hospitalares (CDC, 2017). Estas infecções são um efeito adverso da 
hospitalização e resultam no aumento da mortalidade e custos hospitalares 
(OLIVEIRA et al., 2007).  
A vigilância das Infecções Hospitalares é aprimorada nos países 
desenvolvidos em que as instituições de saúde possuem sistemas bem 
estabelecidos e realizam a notificação dos seus casos para as autoridades de saúde 
pública.  As estimativas mostram que nos Estados Unidos da América as Infecções 
Hospitalares estão entre as 10 principais causas de mortes (RECSFA, 2010).  
No Brasil ainda existem poucos dados sobre as Infecções Hospitalares. A 
ANISA estipula que mensalmente as instituições de saúde devem notificar os seus 
dados de infecções. Estas infecções podem ser na corrente sanguínea, nos partos 
cesáreos e causar a resistência microbiana. As informações existentes no Brasil são 
limitadas e não há uma estimativa de mortalidade e sobre os custos que isto 
representa para as instituições.  
A vigilância epidemiológica é uma observação ativa, sistemática e contínua 
dos eventos e das condições que afetam o risco da ocorrência das infecções. O 
objetivo é fomentar e garantir a execução das ações de prevenção e controle 
necessárias para redução deste agravo (BRASIL, 1998).  A importância das 
atividades de vigilância é grande dentro das comissões de controle nos hospitais, 
pois é a partir da identificação das infecções que são tomadas as decisões e 
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estabelecidas as prioridades para o trabalho e o aprimoramento dentro das 
instituições (HEBDEN et al., 2008).  
Historicamente no Brasil, a metodologia de identificação das Infecções 
Hospitalares para vigilância epidemiológica tem sido feita manualmente na grande 
maioria das instituições (OLIVEIRA et al., 2007). Esta vigilância manual envolve a 
revisão de dados dos prontuários, incluindo resultados de exames microbiológicos 
dos pacientes, a revisão do uso de antimicrobianos, avaliação de exames de 
imagem e outros exames laboratoriais em busca de sinais e sintomas de infecção 
(HEBDEN et al., 2008). Os critérios para definição das Infecções Hospitalares são 
definidos por entidades nacionais e internacionais e atualmente existem os critérios 
do National Healthcare Safety Network (NHSH) (SIEVERT et al., 2013), o sistema de 
rastreio de infecções do CDC - Center for Disease Control and Prevention (CDC, 
[s.d.]), que realizam uma revisão anual dos seus critérios de infecção. No Brasil, a 
ANVISA - Agência Nacional de Vigilância Sanitária, também publica periodicamente 
os critérios utilizados pelas instituições brasileiras para a definição das IRAS 
(BRASIL, 1998) . 
No entanto, este processo manual de identificação das infecções é intenso e 
demanda uma grande quantidade de tempo para sua realização. A automação e a 
melhoria da eficácia nestes processos poderiam oportunizar a realização de outras 
atividades necessárias para o tratamento dos pacientes (HEBDEN et al., 2008). 
Assim, o desenvolvimento de um produto com tecnologia da informação para 
automatização da vigilância epidemiológica poderia resolver muitos problemas, tais 
como: reduzir os esforços na busca manual, reduzindo erros na identificação dos 
casos de IRAS e aumento capacidade geral da vigilância, melhorando a qualidade e 
dando facilidade no acesso aos dados a respeito das taxas de Infecções 





2.5.1 O Estado da Arte no Controle de Infecções  
 
O estado da arte nos sistemas de IA com alta sensibilidade (Fórmula 1) para 
vigilância automatizada de Infecções Hospitalares (Figura 11) é baseado na 
definição de modelos de dados e no desenvolvimento de algoritmos preditivos (SIPS 
et al., 2017). A disponibilidade de dados de alta qualidade em registros de saúde 
eletrônicos e uma infraestrutura de TI bem projetada para acessar esses dados são 
indispensáveis para a implementação bem sucedida da vigilância automatizada com 
IA.  
Estudos anteriores demonstraram que a dependência de dados 
administrativos geralmente é inadequada como única estratégia de busca de casos 
(FREEMAN et al., 2013). As recentes tentativas de combinar múltiplas fontes de 
dados administrativos e clínicos em algoritmos renderam resultados mais confiáveis 
(BRUIN et al., 2014).  
As práticas atuais de vigilância são principalmente limitadas a 
estabelecimentos de saúde únicos, mas a possibilidade de junção de múltiplos 
bancos de dados em um só modelo pode permitir a vigilância de comunidades 
inteiras. Já as metodologias tradicionais para a vigilância de IRAS  podem ser 
intensivas em recursos e levar tempo e como consequência, a vigilância acaba  
frequentemente limitada a determinadas infecções ou condições específicas.  
Vários bancos de dados eletrônicos existem dentro da área de saúde e 
podem ser utilizados para realizar a vigilância. Existe uma ampla variedade de 
técnicas para a detecção de casos, incluindo regressão logística e vários modelos de 
aprendizagem e de processamento de linguagem natural, que podem permitir o uso 
de dados textuais, narrativos e não estruturados existentes nestes conjuntos de 
dados. (SIPS et al., 2017). Foi realizada por Freeman e colaboradores (2013) uma 
revisão sistemática da literatura publicada sobre vigilância. Os termos de pesquisa 
foram divididos em termos de infecção, vigilância e gerenciamento de dados. A 
implementação da vigilância eletrônica foi viável em muitos cenários, com vários 
hospitais totalmente capacitados com sistemas de informação hospitalar e práticas 
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de vigilância de rotina. Os resultados desta revisão sugerem que os sistemas de 
vigilância eletrônica devem ser desenvolvidos para maximizar a eficácia de 
abundantes fontes de dados eletrônicos existentes nos hospitais.  
 
Figura 11 - O estado da arte no controle de infecção  
 
Fonte: SIPS e colaboradores (2017) 
 
O uso de conjuntos de dados eletrônicos isolados confirma o papel primordial 
dos dados da microbiologia na detecção de IRAS, mas os resultados preditivos 
melhoraram ao somar conjuntos de dados da bioquímica, da farmácia e do dados 
clínicos e das narrativas médicas (BRUIN et al.,  2014). Mesmo que a adoção destas 
informações seja limitada na forma eletrônica, estas avaliações revelaram o aumento 
da eficácia com o uso de fontes de dados heterogêneas, resultando em maior 
sensibilidade do sistema em detrimento da especificidade (ADLASSNIG et al., 2009). 
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2.6 Considerações Finais 
 
Percebe-se que existem vasto material científico sobre o tema Inteligência 
Artificial na literatura internacional. Foram considerados nesta revisão os principais 
conceitos e aspectos sobre Inteligência Artificial, Pesquisa em Saúde, Modelo de 
Dados para o Treinamento de IA incluindo todas as características de modelagem, 
volume, densidade, avaliação de performance, governança e gestão de dados e 
ainda foi analisado o estado da arte nos sistemas de controle de infecção hospitalar, 
dando o embasamento científico  para o desenvolvimento de um modelo de dados 
profissional orientado para o treinamento de IA e assim realizar a sua aplicação em 
um experimento prático.   
