Abstract. Kenmotsu geometry is a valuable part of contact geometry with nice applications in other fields such as theoretical physics. Theoretical physicists have also been looking into the equation of Ricci soliton in relation with Einstein manifolds, Quasi Einstein manifolds and string theory. In this research article, we study the Ricci solitons on statistical counterpart of a Kenmotsu manifold, that is, Kenmotsu statistical manifold with some related examples. We investigate some statistical curvature properties of Kenmotsu statistical manifolds. We prove that a Kenmotsu statistical manifold is not a Ricci-flat statistical manifold with an example. Also, we investigate η-Ricci solitons on submanifolds of Kenmotsu statistical manifold and satisfying the Ricci semi-symmetric condition. Moreover, we have also discuss the behavior of Ricci solitons in two specific cases: (i) when the potential vector field ξ is of gradient type, ξ = grad(ψ), we derive from the Ricci soliton a Laplacian equation satisfied by ψ, and (ii) the potential vector field ξ is a torqued vector filed τ , proves that Kenmotsu statistical manifold is generalized quasi-Einstein.
Introduction
Ricci solitons and η-Ricci solitons are the natural extensions of Einstein metrics. In 1982, R.S. Hamilton developed the discourse of Ricci flow satisfies the first order partial differential equation [15] (1) ∂ ∂t g(t) = −2Ric(g(t)), g(0) = g 0 , which is used to deform a metric by smoothing out its singularities. Ricci flow has become a powerful tool for study of Riemannian manifolds with positive curvature as well as negative. Precisely, a Ricci soliton on Riemannain manifold (B, g) is defined as a data (g, ξ, λ) satisfies the equation
1 where Ric is the Ricci tensor, L ξ is the Lie derivative along the vector field ξ on M and λ is a real scalar. Ricci soliton is said to be shrinking, steady or expanding according as λ < 0, λ = 0 and λ > 0, respectively.
An advance extension is the concept of η-Ricci soliton defined by Cho and Kimura [7] as a quadruple (g, ξ, λ, ω), for ξ a vector field on the Riemannian manifold (B, g) and λ and ω real constants, satisfying the equation 2Ric + L ξ g + 2λg + 2ωη ⊗ η = 0, (3) where η is the g-dual 1-form of ξ. Moreover, if λ and ω are let to be smooth functions, we discuss about almost Ricci solitons [20] and almost η-Ricci solitons, respectively. The concept of almost Ricci soliton was first introduced by Pigola et al. [20] adding the condition on the parameters λ and ω in (2) and (3) to be a real smooth functions on (B, g).
In the last two decades , the significance and interest in studying Ricci solitons and their generalizations in different geometrical contexts has considerably increased due to their connection to general relativity and applied and theoretical physics. Many authors extensively studied the Ricci soliton and η-Ricci soliton on almost conatct manifolds manifolds such as ( see [5] , [6] , [8] , [22] , [23] ).
On the other hand, information geometry is a progressive and important domain in Statistical discourse. The notion of statistical manifolds was first initiated by Amari in [1] and applied by Lauritzen in [14] .
A Riemannian manifold (B, g) with a Riemannian metric g is said to be a statistical manifold (B, ∇, g) if ∇g is symmetric and a pair of torsion-free affine connections ∇ and ∇ * on B satisfies
for any E 1 , F 1 , G 1 ∈ Γ(T B). Here ∇ * is called the dual connection on B.
Remark 1. We have
where ∇ g is the Levi-Civita connection of g on B.
(iii) if (∇, g) is a statistical structure on B, then (∇ * , g) is again a statistical structure.
For a statistical manifold (B, ∇, g),
) becomes a statistical manifold and write
The statistical curvature tensor field S ∇,∇ * = S with respect to ∇ and ∇ * of (B, ∇, g) is [12] S(E 1 ,
for any E 1 , F 1 , G 1 ∈ Γ(T B). Here R g denotes the curvature tensor field with respect to ∇ g .
K. Kenmotsu [13] studied the third class (that is, the warped product spaces B × s M, where B is a line and M a Kaehlerian manifold) in Tanno's classification of connected almost contact metric manifolds whose automorphism group has a maximum dimension. He analysed the properties of B × s M and characterized it by tensor equations. Nowadays such a manifold is known by Kenmotsu manifold. Study of Ricci soliton in Kenmotsu manifolds was developed by Nagaraja and Premalatha [17] . After that, many geometers has extensively studied Ricci solitons in Kenmotsu manifold as mentioned earlier.
Recently, Furuhata et al. [12] studied the statistical counterpart of a Kenmotsu manifold and introduced the notion of Kenmotsu statistical manifolds by putting an affine connection on a Kenmotsu manifold. They gave a method how to form a Kenmotsu statistical manifold as the warped product of a holomorphic statistical manifold [11] and a line.
Our latest approach has motivated by the above studies, it is natural and interesting to the study the Ricci solitons on Kenmostsu Statistical manifolds. Therefore, in the present research we are going to establish the new framework of Ricci solitons on Statistical manifolds case with respect to a statistical sectional curvature of the ambient Kenmotsu statistical manifold.
Preliminaries
Let (N, ∇, g) and (B, ∇, g) be two statistical manifolds. An immersion ι : N → B is called a statistical immersion if (∇, g) coincides with the induced statistical structure, that is, if
. If a statistical immersion exists between two statistical manifolds, then we call (N, ∇, g) as a statistical submanifold in (B, ∇, g). Then the Gauss formulae are [24] 
and
for any E 1 , F 1 ∈ Γ(T N) and U ∈ Γ(T N ⊥ ). We denote the Riemannian curvature tensor fields with respect to ∇ and ∇ * by R and R * , respectively. Also, R and R * are the the Riemannian curvature tensor fields with respect to the induced connections ∇ and ∇ * of ∇ and ∇ * , respectively.
Then the Gauss equations are [24] 
where 3) ) denotes the statistical curvature tensor field with respect to ∇ and ∇ * of (N, ∇, g). In general, one cannot define a sectional curvature with respect to the dual connections (which are not metric) by the standard definitions. However, B. Opozda [18, 19] defined a sectional curvature on a statistical manifold as follows:
for any orthonormal vectors E 1 , F 1 ∈ Γ(T B).
Kenmotsu geometry is a branch of differential geometry with nice applications in mechanics of dynamical systems with time dependent Hamiltonian, geometrical optics, thermodynamics and geometric quantization. Also, the study of submanifolds in Kenmotsu ambient spaces is a valuable subject in Kenmotsu geometry, which has been analysed by many geometers.
) is a statistical structure on B and the formula
holds for any E 1 , F 1 ∈ Γ(T B). Here we call (∇, g, ϕ, ξ) a Kenmotsu statistical structure on B.
Example 3. We consider a 5−dimensional Kenmotsu manifold [25] 
where (x, y, z, u, v) are the standard coordinates in R 5 . Choose the vector fields {e 1 , e 2 , e 3 , e 4 , e 5 } as
The Riemannian metric g is given by
g(e i , e j ) = 0, g(e i , e i ) = 1 ∀i = j, where i, j = 1, . . . , 5. A (1, 1) tensor field ϕ is defined as ϕ(e 1 ) = e 3 , ϕ(e 2 ) = e 4 , ϕ(e 3 ) = −e 1 , ϕ(e 4 ) = −e 2 , ϕ(e 5 ) = ϕ(ξ) = 0.
By using Koszul's formula, the Levi-Civita connection ∇ g of g is given by
, a ∈ R, we set the difference tensor field K as
then the dual torsion-free affine connections ∇ = ∇ g + K and ∇ * = ∇ − 2K are defined as follows:
∇ e i e i = −ξ, ∇ e i e j = 0,
It is easy to verify that
. We denote it by B(c).
Let (N, ∇, g) be a statistical submanifold in a Kenmotsu statistical manifold (B, ∇, g, ϕ, ξ). Then, the corresponding Gauss equation is given by (for details see [11] )
for any E 1 ,
Any E 1 ∈ Γ(T N) can be decomposed uniquely into its tangent and normal parts P E 1 and CE 1 respectively,
for any vector fields E, E ∈ Γ(T N). Moreover if h(E, F) = 0, h * (E, F) = 0 ∀ E, E ∈ Γ(T N), then N is said to be totally geodesic and if H = 0 and H * = 0 then N is minimal in B.
Some Statistical Curvature Properties
In this section, we recall some fundamental results of [12] and [21] , which shall be required to prove results of this articles.
any E 2 ∈ Γ(TB) and ϕξ = 0. Then, (i) The triple (g, ϕ, ξ) is an almost contact metric structure on B.
(ii) The pair (G, J ) is a Kähler structure onB if and only if the triple (g, ϕ, ξ) is a Kenmotsu structure on B. 
for E 1 , F 1 ∈ Γ(T B) and E 2 , F 2 ∈ Γ(TB). Then the following conditions are equivalent:
is a holomorphic statistical structure on N, and the formulae A(E 1 , ξ) = 0, Θ(E 1 , F 2 ) = 0 hold for E 1 ∈ Γ(T B) and F 2 ∈ Γ(TB).
Theorem 6.
[12] Let (B =B × R, g, ϕ, ξ) be a statistical manifold and (g, ϕ, ξ) an almsot contact metric structure on (B. (∇, g, ϕ, ξ) is a Kenmotsu statistical structure B if and only if the following conditions holds
be a holomorphic statistical manifold, and (B =B × R, g, ϕ, ξ) the Kenmotsu manifold as in Proposition 4. For any
g, ϕ, ξ) be a holomorphic statistical manifold, and the Kenmotsu statistical manifold as in Proposition 7, respectively. If K(E 2 , F 2 ) = 0, and
. Then the following formulae hold:
The sectional curvature K for a plane section containing ξ is equal to g(E 1 , E 1 )− g(E 1 , ξ) 2 at every point of B, that is,
Moreover, B is not a Ricci-flat statistical manifold.
η-Ricci Solitons on Submanifolds of Kenmotsu Statistical manifolds
A generalization of Ricci solitons in the framework of manifolds endowed with any arbitrary linear connection ∇ different to the Levi-Civita connection of g: 
) be the upper half space of constant curvature −1. An affine connection ∇ on H 2 is defined by [10] ∇ ∂x ∂x = 2y −1 ∂y,
) is a statistical manifold of constant curvature 0 and it is a Ricci-flat statistical manifold. Thus, it is a steady Ricci soliton with λ = 0.
Example 13. We consider a statistical manifold (M = {(x, y) ∈ R 2 }, ∇, g = dx 2 + dy 2 ) of constant curvature −1, where an affine connection ∇ on M is given by [16] ∇ ∂x ∂x = −∂y, ∇ ∂y ∂y = 0, ∇ ∂x ∂y = ∇ ∂y ∂x = ∂x.
Also, its conjugate connection ∇ * on M is defined as ∇ * ∂x ∂x = −∂y, ∇ * ∂y ∂y = 0, ∇ * ∂x ∂y = ∇ * ∂y ∂x = −∂x. Then the scalar curvature of M is −2 and we say that (M, ∇, g) is an Einstein statistical manifold with λ = −1. Thus, it is a shrinking Ricci soliton with λ < 0. Example 14. Let {e 1 , e 2 , e 3 } be an orthonormal frame field on a statistical manifold . Hence, it is a expanding Ricci soliton with λ > 0.
Let us take the data (g, ξ, λ, ω) be an η-Ricci soliton on a submanifold N of a Kenmotsu statistical manifold B. Then in view of equation (3), we have
Using equation (6) and Theorem 6, we get
If ξ is tangent to N then equating tangential and normal components of (28) we get
From equation (29) and Proposition 7, we get
Now, in view of (31) and (27) we get
Which shows that N is almost η-Einstein. Therefore we can have the following result Theorem 15. If the data (g, ξ, λ, ω) is an almost η-Ricci soliton on a submanifold (N, ∇, g) of a Kenmostsu statistical manifold (B, ∇, g, ξ) and ξ is tangent to N, then N is η-Einstein manifold.
Remark 16. By considering the dual of equations (29) in the theorem 15 we obtain
Therefore, we can also state for the dual Theorem 17. If the data (g, ξ, λ, ω) is an almost η-Ricci soliton on a submanifold (N, ∇ * , g) of a Kenmostsu statistical manifold (B, ∇ * , g, ξ) and ξ is tangent to N, then N is η-Einstein manifold.
Now, using formula
From equation (29), we get
from which it follows that
Putting F 1 = ξ in (32) and using (35), we get λ = s(1 − β) − ω. This leads to the following result: Theorem 18. Let N be a submanifold of a Kenmotsu statistical manifold (B, ∇, g, ξ) and ξ be tangent to N. Then, almost η-Ricci soliton (g, ξ, λ, ω) is shrinking, steady and expanding as
Now, if ξ is normal to N, then for any E 1 ∈ Γ(T N) and using equation (28), we obtain
Using (27), (36) and (37), we arrive at
which shows that N is η-Einstein. Thus we can state the following result Theorem 19. If the data (g, ξ, λ, ω) is an η-Ricci soliton on a submanifold (N, ∇, g) of a Kenmotsu statistical manifold (B, ∇, g, ξ) and ξ is normal to N, then N is η-Einstein.
Remark 20. By considering the dual of equations (36) in the theorem 19 we obtain
Therefore, we can also state for the dual.
Theorem 21. If the data (g, ξ, λ, ω) is an η-Ricci soliton on a submanifold (N, ∇ * , g) of a Kenmotsu statistical manifold (B, ∇ * , g, ξ) and ξ is normal to N, then N is η-Einstein .
Also, from (36), which implies that R(E 1 , F 1 )ξ = 0 and hence Ric(E 1 , F 1 ) = 0. Using (38) we have
Therefore λ = −β. This lead to the following result: Theorem 22. Let N be a submanifold of a Kenmotsu statistical manifold (B, ∇, g, ξ) and ξ be normal to N. Then, almost η-Ricci soliton (g, ξ, λ, ω) is shrinking, steady and expanding as
Same holds for its dual.
Ricci and η-Ricci soliton in Kenmotsu statistical manifolds
Let (B, ∇ = ∇ g + K, g, ϕ, ξ) be a Kenmotsu statistical manifold. Consider the equation
where L ξ is the Lie derivative operator along the vector field ξ, Ric is the Ricci curvature tensor field of the metric g, and λ and ω are real constants. Writing L ξ in terms of the dual connection
The data (g, ξ, λ, ω) which satisfy the equation (40) is said to be an η-Ricci soliton on (B, ∇ = ∇ g + K, g, ϕ, ξ) Kenmotsu statistical manifold. In particular if ω = 0 then (g, ξ, λ) is called Ricci soliton and it is called shrinking, steady or expanding, according as λ is negative, zero or positive respectively.
On a Kenmotsu statistical manifold (B, ∇ = ∇ g + K, g, ϕ, ξ) using (41) and (23), the equation (40) becomes
In consequence of (42), one can bring out the following results:
where Ricci operator Q defined by g (QE 1 , F 1 ) = Ric(E 1 , F 1 ) .
Remark 24. On a Kenmotsu statistical manifold (B, ∇ = ∇ g + K, g, ϕ, ξ) , the existence of an η-Ricci soliton implies that the characteristics vector filed ξ is an eigenvector of Ricci operator Q corresponding to the eigenvalue −(λ + ω + β − 1).
In case, of the existence of η-Ricci sliton or Ricci soliton on Kenmotsu statistical manifold (B, ∇ = ∇ g + K, g, ϕ, ξ) which is Ricci symmetric i.e., ∇ Ric = 0 implies that (B, ∇ = ∇ g + K, g, ϕ, ξ) is Einstein manifold. The class of Ricci symmetric manifold represents an extension of class of Einstein manifolds to which belongs also the locally symmetric manifold satisfying ∇ R = 0 . The condition ∇ Ric = 0 implies R. Ric = 0 and the manifolds satisfying this condition are called Ricci semisymmetric.
6. η-Ricci solitn on a Kenmotsu statistical manifold satisfying R(ξ, E 1 ).Ric = 0
Now, we consider a Kenmotsu statistical manifold (B, ∇ = ∇ g + K, g, ϕ, ξ) satisfying the condition
Replacing the expression of Ric from (42) in (43) and from the symmetries of R for G 1 = ξ, we get
for any E 1 , F 1 , G 1 ∈ Γ(T B). Also, using (42) we obtain
Moreover, using (ii) of Proposition 9 and the equation (45), we can obtain λ + ω = 2s − β. If we combine this with the equation (44), we have λ = 2s − 1.
Hence, we can state the following theorem:
Theorem 25. If a Kenmotsu statistical manifold (B 2s+1 , ∇ = ∇ g + K, g, ϕ, ξ), (g, ξ, λ) with constant ϕ−sectional curvature is an almost η-Ricci soliton on B and satisfies R(ξ, E 1 ).Ric = 0, then λ = 2s−1, ω = 1−β and B is an Einstein manifold.
Remark 26. On a Kenmotsu statistical manifold (B, ∇ = ∇ g + K, g, ϕ, ξ) with constant ϕ−sectional curvature, for ω = 0, we deduce β = 1, thus (g, ξ, λ) is Ricci soliton.
Corollary 27. On a Kenmotsu statistical manifold (B, ∇ = ∇ g + K, g, ϕ, ξ) with constant ϕ−sectional curvature, η-Ricci soliton (g, ξ, λ) is expanding.
η-Ricci solitons on a Kenmotsu statistical manifold satisfying
Ric. R(ξ, E 1 ) = 0
In this section we consider Kenmotsu statistical manifold (B, ∇ = ∇ g +K, g, ϕ, ξ), (g, ξ, λ) Ric satisfying the condition
Taking the inner product with ξ, the equation (46) becomes
Using equation (42) in (47), we get
For H 1 = ξ, we have
, which equivalent to , therefore, we have the following result:
Theorem 29. On a Kenmotsu statistical manifold (B, ∇ = ∇ g +K, g, ϕ, ξ), (g, ξ, λ) with constant ϕ-sectional curvature, satisfying Ric.R(ξ, E 1 ) = 0, the almost η-Ricci soliton defined by (42), for ω = −( Writing explicitly the Lie derivative L ξ g we get
and form (52) we obtain
) be a (2s + 1)-dimensional Kenmotsu statistical manifold and (g, ξ, λ, ω) be a η-Ricci soliton in B. From Proposition (9) and equation (54) we obtain
for any E 1 , F 1 ∈ χ(B). Consider {e i } 1≤i≤2s+1 an orthonormal frame field and ξ = 2s+1 i=1 ξ i e i . We have 2s+1 i=1 (ξ i ) 2 = 1 and η(e i ) = ξ i . Multiplying (55) by ε ii and summing over i for E 1 = F 1 = e i , we get (56) (2s + 1)λ + ω = −(2s
Writing (55) for E 1 = F 1 = ξ , we obtain
Therefore,
Using (58) we can state the following results: In this section, we are going to study the case of η-Ricci soliton on Kenmostu statistical manifolds in which the potential vector filed ξ is torqued vector filed τ [4] .
Definition 32. The vector filed ξ which is nowhere zero vector filed, is called the torqued vector filed τ if it is satisfies [4] (61)
where the function ϕ is called torqued function and 1-form γ is called the torqued of τ [4] .
From the definition of Lie-derivative and in the view of equation (3) we have (62) (L τ g)(E 1 , F 1 ) = g(∇ E 1 τ, F 1 ) + (E 1 , ∇ * F 1 τ ) = γ(E 1 )g(τ, F 1 ) + γ(F 1 )g(τ, E)
for E 1 and F 1 being tangent to B.
In view of (3) and (62), we get (63) Ric(E 1 , F 1 ) = −λg(E 1 ,
Here we denotes that the dual 1-form of τ by η. Hence the manifold B is form the generalized quasi-Einstein manifold such that [3] (64) Ric(E 1 , F 1 ) = ag(E 1 , F 1 ) + bA(E 1 )A (F 1 ) + c[A(E 1 )B(F 1 ) + A(F 1 )B(E 1 )] .
where a = −λ , b = −ω and c = − , respectively.
