Sub-diffusion in External Potential: Anomalous hiding behind Normal by Fedotov, Sergei & Korabel, Nickolay
ar
X
iv
:1
40
8.
43
72
v1
  [
co
nd
-m
at.
sta
t-m
ec
h]
  1
9 A
ug
 20
14
Sub-diffusion in External Potential: Anomalous hiding behind Normal
Sergei Fedotov, Nickolay Korabel
School of Mathematics, The University of Manchester, Manchester M13 9PL, UK
We propose a model of sub-diffusion in which an external force is acting on a particle at all times
not only at the moment of jump. The implication of this assumption is the dependence of the random
trapping time on the force with the dramatic change of particles behavior compared to the standard
continuous time random walk model. Constant force leads to the transition from non-ergodic sub-
diffusion to seemingly ergodic diffusive behavior. However, we show it remains anomalous in a sense
that the diffusion coefficient depends on the force and the anomalous exponent. For the quadratic
potential we find that the anomalous exponent defines not only the speed of convergence but also
the stationary distribution which is different from standard Boltzmann equilibrium.
PACS numbers: 02.50.-r, 05.40.Fb, 05.10.Gg, 45.10.Hj
Recently it has become clear that anomalous diffusion
measured by a non-linear growth of the ensemble av-
eraged mean squared displacement
〈
x2
〉
∼ tµ with the
anomalous exponent µ 6= 1 is as widespread and impor-
tant as normal diffusion with µ = 1 [1]. Sub-diffusion
with µ < 1 was observed in many physical and biological
systems such as porous media [2], glass-forming systems
[3], motion of single viruses in the cell [4], cell membranes
[5, 6], and inside living cells [7–9]. Many examples of sub-
diffusive processes in biological systems can be found in
recent reviews [10, 11]. Nowadays new tools are avail-
able including super-resolution light optical microscopy
techniques to deal with biological in vivo data which al-
lows to monitor a large number of trajectories at the
single-molecule level and at nanometer resolution [12–
14]. Using these techniques it is possible to discriminate
between anomalous ergodic processes where the ensem-
ble and time averages coincide and non-ergodic processes
where ensemble and time averages have different behav-
ior [15–17]. Two important observations have been made
about anomalous transport in living cells: (1) anomalous
transport is usually a transient phenomenon before tran-
sition to normal diffusion or saturation due to confined
space [18–20] (2) ergodic and non-ergodic processes may
coexist as it was observed in plasma membrane [21].
Several models are proposed to describe ergodic and
non-ergodic anomalous processes such as non-ergodic
continuous time random walk (CTRW) with power-law
tail waiting times, ergodic anomalous process generated
by fractal structures, fractional Brownian-Langevin mo-
tion characterized by long correlations and time depen-
dent diffusion coefficient [1, 22, 23]. The standard CTRW
model for sub-diffusion of a particle in an external field
F (x) randomly moving along discrete one-dimensional
lattice can be described by the generalized master equa-
tion for the probability density p(x, t) to find the particle
at position x at time t
∂p
∂t
= −i(x, t)+w+(x−a)i(x−a, t)+w−(x+a)i(x+a, t),
(1)
where a is the lattice spacing and i(x, t) is the total escape
rate from x
i(x, t) =
1
Γ(1 − µ)τµ0
D1−µt p(x, t). (2)
Here τ0 is a constant timescale and D
1−µ
t is the Riemann-
Liouville fractional derivative defined by
D1−µt p(x, t) =
1
Γ(µ)
∂
∂t
∫ t
0
p(x, τ)
(t− τ)1−µ
dτ. (3)
The probabilities of jumping to the right w+(x) and to
the left w−(x) are
w+(x) =
1
2
+ βaF (x), w−(x) =
1
2
− βaF (x). (4)
Series expansion of Eq. (1) together with Eq. (2) and
Eq. (4) leads to the fractional Fokker-Planck equation
(FFPE) [24, 25]
∂p
∂t
= Dµ
[
∂2
∂x2
− β
∂
∂x
F (x)
]
D1−µt p, (5)
where the generalized diffusion Dµ = a
2/(2 Γ(1− µ)τµ0 ).
The stationary solution of Eq. (5) is the Boltzmann dis-
tribution. There exist a huge literature on this equation
[24, 25] and its generalization for time dependent forces
[26–32].
One of the main assumptions in this literature, which
is not always clearly stated is that, as long as a random
walker is trapped at a particular point x, the external
force F (x) does not influence the particle. It is clear from
Eq. (2) that the escape rate i(x, t) does not depend on the
external force F (x). The force only acts at the moment
of escape inducing a bias. The question is how to take
into account the dependence of the escape rate on F (x)?
To the author’s knowledge this is still an open question.
One of the main aims of this Letter is to propose a model
which deals with this problem. We find that the depen-
dence of escape rate on force drastically changes the form
of the master equation (1) and FFPE (5). We observe
transient anomalous diffusion and transition from non-
ergodic to normal ergodic behavior. However, we show
2that this seemingly normal process could be still anoma-
lous masked by normal behavior. Our findings suggest
that a closer inspection of experimental results could be
necessary in order to discriminate between normal and
anomalous processes.
Model.— We consider a random particle moving on a
one dimensional lattice under assumption that an exter-
nal force acts on a particle at all times not only at the
moment of jump as in Eq. (1). The implication of this as-
sumption is the dependence of the random trapping time
on the external force (not just jumping probabilities as in
(4)). Some discussion of situation when the external force
influence the rates and jumps can be found in [26]. The
main physical idea behind our model is that there exists
two independent mechanism of escaping from the point
x with two different random residence times. The first
mechanism is due to external force with the escape rate
proportional to F (x). The second one is the sub-diffusive
mechanism involving the rate inversely proportional to
the residence time. The latter generates the power law
waiting time distribution with the infinite first moment.
Regarding the first mechanism, we define the jump pro-
cess from the point x as follows. We assume that the rate
of jump to the right T+x from x to x+ a is νaF (x) when
F (x) ≥ 0 and the rate of jump to the left T−x from x to
x− a is −νaF (x) when F (x) ≤ 0. For this jump model
the random waiting time TF at the point x is defined by
the exponential survival probability ΨF (x, τ) involving
the external force F (x)
ΨF (x, τ) = Pr {TF > τ} = exp (−νa|F (x)|τ) . (6)
where ν is the intensity of jumps due to force field. For
example, one can think of the escape rate T+x that is de-
fined in terms of the potential field U(x) that is T+x =
−ν [U(x+ a)− U (x)] > 0, there F (x) = −U ′(x) + o(a2)
for U ′(x) ≤ 0. The second mechanism involves the sub-
diffusive random walk with the escape rate λ(x, τ) from
the point x, which is inversely proportional to the resi-
dence time τ. In this case the random waiting time Tλ at
the point x is defined by the survival probability
Ψλ(x, τ) = Pr {Tλ > τ} = exp
(
−
∫ τ
0
λ(x, s)ds
)
. (7)
The question now is how to implement the jumping pro-
cess due to external force into the sub-diffusive random
walk scheme? When the random walker makes a jump to
the point x, it spends some random time (residence time)
before making another jump to x+a or x−a. Let us de-
note this residence time Tx. The key point of our model
is that we define this residence time as the minimum of
two: Tλ and TF
Tx = min (Tλ, TF ) . (8)
For the anomalous sub-diffusive case this model could
lead to the drastic change in the form of the fractional
master equation. The main reason for this is that the ex-
ternal force F (x) plays the role of tempering factor pre-
venting the random walker to be anomalously trapped
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FIG. 1: Variance σ(t) of ensemble calculated with µ = 0.3
and p(x, 0) = δ(x). In all simulations we use ν = 1. For
F = 0 (lowest curve) the variance grows as Dµt
µ (dashed-
dotted line) in the limit t → ∞. Constant force F = 0.0001,
F = 0.001 and F = 0.01 (curves from bottom to top on the
RHS of the figure) leads to the transition from sub-diffusive
behavior for short times to normal diffusion in the long time
limit, σ → 2DF t (dashed lines), with DF given by Eq. (13).
Intermediate asymptotic of the variance is fitted by the power
law (dashed-dotted lines, see the text). The inset shows tran-
sition of densities from sub-diffusive form for short times to
the Gaussian shape for long times caused by the constant
force F = 0.0001. Densities were calculated at t = 103, 104,
5 · 104 and 105.
at point x. Because of the independence of two mech-
anisms, in our model the rate of jump T+x to the right
from x to x+ a and the rate of jump T−x to the left from
x to x− a can be written as the sum
T
+
x =
{
ω+(x)λ(x, τ) + νaF (x), F (x) ≥ 0,
ω−(x)λ(x, τ), F (x) < 0
(9)
and
T
−
x =
{
ω+(x)λ(x, τ), F (x) ≥ 0,
ω−(x)λ(x, τ) − νaF (x), F (x) < 0.
(10)
Although it is straightforward to consider general ω+(x),
ω−(x), for simplicity in what follows we consider ω+(x) =
ω−(x) = 1/2. In our model the asymmetry of random
walk occur only from the force dependent rate. Let us
explain the main idea of Eqs. (9) and (10). The external
force F (x) ≥ 0 increases the sub-diffusive rate of jumps to
the right λ(x, τ)/2 and does not change the sub-diffusive
rate of jumps to the left. The essential property of Eqs.
(9) and (10) is that the rate λ(x, τ) depends on the resi-
dence time variable τ . This dependence makes any model
involving the probability density p(x, t) non-Markovian.
For the Markov case with F (x) = 0, λ−1(x) has a mean-
ing of the mean residence time at the point x. When the
parameter ν = 0 and the rates are T+x = w
+(x)λ(x, τ),
T
−
x = w
−(x)λ(x, τ), we obtain the standard fractional
3Fokker-Planck equation (5). Notice that Eq. (8) is con-
sistent with the expression for the effective escape rate
T
+
x +T
−
x as a sum of two rates λ(x, τ)+νa|F (x)|. Similar
situation has been considered in [40].
After incorporation of the force dependent escape rates
we can obtain generalized master equation (see Supple-
mentary Materials for the derivation). By expanding the
RHS of the master equation to the second order in jump
size a, we get a fractional diffusion equation
∂p
∂t
=
∂2
∂x2
[
Dµe
−νa|F (x)|tD1−µt
[
p(x, t)eνa|F (x)|t
]]
−
(11)
−a2ν
∂
∂x
[F (x)p(x, t)] .
This equation is fundamentally different from the clas-
sical FFPE (5) because it involves the external force in
both terms on the right hand side. One can see that the
force F (x) not only determines the advection term as
in Eq. (5), but also plays the role of tempering parame-
ter through the factor eνa|F (x)|t. Similar factor occurs in
sub-diffusive equation with the death or evanescent pro-
cess [34, 35]. However, here we consider the system with
constant total number of particle.
The stationary solution pst(x) of Eq. (11) obeys the
standard equation
− a2νF (x)pst(x) +
d
dx
[DF (x)pst(x)] = 0. (12)
(see a supplement material for details). Interesting prop-
erty of this equation is that the effective diffusion con-
stant DF (x) depends on the external force and anoma-
lous exponent
DF (x) = Dµ (νa|F (x)|)
1−µ
. (13)
This fact implies that the Boltzmann distribution is no
longer stationary solution of (12). For the quadratic po-
tential U(x) = κx2/2 with F (x) = kx, we find that for
large x the stationary density pst(x) has the form
pst(x) ∼ exp(−A|x|
1+µ), (14)
where A > 0 is a constant. One can see that the form of
stationary density is determined by the anomalous expo-
nent µ. In this case the particles spread further compared
to the Boltzmann case. The reason is the dependence
of the effective diffusion constant DF (x) on force F (x).
Note that for the sub-diffusive fractional Fokker-Planck
equation (5) the anomalous exponent only determines the
slow power law relaxation rate, while the stationary den-
sity converges to Boltzmann equilibrium which does not
depend on µ.
Numerical simulations.— We consider two particular
cases: (1) constant force F corresponding to the lin-
ear potential and (2) the quadratic potential U(x) =
κx2/2 both in the infinite domain. We concentrate on
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FIG. 2: Time averaged variance σT (∆, T ) calculated for 30
individual trajectories of the length t = 104 (each curve corre-
sponds to a single trajectory) with µ = 0.7. The minor scatter
between trajectories reflects the ergodic behavior under the
action of constant external force (main figure). Contrast this
with the behavior of the time averaged variance in quadratic
potential (the inset). The scatter between individual trajecto-
ries indicates that the system is non-ergodic in this case. The
red (bold solid) lines represent average over 30 trajectories.
the behavior of the density function p(x, t), the mean
〈x(t)〉 and the variance σ(t) =
〈
x2
〉
− 〈x〉
2
calculated
using an ensemble of trajectories from the initial dis-
tribution p(x, 0) = δ(x). We also calculate the time
averaged variance of a single trajectory of length T ,
σT (∆, T ) = δ
2(∆, T ) − (δ(∆, T ))2, where δn(∆, T ) =∫ T−∆
0
(x(t+∆)− x(t))ndt/(T −∆), n = 1, 2. This quan-
tity become a standard tool to assess ergodic properties of
a system been equivalent to its ensemble averaged coun-
terpart only for ergodic case.
When the external force F is constant, we observe the
transition from sub-diffusion at short times to seemingly
normal diffusion at long times. The density function
changes from the distinct sub-diffusive shape for short
times to the Gaussian shape propagator at longer times
(see the inset of figure 1). The average position of the
ensemble behaves as 〈x(t)〉 = Ft. The ensemble aver-
aged variance σ(t) grows as a power law for short times,
σ(t) ∼ tη, and transition to a normal diffusive linear
growth σ(t) ∼ 2DF t for longer times. However, in this
case the diffusion coefficient DF depends on the force F
and anomalous exponent µ. We conclude that although
the variance σ(t) is linearly proportional to time, this
dependence reveals the anomalous nature of the process
even in the limit t→∞. Numerical calculations confirms
the analytical result for the diffusion coefficient Eq. (13)
(see figure 1). Second observation is that the power law
behavior at short times involves the exponent η(F ) > µ
which depends on force F . For µ = 0.3 they are es-
timated to be η ≈ 0.39 for F = 0.0001, η ≈ 0.47 for
F = 0.001 and η ≈ 0.6 for F = 0.01. This can be inter-
preted as an enhancement of sub-diffusion coursed by the
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FIG. 3: Density p(x, t) in the quadratic potential U(x) = kx2,
k = 0.001 calculated with the anomalous exponent µ = 0.5
at time t = 105 and t = 106. Two densities overlap in-
dicating convergence to stationary solution pst. Clearly pst
is non-Boltzmann and is well described (accept for the cen-
tral part) by the long-wave asymptotic Eq. (12) shown by
the dashed line. To distinguish the form of the station-
ary solution exp(−A|x|1+µ), we show the Boltzmann equilib-
rium exp(−Bx2) and the function exp(−C|x|) (dashed-dotted
curves) to guide the eye (A,B,C are positive constants). Note
that the central part of pst has distinct cusp at x = 0 where
the force vanishes.
constant force. Such enhancement should be taken into
account in the analysis of biological experiments where
sub-diffusion usually appears as transient before the tran-
sition to the normal diffusion [10]. For the large value of
F the exponent η tends to one while in the small force
limit η → µ. The time averaged variance calculated for
constant force grows linearly σT (∆, T ) ∼ ∆ and shows
minor scatter between single trajectories (figure 2). Af-
ter averaging over different trajectories, it grows with the
coefficient 2DF which is equal to the ensemble average
value. This shows that the non-ergodic sub-diffusive sys-
tem becomes an ergodic one.
Now we consider the quadratic potential U(x) =
κx2/2. The system becomes again non-ergodic despite
the tempering affect of the force. To confirm this we
calculate the time averaged variance (inset of figure 2).
As expected it shows large fluctuations among different
trajectories typical for non-ergodic systems. Note that
even with this typical behavior, it can be easily distin-
guished in experiments since in our case the mean of the
time averaged variance converges to a constant, while for
standard CTRW in a bounded region it grows as a power
of the anomalous exponent, 〈σT (∆)〉 ∼ ∆
1−µ. Regard-
ing the shape of the stationary density, numerical simu-
lations are in good agreement with analytical results Eq.
(14) (see figure 3).
Summary.— In this Letter we have presented a model
of anomalous sub-diffusive transport in which the force
acts on the particle at all times not only at the moment
of jump. This leads to the dependence of jumping rate
on the force with the dramatic change of particles be-
havior compared to the standard CTRW model. We
have derived a new type of fractional diffusion equation
which is fundamentally different from the classical frac-
tional Fokker-Planck equation. In our model the force
F (x) not only appears in the drift term as in Eq. (5),
but also determines the structure of the diffusion term
controlling the spread of particles. The constant exter-
nal force leads to the natural tempering of the broad
waiting time distribution and, as a result, to the tran-
sition to a seemingly normal diffusion (linear growth of
the mean squared displacement) and equivalence of the
time and ensemble averages. However, this may lead to
a wrong conclusion in analyzes of experimental results
on transient sub-diffusion [10] that the process is normal
for large times. We have found that contrary to normal
diffusion process in the external force field, the diffusion
coefficient depends on the force and anomalous exponent.
This fact implies that the Boltzmann distribution is no
longer stationary solution. External perturbations and
noise fluctuations are not separable which reflects the
non-Markovian nature of the process even for large times.
Our results would be possible to test in experiments,
for example, by considering a bead which is moving sub-
diffusively in an actin network. The motion of such a
beat can be described by a random walk type of dy-
namics [37]. Force-measurements could be realized by
using optical trap and tweezers which are the nano-tools
capable of performing such measurements on individual
molecules and organelles within the living cell [14]. When
the force is constant the dependence of the measures dif-
fusion coefficient on the strength of the force would reveal
the predicted power law behavior F 1−µ. For quadratic
potential it could be possible to retrieve the form of the
stationary profile (14) with the slow decay compared to
Boltzmann distribution for large x.
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SUPPLEMENTARY MATERIALS
To derive Eq. (11) we use the structured probability
density function ξ(x, t, τ) with the residence time τ as
auxiliary variable. This density gives the probability that
the particle position X(t) at time t is at the point x and
its random residence time Tx at point x is in the inter-
val (τ, τ + dτ). The density ξ(x, t, τ) obeys the balance
equation
∂ξ
∂t
+
∂ξ
∂τ
= −
(
T
+
x (x, τ) + T
−
x (x, τ)
)
ξ. (15)
We consider only the case when the residence time of
random walker at t = 0 is equal to zero, so the initial
condition is
ξ(x, 0, τ) = p0(x)δ(τ), (16)
where p0(x) is the initial density. The boundary condi-
tion in terms of residence time variable (τ = 0) can be
written as [38]
ξ(x, t, 0) =
∫ t
0
T
+
x (x − a, τ)ξ(x − a, t, τ)dτ +∫ t
0
T
−
x (x+ a, τ)ξ(x + a, t, τ)dτ. (17)
We solve (15) by the method of characteristics for τ < t
ξ(x, t, τ) = j (x, t− τ) Ψλ(x, τ)e
−Φ(x)τ , τ < t, (18)
where
Φ(x) = νa|F (x)|. (19)
The solution Eq. (18) is written in terms of the integral
arrival rate j(x, t) = ξ(x, t, 0) and in terms of the survival
function Eq. (7)
Ψλ(x, τ) = e
−
∫
τ
0
λ(x,s)ds. (20)
Our purpose now is to derive the master equation for the
probability density
p(x, t) =
∫ t+
0
ξ(x, t, τ)dτ. (21)
Let us introduce the integral escape rate to the right
i+(x, t) and the integral escape rate to the left i−(x, t) as
i±(x, t) =
∫ t+
0
ω±(x)λ(x, τ)ξ(x, t, τ)dτ. (22)
Note that the integration with respect to the residence
time τ in (21) and (22) involves the upper limit τ = t,
where we have a singularity due to the initial condition
(16). Then the boundary conditions (17) can be written
in a simple form:
j(x, t) = i+(x− a, t) + i−(x+ a, t)
+
{
νaF (x − a)p(x− a, t), F ≥ 0,
−νaF (x+ a)p(x+ a, t), F < 0.
(23)
6It follows from (16), (18) and (22) that
i±(x, t) =
∫ t
0
ψ±(x, τ)j(x, t − τ)e−Φ(x)τdτ
+ψ±(x, t)p0(x)e
−Φ(x)t, (24)
where ψ+(x, τ) = ω+(x)λ(x, τ)Ψλ(x, τ) and ψ
−(x, τ) =
ω−(x)λ(x, τ)Ψλ(x, τ). Substitution of (16) and (18) to
(21), gives
p(x, t) =
∫ t
0
Ψλ(x, τ)j(x, t − τ)e
−Φ(x)τdτ
+Ψλ(x, t)p0(x)e
−Φ(x)t. (25)
The balance equation for probability density p(x, t) can
be written as
∂p
∂t
= −i+(x, t)− i−(x, t) + j(x, t) − Φ(x)p(x, t). (26)
Let us find a closed equation for p(x, t) by expressing
integral rates i±(x, t) and j(x, t) in terms of the den-
sity p(x, t). We apply the Laplace transform fˆ(s) =∫∞
0 f(τ)e
−sτdτ to (24), and (25), and obtain
iˆ±(x, s) =
ψˆ±(x, s+Φ(x))
Ψˆ(x, s+Φ(x))
pˆ(x, s), (27)
which after the inversion of the Laplace transform and
using the shift theorem gives
i±(x, t) =
∫ t
0
K±(x, t− τ)e−Φ(x)(t−τ)p(x, τ)dτ. (28)
The memory kernels K+(x, t) and K−(x, t) are defined
by Laplace transforms
Kˆ± (x, s) = ψˆ±(x, s)/Ψˆλ (x, s) . (29)
Now we consider the sub-diffusive case where λ(τ) is in-
versely proportional to the residence time τ :
λ(τ) = µ/(τ0 + τ), 0 < µ < 1. (30)
For simplicity we consider
ω− = ω+ = 1/2. (31)
It is straightforward to generalize to non-homogeneous
systems by considering space dependent λ(x) and space
dependent anomalous exponent µ(x), this case we con-
sider elsewhere [39, 40]. From Eqs. (7) and (30) it follows
that the survival function has a power-law dependence
Ψλ(τ) = τ
µ
0 (τ0 + τ)
−µ
. (32)
The waiting time density functions ψ±(τ) are
ψ+(τ) = ψ−(τ) = µτµ0 (τ0 + τ)
−1−µ/2. (33)
Using the Tauberian theorem their Laplace transforms
are ψˆ± (s) ≃ (1−gsµ)/2 as s→ 0, where g = Γ(1−µ)τµ0 .
From (29) we obtain the Laplace transforms
Kˆ+(s) = Kˆ−(s) ≃ s1−µ/(2g), s→ 0. (34)
Therefore, the integral escape rates to the right i+ and
to the left i− in the sub-diffusive case are
i+(x, t) = i−(x, t) = e−Φ(x)tD1−µt
[
p(x, t)eΦ(x)t
]
/(2g).
(35)
By introducing the total integral escape rate
i(x, t) = i+(x, t) + i−(x, t), (36)
and expanding the right-hand side of Eq. (26) to second
order in jump size a we obtain the following fractional
equation
∂p
∂t
= −a2ν
∂
∂x
[F (x)p(x, t)] +
a2
2
∂2i
∂x2
, (37)
which using Eq. (35) leads to the main equation of the
paper Eq. (11).
Now we derive the equation for the stationary solution
Eq. (12). Writing the escape rate i(x, t) in Laplace form
iˆ(x, s) =
(s+Φ(x))1−µ
g
pˆ(x, s) (38)
and taking the limit s → 0 corresponding to t → ∞, we
obtain the stationary escape rate
ist(x) =
Φ(x)1−µ
g
pst(x). (39)
where the stationary density is defined in a standard way
pst(x) = lims→0 spˆ(x, s). Taking the time derivative in
Eq. (37) to zero and substituting Eq. (39) we obtain the
stationary advection-diffusion equation
− a2ν
d
dx
[F (x)pst(x)] +
d2
dx2
[DF (x)pst(x)] = 0. (40)
Integrating Eq. (40) and taking into account that the flux
of the particles is zero we obtain Eq. (12).
