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Community detection or clustering is crucial for understanding the structure of complex systems.
In some networks, nodes are allowed to be linked by either ’positive’ or ’negative’ edges. Such net-
works are called signed networks. Discovering communities in signed networks is more challenging.
Inspired by the structural balance theory, in this article, we innovatively propose a non-backtracking
operator for signed networks. Besides, we theoretically derive a detectability threshold and prove
the feasibility of the non-backtracking operator in community detection. Simulation results demon-
strate that the non-backtracking matrix-based approach significantly outperforms the adjacency
matrix-based algorithm, and shows great potential to detect communities with or without overlap.
I. INTRODUCTION
Communities, also known as clusters or modules, are
groups of nodes that may share common attributes or
have similar properties in the graph. Community detec-
tion divides similar nodes or nodes with a large number
of (positive, large weighted) connections into a group,
providing people with a possible way to control the net-
work. Since nodes with a large number of (positive) con-
nected edges often have similar properties, in terms of
graphs, community detection is also a process of finding
cut edges. If a few edges are removed, the network can be
divided into several parts, i.e. several connected compo-
nents that are not connected with each other, then the
division of these parts is on certain level equivalent to
community partition.
Community detection is widely applied in biology,
computer science, engineering, economics, political sci-
ence, sociology and other fields[1]. For example, protein-
protein interaction networks are a research hotspot in
biology and bioinformatics[2]. The interaction between
proteins is the basis of every process in the cell. Each
interaction is observed by experiments and marked as a
connection. Proteins with the same or similar functions
are divided into one module. We expect them to partic-
ipate in the same process. At this time, the community
structure is associated with most of the immunohisto-
chemistry as well as tumor and metastasis. The above is a
classical application which abstracts the actual situation
as an unsigned network. At the same time, social network
is also a typical network with community structure. In
general research, connection is regarded as positive, such
as fans, likes and forwarding. However, there are often
a lot of negative connections in social networks. Some
websites, such as epinions.com and slashdot.com, al-
low users to identify friends and enemies[3]. The signed
network introduced in this paper is a representation of
this situation, such as the opposite opinions on the same
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topic[3], and the blackout and reporting among users.
Tracking back to the 1940s, Heider introduced the
concept of signed networks and the well-known struc-
tural balance theory, which states that ’the friends of my
friends, as well as the enemies of my enemies, are my
friends’, see in Fig. 1[4]. As one of the most popular the-
ories in social science, structural balance theory has been
addressed increasing attention recently. One of the top-
ics is to design algorithms for computing the structural
balance of large-scale datasets[5–7]. Another question is
studying the impact of structural balance on some con-
crete applications, such as recommender systems[8], dy-
namic process[9], and so forth.
FIG. 1. Triangles in signed netowrks. T1 and T2 are
balanced and relatively stable. T3 and T4 are unbalanced and
hence liable to break apart.
In social networks, user communities provide better
services for websites, such as user recommendation of
friends, etc. Clustering of web pages can be used to rank
web pages and provide more relevant search results[1].
Furthermore, the application of community detection in
social media can better explain the observed phenomena
and provide benchmarks for social mechanism[10].
In general, we can classify the existing methods of com-
munity detection into the following classes: (1) tradi-
tional algorithms, such as graph partitioning[11], hier-
archical clustering[12], partition clustering[13], spectral
clustering[14]; (2) modular-based methods[15]; (3) dy-
namic algorithms[16, 17]; (4) methods based on statis-
tical inference[18], to name a few. In this paper, spec-
trum method is used to detect the community structure:
2in the unsigned network, adjacency matrix[19], Lapla-
cian matrix[20], non-backtracking matrix[21] and other
structure-related matrices are employed in solving this
problem; in the signed network, adjacency matrix has
been used in community detection[22].
In this work, we will take full advantage of the struc-
tural balance theory to propose the non-backtracking ma-
trix based algorithm for community detection in signed
networks.
Firstly, we establish a framework to detect communi-
ties in signed networks employing stochastic block mod-
els. We develop a formulation of non-backtracking matrix
in signed networks and provided spectrum analysis of the
proposed non-backtracking matrix with special focus on
community-correlated properties (Sec. II). At the same
time, we derive a theoretical detection threshold µc >
√
c
(where µc is the community-correlated eigenvalue and c
is the average degree of the network). We theoretically
prove the feasibility of non-backtracking matrix in com-
munity detection above the detectability threshold (Sec.
III). Also, we carry out numerical simulation, and prove
the effectiveness of the proposed spectrum method from
the numerical aspect, and compare it with the spectrum
method using the adjacency matrix (Sec. IV). Mean-
while, from another point of view, that is, belief propaga-
tion, we also derive the non-backtracking matrix defined
in Section II C, which complements the rationality of this
definition. In addition, in Section III B, we extend our
algorithm to the stochastic block model with more than
two communities, and conclude in Section V.
II. NON-BACKTRACKING OPERATOR IN
SIGNED NETWORKS
A. Stochastic block model
Signed networks consist of interacting individuals with
both positive and negative relationships. Each individual
in the network corresponds to a node in the graph. The
connection between each pair of individuals is regarded
as the edge between the corresponding node pair. The
positive and negative relationship is transformed into the
positive and negative of the edge. For simplicity, the
weight of the edge is defined as 1 and −1, respectively.
First, we define the simplest stochastic block
model[21–23]. Given an undirected network with N
nodes(suppose N is even), we divide the node set into
two groups, A and B, each group has N/2 nodes. Nodes
in group A are indexed from 1 to N/2 and those in group
B are from N/2 + 1 to N .
A signed network can be represented by a signed ad-
jacency matrix A in which the entries take on values of
{1,−1, 0} with 0 signifying the absence of an edge, and
±1 denoting the positive and negative relationship. The
adjacency matrix is symmetric as the network is undi-
rected. For any pair of nodes (i, j), here are some param-
eters. The probability that an edge will form between any
given in-group(out-group) node pair is din(dout). The ex-
pected edge density for the total network is d = din+dout.
Given the presence of an edge between in-group mem-
bers, the conditional probability that it is positive is de-
noted as p+in. Analogously, p
+
out, p
−
in and p
−
out denote the
conditional probability of a positive edge between out-
group members, a negative edge between in-group mem-
bers, and a negative edge between out-group members,
respectively. Thus, the conditional probabilities satisfy
p+in + p
−
in = 1 and p
+
out + p
−
out = 1.
B. Definition of Non-backtracking matrix
One of the main contributions is to define non-
backtracking operator in signed networks which shows
great potential to detect communities in signed networks.
Though non-backtracking matrix is well defined on un-
signed networks, which is presented for completeness, a
proper definition of non-backtracking matrix is far from
trivial as shown in following sections.
Prior to the formal definition of non-backtracking ma-
trix in signed networks, we present first the defintion
in unsigned networks. The non-backtracking matrix
B˜2m×2m (m is the number of edges of the graph) is de-
fined on the directed edge of an unsigned graph,
B˜(u→v),(w→x) =
{
1 ifv = w and u 6= x,
0 otherwise.
(1)
When there are two communities, most of the eigen-
values are within
√
c (note that many eigenvalues are
imaginary numbers). When the second largest eigen-
value (real number) of B appears outside
√
c, its cor-
responding eigenvector can be used to partition the com-
munity structure(for each vertex, summing over all in-
coming edges, the symbol represents the community).
Therefore, it provides an effective method of community
detection. It is proved that the algorithm based on non-
backtracking matrix is more effective than the algorithm
based on adjacency matrix in the sparse case.
Given the number of communities ”q”, the detectable
threshold is
|cin − cout| > q
√
c (2)
Once the threshold is exceeded, the community struc-
ture is difficult (or impossible) to detect.
We formally define the non-backtracking matrix, de-
noted as B, on signed networks as follows,
B(u→v),(w→x) =

1 if v = w, u 6= x and
sign(u→ v) = sign(w → x)
−1 if v = w, u 6= x and
sign(u→ v) 6= sign(w → x)
0 otherwise.
(3)
3where sign (u→ v) denotes the sign of a directed edge
u → v which takes value of either 1 or −1. The signifi-
cance of the defined non-backtrackingmatrixB is that in-
formation can be transferred in a positive direction on the
edge of two identical signs and in a reverse direction on
the edge of two different signs, which accurately encodes
the theory of structural balance (a triple with either one
or three negative signs is unstable). Non-backtracking
matrix could possibly be defined in a more general way
which will be explained, as well as the difference with the
above definition, is explained in the Appendix.
C. Alternative definition of Non-backtracking
Matrix based on Linearized Belief Propagation
Belief propagation (BP) is a kind of acyclic message
passing algorithm, which calculates the exact marginal
distribution of each vertex in the network. Although BP
is designed to work correctly on trees, it is usually applied
to general graphs that may contain loops[21, 24, 25].
This algorithm starts from the appropriate initial as-
signment and performs iteration for some ”messages”.
Specifically, for each (undirected) edge (v, w) in a graph
G = {V,E}, the message ηav→w indicates the conditional
probability that v belongs to community a when w does
not, and the message ηaw→v indicates the probability that
w belongs to community a when v does not. Usually
ηav→w 6= ηaw→v. As you can see, although the original
graph is undirected, these messages are passed on the di-
rected edge, with each message between 0 and 1. Based
on information transfer, it can be calculated iteratively.
Generally speaking, BP algorithm has a good consis-
tency with the actual group allocation because it approx-
imates the Bayesian optimal reasoning of block model.
The application of BP algorithm to spectral clustering
is also a research direction[26, 27]. For general unsigned
networks, some researches linearize information near triv-
ial fixed points[23, 25]. Based on the simplification of the
iterative process of the linearization equation, we can also
obtain non-backtracking matrix for signed networks.
In this paper, we prove that in signed networks, B also
appears in the linearization equation derived from the
updating equation of BP algorithm. Due to the appear-
ance of the edge sign, we can reasonably generalize the
existing BP updating equation into the following form,
η+v→w
η−v→w
:= e−h
∏
u∈N(v),sign(u→v)=sign(v→w) (η
+
u→vcin + η
−
u→vcout)∏
u∈N(v),sign(u→v)=sign(v→w)
(
η+u→vcout + η
−
u→vcin
)
×
∏
u∈N(v),sign(u→v) 6=sign(v→w) ((1− η+u→v) cin + (1− η−u→v) cout)∏
u∈N(v),sign(u→v) 6=sign(v→w)
((
1− η+u→v
)
cout +
(
1− η−u→v
)
cin
) , (4)
where η±v→w represents the probability that v belongs
to a community when u does not belong to the net-
work, ± represents two communities respectively. Note
that e−h indicates the information passed in from non-
edges(points not adjacent to v), where h = (cin −
cout)(n
BP
+ −nBP− ), and nBP± refers to the ratio of the cur-
rent number of points in two communities to the total
number of nodes estimated according to BP algorithm.
It should be noted that when u → v and v → w
have different signs, the information passed in v → w
is not η±u→v, but the (1− η±u→v), so as to correspond to
the definition of non-backtracking matrix. Similarly, the
trivial fixed point of the above updated equation is still
ηv→w = 1/2, that is, the probability that each vertex is
divided into two communities is equal.
Next, we consider the information update equation
near the trivial fixed point. Writing η±u→v = 1/2± δu→v,
and linearize around this fixed point. We get a similar
updating rule of δ with the case of that in unsigned net-
works,
δ :=
(cin − cout)
(cin + cout)
BT δ. (5)
That is, B can also be obtained by BP algorithm.
In other words, this paper defines the non-backtracking
matrix from two different perspectives, deduces its role in
community detection by theory, and proves its feasibility
in basic stochastic block model by data simulation as
well.
III. COMMUNITY DETECTION
A. Analytical community detection threshold and
detection vector
To demonstrate the applicability of the proposed non-
backtracking matrix in community detection, we derive
the community detection threshold and a detection vec-
tor for an arbitrary signed network. Generalized by the
conclusion in unsigned networks[21, 24, 26, 28], we define
gout and gin as the N -dimensional vectors,
goutu =
∑
v∈N (u)
gu→v · sign(u→ v), (6)
4ginu =
∑
v∈N (u)
gv→u · sign(v → u), (7)
where N (u) represents the neighbors of node u and vec-
tor g in 2m-dimension is a given vector. Different from
the unsigned network, we not only sum over incoming
and outgoing edges but also take the sign of edges into
consideration.
Applying B to g, we get a conclusion that
(Bg)outu =
∑
v∈N(u)
goutv − ginu , (8)
(Bg)inu = (du − 1)
∑
v∈N(u)
goutv , (9)
where du means the degree of node u (regardless of the
sign of edges).
By rewriting the above two equations in a matrix form,
we get that (
(Bg)in
(Bg)out
)
= B′
(
gin
gout
)
, (10)
B′ =
(
0 D − I
−I A˜
)
, (11)
where I is the identity matrix, D is the diagonal ma-
trix of vertex degrees, and A˜ is the adjacency matrix of
the underlying unsigned structure corresponding to the
signed network.
Suppose that Bg = µg, we have
µ
(
gin
gout
)
= B′ ·
(
gin
gout
)
. (12)
If gin and gout are nonzero, then
(
gin
gout
)
is an eigenvector
of B′ with the same eigenvalue µ. Hence,
µgout = A˜ · gout − gin = [A˜− µ−1(D − I)]gout. (13)
So µ is a root of the quadratic eigenvalue equation
det
∣∣∣µ2I − µA˜+ (D − I)∣∣∣ = 0. (14)
Compared with the original non-backtracking matrix
B, the complexity to calculate eigenvalues of B′ will be
greatly reduced. This equation is well known in the the-
ory of graph zeta functions in unsigned networks[28]. It
accounts for 2n of Bs eigenvalues, and the other 2m−2n
are ±1.
Actually, we directly and simply prove that the spec-
trum of B is the same as that of B˜, which regards the
network as an unsigned network. Because B can also be
-4 -3 -2 -1 0 1 2 3 4 5 6 7 8
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0
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FIG. 2. Spectrum of the non-backtracking matrix
B for a network generated by the stochastic block
model. N = 1000, din = 0.01, dout = 0.004, p
+
in
= p−
out
=
0.6. The red dot represents all the eigenvalues of the non-
backtracking matrix, and the bulk of the spectrum is conned
to the disk of radius
√
c.
derived by multiplying all the elements of some rows and
their symmetrical columns of B˜ by −1, that is,
det |λI −B| = (−1)2|ǫ−| · det
∣∣∣λI − B˜∣∣∣ = det ∣∣∣λI − B˜∣∣∣ ,
(15)
where |ǫ−| is the number of negative edges in the network.
Therefore, according to the previous conclusion, the
bulk of the spectrum of B are also conned to the disk
of radius
√
c in signed networks, as shown in Figure 2.
Note that c = d · n is the average degree of the network.
Similarly, we can define cin and cout respectively.
Further, we can get the first and second eigenvalues of
B, µ1 ≈ cµ2 ≈ µc = cin − cout
2
=
din − dout
2
n
. (16)
In the unsigned network, the second eigenvector of
the non-backtracking matrix is a community-correlated
eigenvector. If the second eigenvalue of B is separated
from the bulk of the spectrum, then the eigenvector corre-
sponding to the second eigenvalue can be used in the com-
munity detection (label vertices according to the sign of
the sum of all incoming edges at each vertex)[29]. Similar
conclusions in signed networks are verified in our work.
Now, we first attempt to construct a vector g which is
correlated with the communities and is an approximate
eigenvector with eigenvalue µc. We assume that c =
O(1), so the graph is locally tree-like. For any positive
integer r, and any directed edge (u, v), we define that,
g(r)u→v = µ
−r
c ·
∑
(w,x):d(u→v,w→x)=r
σx · σu→v, (17)
where σx = ±1 denotes xs community, σu→v = ±1 de-
notes the sign of edge(u, v), d(u→ v, w → x) denotes the
number of steps required to go from u → v to w → x in
the graph of directed edges, as shown in Figure 3.
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FIG. 3. An illustration for calculating d(u→ v, w→ x).
Going from edge x → y1 to edge z1 → w needs to transverse
two edges y1 → z1 and z1 → w. Thus, d(x→ y1, z1 → w) = 2.
Applying B to g(r), we have,
(Bg(r))u→v = µ
−r
c ·
∑
(w,x):d(u→v,w→x)=r+1
σx ·σu→v, (18)
which can be simplified as
(Bg(r))u→v = µc · g(r+1)u→v (19)
We may write g
(r)
u→v − g(r+1)u→v as
µ−rc · σu→v ·
∑
(w,x):d(u→v,w→x)=r
(σx − µ−1c
∑
y∈N(x)\w
σy).
(20)
Now, there are (in expectation) cr terms in this sum,
each of which, conditioned on the σxs, has an expected
value of zero and a constant variance. Hence,
E[(g(r)u→v − g(r+1)u→v )2] = O(crµ−2rc ). (21)
Summing over all the edges, we have,
E[(g(r) − g(r+1))2] = O(crµ−2rc |E|). (22)
Therefore, when the community-correlated eigenvalue
(the second eigenvalue) satisfies
µc >
√
c. (23)
When it is separated from the bulk spectrum, it can
be naturally considered that the error is small and ap-
proaches zero for large r.
And according to the conclusion in unsigned
networks[30, 31], it can be reasonably inferred that, un-
der the condition of the threshold and n→∞, for every
u→ v,
< g(r)u→v, σu · σu→v > 6= 0. (24)
Thus, we can draw a conclusion that∣∣∣Bg(r) − µcg(r)∣∣∣ = o(1). (25)
So g(r) is indeed an approximate eigenvector for B
with eigenvalue µc, which may be used to detect the
community structure of the signed networks. And (23)
is the detection threshold finally deduced in this paper,
which shows agreement with the threshold in unsigned
networks.
B. Beyond two communities
The above analysis is demonstrated on stochastic block
models with two communities (q = 2). In fact, accord-
ing to the above derivation process of this article, the
non-backtracking matrix is also well applied in the model
with community number greater than 2 (q > 2). Its de-
tectable threshold should be similar to the conclusion in
the unsigned network, that is, the community-correlated
eigenvalue satisfies (23), i.e. µc >
√
c.
In this case, the second eigenvalue is,
µ2 ≈ cin − cout
q
=
din − dout
q
n. (26)
In general, we can take the first k eigenvectors and use
k-means algorithm to determine the grouping of nodes.
Given the case that q = 3, N = 120, din = 0.6,
dout = 0.2, p
+
in = p
−
out = 0.6, apply k-means algorithm to
partition the network. In Figure 4, different colors repre-
sent different groups, and non-backtracking matrix and
adjacency matrix detection are used to obtain overlaps
of 1 and 0.86 respectively.
It can be seen that the algorithm based on non-
backtracking matrix still has a good application. How-
ever, it should be noted that when the number of commu-
nities is greater than two, the threshold value of detect-
ing network structure by using adjacency matrix is not
known yet, so we do not carry out a deeper comparative
evaluation.
IV. RESULTS
To evaluate the performance of the dened nonback-
tracking matrix in community detection, we carry out
extensive simulations on signed networks. The accuracy
of community detection is quantied by the concept of
overlap[21] which is dened as the proportion of correctly
predicted nodes to all nodes. The overlap can be ex-
pressed as
ovl =
1
N
∑
u
δgu,g˜u , (27)
where gu is the true group label of vertex u, and g˜u is
the label found by the algorithm. When gu = g˜u for
every node u, we have ovl=1 and the detection accuracy
achieves 100%.
We break symmetry by maximizing overall q! permu-
tations of the groups, where the nodes are divided into
6-0.06 -0.04 -0.02 0 0.02 0.04 0.06
-0.06
-0.04
-0.02
0
0.02
0.04
0.06
0.08
(a)
-0.25 -0.2 -0.15 -0.1 -0.05 0 0.05 0.1 0.15 0.2
-0.25
-0.2
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
0.2
(b)
FIG. 4. Community detection results when the num-
ber of communities is greater than 2. q = 3, N =
120, din = 0.6, dout = 0.2, p
+
in
= p−
out
= 0.6 (a): non-
backtracking matrix , Ovl = 1; (b): adjacency matrix,
Ovl = 0.85
q groups. The prediction is totally exact when overlap
equals to 1 and under this definition, the minimum value
of overlap can be taken as 1/q. The overlap is normalized
as
ovl = (
1
N
∑
u
δgu,g˜u −
1
q
)/(1− 1
q
). (28)
The overlap is ranging from 0 to 1. Here, 0 means that
the prediction is inaccurate due to random grouping.
A. Analysis of detection accuracy
According to the results of numerical simulation, the
following conclusions are obtained (using the unnormal-
ized degree of overlap).
First of all, it is feasible and accurate to use non-
backtracking matrix B to detect communities in signed
networks. When the bulk of spectrum is within
√
c and
the second real eigenvalue exceeds
√
c, the overlap ob-
tained by using the corresponding eigenvector is close to
(sometimes equal to) 1. Figure 5 shows two typical ex-
amples of completely accurate detection.
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FIG. 5. Examples of completely accurate detection.
N = 100, din = 0.6, dout = 0.2. (a): p
+
in
= p−
out
= 0.6,
ovl = 1; (b): p+
in
= p−
out
= 0.8, ovl = 1
Second, according to the threshold defined above, the
threshold of community detection using non backtracking
matrix is closely related to din and dout, but not to p
+
in
and p+out. However, by performing various experiments,
we find that in some cases, the change of p+in and p
+
out
has some effect on the accuracy of detection, but this
effect is not quite significant. When N = 100, din = 0.4
and dout = 0.2, we give two simple examples: (1) p
+
in =
p−out = 0.6, ovl = 0.97; (2) p
+
in = p
−
out = 0.8, ovl = 0.98.
We speculate this difference occurs mainly because when
the program constructs a stochastic block model, there
are subtle differences in the model due to the different
parameters.
Moreover, for a given size network (N = 4000, din =
0.00125 and dout = 0.00025), we also analyze the overlap
in signed network (p+in = p
−
out = 0.6) and in unsigned
network. For signed networks, ovl = 0.7292, and for
unsigend networks, ovl = 0.7240. From this we can know
that the non-backtracking operator we proposed does not
simply transform the signed network into the unsigned
network. In some complex cases, the sign of edges can
also impact the prediction of community structure.
Meanwhile, it is noted that the community structure
can not be detected near the threshold on certain con-
ditions. It can be seen from the Section III that, since
r does not really tend to infinity (so the error will not
be infinitely small), g(r) can not be simply regarded as
the approximation of the second eigenvector. Thus is
only marginally effective on the detection of commu-
nity structure. For instance, in the case that N = 100,
p+in = p
−
out = 0.6, dout = 0.2 and din = 0.3(or 0.35), all
7the cases meet the threshold conditions in theory, but
there is only one real eigenvalue out of the bulk of the
spectrum and the overlap equals to 0.5350(or 0.5050).
In terms of network sparsity, we observe that the de-
tection accuracy is higher in dense networks than that
in sparse networks. For example, we conduct community
detection on a stochastic block model of N = 1000 and
p+in = p
−
out = 0.6. When increasing the average degree
from 7, to 20 and then to 75, the detection accuracy,
quantified by overlap, increases from 0.7070, to 0.9430,
and eventually to 1.
B. Comparison with adjacency-matrix-based
detection
In unsigned networks, most of the eigenvalues of the
adjacency matrix are within a threshold. The number
of eigenvalues beyond the threshold equals the number
of communities. The second eigenvector indicates the
community structure[21].
In signed networks, similar results have been
obtained[22], that is, the bulk of spectrum of adjacency
matrix are also within a threshold. Different from the
unsigned network, in this case, the leading eigenvector
has shown the community structure, and the number of
eigenvalues beyond the threshold is no longer expressed
as the number of communities (should be the number of
communities minus 1).
When there are only two communities, as long as the
following conditions are met, the sign of the main eigen-
vector can be used to detect communities by using per-
turbation analysis and random matrix theory.
p−out >
1
2
− din
dout
(
p+in −
1
2
)
+
1
dout
√√√√√din + dout − 8d2in(p+in − 12
)2
2N
(29)
With the algorithm proposed in this paper, we can get
better results in some cases than using the adjacency
matrix. Here, we give a simple but general example to
compare the two methods (see Figure 6). In all the com-
parisons, the paper takes p+in = p
−
out for convenience. We
only consider the case p+in > 0.5, because when p
+
in < 0.5,
the community structure can be represented by uN (the
last eigenvector of adjacency matrix), but only when the
leading eigenvalue exceeds the bulk of the spectrum.
(1): When (din, dout, p
+
in) belongs to region 3 and region
4, in other words, it does not meet the thresh-
old value (23), and the non-backtracking matrix
method fails, so the adjacency matrix method
should be considered.
(2): When (din, dout, p
+
in) belongs to region 1 and region
2, compared with the method based on adjacency
FIG. 6. Detection threshold based on non-
backtracking matrix. p+
in
= p−
out
and N = 100. The red
surface indicates the boundary that can be detected by the
algorithm proposed in this paper(points in region 1&2 can
be detected), while the blue one indicates that based on adja-
cency matrix algorithm(points in region 1&3 can be detected).
matrix, the method based on non-backtracking ma-
trix has less correlation with p+in and p
+
out.
From the aspect of computation, adjacent matrix
needs to calculate the first eigenvalue and eigenvec-
tor of a n×n matrix, and non-backtracking matrix
needs to calculate the second eigenvalue and eigen-
vector of a 2n× 2n matrix (in the actual numerical
simulation process, the program will calculate mul-
tiple eigenvalues for comparison).
(i): When (din, dout, p
+
in) is in region 1, i.e. meet-
ing the threshold value of the algorithm based
on the adjacency matrix (30), the adjacency
matrix method should be used for community
detection considering the computational com-
plexity.
(ii): When (din, dout, p
+
in) is in region 2, the non-
backtracking matrix can be considered. That
is to say, our algorithm has a better indica-
tion for clustering when the algorithm based
on adjacency matrix does not meet the thresh-
old value.
Considering the average degree c of network, we use
non-backtracking matrix as long as the following inequal-
ity is satisfied,
1
2
< p+in <
1
2
+
1
2
√
c
c2 +Nd2in
din >
c+
√
c
N
. (30)
We give two examples to show the better performance
of our proposed algorithm. The results are shown in Fig-
ure 7. The x-axis represents p+in, and the y-axis rep-
resents the overlap. The blue line indicates the results
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FIG. 7. Comparison between adjacency matrix and
non-backtracking matrix 1. N = 100, (a):din = 0.6,dout =
0.2 (threshold: p+
in
≈ 0.58); (b): din = 0.4,dout = 0.2
(threshold:p+
in
≈ 0.59)
detected by using the adjacency matrix, and the red line
means the results detected by using the non-backtracking
matrix. For each case, we conduct 10 experiments and
calculate the average to connect them with the red/blue
broken lines. As shown in Figure 7, that the overlap is
close to 0.5 (which means the nodes are labelled almost
randomly) when the detection threshold based on adja-
cency matrix is not satisfied, while the method based on
non-backtracking matrix still has a good performance,
and the overlap is close to 1.
In addition, in unsigned networks, when c is constant
and n is very large, the network is decomposed for many
reasons. Most importantly, the leading eigenvalues of A
are indicated by the vertices of the highest degree, and
the corresponding eigenvectors are localized around these
vertices[21, 32]. At the same time, the non-backtracking
matrix has better performance in sparse case. So, is there
the same conclusion for signed networks? The answer is
yes.
If the right side of the first inequality of (30) is regarded
as a function of din, we get a lower bound according to
the monotonicity of the function as below,
1
2
< p+in <
1
2
+
1
2
√
1
2c
din >
c+
√
c
N
. (31)
Therefore we prove theoretically that when the non-
backtracking matrix detection is feasible, the smaller c
is, the better the result based on the non-backtracking
matrix is (compared with the adjacent matrix). The re-
sult is confirmed by numerical simulations performed on
stochastic block models of N = 1000, din = 0.01, as
shown in Figure 8.
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FIG. 8. Comparison between adjacency matrix and
non-backtracking matrix 2. N = 1000, din = 0.01 (a):
p+
in
= p−
out
= 0.6; (b): p+
in
= p−
out
= 0.8
From these two cases, it can be seen clearly that, (a) is
within the threshold based on non-backtracking matrix
and outside the threshold based on adjacency matrix (in
region 2), the overlap of community detection using non-
backtracking matrix is significantly higher than that us-
ing adjacency matrix; meanwhile, (b) is actually within
the threshold based on adjacency matrix (in region 1).
9However, in the process of c becoming smaller, the pro-
posed matrix non-backtracking matrix also shows its ad-
vantages in community detection.
V. CONCLUSIONS AND DISCUSSION
This paper investigates an efficient community detec-
tion in signed network by demonstrating the feasibility
to define a non-backtracking matrix for signed networks.
We provide the definition of a proper non-backtracking
matrix from perspectives of both structural balance the-
ory and belief propagation. Based on the proposed non-
backtracking matrix, we analytically determine the com-
munity detectability and provide a community detection
algorithm which significantly outperforms the adjacency
matrix based detection algorithms. The proposed frame-
work shows great potential to detect communities with
or without overlap and paves the way to understand the
collective behaviors of systems where positive and nega-
tive relationships coexist.
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APPENDIX
For the construction of non-backtracking matrix, it is
naturally thought that signed network can be regarded
as a special weighted network, so there is a more simple
and straightforward construction,
Bˆ(u→v),(w→x) =

1 ifv = w, u 6= x and sign(u→ v) = 1
−1 ifv = w, u 6= x and sign(u→ v) = −1
0 otherwise
. (32)
The nontrivial eigenvalues of Bˆ (except ±1) can also be
calculated by a matrix Bˆ′ of size 2n× 2n,
Bˆ′ =
(
0 D − I
−I A
)
. (33)
Different from the definition in this paper, the eigen-
values are related to the adjacency matrix A rather than
its absolute value A˜.
According to the numerical simulation, we can see the
leading eigenvector of Bˆ can also be used to detect com-
munities, and the detection threshold and the accuracy
of the detection based on Bˆ is roughly the same as that
based on A in signed network (as Figure 9 shows). Hence,
the proposed non-backtracking matrix can provide a bet-
ter threshold and performance in the task of community
detection.
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FIG. 9. Another construction of non-backtracking ma-
trix and community detection. N = 100, p+
in
= p−
out
din = dout = 0.4
