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Abstract
A central question in classical information theory is that of source compression, which
is the task where Alice receives a sample from a known probability distribution and needs
to transmit it to the receiver Bob with small error. This problem has a one-shot solution
due to Huffman, in which the messages are of variable length and the expected length of the
messages matches the asymptotic and i.i.d. compression rate of the Shannon entropy of the
source.
In this work, we consider a quantum extension of above task, where Alice receives a
sample from a known probability distribution and needs to transmit a part of a pure quantum
state (that is associated to the sample) to Bob. We allow entanglement assistance in the
protocol, so that the communication is possible through classical messages, for example
using quantum teleportation. The classical messages can have a variable length and the
goal is to minimize their expected length. We provide a characterization of the expected
communication cost of this task, by giving a lower bound that is near optimal up to some
additive factors.
A special case of above task, and the quantum analogue of the source compression
problem, is when Alice needs to transmit the whole of her pure quantum state. Here we
show that there is no one-shot interactive scheme which matches the asymptotic and i.i.d.
compression rate of the von Neumann entropy of the average quantum state. This is a
relatively rare case in quantum information theory where the cost of a quantum task is
significantly different from its classical analogue. Further, we also exhibit similar results for
the fully quantum task of quantum state redistribution, employing some different techniques.
We show implications for the one-shot version of the problem of quantum channel simulation.
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1 Introduction
Shannon, in his celebrated work [Sha48], initiated the idea of source compression by showing
that in the asymptotic and i.i.d. setting (where i.i.d. refers to independent and identically
distributed), compression could be achieved up to the Shannon entropy of the message source.
The framework introduced in his work has led to the field of ‘information theory’, which en-
capsulates various revolutionary ideas such as error-correcting codes, cryptography and noisy
transmission. In the past few decades, information theory has also permeated into physics, a
well studied consequence of which is the quantum information theory.
Some fundamental tasks in quantum information theory
A first example of quantum source compression was given by Schumacher [Sch95], who showed
that quantum source could be compressed to the von Neumann entropy of the source in the
asymptotic and i.i.d. setting. Since then, a large family of quantum source compression tasks
and their compression schemes have been discovered. The communication task considered by
Schumacher in [Sch95], which is fundamental to all the subsequent tasks, can be formulated as a
problem of classical-quantum state transfer. We informally define it below in the one-shot setting
(which drops the asymptotic and i.i.d. assumption) and point out that it is a classical-quantum
task, where the communicating parties receive a classical input from an external source.
Classical-quantum state transfer: Alice (henceforth the sender) receives an input x with
probability p(x) associated with a pure quantum state |Ψx〉〈Ψx|, where p (·) is a distribution over
a finite set X and x ∈ X . The goal is that Bob (henceforth the receiver) outputs a quantum
state Φx such that the distance between Φx and |Ψx〉〈Ψx|, averaged over x, is smaller than
η ∈ (0, 1).
The distance between the quantum states will be measured in terms of the purified distance,
formally defined in Section 2. As mentioned above, the worst case quantum communication
cost for this task in the asymptotic and i.i.d. setting is characterized by S(
∑
x p(x)Ψx) [Sch95],
where S(.) denotes the von Neumann entropy. Another example of a classical-quantum task
concerns the distribution of a pure bipartite quantum state between Alice and Bob. This task
can be viewed as a classical-quantum analogue of the task of quantum state splitting [ADHW09]
and is an extension of the task of classical-quantum state transfer.
Classical-quantum state splitting: Alice receives an input x with probability p(x) associated
with a bipartite pure quantum state |Ψx〉A′C . The goal for Alice and Bob is to share a state
ΦxA′C with Alice holding A
′ and Bob holding C, such that the distance between ΦxA′C and
|Ψx〉〈Ψx|A′C , averaged over x, is smaller than η ∈ (0, 1).
For this task, the worst case quantum communication cost in the asymptotic and i.i.d.
setting is characterized by the Holevo information: S(
∑
x p(x)Ψ
x
C)−
∑
x S(Ψ
x
C) [Hol73].
A natural setting for the above two classical-quantum tasks is quantum communication
complexity. Here, the communicating parties Alice and Bob receive inputs x ∈ X and y ∈ Y
and their goal is to compute a joint function f(x, y). They are allowed to communicate quantum
messages (the amount of which they wish to minimize) and may or may not have pre-shared
entanglement. The two tasks correspond to the instances of a quantum communication protocol
where Alice sends her first quantum message to Bob conditioned on her input x.
A limitation of the classical-quantum tasks is that they do not completely capture the in-
formation theoretic properties of the quantum systems. This is achieved by the fully quantum
or coherent quantum tasks, where Alice and Bob are required to maintain quantum correlation
1
with the environment (which we shall refer to as the Reference system). A well known example
of such tasks is quantum state merging [HOW07], which provided the first operational interpre-
tation to the negativity of quantum conditional information. A generalization of this is the task
of quantum state redistribution, which was first introduced in [DY08, YD09] and applied to the
setting of quantum communication complexity in [Tou15].
Quantum state redistribution: Alice (A,C), Bob(B) and Reference(R) share a joint pure
quantum state |Ψ〉RBCA. Alice needs to transfer the register C to Bob such that the final state
between Alice (A), Bob (B,C) and Reference (R) is Ψ′RBCA. It is required that the distance
between Ψ′RBCA and ΨRBCA is smaller than ε ∈ (0, 1).
The worst case communication cost of this task in the asymptotic and i.i.d. setting is
characterized by the conditional quantum mutual information I(C : R|B)Ψ [DY08, YD09]. All
of the above tasks are illustrated in Figure 1.
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Figure 1: The top left task is classical-quantum state transfer and the top right task is classical-quantum
state splitting. The bottom task is quantum state redistribution. In all the cases, Alice and Bob are
allowed to pre-share arbitrary entanglement and perform interactive communication.
Coherent quantum tasks such as quantum state merging [HOW05, HOW07] have also found
applications to the problems related to quantum channel coding, through the notion of quantum
channel simulation. This task is informally defined as follows.
Entanglement-assisted quantum channel simulation: Given a quantum channel E with
input register A and output register B, the goal of Alice and Bob is to simulate the action of
E. That is, if Alice is given an input quantum state ρA, Bob must output a quantum state σB
such that the distance between σB and E(ρA) is smaller than η ∈ (0, 1).
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The Quantum Reverse Shannon Theorem [BDH+14, BCR11] states that using the pre-shared
entanglement, Alice and Bob can simulate the action of n copies of E using a number of bits
equal to n times the entanglement-assisted classical capacity of E, as n→∞.
Two communication costs of a protocol and their relevance
There are two measures of the communication cost of a classical or quantum protocol. The
worst case communication cost measures the total number of bits or qubits exchanged between
the players. The expected communication cost measures the expected number of bits that are
exchanged between the players. For the case of classical protocols that involve public or private
randomness, the expectation is over the distribution of the inputs and all the randomness
involved in the protocol. It can also be similarly defined in the classical-quantum or the fully-
quantum case, by using quantum teleportation [BBC+93] to convert quantum messages into
classical messages and taking expectation over the measurement outcomes.
The first demonstration of the usefulness of the notion of expected communication cost was
shown by Huffman [Huf52]. For the task of communicating a sample from a probability dis-
tribution p, he proved that by encoding each message into a codeword of different length, one
could construct a code with expected length at most H(p)+1. Here, the Shannon entropy H(·)
is the worst case communication cost for this task in the asymptotic and i.i.d. setting [Sha48].
This, remarkably, led to an operational interpretation of the Shannon entropy of a source in
the one-shot setting. In the subsequent works [HJMR10, BR11], a number of elegant one-shot
communication protocols were discovered that achieved the near-optimal expected communica-
tion costs for their respective tasks. Not only are these results significant in information theory,
they have been proved to be useful in classical communication complexity, as discussed below.
In classical communication complexity, it is very natural to consider interactive protocols,
since interaction gives more ability to solve a function [PRV01]. This comes at a price that
the interactive protocols are hard to compress up to their overall information content (which is
also known as the information complexity [Bra12]). To understand this difficulty, observe that
compression of any one round protocol incurs an error, which can accumulate over the rounds. If
one needs to compress an r round protocol in a round by round fashion, the error in each round
must be below O(1/r), which can lead to a large overhead in the worst case communication
cost. The notion of expected communication cost serves as the right tool for overcoming this
difficulty, as the dependence on error is much weaker and it composes well across several rounds.
Indeed, using this notion, the aforementioned results [HJMR10, BR11] have obtained important
applications to direct sum problems in communication complexity.
The notion of the expected communication cost has largely been left unexplored in the one-
shot quantum domain. Protocols for various one-shot classical-quantum tasks [JRS05, JRS08,
AJM+16] and fully quantum tasks [Ber09, BCR11, BCT16, AJW17] have been investigated
in the past two decades. However, all of these results only consider the worst case quantum
communication cost. An exception is the work by Braunstein et. al. [BFGL00], which consid-
ered the classical-quantum state transfer task and noted several issues in generalizing directly
the techniques of the classical Huffman coding scheme to the quantum setting. Still, recent
progress in the field of quantum communication complexity, such as the direct sum result for
bounded-round entanglement-assisted quantum communication complexity [Tou15], has raised
the question of compressing quantum protocols in terms of the expected communication cost.
Our results
In this work, we investigate the possibility of having quantum protocols with small expected
communication cost (that is, close to the worst case quantum communication cost in the asymp-
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totic and i.i.d. setting) for the tasks of classical-quantum state transfer, classical-quantum state
splitting and quantum state redistribution. Our main results are that no such compression
scheme is possible for either of the three tasks. Using these results, we also give a no-go theo-
rem for the one-shot version of the Quantum reverse shannon theorem.
We refer to a collection of pairs {(p(x),Ψx)}x as an ensemble of states, where x is drawn
from a distribution p (·) over a domain X . The results obtained in this manuscript are as follows,
which hold in the model of entanglement-assisted quantum communication.
1. In Section 3, we give a near optimal characterization of the expected communication cost
of the task of classical-quantum state splitting, for the protocols that achieve this task with
a bounded number of rounds. More precisely, we show that the expected communication
cost of any r-round interactive entanglement-assisted protocol is lower bounded by Q(η, r)
(a quantity defined in Definition 3.2, where η is the average error). Furthermore, there
exists a one-way protocol that achieves the task of classical-quantum state splitting with
the average error O(η) and the expected communication cost Q(η, r) + O(r logQ(η, r)).
The additive factor of O(r logQ(η, r)) arises due to the prefix-free encoding of the integers
(as given in Fact 2.16).
2. Specializing to the sub-case of classical-quantum state transfer, we show a large separation
between the expected communication cost and the quantum information cost (which is
the worst case quantum communication cost in the asymptotic and i.i.d. setting). This
shows there exists no coding scheme for quantum messages that performs as well as the
Huffman coding scheme [Huf52] in the classical case. Our main result in Theorem 4.2 is
as follows.
Fix some parameter δ ∈ (0, 1) and an integer d. We construct an ensemble {(p(x), |Ψx〉〈Ψx|)}x
such that the quantum states |Ψx〉〈Ψx| belong to a d-dimensional Hilbert space and the
index x takes values over a set X of size 8d7. The important properties of this ensemble
are as follows.
(a) The quantum information cost, or the von Neumann entropy of the average state∑
x p(x) |Ψx〉〈Ψx|, is δ log d+O(1).
(b) Any one-way protocol achieving the classical-quantum state transfer of this ensemble
with average error η <
(
δ
8
)2
must communicate at least (1− δ) log (dδ) −O(1) bits.
(c) Any interactive protocol achieving the classical-quantum state transfer of this ensem-
ble with average error η <
(
δ
8
)4
must communicate at least Ω
(
log(dδ)
log log d
)
bits.
Thus, arbitrarily large separations between the information cost and the expected commu-
nication cost can be obtained for small enough average error, by choosing a small enough
δ. For instance, setting δ = 1log d and allowing an average error of at most O(
1
log4 d
), the
information cost is a constant, whereas the expected communication cost is Ω
(
log(d)
log log d
)
.
In contrast, the separation between the information cost and the expected communica-
tion cost for the Huffman coding scheme [Huf52] (which incurs no error) is at most by an
additive factor of 1.
Another property of our construction is that the number of bits of input given to Alice is
≈ 7 log d. Thus, the lower bound on the expected communication cost is of the order of the
input size. This may be contrasted with the well known exponential separations between
information and communication [GKR14, GKR15] and their recent quantum counterpart
[ATYY17], where the lower bound on the communication cost is doubly exponentially
smaller than the input size.
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3. We show the following result for the fully-quantum task of quantum state redistribution
in Theorem 5.3. We construct a pure quantum state |Ψ〉RBCA such that the expected
communication cost of any interactive protocol (achieving the quantum state redistribu-
tion of above state with error ε) is at least I(C : R|B)Ψ ·
(
1
ε
)Ω(1)
. While the lower bounds
on the classical-quantum tasks imply the same lower bounds on their fully-quantum coun-
terparts (as it is harder to maintain coherence with a Reference system), Theorem 5.3 is
stronger than Theorem 4.2, as the former has no dependence on the number of rounds.
Furthermore, the techniques used in the proof of Theorem 5.3 are different from those
used in the proof of Theorem 4.2.
4. For the task of one-shot entanglement-assisted simulation of a quantum channel, we show
in Theorem 6.3 that the expected communication cost of simulating the quantum channel
can be much larger than the entanglement-assisted classical capacity. This also implies a
similar separation between the worst case communication cost of simulating the quantum
channel and the entanglement-assisted capacity, as the expected communication cost is
smaller than the worst case communication cost. We point out that this is in contrast with
the corresponding classical result, since it was shown in [HJMR10] that a classical channel
can be simulated with an expected communication cost close to its channel capacity.
We point out that a part of this work has appeared in [AGHY16], where one-way proto-
cols for classical-quantum state transfer are studied (more specifically, Section 3). The present
manuscript is substantially expanded including the treatment of interactive protocols for all
the three tasks mentioned above, and a near optimal characterization of the expected commu-
nication cost of the task of classical-quantum state splitting. In addition, the present results
have exponential improvements on the input size to Alice, which gives robustness to the results.
Furthermore, an additional application to the one-shot quantum channel simulation is given.
Our techniques
To illustrate the ideas in this manuscript, we consider a one-way protocol for the task of classical-
quantum state transfer. All the quantum states appearing below are assumed to be in a Hilbert
space of dimension d. We first show that for every message i sent from Alice to Bob, there exists
a quantum state σi independent of x, such that the probability p
x
i of this message conditioned
on the input x is upper bounded by pxi ≤ 2−D
η
max(Ψ
x‖σi), where η is the average error and
Dηmax (·‖·) is the smooth max-relative entropy. The quantity Q(η, 1) essentially expresses the
expected communication cost given this constraint. The protocol that achieves the expected
communication cost of Q(η, 1) uses a variant of the convex split lemma [ADJ17] (Lemma 3.9)
and the classical-quantum rejection sampling approach of [JRS05, JRS08].
The upper bound on pxi implies that the probability pi of a message i, averaged over x, is
upper bounded as pi ≤
∑
x p(x)2
−Dηmax(Ψx‖σi). Next, we construct an ensemble {(p(x),Ψx)} for
which the quantity
∑
x p(x)2
−Dηmax(Ψx‖σi) is small, as a result of which the expected communica-
tion cost is large.
It can be verified that given any quantum state σi, and a random pure state |Ψ〉 chosen
according to the Haar measure, the smooth max-relative entropy (= Dηmax(Ψ‖σi)) attains a large
value (≈ log(d)) with high probability. This suggests that the desired ensemble {(p(x),Ψx)}x
might be constructed by choosing pure states according to the Haar measure, making the
quantity
∑
x p(x)2
−Dηmax(Ψx‖σi) close to O(1) · 2− log(d). This leads to the upper bound pi ≤ O(1)d
and hence the expected communication cost is at least log(d) − O(1). However, this choice of
the ensemble makes the von Neumann entropy of the average state
∑
x p(x)Ψ
x equal to log d,
which is too large.
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We remedy this issue by setting |Ψx〉 = √1− δ |0〉 + √δ |x〉 for a parameter δ, where |0〉
is some fixed vector and |x〉 belongs to the d − 1 dimensional subspace orthogonal to |0〉. We
choose |x〉 according to the Haar measure in the d− 1 dimensional subspace and show that the
smooth max-relative entropy Dηmax(Ψ
x‖σ) is still large (≈ log(dδ) with high probability), while
the von Neumann entropy of the average state
∑
x p(x)Ψ
x is ≈ δ log(d), which is much smaller
than the expected communication cost.
The situation as above, where we can find an ensemble with small von Neumann entropy but
large smooth max-relative entropy, does not arise when the quantum states in the ensemble are
drawn from a fixed orthogonal basis (that is {|Ψx〉}x are mutually orthogonal). This explains
why our lower bound technique does not apply to the classical case.
For the task of quantum state redistribution, we start with an example of a quantum state
ΨRABC which has small quantum conditional mutual information I(R : C |B)Ψ. Given a com-
munication protocol P with expected communication cost C that achieves a quantum state
redistribution for this quantum state, we apply a non-trace preserving operation on the register
R to obtain a new quantum state ΦRABC . This non-trace preserving operation serves to rescale
the eigenvalues of ΨR. We show, exploiting the coherent quantum setting, that the protocol
P still achieves the quantum state redistribution of ΦRABC , with a small increase in error and
a bounded amount of the worst case quantum communication cost (upper bounded in terms
of C). This is where we differ from the classical or classical-quantum settings, where applying
such non-trace preserving maps may lead to a large worst case communication cost. To achieve
the lower bound on C, it suffices to show that the state ΦRABC requires a large worst case
quantum communication cost for interactive protocols. For this, we use lower bounds for the
task of quantum state redistribution as obtained in [BCT16]. We find that the resulting lower
bound is much larger than I(R : C |B)Ψ.
2 Preliminaries
In this section we present some notations, definitions, facts and lemmas that we will use in our
proofs.
Information theory
For a natural number n, let [n] represent the set {1, 2, . . . , n}. For a real q > 1, let [q] represent
the set [⌊q⌋]. For a set S, let |S| be the size of S. A tuple is a finite collection of positive
integers, such as (i1, i2 . . . ir) for some finite r. Let log represent the logarithm to the base 2
and ln represent the logarithm to the base e.
Consider a finite dimensional Hilbert space H endowed with an inner product 〈·, ·〉 (in this
paper, we only consider finite dimensional Hilbert spaces). The ℓ1 norm of an operator X acting
on H is ‖X‖1
def
= Tr
√
X†X; the ℓ2 norm is ‖X‖2
def
=
√
TrXX† and the ℓ∞ norm (spectral norm)
‖X‖∞ is the largest singular eigenvalue of X. A quantum state (or just a state) is a positive
semi-definite matrix acting on H with trace equal to 1. It is called pure if and only if the rank
is 1. Let |ψ〉 be a unit vector. We use ψ to represent the state and also the density matrix
|ψ〉〈ψ|, associated with |ψ〉.
A sub-normalized state is a positive semi-definite matrix with trace less than or equal to 1.
A quantum register A is associated with some Hilbert space HA. Define |A| def= dim(HA). We
denote by D(HA), the set of quantum states in the Hilbert space HA and by D≤(HA), the set of
all sub-normalized states on register A. Writing state ρ with subscript A indicates ρA ∈ D(HA).
The identity operator in Hilbert space HA (and associated register A) is denoted by IA. The
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set of all linear operators associated to HA is represented by L(HA) and the set of all positive
semi-definite operators is represented by L≥0(HA).
For two quantum states ρ and σ, ρ⊗ σ represents the tensor product (Kronecker product)
of ρ and σ. The composition of two registers A and B, denoted AB, is associated with the
Hilbert space HA ⊗HB . If two registers A,B are associated with the same Hilbert space, we
shall denote it by A ≡ B. Let ρAB be a bipartite quantum state in registers AB. We define
ρB
def
= TrA(ρAB)
def
=
∑
i
(〈i| ⊗ IB)ρAB(|i〉 ⊗ IB),
where {|i〉}i is an orthonormal basis for the Hilbert space A. The state ρB is referred to
as the marginal state of ρAB in register B. Unless otherwise stated, a missing register from
the subscript in a state will represent the partial trace over that register. A quantum map
E : L(HA) → L(HB) is a completely positive and trace preserving (CPTP) linear map (map-
ping states from D(HA) to states in D(HB)). A completely positive and trace non-increasing
linear map E˜ : L(HA) → L(HB) maps quantum states to sub-normalized states. A quantum
measurement on a register A is a collection of operators {M1,M2, . . .} such that Mi ∈ L(HA)
and
∑
iM
†
iMi = IA. If a quantum measurement is performed on a quantum state ρA, the post-
measured state corresponding to the outcome i is
MiρAM
†
i
Tr(MiρAM
†
i )
. A unitary operator UA : HA →
HA is such that U
†
AUA = UAU
†
A = IA. An isometry V : HA → HB is such that V †V = IA and
V V † = ΠB where ΠB is a projector on HB . The set of all unitary operations on register A is
denoted by U(HA).
Definition 2.1. We shall consider the following information theoretic quantities. Let ε ∈ (0, 1).
1. Generalized fidelity: ([Uhl76], see also [Tom12]) For ρ, σ ∈ D≤(HA),
F(ρ, σ)
def
=
∥∥√ρ√σ∥∥1 +
√
(1− Tr(ρ))(1 − Tr(σ)).
2. Purified distance: ([GLN05]) For ρ, σ ∈ D≤(HA),
P(ρ, σ) =
√
1− F2(ρ, σ).
3. ε-ball: For ρA ∈ D(HA),
B
ε(ρA)
def
= {ρ′A ∈ D(HA)| F(ρA, ρ′A) ≥ 1− ε}.
4. Von Neumann entropy: ([Neu32]) For ρA ∈ D(HA),
H(A)ρ
def
= −Tr(ρA log ρA).
5. Relative entropy: ([Ume54]) For ρA, σA ∈ D(HA),
D(ρA‖σA) def= Tr(ρA log ρA)− Tr(ρA log σA).
6. Max-relative entropy: ([Dat09]) For ρA, σA ∈ D(HA),
Dmax (ρA‖σA) def= inf{λ ∈ R : 2λσA ≥ ρA}.
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7. Smooth max-relative entropy: ([Dat09], see also [JRS09]) For ρA, σA ∈ D(HA),
Dηmax (ρA‖σA) def= infρ′A∈Bη(ρA)Dmax
(
ρ′A
∥∥σA) .
8. Mutual information: For ρAB ∈ D(HAB),
I(A : B)ρ
def
= D(ρAB‖ρA ⊗ ρB) = H(A)ρ +H(B)ρ −H(AB)ρ .
9. Max-information: ([BCR11]) For ρAB ∈ D(HAB),
Imax(A : B)ρ
def
= infσB∈D(B)Dmax (ρAB‖ρA ⊗ σB) .
10. Smooth max-information: ([BCR11]) For ρAB ∈ D(HAB),
Iεmax(A : B)ρ
def
= infρ′∈Bε(ρ)Imax(A : B)ρ′ .
We will use the following facts.
Fact 2.2 (Triangle inequality for purified distance, [GLN05]). For states ρ1A, ρ
2
A, ρ
3
A ∈ D(HA),
P(ρ1A, ρ
3
A) ≤ P(ρ1A, ρ2A) + P(ρ2A, ρ3A).
Fact 2.3 (Uhlmann’s theorem, [Uhl76]). Let ρA, σA ∈ D(HA). Let |ρ〉AB be a purification of
ρA and |σ〉AC be a purification of σA. There exists an isometry V : HC → HB such that,
F(|θ〉〈θ|AB , |ρ〉〈ρ|AB) = F(ρA, σA),
where |θ〉AB = (IA ⊗ V ) |σ〉AC .
Fact 2.4 (Monotonicity of quantum operations, [Lin75, BCF+96]). For states ρA, σA ∈ D(HA),
and quantum map E : L(HA)→ L(HB),
‖E(ρA)− E(σA)‖1 ≤ ‖ρA − σA‖1 ,F(ρA, σA) ≤ F(E(ρA),E(σA)),Dmax(ρA‖σA) ≥ Dmax(E(ρA)‖E(σA)) .
Following fact implies the Pinsker’s inequality.
Fact 2.5 (Lemma 5, [JRP03]). For quantum states ρA, σA ∈ D(HA),
F(ρA, σA) ≥ 2−
1
2
D(ρA‖σA) ≥ 2− 12Dmax(ρA‖σA).
Fact 2.6. Let ρA, σA ∈ D(HA) be quantum states. Let α < 1 be a positive real number. If
P(αρA, ασA) ≤ ε, then
P(ρA, σA) ≤ ε
√
2
α
.
Proof. P(αρA, ασA) ≤ ε implies F(αρA, ασA) ≥
√
1− ε2 ≥ 1 − ε2. But, F(αρA, ασA) =
α‖√ρA√σA‖1 + (1− α). Thus,
F(ρA, σA) = ‖√ρA√σA‖1 ≥ 1− ε
2
α
,
which leads to P(ρA, σA) ≤
√
1− (1− ε2α )2 ≤
√
2ε2
α .
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Fact 2.7 (Joint concavity of fidelity, [Wat11], Proposition 4.7). Given quantum states
ρ1A, ρ
2
A . . . ρ
k
A, σ
1
A, σ
2
A . . . σ
k
A ∈ D(HA) and positive numbers p1, p2 . . . pk such that
∑
i pi = 1.
Then
F(
∑
i
piρ
i
A,
∑
i
piσ
i
A) ≥
∑
i
piF(ρ
i
A, σ
i
A).
Fact 2.8 (Alicki-Fannes inequality, [Fan73]). Given quantum states ρ1A, ρ
2
A ∈ D(HA), such that
P(ρ1A, ρ
2
A) = ε ≤ 12e , it holds that
|S(ρ1A)− S(ρ2A)| ≤ ε log |A|+ 1.
Fact 2.9 (Concavity of entropy, [Wat11], Theorem 10.9). For quantum states ρ1A, ρ
2
A . . . ρ
n
A ∈
D(HA), and positive real numbers λ1, λ2 . . . λn satisfying
∑
i λi = 1, it holds that
S(
∑
i
λiρ
i
A) ≥
∑
i
λiS(ρ
i
A).
Fact 2.10 (Subadditivity of entropy, [AL70]). For a quantum state ρAB ∈ D(HAB), it holds
that |S(ρA)− S(ρB)| ≤ S(ρAB) ≤ S(ρA) + S(ρB).
Fact 2.11. For a quantum state ρABC ∈ D(HABC ), it holds that
I(A : C)ρ ≤ 2S(ρC),
I(A : C |B)ρ ≤ I(AB : C)ρ ≤ 2S(ρC).
Proof. From Fact 2.10, I(A : C)ρ = S(ρA) + S(ρC)− S(ρAC) ≤ 2S(ρC).
Fact 2.12. For a classical-quantum state ρAB ∈ D(HAB) of the form ρAB =
∑
j p(j) |j〉〈j|A⊗σjB,
it holds that Imax(A : B)ρ ≤ log(|B|).
Proof. By definition, Imax(A : B)ρ ≤ Dmax
(
ρAB
∥∥∥ρA ⊗ IB|B|
)
. Also,
ρAB =
∑
j
p(j) |j〉〈j|A ⊗ σjB  |B|
∑
j
p(j) |j〉〈j|A ⊗
IB
|B| = |B|ρA ⊗
IB
|B| .
Thus, the fact follows.
Fact 2.13. For a classical-quantum state ρABC ∈ D(HABC ) of the form
∑
j p(j) |j〉〈j|A ⊗ ρjBC ,
it holds that
I(AB : C)ρ ≥
∑
j
p(j)I(B : C)ρj .
Proof. From the definition of mutual information, we have
I(AB : C)ρ = S(ρAB) + S(ρC)− S(ρABC)
= S(
∑
j
p(j) |j〉〈j|A ⊗ ρjB) + S(
∑
j
p(j)ρjC)− S(
∑
j
p(j) |j〉〈j|A ⊗ ρjBC)
=
∑
j
p(j)S(ρjB) + S(
∑
j
p(j)ρjC)−
∑
j
p(j)S(ρjBC )
≥
∑
j
p(j)S(ρjB) +
∑
j
p(j)S(ρjC )−
∑
j
p(j)S(ρjBC ) (Fact 2.9)
=
∑
j
p(j)I(B : C)ρj
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Fact 2.14 (Matrix Hoeffding Bound, [Tro12]). Let Z1, Z2 . . . Zr be independent and identically
distributed random d× d Hermitian matrices with E(Zi) = 0 and ‖Zi‖∞ ≤ λ. Then
Prob(‖1
r
∑
i
Zi‖∞ ≥ ε) ≤ d · e−
nε2
8λ
and
Prob(‖1
r
∑
i
Zi‖1 ≥ ε) ≤ d · e−
nε2
8d2λ .
Fact 2.15 (Weyl’s inequality, [Bha96]). Let M,H,P be three matrices such that M = H + P .
Let eigenvalues of M,H,P arranged in descending order be {m1,m2, . . . mn}, {h1, h2, . . . hn}
and {p1, p2, . . . pn} respectively. Then it holds that
hi + pn ≤ mi ≤ hi + p1.
Fact 2.16 (Prefix-free encoding, [Eli75]). For every integer n ≥ 0, there exists an encoding of
n into a string of length ⌈log n⌉+ 2⌈log log n⌉+ 1 in a prefix-free manner.
Fact 2.17 (Hoeffding-Chernoff bound, [Hoe63], see also [Goe15]). Let X1, . . . ,Xn be inde-
pendent random variables, with each Xi ∈ [0, 1] always. Let X def= X1 + · · · + Xn and
µ
def
= E [X] = E [X1] + · · ·+ E [Xn]. Then for any ε > 0,
Pr[X ≥ (1 + ε)µ] ≤ exp
(
− ε
2
2 + ε
µ
)
3 Classical-quantum state splitting task
We begin with a formal definition of the classical-quantum state splitting task.
Task 3.1 (Classical-quantum state splitting). Fix registers A′C, the associated Hilbert
space HA′C and an η ∈ (0, 1). Alice receives an input x ∼ p (·) associated with a bipartite pure
quantum state |Ψx〉A′C ∈ D(HA′C), where p (·) is a distribution over a finite set X and x ∈ X .
The goal for Alice and Bob is to share a state ΦxA′C ∈ D(HA′C), with Alice holding the register
A′ and Bob holding the register C, such that
∑
x p(x)F
2(ΨxA′C ,Φ
x
A′C) ≥ 1− η2.
The parameter η appearing above is referred to as the average error. In this section, we give
a near optimal characterization of the expected communication cost of Task 3.1.
Definition 3.2. Fix a finite set X , η ∈ (0, 1) and integer r ≥ 1. Consider an ensemble
{(p(x), |Ψx〉〈Ψx|A′C)}x∈X , where ΨxA′C ∈ D(HA′C). Let Tr be the set of all tuples (ir, ir−1, . . . , i1)
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of positive integers. Let Q(η, r) be defined as
Q(η, r)
def
= inf
{ω
ir,ir−1,...,i1
C
}(ir,ir−1,...,i1)∈Tr
{εx
ir,ir−1,...,i1
}(ir,ir−1,...,i1)∈Tr,x∈X
{px
ir,ir−1,...,i1
}(ir,ir−1,...,i1)∈Tr,x∈X
∑
x∈X ,(ir,ir−1,...,i1)∈Tr
p(x)pxir ,ir−1,...,i1 log (ir · ir−1 · · · i1)
s.t.∑
x
p(x)
∑
ir ,ir−1,...,i1
pxir ,ir−1,...,i1
(
εxir ,ir−1,...,i1
)2 ≤ η2;
∀x ∈ X ∑
ir ,ir−1,...,i1
pxir ,ir−1,...,i1 = 1;
∀(ir, ir−1, . . . , i1) ∈ Tr, x ∈ X
0 ≤ pxir,ir−1,...,i1 ≤ 2
−D
εx
ir,ir−1,...,i1
max
(
Ψx
C
∥∥∥ωir,ir−1,...,i1C ),
ω
ir,ir−1,...,i1
C ∈ D(HC), εxir ,ir−1,...,i1 ∈ (0, 1).
The crucial aspect of the above definition is the upper bound on the probabilities pxir ,ir−1,...,i1.
While this definition involves a complex optimization problem, it has two utilities. First is that it
is a near optimal characterization of the expected communication cost, as shown below. Second
is that it can be lower bounded by a simple quantity that will be crucial in the proof of Theorem
4.2.
Using this definition, we prove the following theorem which gives a near optimal character-
ization of the expected communication cost of the classical-quantum state splitting task, for
a given ensemble. The statement of the theorem uses the notion of ‘entanglement-assisted
interactive protocol’, which will be defined in the following subsections.
Theorem 3.3. Fix a finite set X , η ∈ (0, 1) and an integer r ≥ 1. Consider an ensemble
{(p(x), |Ψx〉〈Ψx|A′C)}x∈X , where ΨxA′C ∈ D(HA′C). For any r-round entanglement-assisted
interactive protocol for the classical-quantum state splitting task of above ensemble with average
error η, the expected communication cost is lower bounded by
Q(η, r).
Further, for every δ ∈ (0, 1), there exists an entanglement-assisted one-way protocol that achieves
the classical-quantum state splitting task of the above ensemble with average error η + 3
√
δ and
expected communication cost
Q(η, r) + 2r logQ(η, r) + 4r + 2 log
4
δ
.
Proof. The first part of the theorem follows from Lemma 3.8. The second part of the theorem
follows from Lemma 3.10.
The additive factor of 2r logQ(η, r)+4r arises due to the prefix-free encoding of the integers
(Fact 2.16). To illustrate the key ideas involved in the first part of the theorem, we will first
prove the lower bound for the one-way case (r = 1).
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3.1 Lower bound on the one way protocols
A general one-way quantum communication protocol P1 for the classical-quantum state splitting
task with average error η is described as follows.
Alice holds a register A and Bob holds a register B, with pre-shared entanglement |θ〉〈θ|AB ∈
D(HAB). Alice is given input x ∈ X with probability p(x).
• Conditioned on input x, Alice applies the measurement defined by a set of POVM
elements {Mx1 ,Mx2 . . .} (where Mxi ∈ L(HA) and
∑
i (M
x
i )
†Mxi = IA) and sends the
outcome i to Bob. Let pxi
def
= Tr((Mxi )
†Mxi θA) be the probability of outcome i.
• Alice applies a quantum operation Ei : L(HA)→ L(HA′) on her registers to produce
the register A′. Bob applies a quantum operation Fi : L(HB) → L(HC) on his
registers to produce the register C. Let σx,iA′C ∈ D(HA′C) be the resulting quantum
state.
• The final state is ∑i pxi σx,iA′C ∈ D(HA′C), which satisfies
∑
x
p(x) 〈Ψx|A′C
(∑
i
pxi σ
x,i
A′C
)
|Ψx〉A′C ≥ 1− η2 (1)
due to the correctness of the protocol.
Protocol P1
The following lemma shows that for every entanglement-assisted one-way protocol, there
exist quantities that are feasible for the optimization problem in the definition of Q(η, 1). Recall
that T1 (setting r = 1 in Definition 3.2) is the set of all positive integers.
Lemma 3.4. Given protocol P1, there exist positive reals {εxi }i∈T1,x∈X , {pxi }i∈T1,x∈X and quan-
tum states
{
ωiC
}
i∈T1 such that∑
x
p(x)
∑
i
pxi (ε
x
i )
2 ≤ η2, εxi ∈ (0, 1)
and ∑
i
pxi = 1, p
x
i ≤ 2−D
εx
i
max(ΨxC‖ωiC).
Further, the expected communication cost of P1 is lower bounded by
∑
x p(x)
∑
i p
x
i log(i).
Proof. We set pxi to be the probabilities as given in the definition of the protocol P1. Let
εxi
def
= P(|Ψx〉〈Ψx|A′C , σx,iA′C) =
√
1−
(
〈Ψx|A′C σx,iA′C |Ψx〉A′C
)2
. Eq. (1) ensures that
∑
x
p(x)
∑
i
pxi (ε
x
i )
2 ≤ η2.
Define ωiC
def
= Ei(θB). Consider,
θB = TrA((M
x
i )
†Mxi θAB) + TrA((I− (Mxi )†Mxi )θAB)  TrA((Mxi )†Mxi θAB) = pxi ρx,iB ,
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where we have defined ρx,iB
def
=
TrA((Mxi )
†
Mxi θAB)
pxi
. Thus, ρx,iB  1pxi θB . By the definition of max-
relative entropy, this implies that 2Dmax(ρ
x,i
B ‖θB) ≤ 1px
i
. Now we use the monotonicity of max-
relative entropy under quantum operations (Fact 2.4) to obtain
pxi ≤ 2−Dmax(ρ
x,i
B ‖θB) ≤ 2−Dmax(σx,iB ‖Ei(θB)) ≤ 2−D
εx
i
max(ΨxC‖ωiC). (2)
The last inequality follows since σx,iC ∈ Bε
x
i (ΨxC). The expected communication cost of P1 is∑
x
p(x)
∑
i
pxi ⌈log(i)⌉ ≥
∑
x
p(x)
∑
i
pxi log(i).
This completes the proof.
3.2 Lower bound for the interactive protocols
Now we extend the arguments in the previous subsection to the interactive communication
setting.
Alice is given input x with probability p(x). A general r-round interactive protocol P2
(where r is an odd number) with average error η is described below. We assume that Alice and
Bob only perform local quantum measurements and exchange classical bits. This is without
loss of generality due to quantum teleportation, as they are allowed to pre-share arbitrary
entanglement. It may be noted that Bob’s operations do not depend on x. The protocol has
been graphically represented in Figure 3.2.
Alice holds a register A and Bob holds a register B, with pre-shared entanglement |θ〉〈θ|AB ∈
D(HAB). Alice is given an input x ∈ X with probability p(x).
• Alice performs a measurement M = {Mx,1A ,Mx,2A . . .}, where Mx,iA ∈ L(HA) and∑
i
(
Mx,iA
)†
Mx,iA = IA. The probability of outcome i1 is p
x
i1
def
= TrMx,i1A θA
(
Mx,i1A
)†
.
Let φx,i1AB ∈ D(HAB) be the post-measured quantum state, conditioned on the outcome
i1. She sends the message i1 to Bob.
• Upon receiving the message i1 from Alice, Bob performs a measurement
Mi1 = {M1,i1B ,M2,i1B , . . .},
where M1,i1B ∈ L(HB) and
∑
i
(
M i,i1B
)†
M i,i1B = IB. The probability of outcome i2 is
pxi2|i1
def
= TrM i2,i1B φ
x,i1
B
(
M i2,i1B
)†
.
Let φx,i2,i1AB ∈ D(HAB) be the post-measured state conditioned on the outcome i2.
Bob sends the message i2 to Alice.
• For an odd round k, let the post-measured state conditioned on the measurement
outcomes i1, i2 . . . ik−1 in the previous rounds be φ
x,ik−1,ik−2,...,i1
AB . Alice performs the
measurement
Mx,ik−1,ik−2,...,i2,i1 = {Mx,1,ik−1,ik−2,...,i2,i1A ,Mx,2,ik−1,ik−2,...,i2,i1A , . . .},
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where M
x,ik,ik−1,ik−2,...,i2,i1
A ∈ L(HA) and
∑
ik
(
M
x,ik,ik−1,ik−2,...,i2,i1
A
)†
M
x,ik,ik−1,ik−2,...,i2,i1
A = IA.
She obtains the outcome ik with probability
pxik|ik−1,ik−2,...,i2,i1
def
= TrM
x,ik,ik−1,ik−2,...,i2,i1
A φ
x,ik−1,ik−2,...,i1
A
(
M
x,ik,ik−1,ik−2,...,i2,i1
A
)†
.
Let the post-measured state with the outcome ik be φ
x,ik,ik−1,ik−2,...,i1
AB ∈ D(HAB).
Alice sends the outcome ik to Bob.
• For an even round k, let the post-measured state with outcomes i1, i2 . . . ik−1 in the
previous rounds be φ
x,ik−1,ik−2,...,i1
AB . Bob performs the measurement
Mik−1,ik−2,...,i2,i1 = {M1,ik−1,ik−2,...,i2,i1B ,M2,ik−1,ik−2,...,i2,i1B , . . .},
where M
ik,ik−1,ik−2,...,i2,i1
B ∈ L(HB) and
∑
ik
(
M
ik ,ik−1,ik−2,...,i2,i1
B
)†
M
ik,ik−1,ik−2,...,i2,i1
B = IB.
He obtains the outcome ik with probability
pxik|ik−1,ik−2,...,i2,i1
def
= TrM
ik,ik−1,ik−2,...,i2,i1
B φ
x,ik−1,ik−2,...,i1
B
(
M
ik,ik−1,ik−2,...,i2,i1
B
)†
.
Let the post-measured state with the outcome ik be φ
x,ik,ik−1,ik−2,...,i1
AB ∈ D(HAB).
Bob sends the outcome ik to Alice.
• After receiving the message ir from Alice at the end of round r, Bob applies a unitary
Uir ,ir−1,...,i1 : HB → HB′C such that B ≡ B′C. Define∣∣∣τx,ir,ir−1,...,i1〉
AB′C
def
= Uir ,ir−1,...,i1
∣∣∣φx,ir ,ir−1,...,i1〉
AB
.
• For every k ≤ r, define
pxi1,i2...ik
def
= pxi1 · pxi2|i1 · pxi3|i2,i1 . . . pxik|ik−1,ik−2,...,i1.
• Alice outputs the register A′ (where A ≡ A′D, for some register D) and Bob outputs
register C. The final state in registers A′C, averaged over all the measurement out-
comes, is ΦxA′C
def
=
∑
ir,ir−1,...,i1 p
x
i1,i2,...,irτ
x,ir,ir−1,...,i1
A′C , which satisfies
∑
x p(x)F
2(ΦxA′C ,Ψ
x
A′C) ≥
1− η2.
Protocol P2
Remark 3.5. In the above protocol, we can assume, without loss of generality, that each
measurement has at least 2 outcomes. This is because a measurement with just one outcome
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Alice
Bob
|θ〉AB
τAB′C
C
B′
A
Mx
i1
Mx,i1
i2
Mx,i2,i1
ir
Uir,...i1
Figure 2: Graphical representation of the interactive protocol for classical-quantum state split-
ting. The output register is A′C.
is a local isometry. This local isometry can be merged with the next measurement by the same
party, as the local operations of Alice and Bob commute.
Remark 3.6. It is possible that either of the parties abort the protocol after some number of
rounds, conditioned on the input x or the previous messages. Given an input x, let (i1, i2 . . . ik)
be a sequence of messages after which Alice aborts (if k is odd) or Bob aborts (if k is even).
We can extend this sequence to (i1, i2, . . . ik, 1, 1, . . . 1), by appending r − k ‘ones’. By Remark
3.5, it is a unique sequence of messages, since any non-aborting round k requires ik > 1. As
a result, we can assume that all the sequences of the messages (including those with an abort)
are of length r.
Definition 3.7. The expected communication cost of the protocol P2 is the expected length of
the messages over all probability outcomes, where the expectation is taken over the distribution
of the input and the internal randomness of the protocol. Thus, it can be expressed as follows.
∑
x
p(x)
(∑
i1
pxi1⌈log(i1)⌉+
∑
i1,i2
pxi1p
x
i2|i1⌈log(i2)⌉+ · · ·+
∑
i1,i2,...,ir
pxi1,i2...ir−1p
x
ir |ir−1,ir−2,...,i1⌈log(ir)⌉
)
=
∑
x
p(x)
∑
i1,i2,...,ir
pxi1,i2,...,ir (⌈log(i1)⌉+ ⌈log(i2)⌉+ · · ·+ ⌈log(ir)⌉) (3)
Now we prove the following lemma, which is analogous to Lemma 3.4 in the one-way case.
Lemma 3.8. Fix a protocol P2 and average error η ∈ (0, 1). There exists a collection of quantum
states {ωir ,ir−1,...,i1C }(ir ,ir−1,...,i1)∈Tr and non-negative reals {εxir ,ir−1,...,i1}(ir ,ir−1,...,i1)∈Tr ,x∈X ,
{pxir ,ir−1,...,i1}(ir ,ir−1,...,i1)∈Tr ,x∈X such that
pxir ,ir−1,...,i1 ≤ 2
−D
εx
ir ,ir−1,...,i1
max
(
Ψx
C
∥∥∥ωir,ir−1,...,i1C ), ∑
ir,ir−1,...,i1
pxir,ir−1,...,i1 = 1,∀x ∈ X
and ∑
x
p(x)
∑
ir,ir−1,...,i1
pxir,ir−1,...,i1
(
εxir ,ir−1,...,i1
)2 ≤ η2, εxir ,ir−1,...,i1 ≤ 1.
Furthermore, the expected communication cost of P2 is lower bounded by∑
x
p(x)
∑
i1,i2,...,ir
pxir ,ir−1,...,i1 log(i1 · i2 · · · ir).
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Proof. Let pxir,ir−1,...,i1 be as given in the description of the protocol P2. Define
εxir ,ir−1,...,i1
def
= P(ΨxA′C , τ
x,ir,ir−1,...,i1
A′C ) =
√
1− 〈Ψx|A′C τx,ir,ir−1,...,i1A′C |Ψx〉A′C .
It follows from the definition of the average error η that
∑
x
p(x)
∑
ir,ir−1,...,i1
pxir,ir−1,...,i1
(
εxir ,ir−1,...,i1
)2 ≤ η2.
In order to define ω
ir,ir−1...i1
C and prove the upper bound on p
x
ir,ir−1,...,i1 , we consider the following
chain of Löwener inequalities. It involves recursively removing the operators on Alice’s registers
(which depend on x) by adding positive semidefinite operators.
TrA
(
φ
x,ir,ir−1,...,i1
AB
)
=
TrA
(
M
x,ir,ir−1,...,i1
A M
ir−1,...,i1
B . . .M
x,i1
A θAB
(
Mx,i1A
)†
. . .
(
M
ir−1,...,i1
B
)† (
M
x,ir,ir−1,...,i1
A
)†)
pxir ,ir−1,...,i1

∑
i′r
TrA
(
M
x,i′r,ir−1,...,i1
A M
ir−1,...,i1
B . . .M
x,i1
A θAB
(
Mx,i1A
)†
. . .
(
M
ir−1,...,i1
B
)† (
M
x,i′r,ir−1,...,i1
A
)†)
pxir,ir−1,...,i1
(Adding positive matrices)
=
TrA
(
M
ir−1,...,i1
B M
x,ir−2,...,i1
A . . .M
x,i1
A θAB
(
Mx,i1A
)†
. . .M
x,ir−2,...,i1†
A
(
M
ir−1,...,i1
B
)†)
pxir ,ir−1,...,i1
(Using the cyclicity of trace and the identity
∑
i′r
(
M
x,i′r,ir−1,...,i1
A
)†
M
x,i′r,ir−1,...,i1
A = IA)

∑
i′r−2
TrA
(
M
ir−1,...,i1
B M
i′r−2,...,i1
A . . .M
i1
A θAB
(
M i1A
)†
. . .M
i′r−2,...,i1†
A
(
M
ir−1,...,i1
B
)†)
pxir,ir−1,...,i1
(Index i′r−2 is different from the index ir−2)
=
∑
i′r−2
TrA
(
M
ir−1,...,i1
B M
i′r−2,...,i1†
A M
i′r−2,...,i1
A . . .M
i1
A θAB
(
M i1A
)†
. . .
(
M
ir−1,...,i1
B
)†)
pxir,ir−1,...,i1
(Alice’s operations and Bob’s operations commute, and using the cyclicity of trace)
=
TrA
(
M
ir−1,...,i1
B M
ir−3,...,i1
B . . .M
i1
A θAB
(
M i1A
)†
. . .M
ir−3,...,i1†
B
(
M
ir−1,...,i1
B
)†)
pxir,ir−1,...,i1
(Continuing the same way for all of the Alice’s operations)

TrA
(
M
ir−1,...,i1
B M
ir−3,...,i1
B . . .M
i2,i1
B θAB
(
M i2,i1B
)†
. . .
(
M
ir−3,...,i1
B
)† (
M
ir−1,...,i1
B
)†)
pxir ,ir−1,...,i1
=
M
ir−1,...,i1
B M
ir−3,...,i1
B . . .M
i2,i1
B θB
(
M i2,i1B
)†
. . .
(
M
ir−3,...,i1
B
)† (
M
ir−1,...,i1
B
)†
pxir,ir−1,...,i1

∑
i′r−1
M
i′r−1,ir−2,...,i1
B
(
. . .
(∑
i′2
M
i′2,i1
B θB
(
M
i′2,i1
B
)†)
. . .
)(
M
i′r−1,ir−2,...,i1
B
)†
pxir ,ir−1,...,i1
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(Adding positive operators to make the numerator a quantum state)
Now define
σ
ir−2,...,i1
B
def
=
∑
i′r−1
M
i′r−1,ir−2,...,i1
B

. . .

∑
i′2
M
i′2,i1
B θB
(
M
i′2,i1
B
)† . . .

(M i′r−1,ir−2,...,i1B
)†
which is independent of x. Then we have
pxir ,ir−1,...,i1 ≤ 2
−Dmax
(
TrA
(
φ
x,ir,ir−1,...,i1
AB
)∥∥∥σir−2,...,i1B ),
by the definition of max-relative entropy. Applying Bob’s final unitary and tracing out the
register B′, we obtain
ω
ir ,ir−1,...,i1
C
def
= TrB′
(
Uir ,ir−1,...,i1σ
ir−2,...,i1
B U
†
ir ,ir−1,...,i1
)
which is independent of x. Now using the monotonicity of max-relative entropy under quantum
operations (Fact 2.4), we find that
pxir,ir−1,...,i1 ≤ 2
−Dmax
(
τ
x,ir,ir−1,...,i1
C
∥∥∥ωir,ir−1,...,i1C ) ≤ 2−D
εx
ir ,ir−1,...,i1
max
(
Ψx
C
∥∥∥ωir,ir−1,...,i1C ).
Here, the last inequality uses the definition of εxir ,ir−1,...,i1.
From Definition 3.7, it follows that the expected communication cost of the protocol P2 is
lower bounded by ∑
x
p(x)
∑
i1,i2,...,ir
pxi1,i2,...,ir log (i1 · i2 · · · ir) .
This completes the proof of the lemma.
3.3 Achievability proof
In this subsection, we construct an entanglement-assisted protocol for the classical-quantum
state splitting task of any given ensemble with the expected communication cost close to Q(η, r).
In order to do so, we will require the following lemma. Its proof is inspired by the proof of
convex split lemma as shown in [ADJ17, Lemma 3.1, arXiv version 1].
Lemma 3.9. Let δ ∈ (0, 1) and I be a finite set. Let {ΨiC}i∈I, {ωiC}i∈I be two collections of
quantum states belonging to D(HC) and {pi}i∈I be a collection of non-negative reals satisfying
pi ∈ (0, 1 − δ),
∑
i
pi = 1, pi ≤ 2−Dmax(ΨiC‖ωiC).
Introduce a set of registers {Ci}i∈I such that Ci ≡ C for all i. There exist a collection of quantum
states
{
τ (−i)
}
i∈I (that depend on δ) such that τ
(−i) ∈ D
(⊗
j∈I,j 6=iHCj
)
and a quantum state
τ ∈ D (⊗i∈IHCi) defined as
τ
def
=
∑
i∈I
piΨ
i
Ci ⊗ τ (−i)
such that
Dmax

τ
∥∥∥∥∥∥
⊗
i∈I
ωiCi

 ≤ 2 log 1
δ
.
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Proof. From the fact that pi ≤ 2−Dmax(ΨiC‖ωiC) and the definition of max-relative entropy, there
exists a quantum state Ψ′iC such that ω
i
C = piΨ
i
C + (1 − pi)Ψ′iC . Without loss of generality, we
may assume that I = {1, . . . , |I|}. Let Ψi0 def= ΨiC , Ψi1 def= Ψ′iC , p0i def= pi and p1i def= 1 − pi. For a
string ~s ∈ {0, 1}|I|, we define
Ψ~s
def
= ⊗i∈IΨisi , p~s
def
= Πi∈Ip
si
i ,
where si is the i-th bit of ~s.
Let Typ be the set of all strings in {0, 1}|I|−1 for which the number of 0’s is at most 1δ log 1δ .
The quantum state τ (−i), as promised in the statement of the lemma, is defined as
τ (−i) def=
1
Ni
∑
~t∈Typ
pt11 · · · pti−1i−1 ptii+1 · · · p
t|I|−1
|I| Ψ
1
t1 ⊗ · · · ⊗Ψi−1ti−1 ⊗Ψi+1ti ⊗ · · · ⊗Ψ
|I|
t|I|−1
,
where Ni =
∑
~t∈Typ p
t1
1 · · · pti−1i−1 ptii+1 · · · p
t|I|−1
|I| is the normalization factor. From the relations
p01 + · · ·+ p0i−1 + p0i+1 + · · ·+ p0|I| ≤
∑
i∈I
pi = 1,
p01 + · · ·+ p0i−1 + p0i+1 + · · ·+ p0|I| = 1− p0i ≥ δ
and the Hoeffding-Chernoff bound (Fact 2.17), it holds that
Ni = Pr[Typ] ≥ 1− e− log
1
δ = 1− δ.
Observe that ⊗
i∈I
ωiCi =
∑
~s∈{0,1}|I|
p~sΨ~s.
Let q(~s) be such that ∑
i
p0iΨ
i
0 ⊗ τ (−i) =
∑
~s∈{0,1}|I|
q(~s)Ψ~s.
We claim that q(~s) ≤ 1
δ2
p~s for all ~s, which implies that
∑
i
p0iΨ
i
0 ⊗ τ (−i) 
1
δ2
⊗
i∈I
ωiCi ,
proving the lemma. To prove the claim, observe that if ~s is such that the number of 0’s in it is
more than 1δ log
1
δ + 1, then q(~s) = 0, by definition of the set Typ. Otherwise, we have
q(~s) =
∑
i:si=0
p0i
Ni
ps11 · · · psi−1i−1 psi+1i+1 · · · p
s|I|
|I|
=
∑
i:si=0
1
Ni
ps11 · · · psi−1i−1 p0i psi+1i+1 . . . p
s|I|
|I|
=

 ∑
i:si=0
1
Ni

 p~s ≤ 1
δ(1 − δ) log
1
δ
· p~s ≤ 1
δ2
p~s.
This completes the proof.
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The above lemma allows us to construct a protocol for a large class of feasible solutions
(which also includes the optimal solutions) to the optimization problem in Definition 3.2. The
intuition behind the protocol is that Alice performs a measurement with outcomes over the
set Tr, such that the probability of outcome (ir, ir−1, . . . , i1) is equal to pxir ,ir−1,...,i1. Alice
communicates this outcome to Bob, and the task of Bob is to simply pick up a register associated
to the outcome (ir, ir−1, . . . , i1). This leads to the desired expected communication cost and
the success of the protocol is guaranteed by Lemma 3.9. We shall also use a rejection sampling
step, along the lines similar to [JRS05, JRS08].
Lemma 3.10. Given an ensemble {p(x), |Ψx〉〈Ψx|A′C}, real numbers η, δ ∈ (0, 1) and integer
r ≥ 1, there exists an entanglement-assisted one-way protocol that achieves the classical-quantum
state splitting task for this ensemble with average error η + 3
√
δ and expected communication
cost at most
Q(η, r) + 2r logQ(η, r) + 4r + 2 log
4
δ
.
Remark 3.11. Note that Q(η, r) is a lower bound on r-round entanglement-assisted protocols
for classical-quantum state splitting. Lemma 3.10 implies that
Q(η + 3
√
δ, 1) ≤ Q(η, r) + 2r logQ(η, r) + 4r + 2 log 4
δ
. (4)
This suggests that interactions do not significantly save the expected communication cost for
classical-quantum state splitting, which is intuitive to understand as Bob does not initially have
any information about the input x. We conjecture that interactions do not save the expected
communication cost at all.
Proof of Lemma 3.10. Abbreviate the tuple (ir, ir−1, . . . , i1) with ~i. Given a feasible solution{
ω
~i
C
}
~i∈Tr
,
{
εx~i
}
~i∈Tr ,x∈X
and
{
px~i
}
~i∈Tr ,x∈X
for Q(η, r), let T ′r be the union of the supports of{
px~i
}
x
. It can be verified that for optimal solutions, the associated T ′r is a finite subset of Tr.
Let A be a register large enough such that
∣∣∣ω~i〉
AC
is a purification of ω
~i
C . Introduce the
registers A~i, C~i respectively (with A~i ≡ A,C~i ≡ C) for every ~i ∈ T ′r. The following quantum
state |ω〉〈ω| ∈ D(⊗~i∈T ′r HA~jC~j ) is a purification of ⊗~i∈T ′r ω~iC~i :
|ω〉 def=
⊗
~i∈T ′r
∣∣∣ω~i〉
A~iC~i
.
Let B be the set of all x for which there exists an~i such that px~i ≥ 1−δ. Let G be the set of the
rest of the x. Let Ψ′x,
~i
C ∈ D(HC ) be the quantum state achieving the optimum in the definition
of D
εx
~i
max
(
ΨxC
∥∥∥ω~iC). By definition of Q(η, r), we have P(Ψ′x,~iC ,ΨxC) ≤ εx~i . Let
∣∣∣Ψ′x,~i〉〈Ψ′x,~i∣∣∣
AC
∈
D(HAC) be a purification of Ψ
′x,~i
C such that P(
∣∣∣Ψ′x,~i〉〈Ψ′x,~i∣∣∣
AC
, |Ψx〉〈Ψx|AC) = P(Ψ′x,
~i
C ,Ψ
x
C).
Applying Lemma 3.9 for every x ∈ G (which uses the finiteness of T ′r), there exist quantum
states τx,
~i ∈ D(⊗~j∈T ′r,~j 6=~iHC~j ) such that
Dmax

τx
∥∥∥∥∥∥∥
⊗
~i∈T ′r
ω
~i
C~i

 ≤ 2 log 1
δ
,
where
τx
def
=
∑
~i∈T ′r
px~i ·Ψ
′x,~i
C~i
⊗ τx,~i.
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This implies that there exists a quantum state θx such that
⊗
~i∈T ′r
ω
~i
C~i
= δ2τx + (1− δ2)θx = δ2 ·
∑
~i∈T ′r
px~i ·Ψ
′x,~i
C~i
⊗ τx,~i + (1− δ2)θx. (5)
Let
∣∣∣τx,~i〉〈τx,~i∣∣∣ ∈ D(⊗~j∈T ′r,~j 6=~iHA~jC~j ) be a purification of τx,~i and |θx〉〈θx| ∈ D(⊗~i∈T ′r HA~jC~j )
be a purification of θx. By Eq.(5), the following quantum state is a purification of
⊗
~i∈T ′r ω
~i
C~i
:
|ω¯x〉 def= δ
∑
~i∈T ′r
√
px~i
∣∣∣Ψ′x,~i〉
A~iC~i
∣∣∣τx,~i〉 |1〉P ∣∣∣~i〉J +
√
1− δ2 |θx〉 |0〉P
∣∣∣~0〉
J
,
where we have introduced registers P, J of sufficiently large dimensions. From Uhlmann’s theo-
rem (Fact 2.3), there exists an isometry
V x :
⊗
~i∈Tr
HA~i,k
→ HPJ ⊗
⊗
~i∈Tr
HA~i
such that
|ω¯x〉 = V x |ω〉 .
The protocol is now as follows.
1. Shared entanglement: Alice and Bob share infinitely many copies of the quantum state
|ω〉 and assign a unique positive integer in {1, 2, 3, . . .}, as an index, to each copy. 1
2. Alice’s encoding:
(a) If x ∈ G, Alice communicates to Bob the bit 0.
i. Rejection sampling step: Alice applies the isometry V x and then measures
the register P in each copy, according to ascending order of the index. Let k
be the first index where she obtains the outcome ‘1’. She communicates the
index k to Bob using the Huffman coding scheme for the probability distribution
{(1 − δ2)i−1δ2}i∈{1,2,3,...}.
ii. Alice measures the register J in the k-th copy, to obtain an outcome~i ∈ T ′r. She
then communicates ~i = (ir, ir−1, . . . , i1) by encoding each iℓ (for ℓ ∈ [r]) in a
prefix-free manner (as guaranteed by Fact 2.16).
iii. Alice introduces the register A′ in the quantum state |0〉A′ and swaps A~i (from
the k-th copy) with A′.
(b) If x ∈ B, Alice communicates to Bob the bit 1.
i. Let ~ix ∈ T ′r be such that px~ix ≥ 1 − δ. Alice communicates ~i = ~ix to Bob with
probability px~i and
~i = (1, 1, . . . 1) with probability 1 − px~i , using the prefix-free
encoding.
ii. Let V x,
~ix : HA → HA be the isometry such that
P
(
Ψ′x,
~ix
C , ω
~ix
C
)
= P
(∣∣∣Ψ′x,~ix〉〈Ψ′x,~ix∣∣∣
AC
, V x,
~ix
∣∣∣ω~ix〉〈ω~ix∣∣∣
C
(
V x,
~ix
)†)
,
as guaranteed by Uhlmann’s theorem (Fact 2.3). Alice applies the isometry V x,
~ix
on the register A~ix (from the 1-st copy of the shared entanglement |ω〉).
1We remark that the shared entanglement can be made finite by introducing some additional errors in the
protocol.
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iii. Alice introduces the register A′ in the quantum state |0〉A′ and swaps A~i (from
the 1-st copy of the shared entanglement |ω〉) with A′.
3. Bob’s decoding:
(a) Receiving the message from Alice, Bob uses the first bit to check whether x ∈ G or
x ∈ B. If x ∈ G, Bob first decodes index k, which is possible due to the prefix-free
encoding of the Huffman coding scheme. If x ∈ B, Bob sets k = 1. He then decodes
~i, which is possible due to the prefix-free encoding (Fact 2.16).
(b) Bob introduces the register C in the quantum state |0〉C and swaps C~i (from the k-th
copy) with C.
4. Final output ΦxA′C is obtained in the registers A
′C.
Error analysis: There always exists an index k where Alice obtains the measurement outcome
‘1’. If x ∈ G, Alice and Bob output the quantum state
∣∣∣Ψ′x,~i〉
A′C
with probability px~i . Thus, the
average error for any x ∈ G is at most
∑
~i∈T ′r
px~i P
2
(∣∣∣Ψ′x,~i〉〈Ψ′x,~i∣∣∣
A′C
, |Ψx〉〈Ψx|A′C
)
=
∑
~i∈T ′r
px~i
(
εx~i
)2
.
If x ∈ B, then Dmax
(
Ψx,
~ix
C
∥∥∥∥ω~ixC
)
≤ log 1px
~ix
≤ log 11−δ . This implies, using Fact 2.5, that
P
(∣∣∣Ψ′x,~ix〉〈Ψ′x,~ix∣∣∣
AC
, V x,
~ix
∣∣∣ω~ix〉〈ω~ix∣∣∣
C
(
V x,
~ix
)†)
= P
(
Ψ′x,
~ix
C , ω
~ix
C
)
≤
√
δ.
Since Alice and Bob output V x,
~ix
∣∣∣ω~ix〉〈ω~ix∣∣∣
C
(
V x,
~ix
)†
with probability at least 1−δ, the average
error is at most
(1− δ)P2(|Ψx〉〈Ψx|AC , V x,
~ix
∣∣∣ω~ix〉〈ω~ix∣∣∣
C
(
V x,
~ix
)†
) + δ
≤ (1− δ)P2
(
|Ψx〉〈Ψx|AC ,
∣∣∣Ψ′x,~ix〉〈Ψ′x,~ix∣∣∣
A′C
)
+ 2
√
δ + δ
(Using the triangle inequality for purified distance, Fact 2.2)
≤ px~ixP
2
(
|Ψx〉〈Ψx|AC ,
∣∣∣Ψ′x,~ix〉〈Ψ′x,~ix∣∣∣
A′C
)
+ 2
√
δ + δ
≤
∑
~i∈T ′r
px~i P
2
(
|Ψx〉〈Ψx|AC ,
∣∣∣Ψ′x,~i〉〈Ψ′x,~i∣∣∣
A′C
)
+ 2
√
δ + δ
=
∑
~i∈T ′r
px~i
(
εx~i
)2
+ 2
√
δ + δ.
This implies that the overall average error of the protocol is at most
∑
x
p(x)
∑
~i∈T ′r
px~i
(
εx~i
)2
+ 2
√
δ + δ ≤ η2 + 3
√
δ.
Expected communication cost: The expected communication cost of the protocol can be
upper bounded by the addition of the expected communication cost of the rejection sampling
step, the expected communication cost for communicating~i and the worst case communication
cost for the first bit.
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Using Fact 2.16, the number of bits used in the communication of ~i = (ir, ir−1, . . . , i1) is at
most
log
1
δ
+ log (ir · ir−1 · · · i1) + 2 log(log ir · log ir−1 . . . log i1) + 4r
≤ log(ir · ir−1 · · · i1) + 2r log log(ir · ir−1 · · · i1) + 4r,
where we have used the identity a1 ·a2 ·. . . ar ≤ (a1+a2+· · ·+ar)r, for positive reals a1, a2, . . . ar.
If x ∈ B, then the tuple ~ix is communicated with probability px~ix and the tuple (1, 1, . . . 1) is
communicated with the remaining probability. Since the tuple (1, 1, . . . 1) has the smallest
encoding length in the prefix-free encoding in Fact 2.16, the expected communication cost is
smaller than the expected communication cost for transmitting~i with probability px~i . Thus, the
expected communication cost for communicating ~i is upper bounded by∑
x
p(x)
∑
ir ,ir−1,...,i1
pxir ,ir−1,...,i1 (log(ir · ir−1 · · · i1) + 2r log log(ir · ir−1 · · · i1) + 4r)
≤

∑
x
p(x)
∑
ir,ir−1,...,i1
pxir,ir−1,...,i1 log(ir · ir−1 · · · i1)

+
2r log

∑
x
p(x)
∑
ir ,ir−1,...,i1
pxir,ir−1,...,i1 log(ir · ir−1 · · · i1)

+ 4r.
The expected communication cost for the Huffman coding of the probability distribution {(1−
δ2)i−1δ2}i∈{1,2,3...} is at most the Shannon entropy of the probability distribution up to addi-
tional one bit, which is
∞∑
i=1
(1− δ2)i−1δ2 log 1
(1− δ2)i−1δ2 + 1
= log
1− δ2
δ2
+
∞∑
i=1
i(1− δ2)i−1 · δ2 log 1
1− δ2 + 1
= log
1− δ2
δ2
+
1
δ4
· δ2 log 1
1− δ2 + 1
≤ 2 log 1
δ
+
1
δ2
log
1
1− δ2 + 1 ≤ 2 log
4
δ
,
where we have used the inequality log 1
1−δ2 ≤ 2δ2. The proof now follows from the definition of
Q(η, r).
3.4 A simple lower bound on Q(η, r)
For our application, we simplify the bound given in Definition 3.2. This is achieved in the
following lemma.
Lemma 3.12. Fix a finite set X , η, γ ∈ (0, 1) and an integer r ≥ 1. For any ensemble
{(p(x), |Ψx〉〈Ψx|A′C)}x∈X , where ΨxA′C ∈ D(HA′C), the associated Q(η, r) satisfies that
Q(η, r) ≥ (1− γ)2 ·
− log
(
maxωC∈D(HC)
∑
x p(x)2
−D
η
γ
max(ΨxC‖ωC)
)
+ 2 log(1− γ)
2 log r + 8
,
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if r > 1 and
Q(η, 1) ≥ (1− γ)2 ·
(
− log
(
maxωC∈D(HC)
∑
x
p(x)2−D
η
γ
max(ΨxC‖ωC)
)
+ 2 log(1− γ)− 1
)
,
for r = 1.
Proof. Define
Q∗ def= − log
(
maxωC∈D(HC)
∑
x
p(x)2−D
η
γ
max(ΨxC‖ωC)
)
.
Our proof proceeds in the following steps.
1. Pruning out x with large error:
Let G be the set of all indices x such that
∑
ir ,ir−1,...,i1
pxir ,ir−1,...,i1
(
εxir ,ir−1,...,i1
)2 ≤ η2
γ
.
Let B be the rest of the indices. Then by Markov’s inequality, we have ∑x∈G p(x) ≥ 1−γ.
Let q(x) be defined as q(x)
def
= p(x)∑
x′∈G
p(x′)
if x ∈ G and 0, otherwise.
2. Removing (ir, ir−1, . . . , i1) with large error:
Now for each x ∈ G, we define Bx to be the set of tuples (ir, ir−1, . . . , i1) for which
εxir ,ir−1,...,i1 ≥ ηγ . Let Gx be rest of the indices. Then we have
∑
(ir ,ir−1,...,i1)∈Bx p
x
ir,ir−1,...,i1 ≤
γ. And hence for all (ir, ir−1, . . . , i1) /∈ Bx, we obtain
pxir,ir−1,...,i1 ≤ 2
−D
η
γ
max
(
Ψx
C
∥∥∥ωir,ir−1,...,i1C ).
3. Upper bound on average probability of a message:
We define a new probability distribution qxir ,ir−1,...,i1 which is 0 whenever (ir, ir−1, . . . , i1) ∈
Bx and equal to pxir,ir−1,...,i1/px(Gx) otherwise, where we define
px(Gx) def=
∑
(ir ,ir−1,...,i1)∈Gx
pxir ,ir−1,...,i1.
It follows that
qxir ,ir−1,...,i1 ≤
1
1− γ 2
−D
η
γ
max
(
Ψx
C
∥∥∥ωir,ir−1,...,i1C ).
Define sirir−1,...,i1
def
=
∑
x q(x)q
x
ir ,ir−1,...,i1. We have
∑
ir,ir−1,...,i1 sir,ir−1,...,i1 = 1. Further-
more,
sir,ir−1,...,i1 ≤
1
1− γ
∑
x
q(x)2
−D
η
γ
max
(
Ψx
C
∥∥∥ωir,ir−1,...,i1C )
≤ 1
(1− γ)2
∑
x
p(x)2
−D
η
γ
max
(
Ψx
C
∥∥∥ωir,ir−1,...,i1C )
≤ 2
−Q∗
(1− γ)2 . (6)
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4. Lower bound on Q(η, r):
Consider
Q(η, r) ≥
∑
x∈G
p(x)
∑
ir ,ir−1,...,i1∈Gx
pxir ,ir−1,...,i1 log(irir−1, . . . , i1)
≥ (1− γ)2
∑
x
q(x)
∑
ir ,ir−1,...,i1
qxir,ir−1,...,i1 log(irir−1, . . . , i1)
= (1− γ)2
∑
ir ,ir−1,...,i1
sir ,ir−1,...,i1 log(irir−1, . . . , i1)
where the last equality follows from the definition of sir ,ir−1,...,i1. Invoking Equation (6)
and Claim 3.13 with b = Q∗ + 2 log(1− γ), the lemma follows.
Claim 3.13. Suppose sir,ir−1,...,i1 ≤ 2−b for all (i1, i2, . . . , ir). Then we have
∑
i1,i2...i1
sir,ir−1,...,i1 log(irir−1, . . . , i1) ≥
b
2(log r + 4)
,
for r > 1 and ∑
i1
si1 log(i1) ≥ b− 1,
for r = 1.
Proof. We first consider the case r = 1.
∑
i1 si1 log(i1) is minimized when si1 = 2
−b for all
i1 ∈ [2b]. For this, we have
∑
i1
si1 log(i1) = 2
−b
2b∑
i=1
log i ≥ log 2b − 1 ≥ b− 1.
Now we consider the case r > 1. For an integer k let N(k) be the number of ordered
tuples (i1, i2, . . . , ir) such that k = i1 · i2 · · · ir. Let M(k) =
∑k
k′=1N(k
′). The quantity∑
i1,i2...i1 sir,ir−1,...,i1 log(ir · ir−1 · · · i1) is minimized when all sir ,ir−1,...,i1 with the smallest possi-
ble values of the product i1 · i2 · . . . ir have taken the value 2−b. Let k∗ be the largest integer
such that M(k∗) < 2b. Let N ′(k∗ + 1) def= 2b −M(k∗). Then
∑
i1,i2...i1
sirir−1,...,i1 log(ir · ir−1 · · · i1) = 2−b(
k∗∑
k=1
N(k) log(k) +N ′(k∗ + 1) log(k∗ + 1)).
Our lower bound proceeds by evaluating N(k). Let k = 2a13a2 . . . patt be the prime decompo-
sition of k. Each of the r integers that multiply to give k can be written as nf = 2
af1 3a
f
2 . . . p
aft
t
where f ∈ [r]. Since n1 · n2 . . . nr = k, we have that
a11 + a
2
1 + · · · + ar1 = a1, a12 + a22 + · · · + ar2 = a2, a1t + a2t + · · ·+ art = at.
We need to compute the number of ways of selecting the ordered tuple
(a11, a
2
1, . . . , a
r
1, a
1
2, . . . , a
r
2, . . . a
1
t , a
2
t , . . . , a
r
t ) that satisfy the above constraints. We note that the
order matters. For the first constraint, the number of ways is equal to
(a1+r−1
r−1
)
. Similar
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argument holds for rest of the constraints, and each being independent, we obtain that the
number of ways is : (
a1 + r − 1
r − 1
)(
a2 + r − 1
r − 1
)
· · ·
(
at + r − 1
r − 1
)
.
Since (
a1 + r − 1
r − 1
)
= (a1 + 1)
(
a1
2
+ 1
)
· · ·
(
a1
r − 1 + 1
)
< 2a1+
a1
2
+···+ a1
r−1 < 2a1(log r+γ),
where γ is Euler-Mascheroni constant, we have that
N(k) < 2(a1+a2+···+at)(log r+γ) < k(log r+γ).
Thus, M(k) < k(log r+γ+1).
Now, k∗ is the integer such that M(k∗) < 2b < M(k∗ + 1). This means, k∗ > 2
b
log r+γ+1 − 1.
Now we are in a position to obtain the final lower bound. Consider,∑
i1,i2...i1
sirir−1,...,i1 log(ir · ir−1 · · · i1)
= 2−b
(
k∗∑
k=1
N(k) log(k) +N ′(k∗ + 1) log (k∗ + 1)
)
> 2−b

 k∗∑
k=
√
k∗
N(k) log(k) +N ′(k∗ + 1) log (k∗ + 1)


>
log(k∗)
2
· 2−b

 k∗∑
k=
√
k∗
N(k) +N ′ (k∗ + 1)


=
log(k∗)
2
·

1− 2−b
√
k∗−1∑
k=1
N(k)


>
log(k∗)
2
·
(
1− 2−b
(√
k∗
)log r+γ+1)
>
b(1− 2−b/2)
2(log r + γ + 1)
.
This proves the claim.
4 Separating expected communication and information for classical-
quantum state transfer
We formally define the task of classical-quantum state transfer.
Task 4.1 (Classical-quantum state transfer). Fix a Hilbert space H and a η ∈ (0, 1). Alice
receives an input x ∼ p (·) associated with a quantum pure state |Ψx〉〈Ψx| ∈ D(H), where p (·)
is a distribution over a finite set X and x ∈ X . The goal is that Bob outputs a quantum state
Φx ∈ D(H) satisfying ∑x p(x)F2(Ψx,Φx) ≥ 1− η2.
The parameter η will be referred to as the average error of a protocol achieving the task.
This section is devoted to the proof of the following theorem. For the ease of presentation and
noting that only one register is involved, we will drop the register labels on the quantum states.
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Theorem 4.2. Fix positive integer d > 4 and δ ∈ (0, 1/4). There exists a collection of N def= 8d7
states {|Ψx〉}Nx=1 belonging to a d-dimensional Hilbert space H, and a probability distribution
{p(x)}Nx=1, such that following holds for the ensemble {(p(x),Ψx)}Nx=1.
• The von Neumann entropy of the average state satisfies S(∑x p(x)Ψx) ≤ δ log(d)+H(δ)+2
• For any one-way protocol achieving the classical-quantum state transfer of the above en-
semble with average error η ∈ (0, ( δ8 )2), the expected communication cost is lower bounded
by (1−√η)2 log( dδ128 ).
• For any r-round interactive protocol achieving the classical-quantum state transfer of the
above ensemble with average error η ∈ (0, ( δ8 )2), the expected communication cost is lower
bounded by
1
20
· log(
dδ
128 )
(log r)
.
• For any interactive protocol (with arbitrary many rounds) achieving the classical-quantum
state transfer of the above ensemble with average error η ∈ (0, ( δ10 )4), the expected com-
munication cost is lower bounded by
1
30
· log(
dδ
128 )
(log log(d)− 2 log η) .
The proof of this theorem, given in Subsection 4.4, shall follow from the construction given
below.
4.1 Construction
Let H be a d-dimensional Hilbert space; |0〉 be an arbitrary pure state in H, and V be the
(d− 1)-subspace orthogonal to |0〉. Let P be the projector onto V and S be the unit ball in V .
Let µ be a Haar measure on S. We continue to use the ket notation to represent the vectors
in S. We sample m pure states {|x1〉 , |x2〉 . . . |xm〉}, independently from µ, where m is to be
chosen later. Fix a δ ∈ (0, 14 ). For each i, define the following random hermitian matrices
Z1i
def
= |xi〉〈xi| , Z2i def=
√
δ − δ2(|xi〉 〈0|+ |0〉 〈xi|) + δ |xi〉〈xi| , Z3i def= |xi〉〈xi| ⊗ |xi〉〈xi| . (7)
We have that ‖Z1i ‖∞ ≤ 1, ‖Z2i ‖∞ ≤ 2
√
δ < 1, ‖Z3i ‖∞ ≤ 1. Furthermore, it holds that
E(Z1i ) =
P
d
,
E(Z2i ) = δ
P
d
,
E(Z3i ) =
P ⊗ P + F
d(d+ 1)
(8)
where F is the swap operator on V × V . Namely,
F |x, y〉 def=
{
|y, x〉 if |x〉 ∈ V, |y〉 ∈ V
0 otherwise.
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From the Matrix Hoeffding bound (Fact 2.14), the following three inequalities hold for any
ε > 0:
Pr
[∥∥∥∥∥
∑
i Z
1
i
m
− P
d
∥∥∥∥∥
1
≥ ǫ
]
≤ d · e−mε
2
8·d2 ,
Pr
[∥∥∥∥∥
∑
i Z
2
i
m
− δP
d
∥∥∥∥∥
1
≥ ε
]
≤ d · e−mε
2
8·d2 ,
Pr
[∥∥∥∥∥
∑
i Z
3
i
m
− P ⊗ P + F
d(d + 1)
∥∥∥∥∥
1
]
≤ d · e−mε
2
8·d4 .
Setting m = 8d
5
ε2 , we find that for d > 4, all the upper bounds are less than 1/3. Applying the
union bound, there exists a set of pure states Nε
def
= {|x1〉 , |x2〉 . . . |xm〉} ⊆ S satisfying
∥∥∥∥∥
∑
i Z
1
i
m
− P
d
∥∥∥∥∥
1
≤ ε,
∥∥∥∥∥
∑
i Z
2
i
m
− δP
d
∥∥∥∥∥
1
≤ ε,
∥∥∥∥∥
∑
i Z
3
i
m
− P ⊗ P + F
d(d+ 1)
∥∥∥∥∥
1
≤ ε, (9)
where
{
Z1i , Z
2
i , Z
3
i
}
1≤i≤m are defined in Eq. (7). The ensemble is now constructed as follows,
with X being the set [m].
p(i)
def
=
1
m
, |Ψi〉 def=
√
1− δ |0〉+
√
δ |xi〉 for i ∈ [m], (10)
where |xi〉 is the state given in Nε. We will use the notation Ei to represent expectation according
to the distribution p(i).
4.2 Upper bound on the von-Neumann entropy
We have the following lemma.
Lemma 4.3. The von-Neumann entropy of the average state Ei [Ψi] =
∑
i p(i)Ψi satisfies
S (Ei [Ψi]) ≤ (δ + ε) log d+H (δ) + 1.
Proof. Consider,
E
i
[|Ψi〉〈Ψi|] = (1− δ) |0〉〈0|+ E
i
[√
δ(1 − δ)(|0〉 〈xi|+ |xi〉 〈0|) + δ |xi〉〈xi|
]
.
From Eq. (9), it follows that ∥∥∥∥Ei [Ψi]− (1− δ) |0〉〈0| − δPd
∥∥∥∥
1
≤ ε.
Now we use Alicki-Fannes inequality (Fact 2.8) to conclude that
S
(
E
i
[Ψi]
)
≤ S
(
(1− δ) |0〉〈0|+ δP
d
)
+ ε log d+ 1 = (δ + ε) log d+H (δ) + 1.
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4.3 Bound on the average smooth max-relative entropy
Given our construction and Lemma 3.12, it is sufficient to provide an upper bound on Ei2
−Dνmax(Ψi‖ω),
for an arbitrary quantum state ω and small enough ν. We will prove the following lemma.
Lemma 4.4. Fix δ as defined above and let ν ∈ (0, δ8). Let ε = 1d . Then it holds that
maxω∈D(H) E
i
[
2−D
ν
max(Ψi‖ω)
]
≤ 2− log(dδ)+6.
Proof of Lemma 4.4. Fix a quantum state ω ∈ D(H). Let k < d be an integer and Q− (Q+) be
the projector onto the subspace where the eigenvalues of ω are less than (greater than or equal
to) 1k . Since rk Q
+ ≤ k, it holds that rk Q− ≥ d+1− k. Let W be the subspace corresponding
to Q−. We have dimW = d− rk Q+ ≥ d+ 1− k. Let W ′ be an arbitrary (d− k)-dimensional
subspace of W orthogonal to |0〉, the existence of which is easy to verify. Let Q be a projector
onto W ′.
We apply Lemma 4.8 by setting k = d4 , ε =
1
d α =
δ
4 and obtain
Pr
i
[〈Ψi|Q |Ψi〉 < δ/2 + δ/d] ≤ 96
d
.
Let B be the set of all i such that 〈Ψi|Q |Ψi〉 < δ2 . Let G be the set of rest of the i. Above
inequality implies that Pri [B] ≤ 96d . Now, consider
E
i
[
2−D
ν
max(Ψi‖ω)
]
=
∑
i∈B
1
m
· 2−Dνmax(Ψi‖ω) +
∑
i∈G
1
m
· 2−Dνmax(Ψi‖ω)
≤ Pr
i
[B] +
∑
i∈G
1
m
· 2−Dνmax(Ψi‖ω)
≤ 96
d
+maxi∈G2−D
ν
max(Ψi‖ω).
For an i ∈ G, we have 〈Ψi|Q− |Ψi〉 ≥ 〈Ψi|Q |Ψi〉 ≥ δ2 > 2ν. Thus, we use Lemma 4.5 to
conclude that for all i ∈ G,
2−D
ν
max(Ψi‖ω)
≤ 4
d(1− ν)
(√
(1− 2ν)( δ2 )−
√
2(1− δ2)ν
)2
≤ 4
d(1− δ8)
(√
(1− δ4)( δ2 )−
√
(1− δ2) δ4
)2
≤ 40
dδ
.
This leads to the upper bound
E
i
[
2−D
ν
max(Ψi‖ω)
]
≤ 96
d
+
40
dδ
≤ 2− log(dδ)+6,
which proves the lemma.
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For the discussion below, we fix the quantum state ω ∈ D(H) as appearing in the above
proof. The following lemma provides an explicit lower bound on the smooth max-relative
entropy between |Ψi〉〈Ψi| and ω.
Lemma 4.5. For any i and ν ∈ (0, 1) satisfying 〈Ψi|Q− |Ψi〉 > 2ν, it holds that
2−D
ν
max(Ψi‖ω) ≤ 1
k(1− ν)(√(1− ν) 〈Ψi|Q− |Ψi〉 −√〈Ψi|Q+ |Ψi〉 ν)2 .
Proof. Define the quantity
Sν(Ψi||Q−) def= inf|λ〉〈λ|∈D(H):|〈λ|Ψi〉|2>1−ν 〈λ|Q− |λ〉 .
The lemma follows from Claim 4.6 and Claim 4.7.
Claim 4.6. For any i, it holds that
2−D
ν
max(Ψi‖ω) ≤ 1
k(1 − ν)S2ν(Ψi||Q−) .
Proof. For a fixed i, let ρi ∈ D(H) be the state that achieves the infimum in the definition of
Dνmax (Ψi‖ω). It satisfies 〈Ψi| ρi |Ψi〉 ≥ 1 − ν. This means that the largest eigenvalue of ρi is
at least 1− ν. Thus, consider the eigen-decomposition ρi = λ1 |λ1〉〈λ1| +
∑
j>1 λj |λj〉〈λj|. We
have λ1 ≥ 1− ν or equivalently
∑
j>1 λj ≤ ν. Thus,
1− ν ≤ 〈Ψi| ρi |Ψi〉 = λ1|〈Ψi|λ1〉|2 +
∑
j>1
λj |〈Ψi|λj〉|2 ≤ |〈Ψi|λ1〉|2 +
∑
j>1
λj ≤ |〈Ψi|λ1〉|2 + ν.
Hence, |〈Ψi|λ1〉|2 ≥ 1− 2ν. Moreover,
2Dmax(ρi‖ω) = ‖ω− 12 ρω− 12‖∞ ≥ (1− ν)‖ω−
1
2 |λ1〉〈λ1|ω−
1
2 ‖∞ = (1− ν) 〈λ1|ω−1 |λ1〉 ,
where ω−1 is the pseudo-inverse of ω. From the definition of the projector Q−, the following
inequality holds:
〈λ1|ω−1 |λ1〉 ≥ k 〈λ1|Q− |λ1〉 .
Thus we get
2Dmax(ρi‖ω) ≥ k(1− ν) 〈λ1|Q− |λ1〉 .
Inverting and using |〈Ψi|λ1〉|2 ≥ 1− 2ν, we have
2−Dmax(ρi‖ω) ≤ 1
k(1− ν) 〈λ1|Q− |λ1〉 ≤
1
k(1− ν)S2ν(Ψi||Q−) .
This proves the claim.
Claim 4.7. If 〈Ψi|Q− |Ψi〉 > ν, then we have
Sν(Ψi||Q−) = (
√
(1− ν) 〈Ψi|Q− |Ψi〉 −
√
〈Ψi|Q+ |Ψi〉 ν)2.
Else Sν(Ψi||Q−) = 0.
The proof of Claim 4.7 involves direct but tedious calculations, which is deferred to Ap-
pendix A.
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Lemma 4.8. Let Q be the projector onto a (d− k)-dimensional subspace of H such that Q |0〉 =
0. For every α ∈ (0, 1), it holds that
Pr
i
[
〈Ψi|Q |Ψi〉 < δd− k
d
+ δε − α
]
≤ δ
2
α2
(
3ε+
3
d
)
.
The proof of this lemma uses the following two claims.
Claim 4.9. It holds that
δ(d − k)
d
+ δε ≥ E
i
[〈Ψi|Q |Ψi〉] ≥ δ(d− k)
d
− δε.
Proof. Since Q is orthogonal to |0〉, we have that
E
i
[〈Ψi|Q |Ψi〉] = δ E
i
[〈xi|Q |xi〉] .
Using Eq.(9), we find that
rk Q
d
+ ε ≥ Tr
(
Q
P
d
)
+ ε ≥ Ei 〈xi|Q |xi〉 ≥ Tr
(
Q
P
d
)
− ε = rk Q
d
− ε.
The claim follows from the fact that rk Q = d− k.
Claim 4.10. It holds that
δ2
(d− k)(d− k + 1)
d(d + 1)
+ δ2ε ≥ E
i
[
(〈Ψi|Q |Ψi〉)2
]
≥ δ2 (d− k)(d− k + 1)
d(d + 1)
− δ2ε.
Proof. Since Q is orthogonal to |0〉, we have that
E
i
[
(〈Ψi|Q |Ψi〉)2
]
= δ2 E
i
[
(〈xi|Q |xi〉)2
]
= δ2 E
i
[Tr ((Q⊗Q) (|xi〉〈xi| ⊗ |xi〉〈xi|))] .
Using Eq (9), we find that
(rk Q)2 + rk Q
d(d + 1)
+ ε
= Tr
(
(Q⊗Q) P ⊗ P + F
d (d+ 1)
)
+ ε
≥ E
i
[Tr ((Q⊗Q) (|xi〉〈xi| ⊗ |xi〉〈xi|))]
≥ Tr
(
(Q⊗Q) P ⊗ P + F
d(d+ 1)
)
− ε
=
(rk Q)2 + rk Q
d(d+ 1)
− ε,
where the both inequalities are from Eq. (8). Using the value of rk Q, the claim follows.
Using these claims, we now proceed to the proof of Lemma 4.8.
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Proof of Lemma 4.8. The variance of 〈Ψi|Q |Ψi〉 can be upper bounded using Claims 4.9 and
4.10 as
E
i
[
(〈Ψi|Q |Ψi〉)2
]
− E
i
[〈Ψi|Q |Ψi〉]2
≤ δ2 (d− k)(d− k + 1)
d(d+ 1)
+ δ2ε−
(
δ(d − k)
d
− δε
)2
≤ δ2
(
ε− ε2 + 2ε+ (d− k)(d − k + 1)
d(d+ 1)
− (d− k)
2
d2
)
≤ δ2
(
3ε+
3
d
)
.
Now, using Chebyshev’s inequality, we find that
Pr
i
[
〈Ψi|Q |Ψi〉 ≤ E
i
[(〈Ψi|Q |Ψi〉)− α]
]
≤ δ
2
α2
(
3ε +
3
d
)
.
Using Claim 4.9, the lemma follows.
4.4 Proof of Theorem 4.2
Proof. We use the construction above with ε = 1d as chosen in Lemma 4.4. Thus the set N 1d
has 8d7 elements. We prove each item as follows.
• From Lemma 4.3, the von Neumann entropy of the average state is upper bounded by
(δ +
1
d
) log(d) +H(δ) + 1 < δ log(d) +H(δ) + 2.
• For the ‘one-way’ part of the theorem, we set γ = √η in Lemma 3.12 (with r = 1) and
apply Lemma 4.4 with ηγ ← ν. We note that Lemma 4.4 applies since ηγ =
√
η ≤ δ8 by the
choice of η. The resulting lower bound takes the form
(1−√η)2 log(dδ
64
)− 1 > (1−√η)2 log( dδ
128
).
• The ‘round-dependent’ part of the theorem follows in a similar manner, where we apply
Lemma 3.12 with r > 1. The lower bound we obtain takes the form
(1−√η)2 log(
dδ
128 )
2(log r + 4)
>
1
20
· log(
dδ
128 )
(log r)
.
Remark 4.11. One can also use Equation 4 to obtain a lower bound
Ω (log dδ − r log log dδ) ,
for small enough values of r. But it does not lead to a better lower bound in the interactive
(round independent) part of the theorem.
• For the ‘round independent’ part of the theorem, we proceed as follows. Fix a com-
munication protocol P with r rounds and average error η. Define an odd number ℓ
def
=
2⌈ log(d)η2 ⌉ + 1 > log(d)η2 , which is assumed to be smaller than r. Let B denote the set
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of all instances (x, i1, i2, . . . , ir) (input x and messages exchanged) in which the proto-
col terminates before the round ℓ. From Remark 3.6, such instances are of the form
(x, i1, i2, . . . , 1, 1, . . . , 1). Let G be the remaining set of instances. It is easy to infer that
if (x, ir, ir−1, . . . , i1) ∈ G, then the number of bits exchanged in this instance is at least ℓ
(as at least one bit must be exchanged in each round till round ℓ).
Now we consider two cases. The first case is that
∑
(x,i1,i2,...,ir)∈G p(x)p
x
ir ,ir−1,...,i1 > η
2.
Then the expected communication cost is lower bounded by η2 log(d)η2 = log(d).
The second case is that
∑
(i1,i2,...,ir)∈G p(x)p
x
ir ,ir−1,...,i1 ≤ η2. Let P′ be the protocol that
simulates P up to ℓ rounds. Namely, if round ℓ is reached then parties abort and Bob
considers |0〉C as his output. If the protocol P′ terminates before or in round ℓ, then Bob
outputs the same as in P.
Let Φ˜xC be the state output from Bob, conditioned on input x. We have that
Φ˜xC =
∑
(x,i1,i2,...,ir)∈B
pxir ,ir−1,...,i1τ
x,ir,ir−1,...,i1
C + β |0〉〈0|C
with β ≤ η2 by assumption. On the other hand, the final state ΦxC of the original protocol
is
ΦxC =
∑
(x,i1,i2,...,ir)∈B
pxir ,ir−1,...,i1τ
x,ir,ir−1,...,i1
C +
∑
(x,i1,i2,...,ir)∈B
pxir,ir−1,...,i1τ
x,ir,ir−1,...,i1
C .
From the joint concavity of fidelity (Fact 2.7), we obtain F(Φ˜xC ,Ψ
x
C) ≥ 1−η2. This implies∑
x
p(x)F2(Ψx, Φ˜xC) ≥
∑
x
p(x)F2(Ψx,ΦxC)−
∑
x
p(x)‖Φ˜xC −ΨxC‖1 ≥ 1− η2 − 2η ≥ 1− 3η.
Thus, P′ is a protocol with ℓ rounds and average error
√
3η < ( δ8)
2. The expected com-
munication cost of P′ is lower bounded by (using the ‘round-dependent’ part established
above):
1
20
· log(
dδ
128 )
(log ℓ)
≥ 1
30
· log(
dδ
128 )
(log log(d)− 2 log η) .
This is also the lower bound on the expected communication cost of P, which proves the
item.
5 Expected communication cost of quantum state redistribu-
tion
The task of quantum state redistribution is formally defined as follows.
Task 5.1 (Quantum state redistribution). Fix the registers RBCA associated to a Hilbert
space HRBCA and an ε ∈ (0, 1). Let a pure quantum state |Ψ〉〈Ψ|RBCA ∈ D(HRBCA) be shared
among Alice (A,C), Bob (B) and Reference (R). Alice needs to transfer the register C to Bob such
that the final state between Alice (A), Bob (B,C) and Reference (R) is Ψ′RBCA ∈ D(HRBCA).
It is required that P(Ψ′RBCA,ΨRBCA) ≤ ε2.
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The parameter ε will be referred to as the error of the protocol. We describe a general
structure of an interactive protocol for quantum state redistribution (Task 5.1) and its expected
communication cost. We assume that Alice and Bob only exchange classical messages via quan-
tum teleportation. An r-round interactive protocol P (where r is an odd number) with error ε
and expected communication cost C is as follows. It is also graphically depicted in Figure 3.
Let quantum state |Ψ〉RBCA ∈ D(HRBCA) be shared among Alice (A,C), Bob (B) and
Referee (R). Alice and Bob possess the shared entanglement |θ〉〈θ|EAEB ∈ D(HEAEB) in
registers EA (with Alice) and EB (with Bob).
• Alice performs a measurementM =
{
M1ACEA ,M
2
ACEA
. . .
}
, whereM iACEA ∈ L(HACEA)
and
∑
i
(
M iACEA
)†
M iACEA = IACEA . The probability of outcome i1 is defined as
pi1
def
= Tr
(
M i1ACEAΨCA ⊗ θEA
(
M i1ACEA
)†)
. Let φi1RBACEAEB be the global normal-
ized quantum state, conditioned on this outcome. She sends the message i1 to Bob.
• Upon receiving the message i1 from Alice, Bob performs a measurement
Mi1 =
{
M1,i1BEB ,M
2,i1
BEB
, . . .
}
,
where M i,i1BEB ∈ L(HBEB ) and
∑
i
(
M iBEB
)†
M iBEB = IBEB . The probability of out-
come i2 is pi2|i1
def
= Tr
(
M i2,i1BEBφ
i1
BEB
(
M iBEB
)†)
. Let φi2,i1RBACEAEB be the global nor-
malized quantum state conditioned on this outcome i2 and previous outcome i1. Bob
sends the message i2 to Alice.
• Consider any odd round 1 < k ≤ r. Let the measurement outcomes in all the
previous rounds be i1, i2, . . . , ik−1 and the corresponding global normalized state be
φ
ik−1,ik−2,...,i1
RBACEAEB
. Alice performs a measurement
Mik−1,ik−2,...,i2,i1 =
{
M
1,ik−1,ik−2,...,i2,i1
ACEA
,M
2,ik−1,ik−2,...,i2,i1
ACEA
, . . .
}
,
whereM
i,ik−1,ik−2,...,i2,i1
ACEA
∈ L(HACEA) and
∑
i
(
M
i,ik−1,ik−2,...,i2,i1
ACEA
)†
M
i,ik−1,ik−2,...,i2,i1
ACEA
=
IACEA . She obtains an outcome ik with probability
pik|ik−1,ik−2,...,i2,i1
def
= Tr
(
M
ik,ik−1,ik−2,...,i2,i1
ACEA
φ
ik−1,ik−2,...,i1
ACEA
)
.
Let the global normalized state conditioning on the outcome ik be φ
ik,ik−1,ik−2,...,i1
RBACEBEA
.
Alice sends the outcome ik to Bob.
• Consider an even round 2 < k ≤ r. Let the measurement outcomes in previous rounds
be i1, i2 . . . ik−1 and the corresponding global normalized state be φ
ik−1,ik−2,...,i1
RBACEAEB
. Bob
performs a measurement
Mik−1,ik−2,...,i2,i1 =
{
M
1,ik−1,ik−2,...,i2,i1
BEB
,M
2,ik−1,ik−2,...,i2,i1
BEB
, . . .
}
,
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whereM
i,ik−1,ik−2,...,i2,i1
BEB
∈ L(HBEB ) and
∑
i
(
M
i,ik−1,ik−2,...,i2,i1
BEB
)†
M
i,ik−1,ik−2,...,i2,i1
BEB
=
IBEB . He obtains an outcome ik with probability
pik|ik−1,ik−2,...,i2,i1
def
= Tr
(
M
ik,ik−1,ik−2,...,i2,i1
BEB
φ
ik−1,ik−2,...,i1
BEB
)
.
Let the global normalized state conditioning on the outcome ik be φ
ik,ik−1,ik−2,...,i1
RBACEBEA
.
Bob sends the outcome ik to Alice.
• After receiving the message ir from Alice at the end of round r, Bob applies a unitary
U bir ,ir−1,...,i1 : HBEB → HBC0TB such that EB ≡ C0TB and C0 ≡ C. Alice applies a
unitary Uair ,ir−1,...,i1 : HACEA → HACEA . Let Uir,ir−1,...,i1
def
= Uair,ir−1,...,i1 ⊗U bir ,ir−1,...,i1.
Define ∣∣∣τ ir ,ir−1,...,i1〉
RBACC0TBEA
def
= Uir ,ir−1,...,i1
∣∣∣φir ,ir−1,...,i1〉
RBACEBEA
.
• For every k ≤ r, define
pi1,i2,...,ik
def
= pi1 · pi2|i1 · pi3|i2,i1 · · · pik|ik−1,ik−2,...,i1 .
The joint state in registers RBC0A, after Alice and Bob’s final unitaries, is Ψ
′
RBC0A
def
=∑
ir ,ir−1,...,i1 pi1,i2,...,irτ
ir,ir−1,...,i1
RBC0A
. It satisfies P(Ψ′RBC0A,ΨRBC0A) ≤ ε due to the cor-
rectness of the protocol.
Protocol P3
The following fact is easily shown.
Fact 5.2. The expected communication cost of P3 is lower bounded by∑
i1,i2,...,ir
pi1,i2,...,ir log(i1 · i2 · · · ir)
Our main result of this section is the following theorem.
Theorem 5.3. Fix a p ∈ (0, 1) and an ε ∈ [0, ( 170 )
4
1−p ]. There exists a pure quantum state
ΨRBCA ∈ D(HRBCA) (that depends on ε) such that any interactive entanglement-assisted com-
munication protocol for its quantum state redistribution with error ε requires expected commu-
nication cost at least I(R : C |B)Ψ · (1ε )p.
The proof of this theorem is given towards the end of this section. In order to facilitate the
proof, we will introduce a coherent representation of the above protocol in the following lemma.
Lemma 5.4. For every k ≤ r, let Ok represent the set of all tuples (i1, i2, . . . , ik) such that
{i1, i2, . . . , ik} is a sequence of measurement outcomes that occurs with non-zero probability up
to k-th round of P3.
There exist registers M1,M2, . . . ,Mr and isometries
{Uik−1,ik−2,...,i2,i1 : HACEA → HACEAMk |k > 1, k odd , (i1, i2 . . . ik−1) ∈ Ok−1},
{Uik−1,ik−2,...,i2,i1 : HBEB → HBEBMk |k even , (i1, i2 . . . ik−1) ∈ Ok−1}
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Referee
Alice
Bob
ΨRBAC
R
A
C
B
θEAEB
EA
EB
MACEA
i1
Mi1BEB
i2 ir
Uair ...i1
A
C
EA
U bir ...i1
TB
C0
B
Ψ′RAC0B
Figure 3: Graphical representation of an interactive protocol for Quantum state redistri-
bution. The input state is ΨRBAC , the shared entanglement and the local registers are
included in EA, EB and the final state Ψ
′
RAC0B
satisfies F2(Ψ′RAC0B ,ΨRAC0B) ≥ 1 − ε2.
The messages i1, i2 . . . are exchanged by Alice and Bob till the round r. The first mea-
surement M def= {M1ACEA ,M2ACEA . . .} is performed by Alice. Measurement Mik,ik−1,...i1 =
{M1,ik ,ik−1...i2,i1BEB ,M
2,ik,ik−1...i2,i1
BEB
. . .} is performed by Alice (with registers ACEA if k is even)
and by Bob (with registers BEB if k is odd). The final unitaries U
a
ir ...i1 and U
b
ir ...i1 are applied
by Alice and Bob, respectively.
and U : HACEA → HACEAM1 , such that
|Ψ〉RBCA |θ〉EAEB
= U †
∑
i1,i2,...,ir
√
pi1,i2,...,irU
†
i1
U †i2,i1 · · ·U
†
ir ,ir−1,...,i1
∣∣∣τ ir ,ir−1,...,i1〉
RBCAC0TBEA
|ir〉Mr . . . |i1〉M1 ,
for some pure states
∣∣τ ir ,ir−1,...,i1〉〈τ ir,ir−1,...,i1 ∣∣RBCAC0TBEA ∈ D(HRBCAC0TBEA).
The proof of this lemma is deferred to Appendix B. The proof is an adaptation of the
arguments related to the convex-split lemma introduced in [ADJ17]. The statement of the
lemma is simplified by introducing a family of controlled unitaries.
Definition 5.5. We introduce the following definitions.
• Let k > 1 be odd. Isometry Uk : HACEAM1M2...Mk−1 → HACEAM1M2...Mk−1Mk ,
Uk
def
=
∑
i1,i2...ik−1
|i1〉〈i1|M1 ⊗ |i2〉〈i2|M2 ⊗ . . .⊗ |ik−1〉〈ik−1|Mk−1 ⊗ Uik−1,ik−2,...,i2,i1 .
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• For k even, Isometry Uk : HBEBM1M2...Mk−1 → HBEBM1M2...Mk−1Mk ,
Uk
def
=
∑
i1,i2...ik−1
|i1〉〈i1|M1 ⊗ |i2〉〈i2|M2 ⊗ . . .⊗ |ik−1〉〈ik−1|Mk−1 ⊗ Uik−1,ik−2,...,i2,i1 .
• Unitary Uar+1 : HACEAM1M2...Mr → HACEAM1M2...Mr ,
Uar+1
def
=
∑
i1,i2,...,ir
|i1〉〈i1|M1 ⊗ |i2〉〈i2|M2 ⊗ . . .⊗ |ir〉〈ir|Mr ⊗ Uair ,ir−1,...,i1 .
• Unitary U br+1 : HBEBM1M2...Mr → HBC0TBM1M2...Mr ,
U br+1
def
=
∑
i1,i2,...,ir
|i1〉〈i1|M1 ⊗ |i2〉〈i2|M2 ⊗ . . .⊗ |ir〉〈ir|Mr ⊗ U bir ,ir−1,...,i1 .
• Unitary Ur+1 : HACEABEBM1M2...Mr → HACEABC0TBM1M2...Mr ,
Ur+1
def
=
∑
i1,i2,...,ir
|i1〉〈i1|M1 ⊗ |i2〉〈i2|M2 ⊗ . . .⊗ |ir〉〈ir|Mr ⊗ Uir ,ir−1,...,i1 .
This leads to a more convenient representation of Lemma 5.4.
Corollary 5.6. It holds that
|Ψ〉RBCA |θ〉EAEB = U †U
†
2 · · ·U †r+1
∑
i1,i2,...,ir
√
pi1,i2,...,ir
∣∣∣τ ir ,ir−1,...,i1〉
RBCAC0TBEA
|ir〉Mr . . . |i1〉M1 .
and
P(ΨRBC0A,
∑
i1,i2,...,ir
pi1,i2,...,irτ
ir ,ir−1,...,i1
RBC0A
) ≤ ε.
Proof. The corollary follows immediately from Definition 5.5 and Lemma 5.4.
5.1 Construction
In this subsection, we obtain a lower bound on expected communication cost of quantum state
redistribution by considering a class of states defined below.
Let the register R be composed of two registers RA, R
′, such that R ≡ RAR′. Let |RA| = da
and |R′| = |C| = |B| = d.
Definition 5.7. Define the quantum state |Ψ〉〈Ψ|RBCA ∈ D(HRBCA) as
|Ψ〉RBCA
def
=
1√
da
da∑
a=1
|a〉RA |a〉A |ψa〉R′BC ,
where
|ψa〉R′BC =
d∑
j=1
√
ej |uj〉R′ |vj(a)〉B |wj(a)〉C ,
and e1 ≥ e2 ≥ . . . ≥ ed > 0 and
∑d
i=1 ei = 1. Furthermore, each of the three sets {|u1〉 , . . . , |ud〉},
{|v1(a)〉 , . . . , |vd(a)〉}, {|w1(a)〉 , . . . , |wd(a)〉} forms an orthonormal basis (second and third
bases may depend arbitrarily on a) in HR′ ,HB and HC respectively.
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The choice of the probability distribution {e1, e2, . . . , ed} is given by the following lemma.
Lemma 5.8. Fix a β ≥ 1 and an integer d > 1. There exists a probability distribution µ =
{e1, e2, . . . , ed}, with e1 ≥ e2 . . . ≥ ed, such that ed = 1dβ and Shannon entropy H(µ) ≤ 2 log(d)β .
Proof. Set e2 = e3 = . . . = ed =
1
dβ . Then e1 = 1 − d−1dβ . Using x log
(
1
x
)
≤ log ee < 1 for all
x > 0, we can upper bound the entropy of the distribution as
∑
i
ei log
(
1
ei
)
=
(
1− d− 1
dβ
)
log
(
1
1− d−1dβ
)
+
d− 1
dβ
log (dβ) < 2 +
log d
β
≤ 2log d
β
.
Given |ψa〉R′BC from Definition 5.7, we define a ‘GHZ state’ |ωa〉〈ωa|R′BC ∈ D(HR′BC)
corresponding to it as
|ωa〉R′BC
def
=
1√
d
d∑
j=1
|uj〉R′ |vj(a)〉B |wj(a)〉C .
Using this, we define the state |ωRBCA〉〈ωRBCA| ∈ D(HRBCA) as
|ωRBCA〉 def= 1√
da
da∑
a=1
|a〉RA |a〉A |ωa〉R′BC .
The following relation is easy to verify.
|ω〉RBCA =
1√
da · d
Ψ
− 1
2
R |Ψ〉RBCA (11)
The protocol P3 achieves quantum state redistribution of ΨRBCA with error ε and expected
communication cost C. The following lemma is a refined form of corollary 5.6. Its proof is
deferred to Appendix C.
Lemma 5.9. Given a r-round protocol P3 achieving the quantum state redistribution for |Ψ〉RBCA
with {Ui}1≤i≤r+1 , {pi1,...,ir} , Uar+1, U br+1 as defined in Definition 5.5. There exists a probability
distribution {p′i1,i2,...,ir} and pure states
∣∣κir ,ir−1,...,i1〉〈κir ,ir−1,...,i1 ∣∣CEATB ∈ D(HCEATB ) such that
P(ΨRBCA ⊗ θEAEB , νRBCAEAEB ) ≤ 2
√
ε,
where
|ν〉RBCAEAEB
def
= U †U †2 · · ·U †r+1
∑
i1,i2,...,ir
√
p′i1,i2,...,ir |Ψ〉RBC0A ⊗ κ
ir ,ir−1,...,i1
CEATB
|ir〉Mr . . . |i1〉M1 .
Furthermore, ∑
i1,i2,...,ir
p′i1,i2,...,ir log (i1 · i2 · · · ir) ≤
C
1− ε.
We now use Lemma 5.9 to prove the following lemma for the state ωRBCA. Recall that ed
is the smallest eigenvalue of ψaR′ , independent of a.
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Lemma 5.10. It holds that
P(ωRBCA ⊗ θEAEB , ωRBC0A ⊗ ν¯RBCAEAEB ) ≤
√
8ε
ed · d,
where
|ν¯〉RBCAEAEB
def
= U †U †2 · · ·U †r+1
∑
i1,i2,...,ir
√
p′i1,i2,...,ir |ω〉RBC0A ⊗ κ
ir ,ir−1,...,i1
CEATB
|ir〉Mr . . . |i1〉M1 .
Furthermore, ∑
i1,i2,...,ir
p′i1,i2,...,ir log (i1 · i2 · · · · ir) ≤
C
1− ε .
Proof. Define a completely positive map E˜ : HR → HR as E˜(ρ) def= edda (Ψ
− 1
2
R ρΨ
− 1
2
R ), which is
trace non-increasing since Ψ−1R  daed IR. From Equation (11), we have
E˜(ΨRBCA) = ed · d · ωRBCA
and
E˜(νRBCAEAEB ) = ed · d · ν¯RBCAEAEB .
Consider,
2
√
ε ≥ P(ΨRBCA ⊗ θEAEB , νRBCAEAEB )
(Lemma 5.9)
≥ P(E˜(ΨRBCA)⊗ θEAEB , E˜(νRBCAEAEB))
(Fact 2.4)
= P(d · ed · ωRBCA ⊗ θEAEB , d · ed · ν¯RBCAEAEB ).
Using Fact 2.6, we thus obtain
P(ωRBCA ⊗ θEAEB , ν¯RBCAEAEB ) ≤
√
8ε
d · ed .
Furthermore, the probabilities p′i1,i2,...,ir are same as in Lemma 5.9. This completes the proof.
Now we exhibit an interactive entanglement-assisted communication protocol for the Quan-
tum state redistribution of ωRBCA with bounded worst case quantum communication cost. Its
proof is deferred to Appendix D.
Lemma 5.11. Fix a µ ∈ (0, 1). There exists an entanglement-assisted r-round quantum com-
munication protocol for the quantum state redistribution of ωRBCA with worst case quantum
communication cost at most 2Cµ(1−ε) and error at most
√
8ε
ed·d +
√
µ.
The next lemma obtains a lower bound on the worst case quantum communication cost of
the Quantum state redistribution of ωRBCA.
Lemma 5.12. Let d > 218 be the dimension of the register B. Then the worst case quan-
tum communication cost of any interactive entanglement-assisted quantum state redistribution
protocol of the state ωRBCA, with error δ ∈ (0, 16), is at least 16 log(d).
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Proof. As shown in [BCT16]( Section 5, Proposition 2), the worst quantum communication cost
for the quantum state redistribution of the state ωRBCA, with error δ is lower bounded by
1
2
(
Iδmax(R : BC)ω − Imax(R : B)ω
)
.
From Definition 5.7, ωRBC =
1
da
∑da
a=1 |a〉〈a|RA ⊗ ωaR′BC is a classical-quantum state. Consider,
Iδmax(R : BC)ω ≥ infρRBC∈Bδ(ωRBC)I(R : BC)ρ
≥ infρR∈Bδ(ωR)S(ρR) + infρBC∈Bδ(ωBC)S(ρ′BC)− sup
ρRBC∈Bδ(ωRBC)
S(ρRBC )
≥ I(R : BC)ω − 3δ log(d) − 3 (Fact 2.8)
≥ 1
da
∑
a
I
(
R′ : BC
)
ωa − 3δ log(d)− 3 (Fact 2.13)
= 2 log(d)− 3δ log(d)− 3.
To bound Imax(R : B)ω, note that ωRB =
1
d·da
∑da
a=1
∑d
j=1 |a〉〈a|RA⊗|uj〉〈uj |R′ ⊗|vj(a)〉〈vj(a)|B
is also a classical-quantum state. Using Fact 2.12, we obtain Imax(R : B)ω ≤ log(|B|) = log(d).
Thus, the worst case quantum communication cost is lower bounded by
1
2
(
Iδmax (R : BC)ω − Imax(R : B)ω
)
≥ log(d)− 3δ log(d)− 3
2
=
1− 3δ
2
log(d)− 1.5 > 1
6
log(d),
for d > 218.
Now, we are in a position to prove Theorem 5.3.
Proof of Theorem 5.3. Suppose there exists an r-round entanglement-assisted communication
protocol P3 for the Quantum state redistribution of the state |ΨRBCA〉 with error ε and expected
communication cost at most I(R : C |B)Ψ · (1ε )p. Then we show a contradiction for p < 1.
Let d > 218, µ
def
= 32 · ǫ 1−p2 and β def= 128µǫp . We choose {e1, e2 . . . ed} (Definition 5.7) as
constructed in Lemma 5.8. Thus,
I(R : C |B)Ψ ≤ 2S(ΨC) ≤ 4
log(d)
β
(Fact 2.11).
Fix a µ ∈ (0, 1). From Lemma 5.11, there exists a communication protocol P′ for the quantum
state redistribution of ωRBCA, with error at most
√
µ+
√
8βε = 8
√
2 · ε 1−p4 and the worst case
quantum communication cost at most
2 · I(R : C |B)Ψ
µ(1− ε) · (
1
ε
)p ≤ 8 log(d)
βµ(1 − ε) · (
1
ε
)p ≤ 16log(d)
βµ
· (1
ε
)p,
where the last inequality holds since ε < 1/2. Note that ε ∈ [0, ( 170 )
4
1−p ]. Thus, we have a
protocol for the quantum state redistribution of ωRBCA, with error at most 8
√
2 · ε 1−p4 < 16 and
worst case communication at most 18 log(d), in contradiction with Lemma 5.12.
6 Example for one-shot quantum channel simulation
An entanglement-assisted protocol P4 for communicating a m-bit classical message over a quan-
tum channel E : L(HA)→ L(HB) is as follows. Alice holds a register A′ and Bob holds a register
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B′ such that the quantum state in these registers is |θ〉A′B′ . Based on an input x ∈ [2m], Alice
applies a map Ax : L(HA′) → L(HA) and sends the register A through the channel E. Upon
receiving the output from the channel E, Bob applies a decoding map B : L(HBB′)→ L(HX′),
where X ′ is the output register with |X ′| = 2m and a fixed basis {|x〉}x∈[2m]. Let the output
of the protocol be ρxX′ . The error of the protocol, given an input x, is P
2(|x〉〈x|X′ , ρxX′). The
worst case error of protocol is defined as ηP4
def
= maxxP
2(|x〉〈x|X′ , ρxX′).
The one-shot η-error entanglement-assisted classical capacity of channel E is the largest m
such that there exists a protocol P4 that communicates a m-bit classical message over E with
worst case error ηP4 ≤ η.
The simulation of a quantum channel E can be regarded as a converse to the transmission
of a message using the channel. The task is defined as follows.
Task 6.1 (Entanglement-assisted quantum channel simulation). Fix a quantum channel
E : L(HA) → L(HB) and η ∈ (0, 1). Alice receives input ρA ∈ D(HA). Bob needs to output a
quantum state σB ∈ D(HB) such that P(E(ρA), σB) ≤ η.
The parameter η is referred to as the error of simulation of quantum channel E. A general
(possibly interactive) protocol Q for simulating quantum channel E follows the description as
given in Section 3.2 with the final condition of the correctness changed, accordingly. Its expected
communication cost is defined in the similar manner. For a given protocol Q, we define the
simulation cost of Q as the maximum expected communication cost of Q over all inputs ρA.
In this section, we construct an example of a quantum channel which requires large amount
of expected communication for its simulation. It uses the construction presented in Section 4
and we carry over the notations from Section 4.
As assumed in Lemma 4.4, we set ε = 1d and m = Nε = 8d
7. Let A be a register such that
|A| = m and let HA have the basis {|j〉}1≤j≤m. We consider the following classical-quantum
channel E : L(HA)→ L(HB),
E(ρ) =
∑
j
〈j| ρ |j〉 |Ψj〉〈Ψj| .
The entanglement-assisted classical capacity of this channel is given in [BSST02] as
C(E)
def
= maxρAI(R : A)E(ρRA) ,
where ρRA is a purification of ρA on register R.
Lemma 6.2. The entanglement-assisted classical capacity C(E) of channel E is upper bounded
by δ log(d) +H(δ) + 2.
Proof. Since E is a classical-quantum channel, the quantum state E(ρRA) is a classical quantum
state. More specifically, we have
E(ρRA) =
∑
j
〈j|A |ρ〉RA 〈ρ|RA |j〉A ⊗ |Ψj〉〈Ψj|B =
∑
j
ρ
1
2 |j〉〈j|R ρ
1
2 ⊗ |Ψj〉〈Ψj |B .
Note that I(R : A)
E(ρRA)
≤ S(E(ρA)). This implies
C(E) ≤ maxρAS

∑
j
〈j| ρ |j〉 |Ψj〉〈Ψj|

 = maxµ(j)S

∑
j
µ(j) |Ψj〉〈Ψj|

 .
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The equality above holds since the quantity 〈j| ρ |j〉 can be viewed as a probability distribution
over indices in {1, 2 . . . m}. Now, let µ(j), µ′(j) be any two distributions over {1, 2 . . . m}. Then
it holds that
S

∑
j
(αµ(j) + (1− α

µ′(j)) |Ψj〉〈Ψj |)
= S

α∑
j
µ(j) |Ψj〉〈Ψj|+ (1− α)
∑
j
µ′(j) |Ψj〉〈Ψj|


≥ α · S

∑
j
µ(j) |Ψj〉〈Ψj|

+ (1− α) · S

∑
j
µ′(j) |Ψj〉〈Ψj|


This implies that the desired distribution achieving the maximum is the uniform distribution
over {1, 2 . . . K}. But for such a distribution, we have
maxµ(j)S

∑
j
µ(j) |Ψj〉〈Ψj|

 = S

∑
j
1
m
|Ψj〉〈Ψj|

 .
As computed in Lemma 4.3, this entropy is upper bounded by δ log(d) +H(δ) + 2. This proves
the lemma.
Now we are in a position to prove the main result of this section.
Theorem 6.3. Fix a positive integer d > 4 and a δ ∈ (0, 14). There exists a register A such
that |A| = 8d7 and a channel E : L(HA)→ L(HB) with one-shot η-error entanglement-assisted
classical capacity upper bounded by
δ log(d) +H(δ) +H(η) + 2
1− η ,
such that for any protocol achieving the simulation of above channel with error at most η,
following holds:
• If the protocol is one-way and η ∈ (0,
(
δ
8
)2
), then simulation cost of the protocol is at least
(1−√η)2 log
(
dδ
128
)
.
• If the protocol is interactive with r-rounds and η ∈ (0,
(
δ
8
)2
), the simulation cost is lower
bounded by 120 ·
log dδ
128
log r .
• If η ∈ (0,
(
δ
8
)4
) and the protocol is interactive, the simulation cost of the protocol is lower
bounded by
1
30
· log
dδ
128
log log d− 2 log η .
Proof. From Lemma 30 in [MW14], the one-shot entanglement-assisted classical capacity of a
channel E with error η is upper bounded by
C(E) +H(η)
1− η <
δ log(d) +H(δ) +H(η) + 2
1− η .
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On the other hand, consider a protocol that simulates the action of the channel E with error
η. Simulation cost of the protocol is maximum expected communication cost over all inputs
to the channel. Thus, it is lower bounded by expected communication cost when inputs are
given according to a fixed distribution. We consider a distribution over inputs as follows: Alice
receives a |j〉〈j| with probability 1m . The channel outputs the state |Ψj〉〈Ψj | and the protocol
must simulate this output with error at most η. It is now easy to observe that the lower bound
of Theorem 4.2 applies for respective choice of parameters, which proves the theorem.
7 Conclusion
In this work, we have studied the expected communication cost of three quantum tasks: Classical-
quantum state transfer (Task 4.1), classical-quantum state splitting (Task 3.1) and quantum
state redistribution (Task 5.1). We have given a nearly optimal characterization of the ex-
pected communication cost of the classical-quantum state splitting task. For its special case of
classical-quantum state transfer and the task of quantum state redistribution, we have shown
large separations between the expected communication cost and the quantum information cost
(which is the worst case quantum communication cost in the asymptotic and i.i.d. setting). As
an application of our main results, we show that in the one-shot setting, quantum channels can-
not be simulated with an expected communication cost as small as their entanglement-assisted
classical capacity.
We have following questions for the future research.
• Theorem 4.2 has a dependence on the number of rounds. We get rid of this dependence
at the expense of weaker lower bound on the expected communication cost. But we
conjecture that our techniques are not optimal and interactions cannot reduce the expected
communication costs.
• Is there an operational interpretation of the fundamental quantum information theoretic
quantities in the one-shot settings? Our result says that expected communication cost is
not the right notion, but naturally we cannot rule out other notions.
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A Proof of Claim 4.7
Proof of Claim 4.7. Let |λi〉 be the state that achieves the infimum in the definition of Sν(Ψi||Q−).
We know that |λi〉 satisfies |〈λ|Ψi〉|2 > 1− ν and also minimizes the overlap with the subspace
Q−. Intuitively, this state must lie in the span of two vectors {Q− |Ψi〉 , Q+ |Ψi〉}, which is
shown to be true below.
Let us assume
|λi〉 = aQ− |Ψi〉+ bQ+ |Ψi〉+ c |θ〉 ,
where |θ〉 is a normalized vector orthogonal to {Q− |Ψi〉 , Q+ |Ψi〉}. Then we have:
|a|2 〈Ψi|Q− |Ψi〉+ |b|2 〈Ψi|Q+ |Ψi〉+ |c|2 = 1, |a 〈Ψi|Q− |Ψi〉+b 〈Ψi|Q+ |Ψi〉 | >
√
1− ν (12)
where the equality is a normalization condition and the inequality indicates that the overlap
between |λi〉 and |Ψi〉 is at least
√
1− ν. We need to minimize the function
〈λi|Q− |λi〉 = 〈λi| (aQ− |Ψi〉+ cQ− |θ〉) = |a|2 〈Ψi|Q− |Ψi〉+ |c|2 〈θ|Q− |θ〉 , (13)
where we have used 〈Ψi|Q−Q− |θ〉 = 0.
First we show that a, b, c can be chosen to be real. We can c to be real without loss of
generality as only |c|2 appears in Equations 12 and 13. The only place where a, b appear as
complex numbers is in the constraint |a 〈Ψi|Q− |Ψi〉+ b 〈Ψi|Q+ |Ψi〉 | >
√
1− ν (Equation 13).
Let a = aR + iaI , b = bR + ibI , where aR, aI , bR, bI are real numbers. Then
|a 〈Ψi|Q− |Ψi〉+ b 〈Ψi|Q+ |Ψi〉 |2
= (aR 〈Ψi|Q− |Ψi〉+ bR 〈Ψi|Q+ |Ψi〉)2 + (aI 〈Ψi|Q− |Ψi〉+ bI 〈Ψi|Q+ |Ψi〉)2
= |a|2 〈Ψi|Q− |Ψi〉2 + |b|2 〈Ψi|Q+ |Ψi〉2 + 2(aRbR + aIbI) 〈Ψi|Q− |Ψi〉 〈Ψi|Q+ |Ψi〉
≤ |a|2 〈Ψi|Q− |Ψi〉2 + |b|2 〈Ψi|Q+ |Ψi〉2 + 2(
√
a2R + a
2
I
√
b2R + b
2
I) 〈Ψi|Q− |Ψi〉 〈Ψi|Q+ |Ψi〉
= |a|2 〈Ψi|Q− |Ψi〉2 + |b|2 〈Ψi|Q+ |Ψi〉2 + 2|a||b| 〈Ψi|Q− |Ψi〉 〈Ψi|Q+ |Ψi〉
= (|a| 〈Ψi|Q− |Ψi〉+ |b| 〈Ψi|Q+ |Ψi〉)2.
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Thus, changing a, b to |a|, |b| does not change the objective function (Equation 13) and ensures
that the constraints in Eq. (12) are still satisfied. As a result, we can assume that a and b are
both real, without loss of generality.
E
L
L’
a
b
(b1, 0)
(−b1, 0)
(b2, 0)
(−b2, 0)
(0, a1)(0,−a1) (0, a2)(0,−a2)
Figure 4: Plot of the constraints
To find the optimal solution for Eq. (13), we first fix c and minimize a2 with the constraints
a2 〈Ψi|Q− |Ψi〉+ b2 〈Ψi|Q+ |Ψi〉 = 1− c2, |a 〈Ψi|Q− |Ψi〉+ b 〈Ψi|Q+ |Ψi〉 | >
√
1− ν.
We plot these constraints on (a, b) plane in Figure 4. The ellipse
E : a2 〈Ψi|Q− |Ψi〉+ b2 〈Ψi|Q+ |Ψi〉 = 1− c2
intersects a-axis at |a1| =
√
1−c2
〈Ψi|Q−|Ψi〉 and intersects b-axis at |b1| =
√
1−c2
〈Ψi|Q+|Ψi〉 . The lines
L : a 〈Ψi|Q− |Ψi〉+ b 〈Ψi|Q+ |Ψi〉 =
√
1− ν, L′ : a 〈Ψi|Q− |Ψi〉+ b 〈Ψi|Q+ |Ψi〉 = −
√
1− ν
intersect a-axis at |a2| =
√
1−ν
〈Ψi|Q−|Ψi〉 and intersect b-axis at |b2| =
√
1−ν
〈Ψi|Q+|Ψi〉 .
First note that if c2 > ν, then there is no solution. For this, consider
1− ν <
(
a 〈Ψi|Q− |Ψi〉+ b 〈Ψi|Q+ |Ψi〉
)2
≤
(
〈Ψi|Q− |Ψi〉+ 〈Ψi|Q+ |Ψi〉
) (
a2 〈Ψi|Q− |Ψi〉+ b2 〈Ψi|Q+ |Ψi〉
)
=
(
a2 〈Ψi|Q− |Ψi〉+ b2 〈Ψi|Q+ |Ψi〉
)
= 1− c2.
Thus, we assume that c2 ≤ ν. Consider the first quadrant in Figure 4. We can observe from the
plot that a = 0 is the minimum value of a2 whenever the ellipse E intersects the b-axis above
the line L. This occurs when√
1− c2
〈Ψi|Q+ |Ψi〉 >
√
1− ν
〈Ψi|Q+ |Ψi〉 → 〈Ψi|Q
+ |Ψi〉 > 1− ν
1− c2 .
But this is obvious, since the condition implies 〈Ψi|Q+ |Ψi〉 > 1 − ν, in which case there is a
vector in Q+ with high overlap with |Ψi〉 and hence the objective function is 0.
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So we assume that 〈Ψi|Q+ |Ψi〉 < 1− ν, in which case, for all c, the ellipse E intersects the
b-axis below the line L. To find the point of intersection, we simultaneously solve the equations
for the line and the ellipse, that is
a2 〈Ψi|Q− |Ψi〉+ b2 〈Ψi|Q+ |Ψi〉 = 1− c2, a 〈Ψi|Q− |Ψi〉+ b 〈Ψi|Q+ |Ψi〉 =
√
1− ν.
The values of a, b thus obtained are
a =
√
1− ν −
√
〈Ψi|Q+ |Ψi〉 (ν − c2)
〈Ψi|Q− |Ψi〉 , b =
√
1− ν +
√
〈Ψi|Q− |Ψi〉 (ν − c2)
〈Ψi|Q+ |Ψi〉 .
It is easy to verify that the solution satisfies the equations above. The other solution is with
the signs reversed.
Thus, we conclude that whenever 〈Ψi|Q+ |Ψi〉 < 1 − ν, the minimum |a|2 〈Ψi|Q− |Ψi〉 +
|c|2 〈θ|Q− |θ〉 is
(√
1− ν −
√
〈Ψi|Q+ |Ψi〉 (ν − c2)
〈Ψi|Q− |Ψi〉
)2
〈Ψi|Q− |Ψi〉+ c2 〈θ|Q− |θ〉 .
This quantity is monotonically increasing with c. Hence the quantity above is minimized when
c = 0. This justifies our intuition that the optimal vector lies in the plane {Q+ |Ψi〉 , Q− |Ψi〉}.
With this, we have found an overall minimum to be
(√
1− ν −
√
〈Ψi|Q+ |Ψi〉 ν
〈Ψi|Q− |Ψi〉
)2
〈Ψi|Q− |Ψi〉 =
(√
(1− ν) 〈Ψi|Q− |Ψi〉 −
√
〈Ψi|Q+ |Ψi〉 ν
)2
.
This proves the claim.
B Proof of Lemma 5.4
Proof. Fix an odd k > 1. Let the messages prior to the k-th round be (i1, i2 . . . ik−1). As
defined in the protocol P, the global quantum state before the k-th round is φ
ik−1,ik−2...i1
RBCAEAEB
. Alice
performs the measurement
{M1,ik−1,ik−2...i2,i1ACEA ,M
2,ik−1,ik−2...i2,i1
AXEA
. . .}.
This implies
φ
ik−1,ik−2...i1
RBEB
=
∑
ik
TrACEA
(
M
ik,ik−1,ik−2...i2,i1
ACEA
φ
ik−1,ik−2...i1
RBCAEBEA
(
M
ik,ik−1,ik−2...i2,i1
ACEA
)†)
=
∑
ik
pik|ik−1,ik−2...i2,i1
TrACEA
(
M
ik,ik−1,ik−2...i2,i1
ACEA
φ
ik−1,ik−2...i1
RBCAEBEA
(
M
ik,ik−1,ik−2...i2,i1
ACEA
)†)
pik|ik−1,ik−2...i2,i1
=
∑
ik
pik|ik−1,ik−2...i2,i1φ
ik ,ik−1,ik−2...i2,i1
RBEB
. (14)
A purification of φ
ik−1,ik−2...i1
RBEB
on registers RBCAEBEA is φ
ik−1,ik−2...i1
RBCAEBEA
. Introduce a register
Mk (of sufficiently large dimension) and consider the pure state∑
ik
√
pik|ik−1,ik−2...i2,i1
∣∣∣φik,ik−1,ik−2...i2,i1〉
RBCAEBEA
|ik〉Mk ,
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which purifies ∑
ik
pik|ik−1,ik−2...i2,i1φ
ik,ik−1,ik−2...i2,i1
RBEB
on register RBCAEBEAMk.
By Uhlmann’s theorem (Fact 2.3), there exists an isometry Uik−1,ik−2...i2,i1 : HACEA →
HACEAMk such that
Uik−1,ik−2...,i1
∣∣∣φik−1,ik−2...i1〉
RBCAEBEA
=
∑
ik
√
pik|ik−1,ik−2...,i1
∣∣∣φik,ik−1,ik−2...,i1〉
RBCAEBEA
|ik〉Mk .
(15)
For k = 1, introduce a register M1 of sufficiently large dimension. Similar argument implies
that there exists an isometry U : HACEA → HACEAM1 such that
U |Ψ〉RBACEBEA =
∑
i1
√
pi1
∣∣∣φi1〉
RBACEBEA
|i1〉M1 . (16)
For the case that k is even, introduce register Mk of sufficiently large dimension. Again by the
similar argument, there exists an isometry Uik−1,ik−2...i2,i1 : HBEB → HBEBMk such that
Uik−1,ik−2...,i1
∣∣∣φik−1,ik−2...i1〉
RBCAEBEA
=
∑
ik
√
pik|ik−1,ik−2...,i1
∣∣∣φik,ik−1,ik−2...,i1〉
RBCAEBEA
|ik〉Mk .
(17)
Now, we recursively use Eq. (15)(16)(17). Consider,
|Ψ〉RBCA |θ〉EAEB = U †
∑
i1
√
pi1
∣∣∣φi1〉
RBCAEBEA
|i1〉M1
= U †
∑
i1
√
pi1U
†
i1
∑
i2
√
pi2|i1
∣∣∣φi2,i1〉
RBCAEBEA
|i2〉M2 |i1〉M1
= U †
∑
i1,i2
√
pi1,i2U
†
i1
∣∣∣φi2,i1〉
RBCAEBEA
|i2〉M2 |i1〉M1
= U †
∑
i1,i2...ir
√
pi1,i2...irU
†
i1
U †i2,i1 . . . U
†
ir ,ir−1...i1
∣∣∣τ ir ,ir−1...i1〉
RBCAB0TBEA
|ir〉Mr . . . |i1〉M1 .
The last equality follows by recursion. This completes the proof.
C Proof of Lemma 5.9
For the notational convenience in the proof below, we will sometimes represent the purified
distance P (|v〉〈v| , |w〉〈w|) between two pure states |v〉 , |w〉 as P(|v〉 , |w〉).
Proof. Let B be the set of tuples (i1, i2 . . . ir) for which F2
(
ΨRBC0A, τ
ir ,ir−1...i1
RBC0A
)
≤ 1− ε. Let G
be the remaining set of tuples. From Corollary 5.6 and the fact that ΨRBC0A is pure, it holds
that ∑
i1,i2...ir
pi1,i2...irF
2
(
ΨRBC0A, τ
ir ,ir−1...i1
RBC0A
)
≥ 1− ε2.
Thus,
(1− ε)
∑
(i1,i2...ir)∈B
pi1,i2...ir +
∑
(i1,i2...ir)∈G
pi1,i2...ir ≥ 1− ε2,
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which implies
∑
(i1,i2...ir)∈B pi1,i2...ir ≤ ε and
∑
(i1,i2...ir)∈G pi1,i2...ir ≥ 1− ε.
Define p′i1,i2...ir
def
=
pi1,i2...ir∑
i1,i2...ir∈G
pi1,i2...ir
, if (i1, i2 . . . ir) ∈ G and p′i1,i2...ir
def
= 0 if (i1, i2 . . . ir) ∈
B. For all (i1, i2 . . . ir) ∈ G, F2
(
ΨRBC0A, τ
ir ,ir−1...i1
RBC0A
)
≥ 1−ε. Thus by Uhlmann’s theorem (Fact
2.3), there exists a pure state κ
ir ,ir−1...i1
CEATB
∈ D(HCEATB ) such that
F2
(
ΨRBC0A ⊗ κir ,ir−1...i1CEATB , τ
ir ,ir−1...i1
RBCAC0TBEA
)
≥ 1− ε. (18)
Consider,
P

∑i1,i2...ir √pi1,i2...irτ ir ,ir−1...i1RBCAC0TBEA |ir〉Mr . . . |i1〉M1 ,∑
i1,i2...ir
√
p′i1,i2...irτ
ir ,ir−1...i1
RBCAC0TBEA
|ir〉Mr . . . |i1〉M1


=
√√√√√1−

 ∑
i1,i2...ir
√
pi1,i2...irp
′
i1,i2...ir


2
=
√√√√√1−

 ∑
i1,i2...ir∈G
pi1,i2...ir

 ≤ √ε
and
P


∑
i1,i2...ir
√
p′i1,i2...irτ
ir ,ir−1...i1
RBCAC0TBEA
|ir〉Mr . . . |i1〉M1 ,∑
i1,i2...ir
√
p′i1,i2...irΨRBC0A ⊗ κ
ir ,ir−1...i1
CEATB
|ir〉Mr . . . |i1〉M1


=
√√√√√1−

 ∑
i1,i2...ir
p′i1,i2...irF
(
τ
ir ,ir−1...i1
RBCAC0TBEA
,ΨRBC0A ⊗ κir ,ir−1...i1CEATB
)
2
≤ √ε. (Equation 18)
These together imply, using triangle inequality for purified distance (Fact 2.2),
P

 ∑i1,i2...ir √pi1,i2...irτ ir ,ir−1...i1RBCAC0TBEA |ir〉Mr . . . |i1〉M1∑
i1,i2...ir
√
p′i1,i2...irΨRBC0A ⊗ κ
ir ,ir−1...i1
CEATB
|ir〉Mr . . . |i1〉M1

 ≤ 2√ε.
Thus, from corollary 5.6, we have
P

ΨRBCA ⊗ θEAEB , U †U †2 . . . U †r+1 ∑
i1,i2...ir
√
p′i1,i2...irΨRBC0A ⊗ κ
ir ,ir−1...i1
CEATB
|ir〉Mr . . . |i1〉M1

 ≤ 2√ε.
Furthermore, we have
∑
i1,i2...ir
p′i1,i2...ir log(i1 · i2 . . . ir) ≤
1
1− ε
∑
i1,i2...ir∈G
pi1,i2...ir log(i1 · i2 . . . ir)
≤ 1
1− ε
∑
i1,i2...ir
pi1,i2...ir log(i1 · i2 . . . ir) =
C
1− ε .
This completes the proof.
D Proof of Lemma 5.11
Proof. From Lemma 5.10, we have
P (ωRBCA ⊗ θEAEB , ν¯RBCAEAEB ) ≤
√
8ε
ed · d,
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and ∑
i1,i2...ir
p′i1,i2...ir log(i1 · i2 . . . ir) ≤
C
1− ε ,
where
|ν¯〉RBCAEAEB = U †U
†
2 . . . U
†
r+1
∑
i1,i2...ir
√
p′i1,i2...irωRBC0A ⊗ κ
ir ,ir−1...i1
CEATB
|ir〉Mr . . . |i1〉M1 ,
as defined in Lemma 5.10. Let B′ be the set of tuples (i1, i2 . . . ir) which satisfy i1 · i2 . . . · ir >
2
C
(1−ε)µ . Let G′ be the set of rest of the tuples. Then
C
(1− ε) >
∑
i1,i2...ir∈B′
p′i1,i2...ir log(i1 · i2 . . . ir) >
C
(1− ε)µ
∑
i1,i2...ir∈B′
p′i1,i2...ir .
This implies
∑
i1,i2...ir∈B′ p
′
i1,i2...ir
< µ. Define a new probability distribution qi1,i2...ir
def
=
p′i1,i2...ir∑
(i1,i2...ir)∈G
′ p
′
i1,i2...ir
for all (i1, i2 . . . ir) ∈ G′ and qi1,i2...ir = 0 for all (i1, i2 . . . ir) ∈ B′. Define
|π〉RBCAEAEB
def
= U †U †2 . . . U
†
r+1
∑
i1,i2...ir∈G′
√
qi1,i2...irωRBC0A ⊗ κir ,ir−1...i1CEATB |ir〉Mr . . . |i1〉M1 .
Consider,
P (πRBCAEAEB , ν¯RBCAEAEB )
=
√√√√√1−

 ∑
i1,i2...ir
√
p′i1,i2...irqi1,i2...ir


2
=
√
1−
∑
(i1,i2...ir)∈G′
p′i1,i2...ir ≤
√
µ.
Thus, the triangle inequality for purified distance (Fact 2.2) implies
P (ωRBCA ⊗ θEAEB , πRBCAEAEB) ≤
√
8ε
ed · d +
√
µ. (19)
Let T be the set of all tuples (i1, i2 . . . ik) (with k ≤ r) that satisfy the following property: there
exists a set of positive integers {ik+1, ik+2 . . . ir} such that (i1, i2 . . . ik, ik+1 . . . ir) ∈ G′. Consider
the following protocol P′.
Input: A quantum state in registers RBCAEAEB .
• Alice applies the isometry U : HACEA → HACEAM1 (Definition 5.5). She introduces
a register M ′1 ≡ M1 in the state |0〉M ′1 and performs the following unitary W1 :
HM1M ′1
→ HM1M ′1:
W1 |i〉M1 |0〉M ′1 = |i〉M1 |i〉M ′1 if (i) ∈ T , W1 |i〉M1 |0〉M ′1 = |i〉M1 |0〉M ′1 if (i) /∈ T .
She sends M ′1 to Bob.
• Bob introduces a register M ′2 ≡M2 in the state |0〉M ′2 . If he receives |0〉M ′1 from Alice,
he performs no operation. Else he applies the isometry U2 : HBEBM ′1 → HBEBM ′1M2
and then performs the following unitary W2 : HM ′1M2M ′2 → HM ′1M2M ′2:
W1 |i〉M ′1 |j〉M2 |0〉M ′2 = |i〉M ′1 |j〉M2 |j〉M ′2 if (i, j) ∈ T
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and
W1 |i〉M ′1 |j〉M2 |0〉M ′2 = |i〉M ′1 |j〉M2 |0〉M ′2 if (i, j) /∈ T .
He sends M ′2 to Alice.
• For every odd round k > 1, Alice introduces a register M ′k ≡ Mk in the state |0〉M ′
k
.
If she receives |0〉M ′
k−1
from Bob, she performs no further operation. Else, she applies
the isometry
Uk : HACEAM1M ′2M3...M ′k−1 → HACEAM1M ′2M3...M ′k−1Mk
and performs the following unitary Wk : HM1M ′2...M
′
k−1
MkM
′
k
→ HM1M ′2...M ′k−1MkM ′k :
Wk |i1〉M1 |i2〉M ′2 . . . |ik〉Mk |0〉M ′k = |i1〉M1 |i2〉M ′2 . . . |ik〉Mk |ik〉M ′k if (i1, i2 . . . ik) ∈ T
and
Wk |i1〉M1 |i2〉M ′2 . . . |ik〉Mk |0〉M ′k = |i1〉M1 |i2〉M ′2 . . . |ik〉Mk |0〉M ′k if (i1, i2 . . . ik) /∈ T .
She sends M ′k to Bob.
• For every even round k > 2, Bob introduces a register M ′k ≡ Mk in the state |0〉M ′
k
.
If he receives |0〉M ′
k−1
from Alice, he performs no further operation.. Else, he applies
the isometry Uk : HBEBM ′1M2M
′
3...M
′
k−1
→ HBEBM ′1M2M ′3...M ′k−1Mk and performs the
following unitary Wk : HM ′1M2...M ′k−1MkM
′
k
→ HM ′1M2...M ′k−1MkM ′k :
Wk |i1〉M ′1 |i2〉M2 . . . |ik〉Mk |0〉M ′k = |i1〉M ′1 |i2〉M2 . . . |ik〉Mk |ik〉M ′k if (i1, i2 . . . ik) ∈ T
and
Wk |i1〉M ′1 |i2〉M2 . . . |ik〉Mk |0〉M ′k = |i1〉M ′1 |i2〉M2 . . . |ik〉Mk |0〉M ′k if (i1, i2 . . . ik) /∈ T .
He sends M ′k to Alice.
• After round r, if Bob receives |0〉M ′r from Alice, he performs no further operation.
Else he applies the unitary U br+1 : HBEBM ′1M2M
′
3...M
′
r
→ HBC0TBM ′1M2M ′3...M ′r . Alice
applies the unitary Uar+1 : HACEAM1M ′2M3...Mr → HACEAM1M ′2M3...Mr . They trace out
all of their registers except A,B,C0.
Let E : L(HRBCAEAEB)→ L(HRBC0A) be the quantum map generated by P′. For any k, if any
of the parties receive the state |0〉M ′
k
, let this event be called abort.
We show the following claim.
Claim D.1. It holds that E(πRBCAEAEB ) = ωRBC0A
Proof. We argue that the protocol never aborts when acting on πRBCAEAEB . Consider the first
round of the protocol. Define the projector Π
def
=
∑
i:(i)/∈T |i〉〈i|M1 . From Definition 5.5, it is
clear that the isometry U †2U
†
3 . . . U
†
r+1 is of the form
∑
i |i〉〈i|M1 ⊗ Vi, for some set of isometries
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{Vi} . Thus, from the definition of πRBCAEAEB (in which the summation is only over the tuples
(i1, i2 . . . ir) ∈ G′), it holds that
ΠUπRBCAEAEB = 0.
This implies that Bob does not receive the state |0〉M ′1 and hence he does not aborts.
Similar argument applies to other rounds, which implies that the protocol never aborts.
Thus, the state at the end of the protocol is
TrCEATB (Ur+1Ur . . . U2UπRBCAEAEB) = ωRBC0A.
Thus, from Equation 19, it holds that
P(E(ωRBCA ⊗ θEAEB), ωRBC0A) ≤
√
8ε
ed · d +
√
µ.
Quantum communication cost of the protocol is at most
max(i1,i2...ir)∈G′(log((i1+1) · (i2+1) . . . (ir+1)) ≤ 2 ·max(i1,i2...ir)∈G′(log(i1 · i2 . . . ir) ≤
2C
(1− ε)µ.
This completes the proof.
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