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Abstract
We give a few sufficient conditions for the existence of two periodic solutions of the Riccati ordinary
differential equation in the plane. We give also examples of the equation without periodic solutions.
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1. Introduction
In this paper we study a planar nonautonomous differential equations of the form
z˙ = v(t, z) = vt (z) = a(t)z2 + b(t)z + c(t), (1)
called Riccati equation, where a, b, c ∈ C(R,C) are T -periodic.
An extensive study of the set of periodic solutions of Eq. (1) was initiated in [1] and con-
tinued in [2–6]. In those papers the coefficients are real. The complex ones were considered in
[7,8]. The problem of nonexistence of periodic solutions was investigated in [9–13]. There are
some papers (e.g. [14–18]) where stability and asymptotic behaviour of solutions were consid-
ered.
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sphere clC the number of periodic solutions in clC is one, two or infinite. Some of them can
pass through the infinity so the number of periodic solutions in the plain can be less. In the case
of the simplest equation
z˙ = z2 + c(t) (2)
one knows (cf. [19]) that in the generic case there are two periodic solutions in the plane. But
there are no criteria to determine how many periodic solutions a particular equation has. The
ones from [7,8] can be applied only when the coefficients of a, b and c in Fourier expansion
of negative indices are equal to zero. They do not provide any information about the equations
containing other terms, e.g. e−it .
In the presented paper we develop the ideas from [20] and give a few sufficient conditions for
the existence of two periodic solutions. Firstly we deal with condition of geometric type (cf. The-
orem 1). Namely, we try to separate the sets a(R) and c(R) by some line passing through the
origin. In this case some additional information about blowing up solutions can be obtained. The
second approach is connected with the branch of simple zeros of the vector field v (cf. Theo-
rem 11). The third one is devoted to the branch of double zeros (cf. Theorem 20). Controlling
such branches allows us to construct some periodic isolating segments and detect periodic solu-
tions inside them (see [21–23] for the notion of isolating segments). By the special properties of
holomorphic functions we can use the Denjoy–Wolff fixed point theorem (cf. [24,25]) instead of
the Brouwer one. It allows us to obtain asymptotic stability or asymptotic unstability of detected
periodic solutions.
It occurs that the line (called the critical line) {z ∈ C: Re(z)  0, Im(z) = 0} plays an im-
portant role in the sequel. Most of our methods work when the critical line condition is satisfied,
i.e. the set Δ(R) does not intersect the critical line (here Δ = b2 − 4ac). It is worth to mention
that all known examples of Eq. (1) which have no periodic solutions do not fulfill this condition
(cf. [2,9–13]). Moreover, the critical line condition implies in the case of coefficients or period
being big enough the existence of two periodic solutions (cf. Corollaries 15, 16). But we present
examples (cf. Example 29, Theorem 30) of Eq. (1) where the condition does not imply the ex-
istence of any periodic solution. We deal also with some geometrical property of the set c(R)
which implies the existence of at least one periodic solution of Eq. (2).
The paper is organized as follows. In Section 2 we give definitions, introduce notion and
remind the basics of the Riccati equation. The next section is divided into three subsections.
In every one we present a different approach to the problem of the existence of periodic so-
lutions. Section 4 contains examples of Eqs. (1) and (2) which have no periodic solutions.
The last section contains some comments and technical improvements of theorems from Sec-
tion 3.
2. Definitions
2.1. Processes
Let X be a topological space and Ω ⊂ R ×X × R be an open set.
By a local process on X we mean a continuous map ϕ : Ω → X, such that three conditions
are satisfied:
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(ii) for σ , ϕ(σ, ·,0) = idX ,
(iii) for x,σ, s and t , ϕ(σ, x, s + t) = ϕ(σ + s, ϕ(σ, x, s), t).
For abbreviation, we write ϕ(σ,t)(x) instead of ϕ(σ, x, t).
Let M be a smooth manifold and let v : R × M → TM be a time-dependent vector field. We
assume that v is so regular that for every (t0, x0) ∈ R ×M the Cauchy problem
x˙ = v(t, x), (3)
x(t0) = x0 (4)
has unique solution. Then Eq. (3) generates a local process ϕ on X by ϕ(t0,t)(x0) =
x(t0, x0, t + t0), where x(t0, x0, ·) is the solution of the Cauchy problem (3), (4).
Let T be a positive number. In the sequel T denotes the period. We assume that v is T -periodic
in t . It follows that the local process ϕ is T -periodic, i.e.,
ϕ(σ+T ,t) = ϕ(σ,t) for all σ, t ∈ R,
hence there is a one-to-one correspondence between T -periodic solutions of (3) and fixed points
of the Poincaré map ϕ(0,T ).
2.2. Periodic isolating segments
Let X be a topological space. We assume that ϕ is a T -periodic local process on X.
For any set Z ⊂ R ×X and t ∈ R we define
Zt =
{
x ∈ X: (t, x) ∈ Z}
and the exit set and entrance set of Z by
Z− = {(t, x) ∈ Z: ϕ({t} × {x} × [0, τ )) ⊂ Z for all τ > 0},
Z+ = {(t, x) ∈ Z: ϕ({t} × {x} × (τ,0]) ⊂ Z for all τ < 0},
respectively.
Let π1 : R ×X → R be projection on time variable.
We call a compact set W ⊂ [a, b] × X an isolating segment over [a, b] for ϕ if the exit and
entrance sets W−, W+ of W are also compact and there exist compact subsets W−−,W++ ⊂ W
(called, respectively, the proper exit set and the proper entrance set) such that
(1) ∂W = W− ∪W+,
(2) W− = W−− ∪ ({b} ×Wb),
(3) W+ = W++ ∪ ({a} ×Wa), W++a = cl(∂(Wa) \W−−a ),
(4) there exists homeomorphism h : [a, b] × Wa → W such that π1 ◦ h = π1 and
h([a, b] ×W−−a ) = W−−, h([a, b] ×W++a ) = W++.
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Wa = Wb , W−−a = W−−b and W++a = W++b .
Definition of periodic isolated segment from [22] does not contain the second equality from
the point (3). Presented definition is more general then the ones from [21,23]. All segments which
appear in the paper satisfy also definitions introduced in [21–23].
The simplest isolating segments are of the form W = [0, T ]×B , where W−− = [0, T ]× ∂B ,
W++ = ∅ or W−− = ∅, W++ = [0, T ] × ∂B . All segments in the sequel are of one of this form
or they are homeomorphic to one of them.
Let a local process ϕ be given by Eq. (3). To prove that a set W ⊂ R × M is an isolating
segment it is enough to check the behaviour of the vector field (1, v) on the boundary of W . Then,
by an appropriate fixed point theorem, there exists a periodic solution inside the segment. The
Lefschetz fixed point theorem is used in the general case but, by the simplicity of our segments,
we need only the Brouwer one. In fact, we use the Denjoy–Wolff fixed point theorem.
2.3. Basic notions
We make the general assumptions about Eq. (1) that its coefficients a, b, c ∈ C(R,C) are T -
periodic. Thus the function Δ = Δ(t) = b2(t) − 4a(t)c(t) is also T -periodic. After the change
of variables
w = 1
z
(5)
Eq. (1) has the form
w˙ = −c(t)w2 − b(t)w − a(t).
Thus it is well defined in the point ∞ and in fact in the whole Riemann sphere clC. By the
compactness of clC, it follows that for all σ, t ∈ R the Poincaré map ϕ(σ,t) : clC → clC is
well defined and is the Möbius transformation ϕ(σ,t)(z) = Az+BCz+D , where A,B,C,D ∈ C and
AD −BC = 0.
We call a solution s : R → clC of Eq. (1) singular if there exists t0 ∈ R such that s(t0) = ∞.
In the other case it is called regular. Singular solution, when considered in the plane, is one that
blows up. Let −∞ α < ω∞ and s : (α,ω) → C be the full solution of (1). We call s forward
blowing up (shortly f.b.) or backward blowing up (b.b.) if ω < ∞ or α > −∞, respectively. If
−∞ < α < ω < ∞ then s is called backward and forward blowing up (b.f.b.).
We call an isolated periodic solution simple (double) if it corresponds to the simple (double)
fixed point of the Poincaré map ϕ(0,T ).
We call the set {z ∈ C: Im(z) = 0, Re(z)  0} the critical line. We say that the Riccati
equation (1) fulfills the critical line condition when the formula
Δ(R)∩ {z ∈ C: Im(z) = 0, Re(z) 0}= ∅ (6)
holds. This condition plays an important role in the sequel.
We define the sector
S(α,β) = {z ∈ C: α < Arg(z) < β},
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denote the angular width of function f : I → C by
(f ) = inf{β − α: there exists θ ∈ R such that eiθf (I ) ⊂ S(α,β)∪ {0}}.
It is easy to see that for f,g,h : R → C with f (t) = ei sin(t) we have (f ) = 2, for g(t) = 1+ eit
it is (g) = π and for h(t) = eit the angular width (h) is not defined.
Let us recall that the inner product of two vectors a, b ∈ C is given by the formula 〈a, b〉 =
Re(ab).
The family {Aι} is called a decomposition of the set X when
• ∅ = Aι ⊂ X,
• ⋃{Aι} = X,
• Aι ∩Aκ = ∅
holds for all ι, κ , ι = κ .
Let {sj } ⊂ C([aj , bj ],C) be a family of curves. If sj (bj ) = sk(ak) then we define a concate-
nation sksj ∈ C([aj , bj + bk − ak],C) of sj and sk by
sksj (t) =
{
sj (t), for t ∈ [aj , bj ],
sk(t − bj + ak), for t ∈ [bj , bj + bk − ak].
It is easy to see that sl(sksj ) = (slsk)sj so one can write slsksj .
2.4. Basic facts
By the form of the Poincaré map the number of periodic solutions of the Riccati equation (1)
in the plane can be equal to
• zero (there are two simple singular solution in clC or one double singular solution),
• one (two simple solutions: regular one and singular one, or one double regular solution),
• two (two simple regular ones),
• none of the above (all solutions are periodic: many of them are regular and some are singu-
lar).
There is proved in [19] that in generic case in the plane Eq. (2) has exactly two simple
T -periodic solutions. One of them is asymptotically stable and the other is asymptotically unsta-
ble, and every nonperiodic solution in the Riemann sphere clC is heteroclinic to them.
There is proved in [9–11] that there exists an increasing sequence {rn}n∈N ⊂ [0,∞) such that
for every r = rn the equation
z˙ = z2 + reit (7)
has no periodic solutions in the plane (one double singular solution in clC) and has one double
regular periodic solution for r ∈ [0,∞) \ {rn}.
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In the section we describe three ideas of finding periodic solutions of Eq. (1).
3.1. Full description of dynamics
In the present subsection we deal with the simplest case of the Riccati equation. We prove
the existence of two periodic solutions and no b.f.b. ones. We do not deal with the case c ≡ 0,
because Eq. (1) becomes the Bernoulli equation which can be solved explicitly by the change of
variables (5).
Theorem 1. Let a, b, c ∈ C(R,C) be T -periodic and
B(t) = e−i
∫ t
t0
Im[b(s)]ds
for some t0 ∈ R. If
ac ≡ 0, (8)
T∫
0
Im
[
b(s)
]
ds = 0 (9)
and there exists the decomposition {A, l,C} of the complex plane such that l is a line passing
through the origin, A and C are semiplanes and the following conditions(
a
B
)
(R) ⊂ A∪ {0}, (10)
(Bc)(R) ⊂ C ∪ l (11)
hold, then Eq. (1) has exactly two T -periodic solutions in the plane. One of them is asymp-
totically stable and the other is asymptotically unstable, and every nonperiodic solution in the
Riemann sphere clC is heteroclinic to them. There are no b.f.b. solutions.
Proof. (I) Let b ∈ C(R,R). Then B ≡ 1. Let {lˆ, Â, Ĉ} be the decomposition of the Riemann
sphere clC corresponding to the decomposition {l,A,C} of the complex plane, i.e. lˆ is a great
circle and Â, Ĉ the hemispheres.
(i) Let the conditions
a(R) ⊂ A and c(R) ⊂ C (12)
hold. We show that the sets W = [0, T ]× (lˆ∪ Ĉ) ⊂ [0, T ]×clC, Z = [0, T ]× (lˆ∪ Â) ⊂ [0, T ]×
clC are T -periodic isolating segments for the process ϕ generated in clC by Eq. (1).
The vector field u(z) = eiλz2 in the complex plane comes from the rotation of the vector
field z2 around the origin by the angle −λ. When |λ| < π2 then it is transversal to the line iR in
every point z ∈ iR \ {0}. Moreover in every such point we have Re(v(z)) < 0. Thus for every
fixed time t the vector field a(t)z2 is transversal to the line l in every point of the set l \ {0} and it
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is invariant for b(t)z. Finally, the vector field v is transversal to l in every point of l and it points
towards C. By the change of variables (5) the same is true in the point ∞. Thus the sets W , Z
are isolating segments such that W−− = ∅, W++ = [0, T ] × lˆ, Z++ = ∅ and Z−− = [0, T ] × lˆ.
It follows that
ϕ(0,T )(lˆ ∪ Ĉ)  Ĉ and ϕ(0,−T )(lˆ ∪ Â)  Â. (13)
(ii) Let now conditions (8), (10) and (11) hold. The sets W and Z may not be isolating seg-
ments because some trajectories can during time intervals of positive but less than T length be
contained in the set [0, T ] × lˆ. But the crucial inclusions (13) still hold.
By the Denjoy–Wolff theorem and (13), there exists exactly one fixed point of ϕ(0,T ) in the
set Ĉ. It is asymptotically stable and attracting in Ĉ. It corresponds to T -periodic solution of (1)
in clC. This periodic solution is unique in Ĉ. Moreover, it does not enter the great circle lˆ thus
it corresponds to the periodic solution in the set C. By a similar argument, there exists a unique
T -periodic solution in A. It is asymptotically unstable.
By (13) every solution after entering the set [0, T ] × lˆ enters the set Ĉ in time shorter than T .
By (8) and (10), every solution entering {∞} has to enter the semiplane C in time shorter than T .
Thus there is no b.f.b. solutions.
(II) Let b ∈ C(R,C). By the change of variables w = B(t)z we get the equation
w˙ = a(t)
B(t)
w2 + Re[b(t)]w +B(t)c(t).
By (9) the function B is T -periodic so the change of variables preserves the periodicity of solu-
tions. We can now apply the case (I). 
Remark 2. When b ∈ C(R,R) then
• every nonperiodic solution starting in the set A is f.b. or enters the set C and every solution
starting in the set C stays there for all positive times,
• the existence of periodic solutions depends on neither T nor |a|, |b|, |c|,
• if in addition inclusions (12) hold then Eq. (1) fulfills the critical line condition (6).
Example 3. By Theorem 1, the equation
z˙ = z2 + cos(t)z − 1 − eit
has exactly two 2π -periodic solutions. Here B ≡ 1 and we take l = iR, A = {z ∈ C: Re(z) > 0},
C = {z ∈ C: Re(z) < 0}.
Example 4. Let us investigate the equation
z˙ = z2 − r2 +Rei 2πT t ,
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that
T <
√
R + r2 − r
R
.
It follows from Theorem 1 that there are two T -periodic solutions for any T > 0 provided that
0 <R  r2. It is enough to take l, A, C as in Example 3.
In contrast to the rest of the paper and similarly to [7,8], the existence of periodic solutions
can be proved for short periods. It also can be done for small |b|.
Corollary 5. Let a, b, c ∈ C(R,C) be 1-periodic. If there exists the decomposition {A, l,C} of
the complex plane such that l is a line passing through the origin, A and C are semiplanes and
the conditions (9), (12) hold, then the equation
z˙ = a
(
t
T
)
z2 + b
(
t
T
)
z + c
(
t
T
)
has exactly two T -periodic solutions in the plane provided that T > 0 is small enough. One of
them is asymptotically stable and the other is asymptotically unstable, and every nonperiodic
solution in the Riemann sphere clC is heteroclinic to them. There are no b.f.b. solutions.
Proof. When T is small then B is close to 1. Thus ( a
B
)(R) and Bc(R) fulfill (10) and (11). 
Example 6. By Theorem 1, the equation
z˙ = z2 + iei tT z − 1
has exactly two 2πT -periodic solutions provided that 0 < T < π2 . Here t0 = 0, B(t) =
e−iT sin( tT ). Then arg[( a(t)
B(t)
)] = −T sin( t
T
) and arg[B(t)c(t)] = π − T sin( t
T
). Thus l = iR is
the best choice and 0 < T < π2 .
Corollary 7. Let a, b, c ∈ C(R,C) be T -periodic. If there exists the decomposition {A, l,C} of
the complex plane such that l is a line passing through the origin, A and C are semiplanes and
the conditions (9), (12) hold, then the equation
z˙ = a(t)z2 +Rb(t)z + c(t)
has exactly two T -periodic solutions in the plane provided that |R| is small enough. One of them
is asymptotically stable and the other is asymptotically unstable, and every nonperiodic solution
in the Riemann sphere clC is heteroclinic to them. There are no b.f.b. solutions.
Proof. When R is small then B is close to 1. 
Example 8. By Theorem 1, the equation
z˙ = z2 +Rieit z − 1
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has exactly two T -periodic solutions provided that 0 < |R| < π2 . Here t0 = 0, B(t) = e−iR sin(t).
Then arg[( a(t)
B(t)
)] = −R sin(t) and arg[B(t)c(t)] = π − R sin(t). Thus l = iR is the best choice
and 0 < |R| < π2 .
Corollary 9. Let c ∈ C(R,C) be T -periodic and (c)  π . If the critical line condition (6) is
fulfilled, then Eq. (2) has exactly two T -periodic solutions in the plane. One of them is asymp-
totically stable and the other is asymptotically unstable, and every nonperiodic solution in the
Riemann sphere clC is heteroclinic to them. There are no b.f.b. solutions.
Proof. The critical line condition (6) implies c(R)∩{z = x + iy ∈ C: x  0, y = 0} = ∅. By the
compactness of c(R), there exists α > 0 such that c(R) ∩ S(α) = ∅. Thus the corollary follows
by Theorem 1 with l = eiαR. 
Example 10. By Corollary 9, the equation
z˙ = z2 + i + 100 sin(t)
has two 2π -periodic solutions.
3.2. Simple zeros of the vector field
In this subsection we investigate the existence of periodic solutions which are close to the
simple zeros ξ and η of the vector field v. If for an arbitrary time t the point ξ(t) is a repelling
fixed point of vt then we try to construct an isolating segment W containing the graph of ξ
(cf. Fig. 1). This is possible when in every point of the sides of W the dominating term of an
inner product in R3 of the vector field (1, v) and an outward normal vector is the space term (it
comes from v). The second segment contains the graph of η provided η is attracting. Using this
method we need to estimate the inner product to determine which term is the dominating one.
This leads to some inequalities, e.g. (14).
We begin with the following theorem.
Theorem 11. Let a ∈ C1(R,C\ {0}) and b, c ∈ C1(R,C) be T -periodic. If the following inequal-
ity
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Re
(
Δ(t)
)+ ∣∣Δ(t)∣∣]√∣∣Δ(t)∣∣> 2√3 + 3
3
[
2|a′(t)|
|a(t)|
(∣∣b(t)∣∣√∣∣Δ(t)∣∣+ √3∣∣Δ(t)∣∣)
+ 2∣∣b′(t)∣∣√∣∣Δ(t)∣∣+ √3∣∣Δ′(t)∣∣] (14)
is satisfied for all t ∈ R, then Eq. (1) has exactly two T -periodic solutions in the plane. One of
them is asymptotically stable and the other is asymptotically unstable, and every nonperiodic
solution in the Riemann sphere clC is heteroclinic to them.
Proof. Let ϕ be the T -periodic process generated by Eq. (1). Our goal is to construct two
T -periodic isolating segments for ϕ.
Let κ : R → C be such that κ2 = Δ. It is easy to see that
2
[
Re(κ)
]2 = Re(Δ)+ |Δ|. (15)
By the inequality (14), we get [Re(κ)]2 > 0. Thus we set κ to be continuous and Re(κ) > 0
holds. Moreover, T -periodicity of Δ implies the same for κ .
We write the vector field in the form v(t, z) = a(t)[z − η(t)][z − ξ(t)] where
η = −b − κ
2a
and ξ = −b + κ
2a
.
We define the segment W ⊂ [0, T ] × C in such a way that
Wt =
{
z ∈ C: ∣∣z − ξ(t)∣∣M(t)}
holds for every t ∈ [0, T ] and the mapping M ∈ C1(R, (0,∞)) is T -periodic. The set W is
homeomorphic to cylinder. We parametrize its sides Ŵ by s : [0, T ] × [0,2π)  (t, o) →
(t, ξ(t) + M(t)eio) ∈ R × C. An outward normal vector in the set Ŵ has the form n(t, o) =
[−Re{ξ ′(t)e−io +M ′(t)}, eio]T ∈ R × C and the vector field v is given by
v
(
s(t, o)
)= a(t)M(t)eio[ξ(t)− η(t)+M(t)eio].
We estimate the inner product of the vector field (1, v) and an outward normal vector in every
point of the set Ŵ by〈(
1, v(s)
)
, n
〉= −Re{ξ ′e−io +M ′}+ Re(aMeio[ξ − η +Meio]e−io)
−|ξ ′| − |M ′| + Re(aM[ξ − η +Meio])= ().
Setting M(t) = C Re(κ(t))|a(t)| where C denotes the positive constant gives
() = −|ξ ′| − |M ′| +CRe(κ)|a| Re
[
κ −C a|a|Re(κ)e
io
]
−|ξ ′| − |M ′| +C(1 −C)Re(κ)Re(κ).|a|
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Re(κ)
]2
C(1 −C) > (|ξ ′| + |M ′|)|a| (16)
holds then the vector field (1, v) points in the whole Ŵ outward W .
Using the estimations |ξ ′| 12 ( |b
′|+|κ ′|
|a| + (|b|+|κ|)|a
′|
|a|2 ), |M ′| C( |κ
′|
|a| + |κ||a
′|
|a|2 ) and the equali-
ties (15), |κ| = √|Δ|, |κ ′| = |Δ′|2√|Δ| and fixing C =
√
3−1
2 in (16) gives the inequality (14).
We define another isolating segment Z such that
Zt =
{
z ∈ C: ∣∣z − η(t)∣∣M(t)}
holds for every t ∈ [0, T ]. Estimations similar to the ones done in the case of W show that the
condition (14) implies that the vector field (1, v) points in the whole side of Z inward Z.
Finally, ϕ(0,T )(Z0)  intZT = intZ0 and by the Denjoy–Wolff fixed point theorem, there
exists exactly one fixed point of ϕ(0,T ) inside intZ0 which corresponds to the asymptotically
stable T -periodic solution of (1). Also, ϕ(0,−T )(W0)  intWT = intW0 and there exists inside W
exactly one asymptotically unstable T -periodic solution. But the Poincaré mapping ϕ(0,T ) is a
Möbius transformation. Thus every nonfixed point of clC is heteroclinic to the fixed ones which
finishes the proof. 
Remark 12. The value of the constant C is an optimum choice for the case b ≡ 0.
Example 13. By Theorem 11, the equation
z˙ = z2 +R(2 + i)z + eit + 1
has exactly two 2π -periodic solutions provided that R >R0 where R0 < 1.7. By the form of the
coefficient b(t) = R(2 + i), Theorem 1 cannot be here applied.
Remark 14. The inequality (14) implies that Re(Δ)+ |Δ| > 0 which is equivalent to the critical
line condition (6).
By comparing the growth rates of both sides of the inequality (14), one can prove the following
corollaries.
Corollary 15. Let a ∈ C(R,C \ {0}) and b, c ∈ C(R,C) be T -periodic and Lipschitz. If Eq. (1)
fulfills the critical line condition (6), then every equation
z˙ = Ra(t)z2 +Rb(t)z +Rc(t),
z˙ = a(t)z2 +Rb(t)z +R2c(t),
z˙ = R2a(t)z2 +Rb(t)z + c(t)
has exactly two T -periodic solutions in the plane provided that |R| is big enough. One of them
is asymptotically stable and the other is asymptotically unstable, and every nonperiodic solution
in the Riemann sphere clC is heteroclinic to them.
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Corollary 16. Let a ∈ C(R,C \ {0}) and b, c ∈ C(R,C) be 1-periodic and Lipschitz. If Eq. (1)
fulfills the critical line condition (6), then the equation
z˙ = a
(
t
T
)
z2 + b
(
t
T
)
z + c
(
t
T
)
has exactly two T -periodic solutions in the plane provided that T is big enough. One of them is
asymptotically stable and the other is asymptotically unstable, and every nonperiodic solution in
the Riemann sphere clC is heteroclinic to them.
In the case of Eq. (2), Theorem 11 has much simpler form.
Corollary 17. Let c ∈ C1(R,C) be T -periodic. If the following inequality
[−Re(c(t))+ ∣∣c(t)∣∣]√∣∣c(t)∣∣> 2 + √3
2
∣∣c′(t)∣∣
is satisfied for all t ∈ R, then Eq. (2) has exactly two T -periodic solutions in the plane. One of
them is asymptotically stable and the other is asymptotically unstable, and every nonperiodic
solution in the Riemann sphere clC is heteroclinic to them.
Example 18. By Corollary 17, the equation z˙ = z2 − f (t) where
f (t) = e− 2itT + e itT + 1
2
(17)
has exactly two 2πT -periodic solutions provided that T > T0 where numerical computations
give T0 < 28. The angular width (f ) > π prevents the application of Theorem 1 (cf. Fig. 2).
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The segments W and Z are not periodic in the picture because the dimension of the z-space is only one.
It is possible to use the method presented in the current subsection to detect the existence
of asymptotically stable (asymptotically unstable) periodic solution when the critical line con-
dition (6) is not satisfied. This is possible if for every time t such that Δ(t) is far away form
the critical line the dominating term of the inner product in R3 of the vector field (1, vt ) and an
outward normal vector of W is the space term. But when Δ(t) is close to the critical line the
dominating term is the time one (it comes from 1). It is possible when the isolating segment
broadens or narrows rapidly. The presented procedure can be used only when Δ is close to the
one fulfilling the critical line condition (6).
3.3. Double zeros of the vector field
Unlike in the previous subsections, we present the method which does not originate from the
one devoted to the equation fulfilling the critical line condition (6). We seek periodic solutions
which are close to double zero of the vector field v. If for an arbitrary time t the point f (t)
is a double zero of vt , then we try to construct two isolating segments W and Z which sides
contain the graph of f (cf. Fig. 3). We need to estimate the inner product in R3 of the vector field
(1, v) and an outward normal vector in every point of the sides of W and Z. This leads to some
inequalities, e.g. (19).
We start with the observation that not every Eq. (1) which for every time has double zeros has
periodic solutions in the plane.
Example 19. The equation
z˙ = (z − ireit)2
has exactly one or none periodic solution in the plane when r  0. The change of variables
w = z − ireit gives Eq. (7).
We write Eq. (1) in the form
z˙ = [a(t)f ′(t)+ b(t)][z − f (t)]2 + c(t), (18)
where b and c are treated as perturbations.
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following inequality
∣∣a(t)∣∣∣∣f ′(t)∣∣[1 − ∣∣∣∣1 − a(t)|a(t)|
∣∣∣∣]> 2 |a′(t)|√∣∣a(t)∣∣ +
√∣∣a(t)∣∣ |Im[f ′(t)f ′′(t)]||f ′(t)|2
+ ∣∣c(t)∣∣∣∣a(t)∣∣+ 4∣∣b(t)∣∣ (19)
is satisfied for all t ∈ R, then Eq. (18) has exactly two T -periodic solutions in the plane. One
of them is asymptotically stable and the other is asymptotically unstable, and every nonperiodic
solution in the Riemann sphere clC is heteroclinic to them.
Proof. Let ϕ be the T -periodic process generated by Eq. (18). Our goal is to construct W , Z two
T -periodic isolating segments for ϕ.
Let W,Z ⊂ [0, T ] × C be homeomorphic to cylinder. We denote the sides of W by Ŵ and
parametrize by
s : [0, T ] × [0,2π)  (t, o) →
(
t, f (t)+M(t)
(
eio + f
′(t)
|f ′(t)|
))
∈ R × C,
where M : R → C. We denote an outward normal vector to W by n(t, o) = [h(t, o),M(t)eio]T ∈
R × C where
h(t, o) = −Re
{
f ′(t)M(t)e−io +M ′(t)M(t)
(
1 + f
′(t)
|f ′(t)|e
−io
)
+ ∣∣M(t)∣∣2ie−io f ′(t)Im[f ′(t)f ′′(t)]|f ′(t)|3
}
.
We estimate the inner product of the vector field (1, v) and an outward normal vector in every
point of the set Ŵ by
〈(
1, v(s)
)
, n
〉= h+ Re{(af ′ + b)M2M(eio + f ′|f ′|
)2
e−io + cMe−io
}
−2|M ′||M| − |M|2 |Im[f
′f ′′]|
|f ′|2 + Re
{
2aM|M|2|f ′|}− 4|b||M|3
+ Re{af ′M|M|2eio}+ Re{f ′e−io(aM|M|2 −M)}− |c||M|
Re
{
aM|M|2|f ′|}+ Re{aM|M|2(|f ′| + f ′eio)}− 2|M ′||M|
− |f ′|∣∣aM|M|2 −M∣∣− 4|b||M|3 − |c||M| − |M|2 |Im[f ′f ′′]||f ′|2
= ().
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|M ′| k max{1, |1 + p|}|a′||a|p . Thus by the estimation
Re
{
aM|M|2(|f ′| + f ′eio)} 0,
we get
() k3|a|4+3p|f ′| − k|a|p|f ′|∣∣k2|a|4+2p − a∣∣
− k|a|1+p
[
2k max
{
1, |1 + p|}|a|p|a′| + k|a|1+p |Im[f ′f ′′]||f ′|2 + 4k2|a|2+2p|b| + |c|
]
.
Thus when
k2|a|4+2p|f ′|
[
1 −
∣∣∣∣1 − ak2|a|4+2p
∣∣∣∣]> 2k max{1, |1 + p|}|a|1+p|a′| + |a||c|
+ k|a|2+p |Im[f
′f ′′]|
|f ′|2 + 4k
2|a|3+2p|b| (20)
holds, then the vector field (1, v) points in the whole Ŵ outward W . Setting k = 1 and p = − 32
gives the inequality (19).
The sides of Z are parametrized by
s : [0, T ] × [0,2π)  (t, o) →
(
t, f (t)+M(t)
(
eio − f
′(t)
|f ′(t)|
))
∈ R × C.
Estimations similar to the ones done in the case of W show that the condition (19) implies that
the vector field (1, v) points in the whole sides of Z inward Z. Argument similar to the one from
the end of the proof of Theorem 11 finishes the proof. 
Example 21. By Theorem 20, the equation
z˙ = −ie−it(z −Reit)2 + 1
has exactly two 2π -periodic solutions provided that R > 3+
√
5
2 . Here a ≡ 1R and b ≡ 0. By
Δ(t) = 4ie−it , the equation does not fulfill the critical line condition (6).
Remark 22. The inequality (19) implies that |Arg(a(t))| < π3 which is equivalent to 1 − |1 −
a(t)
|a(t)| | > 0.
By comparing the growth rates of both sides of the inequality (19), one can prove the following
corollaries.
Corollary 23. Let a ∈ C(R,C \ {0}), b ∈ C(R,C) and f ∈ C2(R,C) be T -periodic. If a is Lip-
schitz and |Arg(a(t))| < π3 , f ′(t) = 0 hold for every t ∈ R, then the equation
z˙ = [Ra(t)f ′(t)+ b(t)](z − f (t))2
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asymptotically stable and the other is asymptotically unstable, and every nonperiodic solution in
the Riemann sphere clC is heteroclinic to them.
Example 24. By Theorem 20, the equation
z˙ = [−R(2ie−2it + ie−it)+ i][z − (e2it + eit)]2
has exactly two 2π -periodic solutions provided that R > 16. Here a ≡ R, b ≡ i and c ≡ 0.
Corollary 25. Let a ∈ C(R,C \ {0}), b, c ∈ C(R,C) and f ∈ C2(R,C) be T -periodic. If a is
Lipschitz and |Arg(a(t))| < π3 , f ′(t) = 0 hold for every t ∈ R, then the equation
z˙ = [Ra(t)f ′(t)+ b(t)](z −Rf (t))2 + c(t)
has exactly two T -periodic solutions in the plane provided that R is big enough. One of them is
asymptotically stable and the other is asymptotically unstable, and every nonperiodic solution in
the Riemann sphere clC is heteroclinic to them.
Example 26. By Theorem 20, the equation
z˙ = [−(1 + i)2Rie−2it ][z −Re2it ]2 + 1
has exactly two 2π -periodic solutions provided that R > 1+2
3
4
2−4 sin( π8 ) ≈ 5.71. Here a ≡ 1+ i, b ≡ 0
and c ≡ 1.
4. The critical line condition and periodic solutions in the plane
We make the general assumption for the current section that the critical line condition (6) is
fulfilled.
The method presented in the previous section detects the existence of exactly two periodic
solutions in the plane when the coefficients a, b, c or the period T are big enough (cf. Corol-
laries 15, 16). Unfortunately, it can fail in the case of small ones as shown in the following
examples.
Example 27. By Corollary 17, the equation z˙ = z2 − R(2 − eit ) has exactly two 2π -periodic
solutions provided that R > 7+4
√
3
16 . In fact, it is true for every R > 0. To see this one can apply
Theorem 1 with l = iR.
Example 28. By Corollary 17, the equation z˙ = z2 −2+e itT has exactly two T -periodic solutions
provided that T > 2+
√
3
4 . In fact, it is true for every T > 0. To see this one can apply Theorem 1
with l = iR.
Moreover, all known examples of Riccati equations without periodic solutions do not fulfill
the critical line condition (6) (cf. [2,9–13]). So one can ask if (6) implies the existence of at least
one periodic solution. The following example shows that the answer is negative.
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Example 29. The equation
z˙ = z2 − 2r
[
1
2
ie−2it + i sin(t)
]
z + r2
[
1
2
ie−2it + i sin(t)
]2
+ r[eit + e−2it + i cos(t)] (21)
has no periodic solutions in the plane for some r > 0 and for the other has exactly one double
2π -periodic solution.
Here Δ(t) = −4r[eit + e−2it + i cos(t)] fulfills the critical line condition (6) (cf. Fig. 4). By
the change of variables w = z − r[ 12 ie−2it + i sin(t)], we get Eq. (7).
Example 29 is still not the answer in the case of the simplest Riccati equation (2). Let us refor-
mulate the question. By Corollary 9, Eq. (2) has two periodic solutions provided that (c) π .
But we have Δ(t) = −4c(t) so (c) =(Δ). The critical line condition (6) admits (Δ) < 2π .
Thus we ask what is the maximal angular width of the coefficient c which guarantees the exis-
tence of at least one periodic solution of Eq. (2). Surprisingly, the answer is π what is showed by
the following theorem.
Theorem 30. Let us fix ε > 0. Then there exist T > 0 and a T -periodic map c ∈ C(R,C) such
that
(c) < π + ε, (22)
|c| < 3, (23)
Eq. (2) fulfills the critical line condition (6) and has no T -periodic solutions in the plane.
We start with listing some basic facts which are used in the sequel. Their proofs are left to the
reader.
Proposition 31. Let the coefficient c ∈ C(R,C) fulfills the condition
c(−t) = c(t) (24)
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also a solution. Thus for the process ϕ generated by (2) the formula
ϕ(0,t)(−z) = −ϕ(0,−t)(z) (25)
holds for every t ∈ R and z ∈ clC. When, in addition, c is T -periodic then the equality
ϕ(0,T )(−z) = −ϕ−1(0,T )(z) (26)
is satisfied for every z ∈ clC.
Lemma 32. Let ϕ(0,t)(z) = z+BKz+D where B,D,K ∈ C, D = BK satisfies (25). Then the equali-
ties
ϕ(t,−t)(z) = −Dz +B
Kz − 1 , (27)
ϕ(−t,t)(z) = Dz +B
Kz + 1 , (28)
ϕ(0,−t)(z) = −z +B
Kz −D (29)
hold for all t ∈ R and z ∈ clC.
Lemma 33. Let ν,μ ∈ C and ϕ(0,T )(z) = νz +μ satisfies (26). Then |ν| = 1.
Proposition 34. Let γ ∈ C1(R,C). If the condition
γ (−t) = −γ (t) (30)
holds for every t ∈ R, then c ∈ C(R,C) given by
c(t) = − γ˙ (t)+ 1
γ 2(t)
(31)
fulfills (24).
Proposition 35. Let α ∈ (0, π2 ) and m> 0. Then the equality
arg
[−m+ ime−iα]= 3π − 2α
4
holds.
Now we can start the proof of Theorem 30.
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{c[m]}m∈L ⊂ C(R,C) such that for every m the function c[m] has period T[m], (c[m]) > π and
the condition
lim
m→∞(c[m]) = π (32)
holds. Let us fix m ∈ L. To simplify notation we write c and T instead of c[m] and T[m], respec-
tively.
Our goal is to construct c such that Eq. (2) has one double singular T -periodic solution where
the exact value of T will be set later. By the change of variables (5), we get the equation
w˙ = −1 − c(t)w2. (33)
Let γ ∈ C1(R,C) be a T -periodic solution of (33). Then c fulfills (31). Thus it is enough to
construct γ such that
γ (0) = 0
holds and ξ = 1
γ
is a double solution of (2). We use the condition (30) to guarantee that ξ is a
double solution.
We construct γ in 14 steps (cf. Fig. 5). Let γj denote the part of γ |[0,T ] constructed in the j th
step where j ∈ {1,2, . . . ,14}. We set γj : [0, Tj ] → C and γ15−j : [−Tj ,0] → C with
γ15−j (t) = −γj (−t) for j ∈ {1,2, . . . ,7}. (34)
Thus only the first 7 steps are essential. Moreover
∑7
j=1 Tj = 12T . We set
cj = − γ˙j + 1
γ 2j
and denote by ϕj the local process generated by the equation z˙ = z2 + cj (t) where j ∈
{1,2, . . . ,14}. We define T1 = 32 , T2 = π , T4 = 163 m, T5 = 2(cot( π16 ) + 1−mm ), T6 = π2 − β ,
T7 = (π+2β)δ2m cos(β) and
γ1(t) = −t + 427 t
3,
γ2(t) = exp
(
iπ
[
31
32
+ 1
32
cos(t)
])
,
γ3(t) = exp
(
i
15
16
π
)
,
γ4(t) = exp
(
i
15
16
π
)[
1 + 1
2
(
1 − cos
(
3t
16m
))(
m
sin( π16 )
− 1
)]
,
γ5(t) = m
[
i − cot
(
π
16
)
+ 1
4
t2
cot( π )+ 1−m
]
,16 m
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γ6(t) = m
[−1 + ie−it ]+ 1,
γ7(t) = i
[√
m− δ tan(β)]+ δ[1 + i tan(β)] exp(−i m cos(β)
δ
t
)
,
where
β = arcsin
(
1√
m
)
,
δ = 1 −m[1 − cos(β)].
One can verify by direct calculation that
γ |[0,T ] = γ14γ13γ12γ11γ10γ9γ8γ7γ6γ5γ4γ3γ2γ1 (35)
is well defined and γ ∈ C1(R,C). Moreover, by (34), γ fulfills (30) and c given by (31) ful-
fills (24).
We now estimate sup|c| and (c). By (24), we get
sup
t∈R
∣∣c(t)∣∣= sup
t∈[0, 12 T ]
∣∣c(t)∣∣ and (c) = 2(c|[0, 12 T ]).
It can be checked by direct calculation that
• c1([0, T1]) ⊂ R− and 49  |c1| 1,
• (1 + γ ′2)([0, T2]) ⊂ clS(0, π16 ) so c2([0, T2]) ⊂ clS(−π,− 1316π) and |c2| 1 + π32 ,
• c3 ≡ exp(−i 78π),
• |γ ′4| < 34 thus (1 + γ ′4)([0, T4]) ⊂ clS(0, arcsin( 34 )) so, finally, c4([0, T4]) ⊂ clS(−π,−π2 )
and |c4| 74 ,
• γ ′5 > 0, γ5(T5) = im − m + 1 so γ5([0, T5]) ⊂ clS( 34π − arcsin(
√
2
2m ),
15
16π) and then
c5([0, T5]) ⊂ clS(− 78π,−π2 + 2 arcsin(
√
2
2m )). Moreover, |c5| m+1(m√2−1)2 < 1,
• |γ6 − 1|  |γ6(T6) − 1| = |δ − 1 + i√m| > √m thus by Proposition 35, arg[γ6(t)] ∈
3π−2t
4 + [− arcsin( 1√m), arcsin( 1√m)] and arg[1 + γ ′6(t)] ∈ −t + [− arcsin( 1m), arcsin( 1m)]
so the inclusion
c6
([0, T6])⊂ e−i π2 · clS(arcsin( 1
m
)
+ 2 arcsin
(
1√
m
))
holds. By |γ6| |γ6(T6)| = |δ + i√m| > √m and |1 + γ ′|m+ 1, one can obtain |c6| < 2,6
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• arg[γ ′7(t)] = −π2 + β − m cos(β)δ t and |γ ′7| = m thus arg[1 + γ ′7(t)] ∈ −π2 + β − m cos(β)δ t +
[0, arcsin( 1
m
)] and by the equality
γ7(t) = i
√
m− 1 + i +
√
m− 1√
m+ √m− 1 exp
(−it√m[√m+ √m− 1]),
we obtain γ7([0, T7]) ⊂ clS(π2 − arcsin( 1√m−1 ), π2 ) and then c7([0, T7]) ⊂ clS(−π,−π2 +
2 arcsin( 1√
m−1 )+ arcsin( 1m)). Moreover,
|c7| m+ 1(√
m− 1 −
√
m√
m+√m−1
)2 < 3.
Finally, we get (23) and
(c) 2
[
π
2
+ 2 arcsin
(
1√
m− 1
)
+ arcsin
(
1
m
)]
,
thus (32) holds. Moreover, Eq. (2) fulfills the critical line condition (6) (cf. Figs. 6, 7).
It only remains to show that ξ is a double singular solution of (2). Let us observe that T
depends on T3. We will manipulate T3 do obtain the desired properties of ξ .
Let t  0 and Mt : clC → clC denotes the Poincaré map ϕ(0,T ) of Eq. (2) when T3 = t . We
denote by P andQ the maps (ϕ2)(0,T2) ◦ (ϕ1)(0,T1) and (ϕ14)(−T1,T1) ◦ (ϕ13)(−T2,T2), respectively.
Then for all t  0 the equality
Mt =Q ◦ (ϕ12)(−t,t) ◦Q−1 ◦M0 ◦P−1 ◦ (ϕ3)(0,t) ◦P (36)
holds. Our goal is to set t > 0 such that Mt (z) = z + d for some d ∈ C \ {0} because this is the
only Möbius transformation which has a double fixed point in ∞.
Let K = γ2(T2) = γ3(0). Then P(∞) = 1K so P(z) = z+BKz+D where B,D ∈ C and D = KB .
Thus by the symmetries (34), Propositions 31, 34 and Lemma 32, maps P−1, Q and Q−1 are
given by (27), (28) and (29), respectively. It can be checked by direct calculation that
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(ϕ3)(0,t)(z) = K(1 + exp(−
2t
K
))z + exp(− 2t
K
)− 1
K[K(exp(− 2t
K
)− 1)z + exp(− 2t
K
)+ 1] ,
(ϕ12)(−t,t)(z) =
K(1 + exp( 2t
K
))z − exp( 2t
K
)+ 1
K[K(1 − exp( 2t
K
))z + exp( 2t
K
)+ 1]
hold for all t ∈ R and z ∈ clC. By the definition of T -periodic solution ξ , we get M0(∞) = ∞
thus M0(z) = νz +μ for some ν,μ ∈ C. By Proposition 31 and Lemma 33, we get |ν| = 1. We
use computer program MAPLE to do some algebraic calculations (making them by hand is prone
to mistakes and time consuming) and get (36) in the following form
Mt (z) = ν exp
(
2t (K −K)
|K|2
)
z − B
2
exp
(
2t
K
)
− νB
2
exp
(
2t
K
)
− νD
2K
exp
(
2t
K
)
+ νD
2K
exp
(
2t (K −K)
|K|2
)
+μ exp
(
2t
K
)
+ B
2
+ νB
2
exp
(
2t (K −K)
|K|2
)
− D
2K
exp
(
2t
K
)
+ D
2K
.
We use the facts that |K| = 1, K−K = 2i Im(K) = 0 and set t > 0 such that ν exp( 2t (K−K)|K|2 ) = 1.
Thus
Mt (z) = z + Re
[(
D
K
)
+B
]
+ 1
2
e2tK
[
2μ− D
K
− νD
K
− νB −B
]
.
But Re(K) < 0 thus taking t big enough we can make |e2tK | arbitrarily small. It follows that to
finish the proof it is enough to show that the inequality
Re
[(
D
K
)
+B
]
= 0 (37)
holds.
1326 P. Wilczyn´ski / J. Differential Equations 244 (2008) 1304–1328Let us observe that P(0) = B
D
and P(−D
K
) = ∞ hold. Now we set S = S(−π,− 1316π). Then
(c2c1)([0, T1 + T2]) ⊂ clS . We apply Theorem 1 and Remark 2 to the equation
z˙ = z2 + (c2c1)(t)
twice: with l = R, A = S(0,π), C = S(−π,0) and with l = exp(− 1316π)R, A = S(− 1316π, 316π),
C = −A. It follows that P(0) ∈ S and P(−D
K
) ∈ −S . Then B
D
∈ S and so B ∈ DS . Moreover,
D
K
∈ S so D ∈ KS and B ∈ KSS = −S(− π16 , 516π). Finally, Re( BD ) < 0 and Re(B) < 0 thus
(37) holds. 
Remark 36.
• If Eq. (2) fulfills the condition (23) and the period T of c is small enough then there is at
least one T -periodic solution in the plane (cf. [21]). This shows that T in the theorem has to
be big enough. In fact it can be arbitrarily large.
• It follows from the proof that c is piecewise C∞.
5. Further improvements
5.1. Full description of dynamics
Remark 37. The condition (8) cannot be weaken to the form a ≡ 0 ≡ c as shown in Example 38.
Example 38. The equation z˙ = a(t)z2 + c(t) where a, c are 2π -periodic and given by
a(t) =
{
0, for t ∈ [0,π],
− sin(t), for t ∈ [π,2π], c(t) =
{
2i sin(2t), for t ∈ [0,π],
0, for t ∈ [π,2π],
with B ≡ 1 and l = iR fulfills all assumptions of Theorem 1 except (8). There exists one double
2π -periodic solution η given by
η(t) =
{−2i cos(2t)+ 2i, for t ∈ [0,π],
0, for t ∈ [π,2π].
Remark 39. The sum A∪{0} in the condition (10) cannot be replaced by A∪ l. The examples of
Eq. (7) with c ∈ C(R,R) given in [13] and [12] have no periodic solutions in the plane. In both
the cases B ≡ 1, l = R and a(R) ⊂ l, c(R) ⊂ l.
5.2. Simple zeros of the vector field
Let f : R → C satisfy the local Lipschitz condition. Then for an open set U ⊂ R we denote
by L(U,f ) the Lipschitz constant of the function f in the set U (when it does not exist then we
write L(U,f ) = ∞). We define
Lf (t) = inf
{
L(U,f ): U is a neighbourhood of t
}
.
When f ∈ C1(R,C) then Lf = |f ′|.
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that they are not necessarily C1 but only locally Lipschitz. In that case we use La,Lb,LΔ instead
of |a′|, |b′|, |Δ′|, respectively, in the inequality (14). The same is true for Corollary 17.
Example 41. By Remark 40, the equation z˙ = z2 −Rf (t) where f ∈ C(R,C) is 3π -periodic and
given by
f (t) =
{
eit , for t ∈ [− 34π, 34π],
ei(
3
2 π−t), for t ∈ [ 34π, 94π],
has exactly two 3π -periodic solutions provided that R > 12 (3 + 2
√
2)(7 + 4√3). The angular
width (f ) = 32π prevents the application of Theorem 1.
5.3. Double zeros of the vector field
Remark 42. By setting appropriate values on k and p in the inequality (20), it is sometimes
possible to prove the existence of periodic solutions when |Arg(a)| < π2 (cf. Example 43).
Example 43. By the inequality (20), the equation
z˙ = [−ei 715 π sin(t)Rie−it ][z −Reit]2 + 1
has exactly two 2π -periodic solutions provided that R > R0 where numerical simulations give
R0 < 228. Here a(t) = ei 715 π sin(t), |a′| 7π15 , Re(a) sin( π30 ), b ≡ 0, p = 0 and k = 3,86.
Remark 44. Similarly to Remark 40, it is enough to assume in Theorem 20 that the coefficient
a is locally Lipschitz. In that case, we use La instead of |a′| in the inequality (19).
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