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Abstract. In this paper we first present an alternative proof of sufficiency of Luca-Restivo's 
condition for a finitely generated semigroup to be finite. Next we present properties of pumping 
conditions about regular languages which include differences between positive pumping conditions 
and the corresponding cancellation conditions. 
1. Introduction 
Luca and Restivo [9] proved the following theorem. 
Theorem 1.1. For any finitely generated semigroup S, the following conditions are 
equivalent: 
(1) S is finite; 
(2) there exists a positive integer m such 
of  m elements o f  S, there exist integers j, k, 
sl . . . sj_~(sj. . . sk) 2. 
that, for  any sequence s~,. . . ,  S m 
l<~j<<-k<~m, such that S~. . .Sk= 
They show that if S is finite, then condition (2) holds by putting m = # S + 1 
(where # S is the cardinality of S), and that if condition (2) holds, then S is finite 
by using Hotzel's theorem [6]. We note that if S satisfies condition (2) for m = 1, 
then S is an idempotent semigroup, and it is finite due to Green and Rees [4, 8]. 
In this paper we shall first present an alternative proof of (2)O(1) in Theorem 
1.1. Our proof does not depend on Hotzel's theorem. It is by induction, and the 
argument for the basis step is inspired by the proof of Green and Rees [4, 8] for 
the finiteness of the finitely generated free idempotent semigroups. This will be done 
in Section 2. In Section 3, we shall develop certain properties of pumping conditions 
for regular languages. We shall consider four types of pumping conditions, some 
of which are due to Stanat and Weiss [12], Ehrenfeucht et al. [3], Simon [11], and 
Luca and Restivo [9]. We shall present one positive pumping condition C for which 
the following holds: There exist N languages which satisfy C, where ~ is the 
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cardinality of real numbers. Thus, C does not even imply recursively enumerableness. 
However, the corresponding cancellation condition is equivalent o regularity. We 
shall also present a pumping condition of total type and compare it with the block 
pumping property which is introduced by Ehrenfeucht et al. [3]. Then we shall list 
several open problems about pumping conditions. At the end of the section we shall 
introduce one class of pumping conditions for nonregular languages which will 
provide an infinite hierarchy of languages. 
2. On the Luca-Rest ivo theorem 
In this section we shall present an alternative proof of the sufficiency of the 
Luca-Restivo condition for the finiteness of finitely generated semigroups ((2) ~ (1) 
in Theorem 1.1). In fact, we shall prove a proposition about the length of representa- 
tive words in each congruence class for a certain congruence relation (see Theorem 
2.3), from which (2)O(1)  in Theorem 1.1 directly follows. 
Let S be a finitely generated semigroup whose set of generators i Z (2  is a finite 
alphabet). Z + denotes the free semigroup generated by 2. For any words v, w over 
2, we denote v--sW iff v is equivalent o w in S. Then, Us is a congruence relation, 
that is, for any words u, v, w, x over 2, it holds that u - svand w "-sX imply uw -sVX. 
Conversely, if --- is any congruence relation over ,~+, then the quotient of,Y+ modulo 
(Z+/~ ) constitutes a semigroup with operation " . " ,  where, for any congruence 
classes Iv], [w] (v, w E ~+), [v] .  [w] = [vw]. Thus, in the sequel, let ~ be an arbitrary 
congruence relation over 2 +, and we shall prove the assertion for ,~+/---. For our 
proof, it is convenient o consider congruence relations over Z*, where Z* is the 
free monoid generated by ,$, that is, 2*= 2+u {A} and A is the null word. So, in 
the sequel - is an arbitrary congruence relation over Z*. 
Definit ion 2.1. For any positive integers m, n, the integer I (m, n) is inductively 
defined as follows: 
(1) Form=l ,  
(1.1) I(1, 1)=1;  
(1.2) for n > 1, 1(1, n) = (1(1, n - 1) + 1)(n t"'n-1)+1 + 1). 
(2) For m > 1, 
(2.1) I (m, 1 )=2m- l ;  
(2.2) fe rn>l ,  I (m,n)=K(mn r+ l ) ,  where K=m( I (m,n -1)+ l )× 
(I(m - 1, n*~"~"-l)+~) + 3). 
Let w ~ Z*. l(w) denotes the length of w. 2 (w)  denotes the set of symbols in 
which appear in w. Sub(w) denotes the set of proper subwords of w, that is, 
Sub(w) = {y ~ 2*[  w = xyz for some words x, z with xz # A}. 
Definit ion 2.2. Let w ~,~* and m, n be positive integers, w is said to be sequentially 
(m, n)-periodic on the right (w.r.t. ~)  iff #,Y , (w)=n and, for any words 
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x, y~,. • . ,  Ym, Z, i f  W = xy~ . . .  yr,,Z, then there exist integers j, k, 1 ~<j ~< k ~ m, such 
that y~ . . .  Yk ~Y l . . .  Yj -~(Y. i ' ' '  Yk) 2, where yl . . .  Y~-1 = A i f j  = 1. 
A word w is said to be sequential ly reduced (w.r.t. -~) iff, for any words 
uo, vo , . . . ,u , , ,  vn, u,,+~, (n~O) ,  w=UoVo. . .u, ,v , ,u, ,+~ and UoU~. . .u , ,+ l# A imply 
w 7 ~ VoV~ . . .  v,,, where 7 ~ is the negation o f  ~ .  The main result of  this section is the 
fol lowing theorem. 
Theorem 2.3. Let  m, n be posit ive integers, w ~ ,~*, and # ,~ ( w) = n. I f  w is sequential ly 
( m, n )-periodic on the right and  l (w)> I ( m, n ), then w is not sequential ly reduced. 
Proof. We shall prove the theorem by induct ion on (m, n), where (m, n) > (m', n') 
iff either m > m' or m = m' and n > n'. Let w ~ Z* ,  # Z(w)  = n, l (w)  > I (m,  n), and 
assume that w is sequential ly (m, n) -per iod ic  on the right. We may assume that any 
v e Sub(w)  is sequential ly reduced for, otherwise, w = UoVUl, w ~ UoV'Ul, and v - v' 
for some words Uo, v', ul, and the assert ion would  directly fol low. 
We first prove the fol lowing lemma. 
Lemma 2.4. Let  w = stu fo r  some words s, t, u. Assume that, fo r  any words y',  v and 
any a ~ ~, ( u ) with u = y'  av, there exist words p, q such that t = paq  and  paqy '  ~ p(  aqy') 2. 
Then, fo r  any words y, v, i f  u = yv, then t ~ tyz fo r  some word z. 
Proof. The proof  is by induct ion on l (y ) .  I f  l ( y )= O, then the assertion is trivial. 
Let  y =y 'a  with a~Z.  Then, t=paq and paqy ' -~p(aqy ' )  2 for some words p, q. By 
induct ion,  t ~ ty'z' for some word z'. Now,  put z = qy'z'. Then,  tyz = paqy 'aqy 'z '  
paqy '  z '=  ty' z ' - -  t. [] 
Proof of Theorem 2.3 (con t inued).  Now we give a proof  for m = n = 1. Let • (w) = {0}, 
w = 00v, and v ~ 0". Then,  0~ 00, w~Ov,  and the assertion holds. Now, let m = 1 
and n > 1. By Lemma 2.4, we can obtain the fol lowing claim. 
Claim. Let  w=sxyu fo r  words s ,x ,y ,  u. I f  . ,T,(x)D,~(y),  then there exists a word z 
such that  x ~ xyz. 
We can give a proo f  for m = 1 and n > 1 as follows. We note that there are 
n I(1""-1)+1 distinct words over £ (w)  with length I(1,  n -1 )+ 1. Thus, w = spupt for 
some words s, p, u, t with l (p )= I (1 ,  n-1)+l .  Since p is sequential ly reduced,  
,~(p) = Z(w)  by induct ion.  By the claim, p ~pupz  for some word z. Then, 
w = spupt ~ spup.pt ~ spup.pupzt -.- spupzt --- spt. 
Thus, w is not sequential ly reduced. This completes the proo f  for m = 1. Next, we 
consider the case for m > 1. First, let n = 1. Then, w = 02"v for some v ~ 0". Put 
x = A, Yl . . . . .  Ym = 0, and z = 0mY. Then there exist integers j, k, 1 <~j <~ k <~ m, such 
that 0k~0k.0 k-j+~. Then,  w~O2m-(k-J+~)V. ThUS, w is not  sequential ly reduced. 
This completes the proof  for m > 1 and n = 1. Now we consider the final case where 
m > 1 and n > 1. We need the fol lowing two lemmas. 
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Lemma 2.5. / f  p~Sub(w)  and l (p )>~( I (m,  n -1 )+ l ) ( I (m-1 ,  n~(m'"-~)+l)+3), 
then, fo r  any a ~ 2(w)  and  any  word y with py  ~ Sub(w), there exist words s, t such 
that p = sat and  saty --. s (a ty )  2. 
Proof. Let aeZ(w) ,  py~Sub(w) ,  and l (p )>~( I (m,  n -1 )+ l ) ( I (m-1 ,  
n ~("'~-~)+~) + 3). Since l (p )  > I (m,  n - 1) and p is sequentially reduced, 2 (p)  = Z(w) 
by induction. Consider all the occurrences of a in p and decompose p as follows. 
p=poap la . . .pkapk+b where a~.,T,(pi)  foral l  i. 
Since each p~ is sequentially reduced, we have l (p~)~I (m,n-1)  for all i by 
induction. Now, assume that for all i (1 ~< i ~< k + 1) 
poapla  . . . apk+ly ~" poap la .  . . ap i - l (  api. . . apk+ly) 2. (1) 
Consider any integers i~, . . . ,  im (1 <~ i~ <" • • <im <~ k+ 1) and put Yo =poa. . .  ap~_~, 
y j=ap~j . . ,  ap~j+,_~ (1 ~<j~<m-1),  and y~=ap~, . . ,  ap~÷,y. By (1), 
YoY~ . . . Y,, ~ Yo . . . Yj-~(Y~ . . . Ym) 2 fo ra l l j ( l<~j<~m).  
Since w is sequentially (m, n)-periodic on the fight, this implies that there exist 
integers e, f  (1 <~ e <~f~< m- 1) such that 
ap,, . . .  apq- - -ap,~. . ,  ap~_~( ap~ . . .  apif) 2. (2) 
We put  D = {aP~l 1 <~ i <~ k}.  We can see that the number of distinct ap~ is at most 
1+(n-1)+(n-1)2+ . - .+(n - I )  1(n'"-~) 
n l (m'n -1)+ l  m 1 
< 1 + n + n2+ • • • + n z("'n-~) - < n l(m'n-l)+l.  
n--1 
Thus, 
# D < n (3) 
Since l (p )  >t ( I(m, n - 1) + 1)( I(m - 1, n i(m'n-1)+l) +3) and l (p i )  <~ I (m,  n - 1) for all 
i, it follows that k+2~ > I (m-  1, n~("'~-1)+1) +3,  that is, 
k> I (m - 1, nI("'"-l)+l). (4) 
Let D={v, ,  v2, . . . ,  vg}. By (3), 
g < n Itm'n-D+l. (5) 
Let A = {b~,. . . ,  bs} be a new alphabet. Let h:A*--> ,Y* be a morphism such that 
h(b i )  =v i  for all i. We can esily see that h is a monomorphism. Now, define a 
relation - '  over A* as follows: 
Vq, r~A* :  q~' r  iff h(q)~h( r ) .  (6) 
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Since h is a monomorphism and - is a congruence relation, ~ '  is a congruence 
relation. Now, consider the word h- l (ap~. . ,  apk) over A. We can see from (2) that 
h-~(ap~ . . .  apk) is sequentially (m-1 ,  g)-periodic on the fight w.r.t. ~'.  Since 
is arbitrary, we can apply the inductive hypothesis to ~'. Then, by (4) and (5), 
h-~(ap~ . . .  apk) is not sequentially reduced w.r.t. ~' .  By (6) we can see that ap~. . ,  apk 
is not sequentially reduced w.r.t. ~, which is a contradiction. [] 
Lemma 2.6. Let  t e Sub(w) and J be a pos i t ive integer. I f  l( t) >~ m J, then there exist  
words p, q, r such that t=pqr ,  l (q )~ J and  pq~pq 2. 
Proof. Let t~ Sub(w) and t= q lq2 . . ,  qms for words q~, . . . ,  qm, S with l (q i )= J  for 
all i. Since w is sequentially (m, n)-periodic on the right, there exist integers j, k, 
1 ~<j <~ k <~ m, such that 
q l . . .  qk~ql . . .  ~- l (q j . . .  qk) 2. 
Put p = q~ • • • ~-~,  q = ~.  . . qk, and r = qk+~ . .  • qm s. Then the assertion is clear. [] 
Proof of Theorem 2.3 (cont inued) .  Now we can complete the proof for m > 1 and 
n > 1. By assumption, l (w)  > K(mn K + 1), where 
K : m( I (m,  n -  1)+ 1) ( I (m-  1, nl(m'n-1)+l)'~-3). 
We can see that the number of distinct words of length K over ~;(w) is n r. Thus, 
w has a decomposition, 
w = VoZV~Z... VmZV,~+I for some words z, vo , . . . ,  Vm+~, where l ( z )  = K.  
By Lemma 2.6, there exist words p, q, r such that z = pqr, pq _pq2 ,  and  
l (q )  >>- J = ( I (m,  n - 1) + 1)(I(m - 1, n ' ( ' ' ' -1 )+~)  + 3). 
Now we have a decomposition of w, 
w = vopqv[pq ' ' •• • VmpqVm+l for some words v~, . .  •, Vm+~: 
Put  y~ = qv[p (1<~ i<~m).  Since w is sequentially (m, n)-periodic on the right, 
there exist integers j, k, 1 ~<j ~< k <~ m, such that 
Yl . . . Yk  ~ Y l  " " " Y j - I (Y j .  . . Yk) 2. 
Now, putting s = vopqv~pq. .  ' v ) - l ,  u = v~pq. v'k, and t = V'k+lpq. we have . . . . .  Vm+l ,  
w = spqupqt,  spqup ~ sp(qup)  2, pq  ~pq2,  and l (q )  >>- J. 
By Lemmas 2.4 and 2.5, there exists a word v such that qupqv- . -q  and we have 
w = spqupqt  ~ spqupq.qt  ~ spqupq.qupqvt  ~ spqupqupqvt  
spqupqvt  ~ spqt. 
Thus, w is not sequentially reduced. This completes the proof of Theorem 2.3. [] 
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Corollary 2.7. Let M be a finitely generated monoid and ~ be the set of generators of 
M. I f  there exists a positive integer m such that, for any sequence t~, . . . ,  tm of m 
elements of  M, there exist integers j ,k ,  l<~j<<-k<~m, such that h . . .  tk = 
t~.. .  tj_~(tj.., tk) 2, then M is finite and 
M ~< ~2m /fn = 1, 
[ n 1t'~")+~ ifn > 1, where n = # ~. 
Proof. We first note that if the condition holds, then any w • Z* is sequentially 
( m, ~ Z (w)) -periodic on the fight w.r.t. ~ M- By Theorem 2.3, we obtain the following 
result. When n = 1, Mc{[A] ,  [0] , . . . , [02/ -1]},  and #M<-2m.  When n> 1, 
# M ~ 1 + n + n2+ • - • + n l(m'n) 
n l (m'" )+l  --  1 
n-1  
n/(re,n)+1. [ ]  
Remark 2.8. If we consider a finitely generated semigroup S =,,Y,+/~ instead of 
M = ,~* /~,  then ( (2 )~(1) )  in Theorem 1.1 follows from Theorem 2.3 and 
# S ~< (the upper bound of # M in Corollary 2.7) - 1. 
Remark 2.9. Our upper bound of # M is far from the upper limit. When m -- 1, 
the upper limit is given in [4, 8] as follows. 
3. Pumping conditions about regular languages 
In this section we shall present certain properties of pumping conditions. We 
consider four types of pumping conditions about regular languages. The main new 
results are Theorems 3.3 and 3.7. Then we shall list several open problems about 
pumping conditions, and finally we shall introduce one class of pumping conditions 
for nonregular languages which produce an infinite hierarchy of languages (Theorem 
3.11). 
Let ~ be a finite alphabet, and L be a language over 2~. Let u, v, w, x be words 
and x = uvw. Then, v is a pump for x (between u and w) w.r.t. L iff v ~ A and (x • L 
iff uviw • L for all i t> 0). Note that v is a pump implies v ~ A. v is a positive pump 
(or a cancellous lump respectively) for x (between u and w) w.r.t. L iff (x • L lit 
uviw • L for all i i> 1) or (x • L iff uw • L) respectively. 
Conditions about pumps are called pumping conditions. To each pumping condi- 
tion, we can define the corresponding conditions about positive pumps and cancel- 
lous lumps, and they are called a positive pumping condition and a cancellous 
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condition, respectively. This section will present certain properties of these condi- 
tions. 
Let m be a positive integer 
of m nonempty words (y l , . .  
appear four types of pumping 
and y a word. D(y, m) denotes the set of sequences 
., 3;,,) such that y = y~. . .  Ym. In the literature, there 
conditions in connection with regular languages. The 
first two types are conditions about pumps for 'total' words, one of which is said 
to be of the (total, existential) type and the other is said to be of the (total, universal) 
type. 
One example of the (total, existential) type is the following condition. 
Cl(T, 3, i I> 0): There exists a positive integer m such that, for any words x, y, z 
with l(y) >i m, there exist (Y l , . . . ,  Y~) ~ D(y, m) and integers j, k, 1 ~<j~< k~ < m, such 
that y j . . .  Yk is a pump for xyz between xyl . . .  yj_~ and Yk+~ . . .  ymZ w.r.t. L, that is, 
xyz~L iff xy~. . .y j -~(y j . . . yk )~k+~. . .ymZ~L forall i~>0. 
One example of the (total, universal) type is the following condition which is the 
universal version of Ci(T, 3, i I> 0). 
C~(T, V, i I> 0): There exists a positive integer m such that, for any words x, y, z 
with l(y) >t m, it holds that, for any (y~, . . . ,  y,,) ~ D(y, m), there exist integers j, k, 
1 <~j ~< k <~ m, such that y j . . .  Yk is a pump for xyz between xyl . . .  Yj-I and Yk+l . . .  y,,,Z 
w.r.t.L. 
The second two types are conditions about pumps for "subwords', one of which 
is said to be of the (sub, existential) type, and the other is said to be of the 
(sub, universal) type. 
One example of the (sub, existential) type is the following condition. 
Cz(S, 3, i I> 0): There exists a positive integer m such that, for any word y with 
l(y) >I m, there exist (Y l , . . . ,  Y,,,) ~ D(y, m) and integers j, k, 1 ~<j~< k<~ m, such 
that, for any words x, z, y j . . . yk  is a pump for xy~. . ,  ykZ between xy~. . ,  yj_~ 
and z w.r.t.L. 
One example of the (sub, universal) type is the following condition which is the 
universal version of C2(S, 3, i 1> 0). 
C2(S, V, i t> 0): There exists a positive integer m such that, for any word y with 
l(y)>~ m, it holds that, for any (Yl, . . .  ,ym)C D(y, m), there exist integers j, k, 
1 <~j <~ k <~ m, such that, for any words x, z, y j . . .  Yk is a pump for xy~ . . .  ykz between 
xy~..,  yj_l and z w.r.t.L. 
We note that pumping conditions of existential type are usually described in 
different forms. For example, C~(T, =1, i t> 0) is usually expressed in the following 
style. 
CI(T, =1, i >I 0): There exists a positive integer m' such that, for any words x, y, z 
with l(y) >I m', there exist words u, v, w such that y = uvw, v ~ A, and v is a pump 
for xyz between xu and wz w.r.t.L. 
60 K. Hashiguchi 
To see the equivalence of C1(T, 3, i >~ 0) and C~(T, 3, i >~ 0), we note the following: 
(1) I f L  satisfies C~(T, 3, i >t 0) with m, then L satisfies C~(T, :t, i I> 0) with m' = m. 
(2) If L satisfies C~(T, 3, i~>0) with m', then L satisfies CI(T, 3, i~>0) with 
m = m'+2.  
To each pumping condition C(X ,  Y, i I> 0), where X is T or S and Y is 3 or V, 
the corresponding positive pumping condition and the corresponding cancellation 
condition are denoted by C(X ,  Y, i~>1) and C(X ,  Y , i=0) ,  respectively. For 
example, Ca(T, 3, i = 0) denotes the following condition. 
C~(T, 3, i = 0): There exists a positive integer m such that, for any words x, y, z 
with l(y) >I m, there exist (y~, . . . ,  Ym) ~ D(y ,  m) and integers j, k, 1 ~<j~< k~ < m, such 
that y j . . .  Yk is a cancellous lump for xyz between xy l . . .  Y.i-~ and Yk+~ • • • y,,,Z w.r.t. 
L, that is, 
xyz ~ L iff xy 1 . .  • Yj-lYk+1 • • • y,,,z ~ L. 
By definition, it is clear that, for any pumping condition C(X ,  3, i >I 0), C(X ,  V, 
i~>0) implies C(X ,  3, i>~O), C (X ,V ,  i>~1), and C(X ,V ,  i=0) ,  etc. 
C2(S, :1, i i> 0) has been introduced by Stanat and Weiss [12] and they have proved 
its equivalence to regularity. We can prove the equivalence of C2(S, V, i~0) ,  
C2(S, V, i = 0), C2(S, 3, i = 0), and regularity as follows. First we recall the definition 
of the syntactic monoid M of L. - L  denotes a congruence relation over ,~* such 
that, for any words v, w, v -Lw iff (for any words p, q: pvq ~ L iff pwq ~ L). Then, 
M=. ,S* / - t .  It is well known that L is regular iff M is finite (see, e.g., [1]). Now, 
assume that L satisfies C2(S, V, i I> 0). Then L satisfies C2(S, V, i = 0) and C2(S, 3, 
i = 0), which implies M c {[w][ w e ,~* and l (w) <~ m - 1}. Thus, L is regular. Con- 
versely, if L is regular, then C2(S, V, i I> 0), C2(S, '¢, i = 0), and C2(S, 3, i = 0) hold 
with m = # M. Thus, the following theorem holds. 
Theorem 3.1. There exists a pumping condition C(S, 3, i ~> 0) such that C(S, =l, i I> 0), 
C(S, 3, i = 0), C(S, V, i I> 0), and C(S, V, i = 0) are all equivalent o regularity. In 
fact, C2(S, 3, i~  > 0) satisfies this condition. 
CI(T, V, i >i 0) and CI(T, V, i = 0) have been introduced by Ehrenfeucht, Parikh 
and Rozenberg [3], and called by them the block pumping property and the block 
cancellation property, respectiv:ely. They have proved the following theorem. (The 
representation is different from theirs.) 
Theorem 3.2. There exists a pumping condition C(T, 3, i 1> 0) such that the following 
holds: 
(1) There exist ~¢ languages which satisfy C(T, 3, i/> 0). Thus, C(T, =1, i ~> 0) does 
not even imply recursively enumerableness. 
(2) C(T, V, i >I O) and C(T, '¢, i = 0) are equivalent o regularity. 
In fact, CI(T, =l, i>>-O) satisfies (1) and (2). 
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Theorem 3.2 states the difference between C1(T, 3, i t> 0) and C~(T, '¢, i t> 0), that 
is, between a pumping condition of the existential type and the corresponding 
pumping condition of the universal type. 
The following theorem states the difference between positive pumping conditions 
and the corresponding cancellation conditions. 
Theorem 3.3. (1) There exists a pumping condition C(S, V, i~>O) such that C(S, V, 
i~> 1) and C(S, V, i=0)  are equivalent to regularity. 
(2) There exists a pumping condition C(S, V, i~>O) such that C(S, V, i~  > 1) is 
equivalent to regularity, but C(S, V, i = O) is stronger than regularity. 
(3) There exists a pumping condition C(S, 3, i~>O) such that the following holds: 
C(S, :l, i=0)  and C(S, 3, i~>O) are equivalent o regularity, but there exist N 
languages which satisfy C(S, 3, i~  > 1). Thus, C(S, 3, i~  > 1) does not even imply recur- 
sively enumerableness. 
Proof. (1): We consider C2(S, V, i/> 0). By Theorem 3.1, C2(S, V, i = 0) is equivalent 
to regularity. Now, let L be a language over ,Y. Then L is regular iff M =-Y*/~L is 
finite iff L satisfies C2(S, V, i i> 1), where the last statement follows from Theorem 1.1. 
(2): We need the following theorem of Simon [11]. 
Theorem 3.4. For any finitely generated semigroup S, the following conditions are 
equivalent: 
(i) S is finite; 
(ii) S has finitely many nonidempotent elements; 
(iii) there exists a positive integer m such that, for any sequence tl, . . . ,  tm of m 
elements of S, there exist integers j, k, 1 <<-j <<- k <<- m, such that tj. . . tk is idempotent, 
that is, t j . . .  t k = ( t j . . .  tk) 2. 
Proof of Theorem 3.3 (continued). From Theorem 3.4 we consider the following 
pumping condition. 
C3(S, V, i/> 0): There exists a positive integer m such that, for any word y with 
l(y)>~ m, it holds that, for any (Y l , . . . , Ym)~ D(y, m), there exist integers j, k, 
1 <~j~< k~ < m, such that, for any words x, z, Yi. • • Yk is a pump for xy~.., ykZ between 
x and z w.r.t.L. 
From Theorem 3.4, C3(S, V, i~  > 1) is equivalent to regularity. We can see that 
C3(S, V, i =0) is stronger than regularity as follows. If a language L satisfies 
C3(S, V, i = 0), then M = -S*/~L c {[w][ w e ,Y* and l(w) <~ m - 1}. Thus, L is regu- 
lar. Moreover, any idempotent element of M is the identity. Thus, M is a group. 
Because there exist regular languages whose syntactic monoids are not groups, this 
implies that C3(S, V, i = 0) is stronger than regularity. 
(3): We consider C2(S, 3, i~>0). By Theorem 3.1, C2(S, :1, i~>0) and C2(S,:1, 
i = 0) are equivalent to regularity. We shall show that there exist N languages which 
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satisfy C2(S, 3, i>~ 1). Let Z ={a, b}, and f be a substitution from Z* to the class 
of languages over ~ such that f (a )= a+b+a + and f (b )= b+a+b +, where a+= 
a*-{A}.  
Claim 1. For any language L over Z, f (L )  satisfies C2(S, 3, i~> 1) with m = 2. 
Proof. We first note that, for any words v, w and c ~ ~,, vcw ~f (L )  iff vc2w e l (L ) ,  
that is, 
c ~S(L) c2. (7) 
Now, let y be a word with l(y) I> 2. Then, y = cy' for some words c, y' with c E 
and y '# A. From (7), it follows that, for any words x, z, 
xcz ~f (L )  iff xciz ~f (L )  for all i i> 1. [] 
Claim 2. f is one-to-one. 
Proof. Let L and L' be two distinct languages over ~. Without loss of generality, 
we may assume that w ~ L but wE L' for some word w. If w = A, then A ef (L )  but 
A ~f(L ' ) .  Otherwise, let w=c] . . . c ,  with n~>l and cj~,~ for a l l j  (l~<j~<n). Put 
v = g(c~). . ,  g(c,), where g(cj) = aba if cj = a, and g(cj) = bah otherwise (1 <~j<~ n). 
Then, vef (L ) ,  but v~f (L ' ) ,  and the claim follows. [] 
From Claim 1 and 2, and the fact # {L[Lc  ~*} = N, it follows that there exist N 
languages which satisfy C2(S, 3, i >I 1). This completes the proof of Theorem 3.3. [] 
Remark 3.5. The proof of Theorem 3.3 (3) directly implies that there exist N languages 
which satisfy C3(S, 3, i~  > 1). 
Remark 3.6. If  a finitely generated semigroup S satisfies Theorem 3.4(iii), then S 
satisfies Theorem 1.1 (2). Thus, Theorem 2.3 provides an alternative proof of ((iii) 
(i)) in Theorem 3.4. 
Now we know that CI(T, V, i t> 0) and C2(S, V, i I> 0) are equivalent to regularity, 
and C3(S, V, i I> 0) is stronger than regularity. So we have the question whether there 
exists any pumping condition of universal type which is weaker than regularity. 
This paper cannot give an answer to this question, but we consider the following 
condition as a candidate. 
C4(T, 3, i I> 0): There exists a positive integer m such that, for any word y with 
l(y) >I m, there exist (y l , . . . ,  y,,) ~ D(y, m) and integers j, k, 1 <~j ~< k ~< m, such that 
Yj . . .  Yk is a pump for y between yl . . .  Yj-1 and Yk+] . . .  Ym w.r.t.L. 
By definition, we can immediately see that C1(T, 3, i 1> 0) implies C4(T, 3, i ~> 0), 
and CI(T, V, i ~> 0) implies C4(T, V, i >I 0), etc. Moreover, the following theorem 
holds. 
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l'heorem 3.7. (1) C4(T, 3, i = 0) is weaker than C~(T, 3, i = 0). 
(2) C4(T, :1, i = 0) is weaker than C4(T, 3, i I> 0). Thus there exist languages which 
satisfy C4(T, :i, i=0) ,  but not C4(T, 3, i~  > 1). 
(3) Every regular language satisfies C4(T, V, i~>0), but there exist context-free 
languages which do not satisfy C4(T, ::l, i = 0). 
(4) I f  a language L over.V, = {a} satisfies C4(T, V, i = 0) with m <- 2, then L is regular. 
ProoL (1): Let 2~ ={a}, and Lt={aP lp  is a prime number}. Then L1 satisfies 
C4(T, 3, i =0)  with m = 3 since, for any integer q I>3, there exists an integer r, 
1 <~ r < q, such that q is prime iff r is prime. We can show that L~ does not satisfy 
C~(T, 3, i = 0) as follows: Assume that L~ satisfies C~(T, 3 ,  i = 0) with m. We need 
the following theorem from number theory (see, e.g., [5]). 
I 'heorem 3.8. (i) There exist infinitely many prime numbers. 
(ii) There are blocks of  consecutive composite numbers whose lengths exceed any 
given number N. 
Proof  o f  Theorem 3.7 (continued). Theorem 3.8 implies that there exists a prime 
number p > m such that the numbers p - 1, p - 2 , . . . ,  p - m are all composite. Let 
x=a p-'~, y=a m, and z=A.  Then, xyz=aPcL1 ,  D(y, m)= {(yl, . . . , ym) ly i=a  for 
all i}, and there do not exist integers j, k, 1 ~ j  ~< k <~ m, such that 
xyl . . . Yj-tYk+l • • • y,,z ~ L1. 
l'his is a contradiction. 
(2): Let L~ be as above, and L2 = {a'bn[n >! 0}. Note that L1 is not context-free, 
but L2 is. We have seen that L1 satisfies C4(T, 3, i = 0). We can see that L2 satisfies 
C4(T, 3, i = 0) with m = 3 as follows. Let w ~ 2;* with l(w) I> 3. If w ~ L, then w = anb" 
For some n. Put y~ = a ~-1, y2= ab, and Y3 = b "-1. Then, Y~Yae L. Let w~ L. If  l(w) 
is even, then let w = Y~Y2Y3, where l(yl) = l(y2) = 1. Then, l(y2Y3) is odd and Y2Y3 ~ L. 
Now let l(w) be odd. If l(w)I> 5, then let w =Y~Y2Ya, where l(y~)=2 and l(y2)= 1. 
I'hen, Y2Ya ~ L. Let l(w) = 3, and w = c~c2c3 (ci~ ,~). I f  cl ~ a, then CxC2~ L. I f  c2 ~ a, 
then C2Ca~ L. I f  cl = c2 = a, then c~c2~ L. 
Now, assume that L t satisfies C4(T, 3, i~  > 0) with m. Letp I> m be a prime number. 
l'hen there exist integers P0, Pl, P2 such that p =Po+Pl  +P2, P~ I> 1, and, for all i ~> 0, 
po+p~i+p2 is prime. By Theorem 3.8, there exists a composite number q>p such 
Ihat the numbers q, q+ 1, . . . ,  q +p are all composite. Since p~ ~<p, there exists an 
integer i such that q <~ Po + Pl i + P2 ~< q + p, which is a contradiction. 
More easily, we can see that/-,2 does not satisfy C4(T, 3, i/> 0), and the proof is 
amitted. 
(3): By Theorem 3.2, every regular language satisfies C~(T, V, i I> 0), afort iori ,  
C4(T, V, i ~> 0). Now, let/-3 = {a"cb"ln >i 0}. Then L3 is context-free, and /-,3 does 
not satisfy C4(T, 3, i = 0) since, for any a'cb ~ ~ L, there do not exist words y~, Y2, 
)'3 such that a " cb " = YlY2Y3, Y2 ~ A, and YlY3 E L 3. 
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(4): Assume that Lc  a* satisfies C4(T, V, i=0)  with m<~2. Then/_~= a* -L  also 
satisfies C4(T, V, i = 0) with m <~ 2 since, for any w ~ a* with l (w)  >I m, w ~ f_. iff w ~ L 
iff there exist yl, . . . ,  y,, ~ a + and integers j, k, 1 ~<j<~ k~ < m, such that w =y l . . .  Ym 
and 
Yl . . .  Yj-lYk+l . . .  Y,,, ¢: L iff Yl . . .  Yj-lYk+I . . .  Ym ~ L. 
Moreover, L is regular iff/~ is regular. Thus we may assume that A E L. If m = 1, 
then, for any w ~ a +, w e L iff A e L. Thus, L = a* and L is regular. Now, let m = 2. 
If L= {A}, then, deafly, L is regular. Otherwise, let A = {i[ a~¢ L}. We note that, 
for all positive integers i, j, if i, j ~ A, then i+ j  ~ A since (a i, a J) ~ D(a  ~+j, 2) and A, 
a i, a t ~ L. By induction on i, this implies that, for any positive integers q, i, if q ~ A, 
then qi ~ A. Let p be the least positive integer in A. Define 
B = {r[0 <~ r < p and, for some integer q I> p, q ~ A and q -= r(mod p)}. 
Then B is a finite set. Let B = {r~, . . . ,  rs}. For each r~ ~ B (1 <~ i ~< s), let q~ be the 
least positive integer such that q~ ~ A and qi --- r~(mod p). Now we shall prove that 
A={0}u{kp+qi lk~0and l<~i<~s}. 
If this is done, then L= {A}u (aP)*(a q, u .  • • u aqs), and L is regular. 
Consider any w e a +. Let w = a t. I f  t = kp+ qi for some k>~ 0 and 1 <~ i<~ s, then 
t ~ A from the above argument. Conversely, let t e A. Then t - r~(mod p) for some 
1 ~< i ~< s. Then t -- q~(mod p). Since t >~ q~, t = kp + q~ for some k ~> 0. Now it remains 
to check that L = {A} u (aP)*(a q, u .  • • u a q~) satisfies C4(T, V, i = 0) with m = 2. Let 
w = a', t 1> 2, and (y~, Y2)E O(w, 2). I f  w ~ L, then YlY2 is a cancellous lump for w 
since A e L. Let w ~ L. Then, either y~ ~ L or Y2 ~ L since yl, Y2 e L implies Y~Y2 ~ L. 
Then Y2 or y~ is a cancellous lump for w. This completes the proof of Theorem 3.7. [] 
Remark 3.9. It is shown in Ehrenfeucht et al. [3] that, for any finite alphabet ,Y and 
any positive integer m, there exist only finitely many languages over Z which satisfy 
CI(T, V, i = 0) with m. The proof of Theorem 3.7(4) implies that there exist infinitely 
many languages over ,Y = {a} which satisfy C4(T, V, i - 0) with m = 2. 
Remark 3.10. There are several problems left open about pumping conditions. Some 
of them are given in the following. 
(1) Does there exist any pumping condition of universal type which is weaker 
than regularity? Especially, is C4(T, V, i I> 0) weaker than regularity? 
(2) Are C4(T, V, i = 0) and C4(T, V, i >I 0) equivalent? 
(3) For any pumping condition C(X,  V, i t> 0), let C(X,  V, i = 2) be the condition 
which is obtained from C(X,  V,  i>~O) by replacing i>~0 with i=2 .  Note that 
C2(S, V, i t> 1) and C3(S, V, i ~> 1) are equivalent to C2(S, V, i = 2) and C3(S, V, i = 2), 
respectively. Now the problem is whether there exists any positive pumping condition 
C(X,  V, i >>- 1) such that C(X,  V, i >i 1) is equivalent to regularity, but stronger than 
C(X,  V, i = 2). C1(T, V, i>~ 1) is a candidate for this problem, and the following are 
other candidates, where Cs(T, V, i ~> 1) is given in [9]. 
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Cs(T, V, i t> 1): There exists a positive integer m such that, for any word y with 
l(y) >t m, it holds that, for any (y~, . . . ,  Ym)~ D(y, m), there exist integers j, k, 
1 ~<j ~< k <~ m, such that, for any words x, z, y~... Yk is a positive pump for xyz 
between xy~. . ,  yj_~ and Yk+l " " " ymZ w.r.t.L. 
C6(T, v, i t> 1): There exists a positive integer m such that, for any word y with 
l(y)>~ m, it holds that, for any (y~, . . . , ym)~ D(y, m), there exist integers j, k, 
1 ~<j <~ k <~ m, such that, for any word z, y j . . .  yk is a positive pump for yz between 
Yl .. • Yj-1 and Yk+~ . . .  ymz w.r.t.L. 
Finally, we would like to present one class of pumping conditions for nonregular 
languages which will provide an infinite hierarchy of languages. Let n be a positive 
integer, y be a word with l(y) >! n, and Uo, v~, ub . . . ,  v,, u, be 2n + 1 words such 
that y= UoVlU~... v,u,. Then (v~, . . . ,  v,) is a pump of order n for y between 
(Uo, u l , . . . ,  u,) w.r.t. L iff v lv2. . ,  v, ~ h and 
y~L iff i i UoV~UlV2. . .v,u,~L forall i~>O. 
Note that we have considered pumps of order one. Now we consider the following 
pumping conditions. 
CT(n, T, :1, i >I 0): There exists a positive integer m such that, for any word y with 
l(y) >I m, there exist 2n + 1 words Uo, v~, u~, . . . ,  v~, u, such that y = uoVlU~.., v~u, 
and v i . . .  v, is a pump of order n for y between (Uo, u~, . . . ,  u,) w.r.t.L. 
For each n, let F, be the family of languages which satisfy CT(n, T, =1, i f> 0), and 
={a la2 . . .a~l i~>0},  where -Y={aba2, . . .} .  Then L, satisfies define L. i i 
CT(n, T, q, i I> 0) with m = n. But L.+I does not satisfy C7(n, T, 3, i i> 0). Moreover, 
it is clear by definition that F. c F.+I. Thus we have the following theorem. 
Theorem 3.11. The chain of families of languages F1 c F2 c F3c . . ,  constitutes an 
infinite hierarchy. 
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