Given an undirected graph and 0 ≤ ≤ 1, a set of nodes is called -near clique if all but an fraction of the pairs of nodes in the set have a link between them. We present a fast synchronous network algorithm that uses small messages and finds a near-clique. Specifically, we present a constant-time algorithm that finds, with constant probability of success, a linear size -near clique if there exists an 3near clique of linear size in the graph. The algorithm uses messages of O(log n) bits. The failure probability can be reduced to n −Ω(1) in O(log n) time, and the algorithm also works if the graph contains a clique of size Ω(n/ log α log n) for some α ∈ (0, 1). Our approach is based on a new idea of adapting property testing algorithms to the distributed setting.
THE PROBLEM
Discovering dense subgraphs is an important task both theoretically and practically. From the theoretical point of view, clique detection is a fundamental problem in the theory of computational complexity, and for distributed algorithms, computing useful constructs of the underlying communication graph is one of the central goals. Practically, finding dense subgraphs is useful, for example, for hierarchical decomposition of large systems and routing [1] and for finding conflicts in radio ad-hoc networks [5] . On top * Supported in part by the Israel Science Foundation, grant 664/05.
Copyright is held by the author/owner(s). PODC'09, August 10-12, 2009, Calgary, Alberta, Canada. ACM 978-1-60558-396-9/09/08. of these low-level communication-related tasks, dense subgraph detection has recently been shown to relate to the behavior of search engines [3, 7] and the evolution of links in blogs [6] .
We note that in a distributed model where arbitrarily long messages are allowed and no computational restrictions apply, it is easy to find dense subgraphs in a constant number of rounds, since they have a small (constant) diameter. We restrict the discussion from now on to the more realistic model where communication and computation are limited.
OUR ALGORITHM
We give an efficient randomized distributed algorithm that finds large dense subgraphs. Obviously, our algorithm does not decide whether there exists a large clique in the graph: that would be impossible to do efficiently unless P=NP. Instead, our algorithm solves a relaxed problem. First, we find near-cliques, defined as follows. Given a graph and a constant > 0, a set of nodes D is said to be an -near clique if all, except perhaps an fraction of the pairs of nodes of D have an edge between them. For example, using this definition, a clique is 0-near clique. Second, our algorithm only identifies a large near-clique, and it is only guaranteed that the density of the output is close to the best possible. For example, given a graph G and a constant > 0 such that G contains an -near clique with a linear number of nodes, our algorithm finds at least one 1/3 -near clique of linear size in G. (Our algorithm can also discover dense subgraphs of sublinear size for smaller values of .) Our algorithm is extremely frugal: the output is computed (with constant probability of success) in constant number of rounds, and all messages contain O(log n) bits.
Given any q > 0, it is possible to amplify the success probability to 1 − q in O(log(1/q)) time.
Our approach
Let V ⊆ V be a set of nodes. Define K(V ) to be the set of all nodes which are adjacent to all other nodes in V , i.e.,
to be the set of nodes in K(V ) that are adjacent to all nodes in K(V ), i.e.,
Our starting point is the following key observation (essentially made in [4] ). If D is a clique, then D ⊆ K(D), and also, by definition, D ⊆ T (D). Furthermore, T (D) is a clique since each v ∈ T (D) is adjacent to all vertices in K(D) and in particular those in T (D).
The algorithm finds a set which is roughly T (D), where D is the existing near-clique, by random sampling. Suppose that we are somehow given a random sample X of D. Consider K(X): it is possible that K(X) ⊆ K(D), because K(X) is the set of nodes that are adjacent to all nodes in X, but not necessarily to all nodes in D. We therefore relax the definitions of K(X) and T (X) to approximate ones K (X) and T (X). Finally, we overcome the difficulty of inability to sample D directly (because D is unknown), by taking a random sample S of V , trying all its subsets X ⊆ S (|S| is polynomial in 1/ ), and outputting the maximal T (X) found.
The Algorithm
The algorithm works in stages as follows. In the sampling stage, a random sample of nodes S is selected; the exploration stage generates near-clique candidates by considering T (X) for all X ⊆ S i s.t. Si is a connected component of the subgraph induced by G on the sample S; and the decision stage resolves conflicts between intersecting candidates. A detailed description of the algorithm appears in the full version of this paper [2] .
The main properties of our algorithm are stated below.
A complete analysis of the algorithm appears in the full version [2] . We stress that the message length is independent of , δ. We note that when , δ = Ω(1) the round complexity is constant, and when , δ, /δ = o(1), o(1)-near cliques of sub-linear size are found.
Conclusion
In addition to the direct contribution of the algorithm, we believe that our methodology is interesting in its own right. Specifically, our work extends ideas presented in [4] in relation to property testing of the ρ-clique problem (defined there). Even though our construction does not use the property tester of [4] as a black box, our approach of deriving a distributed algorithm from graph property testers seems to be an interesting idea to consider when approaching other problems as well. In a nutshell, property testers do very little overall work but have a "random access" probing capability, namely they can probe topologically distant edges; distributed algorithms, on the other hand, can do a lot of work (in parallel), but information flow is local, i.e., an algorithm which runs for T rounds allows each node to gather information only from distance at most T . However, quite a few graph property testers exhibit some locality that can be exploited by distributed algorithms.
We note that a relation between distributed algorithms and property testers was pointed out in [9] (where a reduction in the direction opposite to ours is presented). Recently, techniques from property testing were used, along with other techniques in [8] , to present approximation algorithms in bounded-degree graphs (with distributed implications). A parallel algorithm for that uses ideas from property testing is presented in [10] .
