












stood	 image	 sensor	 behavior.	 	 Traditional,	 bottom-up	 detector	 characterization	methods	 provide	
one	way	to	model	underlying	detector	physics,	and	generate	ever	more	 faithful	numerical	 simula-
tions,	 but	 this	 approach	 is	 vulnerable	 to	 preconceptions	 and	 over-simplification.	 	 The	 alternative	






















ic	errors	are	aided	by	adaptive	optics	or	by	the	stability	of	observations	 from	space.	 	 	Space-based	 in-
struments	 benefit	 from	 excellent	 thermal	 stability,	 uninterrupted	 by	 the	 diurnal	 cycle	 or	weather,	 as	
well	 as	a	 lack	of	atmospheric	emission,	extinction,	 scattering,	or	point	 spread	 function	 (PSF)	degrada-





of	 second	order	detector	effects	 (reviewed	briefly	below)	well	 beyond	 the	 standard	 flat	 fielding,	dark	
subtraction,	and	 linearity	corrections.	 	The	 impacts	 (and	sometimes	 the	mechanisms)	of	 these	second	
order	effects	are	not	 fully	understood,	and	standardized	calibration	procedures	have	not	been	widely	
















In	 infrared	 Complementary	 Metal-Oxide-Semiconductor	 (CMOS)	 detectors,	 such	 as	 the	 ubiquitous	
Teledyne	Hawaii-xRG	 (HxRG)	 family	 of	HgCdTe	devices,	 one	must	 contend	with	 interpixel-capacitance	
(IPC)	 which	 may	 be	 anisotropic	 [7]	 and	 nonlinear	 [8],	 image	 persistence	 [9,10],	 non-linearity	 in	 the	
charge	to	voltage	conversion,	and	flux	dependent	sensitivity	(“reciprocity	failure”)	[11,12,13].		As	we	will	





CCDs	 and	 infrared	 detectors	may	 exhibit	 variations	 in	 pixel	 size	 [15,16],	 position	 [17],	 and	 intra-pixel	
sensitivity	[18,19],	which	cannot	be	calibrated	by	conventional	flat	fielding.	
Many	of	these	effects	bias	photometric,	astrometric,	spectroscopic,	and	shape	measurements	at	the	







There	 is	 an	 important	 role	 for	 end-to-end	 laboratory	 emulation	 of	 observations	 in	 which	 realistic	
scenes,	or	at	least	grids	of	point	sources	with	the	intended	PSF,	are	projected	onto	representative	image	

























area	 large	 enough	 to	 cover	 typical	 large-format	 image	 sensors.	 	 The	 ability	 to	 focus	 >104	 images	 per	
scene	provides	a	 large	multiplex	advantage	over	single-spot	scanners,	enabling	rapid	mapping	of	pho-
tometric,	astrometric,	and	PSF	shape	variations	over	an	entire	detector	as	opposed	to	selected	pixels.		In	







transiting	exoplanets	with	 the	 infrared	detectors	on	 the	 James	Webb	Space	Telescope	 (JWST)	 [22,23]	
and	the	proposed	Fast	Infrared	Exoplanet	Spectroscopy	Survey	Explorer	(FINESSE).		It	has	also	assessed	
the	impact	of	sub-pixel	response	variations	on	photometry	for	the	Euclid	mission.		PPL	has	proven	useful	
for	 testing	 its	own	 image	stabilization	system	and	the	optical	quality	of	a	 full	 field	 infrared	re-imaging	
camera	 for	 the	Keck	 telescope’s	 adaptive	optics	 system	 [24].	 	 It	 also	demonstrated	 the	efficacy	of	 an	




We	use	 representative	detectors,	projecting	scenes	 resembling	 intended	observations,	with	an	em-
phasis	 on	 predictability	 of	 image	 properties	 such	 as	 PSF	 size,	 shape,	 intensity,	 and	 position.	 Realistic	
exposure	 cadences	 and	pointing	dither	patterns	 can	 also	be	 emulated.	 	We	 then	extract	 relevant	pa-
rameters	 in	analyses	 that	are	 relevant	 to	 the	science	 requirements	of	a	given	project.	 	Results	can	be	
compared	to	requirements	(or	expectations)	with	varying	degrees	of	calibration	complexity.		Candidate	
detectors	with	differing	levels	of	performance	can	be	compared	to	assess	how	the	detector	properties	

































Factory)	 often	operate	 at	 focal	 ratios	 faster	 than	 f/8,	 atmospheric	 seeing	 enlarges	 their	 PSFs.	 	 Seeing	




The	optical	PSF	is	well-approximated	by	an	Airy	disk	with	full-width-half-maximum	given	by	FWHM =1.03 𝜆 𝐹,	where	λ	 is	the	 illumination	wavelength	and	F	 is	the	f-number.	PSF	measurements,	when	we	
include	the	detector	response,	are	slightly	blurred	by	lateral	charge	diffusion.	PSF	size	is	controlled	via	
the	 f-number	 and	wavelength	 to	 obtain	 various	 degrees	 of	 sampling	 from	a	 detector	with	 fixed	pixel	










image.	 	 Refractive	designs	 such	as	 a	Cooke	Triplet	 for	 a	 collimator	 and	 camera	were	also	 considered.		
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integrating-spheres	 with	 spectralon	 coatings	 are	 fed	 via	 liquid	 light	 guides	 from	 a	 high	 power	 (max	




For	NIR	detectors,	 a	matching	 cold	 filter	 is	needed	 to	block	blackbody	 radiation	emitted	by	 the	 room	
temperature	optics;	thus,	a	change	 in	 illumination	wavelength	requires	a	corresponding	change	of	the	

















sphere	 provides	 flat	 illumination	 or	 illuminates	 a	 second,	 stationary	mask.	 	 A	 2”	 non-polarizing	 fused	
silica	beam-splitter	cube	is	used	to	combine	the	beams	from	the	spheres.			Its	λ/8	surface	accuracy	does	
not	 significantly	 impact	 optical	 performance,	 due	 to	 proximity	 to	 the	 focal	 plane	 and	 relatively	 slow	
























































light	 is	absorbed	by	an	Acktar	Metal	Velvet	Black	surface,	which	reflects	 less	than	1%	of	the	 light	that	
could	otherwise	propagate	into	the	system	by	reflecting	back	to	the	target	mask.		The	mask	also	has	an	
anti-reflective	coating	on	the	chrome	(5%	at	700	nm,	unknown	 in	 IR).	 	Assuming	5%	mask	reflectivity,	
two	passes	through	the	50%	beam	combiner,	and	1%	reflectivity	of	the	Acktar	coating,	the	flux	by	this	











Target	masks	 have	 been	 procured	 from	 commercial	 vendors	 serving	 the	 semiconductor	 industry.	 e.g.	
HTA	Photomask	Inc.	have	supplied	input	masks	etched	in	a	wide	range	of	“scenes”	or	patterns	with	50	
nm	spatial	resolution	and	1	µm	minimum	feature	size.		The	simplest	of	these	patterns	are	thousands	of	
small	 circular	 or	 elliptical	 apertures	 with	 100%	 contrast,	 uniformly	 spaced	 across	 the	 whole	 image.		
Masks	with	 sub-wavelength	dot	matrix	patterns	have	been	made	by	 JPL’s	Microdevices	 Laboratory	 to	
produce	 controlled	 intensity	profiles	 emulating	emission	and	absorption	 features	 in	planetary	 spectra	
(see	Fig.	4).	 	The	same	technique	would	enable	emulations	of	galaxies	with	various	shapes,	 sizes,	and	
surface	brightness	profiles.	 	The	masks	are	etched	chrome	on	quartz,	optionally	with	an	anti-reflective	







is	 essential	 since	 statistical	 averaging	must	be	employed	during	 the	emulation	 to	 reveal	 low-level	 sys-
tematics,	as	 is	often	 the	case	when	observing.	 	The	adoption	of	a	 regular	grid	of	aperture	positions	 is	




























averaging	over	many	exposures,	 reducing	 image	motion	 increases	 signal	 to	noise	 for	measuring	pixel-
scale	 effects	 and	 expedites	 data	 acquisition.	 	 Time	 series	 of	 centroids	 from	 spot	 grids	 show	 that	 the	
mean	position	across	 the	detector	has	 an	RMS	displacement	of	 about	1	µm,	with	most	of	 the	power	
coming	from	frequencies	lower	than	1	Hz.		One	strategy	for	counteracting	this	motion	is	to	use	the	fold	
mirror	as	a	tip-tilt	compensator,	i.e.	removing	the	common-mode	image	motion	by	controlling	the	mir-
ror	angle	 in	a	closed	 loop	with	a	guider	camera.	 	This	has	the	added	benefit	of	enabling	precise,	com-
manded	image	motions	to	emulate	pointing	jitter	during	exposures	or	dithering	between	exposures.			
To	create	a	projector	guider	channel,	a	1”	prism	with	aluminized	hypotenuse	picks	off	the	edge	of	the	











The	CMOS	 camera	 senses	 image	motion	 at	 up	 to	 ~100Hz	by	 combining	 centroid	measurements	 of	
several	 hundred	 or	 even	 thousands	 of	 spots.	 	 The	 centroid	 calculations	 are	 performed	 by	 a	Graphics	
Processing	Unit	 (NVIDIA	GTX	580).	 	A	piezo	driven	 tip-tilt	 stage	 (Physik	 Instruments	Model	 S-340.ASL)	
with	built	 in	 strain	 gauge	 sensors	provides	 closed-loop	 control	 of	 the	 fold	mirror	over	 a	2mrad	 range	
with	0.2µrad	repeatability/stability.		The	moment	of	inertia	of	the	mirror	(354	g)	plus	cell	(3D	printed	in	











Fig.	 5.	 	 LEFT:	 	 Scatter	 plot	 showing	 the	 average	 centroid	 displacement	 (sampled	 over	 6	minutes)	 of	 a	 spot	 grid	
viewed	 by	 the	 guider	 camera	with	 (green)	 and	without	 (red)	 image	 stabilization	 enabled.	 	 This	 stabilization	 test	
achieves	 an	order	 of	magnitude	 reduction	 in	motion	 and	ellipticity.	 	 RIGHT:	 	 Power	 spectra	of	 the	 centroid	 time	
series	showing	that	most	of	the	improvement	comes	from	correcting	low	frequency	motion.	
Fig.	5	 shows	 that	 initial	 tests	of	 the	 image	 stabilizer	 system	achieve	 significant	 reductions	 in	 image	
motion	as	measured	by	the	CMOS	guider	camera.		Not	only	do	we	reduce	the	RMS	displacements	from	1	
µm	 to	0.1	µm,	but	 there	 is	 also	a	drastic	 reduction	 in	ellipticity,	which	 improves	 shape	measurement	
studies.		Unfortunately,	we	do	not	yet	see	significant	motion	reduction	in	the	science	channel	(detector	
being	tested).		Therefore,	we	are	currently	limited	by	a	noise	source	that	decorrelates	between	the	two	














10	 𝑄!"  ≡  !!𝒓 !(𝒓)!(𝒓)(𝒓𝒊!𝒓𝒊)(𝒓𝒋!𝒓𝒋)!!𝒓 !(𝒓)!(𝒓) 	 	 	 	 Equation	1	𝑒! =  !!!! !!!!!!! !!! ;          𝑒! =  !!!"!!!! !!!		 	 	 Equation	2	
where	 𝑖, 𝑗 correspond	to	either	axis	of	 the	pixelated	 image,	and	𝑟!	 is	 the	weighted	 image	centroid	 (1st	
moment).		The	weighting	function	𝑤(𝒓)	is	comparable	in	shape	to	the	optical	PSF	and	ensures	that	the	













measurement	 can	 be	 investigated,	 as	 can	 the	 effect	 of	 choice	 of	 plate	 scale,	 observing	 cadence	 and	
dither	strategy.	Instrumental	sources	of	ellipticity	for	WFIRST	will	be	measured	using	images	of	stars	as	










designed	 to	be	undersampled.	 	 Shapes	 cannot	be	 reliably	measured	 from	single,	undersampled	expo-
Measure/map ellipticities of “stars” 
Compute ellipticity correlation function: 
analogous to science goal 
Emulate stars 






relative to peak 
IMCOM 
reconstruction 
Dither & reconstruct oversampled images with IMCOM 
ξii(r) = mean(eiaeib ; r)	
11	
sures	–	a	galaxy	or	PSF	profile	must	be	reconstructed	from	dithered	images	allowing	the	pixel	centers	to	
















from	the	continuum	spectrum	of	 the	host	 star	will	be	achieved	by	co-adding	many	 spectra.	 	Principal	

























val)	 is	computed	to	show	the	signal	coaddition	period	at	which	 the	variance	exceeds	 the	photon	shot	
noise	 limit.	 	 The	 extension	 of	 shot	 noise	 limited	 Allan	 Variance	 to	 longer	 coaddition	 depth	 and	 thus	
higher	statistical	precision	is	demonstrated	as	correlations	with	various	kinds	of	disturbances	are	meas-
ured	by	PCA	and	removed.		These	disturbances	may	be	irreducible	features	of	the	test	system,	such	as	





Intra-pixel	 response	variation	 is	an	example	of	a	detector	effect	 that	 cannot	be	calibrated	by	conven-
tional	 analysis	 of	dark	 and	 flat	 images.	 	 Flat-field	 calibrations	only	normalize	 the	mean	Quantum	Effi-
ciency	 (QE)	 of	 each	pixel	 to	 a	 common	 level.	 	When	QE	 varies	within	 a	 pixel,	measurements	of	 high-
contrast	 images	 (stars,	 galaxies,	 spectral	 lines)	will	 depend	on	 their	 location	 relative	 to	 the	pixel	 grid,	
particularly	if	the	optical	PSF	is	undersampled.	
















lumination).	 	The	grid	was	scanned	over	3	pixels	 in	6	µm	steps	 (1/3	pixel),	 corresponding	 to	 the	band	
limit	 of	 the	 PSF	 under	 these	 conditions,	 i.e.	measurements	 are	 insensitive	 to	QE	 variations	 at	 higher	
frequencies.		Aperture	photometry	in	a	3-pixel	radius	was	measured	for	each	spot	after	applying	stand-
ard	 calibrations:	 dark	 and	 background	 subtraction,	 flat-field	 correction,	 nonlinearity	 correction	 (N.B.	
aperture	photometry	 is	 insensitive	 to	 IPC).	 	Spots	near	known	bad	pixels	were	excluded.	 	The	 relative	
scatter	in	each	spot’s	photometry	was	computed,	and	from	this	we	subtract	each	spot’s	baseline	scatter	
from	a	series	of	images	where	the	grid	was	kept	at	a	fixed	position.			
Differences	 in	 photometric	 variation	 across	 the	 detector	 (Figure	 6)	 show	 a	 clear	 demarcation	 be-
tween	the	strong	crosshatch	and	weak	crosshatch	regions.	Typical	spots	in	the	strong	crosshatch	region	
pick	up	1-2%	additional	scatter	in	photometry	when	they	sample	different	locations.	In	the	weak	cross-
hatch	 region,	 there	 is	 no	 additional	 scatter	 on	 average,	 but	 the	effects	may	be	detectable	 in	 isolated	
13	
regions.	This	result	 implies	that	the	crosshatch	arises	from	response	variations	that	are	not	accounted	
for	 by	 flat-field	 calibration.	 Thus	 Euclid	 can	 mitigate	 photometric	 errors	 by	 selecting	 detectors	 with	
weaker	crosshatch.	Characterization	experiments	with	a	single,	highly	focused	beam	can	obtain	higher	
resolution	maps	of	the	sub-pixel	structure	[18,19];	however,	by	approximating	the	NISP	PSF,	our	meas-















The	 “brighter-fatter”	 (BF)	 effect	 is	 a	 phenomenon	wherein	 the	 PSF	 appears	 to	widen	with	 increasing	
fluence.	 It	 is	 a	 pernicious	 effect	 for	weak	 gravitational	 lensing	 analyses,	which	 use	 the	 PSF	measured	
from	bright	stars	to	account	for	optical	shape	distortions	imparted	to	faint	galaxies.		BF	was	first	discov-
ered	in	CCDs	by	the	Dark	Energy	Survey,	which	needs	sub-percent	precision	in	PSF	size	measurements.		
The	 leading	 explanation	 for	 BF	 in	 CCDs	 is	 that	 electric	 fields	 from	 charges	 accumulating	 in	 the	 bright	
center	 of	 a	 PSF	 image	 are	 deflecting	 subsequent	 charges	 away,	 thereby	 shifting	 the	 effective	 pixel	
boundaries	 as	 charge	builds	 up	during	 an	 exposure.	 	 PPL	 has	 provided	 evidence	 for	 a	 BF	 effect	 in	 an	

















































measurement.	 	 The	 versatility	 of	 the	 projector	 allows	new	experiments	 to	 be	 designed	 and	 executed	
quickly	to	support	studies	for	ongoing	missions	or	future	proposals.	
	 Work	 is	ongoing	 to	 further	 increase	 the	projector	 stability	and	contrast	of	 scenes.	 	 These	 improve-
ments	will	allow	us	to	more	closely	emulate	space-based	observations,	and	they	will	 increase	signal	to	
noise	 for	a	variety	of	measurements,	which	accelerates	data	acquisition.	 	A	priority	 for	 future	work	 is	
identifying	 and	mitigating	 sources	 of	 image	motion.	 	 Initial	 tests	 of	 the	 image	 stabilizer	 system	 have	
shown	we	 can	 in	 principle	 reduce	 common	mode	motions	 to	 0.1µm	or	 better;	 however,	 the	 limiting	
source	is	currently	not	correlated	over	the	wide	field	of	view.		Image	contrast	can	be	improved	by	exper-
imenting	with	baffles	to	reduce	scattered	light	and	different	materials	to	attenuate	ghost	images	from	





maintenance	of	 the	PPL	 testbed:	 	Dave	Hale,	 Jennifer	Milburn,	Hector	Rodriguez,	Patrick	Murphy,	Mi-
chael	Feeney,	Justin	Belicki,	Alex	Delacroix,	and	former	team	members	Eric	Jullo	and	Viswa	Velur,	who	
were	key	players	in	the	early	stages	of	development.		Thanks	to	Warren	Holmes	and	the	Euclid	detector	
working	group	for	lending	the	H2RG	detector	used	in	sub-pixel	and	brighter-fatter	effect	measurements.		
This	work	was	carried	out	at	the	Jet	Propulsion	Laboratory,	California	 Institute	of	Technology,	under	a	
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