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Abst rac t - -The  description ofthe attributes or characteristics ofthe individual parts in a feature- 
based clustering system is frequently vague, and linguistic, fuzzy number or fuzzy coding is ideally 
suited to represent these attributes. However, due to the vagueness of the description, the resulting 
fuzzy membership functions are usually very approximate. Neural network learning to improve the 
fuzzy representation was used in this investigation to overcome these difficulties. In particular, Ko- 
honen's self-organizing map network combined with fuzzy membership functions was used to classify 
the different parts based on their various attributes. The network can simultaneously deal with crisp 
attributes, interval attributes, and fuzzy attributes. Due to the fuzzy input and fuzzy weights, a 
revised weight updating rule was proposed. Various approaches have been proposed to define the 
distance or ranking of fuzzy numbers, which is essential in order to use the Kohonen map. The overall 
existence measurement was used in the present investigation. To illustrate the approach, parts based 
on two attributes were classified and discussed. (~) 2001 Elsevier Science Ltd. All rights reserved. 
Keywords - -Fuzzy  set, Self-organizing map neural network, Group technology, Parts feature- 
based clustering, Kohonen map. 
1. INTRODUCTION 
A feature-based coding system plays an important  role in small batch and high variety manu- 
facturing. One important  aspect in this approach is the classification and clustering of the parts 
based on the various characteristics, which are important for manufacturing. This classification 
frequently causes difficulties, both due to the nature of the crip classification process and due to 
the vagueness in definition, which may be described linguistically. For example, suppose code 
digit C depends on the attr ibute tolerance in the following manner:  
0, for T < 0.1, 
C= 1, for 0 .1<T<0.3 ,  
2, for 0.3 < T, 
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where T represents he tolerance. Consider two parts, one with T1 = 0.099 and another with 
T2 -- 0.101. Even though the differences between T1 and T2 are insignificant, hese two parts 
would have been assigned to two different codes. By the use of membership function, this difficulty 
can be overcome asily. Linguistic or vague description causes a different type of difficulty. For 
example, even though parts are frequently described as prismatic or cylindrical, most complicated 
parts should be classified as somewhere between these two extremes. 
Fuzzy set or the use of fuzzy coding is ideally suited to overcome these difficulties. Some 
research as been carried out in this direction. Ben-Arieh et al. [1] used three types of data 
to describe part attributes: crisp data, interval data, and fuzzy data. However, due to the 
fuzzy nature, it is not easy to specify the membership functions for the fuzzy attributes Or 
the boundaries in interval data. In order to avoid these difficulties, neural network learning is 
proposed in this investigation. 
Because of the learning abilities, neural network has been applied to this classification or clus- 
tering problem by various investigators. Wu and Jen [2] proposed a backpropagation neural 
network to deal with 3D prismatic parts classification problems. Chung and Kusiak [3] pre- 
sented a backpropagation methodology to solve parts classification. The proposed method was 
applied to handle rotational parts based only on part features. Kaparthi and Suresh [4] used a 
backpropagation network system to conduct a shape-based classification procedure for rotational 
parts. Optic code transferred from bitmap of part drawings was adopted in their study. Kao 
and Moon [5] applied backpropagation neural networks to classify parts based on part features. 
Liao and Chen [6] proposed an ART-1 neural network to solve cell formation problems as a part 
of a layout optimization procedure. However, in all of these investigations, only crisp (nonfuzzy) 
codes and crisp weights were used. The present investigation considers fuzzy codes and fuzzy 
weights by the use of a modified self-organizing map network based on the Kohonen etwork [7]. 
To illustrate the effectiveness of the approach, an example with one hundred parts was solved, 
and the results are discussed. 
2. FUZZY SELF-ORGANIZ ING MAP NEURAL NETWORK 
The self-organizing map (SOM) neural network [7], which classifies input data into groups 
through an unsupervised learning procedure, is used to classify the various types of data. The 
system is able to map an external signal into the system's internal representation. Furthermore, 
because of unsupervised learning, the network does not require the knowledge of correspond- 
ing output for comparison purposes. SOM is a useful earning tool for clustering and pattern 
recognition. 
As is shown in Figure 1, the network typically has two layers. There are as many input nodes 
in an SOM network as there are values in the input patterns. The input layer is fully connected 
to the output layer, which is known as the Kohonen layer and forms the core of the SOM network. 
The Kohonen layer imitates the functions of a biological system that can compress parse data 
and spread out dense data using a two-dimensional map. 
In the current fuzzy approach, Wij represents he fuzzy weight between the input and the 
Kohonen layer, and the input Xj can be in fuzzy numbers, interval numbers, or crisp numbers. 
The competitive l arning can use the %vinner-take-alr' algorithm, where one winner node in the 
output layer is selected and, at the same time, the weight of this winner node is updated. Instead 
of a single winner in the competition for weight updating, the selection of K winners can be also 
be used. The winning K nodes are the ones best matching the input vector. This is called the 
K-winners-take-all gorithm. 
Following the work of Ben-Arieh et al. [1], three different ypes of data, namely crisp data, 
interval data, and fuzzy data, will be used to represent the parts attributes and the network. To 
handle these different types of data, an SOM network with fuzzy weights, which can distinguish 
between the input layer and the Kohonen layer, was proposed. The similarity or dissimilarity 
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Figure 1. The Kohonen network. 
between two parts is described in terms of distance. A modified updating algorithm was used to 
take care of the fuzzy inputs and fuzzy weights. 
Data Representation 
For uniformity and the ease of handling, all the three types of data are represented as a L - R 
type fuzzy number in the form of (C, L, R), where L is the left spread and R is the right spread. 
For fuzzy numbers, C is the most desirable or most feasible value, at which the membership 
function equals one. If this most desirable value is not unique and forms an interval, C should be 
the center of the interval. For interval numbers, C is the center of the interval. For crisp data, 
the values of L and R are set equal to zero. 
The data, which are represented by the L - R fuzzy numbers, are generated by the use of 
random numbers and are normalized to within the values between 0 and 1. The normalization 
formula can be represented as 
ATTRIBUTE VALUE - MIN 
Normalized Value = 
MAX - MIN 
where MAX and MIN are the maximal value and minimal value, respectively, among all the data 
of this particular attribute. For example, if the maximum of the tolerance among all the data is 
0.0015 inches, and the minimum is 0.0005 inches, then the normalized tolerance value of 0.001 is 
0.001 - 0.0005 
0.0015 - 0.0005 
= 0.5. 
Fuzzy  Distance 
Fuzzy numbers are usually partial order; the ranking or the distance between fuzzy numbers 
is not easy to define. Various approaches to ranking fuzzy numbers have been proposed. The 
reader is referred to the literature [8,9]. In this work, the method of Chang and Lee [8] was used 
to calculate the distance between fuzzy numbers. The approach is based on the concept of overall 
existence. An overall existence measurement, OM, of an L - R type fuzzy number A is defined 
as 
f OM(A) = [Xl(x). i lLX(x) + dx, 
where x is the membership function value; -1 and -1 ~AL ~AR are the lower and upper bounds, re- 
spectively, of the x-level of fuzzy number A; and w(x), X1(x), X2(x) are weights, which are 
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determined by the decision maker. In this investigation, the weights are assumed to be w(x)  = 1, 
Xl (X)  = 0.5, and X2(x)  = 0.5, for all x E (0, 1]. Under these assumptions, the overall existence 
measurement of a triangular fuzzy number A, (C, L, R)LR, reduced to the simple form 
4C-L+R 
OM(A) = 4 
Using the above definition, the distance, d, between the Kohonen node i with weight Wij and 
the input vector Xj can be calculated as 
n 
d = E (OM (Xj) - OM (Wij)) 2, 
j= l  
with j = 1,2,3,... ,n, and i = 1,2,3,... ,k, where n is the number of fuzzy attributes and k is 
the number of nodes in the Kohonen layer, and OM(Xj) and OM(Wij) are the overall distance 
measurement of input fuzzy number Xj and the Kohonen node i with weight Wij. 
Weight-Updat ing 
If the winner-take-all lgorithm isused, the winning node is the node with the shortest distance. 
If the K-winner-take-all a gorithm is used, K winner nodes ranked from the shortest distance 
to the k th shortest distance are obtained. Weight updating is to move the fuzzy weight of the 
winning node as close to the input vector as possible. The weight updating rule used can be 
represented as
w j(t + 1) = w j(t) + (zj - w At)), 
where a is the initial learning rate and is defined as a decreasing function of the epochs in the 
following manner: 
( a(t) =a 1 total epochs ' 
where t is the t th epoch, Wij(t  + 1) is the weight vector of the output node i and input data j at 
the (t + 1) th iteration, and xj represents he input vector j. 
If Wij, xi is a triangular fuzzy number with Xi = (a, m, b) and Wu( t  ) = (c, n, d), then 
(Xi - Wij(t)  ) = (e, m - n, f ) ,  
where f = max{(b  - d), (m - n )}  and e = min{(a  - c), (m - n )} .  For example, if Xi = (1, 2.5, 6), 
and Wij(t)  = (0,2,2.5), then Xi - Wij(t)  =-- (0.5,0.5,3.5). 
3. NUMERICAL  EXPERIMENTS 
To illustrate the proposed approach and also to show the effectiveness ofthe algorithm, various 
numerical experiments were carried out. The influence of the various parameters such as the initial 
learning rate, the number of nodes that are selected for the winner, and the number of nodes in 
the output layer, are also investigated. 
An Example 
To demonstrate the clustering capabilities of the proposed network, an example based on two 
attributes, namely, primary shape and tolerance, with 100 parts was classified by the proposed 
approach. Both attributes are represented bythe L -  R fuzzy numbers discussed earlier. Figure 2 
shows the scatter plot of the data used, which were generated by the use of "Excel" software 
with uniformly distributed random number. The clustering results to be discussed later axe also 
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Figure 2. Scatter plot of data. 
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Figure 3. Convergence behavior with N = 10, K ---- 1, and (~ = 0.001. 
shown by the dotted lines. In this example, the number of output nodes is set at 30 and the 
number of winning nodes equals 1, or the winner-take-all a gorithm. 
The initial learning rate, ~, is set equal to 0.001. Two thousand iterations, where one iteration 
equals one complete poch, were carried out. The convergent behavior is shown in Figure 3, 
where N and K represent the number of nodes in the output layer and the number of nodes 
selected to win, respectively. As can be seen from the plot, convergence or training is essentially 
completed after approximately 1200 epochs. After convergence, the clustered ten groups obtained 
are shown in Figure 2 by the use of dotted lines. 
The fuzzy weight associated with each winning node represents he particular characteristics 
of the group. After convergence, the final weights of the classified ten groups in the form of 
triangular membership functions are plotted in Figures 4 and 5 for the primary shape and tol- 
erance, respectively. These membership functions for the ten groups are also listed in Tables la 
and lb by the use of the fuzzy triangular membership function in the form of (C, L, R), where C 
represents he most desirable value and is equal to one. 
When two groups are sufficiently similar or similar to each other, they can be combined into 
a single group. For example, Groups 6 and 9 for primary shape in Table la or Figure 4 can 
be combined into one group with new membership functions of (0.192, 0.494, 0.619). Similarly, 
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Figure 5. Membership functions of the tolerance attr ibute.  
Table la. Membership functions of the ten groups I. 
Tolerance Pr imary  Shape 
C-L=O 
C = 0.155 
C+R= 0.168 
C-L=O 
C = 0.128 
C+R = 0.54 
C -L=0.21  
C = 0.34 
C + R = 0.7613 
C - L = 0.6436 
C = 0.788 
C + R = 0.985 
C - L = 0.879 
C = 0.947* 
C+R=I  
C-L=O 
C = 0.123 
C + R = 0.243 
Group #10 
Group #1 
C - L = 0.192 
C = 0.489* 
C + R -- 0.591 
Group #6 
C - L -- 0.215 
C = 0.499* 
C -t- R = 0.619 
Group #9 
C - L ---- 0.218 
C = 0.513 
C + R = 0.678 
Group #3 
Groups  5 and  6 for  to le rance  can  probab ly  be  combined  w i th  new membersh ip  funct ions  o f  
(0 .879 ,  0 .941 i  1). The  c r i te r ia  for  "su f f i c ient ly  s imi la r "  must  be  dec ided  by  the  dec is ion -maker  
in  cons iderat ion  o f  the  pract i ca l  fac tors  such  as  accuracy ,  e f f ic iency,  and  o ther  cons iderat ions  or  
requ i rements .  
Parts Clustering 
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Tolerance Primary Shape 
C - L -- 0.313 C - L = 0.398 C - L -- 0.561 C - L ---- 0.683 C - L ---- 0.218 
C ---- 0.585 C -- 0.646 C -- 0.846 C = 0.887 C ---- 0.513 
C + R = 0.701 C -4- R --- 0.834 C -{- R = 0.935 C + R = 1 C -t- R = 0.678 
Group #8 C - L = 0.141 
C ---- 0.298 
C + R ---- 0.632 
C - L ---- 0.431 
C ---- 0.618 
C + R -- 0.8563 
C - L = 0.532 
C = 0.679 
C + R ---- 0.896 
C-  L = 0.765 
C= 0.861 
C+R=I  
C - L = 0.893 
C = 0.936 
C+R=I  
Group #2 
Group #7 
Group #4 
Group #5 
Table 2. Influence of initial learning rate. 
O~ 
GN 
Average 
Distance 
GI 
0.0005 0.0007 0.0009 0.001 0.002 0.003 
21 21 22 22 23 23 
0.737 0.702 0.669 0.656 0.681 0.741 
14.73 14.72 14.43 15.66 17.04 15.47 
22 
21 
20 
19 
N18 
17 
16 
15 
14 
0 0.001 0.002 0.003 0.00 
Initial Learning Rate 
Figure 6. Group index against initial learning rate. 
In f luence o f  Var ious Parameters  
In  th i s  sect ion ,  the  in f luence  o f  the  three  parameters ,  namely ,  the  number  o f  output  nodes  N ,  
the  number  o f  nodes  that  is se lec ted  for  w inn ing  K ,  and  the  in i t ia l  l earn ing  ra te  (~, were  invest i -  
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gated by using the same 100 data points. A total of 2000 epochs was carried out for each of the 
experiments. In order to compare the various results, some kind of criterion is needed. The goal 
of group technology is to group as many parts as possible in the smallest number of groups. Or, 
with a fixed number of groups, one wishes to obtain the minimum average distance. A grouping 
index, GI, is adopted in this study for evaluating the efficiency of various grouping results. The 
grouping index is defined as 
GI = (Average Distance after Training) • (Number of Groups). 
The average distance after training (AD) is defined as 
j= l  
/tNPj '~ 
where AD~ represents he average distance of group j, di represents he distance between part i 
and the center of the group j, NPj is the number of parts in group j, and g is the total number 
of groups. Thus, the smaller the index GI, the better the efficiency of the grouping results is. 
The influence of the initial learning rate, a, was first investigated. In this experiment, N is 
set at 30 and K equals 1. The experimental results with different a values are listed in Table 2, 
where GN represents he separate number of groups formed after training and GI represents he 
group index obtained. Table 2 shows that the best grouping result is the one in which ~ = 0.001 
with a GI index equal to 14.43. The GI index is also plotted against he initial learning rate in 
Figure 6. The greater the initial learning rate, the faster the system converges. However, when 
the value of c~ is larger than 0.002, the system becomes unstable. 
The influence of the number of the output nodes N and the number of nodes K selected to be 
the winner were also investigated with the initial learning rate set at 0.001. The results are listed 
in Table 3, where GN represents he number of classified groups after convergence, AD denotes 
the average distance resulted, and GI is the group index. Table 3 shows that the best result is 
at N = 40 and K =1 with GI - 13.2 and the number of groups = 24. 
The results are further analyzed in Figures 7 and 8. Figure 7 shows the convergence rate of 
the average distance with N as a parameter, and Figure 8 illustrates the GI index as a function 
of K and N. 
4. D ISCUSSIONS 
A self-organizing map neural network with fuzzy weights and fuzzy data was proposed for the 
clustering of parts in group technology. The proposed network was capable of classifying parts 
based on part features, which are represented byfuzzy, interval, or crisp data. Various numerical 
experiments were carried out to investigate he capability of the neural network for cluster parts 
based on part attributes. The influences of the initial learning rate a, the number of nodes in 
the Kohonen layer N, and the number of nodes that is selected for winning K were investigated 
and the results discussed. 
One advantage of the proposed fuzzy network was that it allows the decision-makers to de- 
termine the number of groups by changing the parameters a, N, and K. One weakness of the 
proposed network is that it usually requires many experiments and long training cycles to deter- 
mine an appropriate network configuration. This problem can be partially overcome by the use of 
more powerful updating techniques such as conjugate gradient or other optimization approaches. 
Since the goal of the group technology is to group as many parts as possible in the smallest 
number of groups, there is a trade-off between group numbers aald part numbers contained in 
each group. By the use of fuzzy representation, not only the representation is more realistic, but 
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K=I  
K=2 
K=3 
K=4 
K=5 
N= 10 N=20 N=30 N=40 N=50 
GN = 10 
AD = 1.47 
GI = 14.7 
GN = 10 
AD = 1.77 
GI = 17.7 
GN = 10 
AD=2 
GI = 20 
GN = 10 
AD = 2.36 
GI = 23.6 
GN = 10 
AD = 3.18 
GI = 31.8 
GN = 15 
AD = 1.11 
GI = 16.65 
GN = 20 
AD = 1.03 
GI = 20.6 
GN = 20 
AD = 0.98 
GI = 19.6 
GN = 20 
AD = 1.2 
GI = 24 
GN = 19 
AD = 1.62 
GI = 30.78 
GN = 21 
AD = 0.69 
GI = 14.49 
GN = 22 
AD = 0.78 
GI = 17.16 
GN = 27 
AD = 0.8 
GI = 21.6 
GN = 28 
AD = 0.91 
GI = 25.48 
GN = 28 
AD = 1.04 
GI = 29.12 
GN=24 
AD = 0.55 
G I  --- 13.2" 
GN = 30 
AD = 0.55 
GI = 16.5 
GN=34 
AD = 0.65 
GI = 22.1 
GN = 35 
AD = 0.54 
GI = 18.9 
GN = 34 
AD =0.7  
GI = 23.8 
GN = 27 
AD = 0.52 
GI = 14.04 
GN = 32 
AD -- 0.49 
GI = 15.68 
GN = 35 
AD = 0.58 
GI = 20.03 
GN = 38 
AD = 0.5 
GI = 19 
GN = 37 
AD = 0.57 
GI = 21.09 
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Figure 7. Convergence behavior of distance. 
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Figure 8. Group index as functions of N and K with a = 0.001. 
i t  a l so  can  a t ta in  a bet ter  goa l .  Fur thermore ,  by  the  use  o f  fuzzy  we ights  between the  input  and  
the  Kohonen layer ,  more  mean ingfu l  l i ngu is t i c  in fo rmat ion  for  the  f ina l  t ra ined  we ights  can  be  
obta ined .  
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