[1] Redistribution of mass in the Earth due to Pleistocene deglaciation and to present-day glacial melting induces secular changes in the Earth's gravitational field. The Earth is affected today by the former mechanism because of the viscous memory of the mantle and by the latter because of ongoing surface mass redistribution and related elastic response. A self-consistent procedure allows us to invert simultaneously for the lower and upper mantle viscosity and for the present-day mass imbalance in Antarctica and Greenland using the observed time variations of the long-wavelength gravity field from satellite laser ranging (SLR) analyses. The procedure is based on our normal mode relaxation theory for the forward modeling and a newly developed inversion scheme based on the Levenberg-Marquardt method. We obtain a large viscosity increase across the 670-km depth transition zone separating the upper and the lower mantle, with the lower mantle viscosity varying over the range 5 Â 10 21 to 10 22 Pa s and the less resolved upper mantle viscosity of the order of 10 20 Pa s. When Antarctica is the only present-day source, its rate of melting is À240 Gt yr À1 , corresponding to a sea level rise of 0.7 mm yr À1 ; when Greenland is added as a source of ice loss, the rates of melting are À280 Gt yr À1 for Antarctica and À60 Gt yr À1 for Greenland, corresponding to sea level rises of 0.8 and 0.2 mm yr À1 . SLR data indicate that ice melting in the polar regions of the Earth is ongoing. 
Introduction
[2] Long-wavelength secular variation in the Earth's gravity field originates from the redistribution of mass due to the Earth's response to Pleistocene deglaciation and to ice mass imbalance in Antarctica, Greenland and mountain glaciers. The Earth is affected nowadays by the former because the rheology of the mantle is viscoelastic over timescales of thousands of years, i.e., comparable to the interval of time elapsed since the end of deglaciation, and is likely to be affected by the latter because it elastically responds to any ongoing mass redistribution. This huge global redistribution of mass among the cryosphere, the hydrosphere and the solid Earth is expected to produce changes in the gravity field's low harmonic components, that are detectable via Satellite Laser Ranging (SLR). Since the gravity signatures of both Pleistocene deglaciation and present-day mass instability in Antarctica, Greenland and mountain glaciers cannot be detected separately by the satellites, the value of the mantle viscosity trades off with that of the present-day mass imbalance in the ice complexes of the Earth. The joint use of forward geophysical models, which self-consistently take into account the effects on the gravity field due to mass exchange among the various Earth's compartments, and the long-wavelength satellite data within newly developed inverse geophysical models, makes it possible to constrain the global rheological properties of the mantle and the amount of present-day mass imbalance in the polar regions of the Earth. Dedicated gravity missions, like CHAMP and GRACE [Kaufmann, 2000; Velicogna and Wahr, 2002; Wahr and Davis, 2002] , are currently flying to recover the time-dependent gravity field at a higher resolution than that afforded by the SLR technique. However, SLR remains a powerful tool for constraining the total mass exchange between Antarctica, Greenland, the oceans and the solid Earth because there is a sufficiently long series of SLR data, covering about two decades, which allows to reliably evaluate the secular component of the time-varying gravity field.
[3] In the dynamic SLR data analysis approach, the satellite's orbit can be used as a gravity probe to monitor the time-varying gravity field. A long history of SLR observations of the geodetic satellites Lageos 1, Lageos 2, Starlette, and Stella was analyzed to estimate the time series of the low-degree zonal coefficients in the Earth's gravity field and to derive their secular drifts up to degree 8 [see Cheng et al., 1997 Cheng et al., , 2000 Cheng et al., , 2003 Devoti et al., 2001 ; M. K. Cheng et al., unpublished oral reports, 2000 Cheng et al., unpublished oral reports, , 2003 . Comparison of these zonal rates and the results of the viscoelastic Earth models forced by Pleistocene deglaciation has already shown that the SLR-retrieved even and odd zonals can be used to infer mantle viscosity and lithospheric thickness. Discrepancies in the viscosity values needed to fit the zonal rates when Pleistocene deglaciation is the only forcing mechanism have been considered as an indication that mass redistribution is actually occurring over and within the Earth, eventually being associated with mass instabilities in Greenland and Antarctica, as also suggested by Johnston and Lambeck [1999] and Nakada and Okuno [2003] .
[4] In the following, the even and odd zonal geopotential components of the gravity field will be used in conjunction with those modeled to invert self-consistently for the key parameters controlling the two major mechanisms mentioned above: the viscosity characterizing the flow properties of the mantle and the ice mass imbalance in Antarctica and Greenland, the major contributors to ongoing mass redistribution.
Forward Geophysical Model Based on the Normal Mode Relaxation Theory
[5] The effects of Pleistocene deglaciation and presentday ice mass imbalance in Antarctica and Greenland are modeled by means of the normal mode relaxation theory for a viscoelastic, stratified, spherical Earth, whose fundamentals are described in Sabadini et al. [1982] , Vermeersen and Sabadini [1997] , and Sabadini and Vermeersen [2004] .
[6] Given our normal mode approach, the momentum and the Poisson equations for a Maxwell viscoelastic solid are expanded in spherical harmonics by means of the methodology provided by Phinney and Burridge [1973] . Then the Correspondence Principle is applied to retrieve the viscoelastic solution.
[7] Our Earth's model consists of 31 layers, as shown in Table 1 , where the density and rigidity are specified for each layer; the model, specialized for an incompressible (infinite bulk modulus) material, is deduced from PREM [Dziewonski and Anderson, 1981] in such a way that the layers take on a progressively larger thickness from the Earth's surface to the core. The first seven layers (layers 1-7, Table 1) represent the elastic lithosphere. From the 8th to 30th layer we have the Maxwell viscoelastic mantle, with the transition zone (from 5971 to 5701 km depth) separating the upper and lower mantle. The upper mantle layers, from 8 to 20 in Table 1 , have the same upper mantle viscosity n U ; the lower mantle layers, from 21 to 31, are characterized by the lower mantle viscosity n L . Both the upper and lower mantle are thus stratified only in terms of rigidity and density. The long-wavelength geopotential perturbation is not sensitive to the fine structure of the mantle, therefore extra layering with respect to that considered herein would not add any further information to our findings.
[8] Since our Earth model is laterally homogeneous, the spheroidal solution, which is the only one that we have to deal with in surface loading, does not contain any longitudinal component. Moreover, the radial and tangential displacement components and the perturbation of the gravitational potential are expanded in Legendre polynomials P ' (cos q) rather than in spherical harmonics Y ' m (q, f). The radial displacement u, the tangential component v and the perturbation in the gravitational potential f 1 , as functions of the scalars U ' , V ' and f ' , which depend solely on the harmonic degree ' and on the radial distance r from the center of the Earth, are then as follows: The parameter r is the distance with respect to the center of the Earth, r is the density of the layer, and m is the rigidity.
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[9] The heart of our normal mode scheme is the rootfinding procedure which, based on grid spacing of the s interval where the roots of the secular determinant are located, followed by a bisection algorithm, searches for the s value where the secular determinant changes sign, as fully described by Vermeersen and Sabadini [1997] and Sabadini and Vermeersen [2004] . These roots, or inverse relaxation times s j , are the M relaxation modes of the Earth model, which must be determined for each harmonic degree.
[10] Application of the residue theorem to evaluate the inverse Laplace transform from the s domain to the time domain results in the solution for the fields U ' , V ' and Àf ' at the surface of the Earth organized in the following form of the three-component K(t) vector [Sabadini and Vermeersen, 2004] for the Green functions:
where K 'e denotes the elastic contributions and K 'j (a) the contribution of the jth relaxation mode.
[11] The dimensionless components of the K ' vector are usually indicated by the Love numbers h ' , l ' , k ' for the radial displacement, tangential displacement and geopotential perturbation, respectively. These results provide the radially dependent part of the Green functions for the variables for each degree '.
[12] The Green functions are multiplied by the Laplace transformed forcing functions (this corresponds to a convolution in the space-time domain); the inverse Laplace transformation provides then the desired expressions for the displacement fields and perturbation in the gravitational potential due to any kind of time-dependent loading.
[13] Since we are dealing with a time-dependent problem, we must specify the initial state of the Earth's model. We have eight complete glacial cycles, consisting of seven glacial saw-tooth precycles and a final linear glaciation phase which ends 18 kyr before present, followed by ICE-3G [Tushingham and Peltier, 1991] . Each of the seven precycles consists of a 90 kyr linear growth phase and a 10 kyr linear decay phase. The time derivative of the zonal components of the perturbed geopotential are determined at present. Ice sheet history is subject to considerable uncertainty and ice model information entering any inversion scheme is of course important for the results, as Kaufmann and Lambeck [2002] have shown. That means that our findings must be considered as strictly based on ICE-3G.
[14] Equation (15) of Mitrovica and Peltier [1993] defines the zonal harmonic _ J ' as
where _ G '0 (t) denotes the zonal component of the time derivative of the geoid, whose explicit expression, for every degree ' and order m, is provided by equation (11) of Mitrovica and Peltier [1993] .
[15] By assuming that the Pleistocene deglaciation is the only loading mechanism, Figure 1 21 Pa s and harmonic degrees ' = 2, 3, 4, the zonals portray the well-known shape of an inverted parabola, as shown, for example, by Milne [1998] .
[17] For ' ! 5, the zonals become less sensitive to an increase in the lower mantle viscosity beyond n L = 10 22 Pa s, the deformation being restricted to the upper mantle for the shortest wavelengths. This insensitivity to lower mantle viscosity variations becomes more pronounced for n U = 10 19 Pa s (blue), which makes the _ J ' curves flat for lower mantle viscosity ranging from 10 22 to 10 23 Pa s, even for the low harmonic ' = 3; the increase of the harmonic degree makes this flattening more evident. This behavior indicates that the upper mantle is completely relaxed and that the high harmonics have really small amplitude and are insensitive to lower mantle viscosity. For an upper mantle viscosity of 10
19 Pa s and n L higher than 5 Â 10 22 Pa s, the upper and the lower mantle tend to be decoupled; for ' ! 6, the geopotential perturbation is virtually negligible.
[18] For n U = 10 20 Pa s all harmonics portray a high sensitivity to lower mantle viscosity in the range of variation considered, which resembles the behavior of n U = 10 21 Pa s at least for the lowermost harmonics ' = 2 and ' = 3; for ' ! 4, both cases of n U = 10 20 Pa s and n U = 10 19 Pa s show the tendency to damp the gravitational perturbation for n L higher than 10 23 Pa s. In other words, the n U = 10 20 Pa s case has relative importance in the higher portion of the lower mantle viscosity range.
[19] Tables 2 and 3 show the secular drifts of the even and odd harmonic components of the geopotential, as estimated by Cheng et al. [1997 Cheng et al. [ , 2000 Cheng et al. [ , 2003 . The SLR data sets are available from geodetic satellites, including Starlette, Lageos 1 and 2, Ajisai, Stella, Westpac, Etalon 1 and 2, and BEC. The secular variations for _ J ' (' = 2, 3, 4, 5, 6), with a realistic error estimate, were obtained from an analysis of the complete SLR data set for eight satellites covering the time period until the end of 1995 using a long arc technique [Cheng et al., 1997] . Cheng et al. [2000 Cheng et al. [ , 2003 span an interval of over 26 year time period. Solution up to degree 8 was obtained by extending the time span of the SLR data. In the inverse geophysical modeling, the SLR data are taken from these two studies because they provide well-separated odd components of _ J ' , while other studies, like that of Devoti et al. [2001] , supply only even components and a linear combination of the odd ones.
[20] The three-dimensional surfaces of Figures 2a and 2b for the even and odd zonals, respectively, provide a view of the amplitudes of the zonal drifts as functions of the viscosity of the upper and lower mantle. They are obtained via the forward geophysical model, assuming that the Pleistocene deglaciation is the only forcing contributor. These predictions are compared with the amplitudes of the zonal drifts obtained by Cheng et al. [1997] and represented by the grey planes intersecting the vertical scale in correspondence with the retrieved SLR data. Intersections between the colored surfaces and the grey planes indicate potential solutions of the inverse problem, when pairs of upper and lower mantle viscosities are the only parameters to be inverted for. Intersections occur only for ' = 2, 4 and 5, whereas for ' = 3 and 6 the data planes do not cut the modeled zonal surfaces within the viscosity range considered. This lack of solutions for some zonals indicates that the forward model is underparameterized and that another mechanism of mass redistribution, such as present-day mass imbalance in Antarctica and Greenland, has to be considered. A key feature of Figure 2 is that the zonals intersected by the data planes favor a lower mantle viscosity close to 10 21 Pa s and show a reduced sensitivity to the upper mantle viscosity in comparison to the lower mantle one. There are other notable features in Figure 2 . The peak signals from the various zonals do not occur for the same pairs of viscosity values n U and n L , since different ' values sample different mantle depths. The longest wavelength, corresponding to ' = 2, samples the deeper mantle, which is more viscous than the uppermost mantle, while the shortest ones sample the regions of the mantle where the viscosity gradually diminishes. Aspects of this depth dependence have been explored by Ivins et al. [1993] and Mitrovica and Peltier [1993] .
[21] Apparently, the odd zonals portray a slightly different pattern and are less sensitive to lower mantle viscosity variation in the range 10 22 to 10 23 Pa s. 
Cheng et al. [1997] À2.7 ± 0.4 À1.4 ± 1.0 0.3 ± 0.7 Cheng et al. [2000, 2003] À2.7 ± 0.4 À1.1 ± 1.0 0.4 ± 0.7 1.1 ± 0.8 a Units are 10 À11 yr
À1
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[22] Figures 3a and 3b , for the even and odd zonals, respectively, include the contribution to the geopotential from the present-day melting of Antarctica at a rate of À240 Gt yr
. This rate corresponds to the ice loss in Antarctica which makes it possible to reproduce simultaneously the zonal drifts of the Cheng et al. [1997] solution by means of the same pairs of mantle viscosities given by Sabadini et al. [2002] . The elastic part of our normal mode Earth model is used to quantify the elastic response to present-day melting. The addition of ice loss in Antarctica does not modify the shape of the surfaces but displaces them upward for the even zonals and downward for the odd ones, since ongoing mass redistribution affects only the elastic part of the forward model solution. As expected, the surfaces corresponding to the third and sixth harmonic degrees are now intersected by the data plane and, with respect to Figure 2 , the viscosity pairs resulting from the intersection of the modeled zonal surfaces and data planes move toward higher lower mantle viscosity values.
[23] Figures 4a and 4b for the even and odd zonals, respectively, have been drawn under the same conditions of Figure 2 . Since the zonals are to be compared with the Cheng et al. [2000, 2003] data, they go up to degree 8. Like in Figure 2 , _ J 3 and _ J 6 do not intersect the data plane. Moreover the same problem arises for the new entries _ J 7 and _ J 8 . Cheng et al. [2000 Cheng et al. [ , 2003 reduce the value of _ J 5 by about a factor of 2 with respect to the one of Cheng et al. [1997] (as also shown in Table 3 ). This has the effect of displacing the intersection between the zonal surface and the data plane toward lower mantle viscosities closer to 10 21 Pa s. These discrepancies partially vanish when the Antarctic contribution of À240 Gt yr À1 is added, as shown 
Cheng et al. [1997] À1.3 ± 0.5 2.1 ± 0.6 Cheng et al. [2000, 2003] À1.2 ± .5 0.9 ± 0.6 À2.4 ± 1. in Figures 5a and 5b for the even and odd zonals, respectively. As in Figure 3 , the addition of Antarctica has the effect of carrying into coincidence the _ J 3 and _ J 6 SLR retrieved zonal drifts with the forward model predictions. The surfaces relative to _ J 7 and _ J 8 appear displaced closer to the data planes than the ones shown in Figure 4 , though still not intersecting the data.
[24] The results of the _ J 7 and _ J 8 zonals are likely to be contaminated and possibly overestimated due to their correlation with higher harmonics. In any case, ice loss in Antarctica moves the modeled zonal surface toward the data plane in the correct direction and this fact reinforces the conclusion that Antarctica cannot be stable or growing, as the results of Figure 3 show.
Inverse Geophysical Model
[25] By following a classical c 2 analysis, the merit function for our problem can be defined as
where a is the vector of the unknown parameters containing the viscosities of the upper and lower mantle (n U and n L ) and the mass imbalance of Antarctica and Greenland (M Ant and M Gre ), _ J ' (' = 2,. . ., 8) are the geopotential coefficients currently available from SLR analyses, known with a standard deviation s ' and _ J * ' are the solutions of the forward problem obtained using the estimated parameters a.
[26] If, as in our case, the dependence of the forward model on the parameters is nonlinear, the minimization of c 2 must proceed iteratively. Given trial values for the parameters, a procedure is developed such that for each iteration, the trial solution is improved. The same procedure is then repeated until c 2 stops decreasing and, in particular, until the percentage difference between two successive c 2 values, in proximity of the minimum, is about 10%.
[27] Most of the techniques for finding the minimum of equation (6) are based on two different approaches. A first possibility is to expand the c 2 function in a Taylor series assuming that locally, this is a realistic approximation of the model. Usually the expansion is truncated at the second order, i.e., c 2 is approximated by a quadratic form. Alternatively, the well-known method of the steepest descent can be used. These two methods may, however, TOSI ET AL.: TIME-DEPENDENT GRAVITY FIELD suffer from some difficulties. Unless the first guess starts very close to the minimum, the expansion method could lead to divergent oscillations that move away from the solution, while the steepest descent has no precise way of determining the length of the step which should improve the trial solution.
[28] We thus adopted the so-called Levenberg-Marquardt method [see, e.g., Levenberg, 1944; Marquardt, 1963; Stoer and Bulirsch, 2002] , which is the standard approach generally used to overcome these problems and to combine the positive features of both the above described methods, i.e. the efficiency of the first one in proximity of the minimum and of the second one far from it.
Results for the Inverse Model
[29] After the forward and inverse analyses of the problem have been introduced, the inversion procedure, based on the Cheng et al. [1997] data, is first applied to the case in which the Pleistocene deglaciation is the single loading mechanism, in order to retrieve only the viscosities of the mantle. Figures 6a and 6b show two examples of minimization, without present-day mass imbalance, for two different initial guesses for the viscosity pairs. The goal is to find the minimum of the three-dimensional c 2 surface, plotted as a function of the viscosities of the upper and lower mantle. From this picture it can be argued that the minimum is reached for values of the upper mantle viscosity slightly higher than 10 20 Pa s and for the lower mantle viscosity slightly higher than 10 21 Pa s. At this stage, the LevenbergMarquardt algorithm is used to minimize the c 2 and to locate its minimum precisely.
[30] In the first case (Figure 6a ), by taking (n U , n L ) = (6.3 Â 10 19 , 1.0 Â 10 22 ) Pa s as starting vector (red point in Figure 6a ), the minimum (green point in Figure 6a ) is reached after three iterations. In the second case (Figure 6b ), the starting vector is (n U , n L ) = (3.2 Â 10 20 , 1.3 Â 10 22 ) Pa s and the same minimum, which is now more difficult to reach, is found after eight iterations. After having tried different starting vectors of increasing distance from the coordinates of the minimum, we obtained the following viscosity estimates: n U = 2.0 Â 10 20 Pa s and n L = 1.6 Â Figure 4 . As in Figure 2 , except that the data of Cheng et al. [2000 Cheng et al. [ , 2003 are considered. [31] As pointed out in section 3 when we dealt with Figure 2 , under the given conditions of a single loading mechanism, the quality of the fit is only moderate, as indicated by the large value of c 2 . If we take the same scheme adopted for the forward analysis of the problem, the next step is to invert the data set of Cheng et al. [2000, 2003] . Figure 7 shows the c 2 surface based on these data. It is clear that the position of the minimum is no longer the same as in Figure 6 : it is located in the lower left part of Figure 7 . Note that while the lower mantle viscosity remains approximately the same, the upper mantle viscosity decreases by about one order of magnitude. Using the same starting vector of Figure 6a , namely, (n U , n L ) = (6.3 Â 10 19 , 1.0 Â 10 22 ) Pa s, Figure 7 is an example of the minimization path of the c 2 surface: it shows the position of the minimum located at n U = 1.6 Â 10
19 Pa s and n L = 1.3 Â 10 21 Pa s. However, the new data set does not significantly improve the quality of the fit since c 2 now equals 23.7, a value only slightly smaller than the previous one.
[32] Because of the high values of c 2 obtained by forcing the Earth solely via the Pleistocene deglaciation, it appears necessary to consider additional mechanisms of mass redistribution contributing to the calculation of the _ J ' coefficients. For this purpose, we first include the rate of Figure 5 . As in Figure 3 , except that the data of Cheng et al. [2000 Cheng et al. [ , 2003 are considered.
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TOSI ET AL.: TIME-DEPENDENT GRAVITY FIELD Figure 6 . Example of minimization of the c 2 as function of lower and upper mantle viscosity using only the Pleistocene deglaciation as loading mechanism and the data of Cheng et al. [1997] TOSI ET AL.: TIME-DEPENDENT GRAVITY FIELD melting of the Antarctic ice mass M Ant , which represents another parameter in addition to the mantle viscosities. At this stage, the ice mass in Greenland, indicated by M Gre , is thus considered stable. Since the c 2 function depends now on three parameters, it becomes a four-dimensional hypersurface. Therefore it is no longer possible to draw a map of it and directly localize the minimum by visual inspection.
[33] Using the Cheng et al. [1997] data and the Levenberg-Marquardt scheme, the minimum value c 2 = 1.1 is reached for n U = 3.5 Â 10 20 Pa s, n L = 5.0 Â 10 21 Pa s and M Ant = À240 Gt yr
À1
. Under these conditions, the quality of the fit definitively improves with respect to the case in which the present-day mass imbalance is not included, suggesting that ice mass loss is occurring in Antarctica. Table 4 shows the predictions of the model for the contribution to _ J mod from the Pleistocene ( _ J Pl ) and Antarctic load ( _ J Ant ), as calculated for the above values of the parameters and compared to the _ J obs from SLR analysis. Within the error bars, all the zonals are reproduced by the considered pair of upper and lower mantle viscosities. These results show that in order to reproduce all the even and odd zonals by means of the same viscosity pairs, ice loss in Antarctica has to be assumed. This results into a viscosity increase in the lower mantle, from n L = 1.6 Â 10 21 Pa s to n L = 5.0 Â 10 21 Pa s, with respect to the case in which Pleistocene deglaciation is the only forcing mechanism.
[34] The even zonals for Pl have large negative values that are compensated by the positive ones due to _ J Ant . This yields a contribution from both sources well within the error bounds of the observations.
[35] The sign for the odd zonals is reversed with respect to the even ones for both the Pleistocene deglaciation and the recent melting in Antarctica. Except for _ J 6 with an observed value smaller than the standard deviation, all the signs and amplitudes of the even and odd zonals are well reproduced by this best fit solution, which is characterized by a large Antarctic contribution substantially counteracting the dominant Pleistocene loading.
[36] Using the data of Cheng et al. [2000 Cheng et al. [ , 2003 within the Levenberg-Marquardt scheme, the minimum is given by c 2 = 3.9 for n U = 5.0 Â 10 19 Pa s, n L = 3.0 Â 10 21 Pa s and M Ant = À220 Gt yr À1 , with Table 5 showing our _ J ' predictions. Comparing Tables 5 and 4 , we note a reduction Figure 7 . As in Figure 6 , except for the use of the data of Cheng et al. [2000 Cheng et al. [ , 2003 . The (n U , n L ) = (6.3 Â 10 19 , 1.0 Â 10
22
) Pa s is used as starting vector. 
Units are 10 À11 yr
À1
. B07402 TOSI ET AL.: TIME-DEPENDENT GRAVITY FIELD in the amplitude of the modeled _ J ' Pl and _ J ' Ant contributions for ' = 2, 3, . . ., 6 if the Cheng et al. [2000, 2003] solution is used rather than the previous one, since the modeling must accommodate the contributions for the new entries _ J 7 and _ J 8 . This reduction in the amplitudes of the zonals ' = 2, 3,. . ., 6 is attained by means of the upper mantle viscosity decrease, in agreement with the results in Figure 1 : Figure 1 shows that decreasing the upper mantle viscosity is an appropriate way for damping the highest zonals. The redistribution of strength among a larger number of zonals by Cheng et al. [2000 Cheng et al. [ , 2003 , with respect to Cheng et al. [1997] , necessitates a decrease in the mantle viscosity in order to reduce the Pleistocene contribution, which is the ultimate cause of the degradation in the _ J 5 estimate in Table 5 with respect to Table 4 .
[37] Analyzing in detail the single zonal contribution, we note that while _ J 5 is well reproduced by the modeling of the Cheng et al. [1997] data (Table 4) , this is no longer the case for the Cheng et al. [2000 Cheng et al. [ , 2003 solution. A similar problem also appears for _ J 7 , for which the contributions from the Pleistocene loading and Antarctica ice loss have too small an amplitude with respect to the observations. In short, our modeled values of _ J 5 and _ J 7 underestimate the observed data, degrading the fit with respect to the Cheng et al. [1997] case, as the large c 2 value indicates. This degradation in the inversion procedure within the framework of the Cheng et al. [2000, 2003] solution may indicate that the higher harmonics are not well resolved yet, especially in regard to the odd _ J 5 and _ J 7 . Regarding the new entries _ J 7 and _ J 8 , it should be noted that the Pleistocene loading contribution for the best fit upper mantle viscosity model n U = 5.0 Â 10 19 Pa s has the tendency to offset Antarctica contribution, which would match these harmonics well by itself, thus appearing to be the ultimate cause for the high c 2 value when the Cheng et al. [2000, 2003] solution is considered. These problems clearly indicate the importance of accurately resolving each zonal separately.
[38] Regardless of these difficulties, the appreciable reduction in the value of c 2 for the last two cases, i.e., c 2 = 1.1 and c 2 = 3.9 as compared to the first cases where c 2 is about 24 when the Antarctic ice loss is not taken into account, indicates that the current mechanism of mass redistribution must be considered and that a large amount of ice mass is melting in Antarctica.
[39] Given the melting of Antarctica, the contribution from Greenland is now included, by making use of the Cheng et al. [1997] data only, since they provide the lowest c 2 = 1.1 when Antarctica is the only contributor and do not degrade the odd _ J 5 zonal. The Levenberg-Marquardt scheme, once tested with different initial viscosity and ice loss scenarios, gives c 2 = 0.8, with a 20% reduction with respect to ice loss limited to Antarctica. The best fit parameters are n U = 1.0 Â 10 20 Pa s, n L = 1.0 Â 10 22 Pa s, M Ant = À280 Gt yr À1 and M Gre = À60 Gt yr
. Table 6 shows the corresponding _ J ' predictions.
[40] When Greenland is included, the lower mantle viscosity is subject to a substantial increase, thereby confirming the results of James and Ivins [1997] , who first showed, when ICE-3G is used to model the ice sheet history, that including ice loss in Antarctica and Greenland has the effect of requiring an increase in lower mantle viscosity, in order to make the Pleistocene contribution larger, so as to counteract the present-day imbalance, as also shown in Table 6 compared with its counterpart Table 4 . The self-consistent inversion procedure now allows to constrain simultaneously upper and lower mantle viscosities and present-day ice loss. Furthermore, separate present-day ice loss estimates for Antarctica and Greenland can be determined, in distinct contrast with the previous efforts of Sabadini et al. [2002] , who only showed a tendency toward a viscosity increase when ongoing ice loss is considered. The reduction in the c 2 value for the two scenarios of present-day melting in Antarctica, or in Antarctica and Greenland, for the Cheng et al. [1997] solution, shows that the simultaneous occurrence of melting in both Antarctica and Greenland is the most [Cheng et al., 2000 [Cheng et al., , 2003 ' = 2 À4.9 2.6 À2.3 À2.7 ± 0.4 ' = 3 1.2 À2.6 À1.4 À1.2 ± 0.5 ' = 4 À2.9 2.4 À0.5 À1.1 ± 1.0 ' = 5 2.2 À2.1 0.1 0.9 ± 0.6 ' = 6 À1.3 
obs [Cheng et al., 1997] ' = 2 À6. B07402 TOSI ET AL.: TIME-DEPENDENT GRAVITY FIELD favorite scenario. Previous solutions of Sabadini et al. [2002] suggested that there is room for present-day ice loss in Antarctica and Greenland on the basis of a simpler parameter variation scheme.
[41] Figure 8 shows the sensitivity of c 2 on ice loss in Antarctica and Greenland for viscosities fixed at the best fit values of the inversion described in Table 6 , namely n U = 1.0 Â 10 20 Pa s and n L = 1.0 Â 10 22 Pa s. We obtain a welldefined minimum in the M Ant and M Gre space. The c 2 is very sensitive to these parameters, thus confirming indirectly the affordability of the inversion. Ice loss in Antarctica, varying in the range À220 to À300 Gt yr À1 , where the c 2 attains the lowest values, is better constrained than in Greenland, where it varies from À50 to À90 Gt yr 
Discussion and Conclusions
[42] The present analysis demonstrates that it is possible to make use of the long-wavelength, time-dependent zonal components of the gravity field to constrain the viscosity profile of the Earth and the present-day ice mass imbalance in Antarctica and Greenland, although SLR data analyses have to be considered with caution, due to the possibility that mismodeled nongravitational effects impact the determination of the time variability of _ J 3 and of other higher harmonics [Metris et al., 1997] . Cox et al. [2001, Table 3] show that some differences in the separation of the odd zonals between their own SLR solution and the Cheng et al. [1997] one do exist, which could impact the estimate of mass exchange between the Northern and Southern hemispheres.
[43] A self-consistent inversion procedure shows that the lower mantle is more viscous than the upper mantle and that Antarctica is melting, or both Antarctica and Greenland are melting, thereby contributing to a global sea level rise. Table 7 summarizes the range of variation of the parameters estimated in our analysis, namely, the upper and lower mantle viscosities and the ice loss in Antarctica and Greenland, based on the work by Cheng et al. [1997] . The upper mantle viscosity is of the order of 10 20 Pa s, a value definitively lower than the Haskell [1935] one of 10 21 Pa s. It is noticeable the increase in the lower mantle viscosity n L from 1.6 Â 10 21 Pa s to 5 Â 10 21 Pa s when ice loss in Antarctica is taken into account and from 5 Â 10 21 Pa s to 10 22 Pa s when present-day melting occurs in both Antarctica and Greenland. The lower mantle viscosity is much better constrained than that of the upper mantle, which is not surprising, once we consider the shape of the _ J ' surfaces in the upper-lower mantle viscosity space: they show that the low-degree zonals considered are more sensitive to lower mantle viscosity than to the upper mantle's. This behavior is somewhat dependent on the parameterization of the lower mantle viscosity n L by one value, as shown by Table 6 . Ivins et al. [1993] . This sensitivity of the low-degree zonals can also be substantiated by a rigorous sensitivity analysis with depth within the Earth's mantle of the kernels of the geopotential, as by Mitrovica and Peltier [1991] , who first showed that the resolution power of the low-degree _ J ' is peaked in the lower mantle. These previous theoretical findings tell us that we have to interpret our results with caution, as being representative of an average value for the viscosity of the lower mantle.
[44] Although our procedure differs in several respects from that used by James and Ivins [1997] to estimate the lower mantle viscosity and to bound the ice mass imbalance in the polar regions of the Earth, it is quite remarkable that our results are coherent with some of their scenarios. James and Ivins [1997] used in fact a linear relationship between the rate of eustatic sea level change from Antarctica and _ J ' Ant and fixed the total sea level rise. They gave an appropriate scenario for a homogeneous lower mantle (see Table 6 of James and Ivins) that can be directly compared with the results reported here. For a total sea level rise of 1.5 mm yr
À1
, corresponding to the B scenario in Table 6 of James and Ivins, the sea level rise from Antarctica is 0.7 mm yr À1 , corresponding to a lower mantle viscosity of 5 Â 10 21 Pa s and to an essentially stable Greenland, which is in complete agreement with our case of stable Greenland and melting of Antarctica at À240 Gt yr À1 , or sea level rise of 0.7 mm yr À1 , and to the same lower mantle viscosity, as shown in Table 7 , for the (Pl + Ant) case. The James and Ivins [1997] D scenario with n L = 2 Â 10 22 Pa s, in which Antarctica and Greenland contribute to a sea level rise of 0.8 and 0.4 mm yr À1 , represents the counterpart of our (Pl + Ant + Gre) case, Table 7 . For the latter, in fact, n L is 10 22 Pa s, and both Antarctica and Greenland are melting at À280 and À60 Gt yr [45] It is worth noting the coherence between James and Ivins ' [1997] results and the present results, in view of the different number of zonals and, in particular, of the use of the odd ones: these are lumped by James and Ivins [1997] , while completely separated in our case.
[46] Our lower mantle viscosity estimate, ranging between 5 Â 10 21 and 10 22 Pa s also includes the estimate of 6.6 Â 10 21 provided by Johnston and Lambeck [1999] , which is based on the rate of change of the spherical harmonic coefficient of degree 2 of the geopotential and on true polar wander, once Pleistocene and present deglaciation are considered and a nonsteric sea level rise of 1 mm yr À1 is assumed. Viscosity inferences in Table 7 agree also with those by Lambeck et al. [1998] that, from sea level changes in northern Europe, estimate an upper mantle viscosity of 3 -4 Â 10 20 Pa s and a lower mantle one at least an order of magnitude greater.
[47] Our results are also consistent with those of Mitrovica and Forte [2004] , that are based on a joint inversion of glacial isostatic adjustment and convection data sets. Our upper mantle viscosity agrees with their mean value of 4 Â 10 20 Pa s and with their large viscosity increase from the upper to the lower mantle, which reaches a peak of 10 23 Pa s at a depth of 2000 km. According to Figure 3 of Mitrovica and Forte, their mean lower mantle viscosity value is 10 22 Pa s, which coincides with our inverted lower mantle viscosity when both Antarctica and Greenland are melting. Although not as well resolved as the lower mantle viscosity, the range of variation of our upper mantle viscosity agrees with the better resolved values for this parameter obtained by Wieckzerkowski et al. [1999] from revising the relaxation time spectrum for Fennoscandia.
[48] The about 2 orders of magnitude increase in mantle viscosity from the upper to the lower mantle also agrees with the estimates of Kaufmann and Lambeck [2002] , based on a wide spectrum of data sets consisting of late Pleistocene and Holocene sea level data from Scandinavia, Barents Sea, central Europe, Canada and the far field, as well as rotation and gravitational data.
[49] It is remarkable that various data sets from a wide spectrum of geophysical observables linked to Postglacial rebound, convection and present-day ice melting concur to provide a similar viscosity profile.
[50] Two scenarios can thus be envisaged: one marked by a stable Greenland ice mass combined with ice mass loss concentrated in Antarctica at a rate of À240 Gt yr À1 and the other with both Antarctica and Greenland loosing ice mass, partitioned between À280 Gt yr À1 in Antarctica and À60 Gt yr À1 in Greenland. The SLR data cannot conclusively discriminate between these scenarios, although the case in which both Antarctica and Greenland are melting is favored from a statistical point of view, being characterized by the lowest c 2 . New SLR analyses and GRACE gravity space mission [Velicogna and Wahr, 2002; Wahr and Davis, 2002] are expected to provide higher harmonic, time-dependent gravity data to constrain the ice mass imbalance in the Northern and Southern hemispheres of the Earth. 
