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Abstract
This article is concerned with the observer-based output feedback stabilization problem for a class of nonlinear systems
that satisfies the one-sided Lipschitz and the quadratically inner-bounded conditions. The system model under consider-
ation encompasses the classical Lipschitz nonlinear system as a special case. For such a system, we design the output
feedback controller via constructing a full-order Luenberger-type state observer. Sufficient conditions that guarantee the
existence of observer-based output feedback are established in the form of linear matrix inequalities, which are readily
solved by the available numerical software. Moreover, the proposed observer-based output feedback designs are applied
to a flexible link manipulator system. Finally, simulation study on the manipulator system is given to demonstrate the
effectiveness of the developed control design.
Keywords
Observer-based stabilization, one-sided Lipschitz systems, output feedback, flexible link manipulator
Date received: 30 August 2015; accepted: 4 November 2015
Academic Editor: Hamid Reza Shaker
Introduction
In the design of feedback control systems, the knowl-
edge of system state plays a key role. However, in engi-
neering practice it may be quite difficult, sometimes
even impossible, to directly measure all the system state
variables through sensors.1 In those situations, a state
observer is usually needed, and then the so-called obser-
ver-based control can be carried out using the estimated
state.2–4 For linear systems, the observer-based control
is readily achieved due to the separation principle.
However, for nonlinear systems, the observer-based
control problem becomes quite difficult. In fact, for a
general nonlinear system, the state estimation by itself
is still an open problem. Therefore, the observer design
associated with the observer-based control problems of
nonlinear systems has received considerable attention
in the past two decades; see, for example, Maurice
et al.,5 Rajamani,6 Zhu and Han,7 Talole et al.,8 Shaker
and Tahavori,9 Shaker and How,10 Raghavan and
Hedrick11 and Song and Hedrick,12 and the references
therein.
It is known that for a general nonlinear system, the
so-called separation principle may not be valid. As a
consequence, the observer-based stabilization for gen-
eral nonlinear plants becomes quite challenging.
Therefore, in recent years, many research efforts are
mainly focused on some special kinds of
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nonlinearities.6–12 For instance, the classical Lipschitz
nonlinear system was popularly studied. Indeed, in
practice many physical systems globally or locally are
Lipschitz continuous. Till now, various effective meth-
ods have been provided to study the design of Lipschitz
state observers and the associated observer-based out-
put feedback control issue, for example, the Riccati
equation–based approach developed in Rajamani,6
Zhu and Han,7 Talole et al.,8 Shaker and Tahavori,9
Shaker and How,10 and Raghavan and Hedrick11 and
the linear matrix inequality (LMI)-based output feed-
back design proposed in Kheloufi et al.,2 Lien,4 and
Song and Hedrick.12
More recently, the one-sided Lipschitz condition has
been introduced in the design of nonlinear state obser-
ver.13–16 It is shown that the one-sided Lipschitz encom-
passes a large class of nonlinearities and can reduce
conservatism in the existing designs. Abbaszadeh and
Marquez17 further studied the state estimation problem
of one-sided Lipschitz systems by introducing an addi-
tional restrict called quadratically inner-bounded condi-
tion. For such systems, less conservative designs on
both full-order and reduced-order observers have been
considered by Zhang et al.18,19 where the Riccati equa-
tion and the LMI approaches were, respectively, intro-
duced. In the discrete-time case, the state estimation
issue was investigated in Zhang et al.20 Moreover, the
observer design for such systems with unknown inputs
was addressed in Zhang et al.21 However, it should be
noted that most of the above-mentioned references are
focused on the observer deign issue. A more challenging
problem is the observer-based stabilization or output
feedback control for one-sided Lipschitz systems. This
also motivates this study.
In this article, based on Lyapunov stability theory,22
we consider the observer-based stabilization for a gen-
eral class of nonlinear systems satisfying the one-sided
Lipschitz and the quadratically inner-bounded condi-
tions. In the existing literature, to the best of our
knowledge, only Fu et al.23 address the similar prob-
lem. However, Fu et al.23 actually used the one-sided
Lipschitz property defined in Hu,13 which is scaled by a
positive definite matrix P. How to verify that property
together with observer synthesis conditions is still an
open problem.13 In our study, we assume that the sys-
tem nonlinear function satisfies the standard one-sided
Lipschitz condition and is quadratically inner-
bounded.17 On the other hand, to design the observer-
based controller, the challenge is to analyze the
Lyapunov stability of closed-loop systems.9 Generally,
one needs to solve a kind of bilinear matrix inequalities
(BMIs).12 Many previous studies on observer-based
stabilization were designed by applying the obtained
BMI conditions. As we know, solving the BMIs is non-
deterministic polynomial-time hard (NP-hardness),24
and up to now there is no effective algorithm to
numerically solve a BMI problem (see, for example,
Kheloufi et al.2 and Boyd et al.25). Recently, in order
to overcome this limitation, Kheloufi et al.2 have devel-
oped a less conservative LMI approach for a class of
linear uncertain systems. Indeed, to solve observer-
based output feedback design of such systems, they
employed the famous Young’s relation25 to develop the
BMI and then transformed it into an LMI form.2
In this study, we also employ Young’s relation to
deduce the observer-based output feedback controller
synthesis conditions for nonlinear systems that satisfy
the one-sided Lipschitz condition and quadratically
inner-bounded condition. The systems under consider-
ation include the classical Lipschitz nonlinear systems
as special cases. Motivated by the methods proposed in
Kheloufi et al.2 and Zhang et al.,18 we formulate the
observer-based controller design issue for such systems
into solving a set of LMIs, which are readily tractable
via numerical software. Moreover, as the application of
observer-based control design, we use the developed
stabilization approach to a flexible link manipulator
system. The simulation results on the manipulator sys-
tem are also provided to demonstrate the effectiveness
of the proposed observer-based stabilization approach.
We shall use the following notation in this article:
R
n represents the n-dimensional vector space, Rm3 n
denotes the space of all m by n real matrices, and AT
indicates the transpose of a matrix A. The inner prod-
uct of vectors x, y 2 Rn is denoted by x, yh i, that is,
x, yh i= xTy. xk k stands for the Euclidean norm of vec-
tor x. A positive definite matrix P is denoted by P.0.
The symbol  stands for the symmetric term in a
matrix. In represents the identity matrix of dimension n.
Problem statement and preliminaries
Consider a class of continuous-time nonlinear systems
described by
_x(t)=Ax(t)+Bu(t)+ f x(t)ð Þ
y(t)=Cx(t)

ð1Þ
where x(t) 2 Rn, u(t) 2 Rm, and y 2 Rp are the state vec-
tor, the control input, and the measured output of the
system, respectively. The matrices A 2 Rn3 n,
B 2 Rn3m, and C 2 Rp3 n are the known constant
matrices. The vector-valued function f (x) : Rn ! Rn
represents the nonlinearity of the system. Throughout
this article, without loss of generality, we assume that
f (0)= 0, which implies that the unforced system (i.e.
u(t)[0) has the origin as an equilibrium point.
In what follows, we shall recall the Lipschitz prop-
erty and the one-sided Lipschitz property of the vector-
valued function f (x), respectively. The quadratic inner-
boundedness condition17 is also introduced, which is
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very helpful for obtaining LMI-type synthesis
conditions.
Definition 1. The vector-valued function f (x) is said to
be Lipschitz if there exists a constant a.0 such that17
f (x1) f (x2)k ka x1k  x2k ð2Þ
where a is called the Lipschitz constant.
Definition 2. The vector-valued function f (x) is said to
be one-sided Lipschitz if there exists a constant r 2 R
such that17
f (x1) f (x2), x1  x2h i r x1  x2k k2 ð3Þ
where r 2 R is called the one-sided Lipschitz constant.
Definition 3. The vector-valued function f (x) is said to
be quadratic inner-boundedness if there exist two con-
stants b, g 2 R such that17
f (x1) f (x2)k k2b x1  x2k k2+ g x1  x2, f (x1) f (x2)h i
ð4Þ
It is worthwhile to point out that the one-sided
Lipschitz constant r can be positive, zero, or even nega-
tive, while the Lipschitz constant a must be positive.
Additionally, the one-sided Lipschitz constants can be
chosen much smaller than the Lipschitz constants.13–17
Moreover, if a function is Lipschitz, it is both one-sided
Lipschitz and quadratically inner-bounded; however,
the converse is not ture.17 Therefore, the nonlinear
plant considered in our work encompasses the Lipschitz
nonlinear system as a special case (see Figure 1).
In this article, we focus our attention on the
observer-based output feedback control for system (1)
as well as its application to a flexible link manipulator
system. In the next section, we will consider the
observer-based stabilization design. We end this section
by introducing the following two useful Lemmas.
Lemma 1. For two matrices X and Y with appropriate
dimensions and a scalar e.0, we have the following
inequality27
XY + YTXT  eXXT + e1YTY ð5Þ
Lemma 2 (the Schur complement Lemma; see, for example,
Boyd et al.25). For a real symmetric matrix Q, the follow-
ing statements are equivalent:
1. Q : =
Q11 Q12
QT12 Q22
 
\0.
2. Q11\0, and Q22  QT12Q111 Q12\0.
3. Q22\0, and Q11  Q12Q122 QT12\0.
Observer-based stabilization design
In this section, we address the observer-based stabiliza-
tion problem for system (1) under conditions (3) and
(4). As usual, we first employ the known Luenberger-
like observer to estimate the state and then use the esti-
mated state to design a linear output feedback. More
precisely, we propose an observer-based controller as
follows
_^x(t)=Ax^(t)+Bu(t)+ f x^(t)ð Þ+K y Cx^(t)ð Þ
u(t)=Fx^(t), x(0)= x^0

ð6Þ
where x^(t) 2 Rn is the estimate of x(t), x^(0)= x^0 is the
initial value of the estimate, K 2 Rn3 p is the state
observer gain, and F 2 Rm3 n is the output feedback
gain. Here, K and F are the two real matrices to be
determined later.
Denote the estimation error by e(t) : = x(t) x^(t).
From equations (1) and (6), we have
_e(t)= (A KC)e(t)+ f  f^ ð7Þ
where f : = f (x) and f^ : = f (x^). Moreover, with equa-
tion (6), system (1) becomes
_x=(A+BF)x BFe+ f ð8Þ
In view of equations (7) and (8), the closed-loop sys-
tem can be rewritten as
x
e
 zffl}|ffl{
=
A+BF BF I 0
0 A KC 0 I
  x
e
f
~f
2
664
3
775 ð9Þ
where ~f : = f  f^ .
For system (9), let us consider the following
Lyapunov function candidate
V (x, e)=
x
e
 T
P 0
0 R
 
x
e
 
= xTPx+ eTRe ð10Þ
Consequently, calculating the derivative of V along
the state trajectories of equation (9) gives
Figure 1. The Lipschitz, one-sided Lipschitz, and quadratically
inner-bounded function sets.26
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_V (x, e)=
x
e
f
~f
2
664
3
775
T
S11 PBF P 0
 S22 0 R
  0 0
   0
2
664
3
775
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
S
x
e
f
~f
2
664
3
775 ð11Þ
where
S11=(A+BF)
TP+P(A+BF)
S22=(A KC)TR+R(A KC)
Notice that _V (x, e) 0 if the matrix inequality S 0
holds. However, as pointed out in Kheloufi et al.,2 the
matrix inequality S 0 is a BMI since it involves the
PBF term. As previously mentioned, up to now there is
no efficient numerical algorithm to solve the BMI
problem. In the recent literature, many research efforts
have been provided to overcome this problem. Inspired
by Kheloufi et al.,2 here we address the observer-based
stabilization problem for system (1) by employing
Young’s relation. More precisely, we have the follow-
ing conclusion.
Theorem 1. Consider system (1) satisfying the
conditions (3) and (4). Let the observer-based output
feedback controller be constructed in the form of
equation (6). Then the closed-loop system (9) is
asymptotically stable if there exist matrices Q.0, R.0,
K^, and F^ with appropriate dimensions and scalars
e1.0, e2.0, e3.0, e4.0, and f1.0 such that
S=
S1 S2
ST2 S3
 
\0 ð12Þ
where
S1=
~S11 0 I 0
 ~S22 0 R+(e4g  e3)I
  2e2I 0
   2e4I
2
664
3
775 ð13Þ
S2=
BF^T 0 Q 0
0 I 0 0
0 0 0 I
0 0 0 0
2
664
3
775 ð14Þ
S3= diag  Q
f1
,  f1Q,  c(e1, e2)I ,  z(e1, e2)I
 
ð15Þ
~S11=QA
T +AQ+ F^BT +BF^T
~S22=A
TR+RA CTK^  K^TC+ 2(e3r+ e4b)I
c(e1, e2)=
1
(2r  1)e1+(2b+ g)e2½ 
z(e1, e2)=
1
(e2g  e1)
Furthermore, the resulting observer gain matrix K
and the output feedback gain matrix F are, respectively,
given by K=R1K^T and F= F^TQ1.
Proof. Consider the closed-loop system (9) with equa-
tions (3) and (4). Based on Lyapunov stability theory,
we will prove that equation (9) is asymptotically stable
if the conditions of Theorem 1 are satisfied. To begin
with, let the Lyapunov function candidate V (x, e) be
defined in the form of equation (10).
Notice that f (0)= 0. Then from conditions (3) and
(4), for any positive scalars e1 and e2, we can obtain
e1
x
e
f
~f
2
664
3
775
T
2rI 0 I 0
0 0 0 0
I 0 0 0
0 0 0 0
2
664
3
775
x
e
f
~f
2
664
3
775  0 ð16Þ
and
e2
x
e
f
~f
2
664
3
775
T
2bI 0 gI 0
0 0 0 0
gI 0 2I 0
0 0 0 0
2
664
3
775
x
e
f
~f
2
664
3
775  0 ð17Þ
Similarly, from condition (4), we get
e3
x
e
f
~f
2
66664
3
77775
T
0 0 0 0
0 2rI 0 I
0 0 0 0
0 I 0 0
2
66664
3
77775
x
e
f
~f
2
66664
3
77775  0 ð18Þ
and
e4
x
e
f
~f
2
664
3
775
T
0 0 0 0
0 2bI 0 gI
0 0 0 0
0 gI 0 2I
2
664
3
775
x
e
f
~f
2
664
3
775  0 ð19Þ
where e3 and e4 are the two positive scalars.
Consequently, adding the left sides of equations (16)–
(19) to the right side of equation (11) gives
_V 
x
e
f
~f
2
664
3
775
T
S11+h1I PBF P+h2I 0
 S22 0 R+h3I
  2e2I 0
   2e4I
2
664
3
775
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
S
x
e
f
~f
2
664
3
775
ð20Þ
where
S22=A
TR+RA CTK^  K^TC+ 2(e3r+ e4b)I
K^=KTR, h1= 2(e1r+ e2b)
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h2= e2g  e1, h3= e4g  e3
From equation (20), we know that _V\0 if the condi-
tion S\0 holds.
Let us define Q : =P1. Pre- and post- multiplying
S\0 by matrix diag(Q, I , I , I) yields
~S=
~S11+h1QQ BF I+h2Q 0
 ~S22 0 R+h3I
  2e2I 0
   2e4I
2
664
3
775\0
ð21Þ
where
~S11=QA
T +AQ+ F^BT +BF^T , F^=QFT , ~S22= S22
Consequently, by developing ~S\0, we get
~S= S^+h1
Q
0
0
0
2
6664
3
7775
Q
0
0
0
2
6664
3
7775
T
+
BF
0
0
0
2
6664
3
7775
0
I
0
0
2
6664
3
7775
T
+
0
I
0
0
2
6664
3
7775
BF
0
0
0
2
6664
3
7775
T
+h2
Q
0
0
0
2
6664
3
7775
0
0
I
0
2
6664
3
7775
T
+h2
0
0
I
0
2
6664
3
7775
Q
0
0
0
2
6664
3
7775
T
\0
where
S^=
~S11 0 I 0
 ~S22 0 R+h3I
  2e2I 0
   2e4I
2
664
3
775
Using Lemma 1, we get the following inequality
~S S^+
BFT
0
0
0
2
6664
3
7775(f1Q)
BFT
0
0
0
2
6664
3
7775
T
+
0
I
0
0
2
6664
3
7775(f1Q)1
0
I
0
0
2
6664
3
7775
T
+h1
Q
0
0
0
2
6664
3
7775
Q
0
0
0
2
6664
3
7775
T
+h2
Q
0
0
0
2
6664
3
7775
Q
0
0
0
2
6664
3
7775
T
+h2
0
0
I
0
2
6664
3
7775
0
0
I
0
2
6664
3
7775
T
\0
ð22Þ
where f1.0 is a positive scalar.
Next, in order to retrieve the variable QFT , we apply
Young’s relation given in Boyd et al.25 Notice that
F^=QFT . Consequently, from equation (22) we get the
following inequality
~S S^
BF^T
0
0
0
2
66664
3
77775 f1Q
1 
BF^T
0
0
0
2
66664
3
77775
T

0
I
0
0
2
6664
3
7775 Q
1
f1
	 
 0
I
0
0
2
6664
3
7775
T
 h1  h2ð Þ
Q
0
0
0
2
6664
3
7775
Q
0
0
0
2
6664
3
7775
T
 h2ð Þ
0
0
I
0
2
6664
3
7775
0
0
I
0
2
6664
3
7775
T
\0
ð23Þ
Notice that the right side of equation (23) has the fol-
lowing form
S1  S2S13 ST2\0 ð24Þ
provided that h1+h2.0, h2.0, Q
1.0, and f1.0,
where S1, S2, and S3 are defined by equations (13)–(15),
respectively. By Lemma 2, we know that equation (24)
is satisfied if the matrix inequality (12) has a feasible
solution. This completes the proof.
It should be mentioned that equation (12) is not a
standard LMI form because in its blocks there exist
some terms like Q=f1 and f1Q. Next, we will discuss
how to formulate equation (12) into an LMI using a
similar technique as used in Kheloufi et al.2
Remark 1. In order to transfer the matrix inequality
(12) into an LMI form, we need to make a suitable
choice of f1. We can employ the following additional
constraints, that is, Q.a1I and I=f1  (2 f1)I .
Thus, equation (12) can be formulated into an LMI
with respect to a1 and b1 : =a1f1, where a1.0 is a
positive scalar. In fact, we have
 Q
f1
  (2 f1)Q  (2 f1)a1I=  (2a1  b1)I
ð25Þ
and
 f1Q  f1a1I=  b1I ð26Þ
Hence, equations (25) and (27) can replace the
blocks Q=f1 and f1Q in equation (23) by (2a1  b1)I
and b1I with 2a1  b1.0 and b1.0, respectively.
Corollary 1. Consider system (1) satisfying the Lipschitz
condition (2). Let the observer-based output feedback
controller be constructed in the form of equation (6).
Then the closed-loop system (9) is asymptotically stable
if there exist some matrices Q.0, R.0, K^, and F^ with
appropriate dimensions and scalars m1.0, m2.0, and
f2.0, such that
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W =
W1 W2
WT2 W3
 
\0 ð27Þ
where
W1=
W11 0 I 0
 W22 0 R
  m1I 0
   m2I
2
664
3
775 ð28Þ
W2=
Q BF^T 0
0 0 I
0 0 0
0 0 0
2
664
3
775 ð29Þ
W3= diag  I
(m1a
2)
,  Q
f2
,  f2Q
 
ð30Þ
W11=QA
T +AQ+ F^BT +BF^T ð31Þ
W22=A
TR+RA CTK^  K^TC+m2a2I ð32Þ
Furthermore, the resulting observer gain matrix K
and the output feedback control gain matrix F are,
respectively, given by K=R1K^T and F= F^TQ1,
respectively.
It should be mentioned that there exist some terms
like Q=f2, f2Q, m1I , and I=(m1a
2) in condition (27).
Hence, equation (27) is not a standard LMI. Then how
to check this condition is not an easy task. Here, we
provide Remarks 2 and 3 to address this problem.
Remark 2. Using a similar technique as in Remark 1,
we can formulate equation (27) into an LMI. Indeed, if
Q.a2I and b2=a2f2, we can replace the blocks Q=f2
and f2Q in equation (27) by (2a2  b2)I and b2I ,
respectively.
Remark 3. In order to choose a suitable m1 in equation
(27), we can further assume that
 1
m1
\ j ð33Þ
This implies that m1\1=j. On the other hand, notice
that m1 is a small positive scalar. Thus, if we further
assume 0\m1\1, then it follows that 0\j\1. Hence,
the block I=m1a2 in equation (27) can be replaced by
jI=a2, where 0\j\1. Therefore, based on the above
discussions, we can formulate equation (27) into an
LMI.
Application to flexible link manipulator
In this section, we study the application of the observer-
based output feedback controller proposed in section
‘‘Observer-based stabilization design.’’ Consider a one-
link flexible joint manipulator actuated by a direct cur-
rent (DC) motor, whose dynamics can be described as
follows (see, for example, Zhu and Han7 and Raghavan
and Hedrick11)
_um=vm
_vm=
k
Im
u‘  umð Þ  Cvf
Im
vm+
Kt
Im
u
_u‘ =v‘
_v‘ =  k
I‘
u‘  umð Þ  mgh
Im
sin (u‘)
8>>><
>>>:
ð34Þ
where Im denotes the motor inertia and I‘ denotes the
link inertia; um and u‘ are, respectively, the rotation
angles of the motor and the link, while _um and _u‘ stand
for their angular velocities; k,Kt,m, g, h.0 are the con-
stants (see Table 1).
For such a manipulator system, we can easily mea-
sure the position and velocity of the motor, but the
other states are difficult to measure directly. In prac-
tice, usually we need to design a state observer first and
then use the estimated state to design the output feed-
back controller. Using the parameters in Table 1, sys-
tem (34) can be rewritten in the form of equation (1)
with
x=
um
vm
u‘
v‘
2
6664
3
7775, A=
0 1 0 0
48:6 1:26 48:6 0
0 0 0 10
1:95 0 1:95 0
2
6664
3
7775,
B=
0
21:6
0
0
2
6664
3
7775 ð35Þ
C=
1 0 0 0
0 1 0 0
 
, f (x)=
0
0
0
0:333 sin (x1)
2
664
3
775 ð36Þ
In this case, it is easy to verify that conditions (3)
and (4) are satisfied with r=b= 0:1109 and g= 0.
Consequently, we can apply Theorem 1 to design the
observer-based output feedback controller (9). After
Table 1. Manipulator parameters.
Manipulator parameter (units) Value
Motor inertia, Im (kgm
2) 3:73103
Link inertia, I‘ (kgm
2) 9:33103
Pointer mass, m (kg) 2:13101
Torsional spring constant, k (Nm/rad) 1:83101
Viscous friction coefficient, Cvf (Nm/V) 4:6310
2
Amplifier gain, Kt (Nm/V) 8:03102
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solving equation (12) via the MATLAB LMI control
toolbox, we can obtain the observer gain K and the out-
put feedback gain F as follows
K=
1:2907 23:0311 1:3713 5:8967
24:3525 2:6718 53:2993 6:7679
 T
ð37Þ
and
F= 11:7561 1:8562 6:4643 14:2175½  ð38Þ
Let the initial conditions be x(0)=
(2 2 1:5 2 )T and x^(0)= ( 0:5 1 1 1 )T ,
respectively. The simulation results are shown in
Figures 2–5. Figures 2 and 3 show the state and its
estimate of system (1) with the observer-based output
feedback controller (6). Figures 4 and 5 display the
dynamics of estimation errors. It can be seen that the
system state is very well estimated and the whole
closed-loop system is asymptotically stable as
excepted.
Conclusion
In this work, we have proposed an observer-based out-
put feedback controller for a generalized Lipschitz non-
linear system that satisfies the one-sided Lipschitz and
the quadratically inner-bounded conditions. With the
help of the LMI-based observer design approach and
using Young’s relation, we have established some LMI-
type synthesis conditions that ensure the existence of
observer-based output feedback controller design.
Moreover, we applied the proposed observer-based
control design to a flexible link manipulator system.
We used MATLAB platform to simulate the dynamic
response of the closed-loop system. The simulation
Figure 2. Simulation for states x1 and x2 and their estimate.
Figure 3. Simulation for states x3 and x4 and their estimate.
Figure 4. Simulation for the estimation errors of x1 and x2.
Figure 5. Simulation for the estimation errors of x3 and x4.
Wu et al. 7
results showed that the whole system has good perfor-
mance under the developed control design scheme. The
further work should investigate the digital implementa-
tion of the observer-based output feedback controller.
Declaration of conflicting interests
The author(s) declared no potential conflicts of interest with
respect to the research, authorship, and/or publication of this
article.
Funding
The author(s) disclosed receipt of the following financial sup-
port for the research, authorship, and/or publication of this
article: This work was supported by the National Nature
Science Foundation (Nos 61473129 and 51505273) and the
Foundation of Shanghai University of Engineering Science
(Nos nhky-2015-06 and 15KY0117).
References
1. Ibrir S, Xie W and Su C. Observer-based control of
discrete-time Lipschitzian non-linear systems: application
to one-link flexible joint robot. Int J Control 2005; 78:
385–395.
2. Kheloufi H, Zemouche A, Bedouhene F, et al. On LMI
conditions to design observer-based controllers for linear
systems with parameter uncertainties. Automatica 2013;
49: 3700–3704.
3. Arcak M and Kokotoviæ P. Observer-based control of
systems with slope-restricted nonlinearities. IEEE T
Automat Contr 2001; 46: 1146–1150.
4. Lien C. An efficient method to design robust observer-
based control of uncertain linear systems. Appl Math
Comput 2004; 158: 29–44.
5. Maurice W, Heemels M, Daafouz J, et al. Observer-
based control of discrete-time LPV systems with uncer-
tain parameters. IEEE T Automat Contr 2010; 55:
2130–2135.
6. Rajamani R. Observers for Lipschitz nonlinear systems.
IEEE T Automat Contr 1998; 43: 397–401.
7. Zhu F and Han Z. A note on observers for Lipschitz
nonlinear systems. IEEE T Automat Contr 2002; 47:
1751–1754.
8. Talole SE, Kolhe JP and Phadke SB. Extended-state-
observer-based control of flexible-joint system with
experimental validation. IEEE T Ind Electron 2010; 57:
1411–1419.
9. Shaker HR and Tahavori M. Stability analysis for a class
of discrete-time two-dimensional nonlinear systems. Mul-
tidim Syst Sign P 2010; 21: 293–299.
10. Shaker HR and How JP. Stability analysis for class of
switched nonlinear systems. In: Proceedings of the 2010
American control conference, Baltimore, MD, 30 June–2
July 2010, pp.2517–2520. New York: IEEE.
11. Raghavan S and Hedrick JK. Observer design for a class
of nonlinear systems. Int J Control 1994; 59: 515–528.
12. Song B and Hedrick JK. Observer-based dynamic surface
control for a class of nonlinear systems: an LMI
approach. IEEE T Automat Contr 2004; 49: 1995–2001.
13. Hu G. Observers for one-sided Lipschitz nonlinear sys-
tems. IMA J Math Control I 2006; 23: 395–401.
14. Xu M, Hu G and Zhao Y. Reduced-order observer for
one-sided Lipschitz nonlinear systems. IMA J Math Con-
trol I 2009; 26: 299–317.
15. Zhao Y, Tao J and Shi N. A note on observer design for
one-sided Lipschitz nonlinear systems. Syst Control Lett
2010; 59: 66–71.
16. Hairer E, Norsett S and Wanner G. Solving ordinary dif-
ferential equations II: stiff and DAE problems. Berlin:
Springer-Verlag, 1993.
17. Abbaszadeh M and Marquez HJ. Nonlinear observer
design for one-sided Lipschitz systems. In: Proceedings of
the 2010 American control conference, Baltimore, MD, 30
June–2 July 2010, pp.5284–5289. New York: IEEE.
18. Zhang W, Su H, Liang Y, et al. Nonlinear observer
design for one-sided Lipschitz systems: an linear matrix
inequality approach. IET Control Theory A 2012; 6:
1297–1303.
19. Zhang W, Su H, Wang H, et al. Full-order and reduced-
order observers for one-sided Lipschitz nonlinear systems
using Riccati equations. Commun Nonlinear Sci 2012; 30:
169–184.
20. Zhang W, Su H, Zhu F, et al. A note on observers for
discrete-time Lipschitz nonlinear systems. IEEE T Cir-
cuits: II 2012; 59: 123–127.
21. Zhang W, Su H, Zhu F, et al. Unknown input observer
design for one-sided Lipschitz nonlinear systems. Non-
linear Dynam 2015; 79: 1469–1479.
22. Shaker HR and Shaker F. Lyapunov stability for
continuous-time multidimensional nonlinear systems.
Nonlinear Dynam 2014; 75: 717–724.
23. Fu F, Hou M and Duan G. Stabilization of quasi-one-
sided Lipschitz nonlinear systems. IMA J Math Control I
2012; 23: 395–401.
24. Toker O and O¨zbay H. On the NP-hardness of solving
bilinear matrix inequalities and simultaneous stabiliza-
tion with static output feedback. In: Proceedings of the
1995 American control conference, Seattle, WA, 21–23
June 1995, vol. 4, pp.2525–2526. New York: IEEE.
25. Boyd S, Ghaoui LE, Feron E, et al. Linear matrix
inequalities in system and control theory. Philadelphia,
PA: SIAM, 1994.
26. Abbaszadeh M and Marquez HJ. Design of nonlinear
state observers for one-sided Lipschitz systems (arXiv
preprint arXiv: 1302.5867), 2013, http://arxiv.org/abs/
1302.5867
27. Chang X and Yang G. New results on output feedback
HN control for linear discrete-time systems. IEEE T
Automat Contr 2014; 59: 1355–1359.
8 Advances in Mechanical Engineering
