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Machine Intell., vol. PAMI-2, pp. 554-562, 1980. [25] R. Y. Tsai and T. S. Huang, "Uniqueness and estimation of threedimensional motion parameters of rigid objects with curved surfaces," in Proc. PRIP, 1982 Abstract-This paper describes the use of maximum a posteriori probability (MAP) techniques to estimate the mean values of features used in statistical pattern classification problems, when these mean feature values from the various decision classes are jointly Gaussian random vectors that are correlated across the decision classes. A set of mathematical formalisms is proposed and used to derive closed-form expressions for the estimates of the class-conditional mean vectors, and for the covariance matrix of the errors of these estimates. Finally, the performance of these algorithms is described for the simple case of a two-class one-feature pattern recognition problem, and compared to the performance of classical estimators that do not exploit the class-toclass correlations of the features' mean values.
Index Terms-Bayesian learning, dynamic speaker adaptation, maximum a posterioi probability, multivariate normal probability densities, speech recognition, statistical parameter estimation, statistical pattern recognition. 
I. INTROODUCTION
Pattern classification systems frequently use parametric probability density functions (pdf's) to describe the objects to be classified. In many of these cases the exact statistical parameters specifying the data may vary for different data sets to be classified, and under these circumstances the classifier must estimate the statistical parameters of the probability densities as it performs the actual classifications.
Maximum a posteriori probability (MAP) estimation is a useful approach to the problem if the statistical fluctuations of the parameters to be estimated may be characterized as random variables with known a priori probability distributions. The MAP estimation procedure specifies in effect an optimal combination of this a priori knowledge of the parameters to be estimated with the a posteriori knowledge gained from observing labeled samples of the data to be classified. In this paper we are concerned with classification problems in which the classifier uses Bayesian estimation methods to learn the mean vectors of normally distributed data to be classified, and in which the values of these mean vectors are correlated across the various decision classes. (We also assume that the probability distributions of the mean vectors across the various data sets to be classified are normally distributed.) In previous application of MAP estimation to learning the mean vectors of probability distributions frorn which samples were to be classified, the means for a given decision class had been assumed to be dependent only on observations from that decision class, and hence estimates of the mean vectors of the observations for that class would be updated only when a new sample from that particular class is presented to the classifier. In the present paper we propose an extension to the MAP procedure in which the mean vectors are assumed to be correlated across decision classes, and estimates of the means for all of the classes are updated after any new observation from any of the classes. This procedure, which we refer to as the extended MAP algorithm (EMAP), has been found useful in estimating statistical parameters for a feature-based speech recognition system [ 1 ] , [5] .
Our research on statistical estimation of correlated mean vectors was originally motivated by a desire to adapt our featurebased speech recognition system to the acoustical characteristics of individual speakers. In the simple application we considered. speaker adaptation consisted of adjusting the mean vectors of the various decision classes making use of the utterances input to the system by an individual speaker. We found empirically, for example, that if the system "knows" how a given speaker pronounces the letter M, it could infer some information about how the same speaker will pronounce the letter N, by making use of correlations of the mean values of the features for the letters M and N. Thus, the speed of adaptation of the classifier was increased by exploiting these correlations between the mean values of features describing the different classes of speech sounds to be recognized.
In the following sections we describe the mathematical formalisms used to derive a closed-form expression of the EMAP estimation algorithm in the case of multivariate Gaussian distributions. In Section II, we review the results obtained with classical application of the MAP estimation for updating the means of pdf's of normal distributions. In Section III, after defining a set of notations used to describe the possible interactions of the features within and across the various decision classes, we derive the EMAP estimation algorithm along with the estimated values of the class-conditional mean vectors and covariance matrices, and we describe how EMAP estimation has been successfully applied to perform speaker-adaptation on a feature-based speech recognition system. In SectiQn IV, we examine the particular case of a two-class and one-feature problem to gain better insight about the performance and 0162-8828/84/0700-0530S01.00 © 1984 IEEE 
The matrix Rk is equal to the expected value of (Pk -Pk) (ILk -Ik)t and can be viewed as the correlation matrix of the errors [ 6 ] . Thus, the diagonal terms of Rk represent the meansquare error of the feature mean values for Class .k.
Given (1) and (2), it can be proved [3] that
which is the updated version of the class-conditional probability density function. 1 We note that the results derived in this section are based on the assumption that the class-conditional covariance matrices are independent of the class-conditional mean vectors. An optimal procedure has been derived for the cases where this assumption is not valid and is reported in [4] . In this procedure, the covariance matrices as well as the means of normal densities are estimated on the basis of observed labeled samples, making use of the properties of Wishart distributions [ 2 ] .
'This result can be intuitively understood if we view an observation vector x as the sum of two random vectors, the mean vector,tk distributed around its estimate -k with a covariance matrix Rk and an independent random vector y with p(y 31 (0, Sk). We can then use the fact that the sum of two independent normally distributed random vectors is a random vector whose mean is the sum of the means and whose covariance matrix is the sum of the covariance matrices. of (Ak -U0k)(Pr -Aor)t is the cross-covariance matrix of uk and Ar and has been previously defined as Bk, r. As shown in Since we assume the observations to be statistically independent, and since the pdf of the observations from a given class is independent of the means of other classes, we obtain p(%, X2,., XC1|jU1, A2, * * *,AC)-n P( (k where ax is a constant that depends on the determinants of the various matrices and on the observations but is independent of the mean vectors, and is the previously defined generalized mean vector.
The above expression may be rewritten as follows: Similarly, if (Sk)ij is the (ij)th element of Sk we define
otherwise. These notational conventions are illustrated in Fig. 3 H=S-' +NS-1 HA =S -'po +NS 'A.
(8) (9) Combining (8) and (9), and using basic properties of matrix inversion and multiplication, we finally obtain A= S(S + SON)-'Ito + SO(S +NSO)1'NA.
(10) Class (k). We call S the generalized covariance matrix (Fig. 4) , and N the generalized number of observations matrix.
Finally, we define A k = (1 nk) .7k= Xkj,j as the sample mean (average) or the observation from Class Ok and Ak as its CDdimensional extension.
B. Derivation of the Extended MAP Estimate
Using the above notational conventions, we can now write and (4) 
The parameter depends on the ae from (4) and on the observations, but it is independent of ,u. If we now keep only the terms that depend on ,u under the exponential and incorporate the other terms in a new parameter 'y, (6) can be written as P(,uA X1, * * *,Xc) = exp (-( NSA(S +NS-' ),u -2Wu(S-1 ,O + NS-'AX))).
Furthermore, the a posteriori probability density function of the generalized mean vector is equal to
where
and ,i is given by (10).
Since ,I is the value of p that maximizes the a posteriori density p (Il XI , , X c), it is the MAP estimate of the generalized mean vector,u. The expressions obtained for ,u and K make intuitive sense: ,A is a combination of the a priori generalized mean vector and the average observation vector. When the number of observations becomes large, the norm of the matrix N becomes large too, and the contribution of the observations predominates the contribution of the a priori mean. When there are no observations, the matrix N contains only zeros and (10) yields P =,u-O . Similarly, the covariance matrix K, given by (12), is equal to the meancrosscovariance matrix-SO when no observations have been obtained (i.e., N = 0) and its norm decreases when the number of observations increases, so that the distribution of IA becomes "tighter" around its estimate , as more observations are obtained.
C. Performance of the Extended MAP Estimate
From (1 1), we learn that the a posteriori pdf of the random vector pA given the sets of observations (11, * * , X c) is Gaussian with mean ,u and covariance matrix K = SO (S + NSo) -1 S. Because the mode of a Gaussian pdf is also its mean, ,u can also be interpreted as the minimum mean-square estimate (MMSE) of IA and the correlation matrix of the errors for that estimate is equal to E(^-A1)( -1)t =R. The MAP estimation procedutre can be successfully applied to a number of pattern classification problems for which the mean vectors characterizing the various decision classes are random and jointly Gaussian. In feature-based speech recognition systems, for example, the mean values of the features used for classification of unknown sounds may vary greatly from one speaker to another [ 5 ] . If the pdf 's of the class-conditional mean vectors over the entire population of speakers are known in such cases, we can use the EMAP estimation procedure to adjust them to the characteristics of individual speakers. After the recognition system classifies each incoming utterance it receives feedback from the user indicating which class has been input. The system uses this labeled observation as well as the previous ones to update the mean values of all features for all decision classes. The modified values of the pdf's of all decision classes are then used in performing subsequent classifications.
Specifically we assume that p(Xk IWk) -(pk,Sk), and that P(Qk 5'l ) I(pk,Rk) as discussed in Section II.
We then obtain, as in (3),
where xk is a random observation from Class uk. The matrix K previously defined and its diagonal blocks, the Rk's, have to be recomputed after each new observation since the obtention of mnore accurate estimates of the class-conditional mean vectors reduces the contribution of imperfect knowledge of those mean vectors to the covariance of the observations used in performing the classifications. In particular, when the number of observations is very large, the matrices Rk approach the null matrix so thatSk +Rk kSk.
Speech recognition is a good application for EMAP estimation since there exist high correlations between the pronounciation of different sounds by a given speaker. A preliminary application of the EMAP estimation procedure to the isolated-letter recognition system FEATURE [5] produced a decrease in the classification error rate of the English alphabet from 12.5 percent to approximately 6 percent after four presentations of each letter from a new speaker, and decreases in error rates from 14 percent to less than 5 percent for the confusable sets of letters {M, N}and { B, D. P, T.
IV. PERFORMANCE OF THE EXTENDED MAP ESTIMATE FOR A SIMPLEF TWO-CLASS ONE-FEATURE PROBLEM
In this section, we consider a simple problem with two decision classes coi and cc2 and only one feature, and we derive the closed form expression of the pdf's of the means of that feature for ccl and c2, p, and P2, respectively. The optimal estimate for this simple case can be described analytically in an intuitively pleasing fashion, and it provides additional insight into the conditions for which the additional information provided by observations from other decision classes is most useful.
We assume that P1 and /2 are correlated jointly Gaussian random variables with means Plo and P02, variances U0 and aU, and cross-covariance PCrOu02, where p is the correlation coefficient. We also assume that the conditional pdf's of the observations from Class cc1 and Class Cc2 given P I and /2 are From (17), we see that r42 is always smaller than a2, the a priori variance of Co1 and is a decreasing function n2. As n2 becomes large, r 2 approaches its lower bound of a2l(l -p2).
As could be expected, this lower bound decreases when the cross-covariance between 1,i and /12 increases.
Finally, let us consider the case where nI = n2= n, a,= = a, and a1 =a2 = r. In that case r2 = o2 ora +na( 0 We can see that the expected mean-square error asymptotes to 0 in all curves as n becomes large. We can also see that the most significant improvement of the mean square error for small n is obtained in the case of highly correlated mean values.
We note from (16) that for a given n, r1 is an increasing function of U2/j2. Therefore, the most advantageous conditions for the use of the extended MAP estimate occur when 1) the correlation of the mean values across classes is high, 2) the ratio of the variance of the data to the variance of the mean, a/a0 is low, and 3) the number of observations is small. V. SUMMARY AND CONCLUSIONS In this paper we reviewed the classical MAP estimation procedure for updating the probability density functions of Gaussian random mean vectors from a set of labeled observations. We extended the procedure so that it could take into consideration not only the feature-to-feature correlations within a decision class but also the correlations of the features' means from one class to another. We formally evaluated this procedure for a simple two-class and one-feature case. We showed that the mean-squared error of estimates of the mean vectors is always smaller when the class-to-class correlations are taken into account, and that the greatest improvement afforded by the exploitation of class-to-class correlations is obtained when the number of observed samples is small, the class-to-class correlations of the means are high, and the ratio of the variance of the data to the variance of the mean is large.
The formulation of the estimation procedure was simplified by the use of a set of notational conventions that capture the covariances of the feature mean values within a given class as well as the cross-covariances between the mean vectors of different classes.
