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In this paper, we present Direct Numerical Simulations of Nucleate Boiling on a single site in configura-
tions involving both a large microscopic contact angle, a moderate Jakob number (less than 50) and a high
density ratio between the two phases. A detailed study on the validation of the numerical simulations is
presented. Several issues about the numerical modelling of the contact line are addressed in order to
define a global strategy to perform accurate and predictive simulations. Benchmarks from pioneering
studies (Son et al., 1999) have been reproduced with more recent numerical methods and thinner grids
in order to define the most relevant strategy for successful simulations. In particular, the grid sensitivity
of the solution is thoroughly investigated by performing simulations with four successive grids. The
numerical results are compared favorably with experimental data, since the discrepancy between the
numerical solutions and the experimental data is always less than 10% whether the departure diameter
or the departure frequency are considered. The influence on the numerical solution of the thermal con-
duction in the solid heater is also assessed and we report that this parameter has no influence in the con-
figurations of thick and highly conductive materials that have been considered in this study. We also
present clarifications about the requirement of a specific modelling in the contact line region in order
to account for a possible impact of the micro-region. Finally, based on the results of this analysis of
our numerical simulations, we formulate the following unusual conclusion: the implementation of a
micro-region model and an additional coupling between the overall solver and such a model is not
required to perform well-resolved and accurate numerical simulations in the case of high density ratio,
high microscopic contact angle (up to 30) and moderate Jakob number. Next, we present some compar-
isons on the bubble shape evolution between the numerical simulations and a static force balance model,
in order to investigate the mechanisms leading to the bubble detachment. Finally, we conclude this paper
by presenting a parametric study, by varying the Jakob number, in order to propose a new correlation on
the bubble detachment radius depending on the latter dimensionless number.1. Introduction
Nucleate Boiling is a topic of interest for various industrial
applications, such as heat exchangers, fluid management in
micro-gravity for space applications [3] or spray cooling. Whereas
some macroscopic models or semi-empirical correlations can pro-
vide realistic results in different configurations [4,53], the capabil-
ities of such models are often limited by a lack of understanding
about the microscopic details involved in the whole process. Con-
sequently, our interest is focused on the Direct Numerical Simula-
tion of the Nucleate Boiling of a single bubble, in order to perform
low scale investigations of this physical phenomenon.Dhir et al. report attractive results in their pioneering work [52]
on the Direct Numerical Simulations of Nucleate Boiling, however
some clarifications are still required to define a well-established
numerical strategy to perform predictive and well-resolved simu-
lations. Indeed, in addition to typical algorithms for the Direct
Numerical Simulation of two-phase flows (VOF, Level Set, Front
Tracking), Nucleate Boiling simulations require specific numerical
methods to compute the heat transfer and the phase change at
the interface between the liquid and the vapor. In particular, ther-
modynamic conditions on the interface temperature and jump
conditions on the normal velocity and on the heat flux must be
imposed to ensure that the second law of thermodynamics, the
mass conservation and the energy conservation will be respec-
tively preserved across the interface. Once this step has been
achieved, the boiling mass flow rate is computed from the local
thermal gradients. Next, this mass flow rate must be used both
to move the interface by taking into account the boiling velocity
and to impose the jump condition on the velocity field. Many
works [7,12,21,26,32,48,51,52,58,61] have been dedicated to the
development and the implementation of specific numerical meth-
ods to perform accurate simulations including all these features. In
particular, in [58] some benchmarks have been proposed to assess
the relevance of several numerical methods by comparing numer-
ical and theoretical predictions. The following conclusions have
been drawn from this study, it is showed that a smoothed Dirac
function should be avoided to discretize the jump condition on
the normal velocity component, because by smearing out this
source term, the interface is no longer transported by the correct
velocity. In the same study, the authors also shown that a signifi-
cant gain in accuracy can be obtained by using quadratic extrapo-
lations of the temperature field to populate ghost cells in each side
of the interface before computing the boiling mass flow rate. How-
ever in the computations presented in the latter study, no contact
line was involved between a liquid-vapor interface and a solid. If
one considers the Direct Numerical Simulation of Nucleate Boiling,
additional issues must be faced, such as the computation of
mechanical and thermal effects on the triple line which is formed
where the bubble is contacting the hot wall. Modelling heat and
mass transfer in the vicinity of the contact line is challenging
because of the strong localization and singular behavior of the wall
shear stress, the heat flux, and thus the boiling mass flow rate. For
instance, the interface temperature is equal to the saturation tem-
perature [16], corresponding to the external pressure, and can be
different from the wall temperature. This temperature discontinu-
ity on the contact line leads to a thermal singularity since the cor-
responding thermal flux locally tends to infinity. In the following
works [19,35,36,40,44,54,60], models have been proposed to
develop a singularity-free description of hydrodynamics and heat
transfer in the liquid micro region, which can appear in the contact
line vicinity. The high evaporation rate at the contact line induces a
strong pressure gradient in the micro region and a strong change in
the interface curvature. At the contact line, the microscopic contact
angle hmic is equal to the Young-Laplace angle and the slope of the
interface increases in the micro-region, and at macroscopic scale it
reaches an apparent contact angle value happ. The contact line mod-
els provide information on the apparent contact angle and heat
flux or mass flux in the micro-region depending on the wall super-
heat and on the microscopic contact angle.
We present in this paper a discussion and some results on a
micro-region model proposed in former studies [35,36]. By using
this micro region model, it will be showed that in the considered
configuration, i.e. a partially wetting fluid with a high microscopic
contact angle (up to 30) and a moderate Jakob number (less than
50), the apparent contact angle is almost equal to the microscopic
contact angle, and the mass flux is negligible by comparison to the
overall mass flux around the bubble.
Next, we present new results on the Direct Numerical Simula-
tion of Nucleate Boiling in order to bring out an efficient numerical
methodology to succeed these simulations. Specific investigations
have been carried out on the influence of the grid size and on the
local variation of the temperature field inside the hot substrate.
Once the spatial convergence of the computation has been showed,
accurate comparisons with experimental data provided in [52] are
presented. The numerical results are in good agreement, with the
experiments, better than for works previously published, since
the discrepancy between the numerical simulations and the exper-
imental data are close to 5% both for the detachment radius and
the detachment frequency of the bubble. In anterior papers, errors
close to 20% are frequently reported, such as in [26,52], whether
the detachment radius or the detachment frequency are consid-
ered. The analysis of the difference between numerical simulations
and experimental data enables discussing about the relevance ofthe overall model. Thus by linking the information from the Direct
Numerical Simulation and from the micro-region model, we con-
clude our study by remarking that in the situation considered
herein, a coupling between a micro-region model with the overall
numerical solver is not required.
Next we propose a study of the bubble shape during its growth.
The bubble shape obtained with the Direct Numerical Simulation is
compared to the static bubble shape calculated from the integra-
tion of the Laplace equation. These comparisons show a good
agreement in the initial step of the bubble growth when the con-
tact line is advancing in the liquid domain, whereas some differ-
ences appear during the receding phase. This difference can be
attributed to the mass added force, induced by the liquid inertia,
which cannot be neglected when the contact line is receding.
Indeed, when the contact line is receding, the interface motion is
no longer driven by slow thermal effect but it is accelerated by
the development of a capillary instability. Finally, a parametric
study is presented to determine the influence of the Jakob number
on the bubble radius detachment.
2. Physical model and numerical methods
2.1. Conservation laws and jump conditions
The Direct Numerical Simulation of Nucleate Boiling is
performed by solving the conservation laws resulting from the
primitive principles of mass conservation, momentum balance,
energy conservation and the second law of thermodynamics. As
we will consider moderate wall superheat and low Mach number
flows, we will assume that the densities of the fluids are spatially
uniform. Moreover, all the simulations presented in this paper
will contain a free boundary condition in order to maintain iso-
baric conditions in the computational field. Thus, we can assume
that the free-divergence condition will be respected in each
phase
r  V! ¼ 0; ð1Þ
where V
!
is the velocity field.
However, following the jump condition formulation [50], if
phase change occurs, the following jump condition on the velocity
field must be imposed to ensure the mass conservation at the
interface [12,38,57]
½V
!
C ¼ _m
1
q
 
C
n
!
; ð2Þ
where _m is the local vapor mass flow rate, q is the fluid density, n
!
is
the normal vector at the interface pointing in the direction of the
liquid phase. The operator ½C denotes a jump condition across
the interface and it is defined as follows
½f C ¼ f vap  f liq: ð3Þ
The momentum balance can be expressed with the Navier-
Stokes equations for an incompressible flow
q
DV
!
Dt
¼ rpþr  ð2lDÞ þ q g!; ð4Þ
where p denotes the pressure, l the viscosity, D the deformation
tensor and g
!
the acceleration vector due to gravity. In order to
impose the momentum balance at the interface, an additional jump
condition on pressure must be satisfied across the interface
½pC ¼ rjþ 2 l
@Vn
@n
 
C
 _m2 1
q
 
C
; ð5Þ
where r is the surface tension, j is the local curvature of the
interface and @Vn
@n is the derivative in the normal direction of the
normal velocity component at the interface. The first term of the
right hand side of this equation is the capillary pressure from the
Laplace-Young law, the second term accounts for the discontinuity
of the normal viscous stress, and the last term is usually referred as
the recoil pressure. As for single component liquid-vapor systems,
the interface temperature is uniform and equal to the saturation
temperature, a constant value of the surface tension is imposed.
As a result the jump of the tangential viscous stresses across the
interface is equal to zero. It is noteworthy to remind that weak
variations of the saturation temperature can occur locally due to
the pressure jump condition, such as it is the case for the Kelvin
effect which is induced by the variation of the saturation temper-
ature due to a non-uniform capillary pressure. In specific situations
these variations can imply a significant discontinuity of the tan-
gential viscous stresses and leads to the development of a Maran-
goni convection even if single component liquid-vapor systems are
considered. In the Ref. [21], the authors proposed a quantitative
study on the respective scale of the surface tension variations for
different phenomena, in order to bring out that corrections are
negligible in most configurations.
Finally, if we assume that the heating due to viscous dissipation
can be neglected and that our system is isobaric, the first law of
thermodynamics can be expressed with the following simplified
equation based on an enthalpy formulation
qCp
DT
Dt
¼ r  ðkrTÞ: ð6Þ
T is the temperature, Cp is the specific heat for a constant pressure,
and k is the thermal conductivity. An additional jump condition on
the thermal flux is imposed to account for the latent heat of
vaporization
½krT  n!C ¼ _mðLvap  ½CpCðTsat  TjCÞÞ: ð7Þ
Lvap is the latent heat of vaporization, Tsat is the saturation temper-
ature of the liquid depending on the external pressure and TjC is the
interface temperature. By considering that the interface tempera-
ture is equal to the saturation temperature for a single component
liquid and vapor phase, the latter jump condition can be simplified
½krT  n!C ¼ _mLvap: ð8Þ
As it will be further detailed, this jump condition will be used in
the simulations to compute the vapor mass flow rate.
2.2. Numerical methods
The numerical methods used in this study are based on the
pioneering work of Fedkiw et al [8] on the Ghost Fluid Method.
This preliminary work has instigated many other numerical meth-
ods which have been developed keeping the guidelines of this first
paper [11–13,15,22,29,33,34,38,39,43,45,56–58]. All these studies
present new developments of numerical methods allowing a sharp
description of discontinuous terms in the framework of a well-
defined numerical theory. We summarize here briefly the numeri-
cal methods developed in this paper to perform accurate direct
numerical simulations of two-phase flows with phase change.
The Level Set Method [42,55] is used to compute the interface
motion by solving a convection equation for a Level Set Function /
@/
@t
þ V
!
int  r/ ¼ 0: ð9Þ
Positive values of / represent the liquid field and the negative
values in the gas field. V
!
int is the interface velocityV
!
int ¼ V
!
liq þ
_m
qliq
n
! ¼ V
!
vap þ
_m
qvap
n
!
: ð10Þ
Next, as proposed in [55], a reinitialization step is carried out in
order to ensure that the / function remains a signed distance in the
computational field. This is done by solving iteratively the follow-
ing algorithm
@d
@s
¼ signð/Þð1 jrdjÞ; ð11Þ
with d the reinitialized distance function, s a fictitious time and sign
(/) is a smoothed signed function defined in [55]. Two temporal
iterations of the resistance equation, Eq. (11), are performed at
every time step, in order to preserve a sufficient accuracy for the
computation of the normal vector (pointing to the liquid domain)
and of the curvature at the interface
n
! ¼ r/kr/k ; ð12Þ
jð/Þ ¼ r  n! : ð13Þ
Spatial derivatives are computed with usual numerical
schemes, such as fifth order WENO (Weighted Essentially Non
Oscillatory) scheme [20] for the convective derivatives and second
order finite volume for the diffusion terms. Temporal integration is
carried out with a second order Runge Kutta scheme. In recent
works [28,30] accurate comparisons between experimental data
and Direct Numerical Simulations on oscillations of bubble rising
have been presented by using these numerical methods. It is note-
worthy that in the following papers [5,37,47], an alternative
method is proposed to compute the distance function by using a
subcell fix in the grid cells that are crossed by the interface. This
technique enables not using a smoothed sign function during the
reinitialization step.
As the interface temperature is constant and continuous across
the interface, the following algorithm, named GFTSB (Ghost Fluid
Thermal Solver for Boiling) in [45], has been designed in [12] to
solve the heat transfer around the interface when phase change
occurs. First, solve the temperature field in the liquid domain with
a prescribed Dirichlet boundary condition at the interface
qlCplT
nþ1
l  Dtr  ðklrTnþ1l Þ ¼ qlCplðTnl  DtV
!
n
l  rTnl Þ
if / > 0; TjC ¼ Tsat; ð14Þ
with / a Level Set function. Next, solve the temperature field in the
vapor domain with the same prescribed Dirichlet boundary condi-
tion at the interface
qvCpvT
nþ1
v  Dtr  ðkvrTvÞ ¼ qvCpvðTnv  DtV
!
n
v  rTnvÞ
if / < 0; TjC ¼ Tsat: ð15Þ
Imposing an immersed Dirichlet boundary condition on an
interface, described on a Cartesian grid, can be done by using
the numerical method proposed by Gibou et al. in [11]. This effi-
cient method is second order accurate in space and leads to a
simple symmetric definite positive linear system that can be
solved with a standard Black Box solver. It should be mentioned
that second order and sharp discretization have also been pro-
posed for immersed Neumann and Robin boundary condition,
respectively in the following Refs. [39,43]. Once the temperature
field has been computed, the local mass flow rate can be easily
deduced from
_m ¼ ½krT  n
!C
Lvap
: ð16Þ
In order to compute accurately the thermal gradients across the
interface, extrapolations techniques are required to extend contin-
uously the temperature field and its derivatives by populating
ghost cells in each side of the interface [1]. This is done by solving
three successive Partial Differential Equations to extend the vapor
temperature field in the liquid domain. Theses equations are
@Tnn
@s
þ Hð/Þ n! rTnn ¼ 0; ð17Þ
@Tn
@s
þ Hð/Þðn! rTn  TnnÞ ¼ 0; ð18Þ
@T
@s
þ Hð/Þðn! rT  TnÞ ¼ 0; ð19Þ
where s is a fictitious time, Hð/Þ is an Heaviside function corre-
sponding to the Level Set function /, Tn and Tnn are respectively
the first and second derivative in the normal direction. Theses equa-
tions are solved as an iterative process until a steady state is
reached. A similar set of equations must also be solved to extend
the liquid temperature field in the vapor domain
@Tnn
@s
 Hð/Þ n! rTnn ¼ 0; ð20Þ
@Tn
@s
 Hð/Þðn! rTn  TnnÞ ¼ 0; ð21Þ
@T
@s
 Hð/Þðn! rT  TnÞ ¼ 0: ð22Þ
More details on the implementation of these extensions are
provided in [1]. Let us notice, that in a recent paper [58], it has been
showed that extending the temperature, the first normal derivative
and the second normal derivative strongly improves the overall
accuracy of the computation.
Once _m has been determined, the jump condition on the normal
velocity can be imposed when solving Navier-Stokes equations. We
describe here briefly the numerical method which has been pro-
posed in [38] in the framework of premixed front flame propaga-
tion. Next, this method has been used to deal with boiling flows,
such as in [12,58], and improved to deal with droplet in
[45,46,57]. We use in this paper an implicit temporal discretization
of the viscous terms that have been proposed in [29] and referred
in the latter as the implicit Ghost Fluid Semi-Conservative viscous
Method. This numerical scheme has already been used by Rueda
Villegas et al. [45,46] to perform numerical simulations of droplet
levitating above a hot plate in the Leidenfrost regime. In this speci-
fic regime, a very refined grid (with a minimum length of the grid
cell which is approximately 1 mm) must be used in the vicinity of
the wall to capture the formation of a very thin vapor layer
between the bottom of the droplet and the hot plate. Thus, using
an explicit temporal discretization leads to drastic constraints on
the time step, especially for the constraints from diffusion terms
which vary as the square of the smallest length of the grid cell.
Therefore, an implicit temporal discretization of these diffusion
terms, due to the viscosity and the thermal conduction, is essential
to alleviate the time step constraint in order to speed-up the sim-
ulations. In the case of Nucleate Boiling simulations, the length of
the grid cell is not as small as for simulations of Leidenfrost dro-
plet. However for the purpose of the convergence study which will
be presented in the results section, a very well resolved simulation
with a grid cell length of 5 mm is presented. In the latter configura-
tions, the time step due to viscosity is more drastic than the time
step due to capillary effect, and an implicit temporal discretization
of the viscous terms is beneficial considering the computational
cost.We remind here the implicit temporal discretization of the vis-
cous terms that has been used in [29,45] when the Ghost Fluid
Semi-Conservative viscous Method is used with a projection
method for solving incompressible flows
qnþ1V
!  Dtr  ðlrV!Þ ¼ qnþ1ðV!n  DtðA
!
ðV
!
nÞ  g!ÞÞ; ð23Þ
with the following definition of A
!
ðV
!
nÞ to account for convective
terms if phase change occurs
A!ðV!nÞ ¼ V!nl  rV!nl if / > 0 ; ð24Þ
A!ðV!nÞ ¼ V!ng  rV!ng if / < 0 : ð25Þ
The projection of Eq. (24) on the x-axis and the y-axis leads
respectively to the following relation on a staggered grid
qnþ1iþ1=2ju

iþ1=2j  Dtðr  ðlruÞÞjiþ12j
¼ qnþ1
iþ12j
uniþ12j
 Dt ðA
!
ðV
!
nÞ  e!xÞ

iþ12j
 g!
 ! !
; ð26Þ
qnþ1ijþ1=2v

ijþ1=2  Dtðr  ðlrvÞÞjijþ1=2
¼ qnþ1ijþ1=2 vnijþ1=2  Dt ðA
!
ðV
!
nÞ  e!yÞ

ijþ1=2
 g!
 ! !
: ð27Þ
This temporal discretization allows computing separately each
component of the velocity field by solving a symmetric positive
definite linear system. If phase change occurs, the following two
scalar jump conditions must be imposed when solving the previ-
ous two equations to preserve the mass conservation across the
interface
½uiþ1=2j ¼ _miþ1=2j
1
q
 
C
nxiþ1=2j; ð28Þ
½vijþ1=2 ¼ _mijþ1=2
1
q
 
C
nyijþ1=2: ð29Þ
The spatial discretization proposed in [34] is used to impose
these jump conditions when solving Eqs. (26) and (27). Next, the
velocity field must be extended in each side of the interface to pop-
ulate ghost cells, with the following relations
V!liq ¼ V! if / > 0;
V!ghostliq ¼ V! þ _m 1q
h i
C
n! if / < 0
8<
: ð30Þ
V!vap ¼ V! if / < 0;
V!ghostvap ¼ V!  _m 1q
h i
C
n! if / > 0:
8<
: ð31Þ
In the following step, the Poisson equation for the pressure is
computed
r  rp
nþ1
qnþ1
 
¼ f ; ð32Þ
where the velocity extension is used to compute the right hand side
f, as follows
f ¼ rV
!
liq
Dt if / > 0
f ¼ rV
!
vap
Dt if / < 0;
8><
>: ð33Þ
and with the pressure jump condition which is imposed with the
numerical methods proposed in [22,34]
½pC ¼ rjþ l
@Vn
@n
 
C
 _m2 1
q
 
C
: ð34Þ
The last step is the correction of the velocity field to ensure that
the velocity field is free-divergence in the two phases (but not
across the interface according to the jump condition given by Eq.
(2)). This correction is expressed as follows if the GFSCM is used
in conjunction with phase change:
V
!
nþ1 ¼ V
!  Dt
qnþ1
rPnþ1  rjþ l @Vn
@n
 
C
 _m2 1
q
 
C
 
n
!
dC
 
:
ð35Þ
More details on the implementation of these different steps can
be found in the following Refs. [29,34,45].
In [57], an additional step is performed to compute a ghost field
for the pressure in order to build an extension of the velocity field
which respects the divergence-free condition at the interface. This
further step strongly improves the mass conservation when con-
sidering droplet vaporization. However, it has been shown in
[58], that its impact was not so crucial in the framework of boiling
flows when bubble growth is involved. Consequently, as this cor-
rection is computationally expensive (one more Poisson equation
must be solved), it is not used in this study. Classical time step con-
straints must be imposed to ensure the temporal stability in
regards with convective terms, and surface tension terms
Dtconv ¼ Dx
max jjV
!
jj
; ð36Þ
Dtsurf tens ¼ 12
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
qliqDx3
r
s
: ð37Þ
The global time step restriction which accounts for the previous
two constraints is given by
1
Dt
¼ 1
Dtconv
þ 1
Dtsurf tens
ð38Þ
The central diagonal of the linear systems resulting from Eqs.
(26) and (27) are very dominant due to the low time steps (which
are mainly limited by the capillary constraint) used in all simula-
tions. Therefore, a fast resolution of these linear systems can be
carried out by using an Incomplete Choleski Conjugate Gradient
method (ICCG).
Finally, in the framework of the direct numerical simulation of
Nucleate Boiling, a prescribed contact angle h must be imposed on
the wall. That can be done by imposing the following Neumann
boundary condition on the / function, such as it is proposed in [33]
n
! r/j¼  cos h: ð39Þ
As the two equations for the / function, Eqs. (9) and (11), are
solved with an explicit temporal discretization, this boundary con-
dition can be imposed by populating ghost cells outside of the
computational field. If an immersed solid domain is considered
inside the computational field, solving an iterative PDE is required,
such as in [1,8,33], to build an extrapolated field that maintains the
suitable boundary condition on the / function for imposing the
contact angle. In the simulations presented in this paper, as a hor-
izontal wall in the x-direction with a normal vector in the y direc-
tion is considered, the following simple relation allows imposing
this boundary condition:
/i;j¼0 ¼ /i;j¼1 þ Dy cos h: ð40Þ3. About micro region model for nucleate boiling of partially
wetting fluids
We present in this section a discussion about the relevance of a
coupling between the overall solver and a heat flux subgrid modelaccounting for a micro-region that could be formed in the vicinity
of the contact line. Some experimental evidences of such a micro-
region have already been reported in the literature, for instance by
indirect measurements on the wall heat flux. In particular, this
often results in a strong increase of the heat flux due to the large
thermal gradient in the micro-region. The interested reader will
find more details on this topic in the following Refs.
[18,19,27,44,54,60].
At macroscopic scale, the observed contact angle between the
liquid-vapor interface and the wall is named the apparent contact
angle or macroscopic contact angle happ,. As illustrated in Fig. 1, at
microscopic scale, a strong evolution of the contact angle can be
observed from hmic to happ. This microscopic contact angle hmic,
results from a mechanical equilibrium of the triple line between
the three phases and its value is given by Young’s Equation. In con-
figurations without any phase change, where a static bubble or
droplet is considered, there is no difference between the micro-
scopic contact angle and the apparent contact angle. On the other
hand, if Nucleate Boiling is considered, the apparent contact angle
can differ from the microscopic angle in a way that depends on the
wall superheat, Twall  Tsat ; and on the microscopic contact angle.
The liquid region under the interface before it forms the apparent
contact angle is named the micro-region.
As stated in a recent work by Fischer et al [9], this micro-region
whose size is typically less than 1 mm, should not be confused with
the microlayer. Indeed, the micro-region is formed due to the influ-
ence of attractive intermolecular forces between molecules of the
solid phase and molecules of the fluid phases. These forces locally
modify the interface profile, and thus the heat flux in the vicinity of
the contact line. On the other hand, a microlayer can be formed at
higher Jakob number (in fact other parameters as Reynolds number
and Prandtl number must be considered to characterize the fron-
tier between the two regimes) when the interface velocity is so
fast, that the contact line cannot advance at the same speed
because it is slowed down by the wall viscous friction. This micro-
layer whose formation is essentially driven by hydrodynamics
effects, as described by Landau and Levich in [31], can be much
thicker (several tens of mm following [9]) than the micro-region
which is formed in the vicinity of the contact line at lower Jakob
number. Also, it can be much longer since the same authors report
some experimental evidences of 2 mm long evaporating films, such
as it can be observed in Fig. 5 in Ref. [9]. This microlayer was also
observed in [25] in boiling experiments by Kim and Buongiorno.
The numerical modelling of these two distinct phenomena,
occurring at different scales, will imply different numerical strate-
gies. On one hand computing the flow, the heat and mass transfer
into the micro-region with the same solver as for the overall bub-
ble computation is currently not conceivable. Indeed, the latter
task would require too small cells to capture the micro-region.
For instance, in the simulations presented in this paper, the small-
est cell length used is 5 lm whereas the micro region size can be
typically under 1 lm. For this reason, a specific model must be
developed to account for this micro region. As stated previously,
two kinds of micro-region model exist: perfectly wetting fluid
micro-region model as in [54] and partially wetting fluid micro-
region models which have been developed in [19,35,36,40]. On
the other hand performing a fully resolved Direct Numerical Sim-
ulation of Nucleate Boiling when a microlayer will develop seems
to be a more feasible task, since the range of scales involved in
the overall physical phenomenon is not as large as in the case
involving a micro-region. Recent studies have presented first
results on such a configuration by using a very refined grid in the
vicinity of the wall in [14], or by using a subgrid model to describe
this micro-layer in [49].
Although numerical simulations of Nucleate Boiling have
already been presented in many different works [26,48,52], there
Fig. 1. Description of the interface shape as considered in the simulations in the left figure, at low scale a transition between the microscopic contact angle and the apparent
contact angle can be observed as in the right figure.is currently no consensus in the community on the way to account
for the micro-region when performing Direct Numerical Simula-
tions of Nucleate Boiling. Indeed, the development of such models
is still an active field of research, and, depending on the considered
configurations, the influence on the overall bubble growth of this
micro-region can be versatile [24]. In particular, configurations
involving perfectly wetting fluids or partially wetting fluids must
be distinguished, since important differences on the contact line
behavior can be observed following which one of the two options
is considered.
Based on the benchmarks previously proposed by Son et Dhir in
[52], we will present, in this paper, computations involving Nucle-
ate Boiling of water vapor on a hot plate (silicon wafer), i.e.; a par-
tially wetting fluid with a large contact angle (up to 30). For the
purpose of this study, the micro-region model proposed by
Mathieu et al. [35,36], has been implemented in order to quantify
the influence of the wall superheat on the apparent contact angle
in configurations for which the microscopic contact angle is large.
Moreover, this preliminary study will enable us to evaluate the
magnitude of the vaporization flux in the micro-region before con-
sidering a coupling of this micro-region model with the overall
solver.
We present here briefly the micro-region model developed by
Mathieu et al. in [35,36]. This model can be understood as a gener-
alization to partially wetting fluid of the model for perfectly wet-
ting fluid presented by Stephan and Büsse in [54]. It is composed
to the following set of five equations
@x
@s
¼ cos h; ð41Þ
@y
@s
¼ sin h; ð42Þ
@h
@s
¼ Dp
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; ð43Þ
@ðDpÞ
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qlLvaph
3 ; ð44Þ
@Q
@s
¼ kl DTrhþ kRi ; ð45Þ
where s is the curvilinear abscissa, h(s) is the angle between the
interface and the wall, DP(s) is the pressure jump through the inter-
face, Q(s) is the integrated energy flux from the triple line to s, Ri is
the interface resistance, r is the surface tension, ll is the liquid
dynamic viscosity, and kl is the liquid thermal conductivity. As par-
tially wetting fluids are considered, the model does not assume the
formation of an adsorbed liquid film between the vapor and thewall. Consequently the disjoining pressure can be neglected since
it has no significant effect at large scale, such as it has been reported
in [19], when partially wetting liquids are considered; i.e. if there is
no adsorbed liquid film. However a slip length ls is introduced in Eq.
(45) to obtain a singularity free model considering the hydrody-
namic. DT is defined as the wall superheat DT ¼ Twall  Tsat . Tsat is
modified due to the Kelvin effect which accounts for the variation
of the saturation temperature with the pressure jump due to capil-
lary effects and it can be expressed as Tsat ¼ Tsat;0ð1þ DpqlLvapÞ, where
Lvap is the latent heat of vaporization. Finally r is defined as yþlssin h, y
being the distance from the horizontal wall and the interfacial resis-
tance can be expressed as Ri ¼ ð2eÞTsat
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pRgTsat
p
ðqlqv Þ
2eqvqlL
2
vap
, where e is the
accommodation coefficient taken equal to 1 and Rg ¼ R=M,
R ¼ 8:314 J mol1 K1 being the universal gas constant and M the
molar mass of the fluid.
The first two Eqs. (41) and (42) connect the geometrical coordi-
nates of each point on the interface. The third equation describes
the angle evolution due to curvature. The fourth equation derives
from the Stokes equation and accounts for the pressure drop along
the interface. The recoil pressure does not appear in this equation.
Indeed, it can be neglected when moderate Jakob numbers are
involved, as it is the case in this study. The fifth equation is the
expression of the conduction flux from the wall to the interface,
considering the interface thermal resistance and the Kelvin effect.
For solving this system of equations, a numerical algorithm, based
on a shooting method and a Runge Kutta scheme to compute the
derivatives, is briefly described in the Appendix A. A steady-state
can be assumed when solving the governing equations in the
micro-region. Indeed, Mathieu’s model being applied at very low
scales in the vicinity of the interface, viscosity and conduction
are the dominant effects in comparison with inertia and convec-
tion. Moreover, low contact line velocities (about 0.01 m s1) are
involved in our simulations, thus there is no significant effect of
the contact line velocity on the apparent contact angle, such as it
can be observed for high speed droplet impact.4. Numerical results
At first, we present results on the contact line model, described
in the previous section, with several physical conditions. In partic-
ular, we demonstrate that in the specific, but usual, case involving
a moderate Jakob number, a large microscopic contact angle and a
high density ratio, the apparent contact is almost equal to the
microscopic contact angle, and the micro-region heat flux can be
neglected. From these preliminary results, we will assume that a
coupling between the overall solver and a micro-region model is
not required in the vicinity of the contact line in configurations
Fig. 2. Final macroscopic contact angle as a function of the total integration length
with the following parameters DT ¼ 100 K, hmic = 5.
Fig. 3. Angle, pressure jump, integrated heat flux and local heat flux alon
Table 1
Physical properties of the liquid water and of the steam water for an ambient pressure and T = 373 K.
Physical properties (SI) q Μ k Cp R Lv
Liquid 958 2.82 E4 0.677 4216 0.058 2.256 E6
Vapor 0.5974 1.228 E5 0.024 2034 – –implying a large microscopic contact angle, a moderate Jakob num-
ber and a high density ratio between the two phases (such as it is
the case for most ambient pressure applications). Configurations
involving lower microscopic contact angle (less than 30) would
require a more detailed description of the micro-region involving
a local subgrid heat flux in the grid cells crossed by the contact line.
When considering nucleate boiling with higher Jakob number, a
hydrodynamic microlayer can expand and lead to a very different
behavior of the bubble growth and a larger heat transfer coeffi-
cient. To the best of our knowledge, the critical Jakob number,
for which the transition between the contact line regime and the
microlayer regime occurs, is not known currently. It is expected
that this critical value depends strongly of the apparent contact
angle.
Next, we present, Direct Numerical Simulations of Nucleate
Boiling without any micro-region model, in configurations where
the previous conditions are respected. These simulations are com-
pared to the experimental data by Son et al. in [52] with water. Theg the interface with the following parameters DT ¼ 100 K, hmic = 5.
Fig. 5. Apparent contact angle as a function of wall superheat for water with
hmic = 20.physical properties of vapor and liquid phases are indicated in
Table 1. A special care has been taken to the spatial convergence
of the solution since computations with four successive grids are
presented in order to assess that the solution can be independent
of the grid size if a sufficiently refined mesh is used. This conver-
gence study will enable us to conclude on the maximum cell size
that can be used to perform well-resolved numerical simulations
of Nucleate Boiling in the considered configurations. Finally, a
numerical test has also been performed to assess the influence of
the spatial variation and of the temporal variation of the substrate
temperature during the bubble growth on the bubble departure
diameter and frequency. In order to achieve this, the thermal solver
for two-phase flow has been coupled with an unsteady thermal
conduction solver for the solid field at the frontier between the
solid phase and the fluid phases. Next an analysis on the temporal
evolution of the bubble force balance is presented during its
growth in order to clarify the detachment mechanism. The instan-
taneous pressure and the surface tension are computed all around
the bubble and enable the estimation of the different forces acting
on the bubble during its growth until its detachment. Different
phases of the bubble growth are put into light: a first phase, that
is quasi-static with a bubble shape well predicted by integration
of the Young-Laplace equation and a dynamic phase just prior
the detachment where the dynamic effects does not remain weak.
Finally, a parametric study is performed to derive a correlation for
the bubble departure radius at different Jakob numbers.Fig. 6. Apparent contact angle as a function of the total integration length with the
following parameters DT ¼ 7 K, hmic = 49.5.4.1. Computations of the micro-region model
Our interest is to compute happ, QL for a couple of input param-
eters hmicro, DT by solving the micro region model with the numer-
ical method detailed in Appendix A. We present here results for
two couples of parameters, corresponding to two opposite config-
urations. In the first one, the apparent contact angle strongly dif-
fers from the microscopic contact angle, whereas in the second
one the two angles have very close values. The physical properties
of water used in this study are reminded in Table 1.
Case 1: High wall superheat (DT ¼ 100 K) and low microscopic
contact angle ðhmicro ¼ 5Þ
The values of happ and QL depend on the chosen value of the
integration length L. In Fig. 2, we observe that the correct contact
angle can be computed by using an integration length L at least
equal to 3 107 m. In Fig. 3, the angle, the pressure jump, the
integrated flux and the local flux are plotted as function of theFig. 4. Integrated heat flux (left) and local heat flux (right) with and withoutcurvilinear abscissa. The angle varies from the microscopic contact
angle (5) to the apparent contact angle (39). In agreement with
the pressure jump equation of the micro region model, Eq. (44),micro region effects with the following parameters DT ¼ 100 K, hmic = 5.
Fig. 7. Angle, pressure jump, integrated heat flux and local heat flux along the interface with the following parameters DT ¼ 7 K, hmic = 49.5.
Fig. 8. Integrated heat flux (left) and local heat flux (right) with and without micro region effects with the following parameters DT ¼ 7 K, hmic = 49.5.the pressure jump is proportional to the angle derivative and tends
to zero when the curvature becomes zero. Finally, we plot the local
heat flux and the integrated heat flux along the curvilinear
abscissa, and we compare them with the flux and the integrated
flux without the micro-region effects (with constant contact angleequal to happ) in Fig. 4. The total flux received by the bubble corre-
sponds to the final value of the integrated flux. When the micro-
region effects are considered, the evaporation flow is higher due
to the increasing interface area. The contribution of the micro-
region effects on the evaporating flux is computed by the
Fig. 9. Comparison between the micro region heat flux and the total heat flux
computed by DNS with the following parameters DT ¼ 7 K, hmic = 49.5.difference on the final values of the flux calculated with or without
micro-region, i.e., for a constant contact angle. The total contribu-
tion on the heat flux of the micro-region is obtained by multiplying
this value by the dry spot circumference 2pRSðtÞ, where RSðtÞ is the
spreading radius of the bubble along the wall. It is noteworthy that
the contribution of the micro-region on the integrated heat flux
remains moderate although the gap between the apparent contact
angle and the microscopic contact angle is high.
Some additional results are presented in Fig. 5 on the evolution
of the apparent contact angle with a wall superheat varying from
0 K to 100 K, in a configuration involving water and a microscopic
contact angle of 20. For a wall superheat of 100 K, the value of the
apparent contact angle is not very different whether a 5 or a 20
microscopic contact angle is considered. The latter behavior can
be understood considering that the higher is the wall superheat,
the lower is the dependence of the apparent contact angle with
the microscopic contact angle.
Case 2: Moderate wall superheat DT ¼ 7 K) and high micro-
scopic contact angle ðhmicro ¼ 49:5Þ
This case corresponds to the experiment presented by Son et al.
in [52]. The microscopic angle corresponds to an apparent contactFig. 10. Apparent contact angle as a function of the microscopangle of 50 which has been measured in the experiments for a
wall superheat DT ¼ 7 K. As shown in Fig. 6, the contact angle will
reach a constant value for an integration length of about 1 lm.
Similar to the previous cases, angle, pressure jump, integrated
and local flux are plotted in Fig. 7. In this configuration the micro-
scopic contact angle and the apparent contact angle are almost
identical, since a small gap of 0.5 is computed. Consequently, as
it is illustrated in Fig. 8, the interface shape and the evaporation
flux on the contact line are not modified by micro-region effects
in this computation. The contribution of the micro-region on the
total heat flux is computed by the difference between the final
integrated heat flux with and without micro-region effects multi-
plied by the dry spot circumference. This contribution is compared
in Fig. 9 to the total heat flux received by the vapor bubble com-
puted by the Direct Numerical Simulation, presented in the next
section, without using any micro-region model. From this figure,
we can observe that the micro-region heat flux is more than
10,000 times smaller than the total heat flux computed with the
Direct Numerical Simulation.
From these preliminary results, we can assume that, in the
specific case considered here, i.e. a moderate wall superheat, a high
microscopic contact angle and high density ratio, the micro-region
heat flux will be negligible. This result will be confirmed in the
next section, by the comparisons between experimental data and
Direct Numerical Simulations of Nucleate Boiling without using
any specific micro-region model of the heat flux in the vicinity of
the contact line. It should be mentioned here, that the apparent
contact angle tends to the same value that the microscopic contact
angle for moderate wall superheat and high microscopic contact
angle, and it allows to explain why the micro-region flux can be
neglected in this case. But as illustrated previously in other config-
urations, with higher wall superheat and lower microscopic con-
tact or perfectly wetting fluids, this assumption might not be
valid anymore. Moreover, our study is limited to high density ratio
between the two phases, since the physical properties of water at
ambient pressure are used in the simulations. Therefore, as the
influence of the density ratio has not been investigated either,
more extensive studies will be required in configurations with
lower density ratio, as it can be the case for applications involving
higher pressure, for instance.
In Fig. 10, a parametric study on the evolution of the apparent
contact angle versus the microscopic contact angle is presented
for a wall superheat DT ¼ 7 K. From this figure, it can be observed
that for a microscopic contact angle below 30, the apparentic contact angle with the following parameters DT ¼ 7 K.
Fig. 11. Visualization of a non-uniform coarse grid (64  128) and of the interface
position before the bubble detachment.contact angle is still superior to 20 and it slowly varies with the
microscopic contact angle, whereas for microscopic contact angle
above 30 the difference between the microscopic contact angle
and the apparent contact angle is low and tends to 0.
Considering the numerical results presented in this preliminary
study on the micro-region heat flux, carried out with the model
proposed by Mathieu et al in [35,36] for partially wetting liquid,
we will assume in the rest of this paper that the micro-region
effects are negligible in configurations involving both a moderate
wall superheat and a high microscopic contact angle for applica-
tions at ambient pressure. Since just a slight difference exists
between the microscopic contact angle and the macroscopic con-
tact angle the heat flux contribution is very low in comparison to
the heat flux already computed by DNS. Therefore, in theFig. 12. Temporal evolution of the bubble radius dsimulations presented in the previous section, we will not include
any micro-region model in the vicinity of the contact line.
4.2. Validations of the direct numerical simulation of nucleate boiling
In this section, we present two benchmarks for the validation of
a bubble growth on a superheated wall, such as it has been firstly
proposed in [52] with the following parameters Ja = 21 and
Ja = 25.5, happ ¼ 50 and a density ratio qliq=qvap ¼ 1604. The simu-
lation results are compared with experimental data. The experi-
mental set-up consists in a hot wall immersed in a water pool
whose temperature is equal to the saturation temperature at atmo-
spheric pressure. Two values of the wall superheat have been used,
i.e. DT ¼ 7 K and DT ¼ 8;5 K corresponding respectively to Jakob
numbers Ja = 21 and Ja = 25.5. The wall is supposed to be thick
enough to consider that its temperature is uniform. The relevance
of this assumption will be discussed more deeply in a next part.
The simulations are carried out in an axisymmetric configuration
in a computational box whose dimensions are lr ¼ 4 mm,
lz ¼ 8 mm. Whatever the number of computational cells, the mesh
is divided into two parts, a uniform one in the region where the
bubble is attached to the wall and a non-uniform one in the rest
of the domain. This decomposition in two regions enables to lower
the total number of grid cells while maintaining the boundary con-
ditions far from the bubble in order to reduce the containment
effects. A typical grid is plotted in Fig. 11 where the uniform region
is a 2 mm x 4 mm rectangle shape. Four successive grids have been
used with the following cell length of 40 mm, 20 mm, 10 mm and
5 mm in the uniform refined zone which correspond respectively
to the following meshes 64  128, 128  256, 256  512,
512  1024.
The initial thermal field is uniform and equal to the saturation
temperature in the whole domain, except in a thermal boundary
layer close to the wall. This thermal boundary layer results from
the free convection above a horizontal plate. We use the following
correlation from Kays and Crawford [23] to express d, the thickness
of this boundary layer
d ¼ 7:14 llal
gbTDT
 1
3
; ð46Þuring the first four bubble detachment cycles.
Fig. 13. Temperature field and interface position at different times of a bubble growth cycle with the following parameters DT ¼ 7 K, happ = 50.with bT the coefficient of thermal dilatation at constant pressure,
and al the thermal diffusivity of the liquid. From this expression,
a linear temperature profile is imposed to describe the thermal
boundary layer. The bubble is initialized as a half sphere nucleus
whose initial radius is equal to 60 lm.
Once the bubble has grown and detached due to the buoyancy
force, a new nucleus is artificially generated in order to compute
the growth of the next bubble. A transient regime is observed dur-
ing the first two bubble departures. Indeed, the bubble diameter
departure and the bubble frequency departure are varying until
the third detachment is reached, and next they remain constantfor the following cycles, such as it can be visualized in Fig. 12.
The temperature field and the interface position have been plotted
in Fig. 13 for different times of an entire cycle of the bubble growth.
In Fig. 14, the temporal evolution of the bubble radius has been
plotted with the four different grids during the growth of the first
computed bubble. This figure clearly brings out the spatial conver-
gence of the computation from the grid 256  512 corresponding
to a mesh length equal to 10 mm. Next, for two values of the Jakob
number, comparisons between our numerical simulations and
experiments from [52] are presented in Figs. 15 and 16 on the
temporal evolution of the bubble radius in the stabilized regime
Fig. 14. Temporal evolution of the bubble radius for different sizes of the grid cells
for the first bubble detachment with the following parameters DT = 7 K, happ = 50.
Fig. 15. Comparison on the temporal evolution of the bubble radius between the
numerical simulation (Dz ¼ Dr ¼ 10 lm) and experimental data for a wall super-
heat DT = 7 K and an apparent contact angle happ = 50.
Fig. 16. Comparison on the temporal evolution of the bubble radius between the
numerical simulation (Dz ¼ Dr ¼ 10 lm) and experimental data for a wall super-
heat DT = 8.5 K and an apparent contact angle happ = 50.(after the third departure). These figures show a good agreement of
the numerical simulations with the experimental data. The gap
between the numerical predictions and the experimental results,
reported in Table 2, is less than ten per cent, both on radius detach-
ment and frequency detachment. It is noteworthy that more
important discrepancies between numerical simulations and mea-
surements are usually reported, in the difficult context of nucleate
boiling. For instance in [26], the authors claim that a level of error
of about twenty per cent was usual in that kind of configurationsTable 2
Relative difference between the experimental data and the numerical simulation on the b
er (DT = 7 K) (%) ef (DT = 7 K
Dz ¼ Dr ¼ 40 lm 2.10 64.2
Dz ¼ Dr ¼ 20 lm +2.10 33.3
Dz ¼ Dr ¼ 10 lm +5.94 4.95where many uncertainties can affect the comparison between the
numerical solution and the experimental results. Finally to eluci-
date the influence of the wall temperature variation in the vicinity
of the contact line, we also present some results of numerical sim-
ulations accounting for the heat conduction in the solid substrate
by coupling an unsteady heat conduction solver with our overall
two-phase flow solver. The wall is made of silicon and is 1.3 mm
thick. The properties of silicon are the following: ks = 148Wm1 -
K1, Cps = 700 J K1 kg1 and qs = 2330 kg m3, where ks is the ther-
mal conductivity, Cps the thermal capacity and qs the density of
silicon. As very low time steps must be imposed in two-phase
flows simulations in order to respect the stringent temporal con-
straint due to capillary effects, a simple explicit coupling has been
carried out between the two domains. It means that each subdo-
main is solved separately by using the previous solution of the
other subdomain to impose the time-varying boundary condition
at the frontier between the two domains. At the bottom boundary,
a thermal flux is imposed with a Neumann boundary condition on
the temperature derivative both to ensure the thermal flux conti-
nuity between the solid domain and the fluid domain and to
impose the attended wall temperature. This thermal flux is
expressed as follows,
ubottom ¼
klðTwall  TsatÞ
d
: ð47Þ
Inside the solid domain, the temperature field wall is initialized
by a linear profile corresponding to the thermal flux which is
imposed with Eq. (47).
In Fig. 17, the thermal field is plotted at two different times of
the bubble history, when the contact line is advancing and when
the contact line is receding a few time before the bubbleubble radius departure er and on the frequency departure ef.
) (%) er (DT = 8.5 K) (%) ef (DT = 8.5 K) (%)
1.4 65.7
+3.23% 35.3
+7.78 +3.59
Fig. 17. Interface position and temperature field inside the solid wall at different times.
Fig. 18. Comparison on the temporal evolution of the bubble radius between two
numerical simulations with or without the computation of the heat conduction
inside the hot substrate with the following parameters Dz ¼ Dr ¼ 10 lm and
DT = 7 K.detachment. It can be observed from these figures that weak tem-
perature variations (less than 0.2 K) occur along the frontier
between the two domains during the bubble growth. Finally, we
present in Fig. 18 a comparison between two computations, one
involving a solid heat conduction solver and the other using an
isothermal boundary condition on the wall. It demonstrates that,
in the considered configuration, the high thermal conductivity
and diffusivity quickly homogenize the temperature field in the
solid and the temporal evolution of the bubble radius is very sim-
ilar to those obtained with an isothermal boundary condition on
the wall.
This preliminary part allows us concluding on the effectiveness
of the numerical solver that we have developed to perform Direct
Numerical Simulation of Nucleate Boiling. Many important points
have been addressed in these computations, as the minimal size
of the computational cell which should be close to 10 mm to con-
verge and on the suitability of an isothermal boundary condition
on the wall in the considered configuration, which corresponds
to a low Biot number in the solid domain. Moreover, the compar-
ison between numerical results and experimental results confirmthe hypothesis that we have formulated in the previous Section 4.1.
Indeed, it has been shown that the numerical simulation converges
to a solution in good agreement with experiments, without using
any micro region model. It confirms that the micro region effects
are negligible, in the vicinity of the contact line, for configurations
involving high static contact angle (up to 30), a moderate wall
superheat and a high density ratio.4.3. Force balance during the bubble growth
We now study the temporal evolution of the mechanical force
balance acting during the bubble growth in order to improve our
physical understanding of the bubble departure by a more deep-
ened analysis on the simulation presented in Section 2 with the
physical properties of water and the following parameters
DT ¼ 7 K, happ ¼ 50. The temporal evolution of the equivalent
radius, of the spreading radius of the bubble foot, of the energy flux
received by the bubble and the added mass force are plotted in
Fig. 19.
An image sequence is plotted in Fig. 20 to visualize the temporal
evolution of the bubble shape computed by DNS. This sequence is
compared with the static bubble equilibrium shape model corre-
sponding to the same bubble volume. The latter has been com-
puted by integrating the Laplace equation with the same volume
and contact angle in a hydrostatic pressure field. It is well known
that this static model has no solution when the bubble radius
reaches a value above a critical radius known as the Fritz radius
in [10], and defined with the following relation
RF ¼ 0:0104h
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r
gðqLqV Þ
q
: ð48Þ
This critical radius corresponds to the maximum radius value of
an attached bubble before departure from the static mechanical
equilibrium. As the bubble radius is above the Fritz radius on the
last two pictures in Fig. 20, the bubble shape, computed with
DNS, can no longer be compared with the theoretical static equilib-
rium bubble shape.
Plotted in Fig. 21 is the temporal evolution of the forces acting
on the bubble during the first cycle, i.e. the static forces (Archi-
mede force, the contact pressure force, and the capillary force)
and the dynamical force (added mass which is equal to the oppo-
site to the sum of the static forces). In comparison with the other
forces, the weight of the bubble is neglected due to the low vapor
density. A detailed expression of all these forces is provided in
Appendix B. The evolution of the pressure field is plotted in
Fig. 22. By analyzing all these data, we have distinguished six steps
Fig. 19. Evolution of the equivalent radius, of the foot radius, of the heat flux received by the vapor bubble and of the forces sum acting on the bubble during one bubble
growth cycle.
Fig. 20. Comparison between the shape of the bubble computed by DNS (black line) and the bubble computed using the static force balance model (grey line).during the bubble growth, which are respectively flagged by the
letter a, b, c, d, e, f, in Fig. 19, and which are detailed hereafter:
a. Due to evaporation the volume of the water vapor bubble is
increasing. The bubble shape is similar to the static bubble
one.
b. The heat flux received by the bubble is maximum. It leads to
an inflexion point on the equivalent radius evolution. Next,
the bubble growth rate will decrease. While the added mass
force is close to zero, the bubble growth is quasi-static in
accordance to the Laplace law (Appendix B). The bubble
shape computed by the numerical simulation are similar to
the shapes computed with the static equilibrium model.c. The bubble is still growing and the spreading radius reaches
its maximum. It does not correspond to a breakdown of the
equilibrium static state. At this time, the wall pressure reac-
tion and the capillarity force are maximum, as it can visu-
alised in Fig. 21.
d. The bubble equivalent radius reaches the Fritz radius. Never-
theless, the sum of the forces shows that the bubble is still at
equilibrium state on the wall. Indeed, the bubble growth is
no longer quasi-static, and the added mass force, due to
the liquid inertia around the bubble, is also acting on the
bubble. This force is not considered in the calculation of
the Fritz radius, and it may retain the bubble to the wall,
and delay the bubble detachment.
Fig. 22. Pressure field evolution during one bubble growth cycle.
Fig. 21. Temporal evolution of the forces acting on the bubble during one growth cycle.e. As the bubble is still growing, the static equilibrium can no
longer be respected. The added mass force is emerging,
allowing to close the forces balance to zero. The bubble
starts to leave the nucleation site.
f. The foot radius tends to zero. When the bubble is detach-
ing, we observe a pressure drop in the vicinity of the
detachment point due to the liquid inertia during the
bubble pinch-off.4.4. Departure radius correlation
Based on the analysis, proposed in the previous section, we can
deduce that the departure radius Rdep is larger than the radius given
by Fritz correlation. This leads to the following general expression
of the dimensionless bubble departure radius,
Rdep
RFritz
¼ 1þ c: ð49Þ
Fig. 23. Variation of the dimensionless departure radius with the Jakob number.
Table 3
Variation of the parameters in the simulations reported in Fig. 22.
Ja DT (K) LV (J kg1) Rdep/RFritz DNS Rdep/RFritz Correlation Relative error (%)
10.49 7 4,513,000 1.0656 1.0631 0.233
11.98 4 2,256,000 1.0736 1.0764 0.0026
16.48 6 2,256,000 1.1157 1.1204 0.0042
20.97 7 2,256,000 1.1723 1.1700 0.0019
25.47 9 2,256,000 1.2246 1.2244 0.0002
29.96 10 2,256,000 1.2836 1.2831 0.0004
41.95 7 1,128,250 1.4544 1.4580 0.0025This expression implies that the bubble departure radius will be
superior to the maximum static equilibrium radius. Indeed, after
the static equilibrium radius has been reached, the bubble is still
growing during the delay between the static equilibrium break-
down and the bubble departure. c is a dimensionless number
accounting for the increase of the bubble departure dimensionless
radius which can be expressed as a function of the dimensionless
numbers whose bubble growth depends on, as proposed here,c ¼ f Ja; Pr; hmicro; dRfritz ;
ql
qv
. . .
 
: ð50Þ
It is noteworthy, that no general correlation on the bubble
departure radius exists in the literature whereas many experimen-
tal studies have been carried out. For instance, in page 244 in the
Ref. [2], Carey proposes an overview of existing correlations, but
none of them definitely settles this issue. This lack can be
explained, considering the important experimental issues that
must be faced to perform exhaustive experimental studies involv-
ing so many dimensionless numbers. As a consequence, the Direct
Numerical Simulation seems to be currently a credible substitute
to succeed such an achievement, since all the parameters can be
easily varied when preforming numerical simulations. However
this challenging task is out of the scope of this paper, and we will
just propose here a simplified correlation based on the variations of
one dimensionless number, i.e. the Jakob number, in order to illus-
trate the potential benefits that could be expected by this
approach. The Jakob number has been modified by varying the
latent heat of vaporization or the wall superheat. By performingthis parametrical study the results obtained are summarized in
Table 3. The variation of the dimensionless bubble departure
radius RdepRFritz with the Jakob number is plotted in Fig. 23 in order to
deduce a correlation between these two variables. For the follow-
ing values a ¼ 0:00219 and n ¼ 1:43, the power law
Rdep
RFritz
¼ 1þ aJan; ð51Þ
is the best fit of this curve. This correlation on the bubble departure
diameter can be used in the configuration considered in this paper,
i.e. moderate Jakob number, high contact angle and high density
ratio. However, it should be mentioned that it is not complete
and future works will be dedicated to express the coefficient a as
a function of the other dimensionless numbers involved in nucleate
pool boiling, such as those proposed in Eq. (50).5. Conclusions
In this paper we have presented direct numerical simulations of
nucleate pool boiling. Our solver is based on a well-established
numerical methods previously validated for boiling flows [12,58]
in a superheated liquid. A detailed numerical strategy is described
by addressing several fundamental points that must be considered
in the framework of nucleate boiling where a contact line appears.
In a first time, a micro-region model for partially wetting liquids
has been developed in order to quantify the influence of the wall
superheat on the apparent contact angle and the contact line heat
flux. We report that this influence is weak in our configurations,
where moderate Jakob number, high contact angle and high den-
sity ratio are considered. Next, the grid sensitivity of the solution
is fully investigated by comparing solutions obtained with four
successive grids in order to verify that the simulations converge
despite the thermal singularity between the interface temperature
and the wall temperature. In the considered configuration, it is
shown that the spatial convergence is reached with a cell size of
about 10 mm. The weak influence of the micro region on the bubble
growth is next confirmed by presenting satisfactory agreement for
comparisons between numerical simulations and experimental
data without using any micro region model. Finally, by coupling
our fluid solver with thermal conduction solver in the solid
domain, we show that the spatial variations of the thermal field
in the substrate are not significant either, from which we can
deduce that a simple isothermal boundary condition can be used
without affecting the numerical results. It is noteworthy that the
latter conclusion holds for thick substrate with a high thermal con-
ductivity (small Biot number), but it could not remain valid at all
for thinner substrates or small thermal conductivity (large Biot
number). After these preliminary validations, we propose a
detailed study on the temporal evolution of the forces acting on
the bubble all along its growth. From this analysis, we can conclude
that the bubble remains in a quasi-static equilibrium shape until it
reaches its maximum static bubble radius, i.e. Fritz radius. Next
dynamical effect does not remain negligible during the departure
phase in which the bubble growth continues. Finally, by improving
our understanding of the bubble growth and the departure mech-
anisms, we propose a simplified correlation on the dimensionless
bubble detachment variation with the Jakob number. Although
the scope of validity of this correlation is restrained to configura-
tions close of the one considered in this paper, this work opens
many important perspectives on more complete parametric stud-
ies involving a broader area of investigations by varying the other
significant dimensionless numbers which are implied in Nucleate
Pool Boiling.Conflict of interest
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Post-doctoral grant support.Appendix A. Resolution of the micro-region model
The set of Eqs. (41)–(45) is solved from s = 0 (contact line) to
s = L, by using a 4th order Runge Kutta algorithm. The solution
depends on the fluid properties, the wall temperature and the
microscopic contact angle. As a boundary condition is required to
start the computation at the contact line (s = 0), we impose that
the x and y coordinates are 0, the angle is equal to the microscopic
contact angle and the integrated heat flux is zero. An issue to
address for solving this set of equations is to determinate the initial
pressure jump. According to Eq. (43), the initial pressure jump
depends on the triple line temperature which is also unknown.
We can obtain this temperature by computing the initial pressure
jump using a shooting method and an iterative method by impos-
ing the following boundary condition on s = L
@h
@s

s¼L
¼ 0: ð52Þ
First, we have to determine the value of Dps¼0 to insure that the
following boundary condition, @h
@s

s¼L ¼ 0, will be preserved. This is
done by using the secant numerical method:
Dpnþ1s¼0 ¼ Dpns¼0 
Dpns¼0  Dpn1s¼0
@h
@s
n
s¼L  @h@s
n1
s¼L
: ð53Þ
Next, once the value of Dps¼0 has been determined, we can
deduce the triple line temperature using Eq. (43). The starting
boundary condition on the contact line, i.e. when s = 0, are the fol-
lowing, xs¼0 ¼ 0, ys¼0 ¼ 0, hs¼0 ¼ hmicro, Dps¼0 ¼ Dpshooting method,
Qs¼0 ¼ 0. At the other boundary of the computational domain,
the following boundary condition @h
@s

s¼L ¼ 0 is imposed, and the
final values of each variables at s = L are xs¼L ¼ xL, ys¼L ¼ yL,
hs¼L ¼ happ, Dps¼L ¼ DpL, Qs¼L ¼ QL. In order to validate the imple-
mentation of this solver, we present a comparison between
Mathieu’s model [35,36] and the model presented by Stephan
and Büsse in [54] for perfectly wetting fluids. Whereas Mathieu’s
model has been designed for partially wetting fluids, we can just
consider that the microscopic contact angle will tend to zero
(hmicro ¼ 106Þ to simulate a perfectly wetting fluid. In Fig. 24, we
present a comparison between the two models, both on the inte-
grated heat flux and on the contact angle, for a wall superheatintegrated heat flux and the contact angle for a zero microscopic contact angle.
Fig. 25. Comparison between Mathieu model and Janececk model on the macro-
scopic contact angle for different wall superheat.
Fig. 26. Scheme of the bubble.DT ¼ 7 K. The two models exhibit similar behaviors for these two
variables; especially a few differences exist on the value of the
integrated heat flux. However if the contact angle is considered,
a gap of about 4 between the two models is observed.
A comparison between Mathieu’s model and a micro region
model presented by Janecek [17,19] is also presented for a partially
wetting fluid. As one conclusion of our study is about the weak
influence of micro region effect in the configurations considered
in the paper (contact angle up to 30, moderate Jakob number,
ambient pressure), we present now an assessment of Mathieu’s
model in a different configuration, still involving a partially wet-
ting fluid, but with a significant influence of micro region effects
on the contact angle. Such a behavior has been reported for high
pressure applications by Janecek in a theoretical study [17]. A com-
parison between these two models is plotted in Fig. 25 for a simu-
lation proposed in [17] involving high pressure (100 bars) water. In
Fig. 25, we show the evolution of the apparent contact angle
depending on the wall superheat. The agreement between the
two models is good and brings a further validation to the global
numerical methodology presented in the paper.Appendix B. Mechanical equilibrium of a static bubble
contacting a wall
Four forces are acting on a static bubble contacting an horizon-
tal wall: the bubble weight, the liquid pressure force, the wall reac-
tion to the vapor pressure and the capillary force [6,59]. The
expressions of these different forces are detailed hereafter. The
bubble weight can be expressed as
P
!
¼ qvV g
! ¼
ZZZ
V
qv g
!
dV ¼ 
ZZ
S
pv n
!
dS
¼ 
ZZ
Si
pv n
!
dSi 
ZZ
Sw
pv n
!
dSw: ð54Þ
where V is the bubble volume, Si the surface of the interface, S the
closed surface around the vapor volume and Sw is the dry surface on
the wall. The other geometrical notations are described in Fig. 26. In
Eq. (55) the liquid pressure force F
!
P corresponds to the force of the
liquid around the bubble acting on the interface
F
!
P ¼
ZZ
Si
plðzÞ d
!
SI: ð55ÞAssuming the hydrostatic equilibrium of the liquid surrounding
the bubble, Eq. (55) reads:
F
!
P ¼ 
ZZZ
V
ql g
!
dV 
ZZ
Sw
pl n
!
dSw ¼ P
!
pR2spl0 e
!
z; ð56Þ
where P
!
is the Archimede force:
P
!
¼ qlVb g
!
; ð57Þ
where pl0 is the liquid pressure at the bubble foot. The wall reaction
of the vapor pressure writes
R
!
¼
ZZ
Sw
pv n
!
dSw ¼ pR2s pv0 e
!
z: ð58Þ
And finally, the capillary force is
C
!
¼
ZZ
Si
rjðzÞ d
!
Si ¼ 2pR0 sin he
!
z: ð59Þ
The demonstration of Eq. (59) is detailed here. Because of the
geometry of the problem, the total capillary force is directed along
the z-axis. By integrating the z-projection of the capillary force
C
!
¼
ZZ
Sup
rjðzÞ d
!
Si þ
ZZ
Sdown
rjðzÞ d
!
Si; ð60Þ
Using the Gauss theorem and the curvature definition j ¼ r: n!,
the capillary force can be expressed as the sum of the two forcesZZ
Sup
rjðzÞ d
!
Si ¼
Z
C1
n
! m! dC1 e
!
z;ZZ
Sdown
rjðzÞ d
!
Si ¼ 
Z
C1
n
! m! dC1 e
!
z þ
Z
C2
n
! m0
!
dC2 e
!
z;
which finally simplifies as
C
!
¼ 2pR0 sin he
!
z: ð62Þ
More details on this demonstration can be found in [41]. The
static equilibrium condition is fulfilled if the sum of these forces
is zero
P! þ F!P þ R! þC! ¼ 0! : ð63Þ
The liquid pressure force and the vapor pressure reaction
depends on the value of the pressure at the bubble foot. We can
introduce also the contact pressure force which depends on the
bubble foot pressure jump between the two phases
Fc
!
¼ pR2s ðpv0  pl0Þe
!
z ¼ pR2srj0 e
!
z; ð64Þ
where j0 is the curvature of the interface at the bubble foot. The
static equilibrium condition becomes
P! þP! þ Fc! þC! ¼ 0! : ð65Þ
That can reformulated with the following surface integral of the
Laplace law along the bubble interfaceZZ
Si
ðpv  pl  rjÞ d
!
SI ¼ 0
!
: ð66Þ
Although the expression of the liquid pressure force assumes
the hydrostatic equilibrium, this pressure field can be disturbed
by the bubble interface motion during the bubble growth. In order
to quantify this phenomenon on the bubble force balance, we
introduce the added mass force defined as the difference between
the hydrostatic pressure field and the real pressure field:
x
! ¼
ZZ
Si
ðpl;realðzÞ  pl;hydroðzÞÞ d
!
SI: ð67Þ
We show that the added masse force can be expressed as the oppo-
site of the sum of the static forces
x! ¼ ðP! þP! þ Fc! þC!Þ : ð68Þ
The shape of a static bubble contacting a horizontal wall can be
computed by using the local Laplace law. Due to the geometry of
the problem, the bubble can be described in cylindrical coordi-
nates. A numerical integration of this problem allows computing
the shape and the maximum volume of a static bubble on a wall,
as it has been previously shown by Fritz in [10]. It has been
deduced from this numerical integration the following correlation
on the maximum static bubble radius attached on a wall, known as
the Fritz radius
RF ¼ 0:0104h
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r
gðqLqV Þ
q
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