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GENERALIZATIONS OF THE CLASSICAL YANG-BAXTER EQUATION AND
O-OPERATORS
CHENGMING BAI, LI GUO, AND XIANG NI
Abstract. Tensor solutions (r-matrices) of the classical Yang-Baxter equation (CYBE) in a Lie
algebra, obtained as the classical limit of the R-matrix solution of the quantum Yang-Baxter equa-
tion (QYBE), is an important structure appearing in different areas such as integrable systems,
symplectic geometry, quantum groups and quantum field theory. Further study of CYBE led to its
interpretation as certain operators, giving rise to the concept of O-operators. In [3], the O-operators
were in turn interpreted as tensor solutions of CYBE by enlarging the Lie algebra. The purpose
of this paper is to extend this study to a more general class of operators that were recently in-
troduced [4] in the study of Lax pairs in integrable systems. Relationship between O-operators,
relative differential operators and Rota-Baxter operators are also discussed.
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1. Introduction
This paper studies the relationship of a generalization of O-operators with the classical Yang-
Baxter equation (CYBE) [8] and its generalizations.
The CYBE in its original tensor form is the classical limit of the quantum Yang-Baxter equa-
tion [7, 21] and has played an important role in integrable systems [1, 2] and Poisson-Lie groups
(see [4] and the references therein). However the operator form of CYBE is often more use-
ful [19]. For example, the modified classical Yang-Baxter equation is given in terms of the op-
erator form [19, 9]. This point of view also allowed Kupershmidt [17] to generalize the notion
of (operator form of) CYBE to so-called O-operators, which in fact can be traced back to Borde-
mann [9] in integrable systems.
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It was shown in [3] that an O-operator on a Lie algebra can be realized as a tensor form solution
of CYBE in a larger Lie algebra. Thus these two seemingly distinct approaches to solutions of
the classical Yang-Baxter equation are unified.
Since then, both the tensor form approach and the operator form approach of CYBE have been
generalized. On one hand, the tensor form of CYBE has been generalized to extended CYBE
(ECYBE) and generalized CYBE (GCYBE) with the latter arising naturally from the study of
Lie bialgebras [20]. On the other hand, the operator form of CYBE, in its generalized form of
O-operators, has been further generalized to extended O-operators with modifications by several
parameters. These generalizations have found fruitful applications to Lax pairs, Lie bialgebras
and PostLie algebras [4]. These generalizations have also motivated the study of their analogues
for associative algebras [5].
The purpose of this paper is to further unify these generalizations of the tensor forms and the
operator forms of CYBE in a similar framework as in [3]. We also study the relationship between
Rota-Baxter operators and O-operators, and study their differential analogues.
In Section 2, we study the relationship between extended O-operators and extended CYBE. We
then establish the relationship between extended O-operators and generalized CYBE in Section 3.
Finally in Section 4, we introduce a differential variation of an O-operator, called a relative dif-
ferential operator. We then show that both an O-operator and a relative differential operator can
be regarded as a Rota-Baxter operator on a larger Lie algebra.
Acknowledgements. C. Bai thanks NSFC (10921061), NKBRPC (2006CB805905) and SRFDP
(200800550015) for support. L. Guo thanks NSF grant DMS 1001855 for support and thanks
the Chern Institute of Mathematics for hospitality. The authors thank the anonymous referee for
helpful suggestions.
2. Extended O-operators and ECYBE
We first recall in Section 2.1 the definitions of extended O-operators, ECYBE and GCYBE. As
a motivation for our study, we also recall their relationship [3] in the special case of O-operators
and CYBE. We then establish the relationship between extended O-operators and ECYBE in
Section 2.2.
2.1. O-operators and CYBE. We first recall the classical result that a skew-symmetric solution
of CYBE in a Lie algebra gives an O-operator through a duality between tensor product and
linear maps. Not every O-operator comes from a solution of CYBE in this way. However, any
O-operator can be recovered from a solution of CYBE in a larger Lie algebra.
For the rest of the paper, k denotes a field whose characteristic is not 2, unless otherwise stated.
A Lie algebra is taken to be a Lie algebra over k. A tensor product is also taken over k.
2.1.1. From CYBE to O-operators. Let g be a Lie algebra. For r = ∑
i
ai ⊗ bi ∈ g⊗2, we use the
notations (in the universal enveloping algebra U(g)):
r12 =
∑
i
ai ⊗ bi ⊗ 1, r13 =
∑
i
ai ⊗ 1 ⊗ bi, r23 =
∑
i
1 ⊗ ai ⊗ bi,
and
[r12, r13] =
∑
i, j
[ai, a j] ⊗ bi ⊗ b j, [r13, r23] =
∑
i, j
ai ⊗ a j ⊗ [bi, b j], [r12, r23] =
∑
i, j
ai ⊗ [bi, a j] ⊗ b j .
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If r ∈ g⊗2 satisfies the classical Yang-Baxter equation (CYBE)
(1) C(r) ≡ [r12, r13] + [r12, r23] + [r13, r23] = 0,
then r is called a solution of CYBE in g.
The twisting operator σ : g⊗2 → g⊗2 is defined by
σ(x ⊗ y) = y ⊗ x, ∀x, y ∈ g.
We call r =
∑
i
ai ⊗ bi ∈ g⊗2 skew-symmetric (resp. symmetric) if r = −σ(r) (resp. r = σ(r)).
We recall the following classical result [19] that establishes the first connection between CYBE
and certain linear operators that had been called Rota-Baxter operators [6, 18] in the context
of associative algebras which have found applications to renormalization in quantum field theory
and number theory [12, 13] recently. Let g be a Lie algebra with finite dimension over k. Let
∧ : g ⊗ g→ Hom(g∗, g), r 7→ rˆ, ∀r ∈ g ⊗ g,
be the usual linear isomorphism, namely, for r = ∑i ui ⊗ vi ∈ g⊗2, we define
rˆ : g∗ → g, rˆ(a∗) =
∑
i
a∗(ui)vi, ∀a∗ ∈ g∗.
In other words,
〈rˆ(a∗), b∗〉 = 〈a∗ ⊗ b∗, r〉, a∗, b∗ ∈ g∗,
where, for a finite dimensional vector space, 〈 , 〉 denotes the usual pairings V ⊗ V∗ → k and
V∗ ⊗ V → k.
Recall that a bilinear form B( , ) : g ⊗ g→ k is called invariant if
B([x, y], z) = B(x, [y, z]), ∀x, y, z ∈ g.
Theorem 2.1. ([19]) Suppose g has a nondegenerate and symmetric bilinear form B( , ) : g⊗g→
k which is invariant, allowing us to identify g∗ with g. Let r ∈ g⊗2 be skew-symmetric. Then r is a
solution of CYBE if and only if rˆ : g→ g satisfies the Rota-Baxter equation (of weight 0)
(2) [rˆ(x), rˆ(y)] = rˆ([rˆ(x), y] + [x, rˆ(y)]), ∀x, y ∈ g.
Because of this theorem, Eq. (2) is called the operator form of CYBE while Eq. (1) is called
the tensor form of CYBE. Without assuming the existence of a nondegenerate symmetric invari-
ant bilinear form on g, it is known that the following result holds ([15]): if the symmetric part
r ∈ g ⊗ g is invariant, then r is a solution of the tensor form of CYBE if and only if rˆ : g∗ → g
satisfies
(3) [r(a∗), r(b∗)] = r(ad∗(r(a∗))b∗ − ad∗(r(b∗))a∗ + [a∗, b∗]−), ∀a∗, b∗ ∈ g∗,
where [, ]− is a Lie bracket on g∗ defined by
(4) [a∗, b∗]− ≡ −ad∗((r + rt)(a∗))b∗, ∀a∗, b∗ ∈ g∗,
with rt denoting the transpose of r. When r is skew-symmetric, Eq. (3) becomes
(5) [rˆ(x), rˆ(y)] = rˆ(ad∗rˆ(x)(y) − ad∗rˆ(y)(x)), ∀x, y ∈ g∗.
which can be regarded as a generalization of the operator form (2) of CYBE.
There is a further generalization [9, 17] of Eq. (5).
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Definition 2.2. Let g be a Lie algebra. Let V = (V, ρ) be a g-module, given by a representation
ρ : g→ gl(V) where gl(V) is the Lie algebra on End(V). Denote
g · v := ρ(g)(v), ∀g ∈ g, v ∈ V.
A linear map α : V → g is called an O-operator if
(6) [α(x), α(y)] = α(α(x) · y − α(y) · x), ∀x, y ∈ V.
Thus a skew-symmetric solution r ∈ g⊗2 of CYBE gives an O-operator rˆ : g∗ → g.
2.1.2. From O-operators to CYBE. In general it is not true that every O-operator α : g∗ → g
comes from a skew-symmetric solution of CYBE in g. As we will see next, such an α corresponds
to a solution of CYBE in a larger Lie algebra.
The g-module (V, ρ) defines a Lie algebra bracket [ , ]ρ on g⊕V , called the semidirect product
and denoted by g ⋉ρ V , such that
(7) [g1 + v1, g2 + v2]ρ = [g1, g2] + g1 · v2 − g2 · v1, ∀g1, g2 ∈ g, v1, v2 ∈ V.
Most of the following results are standard. But we want to use the notations throughout the
rest of the paper.
Proposition 2.3. Let V and W be finite dimensional vector spaces over k.
(a) We have the natural isomorphisms
∧ := ∧V,W : V ⊗ W  V∗∗ ⊗ W  Hom(V∗,W), r 7→ rˆ, ∀r ∈ V ⊗ W,(8)
∨ := ∨Hom(V,W) : Hom(V,W)  V∗ ⊗ W, α 7→ αˇ, ∀α ∈ Hom(V,W).(9)
Thus the maps ∧V,W and ∨Hom(V∗,W) are the inverses of each other.
(b) Define the twisting operator by
(10) σ : V ⊗ W → W ⊗ V, v ⊗ w 7→ w ⊗ v, ∀v ∈ V,w ∈ W.
For α : V∗ → W, let α∗ : W∗ → V∗∗  V be the dual map of α.
Then for r ∈ V ⊗ W, we have
(11) σ̂(r) = rˆ∗.
(c) We also have the natural injections
T := TV⊗W : V ⊗ W → (V ⊕ W)⊗2,
v ⊗ w 7→ v˜ ⊗ w := (v, 0) ⊗ (0,w), ∀v ∈ V,w ∈ W.(12)
T := THom(V,W) : Hom(V,W) → Hom(V ⊕ W∗,V∗ ⊕ W),
α 7→ α˜ := ι2 ◦ α ◦ p1, ∀α ∈ Hom(V,W).(13)
Here for vector spaces Vi, i = 1, 2, ιi : Vi → V1 ⊕ V2 is the usual inclusion and
pi : V1 ⊕ V2 → Vi is the usual projection.
(d) We have the following commutative diagram.
(14) Hom(V,W) ∨ //
T

V∗ ⊗ W
T

Hom(V ⊕ W∗,V∗ ⊕ W) ∨ // (V∗ ⊕ W)⊗2
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Proof. We just verify Item (b). Let {e1, ...en} be a basis of V and { f1, ..., fm} be a basis of W. Let
{e∗1, ..., e
∗
n} and { f ∗1 , ..., f ∗m} be the corresponding dual bases. Then for α =
∑
i vi ⊗ wi ∈ V ⊗ W,
where vi ∈ V,wi ∈ W, αˆ is give by αˆ(e∗k) =
∑
i〈vi, e
∗
k〉wi, where 1 ≤ k ≤ n. For any 1 ≤ s ≤ m, by
definition we have ∑
i
〈vi, e
∗
k〉〈wi, f ∗s 〉 = 〈αˆ(e∗k), f ∗s 〉 = 〈e∗k, (αˆ)∗( f ∗s )〉.
Thus (αˆ)∗( f ∗s ) =
∑
i vi〈wi, f ∗s 〉 = σ̂(α)( f ∗s ), as required. 
Let V be a vector space. We also use the following notations:
(15) r± = (r ± σ(r))/2, α± := (α ± α∗)/2, ∀r ∈ V⊗2, α ∈ Hom(V∗,V).
Note that for any r ∈ V ⊗ V , (rˆ)± = r̂± by Eq. (11). So the notation rˆ± is well-defined.
For a representation ρ : g → gl(V) of a Lie algebra g, let ρ∗ : g → gl(V∗) be the dual rep-
resentation. Then g ⋉ρ∗ V∗ is defined. Suppose that g and V are finite dimensional. Then using
Proposition 2.3, we have the natural embedding
Hom(V, g) // // ∨ // // V∗ ⊗ g // // T // (g ⋉ρ∗ V∗)⊗2, α ✤ // αˇ ✤ // ˜αˇ , α ∈ Hom(V, g).
The following result identifies any O-operator as a solution of CYBE in a suitable Lie algebra.
Theorem 2.4. ([3]) A linear map α : V → g is an O-operator if and only if ˜αˇ− = ( ˜αˇ − σ( ˜αˇ))/2 is
a skew-symmetric solution of CYBE in g ⋉ρ∗ V∗.
2.2. From extended CYBE to extended O-operators. Recently, the concepts of (the tensor
form of) CYBE and O-operators have been generalized, and the connection from CYBE to O-
operators has been generalized to this context.
2.2.1. Extended CYBE. For any r = ∑
i
ai ⊗ bi ∈ g ⊗ g, we set
r21 =
∑
i
bi ⊗ ai ⊗ 1, r32 =
∑
i
1 ⊗ bi ⊗ ai, r31 =
∑
i
bi ⊗ 1 ⊗ ai.
Moreover, we set
[(a1 ⊗ a2 ⊗ a3), (b1 ⊗ b2 ⊗ b3)] = [a1, b1] ⊗ [a2, b2] ⊗ [a3, b3], ∀ ai, bi ∈ g, i = 1, 2, 3.
Definition 2.5. Let g be a Lie algebra. Fix an ǫ ∈ k. The equation
(16) [r12, r13] + [r12, r23] + [r13, r23] = ǫ[(r13 + r31), (r23 + r32)]
is called the extended classical Yang-Baxter equation of mass ǫ (or ECYBE of mass ǫ in
short).
2.2.2. Extended O-operators. Our generalization of an O-operator was inspired by two develop-
ments. On one hand, since an O-operator is a natural generalization of a Rota-Baxter operator
of weight 0, it is desirable to define an O-operator of non-zero weight that generalizes a Rota-
Baxter of non-zero weight that was first defined for associative algebras. On the other hand,
Semenov-Tian-Shansky [19] introduced the notion of modified Yang-Baxter equation
(17) [R(x),R(y)] − R([R(x), y] + [x,R(y)]) = −[x, y],
where R : g → g is a linear operator. Moreover, a Baxter Lie algebra was introduced as a Lie
algebra with a linear operator R satisfying the modified Yang-Baxter equation [1, 9].
These developments motivated us to give a framework of O-operators with extensions to uni-
formly treat these generalizations, and to generalize Theorem 2.4 to such extended O-operators.
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We first introduce the basic Lie algebra setup.
Definition 2.6. (a) Let (g, [ , ]g), or simply g, denote a Lie algebra g with Lie bracket [ , ]g.
(b) For a Lie algebra b, let Derkb denote the Lie algebra of derivations of b.
(c) Let a be a Lie algebra. An a-Lie algebra is a triple (b, [ , ]b, π) consisting of a Lie algebra
(b, [ , ]b) and a Lie algebra homomorphism π : a → Derkb. To simplify the notation, we
also let (b, π) or simply b denote (b, [ , ]b, π).
(d) Let a be a Lie algebra and let (g, π) be an a-Lie algebra. Let a · b denote π(a)b for a ∈ a
and b ∈ g.
We recall a well-known result in Lie theory which will be used throughout this paper.
Proposition 2.7. [16] Let a be a Lie algebra and let (b, π) be an a-Lie algebra. Then there exists
a unique Lie algebra structure on the vector space direct sum g = a⊕ b retaining the old brackets
in a and b and satisfying [x, y] = π(x)y for x ∈ a and y ∈ b.
Remark 2.8. The Lie algebra g in the above proposition is called the semidirect product of a
and b, and we write it as g = a ⋉π b. When the Lie bracket in b happens to be trivial, i.e., it is a
vector space, then we recover the usual semidirect product in Eq. (7).
Definition 2.9. Let g be a Lie algebra.
(a) Let κ ∈ k and let (V, ρ) be a g-module. A linear map β : V → g is called an antisymmetric
g-module homomorphism of mass κ if
κβ(x) · y + κβ(y) · x = 0,(18)
κβ(ξ · x) = κ[ξ, β(x)]g, ∀x, y ∈ V, ξ ∈ g.(19)
(b) Let κ, µ ∈ k and let (k, π) be a g-Lie algebra. A linear map β : k → g is called an
antisymmetric g-module homomorphism of mass (κ, µ) if β satisfies Eq. (18), Eq. (19)
and the following equation:
(20) µβ([x, y]k) · z = µ[β(x) · y, z]k, ∀x, y, z ∈ k.
Definition 2.10. Let g be a Lie algebra and let (k, π) be a g-Lie algebra.
(a) Let λ, κ, µ ∈ k. Fix an antisymmetric g-module homomorphism β : V → g of mass (κ, µ).
A linear map α : k → g is called an extended O-operator of weight λ with extension β
of mass (κ, µ) if:
(21) [α(x), α(y)]g − α(α(x) · y − α(y) · x + λ[x, y]k) = κ[β(x), β(y)]g + µβ([x, y]k), ∀x, y ∈ k.
(b) We also let (α, β) denote an extended O-operator with extension β.
(c) When (V, ρ) is a g-module, we regard (V, ρ) as a g-Lie algebra with the trivial bracket. Then
λ, µ are irrelevant. We then call the pair (α, β) an extended O-operator with extension
β of mass κ.
Definition 2.11. Let g be a Lie algebra and (k, π) be a g-Lie algebra. Then α : k → g is called an
O-operator of weight λ ∈ k if it satisfies
(22) [α(x), α(y)]g = α(α(x) · y − α(y) · x + λ[x, y]k), ∀x, y ∈ k.
When (k, π) = (g, ad), Eq. (22) takes the following form:
(23) [α(x), α(y)]g = α([α(x), y]g + [x, α(y)]g + λ[x, y]g), ∀x, y ∈ g.
A linear endomorphism α : g→ g satisfying Eq. (23) is called a Rota-Baxter operator of weight
λ [6, 12, 13, 18] (in the Lie algebra context).
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2.2.3. From extended CYBE to extended O-operators. We next generalize Theorem 2.1.
Lemma 2.12. ([4]) Let g be a Lie algebra with finite k-dimension and r ∈ g ⊗ g be symmetric.
Then the following conditions are equivalent.
(a) r ∈ g ⊗ g is invariant, that is, (ad(x) ⊗ id + id ⊗ ad(x))r = 0,∀x ∈ g;
(b) rˆ : g∗ → g is antisymmetric, that is, ad∗(rˆ(a∗))b∗ + ad∗(rˆ(b∗))a∗ = 0,∀a∗, b∗ ∈ g∗;
(c) rˆ : g∗ → g is g-invariant, that is, rˆ(ad∗(x)a∗) = [x, rˆ(a∗)],∀x ∈ g, a∗ ∈ g∗.
The following result characterizes solutions of ECYBE in a Lie algebra g in terms of extended
O-operators on g.
Theorem 2.13. ([4]) Let g be a Lie algebra with finite k-dimension, let r ∈ g⊗g and let rˆ : g∗ → g
be the corresponding linear map. Define rˆ± by Eq. (15). Suppose that r+ is invariant. Then r is a
solution of ECYBE of mass κ+14 :
[r12, r13] + [r12, r23] + [r13, r23] =
κ + 1
4
[(r13 + r31), (r23 + r32)]
if and only if rˆ− is an extended O-operator with extention rˆ+ of mass κ, i.e., the following equation
holds:
(24) [rˆ−(a∗), rˆ−(b∗)] − rˆ−(ad∗(rˆ−(a∗))b∗ − ad∗(rˆ−(b∗))a∗) = κ[rˆ+(a∗), rˆ+(b∗)], ∀a∗, b∗ ∈ g∗.
In the special case when r+ = 0 (hence rˆ+ = 0), we obtain Kupershmidt’s result Eq. (5) and
hence Theorem 2.1.
2.3. From extended O-operators to ECYBE. We now start with an arbitrary extended O-
operator and characterize it as a solution of ECYBE in a suitable Lie algebra.
Let g be a Lie algebra and let (V, ρ) be a g-module, both with finite k-dimensions. Let (V∗, ρ∗)
be the dual g-module and let g˜ = g ⋉ρ∗ V∗. Then from Proposition 2.3, we have the commutative
diagram
(25) Hom(V, g) ∨ //
T

g ⊗ V∗
T

Hom(g˜∗, g˜) ∨ // g˜ ⊗ g˜
β
✤ //
❴

ˇβ
❴

˜β
✤ // ˜ˇβ = ˇ˜β
Lemma 2.14. Let g be a Lie algebra and let (V, ρ) be a g-module, both with finite k-dimensions.
Then β ∈ Hom(V, g) is an antisymmetric g-module homomorphism of mass κ if and only if ˜β+ ∈
Hom(g˜∗, g˜) is an antisymmetric g˜-module homomorphism of mass κ.
Proof. The case that κ = 0 is obvious. So we suppose that κ , 0. Then antisymmetric of mass
κ is the same as antisymmetric (of mass 1) since we assume that k is a field. Note that for any
a∗ ∈ g∗ and u ∈ V , we have ˜β+(a∗) = β∗(a∗)/2 and ˜β+(u) = β(u)/2 where β∗ : g∗ → V∗ is the dual
linear map associated to β. In fact, we have ˜β+ = ( ˜β + ˜β∗)/2. Moreover, for any a∗ ∈ g∗, u ∈ V ,
˜β(a∗) = l2 ◦ β ◦ p1(a∗) = 0,
˜β(u) = l2 ◦ β ◦ p1(u) = β(u).
Hence for any b∗ ∈ g∗, v ∈ V ,
〈 ˜β∗(a∗), v〉 = 〈a∗, ˜β(v)〉 = 〈a∗, β(v)〉 = 〈β∗(a∗), v〉;
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〈 ˜β∗(a∗), b∗〉 = 〈a∗, ˜β(b∗)〉 = 0;
〈 ˜β∗(u), a∗〉 = 〈u, ˜β(a∗)〉 = 0;
〈 ˜β∗(u), v〉 = 〈u, ˜β(v)〉 = 〈u, β(v)〉 = 0.
So we have ˜β+(a∗) = ( ˜β(a∗) + ˜β∗(a∗))/2 = β∗(a∗)/2 and ˜β+(u) = ( ˜β(u) + ˜β∗(u))/2 = β(u)/2.
Now suppose that β : (V, ρ) → g is an antisymmetric g-module homomorphism of mass κ. Let
b∗ ∈ g∗, v ∈ V , then
ad∗g˜( ˜β+(a∗ + u))(b∗ + v) = (1/2)(ad∗g˜(β∗(a∗))b∗ + ad∗g˜(β∗(a∗))v + ad∗g˜(β(u))b∗ + ad∗g˜(β(u))v),
ad∗g˜( ˜β+(b∗ + v))(a∗ + u) = (1/2)(ad∗g˜(β∗(b∗))a∗ + ad∗g˜(β∗(b∗))u + ad∗g˜(β(v))a∗ + ad∗g˜(β(v))u).
On the other hand, for any x ∈ g,w∗ ∈ V∗,
〈ad∗g˜(β∗(a∗))b∗ + ad∗g˜(β∗(b∗))a∗, x〉 = 〈b∗, [x, β∗(a∗)]〉 + 〈a∗, [x, β∗(b∗)]〉 = 0,
〈ad∗g˜(β∗(a∗))b∗ + ad∗g˜(β∗(b∗))a∗,w∗〉 = 〈b∗, [w∗, β∗(a∗)]〉 + 〈a∗, [w∗, β∗(b∗)]〉 = 0,
〈ad∗g˜(β∗(a∗))v + ad∗g˜(β(v))a∗, x〉 = 〈v, [x, β∗(a∗)]〉 + 〈a∗, [x, β(v)]〉 = −〈β(ρ(x)v), a∗〉 + 〈a∗, [x, β(v)]〉 = 0,
〈ad∗g˜(β∗(a∗))v + ad∗g˜(β(v))a∗,w∗〉 = 〈v, [w∗, β∗(a∗)]〉 + 〈a∗, [w∗, β(v)]〉 = 0,
〈ad∗g˜(β(u))b∗ + ad∗g˜(β∗(b∗))u, x〉 = 〈b∗, [x, β(u)]〉 + 〈u, [x, β∗(b∗)]〉 = 〈b∗, [x, β(u)]〉 − 〈β(ρ(x)u), b∗〉 = 0,
〈ad∗g˜(β(u))b∗ + ad∗g˜(β∗(b∗))u,w∗〉 = 〈b∗, [w∗, β(u)]〉 + 〈u, [w∗, β∗(b∗)]〉 = 0,
〈ad∗g˜(β(u))v + ad∗g˜(β(v))u, x〉 = 〈v, [x, β(u)]〉 + 〈u, [x, β(v)]〉 = 0,
〈ad∗g˜(β(u))v + ad∗g˜(β(v))u,w∗〉 = 〈v, [w∗, β(u)]〉 + 〈u, [w∗, β(v)]〉 = 〈ρ(β(u))v + ρ(β(v))u,w∗〉 = 0.
Therefore, ad∗g˜( ˜β+(a∗ + u))(b∗ + v) + ad∗g˜( ˜β+(b∗ + v))(a∗ + u) = 0. Since ˜ˇβ+ ∈ g˜⊗ g˜ is symmetric,
by Lemma 2.12, ˜β+ is an antisymmetric g˜-module homomorphism of mass κ.
Conversely, if ˜β+ is an antisymmetric g˜-module homomorphism of mass κ, then for any u, v ∈
V, x ∈ g,
ad∗g˜( ˜β+(u))v + ad∗g˜( ˜β+(v))u = 0 ⇔ ρ(β(u))v + ρ(β(v))u = 0,
˜β+(ad∗g˜(x)v) = [x, ˜β+(v)] ⇔ β(ρ(x)v) = [x, β(v)].
So β : (V, ρ) → g is an antisymmetric g-module homomorphism of mass κ. 
Theorem 2.15. Let g be a Lie algebra and (V, ρ) be a g-module, both with finite k-dimensions.
Let α, β : V → g be two linear maps. Using the notations in Eq. (25), α is an extended O-operator
with extension β of mass κ if and only if α˜− is an extended O-operator with extension ˜β+ of mass
κ.
Proof. Note that for any a∗ ∈ g∗, v ∈ V , we have α˜−(a∗) = −α∗(a∗)/2 and α˜−(v) = α(v)/2 where
α∗ : g∗ → V∗ is the dual linear map of α. Suppose that α is an extended O-operator with extension
β of mass κ. Then for any a∗, b∗ ∈ g∗, u, v ∈ V , we have
[α˜−(u + a∗), α˜−(v + b∗)] − α˜−(ad∗g˜(α˜−(u + a∗))(v + b∗) − ad∗g˜(α˜−(v + b∗))(u + a∗))
= (1/4){[α(u), α(v)] − [α(u), α∗(b∗)] − [α∗(a∗), α(v)] + [α∗(a∗), α∗(b∗)]}
−(1/2)α˜−(ad∗g˜(α(u))v + ad∗g˜(α(u))b∗ − ad∗g˜(α∗(a∗))v − ad∗g˜(α∗(a∗))b∗
−ad∗g˜(α(v))u − ad∗g˜(α(v))a∗ + ad∗g˜(α∗(b∗))u + ad∗g˜(α∗(b∗))a∗)
= (1/4){[α(u), α(v)] − α(ρ(α(u))v) + α(ρ(α(v))u) − ρ∗(α(u))α∗(b∗) + α∗(ad∗(α(u))b∗)
+α∗(ad∗g˜(α∗(b∗))u) + ρ∗(α(v))α∗(a∗) − α∗(ad∗g˜(α∗(a∗))v) − α∗(ad∗(α(v))a∗)}.
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On the other hand, for any w ∈ V , we have
〈−ρ∗(α(u))α∗(b∗) + α∗(ad∗(α(u))b∗) + α∗(ad∗g˜(α∗(b∗))u),w〉
= 〈b∗, α(ρ(α(u))w) + [α(w), α(u)] − α(ρ(α(w))u)〉
= 〈b∗, k[β(w), β(u)]〉
= 〈b∗,−kβ(ρ(β(u))w)〉
= 〈kρ∗(β(u))β∗(b∗),w〉.
Thus
−ρ∗(α(u))α∗(b∗) + α∗(ad∗(α(u))b∗) + α∗(ad∗g˜(α∗(b∗))u) = kρ∗(β(u))β∗(b∗).
Similarly,
ρ∗(α(v))α∗(a∗) − α∗(ad∗g˜(α∗(a∗))v) − α∗(ad∗(α(v))a∗) = −kρ∗(β(v))β∗(a∗).
So
[α˜−(u + a∗), α˜−(v + b∗)] − α˜−(ad∗g˜(α˜−(u + a∗))(v + b∗) − ad∗g˜(α˜−(v + b∗))(u + a∗))
= (1/4)(κ[β(u), β(v)] + κρ∗(β(u))β∗(b∗) − κρ∗(β(v))β∗(a∗))
= (1/4)(κ[β(u), β(v)] + κ[β(u), β∗(b∗)] + κ[β∗(a∗), β(v)])
= κ[ ˜β+(u + a∗), ˜β+(v + b∗)].
Furthermore, since β is an antisymmetric g-module homomorphism of mass κ, by Lemma 2.14,
the linear map ˜β+ from (g˜∗, ad∗g˜) to g˜ is an antisymmetric g˜-module homomorphism of mass κ.
Therefore α˜− is an extended O-operator with extension ˜β+ of mass κ.
Conversely, if α˜− is an extended O-operator with extension β of mass κ. Then the linear map ˜β+
from (g˜∗, ad∗g˜) to g˜ is an antisymmetric g˜-module homomorphism of mass κ, which by Lemma 2.14
implies that β is an antisymmetric g-module homomorphism of mass κ. Moreover, for any u, v ∈
V , we have that
[α˜−(u), α˜−(v)] − α˜−(ad∗g˜(α˜−(u))v − ad∗g˜(α˜−(v))u) = κ[ ˜β+(u), ˜β+(v)].
Hence
[α(u), α(v)] − α(ρ(α(u))v − ρ(α(v))u) = κ[β(u), β(v)].
So α is an extended O-operator with extension β of mass κ. 
Theorem 2.15 allows us to give the following characterization of extended O-operators in terms
of solutions of CYBE in a suitable Lie algebra. In particular, Baxter Lie algebras are described
by CYBE [1, 9].
Corollary 2.16. Let g be a Lie algebra and let (V, ρ) be a g-module, both with finite k-dimension.
(a) Let α, β : V → g be linear maps. Then α is an extended O-operator with extention β of
mass k if and only if ˜αˇ− ± ˜ˇβ+ is a solution of ECYBE of mass κ+14 in g ⋉ρ∗ V∗.(b) ([3]) Let α : V → g be a linear map. Then α is an O-operator of weight zero if and only if
˜αˇ− is a skew-symmetric solution of CYBE in g⋉ρ∗ V∗. In particular, a linear map P : g→ g
is a Rota-Baxter operator of weight zero if and only if r = ˜ˇP− is a skew-symmetric solution
of CYBE in g ⋉ad∗ g∗.
(c) Let R : g → g be a linear map. Then (g,R) is a Baxter Lie algebra, i.e., the following
equation holds:
(26) [R(x),R(y)] − R([R(x), y] + [x,R(y)]) = −[x, y], ∀x, y ∈ g.
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if and only if ˜ˇR− ± ˜ˇid+ is a solution of CYBE in g ⋉ad∗ g∗.
(d) Let P : g → g be a linear map. Then P is a Rota-Baxter operator of weight λ , 0 if and
only if both 2
λ
˜
ˇP− + 2 ˜ˇid and 2λ
˜
ˇP− − 2σ( ˜ˇid) are solutions of CYBE in g ⋉ad∗ g∗.
Proof. (a) This follows from Theorem 2.15 and Theorem 2.13.
(b) This follows from Theorem 2.15 for κ = 0 (or β = 0) and Eq. (5).
(c) This follows from Item (a) in the case that (V, ρ) = (g, ad), κ = −1 and β = id.
(d) By [11], P is a Rota-Baxter operator of weight λ , 0 if and only if 2P
λ
+ id is an extended
O-operator with extention id of mass −1 from (g, ad) to g, i.e., 2P
λ
+ id satisfies Eq. (26). Then the
conclusion follows from Item (c). 
3. Extended O-operators and generalized CYBE
In this section, we consider the relationship between extended O-operators and the generalized
CYBE.
Recall that a Lie bialgebra structure on a Lie algebra g is a skew-symmetric k-linear map
δ : g→ g⊗ g, called the cocommutator, such that (g, δ) is a Lie coalgebra and δ is a 1-cocycle of
g with coefficients in g ⊗ g, that is, δ satisfies the following equation:
δ([x, y]) = (ad(x) ⊗ id + id ⊗ ad(x))δ(y) − (ad(y) ⊗ id + id ⊗ ad(y))δ(x), ∀x, y ∈ g.
Proposition 3.1. ([10]) Let g be a Lie algebra and r ∈ g⊗ g. Define a linear map δ : g→ g⊗ g by
(27) δ(x) = (ad(x) ⊗ id + id ⊗ ad(x))r, ∀x ∈ g.
Then (g, δ) becomes a Lie coalgebra, i.e., δ∗ : g ⊗ g → g defines a Lie algebra structure on g, if
and only if the following conditions are satisfied for all x ∈ g:
(a) (ad(x) ⊗ id + id ⊗ ad(x))r+ = 0 for r+ defined in Eq. (15).
(b) (ad(x) ⊗ id ⊗ id + id ⊗ ad(x) ⊗ id + id ⊗ id ⊗ ad(x))([r12, r13] + [r12, r23] + [r13, r23]) = 0.
Such a Lie bialgebra (g, δ) is called a coboundary Lie bialgebra [10].
Definition 3.2. ([20]) Let g be a Lie algebra. The following equation is called the generalized
classical Yang-Baxter equation (GCYBE) in g:
(28) (ad(x)⊗ id⊗ id+ id⊗ad(x)⊗ id+ id⊗ id⊗ad(x))([r12, r13]+ [r12, r23]+ [r13, r23]) = 0, ∀x ∈ g.
Lemma 3.3. ([4]) Let g be a Lie algebra with finite k-dimension and let r ∈ g ⊗ g. Let [, ]δ be the
bracket on g∗ induced by Eq. (27), defined by
〈[a∗, b∗]δ, x〉 = 〈a∗ ⊗ b∗, δ(x)〉, ∀x ∈ g, a∗, b∗ ∈ g∗.
Then for the rˆ : g∗ → g induced from r, we have
(29) [a∗, b∗]δ = ad∗(rˆ(a∗))b∗ + ad∗(rˆ∗(a∗))b∗, ∀a∗, b∗ ∈ g∗.
Further, let rˆ± : g∗ → g be the two linear maps given by Eq. (15). If r+ is invariant, then
(30) [a∗, b∗]δ = ad∗(rˆ−(a∗))b∗ − ad∗(rˆ−(a∗))b∗, ∀a∗, b∗ ∈ g∗.
By Proposition 3.1 and Lemma 3.3, one can get the following known conclusion:
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Corollary 3.4. ([14, 15]) Let g be a Lie algebra and r ∈ g ⊗ g. Suppose that r is skew-symmetric,
i.e., r+ = 0. Then r is a solution of GCYBE if and only if Eq. (30) defines a Lie bracket on g∗.
Lemma 3.5. Let g be a Lie algebra and ρ : g→ gl(V) be a representation of g on a vector space
V. Let α : V → g be a linear map. Then the bracket
(31) [u, v]α := ρ(α(u))v − ρ(α(v))u, ∀u, v ∈ V,
defines a Lie algebra structure on V if and only if the following equation holds:
(32) ρ([α(v), α(u)] − α(ρ(α(v))u − ρ(α(u))v)w + cycl. = 0, ∀u, v ∈ V.
Here for an expression f (u, v,w) in u, v,w, f (u, v,w)+cycl. means f (u, v,w)+ f (v,w, u)+ f (w, u, v).
Proof. For any u, v,w ∈ V , we have
[[u, v]α,w]α = ρ(α(ρ(α(u))v − ρ(α(v))u))w − ρ(α(w))ρ(α(u))v + ρ(α(w))ρ(α(v))u,
[[w, u]α, v]α = ρ(α(ρ(α(w))u − ρ(α(u))w))v − ρ(α(v))ρ(α(w))u + ρ(α(v))ρ(α(u))w,
[[v,w]α, u]α = ρ(α(ρ(α(v))w − ρ(α(w))v))u − ρ(α(u))ρ(α(v))w + ρ(α(u))ρ(α(w))v.
Therefore,
[[u, v]α,w]α + [[w, u]α, v]α + [[v,w]α, u]α
= ρ([α(v), α(u)] − α(ρ(α(v))u − ρ(α(u))v))w + cycl, ∀u, v,w ∈ V.

The following result can be obtained from [14, 15] in terms of the cocycle conditions. In order
to be self-contained, we give a separate proof.
Theorem 3.6. ([14, 15]) Let g be a Lie algebra with finite k-dimension, ρ : g→ gl(V) be a finite-
dimensional representation of g and α : V → g be a linear operator. Using the same notations
as in Eq. (25), ˜αˇ− ∈ g˜ ⊗ g˜ is a skew-symmetric solution of GCYBE (28) if and only if α satisfies
Eq. (32) and
(33) [x, Bα(u, v)] = Bα(ρ(x)u, v) + Bα(u, ρ(x)v) ∀u, v ∈ V, x ∈ g,
where
(34) Bα(u, v) = [α(u), α(v)] − α(ρ(α(u))v − ρ(α(v))u), ∀u, v ∈ V.
If a linear operator α satisfies Eq. (33), it is called a generalized O-operator.
One can consider more general Lie brackets and cocycle conditions than given in Eq. (31) and
(34), by involving (nonzero) Lie structures on the representation spaces and Rota-Baxter operators
or, more generally, O-operators of nonzero weights. We refer the reader to [4] for some results
in this direction. It would be interesting to consider explicit cycle conditions corresponding to
Rota-Baxter operators with nonzero weights.
Proof. By Corollary 3.4 and Lemma 3.5 we know that ˜αˇ− ∈ g˜ ⊗ g˜ is a skew-symmetric solution
of GCYBE (28) if and only if for any u, v,w ∈ V and a∗, b∗, c∗ ∈ g∗, the following equation holds
ad∗g˜([α˜−(u + a∗), α˜−(v + b∗)] − α˜−(ad∗g˜(α˜−(u + a∗))(v + b∗) − ad∗g˜(α˜−(v + b∗))(u + a∗)))(w + c∗)
+ad∗g˜([α˜−(v + b∗), α˜−(w + c∗)] − α˜−(ad∗g˜(α˜−(v + b∗))(w + c∗) − ad∗g˜(α˜−(w + c∗))(v + b∗)))(u + a∗)
+ad∗g˜([α˜−(w + c∗), α˜−(u + a∗)] − α˜−(ad∗g˜(α˜−(w + c∗))(u + a∗) − ad∗g˜(α˜−(u + a∗))(w + c∗)))(v + b∗) = 0.
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By the proof of Theorem 2.15, this is equivalent to
ad∗g˜([α(u), α(v)] − α(ρ(α(u))v) + α(ρ(α(v))u) − ρ∗(α(u))α∗(b∗) + α∗(ad∗(α(u))b∗)
+α∗(ad∗g˜(α∗(b∗))u) + ρ∗(α(v))α∗(a∗) − α∗(ad∗g˜(α∗(a∗))v) − α∗(ad∗(α(v))a∗))(w + c∗)
+ad∗g˜([α(v), α(w)] − α(ρ(α(v))w) + α(ρ(α(w))v) − ρ∗(α(v))α∗(c∗) + α∗(ad∗(α(v))c∗)
+α∗(ad∗g˜(α∗(c∗))v) + ρ∗(α(w))α∗(b∗) − α∗(ad∗g˜(α∗(b∗))w) − α∗(ad∗(α(w))b∗))(u + a∗)
+ad∗g˜([α(w), α(u)] − α(ρ(α(w))u) + α(ρ(α(u))w) − ρ∗(α(w))α∗(a∗) + α∗(ad∗(α(w))a∗)
+α∗(ad∗g˜(α∗(a∗))w) + ρ∗(α(u))α∗(c∗) − α∗(ad∗g˜(α∗(c∗))u) − α∗(ad∗(α(u))c∗))(v + b∗) = 0.
Since for any s∗ ∈ V∗ and a∗ ∈ g∗, we have ad∗g˜(s∗)a∗ = 0, the above equation is equivalent to the
following equations:
ad∗g˜([α(u), α(v)] − α(ρ(α(u))v − ρ(α(v))u))w + cycl. = 0,(35)
ad∗g˜(−ρ∗(α(u))α∗(b∗) + α∗(ad∗(α(u))b∗) + α∗(ad∗g˜(α∗(b∗))u))w + ad∗g˜(ρ∗(α(w))α∗(b∗)(36)
−α∗(ad∗g˜(α∗(b∗))w) − α∗(ad(α(w))b∗))u + ad∗g˜([α(w), α(u)] − α(ρ(α(w))u − ρ(α(u))w))b∗ = 0,
ad∗g˜(ρ∗(α(v))α∗(a∗) − α∗(ad∗g˜(α∗(a∗))v) − α∗(ad∗(α(v))a∗))w + ad∗g˜([α(v), α(w)]
−α(ρ(α(v))w) + α(ρ(α(w))v))a∗ + ad∗g˜(−ρ∗(α(w))α∗(a∗) + α∗(ad∗(α(w))a∗)(37)
+α∗(ad∗g˜(α∗(a∗))w))v = 0,
ad∗g˜([α(u), α(v)] − α(ρ(α(u))v) + α(ρ(α(v))u))c∗ + ad∗g˜(−ρ∗(α(v))α∗(c∗) + α∗(ad∗(α(v))c∗)(38)
+α∗(ad∗g˜(α∗(c∗))v))u + ad∗g˜(ρ∗(α(u))α∗(c∗) − α∗(ad∗g˜(α∗(c∗))u) − α∗(ad∗(α(u))c∗))v = 0.
We shall prove
(a) Eq. (35) ⇔ Eq. (32),
(b) Eq. (36) ⇔ Eq. (37) ⇔ Eq. (38) ⇔ Eq. (33).
The proofs of these statements are similar. So we just prove that Eq. (36) holds if and only if
Eq. (33) holds. Let LHS denotes the left-hand side of Eq. (36). For any v∗, s∗ ∈ V∗, w ∈ V and
x, y ∈ g, we have 〈ad∗g˜(v∗)w, s∗〉 = 0, 〈ad∗g˜([x, y])b∗, s∗〉 = 0. Thus we obtain 〈LHS , s∗〉 = 0.
Further, for any x ∈ g,
〈LHS , x〉 = 〈w, [ρ∗(α(u))α∗(b∗) − α∗(ad∗(α(u))b∗) − α∗(ad∗g˜(α∗(b∗))u), x]〉
+〈u, [−ρ∗(α(w))α∗(b∗) + α∗(ad∗g˜(α∗(b∗))w) + α∗(ad∗(α(w))b∗), x]〉
+〈b∗, [x, [α(w), α(u)] − α(ρ(α(w))u − ρ(α(u))w)]〉
= 〈−α(ρ(α(u))ρ(x)w) + [α(u), α(ρ(x)w)], b∗〉 − 〈[α(ρ(x)w), α∗(b∗)], u〉
+〈α(ρ(α(w))ρ(x)u) + [α(ρ(x)u), α(w)], b∗〉 + 〈[α(ρ(x)u), α∗(b∗)],w〉
+〈b∗, [x, [α(w), α(u)] − α(ρ(α(w))u − ρ(α(u))w)]〉
= 〈[α(u), α(ρ(x)w)] − α(ρ(α(u))ρ(x)w) + α(ρ(α(ρ(x)w))u), b∗〉
+〈[α(ρ(x)u), α(w)] + α(ρ(α(w))ρ(x)u) − α(ρ(α(ρ(x)u))w), b∗〉
+〈[x, [α(w), α(u)] − α(ρ(α(w))u − ρ(α(u))w)], b∗〉.
So Eq. (36) holds if and only if Eq. (33) holds. 
Remark 3.7. With the notations as above, it is in fact straightforward to show that the bracket
(39) [u, v]α := ρ(α(u))v − ρ(α(v))u, ∀u, v ∈ V,
defines a Lie algebra structure on V if and only if Eq. (32) hold.
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Corollary 3.8. Let g be a Lie algebra with finite k-dimension.
(a) Let (k, π) be a g-Lie algebra with finite k-dimension. Let α, β : k → g be two linear maps
such that α is an extended O-operator of weight λ with extension β of mass (κ, µ). Then
˜αˇ− ∈ (g ⋉π∗ k∗) ⊗ (g ⋉π∗ k∗) is a skew-symmetric solution of GCYBE if and only if the
following equations hold:
(40) λπ(α([u, v]k))w + λπ(α([w, u]k))v + λπ(α([v,w]k))u = 0,
(41) λ[x, α([u, v]k)]g = λα([π(x)u, v]k) + λα([u, π(x)v]k), ∀x ∈ g, u, v,w ∈ k.
In particular, if λ = 0, i.e., α is an extended O-operator of weight 0 with extension β of
mass (κ, µ), then ˜αˇ− ∈ (g ⋉π∗ k∗) ⊗ (g ⋉π∗ k∗) is a skew-symmetric solution of GCYBE.
(b) Let (k, π) be a g-Lie algebra with finite k-dimension. Let α : k → g an O-operator of
weight λ. Then ˜αˇ− ∈ (g ⋉π∗ k∗) ⊗ (g ⋉π∗ k∗) is a skew-symmetric solution of GCYBE if and
only if Eq. (40) and Eq. (41) hold.
(c) Let ρ : g → gl(V) be a finite dimensional representation of g. Let α, β : k → g be two
linear maps such that α is an extended O-operator with extension β of mass κ. Then
˜αˇ− ∈ (g ⋉ρ∗ V∗) ⊗ (g ⋉ρ∗ V∗) is a skew-symmetric solution of GCYBE.
Proof. (a) Since α is an extended O-operator of weight λ with extension β of mass (κ, µ), for any
u, v ∈ k, we have
Bα(u, v) = [α(u), α(v)]g − α(π(α(u))v − π(α(v))u) = λα([u, v]k) + κ[β(u), β(v)]g + µβ([u, v]k).
Thus, by Theorem 3.6, ˜αˇ− ∈ (g ⋉π∗ k∗) ⊗ (g ⋉π∗ k∗) is a skew-symmetric solution of GCYBE if and
only if the following equations hold:
(42) π(λα([u, v]k) + κ[β(u), β(v)]g + µβ([u, v]k))w + cycl. = 0,
[x, λα([u, v]k) + κ[β(u), β(v)]g + µβ([u, v]k)]g(43)
= λα([π(x)u, v]k) + κ[β(π(x)u), β(v)]g + µβ([π(x)u, v]k)
+λα([u, π(x)v]k) + κ[β(u), β(π(x)v)]g + µβ([u, π(x)v]k), ∀x ∈ g, u, v ∈ k.
On the other hand, for any u, v,w ∈ k, we have
κπ([β(w), β(u)]g)v + κπ([β(v), β(w)]g)u = κπ(β(π(β(w))u))v + κπ(β(π(β(v))w))u
= −κπ(β(v))π(β(w))u − κπ(β(u))π(β(v))w
= κπ(β(v))π(β(u))w − κπ(β(u))π(β(v))w
= κπ([β(v), β(u)]g)w.
Therefore, κπ([β(u), β(v)]g)w + cycl. = 0. Moreover,
µπ(β([u, v]k))w = −µπ(β(w))[u, v]k
= −µ[π(β(w))u, v]k − µ[x, π(β(w))v]k
= −µπ(β([w, u]k))v + µ[x, π(β(v))w]k
= −µπ(β([w, u]k))v − µπ(β([v,w]k))u.
Therefore µπ(β([u, v]k))w + µπ(β([w, u]k))v + µπ(β([v,w]k))u = 0. So Eq. (40) holds if and only if
Eq. (42) holds. Furthermore, for any x ∈ g, we have that
[x, κ[β(u), β(v)]g]g = κ[[x, β(u)]g, β(v)]g+κ[β(u), [x, β(v)]g]g = κ[β(π(x)u), β(v)]g+κ[β(u), β(π(x)v)]g
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and
[x, µβ([u, v]k)]g = µβ(π(x)[u, v]k) = µβ([π(x)u, v]k) + µβ([u, π(x)v]k).
Therefore, Eq. (41) holds if and only if Eq. (43) holds. In conclusion, ˜αˇ− ∈ (g ⋉π∗ k∗) ⊗ (g ⋉π∗ k∗)
is a skew-symmetric solution of GCYBE if and only if Eq. (40) and Eq. (41) hold.
(b) This follows from Item (a) by setting κ = µ = 0.
(c) This follows from Item (a) by setting (k, π) = (V, ρ). 
4. Rota-Baxter operators, O-operators and relative differential operators
In this section, we show that an O-operator can be recovered from a Rota-Baxter operator on
a large space. We also introduce a differential variation of the O-operator and study its relation
with O-operators.
4.1. Rota-Baxter operators and O-operators. We start with the relationship between O-operators
on a g-Lie algebra and Rota-Baxter operators.
Proposition 4.1. Let g be a Lie algebra and (k, π) be a g-Lie algebra. Let α : k → g be a linear
map and let λ ∈ k. Then the following statements are equivalent.
(a) The linear map α is an O-operator of weight λ.
(b) The linear map
(44) α¯ : g ⋉π k→ g ⋉π k, α¯(x, u) = (α(u) − λx, 0), ∀x ∈ g, u ∈ k,
is a Rota-Baxter operator of weight λ.
(c) The linear map
(45) − λid − α¯ : g ⋉π k→ g ⋉π k, (−λid − α¯)(x, u) = (−α(u),−λu), ∀x ∈ g, u ∈ k,
is a Rota-Baxter operator of weight λ.
Proof. (a)⇔(b). Let x, y ∈ g, u, v ∈ k. Then we have
[α¯(x, u), α¯(y, v)] = (λ2[x, y] − λ[x, α(v)] − λ[α(u), y] + [α(u), α(v)], 0),
α¯([α¯(x, u), (y, v)]) = (λ2[x, y] − λ[α(u), y] − λα(π(x)v) + α(π(α(u))v), 0),
α¯([(x, u), α¯(y, v)]) = (λ2[x, y] − λ[x, α(v)] + λα(π(y)u) − α(π(α(v))u), 0),
λα¯([(x, u), (y, v)]) = (−λ2[x, y] + λα(π(x)v) − λα(π(y)u) + λα([u, v]), 0).
Therefore
[α(u), α(v)] = α(π(α(u))v − π(α(v))u) + λα([u, v])
if and only if
[α¯(x, u), α¯(y, v)] = α¯([α¯(x, u), (y, v)]) + α¯([(x, u), α¯(y, v)]) + λα¯([(x, u), (y, v)]),
for any x, y ∈ g, u, v ∈ k.
(b)⇔(c). This follows from the following basic fact on Rota-Baxter operators: a linear map P
on a Lie algebra is a Rota-Baxter operator of weight λ ∈ k if and only if −λid−P is a Rota-Baxter
operator of weight λ ∈ k. 
For O-operators on a g-module, we have
Corollary 4.2. Let g be a Lie algebra and (V, ρ) be a g-module. Let α : V → g be a linear map.
Let λ and µ , 0 be in k. The following statements are equivalent.
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(a) The linear map α is an O-operator (of weight 0).
(b) The linear map
(46) α¯ : g ⋉ρ V → g ⋉ρ V, α¯(x, u) = (µα(u) − λx, 0), ∀x ∈ g, u ∈ V,
is a Rota-Baxter operator of weight λ.
(c) The linear map
(47) − λid − α¯ : g ⋉ρ V → g ⋉ρ V, (−λid − α¯)(x, u) = (−µα(u),−λu), ∀x ∈ g, u ∈ V,
is a Rota-Baxter operator of weight λ.
Proof. Since a g-module (V, ρ) is a g-Lie algebra when V is equipped with the zero bracket, the
corollary follows from Proposition 4.1 and the simple fact that a linear operator α : V → g is an
O-operator if and only if µα is one for 0 , µ ∈ k. 
By a similar argument as that for Proposition 4.1, we also obtain the following relation of
invertible O-operators with Rota-Baxter operators.
Proposition 4.3. Let g be a Lie algebra and (V, ρ) be a g-module. Let α : V → g be an invertible
linear map. Let λ, µ1 , 0 and µ2 , ±λ be in k. Then α is an O-operator of weight 0 if and only if
(48) α¯(x, u) =
(
µ1α(u) − µ2 + λ2 x,
λ2 − µ22
4µ1
α−1(x) + µ2 − λ
2
u
)
, ∀x ∈ g, u ∈ V,
is a Rota-Baxter operator of weight λ on g ⋉ρ V.
4.2. Rota-Baxter operators and relative differential operators. We first define a relative ver-
sion of the differential operator which can also be regarded as a differential variation of the O-
operator.
Definition 4.4. Let g be a Lie algebra.
(a) Let (k, π) be a g-Lie algebra. A linear map f : g → k is called a relative differential
operator (on k) of weight λ if
(49) f ([x, y]g) = π(x) f (y) − π(y) f (x) + λ[ f (x), f (y)]k, ∀x, y ∈ g.
(b) Let (V, ρ) be a g-module. A linear map f : g→ V is called a relative differential operator
(on V) if
(50) f ([x, y]g) = π(x) f (y) − π(y) f (x), ∀x, y ∈ g.
A relative differential operator on a g-module V can be regarded as a special case of a relative
differential operator on a g-Lie algebra k when V is equipped with the trivial Lie bracket.
Proposition 4.5. Let g be a Lie algebra and (k, π) be a g-Lie algebra. Let f : g → k be a linear
map. Then the following statement are equivalent.
(a) The linear map f is a relative differential operator of weight 1.
(b) The linear map
(51) ¯f : g ⋉π k→ g ⋉π k, ¯f (x, u) = (x, f (x)), ∀x ∈ g, u ∈ k,
is a Rota-Baxter operator of weight −1.
(c) The linear map
(52) id − ¯f : g ⋉π k→ g ⋉π k, (id − ¯f )(x, u) = (0, u − f (x)), ∀x ∈ g, u ∈ k,
is a Rota-Baxter operator of weight −1.
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Proof. (a)⇔(b). Let x, y ∈ g, u, v ∈ k. Then we have
[ ¯f (x, u), ¯f (y, v)] = ([x, y], π(x) f (y) − π(y) f (x) + [ f (x), f (y)]);
¯f ([ ¯f (x, u), (y, v)]) = ([x, y], f ([x, y]));
¯f ([(x, u), ¯f (y, v)]) = ([x, y], f ([x, y]));
¯f ([(x, u), (y, v)]) = ([x, y], f ([x, y])).
Therefore
[ ¯f (x, u), ¯f (y, v)] = ¯f ([ ¯f (x, u), (y, v)]) + ¯f ([(x, u), ¯f (y, v)]) − ¯f ([(x, u), (y, v)])
if and only if
f ([x, y]) = π(x) f (y) − π(y) f (x) + [ f (x), f (y)].
for any x, y ∈ g, u, v ∈ k.
(b)⇔(c). This follows from the same reason as in the case of Proposition 4.1. 
By the same argument as for Corollary 4.2, we have:
Corollary 4.6. Let g be a Lie algebra and (V, ρ) be a g-module. Let f : g → V be a linear map.
Let λ, µ ∈ k be nonzero. Then the following statements are equivalent.
(a) The linear map f is a relative differential operator.
(b) The linear map
(53) ¯f : g ⋉ρ V → g ⋉ρ V, ¯f (x, u) = (−λx, µ f (x)), ∀x ∈ g, u ∈ V,
is a Rota-Baxter operator of weight λ.
(c) The linear map
(54) − λid − ¯f : g ⋉ρ V → g ⋉ρ V, (−λid − ¯f )(x, u) = (0,−µ f (x) − λu), ∀x ∈ g, u ∈ V,
is a Rota-Baxter operator of weight λ.
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