Abstract. We discuss an extension of the almost Hadamard matrix formalism, to the case of complex matrices. Quite surprisingly, the situation here is very different from the one in the real case, and our conjectural conclusion is that there should be no such matrices, besides the usual Hadamard ones. We verify this conjecture in a number of situations, and notably for most of the known examples of real almost Hadamard matrices, and for some of their complex extensions. We discuss as well some potential applications of our conjecture, to the general study of complex Hadamard matrices.
Assuming that the matrix has N ≥ 3 rows, the orthogonality conditions between the rows give N ∈ 4N. A similar analysis with four or more rows, or any other kind of abstract or concrete consideration doesn't give any further restriction on N , and we have:
Hadamard Conjecture (HC). Hadamard matrices exist at any N ∈ 4N.
This conjecture is about 100 years old. See [12] , [21] . Regarding the structure of the Hadamard matrices, the situation is complicated as well. As an example, the above matrix K 4 is circulant, obtained by cyclically permuting the entries of v = (−1, 1, 1, 1). So, as a first question, one may wonder whether one can fully classify the circulant Hadamard matrices. And the answer here is given by:
Circulant Hadamard Conjecture (CHC). There are no circulant Hadamard matrices at N > 4.
This conjecture is well-known too, and is about 50 years old. See [19] . Generally speaking, the difficulty in dealing with such questions comes from the fact that the ±1 entries can be replaced by any two symbols, with the orthogonality condition stating that, when comparing two rows, the number of matchings equals the number of mismatchings. We are therefore confronted to objects of the following type:
Computers can of course help here, but only to some extent. There are as well connections to abstract algebra. The big challenge, however, remains that of inventing an efficient way of using classical analysis tools for the study of such objects.
While the difficulties abound, and no clear strategy is available, there have been many interesting advances on both the HC and the CHC, including:
(1) Strong numeric evidence for these conjectures. See [16] , [18] . ( 2) The recent theory of cocyclic Hadamard matrices. See [13] . (3) An asymptotic counting result for the partial Hadamard matrices [17] . Quite surprisingly, the landscape drastically changes when allowing the entries of H to be roots of unity of arbitrary order, or even more generally, arbitrary complex numbers of modulus 1. These latter matrices are called "complex Hadamard". Such matrices exist at any N , the basic example being the Fourier matrix, F N = (w ij ) ij with w = e 2πi/N : Here the terminology comes from the fact that F N / √ N is the matrix of the Fourier transform over the cyclic group Z N . More generally, associated to any finite abelian group G is its Fourier matrix F G ∈ M |G| (C), which is complex Hadamard. As an example here, the above clubs and hearts design comes from the Klein group Z 2 × Z 2 .
There are many other examples, often coming in tricky parametric families. In fact, the N × N complex Hadamard matrices form a real algebraic manifold C N ⊂ M N (C), which appears as an intersection of smooth manifolds, C N = M N (T) ∩ √ N · U (N ), and the known results and examples suggest that this intersection is highly singular.
The passage to the complex case brings as well a whole new range of potential motivations and applications. Generally speaking, the complex Hadamard matrices can be thought of as being "generalized Fourier matrices", and this is where the interest in them comes from. There are several potential applications of this philosophy, to various fields such as coding theory, operator algebras, quantum groups, quantum information, noncommutative geometry, linear algebra, abstract functional analysis. See [23] .
Leaving aside these interpretations, what matters the most are of course the matrices themselves. In the case where the entries of the matrix are roots of unity of a given order, there has been some structure and classification work, starting from the 60's, inspired from the real case [8] . In the pure complex case, however, the systematic study started only quite recently, notably with two papers by Haagerup:
(1) The classification up to N = 5 was done in [10] . The cases N = 2, 3, 4 are elementary, but at N = 5 the study requires a mix of ad-hoc techniques, of complex analysis and real algebraic geometry flavor, with F 5 being the only solution. (2) A counting result for the circulant complex Hadamard matrices of prime order was found in [11] . The proof uses Björck's cyclic root picture [7] , then basic ideas from algebraic geometry, and some number-theoretical ingredients.
There have been several further developments of the subject, mainly via variations of these methods. See [5] , [6] , [15] , [22] , [24] . The structure of the complex Hadamard manifold remains, however, very unclear, and this even at N = 6. Unclear as well is the relation between the local or global geometry of this manifold, and the above-mentioned collection of mathematical and physical "generalized Fourier" questions.
The present paper is a continuation of our previous work [1] , [2] , [3] , [4] . The starting point there was the fact that for U ∈ O(N ) we have, according to Cauchy-Schwarz:
The equality case appears when the numbers |U ij | are all equal, so when H = √ N U is Hadamard. Motivated by this fact, we called almost Hadamard matrix (AHM) a matrix H ∈ M N (R) having the property that U = H/ √ N is a local maximizer of the 1-norm on O(N ). Such matrices exist at any N ∈ N, the simplest example being: The AHM have a quite interesting structure, and as explained in [4] , their construction requires some subtle combinatorial ingredients, such as the following object: Summarizing, the AHM theory appears as a natural relaxation of the Hadamard matrix theory, bringing a lot more freedom at the level of examples, and bringing into the picture some classical analysis as well. At the level of the potential applications, we first did some work in connection with the HC and CHC, with the conclusion (no surprise) that these questions are far too difficult. Then in [3] we found a first true application of our theory, stating that under suitable assumptions, the submatrices of Hadamard matrices are AHM. The consequences of this phenomenon are of course still to be explored.
In this paper we discuss an extension of the AHM formalism, to the case of complex matrices. We have not done this before, simply because the world of complex Hadamard matrices (CHM) looks quite rich already, and does not seem to "need" such an extension. However, as we will see, the complex AHM picture is in fact quite interesting.
As in the real case, the starting point is the Cauchy-Schwarz inequality ||U || 1 ≤ N √ N , but this time over the unitary group U (N ). The equality case happens when H = √ N U is CHM. Based on this observation, let us call complex AHM a matrix H ∈ M N (C) having the property that U = H/ √ N is a local maximizer of the 1-norm on U (N ). Quite surprisingly, it is not clear at all on how to construct non-trivial examples, with K N and other basic AHM failing to be complex AHM. We have in fact the following statement, which emerges from our present work here: Almost Hadamard Conjecture (AHC). The only complex almost Hadamard matrices are the complex Hadamard matrices.
In other words, our conjecture is that a local maximizer of the 1-norm on U (N ) must be in fact a global maximizer. We will present here a number of verifications of this conjecture, with results regarding the following types of matrices:
(1) The AHM coming from block designs.
(2) The AHM which are circulant and symmetric.
The straightforward complex generalizations of such matrices. Regarding the potential applications, the situation is of course very different from the one in the real case. Assuming that the AHC holds indeed, we would have here a new approach to the CHM, which is by construction analytic and local. This would be quite powerful, with many potential applications. As an example here, numerical methods, such as the gradient descent one, could be used for finding new classes of CHM.
The main problem, however, remains that of proving the AHC, or at least finding a strategy for proving it. We will advance here on this question, with the conclusion that a potential proof might come via a clever mix of geometric and probabilistic techniques.
The paper is organized as follows: 1-2 are preliminary sections, in 3-4 we introduce the complex almost Hadamard matrices, in 5-6 we study in detail the unitary matrices coming from block designs, and in 7-8 we present a number of further verifications of our conjecture, and we discuss some potential consequences.
The Jensen inequality
We are interested in this paper in the complex Hadamard matrices. The definition of these matrices is very simple, as follows: Definition 1.1. A complex Hadamard matrix is a square matrix H ∈ M N (C) whose entries are on the unit circle, |H ij | = 1, and whose rows are pairwise orthogonal.
The basic example is the Fourier matrix, F N = (w ij ) ij with w = e 2πi/N . This appears as matrix of the Fourier transform over the cyclic group Z N . Here are the first few such matrices, with the convention i, j ∈ {0, 1, . . . , N − 1}, and with w = e 2πi/3 :
In fact, associated to any finite abelian group G is its Fourier matrix F G ∈ M |G| (C). In terms of a decomposition
, and in particular we see that F G is a complex Hadamard matrix.
In general, a complex Hadamard matrix can be thought of as being a "generalized Fourier matrix", and this is where the interest in these matrices comes from. For a list of potential applications, for the most in connection with quantum physics, see [23] . Now back to Definition 1.1, observe that the orthogonality condition between the rows of H tells us that the rescaled matrix U = H/ √ N must belong to the unitary group U (N ). Following some previous observations, which go back to [1] , in the real case, we have the following analytic characterization of such matrices: Proposition 1.2. If ψ : [0, ∞) → R is strictly concave/convex, the quantity
over U (N ) is maximized/minimized precisely by the rescaled Hadamard matrices.
Proof. We recall that Jensen's inequality states that for ψ convex we have:
For ψ concave the reverse inequality holds. Also, the equality case holds either when ψ is linear, or when the numbers x 1 , . . . , x n are all equal.
In our case, with n = N 2 and with {x 1 , . . . , x n } = {|U ij | 2 |i, j = 1, . . . , N }, we obtain that for any convex function ψ, the following holds:
Thus we have F (U ) ≥ N 2 ψ(1/N ), and by assuming as in the statement that ψ is strictly convex, the equality case holds precisely when the numbers |U ij | 2 are all equal, so when H = √ N U is Hadamard. The proof for concave functions is similar.
The above result suggests the following definition:
, and U locally maximizes/minimizes over U (N ) the following quantity:
Also, we call H absolute almost Hadamard if it is ψ-almost Hadamard, for any ψ.
According to Proposition 1.2, any complex Hadamard matrix is an absolute almost Hadamard matrix. Our purpose here will be to study the converse of this fact.
Of particular interest for our considerations will be the power functions ψ(x) = x p/2 , which are concave at p ∈ [1, 2) , and convex at p ∈ (2, ∞). Observe that for such a function we have F (U ) = ||U || p p , where the p-norm is defined by the usual formula, namely:
In particular, we can see that any absolute almost Hadamard matrix H ∈ M N (C) must be such that U = H/ √ N locally maximizes the p-norm on U (N ) at any p ∈ [1, 2), and locally minimizes the p-norm on U (N ) at any p ∈ (2, ∞).
In order to formulate now some classification results, we will need: Definition 1.4. Two matrices H, K ∈ M N (C) are called Hadamard equivalent if one can pass from one to the other via a composition of the following operations:
(1) Permuting the rows, or permuting the columns.
(2) Multiplying a row, or a column, by a number of modulus 1.
At the level of classification results, it is known that, up to equivalence, the complex Hadamard matrices at N = 2, 3, 4, 5 are precisely the matrices F 2 , F 3 , F q 4 , F 5 , where F q 4 is a certain one-parameter deformation of the Fourier matrix F 4 . See [10] .
With this notion in hand, let us go back to the almost Hadamard matrices, and first study the case N = 2. The situation here is very simple, as follows: Proposition 1.5. At N = 2 the various almost Hadamard notions coincide, and as example, we have only the Fourier matrix F 2 , and its Hadamard conjugates.
Proof. We use the well-known fact that the unitary group U (2) is given by:
Let us pick U ∈ U (2), written as above. For any ψ : [0, ∞) → R we have then:
It follows that when ψ is strictly concave/convex, our matrix U locally maximizes or minimizes this quantity precisely when |a| = |b|. We conclude that any type of "almost Hadamard" condition on H = √ 2U requires U to be as follows:
Now observe that this matrix is rescaled complex Hadamard. Thus by [10] the matrix H = √ 2U must be Hadamard equivalent to the Fourier matrix F 2 , and we are done.
The following key fact, which in the real case goes back to [1] , is crucial in the study of almost Hadamard matrices: Theorem 1.6. If U ∈ U (N ) locally maximizes over U (N ) the quantity
then all its entries are nonzero, U ij = 0 for any i, j.
Proof. We use the same method as in the real case [1] , namely a "rotation trick". Let us denote by U 1 , . . . , U N the rows of U , and let us perform a rotation of U 1 , U 2 :
In order to compute the 1-norm, let us permute the columns of U , in such a way that the first two rows look as follows, with X, Y, A, B having nonzero entries:
The rotated matrix will look then as follows:
Our claim is that X, Y must be empty. Indeed, if A and B are not empty, let us fix a column index k for both A, B, and set α = A k , β = B k . We have then:
Since α, β = 0, the above function is derivable at t = 0, and we obtain:
2 sin 2 t · |α| 2 + cos 2 t · |β| 2 + sin t cos t(αβ + βᾱ)
Thus at t = 0, we obtain the following formula:
Now since U locally maximizes the 1-norm, both directional derivatives of ||U t || 1 must be negative in the limit t → 0. On the other hand, if we denote by C the contribution coming from the right (which might be zero in the case where A and B are empty), i.e. the sum over k of the above quantities, we have:
As for the derivative at left, this is given by the following formula:
We therefore obtain the following inequalities, where C is as above:
Consider now the matrix obtained from U by interchanging U 1 , U 2 . Since this matrix must be as well a local maximizer of the 1-norm, and since the above formula shows that C changes its sign when interchanging U 1 , U 2 , we obtain:
The four inequalities that we have give altogether ||X|| 1 + ||Y || 1 = C = 0, and from ||X|| 1 + ||Y || 1 = 0 we obtain that both X, Y must be empty, as claimed.
As a conclusion, up to a permutation of the columns, the first two rows must be of the following form, with A, B having only nonzero entries:
By permuting the rows of U , the same must hold for any two rows U i , U j . Now since U cannot have a zero column, we conclude that U cannot have zero entries, as claimed.
As explained in [2] , a p-norm analogue of the above result holds in the real case, with p < 2. The extension of this result to the complex case, as well as the generalization to exponents p > 2, or to arbitrary convex/concave functions, remains an open problem.
Yet another interesting question regards the local minimizers of the 1-norm. It is elementary to see that the global minimizers of the 1-norm are the generalized permutation matrices (i.e. the matrices U ∈ U (N ) having a maximal number of 0 entries), but at the level of local minimizers of the 1-norm, we have no results, so far.
Critical points
We denote by U (N ) * the set of matrices U ∈ U (N ) having nonzero entries. In view of Theorem 1.6 above, in order to investigate the one-norm almost Hadamard matrices, or the absolute ones, we can restrict the attention to the matrices U ∈ U (N ) * . Our first task will be that of investigating the critical points over U (N )
* of the various functions of type F (U ) = ij ψ(|U ij | 2 ). We focus here on the first order, not taking into account the convexity/concavity properties of ψ, and it is technically convenient to use the function ϕ(x) = ψ(x 2 ), with no extra assumptions on it. Following some previous work from [1] , [2] , we first have:
is a critical point of the quantity
Proof. We regard U (N ) as a real algebraic manifold, with coordinates U ij ,Ū ij . This manifold consists by definition of the zeroes of the following polynomials:
Since U (N ) is smooth, and so is a differential manifold in the usual sense, it follows from the general theory of Lagrange multipliers that a given matrix U ∈ U (N ) is a critical point of F precisely when the condition dF ∈ span(dA ij ) is satisfied.
Regarding the space span(dA ij ), this consists of the following quantities:
In order to compute dF , observe first that, with S ij = sgn(U ij ), we have:
We therefore obtain, with W ij = sgn(U ij )ϕ (|U ij |) as in the statement:
We conclude that U ∈ U (N ) is a critical point of F if and only if there exists a matrix M ∈ M N (C) such that the following two conditions are satisfied:
Now observe that these two equations can be written as follows:
Summing up, the critical point condition on U ∈ U (N ) simply reads W U * = U W * , which means that the matrix W U * must be self-adjoint, as claimed.
In order to process the above result, use the following notion, from [2] :
which describe where the various modulus r entries stand.
The terminology comes from the fact that for certain applications, as those that we will need here, the values of the various numbers r > 0 which appear inside U are most of the time irrelevant, so we can think of these entries rather as being "colors".
We can now introduce the following notions:
Definition 2.3. We call a unitary matrix U ∈ U (N ):
(1) Semi-balanced, if the matrices U r U * and U * U r , with r > 0, are all self-adjoint. (2) Balanced, if the matrices U r U * s and U * r U s , with r, s > 0, are all self-adjoint. These conditions are quite natural, because for a unitary matrix U ∈ U (N ), the relations U U * = U * U = 1 translate as follows, in terms of the color decomposition:
Thus, our balancing conditions express the fact that the various components of the above sums all self-adjoint. Now back to our critical point questions, we have:
* of the functions
with ϕ : (0, ∞) → R, are precisely the semi-balanced matrices.
Proof. We use Proposition 2.1 above. The matrix constructed there is given by:
Thus we have W U * = r>0 ϕ (r)U r U * , and when ϕ : (0, ∞) → R varies, the individual components of this sum must be all self-adjoint, as claimed.
As a conclusion, algebrically speaking, we are led to the study of the semi-balanced matrices. The point, however, is that most of the known examples of semi-balanced matrices are actually balanced. So, while the analytic meaning of the balancing condition remains quite unclear, we would like now to present a few results on this class of matrices, which seems to be a quite interesting one, from a combinatorial point of view.
As a first result, we have the following collection of simple facts:
Proposition 2.5. The class of unitary balanced matrices is as follows:
It is stable under transposition, complex conjugation, and taking adjoints. Proof. All these results are elementary, the proof being as follows:
(1) Here U ∈ U (N ) follows from the Hadamard condition, and since there is only one color component, namely U 1/ √ N = H, the balancing condition is satisfied as well. (2) Assuming that U = r>0 rU r is a color decomposition of a given matrix U ∈ U (N ), the following are color decompositions too:
But this observation gives all the assertions. (3) Assuming that U = r>0 rU r and V = s>0 sV s are the color decompositions of two given unitary matrices U, V , we have:
Thus the color components of W = U ⊗ V are the matrices W p = p=rs U r ⊗ V s , and it follows that if U, V are both balanced, then so is W = U ⊗ V .
(4) We recall that the Hadamard equivalence consists in permuting rows and columns, and switching signs on rows and columns. Since all these operations correspond to certain conjugations at the level of the matrices U r U * s , U * r U s , we obtain the result. (5) The matrix in the statement, which goes back to [4] , is as follows:
Observe that this matrix is indeed unitary, its rows being of norm one, and pairwise orthogonal. The color components of this matrix being U 2/N −1 = 1 N and U 2/N = I N − 1 N , it follows that this matrix is balanced as well, as claimed.
Let us look now more in detail at U N , and at the matrices having similar properties. We recall from [4] that an (a, b, c) pattern is a matrix M ∈ M N (0, 1), with N = a + 2b + c, such that any two rows look as follows, up to a permutation of the columns:
As explained in [4] , there are many interesting examples of (a, b, c) patterns, coming from the balanced incomplete block designs (BIBD), and all these examples can produce two-entry unitary matrices, by replacing the 0, 1 entries with suitable numbers x, y. Now back to the matrix U N from Proposition 2.5 (5), observe that this matrix comes from a (0, 1, N − 2) pattern. And also, independently of this, this matrix has the remarkable property of being at the same time circulant and self-adjoint.
We have in fact the following result, generalizing Proposition 2.5 (4): Proposition 2.6. The following matrices are balanced:
(1) The orthogonal matrices coming from (a, b, c) patterns.
(2) The unitary matrices which are circulant and self-adjoint.
Proof. These observations basically go back to [4] , and then to [2] , in the real case. In the general case, the proofs are as follows:
(1) If we denote by P, Q ∈ M N (0, 1) the matrices describing the positions of the 0, 1 entries inside the pattern, then we have the following formulae:
(2) Assume that U ∈ U (N ) is circulant, U ij = γ j−i , and in addition self-adjoint, which meansγ i = γ −i . Consider the following sets, which must satisfy D r = −D r :
In terms of these sets, we have the following formula:
With k = i + j − m we obtain, by using D r = −D r , and thenγ i = γ −i :
Now by interchanging i ↔ j, and with m → k, this formula becomes:
We recognize here the complex conjugate of (U r U * s ) ij , as previously computed above, and we therefore deduce that U r U * s is self-adjoint. The proof for U * r U s is similar. There are several interesting questions regarding the balanced unitary matrices. A first question is that of understanding the precise analytic meaning of these matrices, say as critical points of some cleverly chosen functions on U (N ). A second question is that of understanding the precise combinatorial meaning of these matrices, in the general context of design theory [9] , [20] . Finally, a third question regards the general structure and classification of such matrices, for instance at small values of N .
Hessian computations
Let us go back now to the Jensen inequality from Proposition 1.2 above, and to the quantities F (U ) = ij ψ(|U ij | 2 ) appearing there. In order to study the local extrema of these quantitites, consider the following function, depending on t > 0 small:
Here U ∈ U (N ) is an arbitrary unitary, and A ∈ M N (C) is assumed to be antihermitian, A * = −A, with this latter assumption needed for having e A ∈ U (N ). Let us first compute the derivative of f . We have: Proposition 3.1. We have the following formula,
valid for any U ∈ U (N ), and any A ∈ M N (C) anti-hermitian.
Proof. The matrices U, e tA being both unitary, we have:
We can now differentiate our function f , and by using once again the unitarity of the matrices U, e tA , along with the formula A * = −A, we obtain:
But this gives the formula in the statement, and we are done.
Before computing the second derivative, let us evaluate f (0). In terms of the color decomposition U = r>0 rU r of our matrix, the result is as follows: Proposition 3.2. We have the following formula,
where U r ∈ M N (T ∪ {0}) are the color components of U .
Proof. We use the formula in Proposition 3.1 above. At t = 0, we obtain:
Consider now the color decomposition of U . We have the following formulae:
Now by getting back to the above formula of f (0), we obtain:
Our claim now is that we have U ij |(U r ) ij | = r(U r ) ij . Indeed, in the case |U ij | = r this formula reads U ij · 0 = r · 0, which is true, and in the case |U ij | = r this formula reads rS ij · 1 = r ·S ij , which is once again true. We therefore conclude that we have:
As an illustration, for the function ψ(x) = √ x, we obtain:
We conclude that the critical point condition, namely f (0) = 0 for any A antihermitian, is equivalent to S * U = U * S, and so to the fact that S * U is self-adjoint. In general, we recover of course the algebraic results from section 2 above. Let us compute now the second derivative. The result here is as follows: Proposition 3.3. We have the following formula,
Proof. We use the formula in Proposition 3.1 above, namely:
Since the real part on the right, or rather its double, appears as the derivative of the quantity |(U e tA ) ij | 2 , when differentiating a second time, we obtain:
In order to compute now the missing derivative, observe that we have:
Summing up, we have obtained the following formula:
But at t = 0 this gives the formula in the statement, and we are done.
For the function ψ(x) = √ x, corresponding to the functional F (U ) = ||U || 1 , there are some simplifications, that we will work out now in detail. First, we have:
* . For the function F (U ) = ||U || 1 we have the formula , and we obtain:
We are therefore led to the following result, regarding the 1-norm:
Theorem 3.5. A matrix U ∈ U (N ) * locally maximizes the one-norm on U (N ) precisely when S * U is self-adjoint, where S ij = sgn(U ij ), and when
holds, for any anti-hermitian matrix A ∈ M N (C).
Proof. According to Proposition 2.1 and Proposition 3.4, the local maximizer condition requires X = S * U to be self-adjoint, and the following inequality to be satisfied:
Now observe that since both X and A 2 are self-adjoint, we have:
Thus we can remove the real part, and we obtain the inequality in the statement.
As a general comment, all the above computations can be of course interpreted by using more advanced geometric language. The unitary group U (N ) is a Lie group, and its tangent space at U ∈ U (N ) is isomorphic to the corresponding Lie algebra, which consists of the anti-hermitian matrices A ∈ M N (C). With this picture in hand, our formulae for f (0) translate into the fact that the gradient of the 1-norm is given by:
Regarding now the second derivative, f (0), our computations here provide us with a formula for the Hessian of the 1-norm. Indeed, with the change of variables A = iB on the tangent space, the Hessian is given by < B, H(B) >= −Φ (U, B) , where Φ(U, iA) is the quantity appearing in Theorem 3.5. In order to explicitely compute now H, it is enough to apply to our formula the usual polarization identity, namely:
We obtain that H is given by the following formula, with A, B ∈ M sa N (C):
We will be back to more advanced geometric considerations in section 8 below.
Almost Hadamard matrices
Starting from this section, we restrict attention to the one-norm. We will be interested in what follows in the following type of matrices:
√ N is unitary, and locally maximizes the 1-norm on U (N ).
We already know that any complex Hadamard matrix H ∈ M N (C) is almost Hadamard, because its rescaling U = H/ √ N globally maximizes the 1-norm on U (N ). This follows indeed from Proposition 1.2 above, or simply from Cauchy-Schwarz, as follows:
Let us mention right away that our goal in what follows will be that of providing evidence for the following conjecture: Let us begin our study by building on the work in sections 1-3, by examining the AHM conditions found in Theorem 3.5 above. Our claim is that a careful analysis of the inequality found there can actually lead us to a simpler statement. We first have: Proposition 4.3. For a self-adjoint matrix X ∈ M N (C), the following are equivalent:
(1) T r(XA 2 ) ≤ 0, for any anti-hermitian matrix A ∈ M N (C). Proof. These equivalences are well-known, the proof being as follows:
(1) =⇒ (2) follows by taking B = iA. 
Thus, the above four conditions are indeed equivalent.
In view of some further discussion, let us record as well the following result: Proof. Let a = vec(A) be the vectorization of A, given by:
A ij e i ⊗ e j Since A is an antisymmetric matrix, a is an antisymmetric vector, a ∈ Λ 2 (R N ). It is clear (see Figure 2 below) that we have the following formula:
Thus the condition (1) is equivalent to P − (I N ⊗ X)P − being a PSD matrix, with P − being the orthogonal projector on the antisymmetric subspace in Figure 2 . From antisymmetric matrices to antisymmetric vectors.
However, for any two eigenvectors x i ⊥ x j of X with eigenvalues λ i , λ j , we have:
Thus, the non-trivial eigenvalues of P − (I N ⊗ X)P − are (λ i + λ j )/2, for every ordered pair of indices (i < j), and this gives the result.
We can now formulate a better result regarding the almost Hadamard matrices: Proposition 4.5. Given U ∈ U (N ), set S ij = sgn(U ij ), and X = S * U .
(1) U locally maximizes the 1-norm on U (N ) precisely when X ≥ 0, and when
is positive, for any hermitian matrix B ∈ M N (C). (2) If U ∈ O(N ), this matrix locally maximizes the 1-norm on O(N ) precisely when X is self-adjoint, and the sum of its two smallest eigenvalues is positive.
Proof. Here (1) follows from Theorem 3.5, by setting A = iB, and by using Proposition 4.3, which shows that we must have indeed X ≥ 0. As for (2), this follows from (1), with the remark that the right term vanishes, and from Proposition 4.4.
The result (2) above corrects an omission in our previous work [1] , [2] , [3] , [4] , where the stronger condition X ≥ 0 was thought to be the revelant one. However, we conjecture here that the conditions found in (2) above should actually imply X ≥ 0.
Let us study now more in detail the quantity Φ(U, B) appearing in Proposition 4.5 (1). As a first observation here, we have the following result: Proposition 4.6. With S ij = sgn(U ij ) and X = S * U as above, we have
Proof. The matrices X, B, D being all self-adjoint, we have (XBD) * = DBX, and so when computing Φ(U, B + D), the trace term decomposes as follows:
Regarding now the second term, with D = diag(λ 1 , . . . , λ N ) with λ i ∈ R we have (U D) ij S ij = U ij λ j S ij = λ j |U ij |, and so this term decomposes as follows:
Now observe that the middle term in this expression is given by:
As for the term on the right in the above expression, this is given by:
Thus when doing the substraction we obtain Φ(U, B + D) = Φ(U, B), as claimed.
Observe that with B = 0 we obtain Φ(U, D) = 0, for any D ∈ M N (R) diagonal. In other words, the inequality is Proposition 4.5 is an equality, when B is diagonal.
Consider now the following matrix, which is the basic example of real AHM:
We have the following result, which provides the first piece of evidence for the AHC:
Assuming that B ∈ M N (R) is symmetric and satisfies U B = λB, we have:
In particular, K N = √ N U is not complex AHM at N = 4, because:
, which is negative at N = 3. )T r(B 2 ), which is negative at N ≥ 5.
Proof. With U ∈ O(N ), B ∈ M N (R), the formula in Proposition 4.5 reads:
and U B = λB, this formula becomes:
B, the trace term is:
Regarding now the sum on the right, this can be computed as follows:
We obtain the following formula, which gives the one in the statement:
We can now prove our various results, as follows:
(1) Here we have λ = 1, and we obtain, as claimed:
(2) Here we have λ = −1, and we obtain, as claimed:
It remains to prove that matrices B as in the statement exist, at any N ≥ 5. As a first remark, such matrices cannot exist at N = 2, 3. At N = 4, however, we have solutions, which are as follows, with x + y + z = 0, not all zero:
At N ≥ 5 now, we can simply use this matrix, completed with 0 entries.
We will see later on, in section 7 below, that the above result admits a uniform proof.
Block designs
In this section and in the next ones we work out various generalizations of Theorem 4.7. As a first observation, the matrix U = 
where ε ∈ T and t > 0 are subject to the condition at 2 − 2bRe(ε)t + c = 0.
In addition, assuming that we are in the third case, and not in the second one, the transpose matrix U t comes from an (a, b, c) pattern too, and
Proof. Let us look at an arbitrary pair of rows of U . Up to a permutation of the columns, this pair of rows must look as follows: The orthogonality equations for these two rows are as follows:
Assuming y = 0, we cannot have x = 0, so the first equation reads a = 0, and then the second and third equations read b|x| 2 = b |x| 2 = 1. Thus the row picture is:
Since this is true for any two rows, and we have a square matrix, we must have b = 1, and so in this case U appears as a rescaled permutation matrix, as in (1) .
Assuming now y = 0, we can rescale, as to have y > 0. Now observe that the first orthogonality equation gives bx + b x ∈ R, and so (b − b )x ∈ R, and by taking the difference between the second and third equations, we obtain (b − b )(|x| 2 − y 2 ) = 0. We therefore have two cases, as follows: (I) Case b = b . Here we obtain x ∈ R, |x| = y, and since x = y is impossible, we must have x = −y, and we are therefore in the Hadamard matrix case.
(II) Case b = b . Here with x = −εty with |ε| = 1, t > 0, the equations become:
Let us compute now a, b, c. We have three linear equations, namely the above two ones, plus the equation a + 2b + c = N . The determinant of the corresponding system is:
At t = 1 we have |x| = y, and we are in the Hadamard matrix case. At t = 1 this determinant is nonzero, so a, b, c are uniquely determined by x, y, and we therefore have an (a, b, c) pattern. In addition, the values of x, y are those in the statement.
Regarding now the last assertion, our assumption that we are not in case (2) gives t = 1. Thus a, b, c are uniquely determined by x, y, and so the transpose matrix U t , which is a unitary matrix with entries x, y, must come from an (a, b, c) pattern as well.
In order to establish now the formula b 2 − b = ac, consider the following set:
Our claim is that, by counting this set via two different methods, and by using the fact that both U, U t come from (a, b, c) patterns, we have:
Indeed, there are b + c choices for i, and then b + c − 1 choices for j, and this gives the first formula. On the other hand, there are N − 1 choices for j, and then c choices for i, and this gives the second formula. Thus, we obtain the following equality:
But this gives b 2 − b = ac, and we are done.
Let us impose now the critical point condition. The result here is:
Theorem 5.2. Given an (a, b, c) pattern, the associated unitaries U (x, y), with the normalization y > 0, which are critical points of the 1-norm, are as follows:
(1) We have two real solutions, given by
where t > 0 is subject to the condition at 2 − 2bt + c = 0. Proof. If we denote by P, Q ∈ M N (0, 1) the matrices describing the positions of the 0, 1 entries inside the pattern, then we have the following formulae:
According to the formulae in Proposition 5.1 above, we have:
S = sgn(x)P + Q = Q − εP Thus the matrix X = S * U from the critical point criterion is given by:
We conclude that the solutions to our problem are given by:
Here we have used the fact that ε ∈ T and t > 0 must satisfy at 2 − 2bRe(ε)t + c = 0, which shows that we must have Re(ε) > 0, and so that ε ∈ R implies ε = 1.
By using now the formulae in Proposition 5.1, the situations ε = 1 and t = 1 correspond to the situations (1, 2) in the statement, and we are done with the first part.
Regarding now the overlapping case, ε = t = 1, this must come from a + c = 2b, and so from a + c = 2b = N 2 . According to (2), our matrix is in this case:
Since this matrix is unitary, U (1, −1) must be Hadamard, and we are done.
Let us examine now the 4 matrices found above. These matrices depend of course on the existence of t > 0 and ε ∈ T as above, so we can have 0, 1, 2, 3, 4 solutions.
Best here is to work out first an explicit, key example, as follows:
With a = 0, b = 1, c = N − 2, the critical points found above, rescaled by √ N , are as follows: (1) The real solutions appear only at N ≥ 3, and there is only one solution for any such N , namely the matrix
The complex solutions appear only at N = 2, 3, 4, and here we obtain respectively 2, 2, 1 complex Hadamard matrices, equivalent to F 2 , F 3 , K 4 . In addition, the real and complex solutions overlap only at N = 4, over the matrix K 4 .
Proof. We use Theorem 5.2. Before rescaling, the situation is as follows:
(1) For the real solutions, t > 0 is subject to 2t = N − 2, and so we must have N ≥ 3, and the solutions are given by x = (2) For the complex solutions, ε ∈ T is subject to 2Re(ε) = N − 2, and so we must have N = 2, 3, 4. These cases give respectively Re(ε) = 0, 1 2 , 1, and so the matrices are as follows, with w being one of the two nontrivial solutions of w 3 = 1:
Now when rescaling everything by √ N , and doing some elementary Hadamard equivalence manipulations on the matrices found above, we obtain the result.
Finally, the last assertion is clear, by comparing the solutions in (1) and (2).
The matrices in Theorem 5.2 (2) being rescaled complex Hadamard matrices, we will exclude them from our study. For more on such matrices, see [22] .
Regarding the matrices in Theorem 5.2 (1), there are many interesting examples here, coming from the symmetric balanced incomplete block designs (BIBD). We have: Proposition 5.4. Assume that (X, B) is a symmetric BIBD, in the sense that B ⊂ P(X) with |B| = |X| = a + 2b + c has the following properties:
(1) The elements (blocks) of B have the same size, a + b.
(2) Each pair of distinct points of X is contained in exactly a blocks of B. The corresponding adjacency matrix M iB = δ i∈B is then an (a, b, c) pattern.
Proof. This follows indeed from the basic theory of symmetric BIBD, see [4] .
As a basic example here, consider the Fano plane, pictured below. The 7 points and the 7 lines form a symmetric BIBD, with parameters (a, b, c) = (1, 2, 2): , we obtain a real AHM. See [4] . Now recall that the Fano plane is the projective plane over F 2 = {0, 1}. The same method works with F 2 replaced by an arbitrary finite field F q , and we have: Proposition 5.5. Assume that q = p k is a prime power.
(1) The incidence matrix of the projective plane over F q is a (1, q, q 2 − q) pattern, and the associated matrix U − , denoted I 
and the associated matrix U − , denoted I q,d
N with N = a + 2b + c, is a real AHM. Proof. Once again, this follows from the basic theory of symmetric BIBD, see [4] .
There are many other interesting examples of symmetric BIBD, and related real AHM. We refer to [9] , [20] for the general theory, and to [4] for the real AHM aspects.
Exclusion results
In this section we prove that some of the matrices found in Theorem 5.2 (1) above are not complex AHM. For this purpose, we can use the following criterion: Proposition 6.1. Assuming P B = αB, QB = βB we have:
In particular with B = I N we obtain the formula
where λ = (a + b)x + (b + c)y is the row sum of U .
Proof. With U ∈ O(N ), B ∈ M N (R), the formula in Proposition 4.5 becomes:
Our assumptions P B = αB, QB = βB show successively that we have:
The trace term in the above formula is therefore given by:
Regarding now the sum on the right, this is given by:
By summing, we obtain the formula in the statement. Finally, with B = I N we have α = a + b, β = b + c, and we obtain:
As we will see later on, the above criterion excludes some of the known real AHM, but has its limitations. Thus, we are in need of more exclusion criteria.
When P, Q are symmetric, we have as well some extra directions B, coming from:
Proposition 6.2. Assuming P = P t , Q = Q t , the solutions B = uP + vQ + w1 N of P B = αB, QB = βB are, up to a multiplication by a scalar, as follows:
Proof. Let us first solve the equation P B = αB. We have:
We conclude that we have the following equivalences:
In the case u = v we obtain w = 0, and so B = uI N . In the case u = v we must have α = ± √ b, and with the choice v = ∓1, the solutions are:
In order to further process these extra solutions, we use the equation at 2 − 2bt + c = 0. In terms of the solutions t = t ± , the above two extra solutions are:
Let us solve now the equation QB = βB. Here we have:
In the case u = v we obtain w = 0, and so B = uI N . In the case u = v we must have β = ± √ b, and with the choice v = ±1, the solutions are:
Now by using b 2 − b = ac we conclude that these two solutions coincide with those found above, for the equation P B = αB, and this finishes the proof.
Let us go back to the matrices U ± from Theorem 5.2 (1). As it is known from [4] , and explained in Proposition 6.4 (4) below, U + is not AHM. Thus we are only interested in U − , and for dealing with it, we will only need the direction B = 1 − U − . We have: Proposition 6.3. Assuming P = P t , Q = Q t and b 2 − b = ac, with U = U − we have
where λ = (a + b)x + (b + c)y is the row sum of U , and
Proof. We use the general formula of Φ(U, B) found in Proposition 6.1. The multiplication parameters α, β being in our case α = √ b, β = − √ b, we obtain:
By expanding the quantities on the right, we obtain:
Thus we have reached to the formula in the statement, and we are done.
In order to apply our criteria, we use the following result:
Proposition 6.4. The matrices U ± from Theorem 5.2 (1) are as follows:
(1) The row sum for U ± is ∓1. Proof. We use the above results, along with some previous computations from [4] :
(1) The row sum is indeed given by the following formula:
(2) For the matrix U − , this follows from:
For the matrix U + the study is similar, as follows:
This follows indeed by using the formula of X = S * U from the proof of Theorem 5.2, and we refer to [4] for details. N , P 11 is that Φ(U, I N )Φ(U, 1 − U ) < 0. So, our conjecture would be that, under suitable assumptions, this inequality should hold. The problem, however, is that K N with N ≥ 5 is not covered by this conjecture. We will see later on that these matrices are best approached with a random derivative method.
Circulant matrices
We recall that a matrix U ∈ M N (C) is called circulant if we have U ij = γ j−i , for a certain vector γ ∈ C N . In this section we study the circulant AHM. We fix N ∈ N, and we denote by F ∈ U (N ) the rescaled Fourier matrix,
with w = e 2πi/N . The following result, already used in [2] , [4] , is well-known:
If so is the case, then with Q = diag(q 0 , . . . , q N −1 ) we have γ = 1 √ N F * q, and the following happen:
(1) U is unitary precisely when q ∈ T N . (2) U is self-adjoint precisely when q ∈ R N . (3) U is real precisely whenq i = q −i , for any i.
Proof. Assuming U ij = γ j−i , the matrix Q = F * U F is indeed diagonal, given by:
Conversely, if Q ∈ M N (C) is diagonal then U = F QF * is circulant, given by:
Thus we have the equivalence in the statement, and the connecting formula γ = 1 √ N F * q is clear as well, from the above formula of U ij . Regarding now the other assertions:
(1) This is clear from U = F QF * , because Q ∈ U (N ) ⇐⇒ q ∈ T N . (2) By using the formula γ = 1 √ N F * q, we obtain:
This system admits the unique solutionq j − q j = 0, and the result follows.
We use the same method as above. From γ = 1 √ N F * q we obtain:
This system admits the unique solutionq j − q −j = 0, and the result follows.
With this Fourier analysis picture in hand, let us study now the circulant AHM. We first have the following result, which basically goes back to [2] , [4] : Proposition 7.2. Given a circulant matrix U ∈ M N (C) * , the matrix X = S * U is circulant too, and we have X = F LF * , with U → L being obtained as follows:
(1) We write U ij = γ j−i , and set ε = sgn(γ).
(2) We construct the vector ρ i = rε r γ i+r .
Proof. In terms of the vectors ε and ρ constructed in the statement, the matrix X = S * U is given by the following formula:
Thus X is circulant, with ρ as first row vector, and by using Proposition 7.1 above, we conclude that we have X = F LF * , with L being the matrix in the statement.
In general, the verification of the critical point condition X = X * is a quite tricky question. However, as observed in [2] , [4] , this condition is automatic when U is orthogonal and symmetric. In the unitary and self-adjoint case the same holds, because we have:
Note that this follows as well from Proposition 2.6 (2) above. Let us restrict now attention to the orthogonal and symmetric case. Here there are several interesting examples, known since [2] , [4] , and with the verification of X > 0 already done. We will show now that these matrices are not complex AHM.
As a first exclusion criterion for such matrices, we can use:
where u, s, v are the row sums of U, S and
where the symbol E stands for "average".
Proof. We have U I N = uI N , which gives the following formulae:
By substracting, we obtain the formula in the statement.
Here is another exclusion criterion, which is useful as well:
is circulant, U ij = γ i−j , and self-adjoint, we have:
Since U is circulant and hermitian, we have U = F diag(q)F * , for some vector q ∈ {±1}
N . The first term in the expression of Φ(U, U ) reads:
For the second term in Φ, note that (U 2 ) ij = δ i j and then:
We therefore obtain:
But this finishes the proof.
Here is now a more advanced result, making use of a random derivative method:
, and self-adjoint, we have
where e = 0, 1 is the parity of N and E denotes the expectation with respect to the uniform measure on the set of circulant self-adjoint unitary matrices B.
Proof. Since B is circulant, we diagonalize it as B = F diag(β i )F * . From Proposition 7.1, the requirement that B is unitary and self-adjoint amounts to β i = ±1. The expectation is taken in the probability space where the random variables β i are i.i.d., with symmetric Bernoulli distributions (δ −1 + δ 1 )/2; in particular, we have E[β i β j ] = δ ij .
Using B 2 = 1 N , the first term in the expression of Φ(U, B) reads:
For the second term in the formula of Φ, we develop first:
We then have the following computation:
We therefore obtain the following formula:
Similarly, we have the following formula:
Since in both the cases i = j and i = j + N/2 (when N is even), we have S ij ∈ {±1}, the above two formulae are all that we need, and we obtain the following formula:
Now by summing over i, j, and then taking into account as well the first term in the expression of Φ(U, B), computed above, we obtain the formula in the statement.
In the orthogonal case now, we have a similar result, as follows:
, and symmetric, we have
where e = 0, 1 is the parity of N and E denotes the expectation with respect to the uniform measure on the set of circulant symmetric orthogonal matrices B.
Proof. As before, the expectation is taken with respect to the distribution of the eigenvalues β 0 , . . . , β N −1 = ±1 of B, which are constrained in this case by the extra condition β i = β i−i . The first term in the expression of Φ(U, B) is equal to N i |γ i |. For the second term in Φ, we need the following covariance term:
Since all the quantities are real in this case, we have (recall that q k = q −k = ±1):
We have then:
We have as well:
Putting everything together gives the formula in the statement.
As an illustration for the above methods, we can now go back to the matrices in Theorem 4.7, and find a better proof for the fact that these matrices are not complex AHM. Indeed, we have the following result, which basically solves the problem: Proof. This follows indeed from the general formula in Theorem 7.6 above.
We therefore recover Theorem 4.7, modulo a bit of extra work still needed at N = 5. Regarding the case N = 5, here the above expectation vanishes, but by using either Proposition 7.3 or Proposition 7.4, we conclude that the vanishing of the expectation must come from both positive and negative contributions, and we are done.
The above results can be used in fact for excluding all the explicit examples of circulant AHM found in [4] . We have as well extensive computer verifications, for the AHM considered in [2] , taking their input from the computer program mentioned there.
All these verifications suggest the following conjecture:
Conjecture 7.8. For any U ∈ O(N ) which is circulant and symmetric we have E(Φ(U, B)) ≤ 0 where B varies over the space of orthogonal circulant symmetric matrices. In addition, a similar result should hold in the unitary, circulant and self-adjoint case.
This looks like a quite subtle Fourier analytic question, that we don't know how to deal with, yet. The problem is that of exploiting the positivity of the eigenvector L computed in Proposition 7.2 above, in order to obtain an upper bound for E(Φ (U, B) ).
Further results
From what we have so far, Conjecture 7.8 is perhaps the most interesting statement. Now observe that if U ∈ U (N ) is circulant and self-adjoint, then I N U = U I N = I N . In other words, such a matrix is in Sinkhorn normal form, in the sense of [14] . As a general strategy, we believe that proving the AHC requires three ingredients, namely:
(1) A strong Fourier analysis input (proof of Conjecture 7.8).
(2) A clever extension, to the matrices in Sinkhorn normal form. (3) A final extension, using some tricky transport maps, as in [14] . Another idea would be that of looking directly for a formula of type E(Φ(U, B)) ≤ 0, with B varying over some "simple" manifold associated to U , but this is probably quite naive. As an illustration here, here a "rough" computation, valid for any U : Let us go back now to the inequality in Proposition 4.5. When U is a rescaled complex Hadamard matrix we have of course equality, and in addition, the following happens: 
In particular the two "defects" dim R E U and dim R D U coincide.
Proof. Since a self-adjoint matrix B ∈ M N (C) belongs to E U precisely when the only inequality in the proof of Proposition 8.2 above is saturated, we have:
The condition on the right tells us that the matrix A = (U B) ijŪij must be real. Now since the construction B → A is injective, we obtain an isomorphism, as follows:
Our claim is that the space on the right is D U . Indeed, let us pick A ∈ M N (R). The condition A ij = (U B) ijŪij is then equivalent to (U B) ij = N U ij A ij , and so in terms of the matrix C ij = U ij A ij we have (U B) ij = N C ij , and so U B = N C. Thus B = N U * C, and we can now perform the study of the condition B = B * , as follows: (1) follows from the fact that the CHM are the unique global maximizers of the 1-norm.
Regarding now (1) =⇒ (2) =⇒ (3), observe that (1) =⇒ (2) would follow from the AHC. As for (2) =⇒ (3), this is a well-known conjecture.
As a conclusion, assuming that the AHC holds, the conjecture "isolated CHM implies minimal CHM defect" is equivalent to the conjecture "strict AHM implies minimal AHM defect". Thus, we would have here an AHM approach to a CHM question. As explained in the introduction, there are of course many other potential applications of the AHC.
