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Abstract
We construct a slowly varying space-time dependent holographic superfluid and compute
its transport coefficients. Our solution is presented as a series expansion in inverse powers
of the charge of the order parameter. We find that the shear viscosity associated with the
motion of the condensate vanishes. The diffusion coefficient of the superfluid is continuous
across the phase transition while its third bulk viscosity is found to diverge at the criti-
cal temperature. As was previously shown, the ratio of the shear viscosity of the normal
component to the entropy density is 1/4π. As a consequence of our analysis we obtain an
analytic expression for the backreacted metric near the phase transition for a particular type
of holographic superfluid.
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1 Introduction and summary
It is quite remarkable that black holes in asymptotically AdS spacetimes can be applied,
through the AdS/CFT correspondence [1, 2, 3], to myriad physical systems. Among these
systems are gauge-theory plasmas whose hydrodynamic behavior is associated with the to-
pography of the black hole horizon [4], and superfluid states of largeN gauge-theories [5, 6, 7].
In this work we show how, in the presence of a charged scalar condensate, the black hole
horizon encodes superfluid properties of the dual gauge theory and compute various generic
properties of the superfluid.
The membrane paradigm [8] suggests a relationship between fluid dynamics and black
holes. In the context of AdS/CFT, ref. [9] made this relation precise by computing the ratio
of the shear viscosity, η, to entropy density, s, of N = 4 Super-Yang Mills
η
s
=
1
4π
(1)
using a Kubo formula. The ratio in (1) is considered to be universal in the sense that
it is valid, in the supergravity limit, for a large class of theories [10, 11, 12, 13].1 The
work of [4] provided a new layer of development in describing fluid flow using AdS/CFT by
demonstrating a one-to-one correspondence between solutions of relativistic Navier-Stokes
equations in field theory and solutions of Einstein’s equations in the dual black hole geometry.
Indeed, using the formalism of [4] new transport coefficients were unveiled [15, 16, 17, 18,
19, 20] and relations similar to (1) were found for higher order transport coefficients [20].
Superfluidity, initially discovered in liquid helium, can be thought of as a fluid with a
spontaneously broken global symmetry. At temperatures below T0 ∼ 2.17◦ K liquid helium
undergoes a phase transition into a superfluid state. Many of the remarkable properties
of superfluid helium can be attributed to the lack of viscosity of its superfluid component.
In [21] and later in [22] Tisza and Landau formulated a hydrodynamic model in which a
superfluid is described by a two component fluid: a condensate which, roughly speaking, has
no viscosity and a normal component which is viscous.
As we review in section 2, one can extend the Tisza-Landau model to relativistic super-
fluids. Several relativistic versions of the inviscid superfluid can be found in the literature
[23, 24, 25, 26, 27, 28]. Viscous corrections to these models have been treated, to a certain
extent, in [29, 30, 31, 32] and applied to studies of neutron stars and cold relativistic super-
1See [14] for a recent example where the authors argue that (1) is, in some sense, violated in a non-isotropic
holographic superfluid.
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fluids in [32, 33]. The number of transport coefficients associated with viscous corrections
can be quite large. For example, the author of [34] counts 13 transport coefficients in the
non-relativistic theory when the relative superfluid velocity is not small.
One can make several assumptions that reduce the number of transport coefficients to
three. Because superfluidity is typically lost if the relative velocity between the superfluid and
normal components becomes too great, a common assumption is that this relative velocity
is small, nµ ≪ 1. Another common assumption is the absence of parity breaking terms in
the hydrodynamic expansion. In view of our applications to holographic superfluids with
a traceless stress-energy tensor, we also assume conformal invariance. At leading order in
the hydrodynamic gradient expansion, these assumptions reduce the number of transport
coefficients to four: the shear viscosity η, a shear viscosity associated with the superfluid
component ηs, a diffusivity κ associated with charge transport or heat conductivity, and
a superfluid bulk viscosity ζ3. (The bulk viscosities conventionally called ζ1 and ζ2 are
eliminated by the assumption of conformal invariance.) With an additional assumption on
the form of the entropy current, one can argue that ηs = 0. Thus, we are left with the three
transport coefficients η, κ, and ζ3.
A holographic superfluid is a superfluid with a dual higher dimensional gravitational
description. In gravity, and in the simplest possible setup, such configurations involve a
charged scalar field and a U(1) gauge field, both coupled to the metric [35, 5].2 Various
aspects of these relativistic superfluid configurations were studied in [6, 7, 39, 40, 41, 42, 43,
44, 45, 46, 47].
In this work we construct a solution to the equations of motion that follow from the
classical gravity system dual to a space-time dependent superfluid and use it to compute
the transport coefficients described above. The challenge in extending the work of [4] to
the holographic superfluids of [5] is that [4] relies on analytic techniques whereas the holo-
graphic superfluid is usually constructed numerically. To simplify our analysis, we work in a
configuration in which the charge of the scalar, q, is large. We go beyond the probe limit of
[5], allowing the metric to backreact on the matter fields. Within our approximation we can
establish analytically that the shear viscosity of the superfluid component ηs vanishes, the
diffusion coefficient κ is continuous across the phase transition and that close to the phase
transition the bulk viscosity ζ3 scales like the inverse order parameter (and hence diverges).
For the particular analytic solution of [48] we are able to obtain explicit expressions for the
third bulk viscosity and the diffusion coefficient near the phase transition which occurs at
2More elaborate configurations dual to p-wave and d-wave superfluids can be found in [36, 37, 38].
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µ/T = 2π/q:
κ =
T 2
κ25
(π
2
− 3
(qµ
T
− 2π
))
+O
((qµ
T
− 2π
)2)
(2)
ζ3 =
κ25
T 3
(
13
294π2
(qµ
T
− 2π
)−1
+
21821− 37152 ln 2
49392π3
)
+O
(qµ
T
− 2π
)
(3)
where κ25 is associated with Newton’s constant in AdS5. It is usually related to the rank of
the gauge group Nc through a relation of the form κ
2
5 ∝ N−2c . The peculiar dependence of
ζ3 on κ
2
5 will be discussed in section 6.
The remainder of this work is organized as follows. In section 2 we derive the constitutive
relations for relativistic superfluids, generalizing the work of [28, 29, 30, 32]. Section 3
provides an overview of the computations which appear in sections 4 and 5. In section 4
we discuss the large charge holographic superfluid. The hydrodynamic fields discussed in
section 4 are not spacetime dependent and, with some abuse of language, we refer to these
configurations as static. Most of the material in the latter section is contained in [5, 6, 48]
but we alert the interested reader to several new features of the static superfluid which have
not been discussed elswhere. These include an extension of the solution of [48] to include
backreaction of the metric and an analytic derivation of the Josephson condition which was
observed numerically in [45]. In section 5 we use a gradient expansion to extend the static
holographic superfluid solution to a dynamical one and use it to show that ζ3 diverges near the
phase transition in section 5.1, that κ is continuous in section 5.2 and that η/s = 1/4π and
ηs = 0 in section 5.3. Equations (2) and (3) together with corrections to the order parameter
are derived in section 5.4. We end with a discussion of our results in section 6. Appendix
A collects some useful formulae used in the latter sections of the paper while appendix B
provides an alternate derivation of the viscous transport coefficients by computing two-point
functions from gravity and employing Kubo formulae. Some of the results of section 4 are
gathered in appendix C.
While this work was nearing completion we learned of [49] which has some overlap with
the content of this paper.
2 Relativistic superfluids
We study a conformally invariant, relativistic superfluid in the limit where the relative su-
perfluid velocity is small and there are no parity breaking terms in the hydrodynamic expan-
sion. While our main result for the constitutive relations of the energy momentum tensor
4
and current can be found in the literature, we feel that the our construction provides a more
transparent view of the physical assumptions used. In section 2.1 we discuss the thermody-
namic variables which describe the superfluid. We then use these variables in section 2.2 to
construct the energy momentum tensor and charged current of a superfluid in the inviscid
limit. In section 2.3 we extend our analysis to include viscous corrections. In section 2.4,
we describe how Kubo relations for viscous transport coefficients can be extracted from lin-
earized hydrodynamics, and in 2.5 we investigate the speed and attenuation of first, second,
and fourth sound in a relativistic, conformally invariant superfluid.
2.1 Superfluid thermodynamics
As discussed in section 1 a relativistic superfluid can be thought of as a fluid charged under a
spontaneously broken U(1) symmetry. In the grand canonical ensemble the thermodynamic
variables characterizing normal, charged fluids are the temperature and chemical potential,
T and µ, and their conjugate variables entropy and total charge density, s and ρt. Once the
U(1) symmetry is spontaneously broken then the goldstone boson φ provides for another
degree of freedom. In equilibrium, the only extra gauge-invariant scalar degree of freedom
we can construct from φ is ∂µφ∂
µφ [6].3 Thus, the thermodynamic variables used to describe
the superfluid can be taken to be the magnitude of the gradient of the goldstone boson, the
chemical potential, and the temperature: ∂µφ∂
µφ, µ and T . As it turns out, the chemical
potential and ∂µφ∂
µφ are not independent. To see this we can turn on an external gauge
field Aextµ whose time component couples to the charged current Jµ the same way a chemical
potential does,
L → L+ Aextµ Jµ . (4)
Replacing ∂µφ with the gauge invariant combination Dµφ = ∂µφ − Aextµ we conclude that
D0φ = −µ.4 When Aextµ = 0, the independent degrees of freedom are: T , µ and ∂iφ∂iφ =
∂µφ∂
µφ+ µ2 where i = 1, . . . , 3 denote spatial directions.
We define the energy density of the system ǫ(s, ρt, ∂iφ∂
iφ) as the time-time component
of the stress tensor in the rest frame of the normal component. The pressure of the system
is usually defined as the force per unit area in an equilibrium configuration. Since the
superfluid velocity need not vanish in the rest frame of the normal component an equilibrium
3Here, Greek indices run from 0 to 3 and are raised and lowered with the Minkowski metric ηµν =
(−+++).
4This relation is also called the Josephson condition. We will see it reappear when we discuss the
hydrodynamics of superfluids.
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configuration is not well defined. Thus, we define the pressure P through the relation
ǫ = −P + sT + µρt (5)
and therefore we have
dP = sdT + ρtdµ+
X
2
d
(
∂µφ∂
µφ− µ2) . (6)
In (6), X is defined to be the variable conjugate to (∂µφ)
2 − µ2. We will see shortly that
it is associated with the superfluid density. Our conventions here are slightly different from
the ones used in [28, 6, 31].
2.2 Inviscid superfluid hydrodynamics
Consider ideal superfluid hydrodynamics where the superfluid is described by a temperature
T , a chemical potential µ, a velocity field uµ normalized such that uµuµ = −1 and the vector
quantity ∂µφ all considered to be slowly varying functions of the space-time coordinates. In
what follows we will choose uµ to describe the velocity field of the uncondensed phase and
∂µφ to describe the non-normalized velocity of the condensate. We define the energy density
ǫ and charge density ρt as the time-time component of the stress tensor Tµν and the time
component of the charged current Jµ when in the rest frame of the normal component:
uµuνTµν = ǫ (7a)
uµJµ = −ρt . (7b)
It is standard to decompose the energy momentum tensor and current such that
Tµν = ǫuµuν + 2j
e
(µuν) + πµν
Jµ = ρtuµ + j
c
µ
(8)
where jeµu
µ = jcµu
µ = 0 and πµνu
ν = 0. Subscripted parentheses denote a symmetrized
quantity
A(µν) =
1
2
(Aµν + Aνµ) . (9)
The vectors jeµ and j
c
µ describe the energy flux and charge flux in the u
µ frame respectively.
At the inviscid level, the only vector orthogonal to the velocity field is P µν∂νφ where Pµν is
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a projection matrix orthogonal to the velocity field
Pµν = ηµν + uµuν . (10)
Since we will be using the combination P νµ ∂νφ = ∂µφ+ uµu
ν∂νφ often, we find it useful to
define two quantities
µs ≡ −uν∂νφ , µsnµ ≡ P νµ∂νφ . (11)
Note that
(∂νφ)(∂
νφ) = µ2s
(
n2 − 1) . (12)
Since ∂µφ is proportional to the superfluid velocity, we interpret n
µ as the relative superfluid
velocity. From the discussion in section 2.1 we expect that µs = µ. We will soon verify this
expectation.
Following (8) we can write the charged current as
Jµ = ρtu
µ + τ1µsn
µ
= (ρt − τ1µs)uµ + τ1∂µφ
(13)
where τ1 = τ1(µ, T, ∂µφP
µν∂νφ). If we assume that uµ carries the charge of the normal
component then we should make the identification
ρs = τ1µs (14)
where ρn = ρt−ρs is the charge carried by the normal phase. Because of length contraction,
in a relativistic setting there is no invariant notion of charge density. When we specify
the charge density, we must also specify the frame. The charge density ρs defined above is
the superfluid density in the rest frame of the normal component. In the frame where the
condensate is at rest, the charge density ρs is smaller: ρs = ρsµs/|∂φ|.
The most general expression we can write for Tµν is
Tµν = ǫuµuν + Pµν
(
P + τ2µ
2
sn
2
)
+ 2τ3µsn(µuν) + τ4µ
2
snµnν (15)
where P was defined in (5), and τa = τa(µ, T, ∂µφP
µν∂νφ), a = 2, 3, 4. The coefficient of
Pµν is fixed by the requirement that when the relative superfluid velocity vanishes n
µ = 0,
expression (15) reduces to the familiar energy momentum tensor of a normal fluid.
To determine X (defined in (6)), the τa, and µs, consider the entropy current J
µ
s which
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is assumed to be carried only by the normal component
Jµs = su
µ , (16)
and is conserved in the absence of viscous terms. Entropy conservation together with (5)
and (6) allow one to reduce
uµ∂νT
µν + µ∂µJ
µ = 0 (17)
into a constraint on X , the τa, and µs. Explicitly, one finds
µ∂νJ
ν + uµ∂νT
µν =− T∂α(suα) + 1
2
uν∂
ν(µ2sn
2)(X + τ4)
+ uµuν∂
ν(µsn
µ) (τ3 − µsτ4)
+ µsn
ν
(
−∂ντ3 + τ4∂νµs + µ∂ν ρs
µs
)
+ ∂ν(µsn
ν)
(
−τ3 + µρs
µs
)
− τ2µ2sn2∂αuα
(18)
which implies
τ2 = 0 τ3 =
µρs
µs
τ4 =
µρs
µ2s
X = −µρs
µ2s
. (19)
and µs ∝ µ. In what follows we make the choice
µs = µ . (20)
This freedom in choosing the ratio between µs and µ is due to a freedom of the overall
normalization of the goldstone boson. The relation (20) is known as the Josephson condition.
To summarize, entropy conservation together with the requirement that the superfluid
component carries no entropy implies that at the inviscid level
Tµν = (ǫ+ P )uµuν + Pηµν + 2ρsu(µP
α
ν) ∂αφ+
ρs
µ
P βµ P
α
ν ∂βφ∂αφ (21a)
Jµ = ρtuµ +
ρs
µ
P αµ ∂αφ (21b)
uµ∂µφ = −µ . (21c)
8
The thermodynamic relations are given by
ǫ+ P = sT + µρt
dP = sdT + ρndµ− ρs
2µ
d (∂νφ∂
νφ)
= sdT + ρtdµ− ρs
2µ
d(∂νφ∂
νφ+ µ2)
(22)
2.3 Viscous superfluid hydrodynamics
With the definitions (7) and the inviscid solution (21) we can parametrize the viscous cor-
rections to the energy momentum tensor, current and Josephson condition by V eµ , τµν , Υµ
and υ,
Tµν = (ǫ+ P )uµuν + Pηµν + 2ρsu(µP
α
ν) ∂αφ+
ρs
µ
P βµ P
α
ν ∂βφ∂αφ+ 2V
e
(µuν) + τµν (23a)
Jµ = ρtuµ +
ρs
µ
P αµ ∂αφ+Υµ (23b)
uµ∂µφ = −(µ+ υ) (23c)
such that V eµu
µ = Υµu
µ = 0 and τµνu
µ = 0. The energy flux associated with Tµν is
jeµ = −PµαuβT αβ
= V eµ + ρs (∂µφ− (µ+ υ)uµ)
(24)
and the charge flux is
jcµ =
ρs
µ
(∂µφ− (µ+ υ)uµ) + Υµ . (25)
There is some freedom in choosing Υµ and V
e
µ . We can specify the energy flux seen in the
rest frame of the normal component (the Landau frame) or the charge density in the rest
frame of the normal component (the Eckart frame). This amounts to choosing the direction
of the velocity field relative to V eµ or Υµ. In what follows we define uµ such that
V eµ = 0 . (26)
We will refer to this frame as the Landau frame. As in section 2.2 we will use
µs = −uν∂νφ (27)
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and
µsnµ = P
ν
µ∂νφ . (28)
The viscous corrections to the energy momentum tensor τµν , charge current Υµ, and
Josephson condition υ vanish when gradients of the hydrodynamic variables can be neglected.
Thus, it is natural to expand τµν , Υµ and υ in gradients of u
µ, ∂µφ, µ and T . In what follows
we will consider these viscous corrections to linear order in gradients. There are many
distinct expressions which one can construct from the hydrodynamic variables. In principle
all of these can contribute to τµν , Υµ and υ. By distinct terms we mean ones that differ
after the conservation equations ∂µT
µν = 0 and ∂µJ
µ = 0 have been implemented. In order
to simplify our analysis of the viscous corrections we will only consider expressions which
will play a role in a conformally invariant theory and only expressions for which nµ is small,
nµ ≪ 1. The latter restriction will significantly reduce the number of possible terms that
can be written down. It is a physically sensible restriction since superfluidity breaks down
at large superfluid velocities.
Within this approximation, the only possible Weyl covariant traceless symmetric tensors
orthogonal to the velocity field that could contribute to τµν are
σnµν = 2∂〈µuν〉 σ
s
µν = 2∂〈µnν〉 . (29)
Here triangular brackets indicate a symmetric traceless projection onto the space orthogonal
to the velocity field,
A〈µν〉 =
1
2
P λµ P
σ
ν (Aλσ + Aσλ)−
1
3
PµνP
λσAλσ , (30)
and Pµν denotes a projection onto the space orthogonal to the normal velocity as in (10).
Assuming only parity even terms, the only possible Weyl covariant contribution to Υµ is
V nµ = Pµν∂
ν µ
T
. (31)
The only Weyl covariant scalar contribution to υ is
ss = ∂µ(ρsn
µ) . (32)
(While not directly obvious, both uµ∂µµ/T and ∂µ(ρsu
µ) are equivalent to ss once we require
that nµ ≪ 1 and that the energy momentum tensor and charge current are conserved.)
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Within our approximation, the most general viscous corrections we can write are:
τµν = −ησnµν − ηsσsµν = −2η∂〈µuν〉 − 2ηs∂〈µnν〉
Υµ = −κV nµ = −κPµν∂ν
µ
T
υ = −ζ3ss = −ζ3∂µ(ρsnµ) .
(33)
One can attempt an alternate analysis of the possible viscous corrections by considering
the combination
µ∂µJ
µ + uµ∂νT
µν = 0 (34)
and interpreting it as a statement regarding the entropy current similar to what was done
in (16)–(19). In the limit nµ ≪ 1, it is possible to reorganize the terms of (23) in a way that
makes this entropy calculation simpler. We can redefine τµν and Υµ so that in the Landau
frame equation (23) takes the form
Tµν = (ǫ+ P )uµuν + Pηµν + 2ρsµsn(µuν) + ρsµsnµnν + τµν (35a)
Jµ = ρtuµ + ρsnµ +Υµ (35b)
−µs ≡ uµ∂µφ = −(µ+ υ) . (35c)
In the limit nµ ≪ 1, Υµ ≈ Υµ and τµν ≈ τµν .
The authors of [29, 32], found that the form (35) together with the relations
dP = sdT + ρtdµ− ρs
2µs
d(µ2sn
2) (36)
and
∂ν(µsnµ)− ∂µ(µsnν) = −∂ν(µsuµ) + ∂µ(µsuν) (37)
(which follows from (28)) implies
µ∂νJ
ν + uµ∂νT
µν = −T∂ν
(
suν − µ
T
Υν
)
− υ∂ν (ρsnν)− TΥν∂ν µ
T
− τµν∂νuµ .
(38)
Following Landau [50], if we interpret the term in the parentheses on the first line of (38) as
the entropy current Jµs and relax the assumption of conformal invariance then we find that
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the second law, ∂µJ
µ
s ≥ 0, implies
Υµ = −κV nµ
υ = −ζ3∂σ (ρsnσ)− ζ2∂σuσ
τµν = −ησnµν − ζ1Pµν∂σuσ − ζ2Pµν∂σ (ρsnσ)
(39)
where η > 0, κ > 0 and either ζ1 > 0, ζ2 ≤ ζ1ζ3 or ζ1 = ζ2 = 0 and ζ3 > 0. Imposing
conformal invariance implies that we must choose the latter which coincides with (33) with
ηs = 0. The observation that ζ3 does not necessarily vanish in a conformal theory was made
in the non-relativistic case in [51]. Before ending this section we note that one should be
mindful of the ad hoc interpretation of the expression in the parentheses on the first line of
(38) as the entropy current. In [15, 16, 18] it was shown how such an interpretation fails
in parity violating theories. Also, (36) is somewhat non standard since it implies that the
dependence of the thermodynamic quantities like pressure and energy on µ, T and (∂φ)2
gets corrected by viscous effects.
To summarize, we expect that for nµ ≪ 1
Tµν = (ǫ+ P )uµuν + Pηµν + 2ρsµsn(µuν) + ρsµsnµnν − ησnµν − ηsσsµν (40a)
Jµ = ρtuµ + ρsnµ − κV nµ (40b)
−µs ≡ uµ∂µφ = −µ + ζ3ss (40c)
where µsnµ = P
ν
µ∂νφ. In the constitutive relations (40), we have kept the full dependence
on nµ at zeroth order in the gradient expansion. At first order in the gradient expansion, we
have discarded any terms which contain an nµ that is not acted on by a derivative.
2.4 Kubo Formulas
In this section we deduce some Kubo relations for the retarded Green’s functions,
Gµν,λσR (ω, k) = i
∫
d4x e−ikxθ(t)
〈
[T µν(x), T λσ(0)]
〉
Gµ,νR (ω, k) = i
∫
d4x e−ikxθ(t) 〈[Jµ(x), Jν(0)]〉
GφφR (ω, k) = i
∫
d4x e−ikxθ(t) 〈[φ(x), φ(0)]〉 ,
(41)
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from linearized hydrodynamics. A similar analysis with somewhat different notation and
different methods can be found in [30].
Let us look at small fluctuations about an equilibrium state at fixed temperature, chemical
potential and zero normal and superfluid velocities, i.e. we write
T = T0 + T
′ µ = µ0 + µ
′ uµ = (1, ui) nµ = (0, (∂iφ)/µ− ui) (42)
where T ′, µ′, ui and ∂iφ are small. At linear order in the fluctuations, the stress tensor (40a),
current (40b), and phase (40c) have the form
T00 = ǫ (43a)
T0i = −(µρn + sT )ui − ρs∂iφ (43b)
Tij = (P +
2η
3
∂ku
k)δij − 2η∂(iuj) (43c)
J0 = −ρt (43d)
Ji = uiρn +
ρs
µ
∂iφ− κ
T
(
∂iµ− µ
T
∂iT
)
(43e)
∂0φ = −µ+ ζ3ρs
(
∂i∂
iφ
µ
− ∂iui
)
. (43f)
From (43c), we can deduce the standard Kubo relation for the viscosity η: a velocity
ux(y) can be thought of as a small Galilean boost x→ x− ux(y)t, which in turn leads to a
metric fluctuation δgxy such that ∂0δgxy = ∂yux. Thus
lim
ω→0
1
ω
ImGxy,xy(ω, 0) = η . (44)
A Kubo formula for κ can be obtained by the identification ∂iµ = −∂iAextt in (43e) where
Aext is an external gauge field. The long wave-length limit of the current-current correlation
function is then:
lim
ω→0
lim
k→0
1
k
ImGx,t(ω, k) =
κ
T
. (45)
One more Kubo relation, also discussed in [40], can be extracted from (43e) by replacing ∂iφ
with the gauge invariant combination ∂iφ−Aexti :
lim
ω→0
ReGx,x(ω, 0) = −ρs
µ
. (46)
Finally, we derive a Kubo formula for ζ3. Using current conservation, we write (43f) in the
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more suggestive form
∂0φ = −µ0 − ∂µ
∂ρt
J0 − ζ3∂0J0 + . . . (47)
where by . . . we mean second order terms in a gradient expansion. If we turn on an external
gauge field Aext0 we expect that the left hand side of (47) will be modified to ∂0φ−Aext0 . We
can think of the variable J0 as being canonically conjugate to −∂0φ. This conjugacy allows
us to deduce the relations
lim
ω→0
1
ω2
ReGφφ(ω, 0) = −∂µ
∂ρ
(48)
lim
ω→0
1
ω
ImGφφ(ω, 0) = ζ3 . (49)
2.5 Sound attenuation
Superfluids admit several types of sound modes [50, 52]. In addition to carrying sound by
pressure waves, as normal fluids do, superfluids allow for a second sound mode through
entropy waves. A third sound mode can be generated by surface waves on a thin film of
superfluid and a fourth sound mode exists when the normal component of the velocity field is
prevented from moving. First, second and fourth sound were studied in a relativistic setting
in the context of AdS/CFT in [6, 39, 40]. In what follows we will study the attenuation of
first, second and fourth sound due to κ, ζ3 and η.
At linearized order in the fluctuations described in (42), the conservation of the stress
tensor, ∂µT
µ0 = 0 and ∂µT
µi = 0, and of the current, ∂µJ
µ = 0, imply that
(
µ
∂ρt
∂µ
+ T
∂s
∂µ
)
∂0µ
′ +
(
µ
∂ρt
∂T
+ T
∂s
∂T
)
∂0T
′ + (µρn + sT )∂iui + ρs∂
2
i φ = 0 (50a)
ρt∂
iµ′ + s∂iT ′ + (µρn + sT )∂0u
i + ρs∂0∂
iφ− η
3
∂i∂ju
j − η∂2jui = 0 (50b)
∂ρt
∂µ
∂0µ
′ +
∂ρt
∂T
∂0T
′ + ρn∂iu
i +
ρs
µ
∂2i φ−
κ
T
(
∂2i µ
′ − µ
T
∂2i T
′
)
= 0 . (50c)
Another important relation in constructing the dispersion relation for the sound modes is
the derivative ∂i of (43f):
∂0∂iφ+ ∂iµ
′ − ζ3ρs
(
∂i∂
2
j φ
µ
− ∂i∂juj
)
= 0 . (50d)
Assuming the space-time dependence of the fluctuations XT = (µ′, T ′, ux, ∂xφ) takes the
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form e−iωt+ikx, we can write (50a), (50b), (50c), and (50d) schematically as a linear system:
MX = 0 , (51)
where M is a 4×4 matrix that depends on ω and k.
As long as the momentum k is small enough, the dispersion relations for first and second
sound can be determined from the four roots
ω = ±cak − ik2Γa + . . . , (52)
a = 1, 2 of the determinant of M . To find the roots, we introduce the entropy per particle
σ = s/ρ and take advantage of conformal invariance. Using the scaling form for the pressure,
P = T 4f(µ/T ), we express all the susceptibilities ∂ρt/∂T , ∂ρt/∂µ, ∂s/∂T , and ∂s/∂µ in
terms of ∂σ/∂T . For instance
∂ρt
∂T
=
∂s
∂µ
=
ρ
µρt + sT
(
3s− ρtT ∂σ
∂T
)
. (53)
At leading order in ω and k, the determinant of M has the form
det(M) = (k2 − 3ω2)
(
k2ρsσ
2 − (µρn + sT ) ∂σ
∂T
ω2
)
+ . . . , (54)
from which we can read off the sound speeds
c21 =
1
3
, c22 =
ρsσ
2
(µρn + sT )
∂σ
∂T
. (55)
See [40] for details.
The viscous corrections discussed in section 2.3 allow us to determine the sound attenu-
ation Γa, a = 1, 2. By considering the first subleading corrections to det(M) we find that
Γ1 =
2η
3(µρt + sT )
(56)
for first sound, which is the standard expression for sound attenuation in a conformally
invariant theory. For second sound we find
Γ2 =
2µρs
3(µρt + sT )(µρn + sT )
η +
µ(µρt + sT )
2(∂σ/∂T )ρ2tT
3
κ +
ρs(µρt + sT )
2µ(µρn + sT )
ζ3 . (57)
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The dispersion relation (52) is valid only as long as the momenta are small Γak ≪ ca.
When ρs = 0, the speed of second sound vanishes, and the roots (52) reduce to
ω = ±c1 − ik2Γ1 ω = −ik2 µ(µρt + sT )
(∂σ/∂T )ρ2tT
3
κ , (58)
provided Γ1k ≪ c1. (In this limit, the fourth root sits at ω = 0.)
Fourth sound is associated with wave propagation of the superfluid component when the
normal component is forced to stay motionless. Experimentally, such a configuration is real-
ized by channeling the superfluid through a tube packed with fine powder which immobilizes
the normal component. In this setup the energy momentum tensor of the superfluid is not
conserved since momentum is transferred to the medium which holds the normal component
in place. Thus, we consider linear perturbations of the form X = (µ′, ∂iφ), keeping T and
uµ = (1, 0) fixed. In this limit, we only need to consider (50c) and (50d) which reduce to
∂ρt
∂µ
∂0µ
′ +
ρs
µ
∂2i φ−
κ
T
∂2i µ
′ = 0
∂0∂iφ+ ∂iµ
′ − ζ3ρs
µ
∂i∂
2
jφ = 0 .
(59)
We assume µ′ and ∂iφ both have a e
−iωt+ikx dependence. The determinant of the system of
equations (59) is the polynomial
det(M) = ω2 − c24k2 + 2ik2Γ4ω + . . . (60)
where
c24 =
ρs
µ(∂ρt/∂µ)
, Γ4 =
1
2T (∂ρt/∂µ)
κ+
ρs
2µ
ζ3 (61)
and . . . denote subleading terms in the momenta.
Expanding out the roots for small momenta, Γ4k ≪ c4, one finds
ω = ±c4k − iΓ4k2 +O(k3) . (62)
On the other hand, when ρs = 0 we have
ω = −ik2 κ
T (∂ρt/∂µ)
. (63)
As expected, these dispersion relations agree with those associated with second sound in the
limit where sT ≫ µρt.
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3 The method of computation
Holographic superconductors were initially constructed in [5] following the pioneering work
of [35]. The simplest construction of a superfluid involves a charged scalar, a U(1) field and
a graviton, with an action
S =
1
2κ25
∫ √−g(R + 12
L2
− 1
4
FmnFmn − |∂mψ − iqAmψ|2 − V (|ψ|2)
)
d5x+ Sb . (64)
Roman indices m, n = 0, . . . 3, 5 are raised and lowered with the bulk metric. The index 5
refers to the radial coordinate.5 In (64) gmn is the metric, R is the Ricci scalar, F = dA is
the field strength of the U(1) gauge field, and ψ is a complex scalar with charge q. The AdS
radius is denoted L and we will set it to 1 in what follows. Sb denotes boundary terms which
do not affect the equations of motion but will affect gauge theory correlators. At low enough
temperatures and large enough charge, solutions to the equations of motion following from
(64) admit a condensed configuration where ψ is non vanishing. This is the holographic dual
of the superfluid phase. Some introductory material to holographic superconductors can be
found in [53, 54, 55, 56].
The goal of the remainder of this paper is twofold: To construct a holographic dual for
a space-time dependent superfluid, similar in spirit to the construction of [4], and also to
compute the transport coefficients η, ηs, κ and ζ3 associated with it. In what follows we will
summarize our method of computation.
In the simplest setup, one considers a superfluid in which the normal component and the
superfluid component are motionless. The solution to the equations of motion in this case
involve the metric gµν , A0, and ψ (and perhaps A5, depending on our gauge choice). We find
it useful to work with gauge invariant variables Gm = Am − ∂mϕ where ϕ is the phase of ψ,
ψ =
1√
2
ρeiqϕ . (65)
The AdS/CFT correspondence relates gµν to the metric and energy momentum tensor of the
boundary theory and G0 to the chemical potential and charge density. A particularly useful
relation that we derive is that, in our conventions, the boundary value of G0 gives us the
Josephson condition (40c). All these relations will be made more precise in sections 4 and 5
and in appendix A.
5We also use the boundary indices µ, ν = 0, . . . , 3 and i, j = 1, 2, 3 from before. The indices µ, ν and i, j
are raised and lowered with the Minkowski metric ηµν and with δij respectively.
17
To obtain dynamics, we need that the boundary theory include non-zero superfluid and
normal component velocities. At first we will be interested in an inviscid superfluid, i.e.
one where gradient corrections can be neglected or are non-existent. Viscous effects are
absent if both the superfluid and normal component velocities are constant in space and
time. By turning on a constant boundary value of Gi, we introduce a non vanishing but
constant superfluid velocity [6]. In the condensed phase, a non zero superfluid velocity
implies a non vanishing value for the spatial component of the charged current. Following
our analysis of superfluids in section 2 we will only be interested in configurations with a
small superfluid velocity. Thus we consider only linear perturbations of Gi around the static
solution described earlier.
To obtain a solution where both the superfluid component and the normal component
are in motion, we Lorentz boost the boundary theory energy momentum tensor and current.
After such a boost the normal component and the superfluid component are in motion. Such
a boost can be achieved in the gravitational dual by a coordinate transformation.
So far we have a gravitational description of a superfluid with arbitrary constant super-
fluid velocity and arbitrary but constant velocity for the normal component. These configu-
rations have been studied in the literature in [6, 7, 39, 40, 41, 42, 43, 44, 45, 46, 47]. To go
beyond these stationary solutions, we need to allow for the velocity fields and other thermo-
dynamic quantities to be spacetime dependent. When we discussed viscous corrections in the
boundary theory in section 2.3, we constructed these corrections to first order in gradients
of the thermodynamic variables. It is natural to carry out the same kind of analysis in the
gravitational dual. The stationary configuration is described by the metric gmn, the gauge
invariant combination Gm and the modulus of the scalar field ρ. These fields encode in them
the boundary theory velocity fields nµ and uµ, the chemical potential µ and the boundary
temperature T which are all constants independent of the boundary coordinates xµ. If we
promote all these parameters to be spacetime dependent nµ = nµ(x
ν), uµ = uµ(x
ν), etc.,
then the modified fields gmn, Am and ρ will no longer solve the Einstein equations and mat-
ter equations. To correct this, we add corrections to the metric δgmn, gauge field δGm, and
scalar δρ such that the combinations gmn + δgmn, Gm + δGm and ρ+ δρ solve the equations
of motion. It is difficult to find the delta’d quantities in full generality, but if we focus only
on first order gradient corrections to the superfluid, then it is sufficient to find δgmn, δGm
and δρ which will solve the equations of motion to linear order in the gradients of nµ, uµ, T
and µ.
Carrying out this computation we achieve our first goal, to construct a holographic
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dynamical superfluid. To compute the various transport coefficients, we use the AdS/CFT
dictionary, described in appendix A. The energy momentum tensor of the superfluid is dual
to gmn + δgmn. From it, we can read off the shear viscosities η and ηs. The charged current
is dual to Gm and from it we can compute the diffusion coefficient κ. Finally, we obtain ζ3
by evaluating the boundary value of uµδGµ.
The computation described above is feasible in principle but in practice technically diffi-
cult. While we are able to make some general statements about the holographic superfluid
(e.g. ηs = 0 and ζ3 diverges close to the phase transition), it is difficult to obtain explicit
expressions for ζ3 and the other transport coefficients. The main obstacle is the absence of
analytic control over the static solution. To overcome this problem we use the recently dis-
cussed analytic holographic superfluid of [48]. In [48] an analytic solution to the equations
of motion were obtained in the limit where the metric does not backreact on the matter
fields and for temperatures close to the phase transition. In other words, the solution of
[48] involves a double expansion. One parameter—the charge of the scalar field—allows for
the matter fields to be weak so that they do not interact strongly with gravity.6 The other
parameter is the distance from the phase transition, T/µ− (T/µ)0, with (T/µ)0 the critical
value of T/µ at which the phase transition occurs.7 Thus, in our formulation there is a triple
expansion involving the charge of the scalar, q, the relative temperature, T/µ− (T/µ)0, and
gradients, δ.
First, neglecting gradient corrections, in section 4 we describe the static solution. To
leading order in the charge of the scalar, the metric completely decouples from the matter
fields and the solution to the Einstein equations is the Schwarzschild black hole which we
describe in 4.1. At the next order in q, we solve for the matter fields. This is described in
section 4.2. We then go beyond the probe limit in section 4.3 where we consider the leading
order backreaction of the metric. Up to section 4.4, our analysis is general. We express the
particular analytic solution of [48] as an expansion in T/µ − (T/µ)0 in section 4.5. Section
5 extends the solution of section 4 to include gradient corrections a` la [4]. The extension is
performed order by order in q in sections 5.1 to 5.3. The principal results are that ζ3 diverges
at (T/µ)0, κ is continuous across the phase transition, η/s = 1/4π, and ηs = 0. For the
analytic solution of [48], the explicit values of ζ3 and κ described in (2) and (3) are obtained
in a perturbative expansion near T/µ− (T/µ)0 in 5.4.
6This same “probe limit” was used in one of the first holographic superconductor papers [5].
7In [48], the magnitude of the order parameter replaced T/µ − (T/µ)0 as the small parameter of the
expansion.
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4 Static holographic superfluids
Before describing the solution to the equations of motion that follow from (64), we need to
explain the precise form of the boundary action Sb and also the relationship between the
bulk gravity fields gµν , Aµ and ψ and the boundary field theory quantities T
µν , Jµ, and φ.
The boundary action Sb can be obtained by requiring that the variational principle is
well defined. Assuming that the metric gmndx
mdxn becomes asymptotically anti-de Sitter
at large r,
lim
r→∞
ds2 = −r2dt2 + r2
∑
i
(dxi)2 + 2drdt , (66)
we take Sb to live on a constant and large r surface. On this surface, we can define an
induced metric γmn and a unit vector n
m (the lapse function, not to be confused with the
relative superfluid velocity nµ) that points toward larger r. The terms in Sb relevant for this
paper are
Sb =
1
2κ25
∫
boundary
√−γ (2K − 6) d4x
+
1
2κ25
∫
boundary
√−γ
(
m2∆|ψ|2 +
1
2
m˜2∆ (ψ
∗nm∂mψ + c.c)
)
d4x .
(67)
Here Kµν is the extrinsic curvature, Kµν = −Γ5µν/
√
g55 with Γmnp the Christoffel symbol, and
K = Kµνγ
µν .
The expressions for m∆ and m˜∆ depend on the scalar potential
V (|ψ|2) = m2|ψ|2 +O(|ψ|4) , (68)
in (64). Through the AdS/CFT dictionary, the mass of the scalar ψ is related to the con-
formal dimension ∆ of the dual operator Oψ through
m2 = ∆(4−∆) . (69)
By requiring a well posed variational problem and also that the boundary action is finite,
one finds that m∆ and m˜∆ in (67) must satisfy
m˜2∆ =

0 ∆ > 22 ∆ ≤ 2 and m2∆ =

∆− 4 ∆ > 2∆ ∆ ≤ 2 . (70)
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The prescription for obtaining the energy momentum tensor in the dual (boundary) gauge
theory, Tµν , was derived in [57, 58] following the earlier work of [2, 3]. For configurations in
which the fields depend only on the radial coordinate r,
κ25〈Tµν〉 = − lim
r→∞
r2
(
Kµν −Kγµν + 3γµν − 1
2
γµνm∆|ψ|2
− 1
4
γµνm˜∆
(
ψ∗nµ∂µψ − 2ψ∗n(µ∂ν)ψ + c.c.
))
. (71)
To understand the relationship between Oψ and ψ, note that ψ has the large r expansion
ψ = ψsr
−(4−∆) (1 + . . .) + ψrr
−∆ (1 + . . .) , (72)
with . . . denoting subleading powers of r.8 The coefficient ψs is associated with a source
term for the operator Oψ and the coefficient ψr is associated with 〈Oψ〉. If we set ψs = 0
implying that we are not deforming the boundary theory, and we consider configurations
which depend only on the radial coordinate r, then the expectation value of the operator Oψ
dual to ψ is given by
κ25Oψ =
√
2C∆ψr , (73)
where C∆ denotes a dimensionless constant whose value depends on our conventions for
normalizing the source term ψs [59]. Its explicit value will not play an important role in this
work. We split ψ into its modulus ρ and phase ϕ as in (65). Following (72) and (73), we
identify the goldstone boson φ with the phase of Oψ (in the absence of sources) through
〈φ〉 = lim
r→∞
ϕ , (74)
and the modulus of Oψ (in the absence of sources) with the near boundary asymptotics of ρ,
κ25|〈Oψ〉| = C∆ lim
r→∞
r∆ρ . (75)
The boundary theory current Jµ is related to the bulk gauge field Aµ through
κ25〈Jµ〉 = lim
r→∞
r2Aµ +
(
possible
divergent
terms
)
(76)
8For certain values of ∆ the series expansion associated with ψs and the series expansion associated with
ψr overlap. In this case one obtains logarithmic terms in the series expansion. We will see an explicit
example of this sort of behavior in section 4.5.
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which is valid for gauge fields which depend only on the radial coordinate r and the gauge
choice A5 = 0. If the configuration admits an event horizon at some rb = 1 then the chemical
potential of the boundary theory can be obtained from
µ =
∫ ∞
1/b
∂rAtdr . (77)
The results (71), (73) and (76) can be modified to include more intricate spacetime
dependent configurations by including appropriate boundary counterterms. In general, we
expect these counterterms to depend on two or more derivatives of the bulk fields in the
directions transverse to r. For the analysis carried out in this work, all such terms can be
neglected and we will use (71), (73) and (76) from now on.
Bulk configurations with ψ = 0 and A0 6= 0 correspond to boundary theory configurations
with a non vanishing charge density. Once ψ is non vanishing and regular, and ψs = 0 then
the boundary configuration corresponds to a spontaneously broken phase of the theory where
φ, the phase of Oψ, is the goldstone boson.
To simplify our computations we formally expand the metric and matter fields in inverse
powers of the scalar charge and work in the large charge (q →∞) limit:
gmn = g
(0)
mn + g
(2)
mnq
−2 +O(q−4) Am = A(1)m q−1 +O(q−3) ψ = ψ(1)q−1 +O(q−3) . (78)
The ansatz (78) is useful since the bulk energy momentum tensor of the matter fields is
quadratic in ψ and Aµ, effectively decoupling the Einstein equations from matter at leading
order. In sections 4.1, 4.2 and 4.3 we will discuss the construction of a superfluid order
by order in the large charge expansion. In section 4.4 we extend the solution to include
a non-trivial velocity for the normal component. In section 4.5 we show how to construct
an explicit solution to the field equations to order q−2 close to the critical temperature.
We emphasize that in this section all viscous corrections to the stress tensor and current
vanish because the solutions presented correspond to a fluid moving with uniform superfluid
velocity, normal velocity, temperature and chemical potential.
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4.1 The AdS-Schwarzschild black hole.
At order q0 the solution to the Einstein equations is the AdS-Schwarzschild black hole given
by the line element
ds2 = r2
(
−
(
1− 1
r4b4
)
dt2 +
3∑
i=1
(dxi)2
)
+ 2drdt . (79)
The black hole horizon is located at r = 1/b and the asymptotically AdS boundary is located
at r → ∞. The Hawking temperature of the black hole, which is also the temperature of
the boundary theory is given by
T =
1
πb
. (80)
We have chosen to write the metric in ingoing Eddington-Finkelstein coordinates in order to
avoid a coordinate singularity at the event horizon.
Using the prescription (71) we find that the configuration (79) corresponds to an energy
momentum tensor
〈Tµν〉 = diagonal
(
ǫ 1
3
ǫ 1
3
ǫ 1
3
ǫ
)
(81)
where
ǫ =
3
2κ25b
4
, (82)
with b given in (80).
4.2 The probe approximation
At order q−1, the equations of motion reduce to the Maxwell and Klein-Gordon equation
for ψ and Am. We start with an ansatz where A
(1)
0 and A
(1)
5 are non zero, and the spatial
components of the gauge field Ai are turned on at the linear level. Consider the gauge
invariant variables:9
Gm = Am − ∂mϕ . (83)
9Since we are working to leading order in q in the matter fields, we can use Am and ψ instead of A
(1)
m
and ψ(1). Alternately, we can omit the superscript (1) from all expressions and reinsert them only when
discussing boundary observables.
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If we keep only the m2 term in the scalar potential (68),10 we obtain the equations of motion
d
dr
(
r3
dG0
dr
)
=
b4r5ρ2G0
b4r4 − 1 (84a)
d2ρ
dr2
+
5b4r4 − 1
r(b4r4 − 1)
dρ
dr
− b
4m2r2
b4r4 − 1ρ = −
b8r4ρ G20
(b4r4 − 1)2 , (84b)
which are supplemented by the constraint
G5 = − b
4r2G0
b4r4 − 1 . (85)
In the more conventional Fefferman-Graham coordinate system it is customary to choose a
gauge where the scalar field is real in which case one also finds that A5 = 0. From (83) and
(85) it is clear that in the Eddington-Finkelstein coordinate system one can not set both
ϕ = 0 and A5 = 0 unless the scalar field vanishes entirely. Of course, once the solution in
the Fefferman-Graham coordinate system is known, one can obtain the relation between G5
and G0 appearing in (85) by an appropriate coordinate transformation.
The boundary conditions we impose on our fields are that Gm and ρ are finite at the
black hole horizon. Near the asymptotically AdS boundary we require that the source term
for the scalar field ψs, defined in (72), vanish. From the constraint equation (85) we see that
finiteness of G5 at the horizon implies that G0 must vanish there and finiteness of G5 at the
boundary follows from finiteness of G0. Thus,
ρ(1/b) = finite G0(1/b) = 0 , (86)
and
ρ −−−→
r→∞
O(r−∆) lim
r→∞
G0 = finite . (87)
It is important to point out that we did not require, a priori, that G0 vanish at the
horizon. Rather, this restriction followed from the constraint equation (85). When we
consider a time-dependant (dynamical) superfluid in section 5 then the constraint equation
equivalent to (85) will imply that G0 is non vanishing at the horizon. When working in
the Fefferman-Graham coordinate system it is standard practice to require that G0 (or A0)
vanish at the horizon on the grounds that G0dt have finite norm there. When working in
10In principle, one can carry out an appropriate rescaling of the couplings appearing in the scalar potential
so that higher orders of ψ will also contribute to the equations of motion at order q−1. This has been done
in, for example, [39].
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ingoing Eddington-Finkelstein coordinates, a finite value of G0 at r = 1/b will not generate
a divergence on the future horizon and so, if there are no other constraints, we are free to
keep its horizon value arbitrary. The norm of G0dt does diverge at the bifurcation point of
the horizon if G0(1/b) 6= 0. However, when constructing gradient corrections to the black
hole geometry, the past horizon (which includes the bifurcation point) becomes singular so
having G0 diverge there is not a cause for worry. The singular nature of the past horizon is
not surprising since generic solutions of viscous fluid dynamics are not expected to be regular
in the infinite past.
Once a solution to (84) is obtained it is convenient to choose a gauge where A5 = 0. In
this gauge, the phase of the scalar ϕ is given by
∂rϕ = −G5 ∂µϕ = − lim
r→∞
Gµ (88)
where the second term in (88) comes from the requirement that Jµ is not sourced, by which
we mean limr→∞Aµ = 0. Our definition of ϕ allows for an arbitrary additive constant which
has no physical significance. With the gauge choice (88), the bulk to boundary identifications
(74) and (76) take the form
− ∂t〈φ〉 = lim
r→∞
G0 (89)
and
κ25〈Jµ〉 = lim
r→∞
r2Gµ +
(
possible
divergent
terms
)
. (90)
Using the definition of the chemical potential (77), our solution for ϕ (88) and the horizon
boundary condition G0(1/b) = 0, we find that (89) implies that
∂t〈φ〉 = −µ (91)
which is precisely the Josephson condition (40c) in the boundary theory in a configuration
where the spatial components of the normal velocity vanish. Put differently, by requiring
that G0 and G5 are finite at the future horizon and that A0 is not sourced, the horizon
asymptotics of the constraint equation (85) enforce the Josephson condition in the boundary
theory.11
By turning on Gi we extend the solution to include a non vanishing superfluid flow
∂i〈φ〉 6= 0 in the boundary theory. Working with a small value of Gi corresponds in the
current setup to setting nµ ≪ 1 in the boundary theory. As discussed in section 2, this
11A numerical derivation of the Josephson condition when q is finite can be found in [45].
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limit is physically sensible since superfluidity breaks down at large superfluid velocities. The
linearized equations for Gi are given by
d2Gi
dr2
+
1 + 3r4b4
r(b4r4 − 1)
dGi
dr
=
r2b4ρ2
r4b4 − 1Gi . (92)
Multiplying equation (92) by G0 and using (84a), the equation for Gi takes the form
d
dr
(
r4b4 − 1
4r
(
G0
dGi
dr
−GidG0
dr
))
= −Gi
r2
dG0
dr
. (93)
We will find that the form (93) is more useful than (92) when discussing the backreaction of
the metric in section 4.3. At the horizon we require that Gi is finite. To understand what
boundary conditions to impose on Gi at the asymptotically AdS boundary we note that in
a gauge where A5 = 0, (88) implies that
∂i〈φ〉 = − lim
r→∞
Gi . (94)
Since (92) is linear, it is convenient to define g(r) such that
Gi = −g(r) ∂i〈φ〉 (95)
where ∂i〈φ〉 is a constant and g satisfies the same equation as Gi but with boundary condi-
tions such that g(∞) = 1. In [6, 7, 45, 48, 46] the equations of motion for Gi were studied
beyond the linearized approximation.
4.3 The backreaction of the metric
At order q−2 the metric gets corrected due to the matter fields. The most general isotropic
order q−2 gauge-fixed line element is
g(2)mndx
mdxn = −r2f (2)(r)dt2 + 2s(2)(r)drdt . (96)
The equations of motion for f (2) and s(2) are
6
ds(2)
dr
=
b8r5ρ2G20
(b4r4 − 1)2 + r
(
dρ
dr
)2
(97)
6
d
dr
(
r4f (2)
)− 48r3s = b4r5ρ2G20
b4r4 − 1 −m
2r3ρ2 − r3
(
dG0
dr
)2
+
r(b4r4 − 1)
b4
(
dρ
dr
)2
. (98)
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We require that s(2) vanish at the asymptotically AdS boundary and that the solution for
f (2) does not shift the mass of the Schwarzschild black hole b in (79),
lim
r→∞
r4f (2) = 0 +
(
possible
divergent
terms
)
. (99)
Once we turn on Gi at the linearized level, we must allow for fluctuations of the g
(2)
0i =
r2γ
(2)
i components of the metric [40].
12 This coupling represents the physical fact that a
charged current should carry momentum in a medium with nonzero charge density. The
linearized Einstein equations for γ
(2)
i are
d
dr
(
r5
dγ
(2)
i
dr
)
= −r3dGi
dr
dG0
dr
− b
4r5Giρ
2G0
b4r4 − 1 . (100)
Because the γ
(2)
i are coupled linearly to the Gi’s, in analogy to (95) it is natural to define γ
through the relation
γ
(2)
i ≡ −γ ∂i〈φ〉 . (101)
After a manipulation similar to the one that took us from (92) to (93) we obtain
d
dr
(
r5
dγ
dr
)
= − d
dr
(
r3g
dG0
dr
)
. (102)
Using equation (93) we find that the solution to (102) is
γ =
r4b4 − 1
4r
(
G0
dg
dr
− gdG0
dr
)
+
κ2ρn
2r4
(
b4r4 − 1) . (103)
(The manipulations leading to (103) essentially follow from the work of [42].) The integration
constants in (103) were fixed as follows. We require that γ is finite at the horizon and that
near the asymptotically AdS boundary it satisfies
lim
r→∞
r4γ =
κ2
2
ρs +
(
possible
divergent
terms
)
. (104)
The boundary condition (104) follows from the linearized version of the inviscid expression
12The γ
(2)
i and γ in this section are unrelated to the boundary metric γµν of section 4.
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for the energy momentum tensor (21),
〈T0i〉 = (ǫ+ P − µρs)u0ui + ρs
µ
∂0φ∂iφ
≃ −ρs∂iφ
(105)
and the relation (71) between the boundary theory energy momentum tensor and the bulk
metric. The freedom we have in choosing the overall coefficient of the r−4 term in a series
expansion of γ is due to possible shifts in the spatial components of the normal fluid velocity
which we must set to zero.
It is interesting to note that the condition (104) implies that the g0i components of the
metric vanish at the horizon:
γ(1/b) = 0 . (106)
If instead of (104) we had used a different boundary condition for γ then this would have
implied, via (105), that we had turned on the spatial component of the normal velocity ui.
Once ui is non zero the spatial component of the entropy current defined in (16) will not
vanish and we can expect from the analysis of [60] that g0i(1/b) 6= 0. Thus, requiring that
ui = 0 implies g0i(1/b) = 0.
4.4 A boosted static solution
The solution in sections 4.1-4.3 is static in the sense that it is time-independent: the energy
density and charge density are constant in spacetime and so is the velocity of the superfluid.
It is straightforward to extend the static solution described so far to include a spacetime
independent velocity field for the normal component. Let Λµν denote a boost by a velocity
parameter −uµ where
uµ =
(
− 1√
1−β2
β1√
1−β2
β2√
1−β2
β3√
1−β2
)
(107)
and β2 =
∑
β2i < 1. Under the coordinate transformation x
µ → x′ µ = Λµνxν , the field Gµ
transforms into
G′µ = Λ
ν
µ
(
G0
−g∂iφ
)
ν
= −G0uµ − gNµ
(108)
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where we defined
Nµ ≡ Λµi∂i〈φ〉 . (109)
The boosted metric takes the form
ds′ 2 = −r2
(
1− 1
(b4r4)
+
f (2)
q2
)
uµuνdx
µdxν + r2Pµνdx
µdxν − 2
(
1 +
s(2)
q2
)
uµdx
µdr
+ 2r2γu(µNν)dx
µdxν . (110)
In (110) Pµν is the projection matrix defined in (10) and s
(2) and f (2) are the order q−2
corrections to the metric defined in (96). The scalars G5 and ρ remain invariant under the
coordinate transformation. We emphasize that (110) and (108) solve the equations of motion
to order q−2 since they have been obtained via a coordinate transformation of solutions.
In terms of boundary theory observables, we have
∂′µ〈φ〉 = − lim
r→∞
G′µ (111)
so that according to (108)
Nν = − lim
r→∞
G0uν + ∂
′
ν〈φ〉
= −µuν + ∂′ν〈φ〉
= µnν
(112)
where in the second line we used (91) and in the third line we used the fact that since the
configuration we are considering is time independent µs = µ. In the rest of this work we will
consider only the boosted frame and will omit primes from boundary quantities which are
all boosted. In the boosted frame the charged current is given by (21b) with
κ25ρt = − lim
r→∞
r2G0 +
(
possible
divergent
terms
)
κ25µ
−1ρs = − lim
r→∞
r2g +
(
possible
divergent
terms
)
.
(113)
The energy momentum tensor in the boosted frame can be read off the metric (110) using
(71). We find
〈Tµν〉 = ǫuµuν + 1
3
ǫPµν + 2ρsµu(µnν) (114)
where ǫ and Pµν were defined in (82) and (10). This is the expected form for the inviscid
energy momentum tensor (21) when working to linear order in nµ.
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To summarize, our strategy for computing the bulk dual of a static holographic superfluid
is to solve (84) and (97) to obtain the matter fields G0, ρ, G5 and the subleading order
corrections to the metric s(2) and f (2). With these expressions we can solve the linearized
equations (92) and (100) for the spatial component of the matter fields Gi = −g∂i〈φ〉 and
the space-time component of the metric G0i = −r2γ∂i〈φ〉.
4.5 An explicit solution near T0
In [48] it was shown how to construct an explicit solution to (84), (85) and (92) close to the
phase transition. In what follows we reproduce the solution of [48] and extend it to include
the leading order backreaction of the metric.
Working in the probe limit, we denote the solution to (84) in the normal phase by µG
(0)
0
where according to (77) µ is the chemical potential of the boundary theory and
G
(0)
0 =
(
1− 1
b2r2
)
. (115)
Condensation of the scalar field implies that at a given temperature there exists a critical
value of the chemical potential (which we denote by µ = µ0) at which the equation of motion
for ρ in (84b) admits a zero mode. By a zero mode we mean a solution to (84b) but with
G0 replaced by µ0G
(0)
0 . This solution, which we denote ρ
(1), is defined up to an overall
multiplicative constant. Working perturbatively in the dimensionless quantity (µ − µ0)b it
is possible to obtain the solution to (84) close to the critical chemical potential.13 Such an
expansion takes the form
bG0(r) = µ0bG
(0)
0 (br) +
∞∑
n=1
G
(2n)
0 (br)(µb− µ0b)n
ρ(r) =
∞∑
n=1
ρ(2n−1)(br)(µb− µ0b)(2n−1)/2 .
(116)
The boundary condition limr→∞G0 = µ implies that limr→∞G
(n)
0 = 0 for n > 2 and
limr→∞G
(2)
0 = 1. We have conveniently defined the argument of ρ
(n) and G
(n)
0 to be the
dimensionless combination br.
In practice the expansion (116) has been found useful only when the zero mode of ρ can
13In [48] a slightly different expansion was carried out where the small parameter was 〈Oψ〉. The critical
chemical potential can then be determined as a function of 〈Oψ〉. See appendix B for details.
30
be obtained in closed form. Such a closed form solution exists for the special case m2 = −4,14
where the phase transition occurs at
µ0b = 2 . (117)
Plugging the expansion (116) into the equations of motion (84) and expanding in powers of
µb− µ0b one finds the following equations of motion for G(n)0 (x) and ρ(n)(x):
(
x3G
(n) ′
0 (x)
)′
= S
(n)
0 (x) , (118)(
x(x2 − 1)
x2 + 1
(
(x2 + 1)ρ(n)(x)
)′)′
= S(n)ρ , (119)
where S
(n)
0 and S
(n)
ρ are functions of the lower order solutions ρ(m) and G
(m)
0 with m < n.
The first few solutions for G
(n)
0 and ρ
(n) are given in appendix C.
Once the solution to (84) has been obtained perturbatively, it is a simple exercise to
compute the solutions to the linearized vector equations for Gi, (92). In the notation of (95)
we expand the vector modes near µ0b = 2 such that
g(r) =
∞∑
n=0
g(2n)(rb)(µb− 2)n . (120)
Imposing the boundary condition g(∞) = 1 amounts to setting limx→∞ g(n) = δn0. Inserting
the expansion (120) into (92), we find that the equation of motion for g(n) takes the form
(
x4 − 1
x
g(n)′(x)
)′
= S(n)g . (121)
where S
(n)
g depends on g(m), G
(m)
0 and ρ
(m) for m < n. The first few values of g(n) can be
found in appendix C.
Using the explicit solutions for g(n), G
(n)
0 and ρ
(n) and the bulk to boundary mapping
described in section 4 and summarized in appendix A, we can compute |〈Oψ〉| and the bound-
ary theory current 〈Jµ〉 for a configuration moving with a superfluid velocity proportional
14The case m2 = −4 corresponds to ∆ = 2 where the series expansion (72) reads
ψ = ψsr
−2 ln r (1 + . . .) + ψrr
−2 (1 + . . .) .
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to ∂µ〈φ〉. More explicitly, using (90), (75) and (21) with uµ = (1,~0), we find that
κ25b
3ρt = 2 + 7(µb− 2)− 3
4
(96 ln 2− 71)(µb− 2)2 +O ((µb− 2)3)
κ25b
2µ−1ρs = 6(µb− 2)−
(
96 ln 2− 241
4
)
(µb− 2)2 +O ((µb− 2)3) (122)
and
κ25b
2
C∆
|〈Oψ〉| = 4
√
3(µb− 2)1/2 + 253− 336 ln 2
4
√
3
(µb− 2)3/2 +O ((µb− 2)5/2) . (123)
Similar expressions can be found in [48].
The equations of motion for the backreacted metric are similar to those of the matter
fields. Expanding the corrections to the metric s(2), f (2) and γ,
s(2) =
∞∑
n=0
s(2,2n)(rb)(µb− 2)n
f (2) =
∞∑
n=0
f (2,2n)(rb)(µb− 2)n
γ = b
∞∑
n=0
γ(2n)(rb)(µb− 2)n
(124)
and inserting them into the equations of motion (97) and into (103), we obtain a set of
equations for s(2,n), f (2,n) and γ(n). The solutions for the first few (n) are given in appendix
C.
5 Dynamical holographic superfluids
To generate a spacetime dependent holographic superfluid we can follow the same strategy
that led us from the inviscid superfluid in section 2.2 to the viscous superfluid in section
2.3: we allow the hydrodynamic variables to depend on the spacetime coordinates and look
for the appropriate corrections to the bulk fields. This is essentially the strategy used by
[4] to construct the metric dual to a viscous fluid. In section 5.1 we work out the dual of
viscous flow to leading order in the large q limit. Since at leading order only the metric
enters into the equations of motion, this is essentially a rederivation of the results of [4]. The
reader familiar with the work of [4] may go directly to section 5.2 where we compute the
effects of viscosity on the bulk matter fields. In section 5.3 we argue that the shear viscosity
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associated with the superfluid motion vanishes. Finally, in section 5.4 we obtain an explicit
expression for the third bulk viscosity, diffusion coefficient and viscous corrections to the
order parameter close to the phase transition using the solution in 4.5.
5.1 Viscous flow from the Schwarzschild black hole
Consider the solution (110) to the Einstein equations but with s(2) = f (2) = γ = 0, i.e.,
the boosted AdS-Schwarzschild black hole. The boundary theory stress tensor dual to the
configuration in (110) is given by (114) with ρs = 0 which describes an inviscid fluid moving
at uniform velocity uµ. Viscous corrections to the fluid motion vanish since gradients of the
velocity field and energy density are zero.
To obtain a configuration where the velocity field and energy density are not uniform we
promote βi in (107) and the inverse temperature b in (15) to be spacetime dependent. In
doing so (110) is no longer a solution to the Einstein equations and the metric has to be
corrected. We denote the correction of the metric by δg
(0)
mn and, following [61], parametrize
it by:
δg(0)mndx
mdxn = −2uµdxµr
(
uα∂αuν +
1
3
∂αu
αuν
)
dxν − 2δs(0)uµdxµdr + r2δh(0)Pµνdxµdxν
− r2δf (0)uµdxµuνdxν + r22δV (0)(µ uν)dxµdxν + r2δπ(0)µν dxµdxν . (125)
Here δπ(0) is symmetric and traceless and both δV (0) and δπ(0) are orthogonal to the velocity
field uµ. Circular parentheses were defined in (9) and denote a symmetric combination. We
will fix most of our gauge freedom by setting δh(0) = 0 as in [62]. At this point it would
perhaps be useful to recapitulate our notation. In section 4 we used an unbarred superscript
to denote coefficients in a series expansion in the inverse charge 1/q. In section 4.5 we used a
barred superscript to denote coefficients in a series expansion in the chemical potential. Now
we use a δ to denote gradient corrections to the metric. Our notation differs from the ones
used in [4, 62, 63] where a superscript denoted coefficients in a gradient expansion and from
the one in [62] where a barred superscript denoted coefficients in a near boundary expansion.
We will not attempt to solve the Einstein equations entirely. Rather, we neglect all
terms which involve two derivatives of the velocity field and inverse temperature and look
for a solution linear in these gradients. We will denote the terms that have been neglected
by O(∂2). This means that the metric components in (125) depend only on one derivative
of b or uµ. The equations of motion for δs(0), δf (0), δV (0) and δπ(0) naturally decompose
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themselves into scalar, tensor and vector equations under the SO(3) ⊂ SO(3, 1) under which
uµ is invariant. They are given by
d
dr
δs(0) = 0
d
dr
(
r4δf (0)
)− 8r3δs(0) = −4r2∂αuα
d
dr
(
r5
dδV
(0)
µ
dr
)
= 0
d
dr
(
r(r4b4 − 1)dδπ
(0)
µν
dr
)
= 3r2b4σnµν
(126)
with σnµν defined in (29). In addition to the equations of motion (126) there are four constraint
equations
uµ∂µb =
1
3
b∂µu
µ P µν∂νb = bu
ν∂νu
µ . (127)
(Equations (127) amount to four independent equations since the matrix Pµν is a projection.)
The constraint equations are equivalent to energy momentum conservation ∂µT
µν = 0 with
an energy momentum tensor as in (114) but with ρs set to zero. The boundary conditions
we impose on the metric components are that they are not singular at the horizon which is
located at r = 1/b and that they do not deform the boundary theory metric. The requirement
that uµuνTµν = ǫ sets the O(r−4) term of the near boundary series expansion of δf (0) to
zero. Working in the Landau frame (26) sets the O(r−4) term of δV (0) to zero. We refer the
reader to [4, 62] for more details.
The solution to (126) is given by
δs(0) = 0 , δf (0) =
4
3r
∂αuα , δV
(0)
µ = 0 ,
b−1δπ(0)µν =
(
π
4
− 1
2
arctan (rb)− ln(rb) + 1
2
ln(1 + rb) +
1
4
ln
(
1 + r2b2
))
σnµν .
(128)
Following (71) the boundary stress tensor is given by
2κ25〈Tµν〉 =
1
b4
(4uµuν + ηµν)− 1
b3
σnµν . (129)
Using the Bekenstein-Hawking entropy formula we obtain
s =
2πb3
κ25
(130)
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which gives us the celebrated relation (1).
For the reader unfamiliar with the formalism introduced in [4], we point out that a key
feature of the equations of motion which allows one to simplify them considerably is that
they are ultra-local: one can solve equations (126) in a neighborhood of a point xµ0 and patch
these solutions together. Technically, this feature of the equations of motion allows one to
work in the neighborhood of a point xµ0 where the velocity field and inverse temperature are
chosen to satisfy
uν =
(
1 0 0 0
)
+ xµ∂µu
ν +O(∂2)
b = b0 + x
µ∂µb+O(∂2) .
(131)
When working with a computational software program such as Mathematica the decompo-
sition (131) significantly simplifies computations. We refer the reader to [4] for details.
5.2 Viscous superfluid hydrodynamics in the probe limit
To compute the viscous corrections to the current and to the Josephson condition we follow
the same strategy as the one outlined in section 5.1. In addition to promoting b and uµ to
spacetime dependent quantities, we also allow the chemical potential µ and the field Nµ (of
which we keep only linear terms) to be spacetime dependent. Eventually we will be interested
in configurations where nµ is small so we will set Nµ to zero but not its derivatives.15 We
then look for corrections to Gm, ρ and ϕ which we denote by δGm, δρ and δϕ. It is convenient
to decompose δGµ into terms parallel and orthogonal to the normal velocity uµ:
δGµ = −δGuµ + δgµ (132)
with uµδgµ = 0. We then require that the Maxwell and Klein-Gordon equations of motion
be satisfied to first order in gradients of the hydrodynamic variables.
As in the case of the Schwarzschild black hole, we can use the ultralocal nature of the
equations for δρ, δG and δgµ to solve the equations of motion around a point x
µ
0 = 0 where
15To be precise, going back to (112), Nµ receives viscous corrections because µn
µ 6= −µuµ + ∂′µ〈φ〉. Since
nµ is small and we are working to linear order in gradients these corrections do not play a role in our
computations.
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the fields X = (G0, G5, ρ) can be expanded in the form
X(r; b(xµ), µ(xµ)) = X(r; b(0), µ(0)) +
∂X
∂b
∣∣∣∣∣
x=0
xν∂νb+
∂X
∂µ
∣∣∣∣∣
x=0
xν∂νµ+O(∂2) . (133)
Because we work in a limit where nµ is small, the expansion for Gi is simpler:
Gi(r; b(x
µ), µ(xµ), ∂iφ(x
µ)) = −g(r; b(xµ), µ(xµ))∂αφ(xµ) = −g(r; b(0), µ(0))xν∂ν∂αφ+O(∂2) .
(134)
The transformation properties of δG, δgµ, δG5 and δρ under the SO(3) ⊂ SO(3, 1) under
which uµ is invariant imply that the equations of motion for the scalars δG, δG5 and ρ will
decouple from the equations of motion for the vector δgµ.
5.2.1 Scalar sector
In the scalar sector the equation of motion for δG and δρ are
b4r4 − 1
b4r5
d
dr
(
r3
d
dr
δG
)
=δGρ2 + 2ρGδρ+
5− r4b4
r(r4b4 − 1)DG0 − 2
d
dr
DG0
+
∂αu
α
3(r4b4 − 1)
(
−4(3r
4b4 + 5)
r(r4b4 − 1) G0 + 2r
3b4ρ2G0 − (3r4b4 − 7) d
dr
G0
)
(135)
and
r8b8 + 1− 2r4b4
r4b8
(
d2
dr2
δρ+
5b4r4 − 1
r(b4r4 − 1)
d
dr
δρ− b
4m2r2
b4r4 − 1δρ
)
=
− 2ρGδG−G2δρ− r
4b4 − 1
r3b4
(
3Dρ+ 2r d
dr
Dρ
)
+
1
3
∂αu
α
(
2m2rρ− 4r
3b4ρG20
b4r4 − 1 −
5r4b4 + 3
r2b4
d
dr
ρ
)
.
(136)
In both (135) and (136) we have used
DX = ∂X
∂µ
uα∂αµ+
b
3
∂X
∂b
∂αu
α (137)
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with X a bulk field. The constraint equation is given by
δG5 =− r
2b4δG
r4b4 − 1 +
∂µN
µ
r2ρ2
dg
dr
+
r2b4
(r4b4 − 1)ρ2
d
dr
DG0
+
∂νu
νb4r2
r4b4 − 1
(
1
ρ2
dG0
dr
− 2r
3b4G0
3(r4b4 − 1)
)
.
(138)
In presenting (135)-(138) we have used (127).
The boundary conditions on δρ and δG are that they are finite at the horizon and that
the source term ψs in (72) vanishes. We impose
lim
r→∞
r2δG = 0 +
(
possible
divergent
terms
)
(139)
which amounts to the requirement that uµJµ = −ρt. To the order we are working in, we can
also consistently set
lim
r→∞
(
G′µ + δGµ
)
= lim
r→∞
(−G0uµ − gNµ + δGµ) = −∂µφ . (140)
The viscous corrections to ∂µφ are encoded in the boundary value of δGµ. By contracting
(140) with uµ we obtain an expression for the viscous corrections to the Josephson condition,
− uµ∂µφ = lim
r→∞
(G0 + δG) . (141)
Here, as in (108) G′µ denotes the value of Gµ in the boosted frame. In principle, since in this
section the velocity of the normal component is space-time dependent and generically does
not vanish, we could have used primed variables such as δG′µ instead of the current ones.
We have not done so in order to avoid cluttering the notation.
Once we take nα to be small, the near boundary asymptotic expansion of δG5 takes the
form
δG5 =
2C∆r
2∆−5
|〈Oψ〉|2κ45
∂α (n
αρs + u
αρt) +O(r2∆−6) . (142)
Finiteness of the action implies that δG5 should fall off faster than r
−2 near the boundary.
One way to see this is to consider a gauge where δϕ = 0. In this gauge, the boundary value
of the variation of the action with respect to Aµ would receive a divergent contribution from
δG5 unless it falls off fast enough at large r. Thus, (142) together with (21) imply current
conservation in the boundary theory.
The constraint equation (138) also supplies us with the correct horizon value of δG. Near
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the horizon, the constraint equation (138) together with regularity of δϕ implies that
δG(1/b) = − 1
12
dG0
dr
∣∣∣∣∣
rb=1
∂νu
ν +
1
ρ2
DdG0
dr
∣∣∣∣∣
rb=1
. (143)
To obtain (143) we expanded G0 and ρ near the horizon located at rb = 1. As opposed to
the static configuration where we had G0(1/b) = 0, here δG does not vanish at the event
horizon. Since δG(1/b) ∝ ρ(1/b)−2 one might erroneously conclude that δG(1/b) diverges in
the µ→ µ0 limit where ρ vanishes. To see that this is not the case consider the solution to
the equations of motion near the phase transition. As discussed in section 4.5 the solution
takes the form
G0 = µ
(
1− 1
r2b2
)
+O (µb− µ0b) (144)
and
ρ = O ((µb− µ0b)1/2) (145)
for any value of the mass of the scalar field. Inserting (144) and (145) into (143) we find
that
δG(1/b) ∝ µ0∂µu
µ + 3uµ∂µµ
µb− µ0b . (146)
To leading order, current conservation close to the phase transition amounts to
0 = ∂µ (ρu
µ)
=
∂ρ
∂b
uν∂νb+
∂ρ
∂µ
uν∂νµ+ ρ∂
νuν
≃ −2ρ
b
uν∂νb+
ρ
µ
uν∂νµ+ ρ∂
νuν
≃
(
1
3
∂νuν +
1
µ0
uν∂νµ
)
ρ .
(147)
In the third line we used the fact that near the phase transition, ρ ∝ b−2 (which follows from
ρ ∝ µ and dimensional analysis). In the last line we have used (127). Thus, close to the
phase transition the leading divergent contribution to δG vanishes and it follows that
δG(1/b) = O ((µb− µ0b)0) . (148)
Without an explicit solution to the equations of motion (84), (136) and (135) it is difficult
to compute the viscous corrections to the Josephson condition and to the expectation value
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of Oψ. However, it is possible to argue that ζ3 will diverge close to the phase transition like
the inverse power of the order parameter squared, or (µb− µ0b)−1. Equation (135) together
with (148) suggest that δG should scale as (µb − µ0b)0. Thus, we should find that close to
the phase transition,
uµ∂µφ = −µ+O
(
(µb− µ0b)0
)
. (149)
Comparing (149) with (40c) and taking into account that ρs ∼ O (µb− µ0b) we conclude
that ζ3 ∼ O ((µb− µ0b)−1).
5.2.2 Vector sector
The equations of motion for the vector modes read
1
rb4
d
dr
(
r4b4 − 1
r
dδgµ
dr
)
= δgµρ
2+
+
uα∂αuµ
r(r4b4 − 1)2
((
r8b8 − 14r4b4 − 3)G0 + 2r (−1 + r8b8) dG0
dr
)
+ uα∂αNµ
(
g
r
+ 2
dg
dr
)
.
(150)
The boundary conditions we impose on δgµ are that they are finite at the horizon and that
Nµ doesn’t get corrected at the boundary, i.e. limr→∞ gµ = 0.
16 Note that using (37) and
(80) we find that
uα∂αNµ = − 1
πb
P νµ ∂ν
µ
T
. (151)
As was the case for the scalar modes, it is difficult to solve (150) explicitly. In what
follows we will study the behavior of δgµ close to the phase transition and argue that the
diffusion coefficient κ defined in (33) is continuous across µ0. Close to the phase transition
we can use (144) and (145) together with
g = 1 +O (µb− µ0b) (152)
to solve (150) for δgµ. We find that the leading order solution to δgµ is
δgµ =
1
4π
(
π − 2 arctan(rb) + 2 ln(1 + rb)− ln(1 + r2b2))P νµ ∂ν µT
− µ0b
2r
r2b2 + 1
uα∂αuµ +O ((µb− µ0b)) . (153)
16Had we been interested in second order transport coefficients we would have needed to set limr→∞ gµ 6= 0.
See [4] for details.
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Using
κ25〈Jµ〉 = lim
r→∞
r2 (Gµ + δGµ) + (
divergent
terms ) , (154)
we find that Υµ, the viscous correction to Jµ, receives a contribution of the form
Υµ = − 1
2πb2
P νµ ∂ν
µ
T
+O (µb− µ0b) , (155)
from which we conclude that
κ =
πT 2
2κ25
+O (µb− µ0b) . (156)
The leading term for κ agrees with the value obtained in the normal phase when the charge
of the black hole is taken to be small [64, 15]. Thus, the diffusion coefficient κ is continuous
across the phase transition.
5.3 Viscous superfluids at order q−2
Our analysis of superfluids in section 2.3 revealed that within our approximation, the stress
tensor has two possible shear viscosities: the familiar shear viscosity, η, associated with a
∂〈µuν〉 term and a shear viscosity, ηs, associated with the gradients of the relative superfluid
velocity ∂〈µnν〉. Standard arguments due to Landau [22] which we presented in 2.3 show that
ηs = 0. These arguments rely on an assumption of the form of the entropy current and have
been known to fail in certain subtle cases [15, 16, 18]. The goal of this section is to compute
ηs and η holographically. We will show that ηs = 0 as expected, and that the shear viscosity
of the normal component satisfies the universal relation (1) as was already discussed in [65].
As in section 5.1 we begin by decomposing the order q−2 corrections to the metric into
scalars δs(2), δf (2), a vector δV
(2)
µ satisfying uµδV
(2)
µ = 0 and a traceless symmetric tensor
δπ
(2)
µν which is orthogonal to the normal velocity uµδπ
(2)
µν = 0:
δg(2)mndx
mdxn = −2δs(2)uµdxµdr
− r2δf (2)uµdxµuνdxν + 2r2δV (2)(µ uν)dxµdxν + r2δπ(2)µν dxµdxν . (157)
Since the viscous corrections to τµν can come about only through the tensor modes δπ
(2)
µν , it
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is sufficient to compute τ23. Using (71), we find
κ25τ23 = −
1
2b3
σ23+2 lim
r→∞
r4δπ
(2)
23 +
1
2q2
lim
r→∞
r3
(
f (2) − δ∆3/2s(2)
)
σ23+
1
2q2
lim
r→∞
rγσs23+
(
possible
divergent
terms
)
(158)
Here δ∆3/2 is the Kronecker delta function. It appears because limr→∞ r
3s(2) is non vanishing
only for ∆ = 3/2.
Since the equation of motion for δπ
(2)
µν decouples from the other components of the metric
we will focus exclusively on it. It is convenient to define
δπ(2)µν = δπn(r)σ
n
µν + δπs(r)σ
s
µν (159)
where σnµν and σ
s
µν were given in (29). Using (159) the equation of motion for δπ
(2)
µν can be
decomposed in two,17
d
dr
(
r(b4r4 − 1)) d
dr
δπs
)
= −b4 d
dr
(γr) (160)
d
dr
(
(b4r4 − 1) d
dr
δπn
)
= − d
dr
(
b4r4
(
f (2) − (1− (rb)−4)s(2)) d
dr
δπ(0)
)
. (161)
Integrating (161) once and requiring that δπn is well defined at the horizon, we find that
lim
r→∞
r4δπn = −1
4
lim
r→∞
r3
(
f (2) − δ∆3/2s(2)
)
+
3
16
f (2)(1/b)
b3
+
(
possible
divergent
terms
)
. (162)
Inserting (162) into (158) and comparing to (33) we conclude that
2κ25η =
1
b3
− 3f
(2)(1/b)
4b3q2
. (163)
The O(q−2) corrections to the shear viscosity given in (163) are expected. Once f (2) 6= 0 the
location of the horizon is shifted to
r =
1
b
− f
(2)(1/b)
4bq2
. (164)
Inserting (164) into the Bekenstein-Hawking formula for the entropy density, one finds that
the q−2 corrections to the shear viscosity in (163) exactly cancel the q−2 corrections to the
entropy density coming from the shift in the location of the horizon (164) so that the ratio
17Equation (161) can be read off the q−2 term in an appropriate large q series expansion of equation (27)
in [20].
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of the shear viscosity to entropy density retains its universal value (1) up to order O(q−3).
To obtain ηs we integrate (160) once. Requiring that δπs is finite at rb = 1 together with
(106) implies
lim
r→∞
r4δπs = −1
4
lim
r→∞
rγ . (165)
Inserting (165) into (158) and comparing to (33) we obtain
ηs = 0 . (166)
5.4 An explicit solution
We now turn to solving (135) and (136) near the phase transition for the special casem2 = −4
discussed in [48] and reviewed in section 4.5. As in section 4.5 we formally expand δG and
δρ around µ = µ0 = 2/b,
δG =
∞∑
n=0
δG
(2n)
0 (rb)(µb− 2)n
δρ =
∞∑
n=0
δρ(2n−1)(rb)(µb− 2)(2n−1)/2 .
(167)
We will soon see that δρ(−1) 6= 0 which implies that δρ diverges close to the phase transition.
Thus, our analysis is valid only for when the gradient corrections to the various fields are
smaller than the relative magnitude of the chemical potential, ∂µu
µ ≪ (µb − 2). Since the
equations of motion for the delta’d quantities (135) and (136) are linearized versions of their
non delta’d counterparts (84), inserting the expansion (167) into (84) yields a set of equations
very similar to those obtained for G0 and ρ which were described in section 4.5. The solution
for the leading order terms in (167) is given by
δρ(−1)(x) = +
9
√
3
49(1 + x2)
∂µN
µb2
δG(0)(x) = − 2x
3(1 + x2)
∂νu
ν − 13x
4 + 13x2 − 54
49x2(1 + x2)
∂µN
µb .
(168)
We also need the solutions for δρ(1) and δG
(2)
0 , but they are too lengthy to repeat here.
To solve the equations of motion for the vector modes we insert the expansion
δgµ =
∞∑
n=0
δg(2n)µ (rb) (µb− 2)n (169)
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into (150) and collect terms with equal powers of µb−2. The first couple of regular solutions
which vanish at the asymptotically AdS boundary are
δg(0)µ (x) =
1
4π
(
π − 2 arctanx+ 2 ln(1 + x)− ln(1 + x2))P νµ ∂ν µT − 2x1 + x2uα∂αuµ
δg(2)µ (x) = −
3
2π(1 + x2)
(
π − 2 arctanx+ 2 ln(1 + x)− ln(1 + x2)− 2)P νµ ∂ν µT − x(x
2 − 5)
(1 + x2)2
uα∂αuµ .
(170)
The expression for δg
(0)
µ has the expected form discussed in section 5.2.2 which ensures that
κ is continuous across the phase transition.
With the solutions δρ(−1), δG(0), δρ(1), and δG
(2)
0 in hand we can compute the correction
to the Josephson condition
uµ∂µφ = −µ− lim
r→∞
δG = −µ+
(
13
49
+
1823− 3004 ln 2
343
(µb− 2)
)
b∂µN
µ . (171)
Comparing this to the third line of (33) and using (113) we obtain (3). As expected, ζ3 has
a power law behavior close to the phase transition. Using
κ25|〈Oψ〉| = C∆ lim
r→∞
r∆ (ρ+ δρ) +O(∂2) (172)
we find that the viscous corrections to |〈Oψ〉|, call them δ|〈Oψ〉|, take the form
κ25δ|〈Oψ〉| = −
9
√
3C∆∂νN
ν
49
√
(µb− 2)
(
1− 70993− 116496 ln 2
3024
(µb− 2) +O ((µb− 2)2)) . (173)
Finally, using (170) together with (154) and (33) we compute
κ25κ =
1
2πb2
− 3
πb2
(µb− 2) +O ((µb− 2)2) (174)
which gives us (2).
The leading order expressions for κ and ζ3 can be obtained from the Kubo formulas (49)
and (45) and the analysis of [48]. We present this analysis in appendix B.
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6 Discussion
In this work we have constructed a slowly varying, spacetime dependent, holographic su-
perfluid and computed its transport coefficients. The resulting stress-energy tensor and
charged current of the gauge-theory superfluid fits nicely with the relativistic version of the
Tisza-Landau two fluid model. Apart from the shear viscosity and diffusion coefficient, the
conformally invariant two-fluid model allows for another transport coefficient which we de-
noted by ζ3. In section 2.5 we saw that ζ3, together with κ and η, is responsible for the
attenuation of second sound. Another physical role of ζ3 can be understood by considering
entropy production. With the assumptions specified in 2.3, the divergence of the entropy
current Jµs can be read off of (38). It is given by
∂µJ
µ
s =
ζ3
T
(∂µ (ρsn
µ))2 + κP µν
(
∂µ
µ
T
)(
∂ν
µ
T
)
+
η
T
σnµν∂
µuν . (175)
Thus, for nµ ≪ 1, ζ3 is responsible for entropy production due to compressibility of the
superfluid component. Indeed, expression (175) can be compared with the divergence of
the entropy current in a normal (non superfluid) relativistic fluid which is not conformally
invariant, c.f. [22],
∂µJ
µ
s =
ζ1
T
(∂µu
µ)2 + κP µν
(
∂µ
µ
T
)(
∂ν
µ
T
)
+
η
T
σnµν∂
µuν (176)
where ζ1, the bulk viscosity, plays a role very similar to ζ3.
The power-law divergence of ζ3 near the phase transition that we observed in our holo-
graphic computation does not imply that entropy production diverges there. While ζ3 ∼
O ((µb− µ0b)−1), the superfluid density vanishes, ρs ∼ O (µb− µ0b). The extra power of ρs
in (175) guarantees that ∂µJ
µ
s vanishes close to the phase transition.
18 A similar observation
can be made regarding the dependence of ζ3 on κ
2
5. The boundary value of Gµ is independent
of Newton’s constant. Since ζ3 appears together with ρs then ρs ∼ κ−25 (which follows from
(154)) implies that ζ3 ∼ κ25.
We note that too close to the phase transition one expects the hydrodynamic approx-
imation to break down since the Landau-Ginzburg potential becomes approximatety flat.
Our expansion near T0 is then valid only when the hydrodynamic fluctuations are smaller
then the relative chemical potential. This fact also came into play when we discussed the
expansion of the bulk scalar near T0 in section 5.4.
18We thank D. Son for pointing this out to us.
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The analysis carried out in this work is valid for configurations where the charge of the
scalar field is large. From the structure of the perturbative expansion, it seems likely that ζ3
will diverge near µ0 for smaller values of q. As long as the boundary value of δGµ does not
vanish close to the phase transition, the fact that ρs vanishes there implies through (40c)
that ζ3 must diverge. We have no argument for having ηs = 0 in the fully backreacting case.
We feel that the result (166) valid at order O(q−2) together with (38) make it unlikely that
ηs will be q dependent.
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A Bulk to boundary mapping
The prescription for mapping bulk fields to boundary expectation values can be found in
sections 4.1 to 4.3. In what follows we collect these results for ease of access. The energy
momentum tensor of the boundary theory is given by
κ25〈Tµν〉 = − lim
r→∞
r2
(
Kµν −Kγµν + 3γµν − 1
2
γµνm∆|ψ|2
− 1
4
γµνm˜∆ (ψ
∗nα∂αψ − (ψ∗nµ∂νψ + ψ∗nν∂µψ) + c.c.)
)
. (71)
The norm of the scalar follows from (73),
κ25|〈Oψ〉| = C∆ lim
r→∞
r∆ (ρ+ δρ) +O(∂2) . (172)
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The expectation value of the gradient of the Goldstone boson is given by
uµ∂µφ = − lim
r→∞
(G0 + δG) . (141)
The expectation value of the current follows from (76)
κ25〈Jµ〉 = lim
r→∞
r2 (Gµ + δGµ) +
(
possible
divergent
terms
)
. (154)
Using our definition of the charge density in section 2 we find that
κ25ρt = − lim
r→∞
r2G0 +
(
possible
divergent
terms
)
κ25µ
−1ρs = − lim
r→∞
r2g +
(
possible
divergent
terms
)
.
(113)
B Two Point Functions from Gravity
In this appendix we work out the leading term for κ and ζ3 using the Kubo relations in
section 2.4. Most of the Greens function needed for carrying out this computation have
already been computed in [48]. We briefly go over the notation of [48] and compute the
remaining Greens function.
We start with the action (64) and work in a weak gravity (or probe) limit q ≫ 1 in which
gravity decouples from the scalar and gauge fields (or Abelian-Higgs sector) [5]. In this limit,
a solution to Einstein’s equations is a black brane:
ds2 =
L2
u2
(
−f(u)dt2 + dx2 + dy2 + dz2 + du
2
f(u)
)
, (177)
where f(u) = 1 − (u/uh)4. At u = uh > 0, there is a horizon, while in the limit u → 0, the
space asymptotically becomes anti-de Sitter. Since we will use linear response to compute
the transport coefficients it is sufficient to work in the Fefferman-Graham coordinate system.
In (79) we used an ingoing Edington-Finckelstein coordinate system. For convenience, we
will set 2κ25 = L = uh = q = 1 in what follows. We also work in a gauge where A5 = 0 and
consistently set ψ to be real.
When m2 = −4 the near boundary expansion for ψ and Aµ takes the form
ψ =
(
ψ(b)u2 ln(u/λ)− 〈Oψ〉u2 + . . .
)
, (178)
Aµ = A
(b)
µ +
1
2
〈Jµ〉u2 + . . . , (179)
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where we have introduced a UV cutoff λ ≪ 1. In this coordinate system, in place of (172)
and (154) we have
〈Jµ〉 = lim
u→0
1√
−g(b)
δS
δA
(b)
µ
, 〈Oψ〉 = lim
u→0
1√
−g(b)
δS
δψ(b)
∗ , (180)
where g
(b)
µν = limu→0 u
2gµν is the Minkowski metric. Since we are working in a gauge where ψ
is real, we can identify A
(b)
t with the chemical potential µ and A
(b)
i with a superfluid velocity
∂iφ.
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As described in section 4.5 we can solve for ψ and Aµ near the phase transition µ/T = 2π.
Following the notation of [48] instead of using µ/T − 2π as a small parameter, we use
ǫ ≡ −
√
2〈Oψ〉 . (181)
At equilibrium in the absence of a superfluid velocity, we have the near boundary expansions
√
2ψ =ǫu2 +O(u4) (182)
At =
(
2 + δµ2ǫ
2 + δµ4 ǫ
4 +O(ǫ6))−(2 + (1
8
+ δµ2
)
ǫ2+ (183)(−5 + 6 log 2
1152
+ δµ4
)
ǫ4 +O(ǫ6)
)
u2 +O(u4) ,
where
δµ2 =
1
48
, δµ4 =
(
253
55,296
+
7 log 2
1152
)
. (184)
To compute the Greens functions we consider the fluctuations of the fields:
δAt(u, t, x) =at(u)e
−iωt+ikx
δAx(u, t, x) =ax(u)e
−iωt+ikx
δψ(u, t, x) =ψ(u)e−iωt+ikx/
√
2 .
(185)
The Greens functions can be computed from the coefficient of the u2 term in a near boundary
19There is a minus sign discrepancy between this identification and the one in [6]. Here we define Ai(0) ≡ ξi
whereas in [6], ξi was defined to be the phase gradient of the scalar.
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expansion of the fluctuations (see [48] for more details). We find:
Gtt
k2
=
Gtx
ωk
=
Gxx
ω2
=− 2P
[
48ik4 + 7iǫ4 + 148ǫ2ω − 480iω2 + 8k2(5iǫ2 + 12ω)]
GOt = GtO =
8iǫ
P
[
12k4 + (7ǫ2 − 120iω)ω + 3k2(ǫ2 + 16(1− i)ω)]
GOx = GxO =+
ikǫ
P
[
48k4 + ǫ4 + 12(2− 3i)ǫ2ω − 96(3 + 4i)ω2+
+16k2(ǫ2 + 6(1− 2i)ω]
GOO =− 2iP
[
96k4 + ǫ4 + 16(3− 2i)ǫ2ω − 192(1 + 3i)ω2+
4k2(7ǫ2 + 72(1− i)ω)]
GOO = GOO =
2iǫ2
P (4k
2 + ǫ2 − 32iω)
(186)
where the pole structure is given by
P = 960ω3 + 56i(12k2 + ǫ2)ω2 − 12(16k2 + 3ǫ2)k2ω − i(48k4 + 16k2ǫ2 + ǫ4)k2 . (187)
Expressions (186) and (187) are the leading order results in a limit where ǫ2 ∼ k2 ∼ ω ≪ 1
are all small and of the same order. The complex conjugate Green’s functions involving Oψ
can be obtained by sending ω → −ω, k → −k, and i → −i. These Green’s functions obey
the Ward identities −ωGtt + kGtx = 0, −ωGtx + kGxx = 0, −ωGOt + kGOx = 〈Oψ〉, and
−ωGOt+kGOx = −〈Oψ〉. From the two-point functions involving O and O, we can construct
a two-point function for the phase of the condensate:
Gφφ =
1
2ǫ2
(
GOO +GOO −GOO −GOO
)
=− 4i
ǫ2P (48k
4 + ǫ4 + 16k2(ǫ2 − 9iω)− 32iǫ2ω − 96ω2) .
(188)
By direct computation, we find the following Kubo relations
lim
ω→0
lim
k→0
ω2
k2
ReGtt = lim
ω→0
lim
k→0
ReGxx =− ǫ
2
4
, (189a)
lim
ω→0
lim
k→0
ω
k2
ImGtt = lim
ω→0
lim
k→0
1
k
ImGxt =1 , (189b)
lim
ω→0
lim
k→0
ω2Re Gφφ =− 1
14
, (189c)
lim
ω→0
lim
k→0
ω Im Gφφ =
52
49
1
ǫ2
. (189d)
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Comparing with (46), (45), (48), and (49), the right hand side of these Kubo relations should
correspond to −ρs/µ, κ/T , −∂µ/∂ρt, and ζ3 respectively. Restoring factors of κ5 and T , we
find that they do agree at leading order with (122), (2) and (3). Since (189b) is independent
of the value of ρs, the relation implies that κ is continuous through the phase transition.
Another way of extracting κ and ζ3 is through attenuation of fourth sound. The solutions
of P = 0 give poles of the Green’s functions from which we can infer the dispersion relations
ω = ± kǫ
2
√
14
− 33ik
2
196
+ . . . , ω = −ik
2
2
, (190)
for T . T0 and T & T0 respectively. These expressions should be compared with (62) and
(63). Note that ρs = 0 and ∂ρt/∂µ = 2 for T & T0 while for T . T0, these quantities are
given by (189a) and (189c). If we read off the value of κ from the T & T0 result, we find
agreement with (189b). If we then assume that κ is continuous through the phase transition,
we can deduce the value of ζ3 and find agreement with (189d).
C Formulae for the Explicit Solution near T0
This appendix provides the first few terms, in an expansion in (µ − µ0)b, of the static
background solution near T0 described in section 4.5. For the scalar quantities G0 and ρ we
have
G
(0)
0 (x) =1− x−2
G
(2)
0 (x) =
x4 − 6x2 + 5
x2(x2 + 1)
G
(4)
0 (x) =−
309x4 − 56x2 − 253
4x2(x2 + 1)2
+
(72x2 − 96) ln 2
x2(x2 + 1)
+
24x2 ln(1 + x−2)
x2 + 1
ρ(1)(x) =
4
√
3
1 + x2
ρ(3)(x) =
253x2 + 157
4
√
3(x2 + 1)2
− 28
√
3 ln 2
x2 + 1
+
4
√
3 ln
(
1 + 1
x2
)
x2 + 1
.
(191)
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For g, the first few terms are
g(0)(x) =1
g(2)(x) =− 6
x2 + 1
g(4)(x) =6
(
Li2
(−x2)+ Li2 (1− x2)+ Li2
(
x2 + 1
2
))
− 289x
2 + 229
4 (x2 + 1)2
− 6 ln(2) ln (1− x2)+ 12x2 ln (1 + x−2) + 84 ln(2)
x2 + 1
+ 3 ln2(2)
+ 3
(
2 ln
(
x2
(
1− x2))− ln (x2 + 1)) ln (x2 + 1) ,
(192)
For s(2) and f (2), the first few terms are
s(2,0)(x) =0
s(2,2)(x) =− 8
(1 + x2)2
s(2,4)(x) =− 48x
6 + 421x4 + 618x2 + 221
3(1 + x2)4
+
112 ln 2
(1 + x2)2
+
16x2(2 + x2) ln(1 + x−2)
(1 + x2)2
f (2,0)(x) =
4
3x6
f (2,2)(x) =
4 (−5 + 19x2)
3x6(1 + x2)
f (2,4)(x) =− 4 (24x
10 + 60x8 − 208x6 − 335x4 − 38x2 + 57)
3x6(1 + x2)3
− 64(5x
2 − 2) ln 2
x6(x2 + 1)
+
32(x4 + x2 − 2) ln(1 + x−2)
x2(x2 + 1)
.
(193)
Finally, the vector mode corrections to the metric are given by
γ(0)(x) =0
γ(2)(x) =
6(x2 − 1)
x4(x2 + 1)
γ(4)(x) =− x
4 − 1
x4
g(4) +
x2 − 1
2x2
G
(4)
0 −
x2 − 1
8(x2 + 1)2x4
(
413 + 538x2 + 269x4
)
+
x2 − 1
x4
60 ln 2 .
(194)
Note that the leading order corrections to the backreacted metric f (2,0)and s(2,0) together
with the leading order expression (79) generate an exact solution to the Einstein equations—
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the Reissner-Nordstrom black hole. This solution describes the fully backreacted geometry
at high temperatures when ψ is not condensed.
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