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Abstract. We study the consensus probability in Voter Model and Invasion Process
starting from a seed initial configuration. In the case where the opinions have the same
strength or slightly different (weak bias) this function was computed analytically by
Sood, Antal and Redner and depends only on the degree of the promoter individual. We
check numerically through large scale simulations the above mentioned theory and we
find that in the case of strong bias a correlation between the consensus probability and
other centrality measures emerge and Sood et al’s theory is broken.
1. Introduction
The manner in which opinions and ideas spread in a community is a topic of interest for the
whole scientific community. From the beginning of the millennium scientists found that
many real-world systems as the Worldwide Web or the Twitter Community can be well
approximated by theoretical networks such as the Scale-Free network [1–3]. The latter one
is a very heterogeneous network that well describes social media systems in which very few
actors are very popular. In order to understand opinion spreading from a theoretical point
of view, consensus models on such graphs can be considered. We will study toy models
such as the Voter Model (VM) and the Invasion Process (IP)(see [4] for a review). In these
models a binary variable (0 or 1) is assigned to each node representing its opinion state.
The two models differ by their stochastic interaction rule as follows:
• in the VM a node i is chosen randomly with probability 1/N where N is the total
number of nodes, then a second node j is picked among its neighbors, if j has a
different opinion then i changes state.
• in the IP i is picked randomly in the network and then exports its state to one randomly
chosen neighbor.
The dynamic process reaches an end when all nodes have the same opinion (consensus
state). In regular graphs, where all nodes have the same number of connections k (also
called degree), these two models are equivalent. In networks with an heterogeneous degree
distribution this is no longer true and the two models have to be studied separately. If an
opinion state is favoured with respect to the other a bias parameter s is introduced (for
further details see [5]).
2. Sood et al’s theory
In the following we will consider an uncorrelated Scale-Free Network built using the
uncorrelated configuration model introduced by Catanzaro et al. [6]. We will use networks
with size N = 100 and N = 200. Since we have checked that changing N gives similar
results, we used N = 100 in cases when a larger statistical average was needed, and
N = 200 to consider a larger range of degrees of the nodes. We will discuss only the most
important results and leave the theorical details behind to the interested reader [4, 5].
2.1. Unbiased Case
Let us introduce the opinion state of node i, namely η(i), and the degree-weighted moments
ωm
ωm =
1
N〈km〉
∑
i
kmi η(i). (1)
It can be shown [5, 7] that in heterogeneous networks ω1 or ω−1 is conserved during the
Voter Model process or the Invasion Process, respectively. From these conserved quantities
it is easily recognized that the consensus 1 probability ε1 for the two unbiased processes is
ε1(ω1) = ω1 (2)
for the VM, and
ε1(ω−1) = ω−1 (3)
for the IP. Eqs. (2) and (3) are the main outcomes of the Sood et al’s theory [5] for the
unbiased case (i.e. s = 0). We will check numerically these results starting with a Seed
Initial Configuration (SIC). In SIC there is only 1 node with opinion 1 at the start (seed
or promoting individual) of the process, then
ε1(k) =
1
N〈k〉
k (4)
for the VM, and
ε1(k) =
1
N〈k−1〉
k−1 (5)
for the IP.
Let us now discuss our numerical results. In Fig. 1 we plot ε1(k) for a scale-free network
with N = 100. The relative error between theory and numerical data is 0.5% for the VM
and 0.3% for the IP.
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Figure 1: ε1 as a function of k for unbiased VM (left panel) and IP (right panel) on a
scale-free network with N = 100. The numerical outcome is plotted with black circles and
the theoretical curves of Eqs. (4) and (5) are plotted in red.
2.2. Biased Case
In the biased case (i.e. for s > 0) Sood et al. find the analytical form of ε1 using the
annealed approximation [5, 8] in the weak selection limit s ≪ 1. They find a backward
Kolmogorov equation for ε1 of the form
ω1(1− ω1)
[
s
∂
∂ω1
+
〈k2〉
〈k〉2N
∂2
∂ω2
1
]
ε1(ω1) = 0 (6)
for the biased VM, and
ω−1(1− ω−1)
〈k〉〈k−1〉
[
s
∂
∂ω−1
+
1
N
∂2
∂ω2−1
]
ε1(ω−1) = 0 (7)
for the biased IP.
These equations are very similar to those of a RandomWalker with absorbing boundaries
whose solution for the VM is
ε1(ω1) =
1− e−sNeffω1
1− e−sNeff
(8)
where Neff = N
〈k〉2
〈k2〉 , while for the IP it is
ε1(ω−1) =
1− e−sNeffω−1
1− e−sNeff
(9)
with Neff = N〈k〉〈k
−1〉. In Fig. 2 we compare the theoretical functional form of ε1 given
by Eqs. (8) and (9) to the results of our simulations. The relative error between theory
and numerical data is around 1 − 3% both for the VM and for the IP, increasing with
increasing s and k. We checked the nature of the discrepancies in increasing k varying the
size of the network for fixed s and we found that for fixed k the error decreases increasing
N , thus they are due to finite size effects. Let us note that in Fig. 2 we used different
values of s for the two models. Sood et al. inferred that the weakly bias regime is given
by 1/Neff ≪ s≪ 1. For the analysed cases (Neff )VM < (Neff )IP and so it is reasonable
to use greater values of s for the VM.
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Figure 2: ε1 as a function of k in the biased VM (left panel) and IP (right panel)
for different values of the bias s with Nd = 10
6 stochastic realizations. Different colors
correspond to different values of s. The process is simulated on a single realization of a
scale-free with N = 100. The theoretical curves of Eqs. (8) and (9) are plotted with lines,
the numerical outcomes are plotted with symbols.
2.3. Strong bias
We denote as strong bias the regime in which s & 1. In this case we can see from Fig. 3 that
Sood et al’s theory (plotted with lines) is not in agreement with simulation data (symbols).
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Figure 3: ε1 as a function of k for the biased VM (left panel) and IP (right panel) for
different high values of the bias s, for Nd = 10
6 stochastic realizations. Different symbols
correspond to different values of s. The process is simulated on a single realization of a
scale-free network with N = 200. The numerical outcomes are plotted with circles and the
Sood’s curves of Eqs. (8) and (9) are plotted with lines.
Let us study the standard deviation σε1 of ε1. If ε1 depends only on k then σε1 should
scale as 1√
Nd
, where Nd is the number of stochastic realizations used in the Montecarlo
simulation, according to the central limit theorem. This is valid for s ≪ 1 as we can see
in Fig. 4a where σε1 is well fitted by
σε1 ≃ N
−β
d (10)
with β ≈ 0.5. However the central limit theorem is not obeyed for s & 1 as we can see in
Fig.4b. For IP we find similar results.
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Figure 4: σε1 as a function of Nd for the nodes with k = 3 of the biased VM with s = 0.01
(left panel) and with s = 3 (right panel). The process is simulated on a single realization
of a scale-free network with N = 100. The numerical outcome is plotted with black circles,
the best fit of Eq. (10) is plotted with a black line.
3. Emergence of correlations between ε1 and other topological measures
The fact that, for large s, ε1 does not obey the central limit theorem suggests that it may
depend on other quantities beside k. For this reason we study the possible correlations
with other topological measures as the average neighbor’s degree knn and the eigenvector
centrality x (for further details on centrality measures see [9]). The eigenvector centrality
has been used largely in the literature for quantifying the dynamic influence of a node [10].
Regarding knn, for the biased VM, when we increase s from the weak to the strong
regime, we go from an uncorrelated behavior to an anticorrelated one for fixed k, as it can
be seen in Fig. 5.
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Figure 5: ε1 against knn for a biased VM with s = 0.01 (left panel) and s = 3 (right
panel). Different symbols correspond to different values of k (see key). The process is
simulated for Nd = 10
6 stochastic realizations of the dynamics on a single realization of a
scale-free network with N = 200.
Instead, for the biased IP, we see in Fig. 6 that setting s in the strong bias regime
induces correlations effects between ε1 and knn.
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Figure 6: ε1 against knn for a biased IP with s = 0.004 (left panel) and s = 3 (right
panel). Different symbols correspond to different values of k (see key). The process is
simulated for Nd = 10
6 stochastic realizations of the dynamics on a single realization of a
scale-free network with N = 200.
The correlations between ε1 and the eigenvector centrality x are qualitatively similar to
those with knn.
4. Conclusions
We studied the behavior of VM and IP with a null, weak and strong bias in seed initial
configuration. While for null and weak bias the solutions given by Sood et al’s theory are
accurate, for strong bias they fail to predict the form of ε1. We prove that this is due to
the emergence of correlations between ε1 and other topological measures such as knn and
x in the biased VM or biased IP. Then we conclude that ε1 does not depend only on k and
a mathematical formulation that takes into account the presence of other correlations is
needed.
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