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Computing quantum state fidelity will be important to verify and characterize states prepared on a quantum
computer. In this work, we propose novel lower and upper bounds for the fidelity F(ρ, σ) based on the “truncated
fidelity” F(ρm, σ), which is evaluated for a state ρm obtained by projecting ρ onto its m-largest eigenvalues.
Our bounds can be refined, i.e., they tighten monotonically with m. To compute our bounds, we introduce a
hybrid quantum-classical algorithm, called Variational Quantum Fidelity Estimation, that involves three steps:
(1) variationally diagonalize ρ, (2) compute matrix elements of σ in the eigenbasis of ρ, and (3) combine these
matrix elements to compute our bounds. Our algorithm is aimed at the case where σ is arbitrary and ρ is low
rank, which we call low-rank fidelity estimation, and we prove that a classical algorithm cannot efficiently solve
this problem. Finally, we demonstrate that our bounds can detect quantum phase transitions and are often tighter
than previously known computable bounds for realistic situations.
Introduction.— In the near future, quantum computers will
become quantum state preparation factories. They will pre-
pare ground and excited states of molecular and condensed
matter systems [1], states that simulate the dynamical time
evolution under a quantum Hamiltonian [2], and states that
encode the solutions to linear systems of equations [3]. These
states will necessarily be impure, either intentionally (e.g.,
when studying thermal states) or due to incoherent noise of
the quantum computer (e.g., T1 and T2 processes). Verification
and characterization of these mixed states will be important,
and hence efficient algorithms will be needed for this purpose.
A widely used measure for verification and characterization is
the fidelity [4–7]. For example, one may be interested in the
fidelity with a fixed target state (i.e., for verification) or the
fidelity between subsystems of many-body states to study be-
havior near a phase transition (i.e., for characterization) [8].
For two states ρ and σ, the fidelity is defined as [4–7]
F(ρ, σ) = Tr
√√
ρσ
√
ρ = ‖ √ρ√σ‖1 , (1)
where ‖A‖1 = Tr
√
A†A. See [6, 7] for properties of F(ρ, σ).
Classically computing F(ρ, σ), or any other metric on
quantum states, could scale exponentially due to the expo-
nentially large dimension of the density matrix. This raises
the question of whether a quantum computer could avoid this
exponential scaling. However, F(ρ, σ) involves non-integer
powers of ρ and σ, implying that there is no exact quantum
algorithm for computing it directly from the probability of a
measurement outcome on a finite number of copies of ρ and
σ. In addition, Watrous showed that deciding whether the
trace distance (which is closely related to fidelity [6, 7]) is
large or small is QSZK-complete [9], where QSZK (quantum
statistical zero-knowledge) is a complexity class that contains
BQP [6]. It is therefore reasonable to suspect that estimating
F(ρ, σ) is hard even for quantum computers.
This does not preclude the efficient estimation of fidelity for
the practical case when one of the states is low rank. Low-rank
states appear in condensed matter physics [10] (marginals of
grounds states) and data science [11] (covariance matrices).
We define Low-Rank Fidelity Estimation (LRFE) as the prob-
lem of estimating F(ρ, σ)when σ is arbitrary and ρ is approx-
imately low rank. We prove under standard assumptions that
a classical algorithm cannot efficiently perform LRFE.
In this letter, we propose a hybrid quantum-classical algo-
rithm for LRFE called Variational Quantum Fidelity Estima-
tion (VQFE). VQFE computes upper and lower bounds on
F(ρ, σ) that can be refined to arbitrary tightness. Our bounds
are based on the truncated fidelity, which involves evaluat-
ing (1) for σ and ρm, a truncated version of ρ obtained by
projecting ρ onto the subspace associated with its m-largest
eigenvalues. Crucially, our bounds tighten monotonically in
m, and eventually they equal the fidelity when m = rank(ρ).
This is in contrast to the state-of-the-art quantum algorithm
to bound the fidelity, which employs fixed bounds called the
sub- and super-fidelity bounds (SSFB) [12–15], defined as
E(ρ, σ) = Trρσ +
√
2
[(Trρσ)2 − Trρσρσ] , (2)
G(ρ, σ) = Trρσ +
√
(1 − Trρ2)(1 − Trσ2) , (3)
respectively, such that
√
E(ρ, σ) 6 F(ρ, σ) 6 √G(ρ, σ).
Since the SSFB are expressed as traces of products of density
matrices, they can be efficiently measured on a quantum com-
puter [16–19]. These bounds are generally looser when both ρ
and σ have high rank, and hence the SSFB likewise perform
better when one of the states is low rank. Below we give a
detailed comparison, showing that VQFE often out-performs
the SSFB. We also note that VQFE only requires 2n+1 qubits
while the SSFB require 4n + 1 qubits, for n-qubit states.
To produce certified bounds from the output of VQFE, we
prove several novel bounds that should be of independent in-
terest in quantum information theory. In addition, we intro-
duce the fidelity spectrum, which is the collection of all trun-
cated fidelities. In the same sense that the entanglement spec-
trum provides more information than a single entanglement
measure [10], we argue that the fidelity spectrum gives more
information about the closeness of ρ and σ than just F(ρ, σ).
In what follows, we first present our bounds and the VQFE
algorithm. We compare its performance with the SSFB and
illustrate its application to phase transitions. All proofs of our
results are delegated to the Supplemental Material [20].
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2Truncated fidelity bounds.— Let Πρm be the projector onto
the subspace spanned by the eigenvectors of ρ with the m-
largest eigenvalues. Consider the sub-normalized states
ρ
ρ
m = Π
ρ
mρΠ
ρ
m =
m∑
i=1
ri | ri〉〈ri | , σρm = ΠρmσΠρm , (4)
where the eigenvalues {ri} of ρ are in decreasing order (ri >
ri+1). For simplicity we denote ρ
ρ
m = ρm. These sub-
normalized states can be used to define the truncated fidelity
F(ρm, σρm) = F(ρm, σ) =
√ρm √σ1 , (5)
and the truncated generalized fidelity
F∗(ρm, σρm) =
√ρm √σ1 + √(1 − Trρm)(1 − Trσρm) , (6)
where the generalized fidelity [21, 22] was defined for
two sub-normalized states as F∗(ρ, σ) = ‖ √ρ√σ‖1 +√(1 − Tr ρ)(1 − Trσ). The generalized fidelity reduces to (1)
if at least one state is normalized. Equations (5) and (6) are in
fact lower and upper bounds, respectively, for the fidelity.
Proposition 1. The following truncated fidelity bounds (TFB)
hold:
F(ρm, σρm) 6 F(ρ, σ) 6 F∗(ρm, σρm) . (7)
We refer to the collection of TFB for different values of m
as the fidelity spectrum. The TFB are satisfied with equality
when m = rank(ρ). Moreover, they monotonically get tighter
as m increases. Hence they can be refined to arbitrary tight-
ness by increasing m.
Proposition 2. The truncated fidelity F(ρm, σρm) is monoton-
ically increasing in m, and the truncated generalized fidelity
F∗(ρm, σρm) is monotonically decreasing in m.
Ultimately, we will be interested in the case when ρ is ei-
ther low rank or -low-rank. Here we define the -rank as a
generalization of the notion of rank to within some  error:
rank (ρ) = min{m ∈ {1, ..., d} : ‖ρ − ρm‖1 6 } , (8)
where d is the Hilbert space dimension. Note that rank0(ρ) =
rank(ρ). The following proposition implies that the looseness
of the TFB is bounded by
√
 provided that m = rank (ρ).
Proposition 3. The looseness of the TFB is bounded by the
square root of ‖ρ − ρm‖1 = 1 − Tr(ρm). That is,
F(ρ, σ) − F(ρm, σρm) 6 ‖ρ − ρm‖1/21 , (9)
F∗(ρm, σρm) − F(ρ, σ) 6 ‖ρ − ρm‖1/21 . (10)
The VQFE algorithm.— Figure 1 shows the overall struc-
ture of the VQFE algorithm. VQFE involves three steps:
(1) approximately diagonalize ρ with a variational hybrid
quantum-classical algorithm, (2) compute matrix elements of
CPU 1
2
3CPU
CPU
FIG. 1. The VQFE algorithm. (1) First, ρ is diagonalized with a
hybrid quantum-classical optimization loop, outputting the largest
eigenvalues {ri} of ρ and a gate sequence that prepares the associated
eigenvectors. (2) Second, a hybrid quantum-classical computation
gives the matrix elements of σ in the eigenbasis of ρ. (3) Finally,
classical processing gives upper and lower bounds on F(ρ, σ).
σ in the eigenbasis of ρ, (3) classically process these matrix
elements to produce certified bounds on F(ρ, σ).
The first subroutine employs Variational Quantum State Di-
agonalization (VQSD) [23]. VQSD takes two copies of ρ as
its input and outputs approximations of the m-largest eigen-
values {ri} and a gate sequence U that prepares the associ-
ated eigenvectors {|ri〉}. This subroutine involves an itera-
tive quantum-classical optimization loop that aims to mini-
mize a cost function C that quantifies how far ρ˜ = UρU†
is from being diagonal. Namely, C = DHS(ρ˜,Z(ρ˜)), where
DHS(ρ, σ) = Tr[(ρ − σ)2] is the Hilbert-Schmidt distance and
Z is the dephasing channel in the computational basis. When
C = 0 we have exact diagonalization, whereas for C , 0,
VQSD outputs the eigenvalues and eigenvectors of
ρ′ = U†Z(ρ˜)U =
∑
i
r ′i | r ′i 〉〈r ′i | , (11)
such that C = DHS(ρ, ρ′).
The second subroutine in VQFE measures the matrix ele-
ments σi j = 〈ri |σ |rj〉, or more precisely (if C , 0), the ele-
ments σ′i j = 〈r ′i |σ |r ′j〉. This can be accomplished by preparing
superpositions of the eigenvectors of the form (|r ′i 〉+ |r ′j〉)/
√
2
(by means of VQSD’s eigenstate preparation circuit [23]) and
computing the inner product of this superposition with σ via a
Swap Test. (For example, see [24] for the precise circuit.) For
a fixed m, one needs to measure m(m + 1)/2 matrix elements.
However, when incrementing m to m + 1, one only needs to
measure 2m + 1 new quantities.
The third subroutine involves only classical computation,
combining the outputs of the previous subroutines to produce
bounds on F(ρ, σ). These bounds employ the TFB described
before, for which one needs to compute√ρm √σ1 = Tr √∑
i, j
Ti j | ri〉〈rj | . (12)
Here we have defined the m × m matrix T with elements
Ti j =
√rirj 〈ri |σ |rj〉 = √rirjσi j such that T > 0. Note that
the Ti j can be computed directly from the outputs of the first
two subroutines. One can then classically diagonalize T to
compute (12). (If shot noise leads to a non-positive matrix T ,
3FIG. 2. Implementations of VQFE on IBM’s quantum computer sim-
ulator. The left (right) panel shows bounds on F(ρ, σ) (solid straight
line) as a function of m for a randomly generated state σ and a
tensor product state ρ of n = 3 (n = 6) qubits with rank(ρ) = 4
(rank(ρ) = 8). The VQSD cost C obtained via optimization is indi-
cated in each panel. The dashed lines depict the SSFB. In both cases
the TFB converge to F(ρ, σ). The CB become tighter than the SSFB
in both cases, but for the n = 6 case the CB remain gapped for large
m since the cost C is non-negligible.
one can efficiently find the maximum-likelihood matrix T˜ > 0
which gives the observed results with highest probability [25],
and use T˜ in place of T .) Note that since Trρm =
∑m
i=1 ri and
Trσρm =
∑m
i=1 σii , the TFB are completely determined by {ri}
and {σi j}. Explicitly, the TFB are computed via F(ρm, σρm) =∑
i
√
λi and F∗(ρm, σρm) =
∑
i
√
λi +
√(1 −∑i ri)(1 −∑i σii)
with λi the eigenvalues of T and i = 1, . . . ,m.
Technically, the aforementioned procedure computes the
quantities F(ρ′m, σρ
′
m ) and F∗(ρ′m, σρ
′
m ). If C ≈ 0, then ρ′ ≈ ρ
and these quantities are actually bounds on F(ρ, σ). However,
if C is appreciable then in order to produce certified bounds
we must account for the fact that ρ′ , ρ. We here present two
such certified bounds in the following propositions.
Proposition 4. The following certified cost function bounds
(CCFB) hold:
F(ρ′m, σρ
′
m ) − δ 6 F(ρ, σ) 6 F∗(ρ′m, σρ
′
m ) + δ , (13)
with δ = min(δ1, δ2), and where δ1 = (4rank(ρ)C)1/4 and
δ2 = (2m +
√
2mC)1/2 with m = 1 − Trρ′m.
The CCFB show the operational meaning of C, which not
only bounds the VQSD eigenvalue and eigenvector error [23]
but also the VQFE error. Note that δ2 is directly computable
from the VQSD experimental data, whereas δ1 is useful if one
has a promise that ρ is low rank. Alternatively one can use the
following certified bounds based on the triangle inequality.
Proposition 5. Let D (F(ρ, σ)) be a distance measure that
is monotonically decreasing in F(ρ, σ). Let ρ, σ, and ρ′ be
three arbitrary quantum states. Then the following certified
triangular inequality bounds (CTIB) hold:
DLBm 6 D (F(ρ, σ)) 6 DUBm , (14)
with
DLBm = D
(
F∗(ρ′m, σρ
′
m )
)
− D
(
F(ρ′m, ρρ
′
m)
)
, (15)
DUBm = D
(
F(ρ′m, σρ
′
m )
)
+ D
(
F(ρ′m, ρρ
′
m)
)
, (16)
FIG. 3. Minimum value of m needed for our bounds to become
tighter than the SSFB (m∗). Curves are shown for the TFB, CCFB,
and CTIB as a function of n. The results were averaged over 2000
random states σ (with uniformly distributed rank and purity), and
random states ρ with: low rank (rank(ρ) = n, left), or high purity
(1/n 6 Tr(ρ2) < 1, right). Error bars depict standard deviation. A
non-zero VQSD cost C was obtained by applying a random unitary
close to the identity to the diagonal form of ρ. As n increases, m∗ re-
mains O(n)while the dimension grows exponentially (dashed curve).
where ρ′m, σ
ρ′
m , and ρ
ρ′
m are projections onto the subspace of
the m largest eigenvectors of ρ′ analogous to (4).
One obtains bounds on F(ρ, σ) from Proposition 5 by in-
verting D. Moreover, from Proposition 2, one can show that
these bounds are refinable: DLBm monotonically increases in m,
and DUBm monotonically decreases in m. The CTIB are valid
for the Bures angle DA (F(ρ, σ)) = arccos F(ρ, σ), Bures dis-
tance DB (F(ρ, σ)) =
√
2 − 2F(ρ, σ), and the Sine distance
DS (F(ρ, σ)) =
√
1 − F(ρ, σ)2 [26, 27], and hence one can
take the metric that gives the tightest bounds. Furthermore,
combining Propositions 4 and 5, we write CB to refer to the
minimum (maximum) of our certified upper (lower) bounds.
Implementations.— Figure 2 shows our VQFE implemen-
tations on IBM’s quantum computer simulator. The left and
right panels show representative results for n = 3 and n = 6
qubits, respectively. We used the Constrained Optimization
By Linear Approximation (COBYLA) algorithm [28] in the
VQSD optimization loop and achieved a cost of C ∼ 10−6.
We chose σ as a random state and ρ =
⊗n
j=1 ρj as a ten-
sor product state, where the latter can be diagonalized with a
depth-one quantum circuit ansatz. As one can see, as m in-
creases the TFB rapidly converge to F(ρ, σ), and since C is
small (∼ 10−6), the TFB can be viewed as bounds on F(ρ, σ).
Nevertheless we also show our certified bounds (CB), and in
both cases the CB are significantly tighter than the SSFB.
Heuristic scaling.— Let m∗ denote the minimum value of
m needed for our bounds to become tighter than the SSFB.
Figure 3 plots m∗ for the TFB, CCFB, and CTIB for systems
with n = 2, . . . , 7 qubits. The results were obtained by aver-
aging m∗ over 2000 random states ρ and σ. We considered
two cases of interest: when ρ is a low-rank state, and when
it has an exponentially decaying spectrum leading to full rank
but high purity. In both scenarios m∗ is O(n) with m∗ ≈ 2 for
the TFB and CCFB, implying that our bounds can outperform
the SSFB by only considering a number of eigenvalues in the
truncated states which do not scale exponentially with n.
4FIG. 4. Fidelity spectrum (m = 1, . . . , 5) between two finite temper-
ature thermal states ρ(h) and ρ(h + δh) of a cyclic Ising chain. The
chain consists of N = 8 spins-1/2 in a transverse magnetic field h at
inverse temperature β = 10/J, where J is the coupling strength and
δh = 0.01/J. Dashed lines indicate the SSFB. The left (right) panel
depicts the lower (upper) TFB of (7). The fidelities present a dip at
h ≈ 1 indicating the zero temperature transition of the model. Right
inset: Bounds for the position of the minimum of the fidelity (and
hence the transition) derived from the SSFB and TFB.
Example: Quantum phase transition.— It has been shown
that the fidelity can capture the geometric distance be-
tween thermal states of condensed matter systems nearing
phase transitions and can provide information about the zero-
temperature phase diagram [29–31]. We now demonstrate the
application of VQFE to the study of phase transitions. Con-
sider a cyclic Ising chain of N = 8 spins-1/2 in a uniform
field. The Hamiltonian reads H = −∑j hSzj + JSxj Sxj+1, with
Sx,zj the spin components at site j, h the magnetic field, and J
the exchange coupling strength. While this model is exactly
solvable, it remains of interest as its thermal states can be ex-
actly prepared on a quantum computer [32, 33].
Figure 4 shows the fidelity spectrum for this example. We
first verify that the SSFB and the TFB present a pronounced
dip near h = 1, implying that they can detect the presence
of the zero-temperature transition. Moreover, VQFE allows a
better determination of the critical field: The TFB give a range
for the transition which monotonically tightens as m increases
and outperforms the SSFB already for m = 3 (see inset).
The TFB also provide information regarding the closeness of
eigenvectors (e.g., upper-TFB which are ≈ 1 for m = 1, 2),
and can detect level crossings where the structure of the sub-
space spanned by {|ri〉} drastically changes. For instance,
near h = 1 the m = 3, 4 TFB present a discontinuity from the
crossing between a uniform eigenstate and a pair of exactly
degenerate non-uniform symmetry-breaking states. Hence,
the fidelity spectrum provides information about the structure
of the states beyond the scope of the SSFB or even F(ρ, σ).
Complexity analysis.— Recent dequantization results
[34, 35] suggest that exponential speedup over classical
algorithms can disappear under low-rank assumptions. One
may suspect this is also true for LRFE. However, we now
show this is not the case, i.e., LRFE remains hard for classical
computers despite the restriction that one or both of the states
are low rank. We formally define LRFE as follows.
Problem 1. (Low-rank Fidelity Estimation):
Input: Two poly(n)-sized quantum circuit descriptions U and
V that prepare n-qubit states ρ and σ on a subset of qubits all
initially in the |0〉 state, and a parameter γ.
Promise: The state ρ is low rank (i.e., rank(ρ) = poly(n)) or
-low rank (i.e., rank (ρ) = poly(n) for  = 1/poly(n)).
Output: Approximation of F(ρ, σ) up to additive accuracy γ.
We remark that VQFE does not require knowledge of
the circuit descriptions of ρ and σ. Rather, allowing for such
knowledge is useful when considering classical algorithms.
Next, we analyze the hardness of LRFE. Recall that the
complexity class DQC1 consists of all problems that can be
efficiently solved with bounded error in the one-clean-qubit
model of computation [36]. Classical simulation of DQC1 is
impossible unless the polynomial hierarchy collapses to the
second level [37], which is not believed to be the case. Hence,
given the following proposition, one can infer that a classical
algorithm cannot efficiently perform LRFE.
Proposition 6. The problem Low-rank Fidelity Estimation
to within precision γ = 1/poly(n) is DQC1-hard.
On the other hand, let us now consider the complexity of
the VQFE algorithm. The following proposition demonstrates
that VQFE is efficient, so long as the VQSD step is efficient.
Proposition 7. Let ρ and σ be quantum states, and suppose
we have access to a subroutine that diagonalizes ρ up to er-
ror bounded by C = DHS(ρ, ρ′). Let m, ζ be parameters.
Then, VQFE runs in time O˜(m6‖T ‖2/ζ2) and outputs a γ-
approximation of F(ρ, σ), for
γ = ( + √mC)1/2 + (2 + (2 +
√
2) √mC)1/2 + ζ , (17)
where  is determined by m = rank (ρ).
Consider the implications of Proposition 7 when ρ is -low
rank, meaning that  = 1/poly(n) for m = poly(n). In this
case, VQFE can solve LRFE with precision γ = 1/poly(n), so
long as ζ = 1/poly(n) and the diagonalization error C is small
enough such that mC = 1/poly(n). Furthermore, under these
assumptions, the run time of VQFE will be poly(n).
Conclusion.— In this work, we introduced novel bounds
on the fidelity based on truncating the spectrum of one of the
states, and we proposed a hybrid quantum-classical algorithm
to compute these bounds. We furthermore showed that our
bounds typically outperform the sub- and super-fidelities, and
they are also useful for detecting quantum phase transitions.
Our algorithm will likely find use in verifying and character-
izing quantum states prepared on a quantum computer.
A strength of VQFE is that it does not require access to pu-
rifications of ρ and σ, although future research could study
whether having such access could simplify the estimation of
F(ρ, σ) (e.g., using Uhlmann’s theorem [6]). Another im-
portant future direction is to extend VQFE to the sandwiched
5Renyi relative entropies Dα(ρ| |σ) [38, 39], defined by:
2(α−1)Dα (ρ | |σ) = Tr
(
ρ
1−α
2α σρ
1−α
2α
)α
. (18)
Note that α = 1/2 corresponds to F(ρ, σ). Expanding (18) in
the eigenbasis of ρ, one can see that Dα(ρ| |σ) depends only
on {ri} and {σi j}, i.e., the same quantities used in VQFE.
Hence it may be possible to use the same strategy as in VQFE
to estimate the entire Renyi relative entropy family.
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1Variational Quantum Fidelity Estimation: Supplemental Material
Here we provide detailed proofs of the Propositions presented in the main text. In order to make this Supplemental Material
clearer and self-contained we also reiterate these Propositions.
PROOF OF PROPOSITION 1
Proposition 1. The following truncated fidelity bounds (TFB) hold:
F(ρm, σρm) 6 F(ρ, σ) 6 F∗(ρm, σρm) . (1)
Proof. The right-hand-side of (1) follows from the fact that the generalized fidelity is monotonous under completely positive
trace non-increasing (CPTNI) maps [21, 22]. In particular, we can define the CPTNI map
Em(ρ) = ΠρmρΠρm , (2)
with Πρm the projector onto the subspace spanned by the eigenvectors with m-largest eigenvalues, which leads to
F(ρ, σ) = F∗(ρ, σ) 6 F∗(Em(ρ), Em(σ))
= F∗(ρm, σρm) . (3)
The lower bound is derived from the strong concavity of the fidelity [6], as follows:
F(ρ, σ) = F(ΠρmρΠρm + ΠρmρΠ
ρ
m, σ) >
√
pmF
(
Π
ρ
mρΠ
ρ
m
pm
, σ
)
+
√
1 − pmF
(
Π
ρ
mρΠ
ρ
m
1 − pm , σ
)
>
√
pmF
(
ρm
pm
, σ
)
= F(ρm, σ) = F(ρm, σρm) , (4)
where pm = Trρm and where we have expressed ρ = Π
ρ
mρΠ
ρ
m + Π
ρ
mρΠ
ρ
m with Π
ρ
m the orthogonal complement of Π
ρ
m. 
PROOF OF PROPOSITION 2
Proposition 2. The truncated fidelity F(ρm, σρm) is monotonically increasing in m, and the truncated generalized fidelity
F∗(ρm, σρm) is monotonically decreasing in m.
Proof. The monotonicity of the truncated fidelity follows from the same procedure as the one used to derived (4). Namely, we
expand ρm = Π
ρ
m−1ρΠ
ρ
m−1 + |rm〉ρmm〈rm |, with ρmm = 〈rm |ρ|rm〉, and we define ρˆm = ρm/pm with pm = Trρm. Applying
strong concavity gives
F(ρm, σρm) = √pmF(ρˆm, σ) > √pm
( √
pm−1/pmF
(
Π
ρ
m−1ρΠ
ρ
m−1
pm−1
, σ
)
+
√
ρmm/pmF (|rm〉〈rm |, σ)
)
> F(ρm−1, σ) = F(ρm−1, σρm−1) . (5)
On the other hand, since ρm = Em(ρm+1) and σρm = Em(σρm+1), then by the monotonocity under CPTNI maps of the generalized
fidelity we get F∗(ρm+1, σρm+1) 6 F∗(ρm, σρm). 
PROOF OF PROPOSITION 3
Before proving Proposition 3, let us first state the following useful lemma.
Lemma 1. For any positive semi-definite operators A, B, and C, where C is normalized (Tr(C) = 1), we have
|F(A,C) − F(B,C)| 6
√
Tr
[(√
A −
√
B
)2]
. (6)
2Proof. We first write the left-hand-side as
∆F = F(A,C) − F(B,C) =
√A√C
1
−
√B√C
1
. (7)
It is well known that given a d × d matrix M with singular value decomposition M = U0SU1, then ‖M ‖1 = | max
V ∈Ud
Tr(MV)| =
Tr(MVopt) with Ud the set of d × d unitary matrices and Vopt = U†1U†0 . Hence, for every pair of d × d positive semi-definite
operators A and C there exists Vopt such that F(A,C) = | max
V ∈Ud
Tr( √A√CV)| = |Tr( √A√CVopt)|. (We remark that in the last
expression the absolute value is not necessary but we include it for clarity.) Let Vopt and Wopt be the optimal unitaries for F(A,C)
and F(B,C), respectively. Then (7) can be expressed as
∆F =
Tr( √A√CVopt) − Tr( √B√CWopt) , (8)
6
Tr( √A√CVopt) − Tr( √B√CVopt) . (9)
6
Tr( √A√CVopt) − Tr( √B√CVopt) , (10)
=
Tr [( √A − √B) √CVopt]  . (11)
where we have used |Tr√B√CWopt | > |Tr
√
B
√
CVopt | and the triangular inequality for the absolute value. Then, by means of
the matrix Hölder inequality [40] and the fact that C is normalized, we obtain
∆F 6
√
Tr
[
( √CU∗)† √CU∗
] √
Tr
[(√
A −
√
B
)2]
=
√
Tr
[(√
A −
√
B
)2]
. (12)
By symmetry, one can replace ∆F with −∆F in (12). So (12) also holds for |∆F |.

Proposition 3. The looseness of the TFB is bounded by the square root of ‖ρ − ρm‖1 = 1 − Tr(ρm). That is,
F(ρ, σ) − F(ρm, σρm) 6 ‖ρ − ρm‖1/21 , (13)
F∗(ρm, σρm) − F(ρ, σ) 6 ‖ρ − ρm‖1/21 . (14)
Proof. Equation (13) follows from Lemma 1. Specifically, Lemma 1 gives F(ρ, σ)−F(ρm, σρm) 6
√
Tr
[ (√
ρ − √ρm
)2] , where
we have used the fact that F(ρm, σρm) = F(ρm, σ). Expanding ρ and ρm in their common eigenbasis gives
Tr
[ (√
ρ − √ρm
)2]
= Tr (ρ − ρm) = 1 − Tr(ρm) = ‖ρ − ρm‖1 , (15)
and hence
F(ρ, σ) − F(ρm, σρm) 6 ‖ρ − ρm‖1/21 . (16)
In order to prove (14) we first use the definition of the truncated fidelity:
F∗(ρm, σρm) − F(ρ, σ) = F(ρm, σρm) +
√
(1 − Trρm)(1 − Trσρm) − F(ρ, σ) (17)
6
√
(1 − Trρm)(1 − Trσρm) (18)
6
√
(1 − Trρm) = ‖ρ − ρm‖1/21 . (19)
In the second line we have used the lower bound of (1) (i.e. F(ρm, σρm) 6 F(ρ, σ)) whereas for the third line we simply used
Trσρm > 0. 
3PROOF OF PROPOSITION 4
Before proving Proposition 4, we first prove three useful lemmas. Of particular interest is Lemma 4 below since it generalizes
the main result of [41] (corresponding to the special case of  = 0). All of these lemmas employ our notion of -rank. We remind
the reader that this is defined as follows:
rank (ρ) = min{m ∈ {1, ..., d} : ‖ρ − ρm‖1 6 } , (20)
where d is the Hilbert-space dimension.
Lemma 2. Let ρ be a quantum state and let ρ′ = U†Z(UρU†)U be its VQSD approximation. Then
rank (ρ) 6 rank (ρ′) . (21)
Proof. Let us first define ρ˜Z = Z(ρ˜), with ρ˜ = UρU† and Z the dephasing channel in the computational basis, such that
ρ′ = U† ρ˜ZU. Due to Schur-Horn’s theorem we have that the eigenvalues of ρ˜ majorize its diagonal elements, implying that ρ˜
majorizes ρ˜Z . Moreover, since ρ˜ has the same eigenvalues as ρ, and ρ′ has the same eigenvalues as ρ˜Z , then we have that ρ
majorizes ρ′. In summary,
ρ˜  ρ˜Z, and ρ  ρ′ . (22)
Next, let us define mˆ′ = rank (ρ′). Since ρ  ρ′, we have ∑j6mˆ′ rj > ∑j6mˆ′ r ′j and hence
‖ρ − ρmˆ′ ‖1 = 1 −
∑
j6mˆ′
rj 6 1 −
∑
j6mˆ′
r ′j = ‖ρ′ − ρ′mˆ′ ‖1 6  . (23)
The fact that ‖ρ − ρmˆ′ ‖1 6  implies that rank (ρ) 6 mˆ′ and hence
rank (ρ) 6 rank (ρ′) . (24)

Lemma 3. Let ∆ = ρ − σ = ∆+ − ∆−. Here ∆+ and ∆− respectively correspond to the positive and negative part of ∆, with
∆+ > 0, ∆− > 0, and ∆+∆− = 0. Then
rank (∆+) 6 rank (ρ) , and rank (∆−) 6 rank (σ) . (25)
Proof. Let {rj}, {sj}, and {δj} respectively denote the eigenvalues of ρ, σ, and ∆, where the eigenvalues in each set are in
decreasing order. By means of Weyl’s inequality [42, 43] applied to ρ = ∆ + σ we get
rj > δj + sd , ∀ j . (26)
Because σ > 0, we have sd > 0, and hence
rj > δj , ∀ j . (27)
Since ∆+ is the positive part of ∆, then from the previous equation its eigenvalues (which we denote {δ+j } and which are in
decreasing order) are such that
rj > δ+j > 0 , ∀ j . (28)
Let us now define mˆ = rank (ρ). By means of the definition of -rank (20), we have that
 > ‖ρ − ρmˆ‖1 =
∑
j>mˆ
rj . (29)
Moreover, from (28) we get
∑
j>mˆ rj >
∑
j>mˆ δ
+
j = ‖∆+ − ∆+mˆ‖1, which gives
 > ‖ρ − ρmˆ‖1 > ‖∆+ − ∆+mˆ‖1 . (30)
This implies that rank (∆+) 6 mˆ and hence that rank (∆+) 6 rank (ρ).
Similarly we denote the set of eigenvalues of ∆− as {δ−j }. From Weyl’s inequality we now have sj > δ−j , ∀ j. Let m˜ = rank (σ)
such that  > ‖σ − σm˜‖1 = ∑j>m˜ sj . Since ∑j>m˜ sj > ∑j>m˜ δ−j , we then get
 > ‖σ − σm˜‖1 > ‖∆− − ∆−m˜‖1 , (31)
which implies rank (∆−) 6 m˜ and hence rank (∆−) 6 rank (σ). 
4Lemma 4. Let DT (ρ, σ) = 12 Tr|ρ − σ | denote the trace distance and DHS(ρ, σ) the Hilbert-Schmidt distance, then
(DT (ρ, σ) − )2 6 R (ρ, σ)DHS(ρ, σ) , (32)
where R (ρ, σ) = rank (ρ)rank (σ)/(rank (ρ) + rank (σ)).
Proof. Let ∆+m+ be a truncated version of ∆
+ obtained by projecting ∆+ onto the subspace associated with its m+-largest eigen-
values such that m+ = rank (∆+). We define ∆−m− analogously, with m− = rank (∆−). Then, consider the following density
matrices (positive semidefinite matrices with trace one):
τ+m+ = ∆
+
m+
/Tr(∆+m+ ) , τ−m− = ∆−m−/Tr(∆−m− ) . (33)
Since the purity of a density matrix is lower bounded by the inverse of its rank, we have
Tr
[(τ+m+ )2] > 1/rank(∆+m+ ) = 1/m+ = 1/rank (∆+) > 1/rank (ρ) , (34)
Tr
[(τ−m− )2] > 1/rank(∆−m− ) = 1/m− = 1/rank (∆−) > 1/rank (σ) , (35)
where the right inequality follows from Lemma 3. Inserting (33) and summing the two resulting inequalities gives:
Tr
[(∆+m+ )2] + Tr [(∆−m− )2] > Tr(∆+m+ )2rank (ρ) + Tr(∆−m− )2rank (σ) . (36)
Let us first consider the left-hand-side of (36). Since Tr
[(∆+)2] > Tr [(∆+m+ )2] and Tr [(∆−)2] > Tr [(∆−m− )2] , and using the fact
that DHS(ρ, σ) = Tr
[(∆+)2] + Tr [(∆−)2] , we obtain
DHS(ρ, σ) > Tr
[(∆+m+ )2] + Tr [(∆−m− )2] . (37)
On the other hand, since m+ = rank (∆+) and m− = rank (∆−), then from the definition of -rank we get
‖∆+ − ∆+m+ ‖1 = Tr(∆+) − Tr(∆+m+ ) 6  , ‖∆− − ∆−m− ‖1 = Tr(∆−) − Tr(∆−m− ) 6  . (38)
Rewriting this and using D(ρ, σ) = Tr(∆+) = Tr(∆−) gives
Tr(∆+m+ ) > Tr(∆+) −  = D(ρ, σ) −  , Tr(∆−m− ) > Tr(∆−) −  = D(ρ, σ) −  . (39)
Hence, combining (36) with (37) and (39), we have
DHS(ρ, σ) > (DT (ρ, σ) − )2
(
1
rank (ρ) +
1
rank (σ)
)
, (40)
which is equivalent to (32). 
Proposition 4. The following certified cost function bounds (CCFB) hold:
F(ρ′m, σρ
′
m ) − δ 6 F(ρ, σ) 6 F∗(ρ′m, σρ
′
m ) + δ , (41)
with δ = min(δ1, δ2), and where δ1 = (4rank(ρ)C)1/4 and δ2 = (2m +
√
2mC)1/2 with m = 1 − Trρ′m.
Proof. Let us first derive the δ1 bound. By means of Lemma 1 we have |F(ρ, σ) − F(ρ′, σ)| 6
√
Tr
[ (√
ρ − √ρ′)2] =√
2
(
1 − Tr√ρ√ρ′) . Then from the inequality 1 − Tr√ρ√σ 6 DT (ρ, σ) [44, 45], we get
|F(ρ, σ) − F(ρ′, σ)| 6
√
2DT (ρ, ρ′) . (42)
Moreover, taking  = 0 in Lemma 4 results in the bound between the trace distance and Hilbert-Schmidt distance from [41]:
DT (ρ, ρ′)2 6 R · DHS(ρ, ρ′) , (43)
with R the reduced rank defined as R = rank(ρ)rank(σ)/(rank(ρ) + rank(σ)). By noting that R 6 rank(ρ) and recalling that
C = DHS(ρ, ρ′) we find
|F(ρ, σ) − F(ρ′, σ)| 6 (4rank(ρ)C)1/4 . (44)
5Applying the TFB of Proposition 1 to F(ρ′, σ) yields
F(ρ′m, σρ
′
m ) 6 F(ρ′, σ) 6 F∗(ρ′m, σρ
′
m ) . (45)
Combining this result with (44) gives the δ1 bound in (41), i.e.,
F(ρ′m, σρ
′
m ) − (4rank(ρ)C)1/4 6 F(ρ, σ) 6 F∗(ρ′m, σρ
′
m ) + (4rank(ρ)C)1/4 , (46)
For the δ2 bound we first combine (42) with Lemma 4 to obtain
|F(ρ, σ) − F(ρ′, σ)| 6
√
2 + 2
√
RDHS(ρ, ρ′) . (47)
Then, from Lemma 2 we know that rank (ρ) 6 rank (ρ′), which implies R 6 rank (ρ′)/2 = mˆ′/2 (where mˆ′ = rank (ρ′)).
Additionally, given mˆ′ we can always choose  = 1 − Tr(ρmˆ′) ≡ mˆ′ (see Eq. (15) and the definition of -rank ). Moreover, since
DHS(ρ, ρ′) = C, we have
|F(ρ, σ) − F(ρ′, σ)| 6
√
2mˆ′ +
√
2mˆ′C . (48)
Combining this result with the TFB of Proposition 1 yields the δ2 bound in (41). 
PROOF OF PROPOSITION 5
We remark that Proposition 5 applies to any three quantum states, although for our purposes we are interested in its application
to the states ρ, σ, and ρ′ discussed in the main text. Hence, for consistency, we state this proposition for these states, but we
note that these states can be arbitrary.
Proposition 5. Let D (F(ρ, σ)) be a distance measure that is monotonically decreasing in F(ρ, σ). Let ρ, σ, and ρ′ be three
arbitrary quantum states. Then the following certifiable triangular inequality bounds (CTIB) hold:
DLBm 6 D (F(ρ, σ)) 6 DUBm , (49)
with
DLBm = D
(
F∗(ρ′m, σρ
′
m )
)
− D
(
F(ρ′m, ρρ
′
m)
)
, (50)
DUBm = D
(
F(ρ′m, σρ
′
m )
)
+ D
(
F(ρ′m, ρρ
′
m)
)
, (51)
where ρ′m, σ
ρ′
m and ρ
ρ′
m are projections of ρ′, σ and ρ, respectively, onto the subspace of the m largest eigenvectors of ρ′.
Proof. Since D (F(ρ, σ)) is a distance measure, it satisfies the triangular inequality. Applying this to the states ρ, σ and τ gives
D (F(ρ, σ)) > D (F(ρ′, σ)) − D (F(ρ′, ρ)) ,
D (F(ρ, σ)) 6 D (F(ρ′, σ)) + D (F(ρ′, ρ)) . (52)
Combining Proposition 1 with (52) and using the monotonicity of D yields (49). 
PROOF OF PROPOSITION 6
Proposition 6. The problem Low-rank Fidelity Estimation to within precision γ = 1/poly(n) is DQC1-hard.
Proof. We reduce from the problem of approximating the Hilbert-Schmidt inner-product magnitude ∆HS between two quantum
circuits U˜ and V˜ acting on n-qubits [46], where we define
∆HS(U˜, V˜) := 1d2 |Tr(V˜
†U˜)|2, (53)
where d = 2n.
6Consider a specific instance of approximating ∆HS. We are given as input classical instructions to prepare poly(n)-sized
quantum circuits U˜ and V˜ on n-qubits each, and the task is to approximate ∆HS(U˜, V˜) to precision 1/poly(n). Our reduction will
identify this problem as a specific instance of Low-rank Fidelity Estimation (LRFE) via the Choi-Jamiołkowski isomorphism
over the unitary channels,
EU˜ : D(Hd) → D(Hd), X 7→ U˜XU˜† (54)
EV˜ : D(Hd) → D(Hd), X 7→ V˜ XV˜† (55)
where D(Hd) is the space of d × d dimensional hermitian matrices. Consider now the 2n-qubit maximally entangled state,
|Φ+〉 = 1√
d
∑
j
| j〉 ⊗ | j〉 = E |0〉 , (56)
where j = ( j1, j2, ..., jn) is a binary vector taking values jk in {0, 1}, and where E is an efficent unitary entangling gate (e.g., a
depth-two circuit composed of Hadamard and CNOT gates), where |0〉 = |0〉⊗2n.
A special case of LRFE is when ρ and σ correspond to the Choi states of U˜ and V˜ . In this case, as the input to LRFE, we
would be given the gate sequences U = (U˜ ⊗ 1 )E and V = (V˜ ⊗ 1 )E , which respectively prepare the pure states ρ and σ as
ρ = U |0〉〈0|U† = (U˜ ⊗ 1 )E |0〉〈0|E†(U˜† ⊗ 1 ), (57)
σ = V |0〉〈0|V† = (V˜ ⊗ 1 )E |0〉〈0|E†(V˜† ⊗ 1 ) . (58)
Then, the fidelity between ρ and σ is given by
F(ρ, σ) = |〈0|E†(V˜†U˜ ⊗ 1 )E |0〉| = 1
d
|Tr(V˜†U˜)|. (59)
We can run Low-rank Fidelity Estimation to estimate the above expression to within γ = 1/poly(n) precision, and thus also
approximate ∆HS(U,V) to within 1/poly(n). Finally, it is known that approximating ∆HS(U,V) to within inverse polynomial
precision is DQC1-hard [46], and hence the result follows. 
PROOF OF PROPOSITION 7
Before proving Proposition 7, we first prove the following useful lemma.
Lemma 5. Let m = ‖ρ − ρm‖1 and  ′m = ‖ρ′ − ρ′m‖1. Then the following bound holds
 ′m 6 m +
√
mC , (60)
where C = DHS(ρ, ρ′) and ρ′ is given by Eq. (11).
Proof. Consider the difference
 ′m − m = ‖ρ′ − ρ′m‖1 − ‖ρ − ρm‖1 = (1 − Tr(ρ′m)) − (1 − Tr(ρm)) =
m∑
i=1
(ri − r ′i ) 6
m∑
i=1
|ri − r ′i | = ‖δ‖1 , (61)
where we have defined the vector δ = r − r ′, with r = {r1, . . . , rm} and r ′ = {r ′1, . . . , r ′m}. From the vector norm equivalence,
we have that ‖δ‖1 6 √m‖δ‖2, which then implies
 ′m − m 6
√
m‖δ‖2 . (62)
Moreover, as shown in [23], the VQSD cost C bounds the eigenvalue error as ‖δ‖22 =
∑m
i=1(ri − r ′i )2 6 C. Hence, combining this
with Eq. (62), we get  ′m 6 m +
√
mC. 
Proposition 7. Let ρ and σ be quantum states, and suppose we have access to a subroutine that diagonalizes ρ up to error
bounded by C = DHS(ρ, ρ′). Let m, ζ be parameters. Then, VQFE runs in time O˜(m6‖T ‖2/ζ2) and outputs a γ-approximation
of F(ρ, σ), for
γ = ( + √mC)1/2 + (2 + (2 +
√
2) √mC)1/2 + ζ , (63)
where  is determined by m = rank (ρ).
7Proof. Let us first define the following quantities which will be useful to bound the error in each step of the VQFE algorithm:
∆0 = |F(ρ, σ) − Fˆ(ρ′m, σ)| , (64)
∆1 = |F(ρ, σ) − F(ρ′, σ)| , B1 =
√
2 ′m +
√
2mC , (65)
∆2 = |F(ρ′, σ) − F(ρ′m, σ)| , B2 =
√
 ′m , (66)
∆3 = |F(ρ′m, σ) − Fˆ(ρ′m, σ)| , B3 = m · ‖T − Tˆ ‖ . (67)
where  ′m = ‖ρ′ − ρ′m‖1, and the notation aˆ (e.g., in Tˆ) indicates a fine-sampling estimate of the random variable a. Note that the
following bounds hold:
∆1 6 B1, ∆2 6 B2, ∆3 6 B3 , (68)
where the first inequality comes from Eq. (48), the second comes from Proposition 3, and we prove the third inequality below.
Moreover, by means of multiple applications of the triangle inequality, we obtain the following result:
∆0 6 ∆1 + |F(ρ′, σ) − Fˆ(ρ′m, σ)| (69)
6 ∆1 + ∆2 + ∆3 (70)
6 B1 + B2 + B3 . (71)
Note that ∆0 is ultimately the quantity we are interested in bounding since F(ρ, σ) is the desired fidelity while Fˆ(ρ′m, σ) is
the quantity that VQFE actually outputs. While (71) provides an upper bound on ∆0, we will need to re-formulate this as a
probabilistic bound since B3 depends on the estimate Tˆ of a random variable.
To do this re-formulation, let us consider the sources of statistical noise on Tˆ . In the first step of VQFE, we call the VQSD
subroutine to approximately diagonalize ρ up to some error bounded by C = DHS(ρ, ρ′). Here ρ′ = ∑i r ′i | r ′i 〉〈r ′i |, where {r ′i }
and {|r ′i 〉} are approximations of the eigenvalues and eigenvectors of ρ, respectively. While ρ′ can only be estimated up to some
finite sampling precision, such error can be tuned appropriately. We refer to [23] for further details.
The second step of VQFE employs the Swap Test to measure the matrix elements σi j = 〈ri |σ |rj〉. If C , 0 we measure
instead σ′i j = 〈r ′i |σ |r ′j〉, which can be used to construct the approximate matrix T ′ with matrix elements T ′i j = (r ′i r ′j )1/2σ′i j . For
the sake of brevity, we will simply write T instead of T ′. For each entry of the symmetric matrix T that needs to be determined,
we call the Swap Test O(m4‖T ‖2/ζ2 · log(2m2/δ)) times. We denote Tˆ as the finite-sampling estimate of T . Then, according to
the two-sided Chernoff bound, we have that any entry (i, j) in Tˆ has relative error at most ζ/(m2‖T ‖) with probability greater
than 1 − δ/m2,
Pr
[
|Tˆi j − Ti j | 6 ζm2‖T ‖ · Ti j
]
> 1 − δ/m2. (72)
By the union bound, the probability that this is the case simultaneously for all entries is then given by
Pr
[
∀(i, j) ∈ [m] × [m] : |Tˆi j − Ti j | 6 ζm2‖T ‖ · Ti j
]
> 1 − δ. (73)
Then, we conclude that
Pr
[
‖T − Tˆ ‖ 6 ζ/m
]
= Pr

√√ m∑
i, j=1
|Ti j − Tˆi j |2 6 ζ/m
 (74)
= Pr

√√ m∑
i, j=1
|Ti j − Tˆi j |2 6 ζ/m
 ∀(i, j) : |Tˆi j − Ti j | 6 ζ · Ti jm2‖T ‖  · Pr
[
∀(i, j) : |Tˆi j − Ti j | 6 ζ · Ti jm2‖T ‖
]
(75)
> Pr

ζ
m2‖T ‖
√√ m∑
i, j=1
T2i j 6 ζ/m
 ∀(i, j) : |Tˆi j − Ti j | 6 ζ · Ti jm2‖T ‖ ︸                                                                              ︷︷                                                                              ︸
= 1
· Pr
[
∀(i, j) : |Tˆi j − Ti j | 6 ζ · Ti jm2‖T ‖
]
(76)
= Pr
[
∀(i, j) : |Tˆi j − Ti j | 6 ζm2‖T ‖ · Ti j
]
> 1 − δ. (by Eq. 73) (77)
8The third step of VQFE requires the diagonalization of the m × m symmetric matrix Tˆ , which can be accomplished in time
O(m3). Let us now prove the bound ∆3 6 B3, i.e., the bound on the finite sampling error in our estimate Fˆ(ρ′m, σ) of the fidelity
F(ρ′m, σ). By denoting λj and λˆj the eigenvalues of T and Tˆ , respectively, we get
∆3 = |F(ρ′m, σ) − Fˆ(ρ′m, σ)| = |Tr
√
T − Tr
√
Tˆ | 6
m∑
j=1
|√λj − √λˆj | 6 m · max
16 j6m
|√λj − √λˆj | 6 m · ‖T − Tˆ ‖ = B3 . (78)
Then, by means of Eq. (77) and Eq. (78), we get
Pr [∆3 6 ζ] = Pr
[|F(ρ′m, σ) − Fˆ(ρ′m, σ)| 6 ζ ] = Pr [ |Tr√T − Tr √Tˆ | 6 ζ ] (79)
> Pr
[
m · ‖T − Tˆ ‖ 6 ζ ] (80)
> 1 − δ . (81)
Let us define γ′ = B1 + B2 + ζ and combine our previous results to bound the VQFE run time:
Pr
[|F(ρ, σ) − Fˆ(ρ′m, σ)| 6 γ′] = Pr [∆0 6 B1 + B2 + ζ] (82)
> Pr [∆1 + ∆2 + ∆3 6 B1 + B2 + ζ] (by Eq. 70) (83)
> Pr [B1 + B2 + ∆3 6 B1 + B2 + ζ] (by Eq. 71) (84)
= Pr [∆3 6 ζ] (85)
> 1 − δ. (by Eq. 81) (86)
Next, we use Lemma 5 and the fact that m = rank (ρ) to obtain
γ′ =
√
2 ′m +
√
2mC +
√
 ′m + ζ
6
√
2‖ρ − ρm‖1 + (2 +
√
2) √mC +
√
‖ρ − ρm‖1 +
√
mC + ζ
6
√
2 + (2 +
√
2) √mC +
√
 +
√
mC + ζ
= γ . (87)
This implies that
Pr
[ |F(ρ, σ) − Fˆ(ρ′m, σ)| 6 γ] > Pr [ |F(ρ, σ) − Fˆ(ρ′m, σ)| 6 γ′] > 1 − δ . (88)
As previously mentioned, VQFE performs the Swap Test for each of the O(m2)matrix elements. Therefore, VQFE runs in time
O(m6‖T ‖2/ζ2 · log(2m2/δ)), or just O˜(m6‖T ‖2/ζ2) when neglecting the slowly growing logarithmic contributions. Furthermore,
from (88), we have that VQFE outputs a γ-approximation of the fidelity F(ρ, σ) with precision γ defined by (63) and with
probability at least 1 − δ.

