We prove that the Kawahara equation is locally well-posed in H −7/4 by using the ideas ofF s -type space [7] . Next we show it is globally well-posed in H s for s ≥ −7/4 by using the ideas of "I-method" [6] . Compared to the KdV equation, Kawahara equation has less symmetries, such as no invariant scaling transform and not completely integrable. The new ingredient is that we need to deal with some new difficulties that are caused by the lack symmetries of this equation.
Introduction
This paper is mainly concerned with the global well-posedness of the Cauchy problem for the Kawahara equation u t + αu xxx + βu xxxxx + uu x = 0, x, t ∈ R, u(x, 0) = u 0 (x), (1.1) where α and β are real constants and β = 0. By a renormalizing of u, we may assume β = 1. The fifth-order KdV type equations arise in modeling gravity-capillary waves on a shallow layer and magneto-sound propagation in plasmas (see e.g. [14] ). The well-posedness on the fifth-order KdV type equations has attracted many attentions. Ponce [22] proved an H 4 global well-posedness for the Cauchy problem of the following general fifth-order KdV equation u t + u x + c 1 uu x + c 2 u xxx + c 3 u x u xx + c 4 uu xxx + c 5 u xxxxx = 0, x, t ∈ R.
In [17, 18] Kenig, Ponce and Vega studied the following high-order dispersive equation
where P is a polynomial without constant or linear terms. For the Kawahara equation (1.1), Cui, Deng and Tao [4] proved H s LWP for s > −1, which is later improved by Wang, Cui and Deng [27] to s ≥ −7/5. Their proofs are based on Kenig, Ponce and Vega's work [19] . In [3] , the authors proved local well-posedness in H s for s > −7/4 by following the ideas of [k; Z]-multiplier [23] . Modified Kawahara equation (with nonlinear terms u 2 u x in (1.1) instead of uu x ) was also studied, for example see [24, 3] . The purpose of this paper is to address the following two issues: one is LWP at H −7/4 , the other is GWP in H s for s < 0. Our main motivation of this paper is inspired by [3] and [7] . These two problems arise naturally in view of the results for the Korteweg-de Vries equation. Compared to the KdV equation, we will encounter a new difficulty. The equation (1.1) doesn't have an invariant scaling transform. We will use the following scaling transform: if u(x, t) is a solution of (1.1), then for λ > 0, u λ (x, t) = λ 4 u(λx, λ 5 t) is a solution to the following equation u t + µu xxx + u xxxxx + uu x = 0, u(x, 0) = φ(x), (1.2) where µ = λ 2 α and φ(x) = λ 4 u 0 (λx). Thus we see from λ 4 u 0 (λx) Ḣs = λ s+7/2 u 0 Ḣs that when s > −7/2 we can assume φ H s ≪ 1 by taking 0 < λ ≪ 1. Since 0 < λ ≤ 1, heuristically the equation (1.2) has a uniform propagation speed in high frequency. More generally, we study the following equation
here L is a Fourier multiplier Lf (ξ) = −iω(ξ)
where the symbol ω : R → R is an odd function, and smooth on R \ {0}. To study the well-posedness for (1.3) in the Sobolev space H s , we will see that the crucial things are related to the dispersive effect of the equation (1.3) in high frequency, since H s spaces have very good low frequency structure. Definition 1.1. Assume ω : R → R is an odd function, and smooth on R \ {0}. For some α > 0, ω is said to have α-order dispersive effect at high frequency if for |ξ| 1 Moreover, we denote ω ∈ D hi (α).
For example, the KdV equation corresponds to ω = ξ 3 , then ω ∈ D hi (3), for the Kawahara equation (1.2) considered in this paper ω = µξ 3 − ξ 5 ∈ D hi (5) uniformly on |µ| ≤ 1. We consider first the L.W.P of (1.1) in H −7/4 . Then it suffices to consider the equation (1.2) under the condition |µ| ≤ 1, φ H −7/4 ≪ 1.
We will use theF s type space that was first used recently by the second author [7] . But different from the KdV equation, here for the local well-posedness a very weak low frequency structure will work, since the dispersive effect of (1.1) is very strong in high frequency. However, in order to apply the I-method, we will use the same low frequency structure as the KdV structure. We prove the following Next, we will extend the local solution to a global one, using the ideas of I-method [6] . Compared to the KdV equation, the Kawahara equation has less symmetries. We will use the ideas in [11] to estimate the pointwise bounds of the multipliers. In the end of this section we give the notations and definitions. In Section 2 we prove Theorem 1.2. In Section 3 we give the modified energy and pointwise multiplier estimates. In Section 4 we prove Theorem 1.3. In Section 5 we give an ill-posedness result. Notation and Definitions. Throughout this paper we fix 0 < µ ≤ 1. We will use C and c to denote constants which are independent of µ and not necessarily the same at each occurrence. For x, y ∈ R, x ∼ y means that there exist C 1 , C 2 > 0 such that
′ we denote by f or F (f ) the Fourier transform of f for both spatial and time variables,
We denote by F x the Fourier transform on spatial variable and if there is no confusion, we still write F = F x . Let Z and N be the sets of integers and natural numbers, respectively. 
. Roughly speaking, {χ k } k∈Z is the homogeneous decomposition function sequence and {η k } k∈Z + is the non-homogeneous decomposition function sequence to the frequency space. For k ∈ Z let P k denote the operator on L 2 (R) defined by
By a slight abuse of notation we also define the operator P k on L 2 (R ×R) by the formula
Thus we see that P ≤0 = P 0 .
Let
be dispersion relation associated to equation (1.2) . For φ ∈ S ′ (R), we denote by W (t)φ the linear solution of (1.2) which is defined by
We will make use of the X s,b norm associated to equation (1.2) which is given by
where
. The spaces X s,b turn out to be very useful in the study of low-regularity theory for the dispersive equations. These spaces were first used to systematically study nonlinear dispersive wave problems by Bourgain [1] and developed by Kenig, Ponce and Vega [19] and Tao [23] . Klainerman and Machedon [20] used similar ideas in their study of the nonlinear wave equation.
In applications we usually apply X s,b space for b very close to 1/2. In the case b = 1/2 one has a good substitute-l
Then we define the
Structures of this kind of spaces were introduced, for instance, in [25] , [13] and [12] for the BO equation. The space F s is better than X s,1/2 in many situations for several reasons (see [7, 11] ). From the definition of X k , we see that for any l ∈ Z + and f k ∈ X k (see also [13] ),
Hence for any l ∈ Z + , t 0 ∈ R, f k ∈ X k , and γ ∈ S(R), then
In order to avoid some logarithmic divergence, we need to use a weaker norm for the low frequency
Actually a weaker structure will suffice for LWP. However, we will need this strong structure to extend it. It is easy to see from Proposition 2.5 that
On the other hand, for any 1 ≤ q ≤ ∞ and 2 ≤ r ≤ ∞ we have
For −7/4 ≤ s ≤ 0, we define the our resolution spaces
For T ≥ 0, we define the time-localized spacesF s (T ):
Let a 1 , a 2 , a 3 ∈ R. It will be convenient to define the quantities a max ≥ a med ≥ a min to be the maximum, median, and minimum of a 1 , a 2 , a 3 respectively. Usually we use k 1 , k 2 , k 3 and j 1 , j 2 , j 3 to denote integers,
To prove LWP by using X s,b -method, the argument is standard. The first step is to prove a linear estimate, for its proof we refer the readers to [11] . Proposition 2.1 (Linear estimates). (a) Assume s ∈ R and φ ∈ H s . Then there exists C > 0 such that
Then the remaining task is to show bilinear estimates. We will need symmetric estimates which will be used to prove bilinear estimates. For ξ 1 , ξ 2 ∈ R and ω : R → R as in (1.4) let
This is the resonance function that plays a crucial role in the bilinear estimate of the X s,btype space. See [23] for a perspective discussion. For compactly supported nonnegative
We will apply to function
We give an estimate on the resonance in the following proposition that follows from the fundamental calculus theorem.
In [8] the author actually proved the following proposition, also see the second author's doctoral thesis (P33-34, [9] ).
In [3] the authors proved a similar results for ω(ξ) = µξ 3 − ξ 5 . However, there seems to be some error in the high × high → high case in their proof. The main reason is a wrong estimate on the measure of a set. Nevertheless, this error doesn't change their LWP results for s > −7/4 because this case is not the worst case for the restriction. More explicitly, we give a counterexample below which shows part (c) in Lemma 2.3 is sharp for ω(ξ) = µξ 3 − ξ 5 . It suffices to show that for some
We use the ideas of "Knapp example" as in the KdV case [23] . We may assume
Then we take f k i ,j i = f i for i = 1, 2, 3. It is easy to see that f i satisfy the support properties, and
On the other hand, by the calculation we get
thus it is easy to see that
which is as desired. Next, we prove some dyadic bilinear estimates. It certainly work for general ω ∈ D hi (α) for α ≥ 3. But for our purpose we restrict ourselves to the case ω = µξ 3 − ξ 5 . We will need the estimates for the linear solution to equation (1.2).
Lemma 2.4. Let I ⊂ R be an interval with |I| 1, k ∈ Z + and k ≥ 10. Then for all φ ∈ S(R) we have
21)
where (q, r) satisfies 2 ≤ q, r ≤ ∞ and 2/q=1/2-1/r.
Proof. For the first inequality, see [10] and also [5] , for the second see [15] . For the third we use the results in [16] , for the last we use the results in [15] by noting that |ω
Using the extension lemma in [7] , then we get immediately that Lemma 2.5. Let I ⊂ R be an interval with |I| 1, k ∈ Z + and k ≥ 10. Then for all u ∈ S(R 2 ) we have
Proof. For simplicity of notations we assume k = k 2 . For part (a), it follows from the definition of X k that
From Plancherel's equality and Proposition 2.5 we get
which is part (a) as desired. For part (b), from the definition we get
From Proposition 2.2 and (2.16) we may assume j max ≥ 4k + k 1 − 10 in the summation on the right-hand side of (2.32). We may also assume j 1 , j 2 , j 3 ≤ 10k, since otherwise we will apply the trivial estimates
then there is a 2 −5k to spare which suffices to give the bound (2.30). Thus by applying (2.18) we get
which completes the proof of the proposition.
Proof. As in the proof of Proposition 2.6 we assume k = k 2 = k 1 and it follows from the definition of X k 1 that
where u k,j 1 , v k,j 2 are as in (2.33) and we may assume j max ≥ 5k − 20 and j 1 , j 2 , j 3 ≤ 10k in the summation. Applying (2.19) we get
For the contribution of I, since it is easy to get the bound, thus we omit the details. We only need to bound II in view of the symmetry. We get that II (
For the contribution of II 1 , by summing on j 1 we have
which is acceptable. For the contribution of II 2 , we have
Therefore, we complete the proof of the proposition.
For the low-low interaction, it is the same as the KdV case [7] .
Now we consider the high-high interactions. This is the only case where the restriction comes from.
(2.38)
Proof. We assume k = k 2 and it follows from the definition of X k 1 that
where u k,j 2 , v k,j 3 are as in (2.33). For the same reasons as in the proof of Proposition 2.6 we may assume j max ≥ 4k + k 1 − 10 and j 1 , j 2 , j 3 ≤ 10k. We will bound the right-hand side of (2.39) case by case. The first case is that j 1 = j max in the summation. Then we apply (2.18) and get that
which is acceptable. If j 2 = j max , then in this case we have better estimate for the characterization multiplier. By applying (2.18) we get
where in the last inequality we use j 1 ≤ 10k. The last case j 3 = j max is identical to the case j 2 = j max from symmetry. Therefore, we complete the proof of the proposition.
For k 1 = 0 we can prove a similar proposition but with k2 −7k/2 instead of 2 −7k/2 on the right-hand side of (2.38). In order to avoid the logarithmic divergence, we prove the following Proposition 2.10 (X 0 estimate). Let |k 1 − k 2 | ≤ 5 and k 1 ≥ 10. Then we have for all
By straightforward computations we get
Fixing ξ ∈ R, we decompose the hyperplane Γ :
Then we get
We consider first the contribution of the term A 1 . Using Proposition 2.5 and Proposition 2.1 (b), we get
Since in the area A 1 we have |ξ| 2 −4k 1 , thus we get
Using (2.17), then we get
which suffices to give the bound for the term A 1 .
Next we consider the contribution of the term A 3 . As for the term A 1 , using Proposition 2.5 and Proposition 2.1 (b), we get
Clearly we may assume j 3 ≤ 10k 1 in the summation above. Using (2.18), then we get
which suffices to give the bound for the term A 3 . From symmetry, the bound for the term A 4 is the same as A 3 . Now we consider the contribution of the term A 2 . From the proof of the dyadic bilinear estimates, we know this term is the main contribution. By computation we get
By a change of variable τ
For the contribution of the term II, we have
Since in the support of u k 1 and u k 2 we have |τ 1 + τ 2 − ω(ξ) + ω(ξ 1 ) + ω(ξ 2 )| ∼ 2 4k 1 |ξ|, then we get from Lemma 2.4 that
To prove the proposition, it remains to prove the following
Compare the term I with the following term I ′ :
Since on the hyperplane ξ = ξ 1 + ξ 2 one has
In the integral area, we have |2ξ 2 − λα| ≪ |ξ 1 ξ 2 |, thus we get
Inserting this into I ′ we have
Since it is easy to see that (actually we need a smooth version of 1 {|ξ|≫λ} ): ∀ λ > 0,
and setting
thus we get from Lemma 2.4 that we set
which gives the bound for the term II ′ 1 . To prove the proposition, it remains to prove the following
Since in the integral area we have |τ i | ≪ 2 4k 1 |ξ|, i = 1, 2, thus on the hyperplane ξ = ξ 1 + ξ 2 we have
The purpose of decomposing this is to make the variable separately, thus then we can apply Lemma 2.4. Then by decomposing low frequency we get
Using the fact that χ k 3 (ξ)(ξ/2
x L ∞ t and as for the term I ′ , we get
For u, v ∈F s we define the bilinear operator
In order to apply a fixed point argument, all the issues are then reduced to show the boundness of B :F s ×F s →F s . Then Theorem 1.2 follows from standard arguments.
Proposition 2.11 (Bilinear estimates). Assume −7/4 ≤ s ≤ 0. Then there exists C > 0 such that
hold for any u, v ∈F s .
Proof. The proof is similar to the Proposition 4.2 [7] . We omit the details.
Modified energies
In this section we follow I-method [6] to extend the local solution. Let m : R k → C be a function. We say m is symmetric if m(ξ 1 , · · · , ξ k ) = m(σ(ξ 1 , · · · , ξ k )) for all σ ∈ S k , the group of all permutations on k objects. The symmetrization of m is the function
We define a k − linear functional associated to the function m (multiplier) acting on k
We will often apply Λ k to k copies of the same function u. Λ k (m; u, . . . , u) may simply be written Λ k (m). By the symmetry of the measure on hyperplane, we have
The following proposition may be directly verified by using the Kawahara equation (1.2).
Proposition 3.1. Suppose u satisfies the Kawahara equation (1.2) and that m is a symmetric function. Then
We then follow the I-method [6] to define a set of modified energies. Let m : R → R be an arbitrary even R-valued function and define the operator by
where the multiplier m(ξ) is smooth, monotone, and of the form for N ≫ 1
We define the modified energy E 2 I (t) by
Using Plancherel's identity and that m and u are R-valued, and m is even, we get
Using (3.44) then we have
The first two terms vanish. We symmetrize the third term to get
Let us denote
Form the new modified energy
where the symmetric function σ 3 will be chosen momentarily to achieve a cancellation. Applying (3.44) gives
Compared to the KdV case [6] , there is one more term to cancel, so we choose
to force the three Λ 3 terms in (3.46) to cancel. Hence if we denote
Similarly defining E 4 I (t) = E 3 I (t) + Λ 4 (σ 4 ) with
,
In order to prove the pointwise estimates for the multiplier σ 3 , σ 4 , we need the following lemma which is crucial. It just follows from simple calculations, thus we do not give the proof. 
|ξ| 2 ).
(3.47)
We will need two mean value formulas which follow immediately from the fundamental theorem of calculus. If |η|, |λ| ≪ |ξ|, then we have
and the double mean value formula that
In order to use the formulas, we extend the surface supported multiplier σ 3 to the whole space as in [21] .
If m is of the form (3.45), then for each dyadic λ ≤ η there is an extension of σ 3 from the diagonal set
to the full dyadic set
which satisfies |∂
Proof. We may assume max(|ξ 1 |, |ξ 2 |, |ξ 3 |) ≫ 1, otherwise σ 3 ≡ 0. Since on the hyperplane
is with a size about λη 4 and
if λ ∼ η, we extend σ 3 by setting
and if λ ≪ η, we extend σ 3 by setting
From (3.48) and (3.47), we see that (3.50) holds.
Now we give the pointwise bounds for σ 4 which is key to estimate the growth of E 4 I (t). Proposition 3.4. Assume m is of the form (3.45). In the region where
Proof. We will use the ideas in [11] . From Lemma 3.2 it suffices to prove N 3 ) 3 (N + N 4 ) .
We can also assume that N 13 , N 14 ) ≪ N 1 , then ξ 3 ≈ −ξ 1 , ξ 4 ≈ −ξ 1 , which contradicts that ξ 1 + ξ 2 + ξ 3 + ξ 4 = 0. Hence we get max (N 12 , N 13 , N 14 ) ∼ N 1 . We rewrite the right-hand side of (3.53) as
From Lemma 3.2 we get if ξ 1 + ξ 2 + ξ 3 + ξ 4 = 0 then
is with size N 12 N 13 N 14 N 2 1 . From the construction of M 4 we get
The bound (3.53) will follow from case by case analysis.
For this case, we just use (3.50), then we get
, which suffices to give the bound (3.53).
For the contribution of I, we just use (3.50), then we get
Contribution of II. We first write
If N 12 N 3 , then using (3.48), (3.50) for II 1 and using (3.50) for II 2 , we get
If N 12 ≪ N 3 , using (3.48), (3.50) for both II 1 and II 2 , then we get
Contribution of III. This is identical to II.
Contribution of I. We first write
Using (3.50), (3.48) for both I 1 and I 2 , then we get
Contribution of II. This is identical to I. Contribution of III. We first write
Using (3.49) five times, we have
This case is identical to Case 1c. 
Contribution of II and III. We have two items of N 3 , N 4 , N 12 in the denominator, which will cause a problem. Thus we can't deal with II and III separately, but we need to exploit the cancelation between II and III. We rewrite
We first consider J 1 . From
if N 12 ≪ N 3 (in this case, N 3 ∼ N 4 ), using (3.48) twice, otherwise using (3.48) once and (3.50), then we get
The term J 2 is identical to the term J 1 . Now we consider J 3 . We first assume that N 12 N 3 . Then by the symmetry of σ 3 , we get
From (3.48) and N 12 N 3 , we get
We first write
It follows from (3.48) that
It remains to bound J 31 . It follows from (3.50) and m 2 (ξ 3 ) = m 2 (ξ 4 ) = 1 that
We rewrite J 31 as following
We consider first the term J 312 .
.
It remains to bound the term J 311 . We will compare it with the following term denoted by J ′ 311 :
It is easy to see that as for the term J 312 we have
Thus it remains to show that |J
We rewrite J ′ 311 as following
Therefore, we use (3.49) for the first term, and (3.48) for the second term, and finally we conclude that |J
From the estimates of σ 4 we can immediately get the following Proposition 3.5. Assume m is of the form (3.45), then
where N 2 , N 3 , N 45 , N 12 , N 13 , N 23 ).
G.W.P. of fifth order KdV on R
In this section we extend the local solution to a global one. We will rely on a variant well-posedness result which can be proved similarly as for the Theorem 1.2.
where C is independent of N and 0 < λ ≤ 1.
From Proposition 4.1, we see it suffices to control the growth of E 2 I (t). It is better controlling directly the growth of E 4 I (t), and then using the following proposition we can that of E 2 I (t). Proposition 4.2. Let I be defined with the multiplier m of the form (3.45) and s = −7/4. Then |E
We may assume that u i are non-negative. To prove (4.58), it suffices to prove
(4.60)
By Littlewood-Paley decomposition, we get the left-hand side of (4.60) is bounded by
(4.61)
From symmetry we may assume N 1 ≥ N 2 ≥ N 3 , and hence N 1 ∼ N 2 N. Case 1. N 3 ≪ N. In this case m(N 3 ) = 1, then we get (4.61)
It suffices to prove
Define v i (x) as following:
By Sobolev embedding inequality we have v i L 3 u i L 2 , thus using Hölder's inequality we get
Case 2. N 3 N. It is obvious that (4.61)
Thus we get (4.58). Next we show (4.59). It suffices to prove
By Littlewood-Paley decomposition we get the left-hand side of (4.62) is dominated by
using Hölder's inequality we get (4.63)
Therefore, we complete the proof of the proposition. 
Then we have
where if k j = 0 then X k j is replaced byX k j on the right-hand side.
Proof. From Hölder's inequality the left-hand side of (4.64) is dominated by
Then the proposition follows immediately from Proposition 2.5. Proof. By the definitions, it suffices to prove that
By the Littlewood-Paley decomposition u = k≥0 P k u, it suffices to prove
where N i = 2 k i and |ξ 4 + ξ 5 | ∼ N 45 for N 45 dyadic. From symmetry we may assume N 1 ≥ N 2 ≥ N 3 and N 4 ≥ N 5 and two of the N i N. We fix the extension u i such that u i F 0 2 u i F 0 (δ) . For simplicity, we still denote u i . 
We have
Therefore in this case we need to control
We get from Proposition 4.3 that (still consider the worst case
The rest cases N 4 ∼ N 5 N, N 1 N 5 or N 1 ∼ N 4 N follow in a similar ways. We omit the details.
For any fixed u 0 ∈ H −7/4 and time T > 0, our goal is to construct the solution to (1.1) on t ∈ [0, T ]. If u is a solution to (1.1) with initial data u 0 , then for any λ > 0, u λ (x, t) = λ 4 u(λx, λ 5 t) is a solution to (1.2) with initial data u 0,λ = λ 4 u 0 (λx). By simple calculation we know
For fixed N (N will be determined later), we take λ ∼ N −1 such that We will choose N such that N This tells us that the major contribution to (5.1) is obviously gotten from the second alternative, in which case we get 
