Abstract. A singularly perturbed semilinear reaction-diffusion problem in the unit cube, is discretized on arbitrary nonuniform tensor-product meshes. We establish a second-order maximum norm a posteriori error estimate that holds true uniformly in the small diffusion parameter. No mesh aspect ratio condition is imposed. This result is obtained by combining (i) sharp bounds on the Green's function of the continuous differential operator in the Sobolev W 1,1 and W 2,1 norms and (ii) a special representation of the residual in terms of an arbitrary current mesh and the current computed solution. Numerical results on a priori chosen meshes are presented that support our theoretical estimate.
Introduction
Solutions of singularly perturbed differential equations typically exhibit sharp boundary and interior layers, which are narrow regions where solutions change rapidly. As shown, e.g., in [24, 23, 8, 16] , by the error analysis of model problems (for which layer locations and widths are known a priori), to obtain reliable numerical approximations of layer solutions, it suffices to use relatively small numbers of mesh nodes that are independent of layer width(s) and singular perturbation parameter(s); this is attained by anisotropic mesh refinement in layer regions. Thus optimal meshes are fine in layer regions, standard outside, and include extremely thin mesh cells, i.e. have extremely high mesh aspect ratios (typically O(ε −1 ), where ε is the layer width).
In contrast, a posteriori error estimates, which, ideally, are needed for reliable automated mesh adaptation, are typically obtained under the shape-regularity condition (equivalent to bounded-mesh-aspect-ratio condition), see, e.g., [1, 3, 25] ; thus they are not suitable for constructing efficient layer-adapted meshes.
The aim of the present paper is to establish an a posteriori error estimate for one singularly perturbed problem under no mesh aspect ratio condition. Note that our error estimate will be in the maximum norm, which is sufficiently strong to capture layers and hence seems most appropriate for singularly perturbed problems. (The few known a posteriori error estimates for anisotropic meshes are in a weaker energy norm; see, e.g., [19, 20] .) We follow the recent paper [17] and extend its two-dimensional analysis to a more intricate three-dimensional case. In particular, we now deal with the three-dimensional Green's function. We also refer the reader to the related one-dimensional papers [14, 15, 18, 22] .
We make no attempt to suggest or analyze any particular adaptive mesh generation algorithm. But we note that many successful algorithms are based on interpolation error estimates such as presented in [10, 9, 7] , roughly speaking, the criterion on the generated mesh being a small interpolation error. Thus the generated, possibly, anisotropic mesh is supposed to be (quasi-)uniform under the metric induced by the positive definite Hessian matrix of the solution (or its scaled majorant); see, e.g., [6, 11, 13, 27] . It should be noted that such algorithms are not completely theoretically justified. E.g., the relation of the actual error of a numerical method to the interpolation error under no mesh aspect ratio condition is still to be established for many problems, in particular, in the maximum norm. Furthermore, linear interpolation error bounds involve the Hessian matrix of the unknown exact solution, which is replaced in the adaptive algorithm by its computed-solution analogue. To theoretically justify this replacement, one still needs to establish Hessian-matrix recovery formulas under no mesh aspect ratio condition, which are not available in the literature.
An alternative theoretical justification, to which this paper aims to contribute, might be given by a posteriori error estimates that hold true under no mesh aspect ratio condition and directly relate the actual error to a certain discrete linearinterpolation-error-bound analogue, which involves the local mesh sizes and certain computed-solution approximations of the second-order derivatives. Indeed, roughly speaking, our a posteriori error estimate (1.3), (1.4) below is of this type, i.e. might be viewed as a discrete analogue of the linear interpolation error estimates.
We focus on the following singularly perturbed semilinear reaction-diffusion problem posed in the unit cube:
Here ε is a small positive parameter, = ∂ 2 /∂x
is the standard Laplace operator, the function b is sufficiently smooth and satisfies
Under condition (1.2), problem (1.1) has a unique solution, which exhibits sharp boundary layers of width O(ε| ln ε|) along the boundary ∂Ω. We discretize (1.1) using the standard second-order seven-point difference schemesee (2.2) for details-on an arbitrary tensor-product mesh {x ij l } in [0, 1] 3 , where
3 ) with 0 = x
are the local mesh sizes. This is an idealized situation in the a posteriori mesh construction context since an irregular mesh, rather than a tensor-product mesh, seems more suitable for a practical a posteriori mesh construction algorithm. Therefore the error estimate, which we obtain, might seem more interesting from a theoretical point of view. In particular, it shows that the bounded-mesh-aspect-ratio condition/minimal-angle condition is not essential in the a posteriori error estimation. Furthermore, if tensorproduct meshes are used at least in crucial layer regions, where the mesh adaptation is most needed, one might conjecture that in such regions, local analogues of our a posteriori error estimate would apply.
Our main result is the following maximum norm a posteriori error estimate, in which the error is understood as the difference between the exact solution and the trilinear interpolant of the computed solution: In (1.4), a few terms are skipped, for which the one-dimensional analysis [15] and the numerical results of [17] and §6 suggest that they are less important; see Theorem 2.2 for the precise definitions of M s,ij l .
The error constant C 0 in (1.3) is independent of ε, the mesh, and aspect ratios of its elements, although this constant is not specified. In a posteriori error estimation, much attention focuses on specifying the error constants. Note that for singularly perturbed problems, the error constant might blow up as ε becomes small, and hence the existence of an ε-uniform error constant is more significant than its precise value.
The paper is organized as follows. In §2, we describe the numerical method, present our a posteriori error estimate in Theorem 2.2, and outline its proof. Next, in §3, we establish some sharp bounds on the Green's function of a linearized version of (1.1) in the Sobolev W 1,1 and W 2,1 norms. They imply certain stability properties of the differential operator T from (1.1), which are presented in §4. Then in §5, we obtain a special representation of the residual in terms of an arbitrary current mesh and the current computed solution, and therefore complete the proof of Theorem 2.2. Finally, in §6, numerical results on a priori chosen meshes are given that support our theoretical estimate. 
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2) can be omitted since it follows, for some constantβ, from 0 < β < b u (x, u) and u being a unique and bounded solution of (1.1); see, e.g., [28, §12] . Note that assumption (1.2) enables us to linearize (1.1) and then invoke the Green's function in our analysis.
Numerical method. Main result
Let our problem (1.1) satisfy the standard compatibility conditions at the corners of the domain Ω:
which guarantee that u ∈ C 3 (Ω). Numerical method. We require the computed solution U to satisfy the standard seven-point finite difference discretization of problem (1.1):
. . , N 3 − 1, and set U ij l = 0 on the boundary, i.e. if i = 0, N 1 or j = 0, N 2 or l = 0, N 3 . Here, as usual, U ij l is associated with the mesh node x ij l = (x
3 ), and we use the standard finite difference operators, defined for a discrete function V ij l by (2.3)
By condition (1.2), there exists a unique solution of the discrete problem (2.2) on an arbitrary mesh {x ij l }; see, e.g., [5] . 
Similarly, we extend D
Note that by (2.1), the above relations (2.4) imply that D Trilinear interpolation notation. Let U I = U I (x) be the standard trilinear interpolant of the computed solution U ij l , i.e. U I is continuous inΩ, trilinear on each
3 ), and equal to U ij l at the mesh nodes: (2.5)
Similarly, we define the trilinear interpolant v I (x) for any discrete function v ij l or any continuous function v(x).
Furthermore, we shall use the standard one-dimensional linear interpolants v I s with respect to x s for s = 1, 2, 3, that are defined, for any function v, as follows.
3 ) and, furthermore, v I2 and v I3 are linear on each
2 ) and (
3 ), respectively. Note that the trilinear interpolation can be represented as a product of the three one-dimensional interpolation operators independently of the order of the interpolation steps. In particular, for the trilinear interpolant U I of U ij l we have
Now we state a maximum norm a posteriori error estimate, which is the main result of the present paper.
Theorem 2.2. Let u(x) be a solution of problem (1.1), (1.2), (2.1), U ij l a solution of discrete problem (2.2) on an arbitrary mesh {x ij l }, and U I (x) its trilinear interpolant (2.5). Then
where Proof outline. Only to simplify the presentation, throughout this proof, i.e. to the end of §5, we shall assume that
By (1.1), we have
where and let q I denote its trilinear interpolant on the mesh {(x ij l )}. Hence
Noting that q ij l := q(x ij l ) = b(x ij l , U ij l ) and recalling the discrete equation (2.2) and Remark 2.1, yields
Furthermore, using analogues of (2.6) for q s with s = 1, 2, 3, we get
Here we used the relations (2.8)
, which follow from (2.6) since any operator ∂ 2 /∂ 2 x s is commutative with I t for t = s, but not with I s ; see also Remark 2.3.
The proof is completed in §5. First, the residual T U I − T u is represented as
where F 1 , F 2 and F 3 are certain functions of the current mesh and computed solution. This will enable us to estimate the error U I − u in the maximum norm by linearizing the operator T and invoking its stability properties, which are obtained in §4 using sharp estimates of the Green's function of §3. 
1 ), where i := (h i + h i+1 )/2 and δ(·) is the Dirac δ-distribution.
Green's function
Assumption (1.2) enables us to linearize (1.1) and then invoke the Green's function in our analysis. Hence we start with a linear case of (1.1), where we set b(x, u) := p(x)u − f (x) and thus arrive at
Here p ∈ L ∞ (Ω) and, in accordance with (1.2), it satisfies
where ξ = (ξ 1 , ξ 2 , ξ 3 ) and
where dξ = dξ 1 dξ 2 dξ 3 . Starting from (3.3) throughout the present §3, the differential operator L and an auxiliary differential operatorL are understood as differential operators in the variable ξ; furthermore, all norms are understood as norms of functions of ξ.
Furthermore, for any ball B(x ; ρ) of radius ρ centered at anyx ∈ Ω we have
while for the ball B(x ; ρ) of radius ρ centered at x, we have
3.1. Constant-coefficient case. First, we shall establish a particular case of Theorem 3.1. Let p := γ 2 , where γ = const > 0, let Ω be the positive octant space R 3 + = {x 1 , x 2 , x 3 > 0}. In this particular case we denote the differential operator byL and the Green's function byḠ, and for each x we have
The fundamental solution for the operator −∆ ξ + ν 2 in R 3 is e −νr /(4πr); see, e.g., [26, §8.3] . This readily provides the fundamental solution for our differential operatorL, which is
Therefore the Green's function forL over the octant can be obtained by the method of images and involves eight terms of the type ±g(±x 1 , ±x 2 , ±x 3 ; ξ); to be more precise we have 
Proof. It suffices to prove estimates (3.5) and (3. Combining this with the first relation in (3.11) , we obtain the required analogues of (3.5) for g as follows. First, note that
Similarly, we obtain
here replacing the integral over B(x ; ρ) by the integral over B(x ; ρ) yields an upper bound, since (γr + 1)e −γr is a positive decreasing function. Finally, we get
(ii) A calculation using (3.10) shows that
Combining these with the second relation in (3.11), we immediately get the required analogues of (3.9) for g. Let the auxiliary functionḠ satisfy (3.6) with the coefficient γ 2 := β. Since, by Lemma 3.2(i), estimates (3.5) hold true forḠ, to get the desired estimates (3.5) for G, it suffices to show that
Indeed, (3.5a) follows from its analogue forḠ combined with (3.12a) and (3.12c). The next estimate (3.5b) follows from (3.5a) if ρ > ε, and from its analogue for G combined with (3.12b) otherwise. Finally, estimate (3.5c) follows from (3.12c)
for ρ ≥ ε, and is obtained combining its analogue forḠ with (3.12a) and (3.12c) otherwise. Now, to complete the proof, we shall establish each of the estimates in (3.12).
(a) Note that, by (3.3) and (3.6), we get
Therefore, by (3. here the constant C 2 is independent of ε since dist(∂B(x ; ε), ∂B(x ; 2ε)) = 1. Note that to obtain estimate (3.14), it is crucial thatḠ − G = 0 for ξ ∈ ∂Ω ∩ B(x ; 2ε) (this readily holds true for ε < 1/4 since x ∈ [0, 1/2] 3 ; otherwise, we get estimates (3.12) with ε ∈ [1/4, 1] replaced by ε := ε/5 < 1/4, which still imply (3.5)).
Rewriting (3.14) in terms of the original variable ξ, we have 
Stability properties of differential operators
The main result of this section is the following stability theorem for the semilinear differential operator T from (1.1), which we shall further apply to relation (2.9).
Consider the right-hand side f in the special form
where 
2). Then, for any functions
, where f is defined by (4.1) , and v = w on ∂Ω, we have
The proof is deferred to §4.2.
Linear reaction-diffusion.
First we address the linear problem (3.1), (3.2) with the right-hand side (4.1). Since the differential operator L is linear, it is convenient to establish stability of u with respect to various components of f separately. 
Lemma 4.2. There exists a unique solution u ∈ L ∞ (Ω) of problem (3.1), (3.2) with the right-hand side (4.1a). Furthermore, if F
where
] and
, 1] are similar). Now, introduce the rectangular box domain
Clearly (4.3) can be written as u(x) = S 1 + S 2 , where
To estimate S 1 , note that v ξ1ξ1 is well-defined in each Ω i \Ω since the singularity of
1 ). Therefore, we shall invoke the representation
Combining this with
) dξ 1 = 0 yields
Hence we have
Finally, recalling (4.4) and estimate (3.5c) for v ξ 1 ξ 1 = G ξ 1 ξ 1 , we get the desired estimate for S 1 :
It remains to obtain a similar estimate for S 2 , for which, invoking (4.4), we have
Here we also used estimate (3.5b) for v ξ 1 = G ξ 1 .
Semilinear reaction-diffusion. Proof of Theorem 4.1. Using the standard linearization technique, we have
where the linear operator L is defined by (3.1) with
) dt, which, by (1.2), satisfies condition (3.2). Hence the desired estimate follows from Lemmas 4.2 and 4.3.
Analysis of the numerical method. Proof of Theorem 2.2
To complete the proof of our main result, Theorem 2.2, which we started in §2, we shall invoke the following lemma.
where the semi-discrete functions
3 ) and
2 , x 3 ) are defined by
2 ), for j = 1, . . . , N and i, l = 0, . . . , N ,
3 ), for l = 1, . . . , N and i, j = 0, . . . , N .
Proof. We closely imitate the one-dimensional argument used in the proofs of [15, Theorem 3.3] and [17, Lemma 5.1] and include this proof here for completeness only.
It suffices to obtain the desired relation for s = 1, as the other cases are similar. To simplify the presentation, within this proof, fix x
3 , and therefore use the notation
3 ), q 1,i := q 1,ij l , and
3 ). Furthermore, for any function v, let v := ∂v/∂x 1 . Thus we intend to show that −ε 2 (U
First, note that
Recalling (2.3) and (2.7), we observe that
where i = 1, . . . , N . Now, substituting the above representation in (5.2) and omitting the derivative of the constant
A calculation shows that
and, omitting the derivative of another constant 
Thus we have obtained the desired relation −ε 2 (U I 1 ) + q Remark 5.2. One can easily check that F s , for s = 1, 2, 3, of (5.1) allow an alternative representation:
2 ),
3 ). Here, e.g., the new representation of
Proof of Theorem 2.2 (continued from §2).
Extend F 1 and F 2 of Lemma 5.1 onto the whole domainΩ by the trilinear interpolation
2 , x 3 )
Now, noting that any operator ∂/∂x s is commutative with I t for t = s, we obtain the representation (2.9) for the residual T U I − T u. Now, invoking Theorem 4.1 yields 
Combining (5.4) with (2.7) and the trilinear interpolation estimate
we obtain a version of the desired a posteriori error estimate of Theorem 2.2 in which the quantity min |D Finally, note that the interpolation error estimate (5.6), which we used, follows from q −q 
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We consider ε = 10
. . , 10, and two tensor-product meshes with N 1 = N 2 = N 3 = N : a variant of the layer-adapted mesh by Bakhvalov [4] and a simple uniform mesh; see Tables 6.1-6.5. Note that a Bakhvalov-type layer-adapted mesh was chosen for the numerical experiments, since it yields ε-uniform second-order accuracy [4, 16] . Furthermore, we expect a robust adaptive algorithm to generate a mesh that is very close to a Bakhvalov mesh, as in [18, §6 and Figure 2] .
To be precise, if ε ≤ε, our Bakhvalov-type mesh is given by x The constant λ will be specified later. For ε >ε, the Bakhvalov mesh is defined to be a simple uniform mesh.
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When uniform meshes are used-see Tables 6.3 and 6 .4-the boundary layers are not resolved and e = O(1). This is indicated by η = η 3 blowing up even more significantly than e. Unlike η 3 the component η 2 remains bounded. Thus both η 2 and η 3 not being small correctly indicate that the method is inaccurate. But η 2 better reflects the actual errors since e/η 2 ≈ const = 1.0 in Table 6 .4.
Finally we consider the Bakhvalov mesh with λ = 1; see Table 6 .5. Since the condition λ > 2, which implies ε-uniform second-order accuracy for our test problem [4, 16] , is violated, the errors slightly increase as ε → 0. We observe that η 1 is too small compared to η and e.
In summary, for our test problem on the meshes considered, the error estimator η indicates correctly whether or not the method is ε-uniformly accurate. Furthermore, we observe that the quantity η = η 3 might blow up; see Table 6 .4, while the component η 1 is sometimes too optimistic; see Table 6 .5. The component η 2 seems the most relevant estimator for the actual error e. Besides, η 2 does not blow up, like η 3 , and hence seems a suitable error indicator for a posteriori mesh construction.
