We consider a sequence space model of statistical linear inverse problems where we need to estimate a function f from indirect noisy observations. Let a nite set of linear estimators be given. Our aim is to mimic the estimator in that has the smallest risk on the true f . Under general conditions, we show that this can be achieved by simple minimization of unbiased risk estimator, provided the singular values of the operator of the inverse problem decrease as a power law. The main result is a nonasymptotic oracle inequality that is shown to be asymptotically exact. This inequality can be also used to obtain sharp minimax adaptive results. In particular, we apply it to show that minimax adaptation on ellipsoids in multivariate anisotropic case is realized by minimization of unbiased risk estimator without any loss of e ciency with respect to optimal non-adaptive procedures.
Introduction
Let A be a known linear operator on a Hilbert space H with inner product ( ; ) and the norm k k. Let f 2 H be an unknown function that we want to estimate from indirect observations Y (g) = (Af; g) + " (g); g 2 H; (1) where 0 < " < 1 and (g) is a Gaussian random variable on a probability space ( ; A;P), with mean 0 and variance kgk 2 , such that Ef (g) (v)g = (g; v), for any g; v 2 H, where E is the expectation w.r.t. P.
The relation (1) de nes a Gaussian white noise model. Instead of using all the observations fY (g); g 2 Hg it is usually su cient to consider the set of values fY ( k )g, for some orthonormal basis f k g 1 k=1 . Then ( k ) = k are i.i.d. standard Gaussian random variables.
We assume that the basis f k g is such that (Af; k ) = b k k where b k > 0, and k = (f; ' k ) are the Fourier coe cients of f w.r.t. some orthonormal basis f' k g (not necessarily ' k = k ). A typical example when it occurs is that the operator A admits a singular value decomposition of the form A' k = b k k ; A k = b k ' k ; (2) where A is the adjoint of A, b k are singular values, f k g is an orthonormal basis in RangeA H and f' k g is the corresponding orthonormal basis in H.
Under these assumptions (but also in some other situations) one has the equivalent discrete sequence observation model derived from (1): y k = b k k + " k ; k = 1; 2; : : : ; (3) where y k stands for Y ( k ). If b k > 0 the model (3) can be written in the form X k = k + " k k ; k = 1; 2; : : : ; (4) where X k = y k =b k , and k = b ?1 k > 0. This can be also viewed as a model with direct observations and correlated data (Johnstone (1999) ). The sequence space formulation (3) or (4) for statistical inverse problems has been studied in a number of papers see Johnstone and Silverman (1990) , Korostelev and Tsybakov (1993) , Koo (1993) , Donoho (1995) , Mair and Ruymgaart (1996) , Golubev and Khasminskii (1999a,b) , Johnstone (1999) where the notation k k means the`2-norm when applied to -vectors in the sequence space. Here and later E f and E denote the expectations w.r.t.fY (g); g 2 Hg or X = (X 1 ; X 2 ; : : :) for models (1) and (4) respectively. Analyzing the risk R(f;f) of the estimatorf is equivalent to analyzing the corresponding sequence space risk E k^ ? k 2 .
Let = ( 1 ; 2 ; : : :) be a sequence of nonrandom weights, also called lter. Every lter de nes the estimator^ ( ) = (^ 1 ;^ 2 ; : : :) where^ k = k X k . Examples of commonly used weights k are the projection weights k = I(k w), for some integer w (where I is asymptotically equivalent to a smoothing spline estimator Wahba (1977 Wahba ( ,1990 ]. The lter can be interpreted as a smoothing parameter. Although is not nite dimensional, it is usually determined by a nite number of parameters, as in the above examples. In this paper we discuss how to choose these parameters optimally in a datadriven way. In particular, a data-driven choice of smoothing parameters w and for the Tikhonov-Phillips method is interesting.
We suppose that there is a nite set of possible candidate lters = f 1 ; : : :; N g, with s = ( s 1 ; s 2 ; : : :); s = 1; : : : ; N; N 2, satisfying some general conditions. These lters can be, for example, any of the 3 types described above, as well as pooled sets of di erent kinds of lters. Given the data, X = (X 1 ; X 2 ; : : :), our aim is to select a data-dependent sequence of weights = (X) = ( 1 ; 2 ; : : :), with values in , that has asymptotically minimal squared risk for the true . We show that can be de ned as a minimizer (with respect to 2 ) of an unbiased estimator of the risk. Optimality properties of such follow from the oracle inequalities that are the main result of the paper. The oracle inequalities are non-asymptotic, they are obtained under very weak conditions on , and they lead to asymptotically exact inequalities of the form R(f ; f) (1 + o(1)) min 2 R(f ; f); (5) as " ! 0, where f = P 1 k=1 k X k ' k , f = P 1 k=1 k X k ' k and o(1) does not depend on f.
As a consequence of these inequalities, we can justify the optimal choice of smoothing parameters in the Tikhonov-Phillips and projection methods, as well as in Pinsker's method (the last one yields as a by-product sharp minimaxity of on Sobolev ellipsoids). The optimality results are valid under the assumption that k is growing as a power of k, 3 as k ! 1. Generality of the oracle inequalities allows to apply them in various problems.
As an example, we consider sharp adaptation on multivariate anisotropic smoothness classes. An interesting conclusion is that the adaptive estimator based on attains the minimax lower bound for multivariate anisotropic case, without any loss of e ciency.
Other oracle inequalities for inverse problems have been proposed recently by Johnstone (1999) and Cavalier and Tsybakov (2000) . Johnstone (1999) deals with a class of nonlinear estimators based on soft thresholding in a wavelet context. He obtains an asymptotically exact oracle inequality for this class. Cavalier and Tsybakov (2000) consider the model (4) and obtain asymptotically exact oracle inequalities of the form (5) where is the class of all monotone weight sequences , and f (respectively, ) is chosen in a di erent way, by application of a penalized blockwise Stein's rule. Their method is sharp adaptive in a minimax sense on ellipsoids, but it is not suited for parameter selection in restricted classes of lters, such as the Tikhonov-Phillips one.
Main results
We deal with the model (4) and we assume the following. 
The risk of the linear estimator^ ( ) is given by
The assumption (6) is quite natural. In fact, it follows from (7) that the estimator^ ( ) with at least one i 6 2 0; 1] is inadmissible. However, we included the case of negative bounded i since it corresponds to a number of well-known estimators such as kernel ones with non-negative kernels. The results below remain valid (up to a change in constants) if we replace 1 by an arbitrary constant C in (6) . Our data-driven choice of the smoothing parameter is based on the principle of unbiased risk estimation. To be more speci c, recall brie y a heuristic motivation of the Mallows C p . (12) and L = log(NS) + 2 log 2 S: (We recall that N is the number of elements of the family .)
Main results of the paper are given in the next two theorems. In order to prove (5), in many examples it is su cient to use Theorem 2, and even its simpli ed version that we are going to state now. Assume that lim "!0 log(NS) = 0:
Then Assumption 3 holds with C 2 = 1, q = 1 for " small enough, and L = O(log(NS)). Choosing B = ( L ) ?1=2 we get the following corollary of Theorem 2.
Corollary 1 Let Assumptions 1 and 2 hold. Then there exist constants C 3 > 0; C 4 > 0, depending only on C 1 , such that for log(NS) < C 3 we have
for every 2`2 and for the estimator = ( 1 ; 2 ; : : :) with i = i X i .
Thus, the condition (14) is su cient to have asymptotically exact oracle inequalities of the form (5).
Recall that for ill-posed inverse problems k ! 1, as k ! 1. A crucial restriction, implicit in Theorems 1, 2, and Corollary 1 is that k should grow not faster than a power of k. In fact, if k grow exponentially, then even in the simplest case of projection weights k we have 6 = o(1), as " ! 0 (thus, Theorem 2 cannot be applied if N grows with " ! 0). Theorem 1 in this case can be applied but does not give correct rates.
The oracle inequality (13) is suited to obtain minimax results or rates of convergence for classes of sequences . The remainder term in the RHS of (13) is typically of the form " 2 (log(1=")) a with a > 1. This shows limits of applications of (13) : for the classes where the least favorable functions satisfy min 2 R " ; ] << " 2 (log(1=")) a ; the remainder term is not asymptotically negligible, and thus asymptotically sharp adaptation in minimax sense is not possible by use of our techniques. This remark concerns the classes of analytical functions, for example. On the other hand, the remainder term is negligible as compared to the minimax risk on Sobolev ellipsoids.
Theorem 2 is rather "class of estimators", than "class of functions" result. It allows to get oracle inequalities of the form (5) for any xed 2`2, provided the class of estimators is small enough. But sometimes Theorem 1 is more convenient for this purpose, as show the examples below. We will see that both theorems are quite complementary.
Remark 1. Theorems 1, 2 remain valid for non-gaussian i such that Eexp(C 2 i ) < 1 for some C > 0.
Remark 2. Theorems 1, 2 can be used not only for ill-posed, but also for well-posed inverse problems where k 6 ! 1. For example, both theorems apply if k k ? with 0 < 1=4 (allowing = o(1), as " ! 0). For faster decreasing k only Theorem 1 works. The constant C 2 is growing as " ! 0 in this case (that is why we kept it 7 explicit in the results). The RHS of (13) depends on how C 2 is growing, and this in turn depends on the size N of the set . If N log(1=") as " ! 0, the behavior of C 2 is also logarithmic, and the remainder term in (13) is O(" 2 log(1=") a ) for some a > 0, which is only logarithmically worse than the optimal rate " 2 of the well-posed inverse problems.
Remark 3. Consider the special case that corresponds to direct observations (i.e. k 1). Here several oracle inequalities have been known previously. Theorems 1 and 2 extend these results, especially in what concerns multivariate applications.
First oracle inequalities for direct observations model appeared, although implicitly, in the proofs of optimality of C p , cross-validation and related data-driven methods Li (1986 Li ( , 1987 , Tsybakov (1990, 1992) ]. They are also implicit in the minimax adaptive constructions Golubev (1987 Golubev ( , 1992 , Golubev and Nussbaum (1992) , Efromovich (1999) and the references therein]. Presumably, the rst explicit use of oracle inequalities and its implications to minimax is due to Donoho and Johnstone (1994) and Kneip (1994) . More recent references are Donoho and Johnstone (1995,1996) , Nemirovskii (1998) : : :; n ) T ), " = n ?1=2 we rewrite the initial regression model in the equivalent form X i = i + " i ; i = 1; : : :; n; which is a special case of (4), modulo the fact that the`2-vectors should contain zeros starting from (n + 1)th position: = ( 1 ; : : :; n ; 0; 0; : : :). The linear estimatorf is translated intô ( ) = (^ 1 ; : : : ;^ n ; 0; 0; : : : (15) where is the data-driven estimator (10) . This is similar to (13) (but recall that Kneip's inequality (15) covers only the case k 1). Another di erence is that we assume niteness of the set (which, in fact, is not restrictive in view of applications), but we drop the assumption of order. The last point is useful in multivariate models where the ordering on the lters is not natural (cf. the example in Section 6 below).
Examples
Consider some examples and consequences of Theorems 1 and 2. Typical assumptions on the parameters appearing in these theorems will be the following: (17) Corollary 2 Assume that = ( 1 ; : : :; N ) is the set of projection lters de ned by (16) and that (17) where o(1) ! 0 uniformly in 2`2.
In other words, Corollary 2 states that our adaptively selected lter behaves itself asymptotically at least as good as the best projection estimator in . For the direct case (where k 1) such an inequality is obtained by Birg e (1999) who used the Lepski adaptation method rather than the Mallows C p .
Next, consider the situation where there is no restrictions on w 1 except w 1 1 (i.e. the class can contain the projection lters of the order less or equal to some w N ). Applying Proposition 1 we get an inequality with a logarithmic loss of e ciency:
Proposition 2 Assume that = ( 1 ; : : :; N ) is the set of projection lters de ned by (16) and that (17) where C 6 > 0 depends only on min ; max ; . An important special case is wavelet estimators for which we set w 1 = 2 j 0 (where j 0 is the index of the initial level), w j = 2w j?1 . Typically one chooses 2 ?j 0 to be decreasing as a power of " and N log(1="). It is easy to see that the result of Corollary 2 remains valid in this case. Thus, a wavelet estimator that uses our data-driven selection of w j is asymptotically at least as good as the best linear wavelet estimator for any . By taking suprema of both sides of the oracle inequality over Besov classes (for de nition see Donoho and Johnstone (1994 , 1995 ) we get that our adaptive estimator attains optimal rate of convergence on all the Besov classes where linear wavelet estimators attain optimal rates. Example 2. Lewelwise "keep-or-kill" estimators.
Let m > 1 and 1 w 1 < : : : < w m be integers and let e = (e 1 ; : : :; e m?1 ) be a binary sequence of length m ? 1, e k 2 f0;1g. We associate to e a lter (e) = ( 1 (e); 2 (e); : : :) Consider the collection of lters = f (e) : e 2 Eg (19) where E is the set of all binary sequences e of length m ? 1. The linear estimator with weights i (e) "keeps" the blocks of coe cients f i : w k < i w k+1 g for which e k = 1 and "kills" the blocks for which e k = 0. Clearly, N = Card = 2 m?1 :
As in Example 1, we get that Assumption 2 is satis ed and that Cw ?1=2 1 ; S C(w m =w 1 ) 2 provided (17) holds. Therefore, applying Corollary 1 we get the following result.
Proposition 3 Assume that is the set of levelwise "keep-or-kill" lters de ned by (19) and that (17) which is readily satis ed for typical situation where 2 ?j 0 decreases as a power of " and m log(1="). As a conclusion we get, in particular, that the wavelet keep-or-kill level by level estimator that uses our data-driven rule attains optimal rate of convergence on all the Besov classes where wavelet keep-or-kill estimators attain optimal rates. where C and C are positive constants depending only on min ; max ; . This and (17) where o(1) ! 0 uniformly in 2`2.
Note that condition (22) is very weak and it is easily checked in typical situations. For example, one can take N W = O(" ?a ), w max = O(" ?b ), for some arbitrary xed a > 0; b > 0, and assume that N A , max do not depend on " (it is typical to consider just a small xed number of integers , or even one integer ). This should be completed, in order to satisfy (22) , by the mild assumption w 1 = log 2 (1=") ! 1. Since there is no restriction on the power a, the dicrete net W can be arbitrarily ne, and it is not hard to show that optimality of our discretized rule extends to the set of lters (21) Proof. ! : (25) In view of (23) 
Now, acting as in the proof of Lemma 1 and using (25), (26) where i = i (X) 2 ?1;1] depends on the data X (not necessarily i (X) = i (X)) .
We assume that the lter (X) = ( 1 (X); 2 (X); : : :) takes values in the set of candidate lters . In the next lemma we give a bound for the risk of this estimator. We need the following notation Proof. Write E k~ ?
?
Using Lemma 1 with K = S we get
(1 ? i (X)) 2 Next, by (12) ,
Hence, for any B > 0,
Combining (27) { (29) we complete the proof.
Proof of the theorems
Denote 0 = ( 0 1 ; 0 2 ; : : :) the oracle: 0 = arg min 2 R " ; ]. We have
We now bound the last two terms in (30 (37) Substitution of (37) into (35) In this section we apply the oracle inequalities of Section 2 to show that sharp minimax adaptive estimators for inverse problems can be obtained by the principle of unbiased risk estimation. We study the problem where sharp adaptive estimators were not known previously, namely a recovery of anisotropic smooth functions from indirect noisy data. For brevity, we restrict the discussion to a speci c example (measuring the temperature of the earth). However, the key elements of the proofs are given under general assumptions and the result can be easily extended. Let = ( 1 ; 2 ) be the polar coordinates of a point on the surface of the earth (we suppose for simplicity that the earth is a sphere). Consider the problem of measuring the temperature t( ) at the point . The anisotropic character of smoothness here is important and re ects the fact that the temperature changes more rapidly along the meridians than along the parallels. Next, it is assumed that temperature is measured by means of remote infra-red detectors allocated for instance on satellites or on planes. It means that one cannot measure temperature at a given point directly, but one rather measures an average temperature at a vicinity of this point i.e. 
