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UNIVERSAL SUMS OF m-GONAL NUMBERS
BEN KANE AND JINGBO LIU
Abstract. In this paper we study universal quadratic polynomials which arise as sums of polygonal
numbers. Specifically, we determine an asymptotic upper bound (as a function of m) on the size of
the set Sm ⊂ N such that if a sum of m-gonal numbers represents Sm, then it represents N.
1. Introduction And Statement Of Results
The Conway–Schneeberger Fifteen theorem states that a given positive definite integral quadratic
form is universal (i.e., represents every positive integer) if and only if it represents the integers up
to 15 (a smaller subset of these numbers actually suffices). In particular, the sums of squares
Q(x) =
n∑
j=1
ajx
2
j
are universal if and only if they represent every integer up to 15. It was shown in [1] that a sum
f(x) =
n∑
j=1
ajTxj
of triangular numbers Txj :=
xj(xj+1)
2 is universal if and only if it represents every integer up to 8.
In this paper, we are interested in generalizing this question to consider sums
f(x) =
n∑
j=1
ajPm(xj) (1.1)
of (generalized) m-gonal numbers
Pm(xj) :=
(m− 2)x2j − (m− 4)xj
2
,
where these coefficients ajs are positive integers and these xjs are chosen from Z.
Constructing the possible universal sums of generalized m-gonal numbers by using an escalator
tree method of Bhargava, one can see that there exists a (unique, minimal) γm ∈ N such that if
every positive integer less than or equal to γm is represented by f , then f is universal. This is
because there are only finitely many nodes appearing on the tree and γm is actually the largest
value of the truants (the smallest natural number not represented) of these nodes; see Lemma
2.1 for more details. Bosma and the first author [1] have shown that γ3 = 8. When m = 4, we
can deduce that γ4 = 15 from the Conway–Schneeberger Fifteen Theorem and the fact that the
quaternary quadratic form x2+2x2+5x2+5x2 represents every positive integer except for 15. For
m = 5, Ju [14] recently showed that γ5 = 109. Since each hexagonal number can be written as a
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triangular number and vice versa, we conclude for the m = 6 case that γ6 = γ3 = 8. The m = 8
case has been resolved by Ju and Oh [15], who proved that γ8 = 60. Having established a number
of individual cases, it is then natural to ask about the growth of γm as a function of m.
Theorem 1.1. (1) For m ≥ 3 and every ε > 0, there exists an absolute (effective) constant Cε
such that
γm ≤ Cεm7+ε.
(2) There is no uniform upper bound which holds for all m. Specifically, if m ≥ 6, then
γm ≥ m− 4
and for every element ℓ ∈ N there exists a sum of generalized polygonal numbers which represents
every nonnegative integer except for ℓ.
Remark. Theorem 1.1 (2) is due to Guy [12] and is by explicit construction for the form with aj = 1,
but we include it here for comparison with the upper bound obtained in Theorem 1.1 (1).
It may be natural to ask whether one can consider similar questions with mixed sums of mj-gonal
numbers.
f(x) =
n∑
j=1
ajPmj (xj). (1.2)
Theorem 1.1 (2) immediately implies that there is no uniform bound for universality of arbitrary
mixed sums of the type (1.2), but one may add the restriction mj < M in (1.2) for some fixed M
and ask whether there is a bound bM such that any sum of the type (1.2) with mj < M is universal
if and only if it represents every integer up to bM . Techniques similar to those used in the proof
of Theorem 1.1 (1) should lead to the existence of such a bound, but a quantitative version of this
bound would involve more careful calculations than those used in the proof of Theorem 1.1 (1).
This may be an interesting direction for future research.
The proof of Theorem 1.1 goes through the theory of modular forms. Roughly speaking, one
constructs Bhargava’s escalator tree up to a fixed depth n0 ≥ 4 (i.e., one has n = n0 ≥ 4) and
then splits the corresponding theta series into an Eisenstein series component and a cusp form
component. Then one obtains an upper bound for the coefficients of the cuspidal part and a lower
bound for the coefficients of the Eisenstein series component. The Eisenstein series yields the main
asymptotic term and is positive whenever a number is locally represented; hence the hth coeff of
the theta series is positive for h sufficiently large. We give a lower bound for the Eisenstein series
part in Section 3, and bound the coefficients of the cuspidal part from above in Section 5. Although
these bounds depend on the specific lattice L, it turns out that we can ignore this influence because
the lattices occurring in the calculation of the upper bound for γm are independent of m for m
sufficiently large, and hence there are only finitely many lattices involved. More details can be
found in the proof of Theorem 1.1 in Section 6.
2. Preliminaries
Before obtaining a bound for γm, we prove its existence.
Lemma 2.1. The constant γm exists and is finite.
Proof. In order to show that γm is finite, we first describe the construction of an object known as a
escalator tree, which was introduced by Bhargava in his proof of the Conway–Schneeberger Fifteen
Theorem. For convenience we use the n-tuple [a1, ..., an] to denote the sum of generalized m-gonal
numbers
∑n
j=1 ajPm(xj), and without loss of generality we assume that a1 ≤ · · · ≤ an. Suppose that
f = [a1, ..., an] is not universal. Then we define the truant of f to be the smallest positive integer
which is not represented by f , and define an escalation of f to be any sum g = [a1, ..., an, an+1]
2
which represents the truant of f . We will then construct an escalator tree by forming an edge
between f and g, with ∅ as the root. If g is universal, then g will be a leaf of our tree.
We claim that there are only finitely many nodes in this escalator tree. Note that each node is
either universal or has only finitely many escalations. When n ≥ 5, Chan and Oh [4, Theorem 4.9]
show that the local-to-global principle (i.e., that every number which is locally represented by a
positive definite quadratic polynomial is globally represented) is valid for sufficiently large integers.
Therefore, when n = 5, each sum f = [a1, ..., an] on the tree represents every integer except for
finitely many sporadic exceptions and finitely many congruence classes. As there are only finitely
many such f and each escalation represents at least one more integer or one more congruence
class than their parents, we will complete our construction in finitely many steps. If a sum g of
generalized m-gonal numbers represents every truant of nodes on the tree, then it must contain
some leaf (universal sum) as a partial sum. Hence g is universal. Therefore γm is the largest truant
of the nodes on the tree. 
In order to obtain a bound for γm, we employ both algebraic and analytic techniques from the
theory of quadratic lattices and quadratic forms. For the analytic side, we introduce some basic
definitions about modular forms. Let H = {z ∈ C : Im(z) > 0} be the upper half plane. The
matrix γ =
(
a b
c d
) ∈ GL2(R) acts on H via fractional linear transformations as γz := az+bcz+d and it is
standard to write j(γ, z) := cz + d. Let f(z) : H → C be a function. For each k ∈ Z, we use the
notation f |kγ to denote the function whose value at z is
f(z)|kγ := det(γ)
k
2 j(γ, z)−kf(γz).
For Γ ⊆ SL2(Z), we call ν : Γ→ C a multiplier system for Γ of weight k if for every γ,M ∈ Γ
ν(γM)j(γM, z)k = ν(γ)j(γ,Mz)kν(M)j(M,z)k .
We also refer to the multiplier system as a Nebentypus character if ν is a character. A (holomorphic)
modular form of weight k ∈ Z and multiplier system ν for a congruence subgroup Γ(N) ⊆ Γ ⊆
SL2(Z) is a function f which satisfies the following conditions:
(1) f is holomorphic on H;
(2) for every γ ∈ Γ, we have
f |kγ = ν(γ)f ;
(3) for any γ0 ∈ SL2(Z), f(z)|kγ0 has the form
∑
ane
2πinz/N with an = 0 for all n < 0. The
number N is called the cusp width.
Furthermore, if a0 = 0 for all γ0 ∈ SL2(Z), then we call f a cusp form. The space of cusp forms
is an inner product space with respect to the Petersson inner product, defined for weight k cusp
forms f and g on Γ with multiplier ν with |ν| = 1 by
〈f, g〉Γ :=
∫
Γ\H
f(z)g(z)yk
dxdy
y2
. (2.1)
We have included the subscript Γ to emphasize that the definition depends on the choice of Γ on
the right-hand side. There is another normalization
〈f, g〉 := 〈f, g〉Γ
[SL2(Z) : Γ]
which is independent of the choice of Γ. Different authors use these two different normalizations, and
both have advantages and disadvantages in different settings. One advantage of the normalization
〈f, g〉Γ is given in Lemma 5.1 below. On the other hand, it is useful to note that the choice 〈f, g〉
leads to an isometry with respect to the slash operator |k. The following lemma is well-known, but
we supply a proof for the convenience of the reader.
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Lemma 2.2.
(1) For γ ∈ GL2(Q) we have
〈f |kγ, g|kγ〉 = 〈f, g〉 .
(2) In particular, defining f(z)|VN := f(Nz), we have
〈f |VN , g|VN 〉 = N−k 〈f, g〉
and
〈f |VN , g|VN 〉Γ′ =
[
Γ : Γ′
]
N−k 〈f, g〉Γ ,
where f, g are modular on Γ and f |VN , g|VN are modular on Γ′.
Remark. If Γ = Γ0(M) is the congruence subgroup
Γ0(M) :=
{(
a b
c d
)
∈ SL2(Z) :M | c
}
,
then we may choose Γ′ = Γ0(MN). In this case (cf. [18, Proposition 1.7]) we have
[Γ0(M) : Γ0(MN)] = N
∏
p|N
p∤M
(
1 +
1
p
)
= N1+o(1). (2.2)
Proof. (1) Suppose that f, g are modular on Γ and set Γγ := Γ∩γ−1Γγ. Since 〈f, g〉 is independent
of the group and f |kγ is modular on Γγ , we may choose the group Γγ for both of the inner products.
Noting that Im(γz) = y det(γ)|cz+d|2 , we compute
〈f |kγ, g|kγ〉 = 1
[SL2(Z) : Γγ ]
∫
Γγ\H
det(γ)kf(γz)g(γz)
yk
|j(γ, z)|2k
dxdy
y2
=
1
[SL2(Z) : Γγ ]
∫
Γγ\H
f(γz)g(γz)Im(γz)k
dxdy
y2
=
1
[SL2(Z) : Γγ ]
∫
Γγ\H
f(z)g(z)yk
dxdy
y2
= 〈f, g〉 .
Note that in the last line we made the change of variables z 7→ γ−1z and used the fact that if F is
a fundamental domain for Γγ , then so is γF .
(2) This follows immediately from part (1) because
f |VN = N−
k
2 f
∣∣∣
k
(
N 0
0 1
)
and [SL2(Z) : Γ
′] = [SL2(Z) : Γ] [Γ : Γ′]. 
It is natural to define the Petersson norm by ‖f‖2 := 〈f, f〉 and we also denote ‖f‖2Γ := 〈f, f〉Γ.
On the algebraic side, we adopt the language of quadratic spaces and lattices. A quadratic space
is a vector space V with a symmetric bilinear form b on it. A quadratic lattice L on V is a finitely
generated Z-module in V with the property that V = QL. Then there is a basis v1, ..., vn of V such
that L = Zv1 + · · · + Zvn. With respect to this basis, we can associate a so-called Gram matrix
ML = (b(vi, vj)) with L, and write L ∼= ML. When ML is a diagonal matrix with entries a1, ..., an
on the diagonal, it is written as 〈a1, ..., an〉. For a rational prime p, we define the localization of
V and L by Vp := V ⊗Q Qp and Lp := L⊗Z Zp respectively. We also define the p-adic measure to
be the unique translation-invariant measure such that
∫
Zp
dσ = 1; this leads to the conclusion that∫
NZp
dσ = p−ordp(N).
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By a shifted lattice we mean a coset L + ν where ν is a vector in V . Elements in this coset
are of the form x + ν with x ∈ L. The smallest positive integer N such that Nν ∈ L is called
the conductor of the shifted lattice L + ν. As in (1.1), let f(x) =
∑n
j=1 ajPm(xj) be a sum of
generalized m-gonal numbers. In order to investigate the nonnegative integers ℓ represented by f ,
for each such ℓ we write
h = h(ℓ) :=
2ℓ
m− 2 +
n∑
j=1
aj
(
m− 4
2(m− 2)
)2
. (2.3)
Let X := L + ν where L = Zv1 + · · · + Zvn ∼= 〈a1, ..., an〉 and ν = − m−42(m−2)(v1 + · · · + vn) ∈ V .
Then ℓ is represented by f if and only if h is represented by X. We call X the corresponding
shifted lattice of f . Due to equivalence between the representability of ℓ by each f occurring in the
escalator tree and the representability of h(ℓ) by the corresponding shifted lattice X, we investigate
representations by shifted lattices in order to prove Theorem 1.1. We use ϕ(v) to denote the positive
definite quadratic form associated with V , i.e., for v =
∑n
j=1 λjvj with λj ∈ Q we have
ϕ(v) = b(v, v) =
n∑
j=1
ajλ
2
j . (2.4)
Let O(V ) and SO(V ) be the orthogonal group and the proper orthogonal group of V respectively.
The class cls(X) and the proper class cls+(X) of X are defined as the orbits of X under the action
of O(V ) and SO(V ) respectively. The orbit of X under the action of OA(V ) is called the genus of
X, and the orbit of X under the action of SOA(V ) is called the proper genus of X. We denote
them by gen(X) and gen+(X) respectively. By [4, Lemma 4.2], all the elements in the gen(X) and
gen+(X) are shifted lattices on V . Suppose that X1, ...,Xt represent the classes in the genus of X.
Then we define
R(h,X) :=
t∑
i=1
r(h,Xi)
|O(Xi)| and m(X) :=
t∑
i=1
|O(Xi)|−1,
where r(h,Xi) := #{v ∈ Xi : ϕ(v) = h} and |O(Xi)| is the cardinality of the orthogonal group
O(Xi) of Xi. We call m(X) the mass of X.
We put
θX(z) =
∑
v∈X
e2πiϕ(v)z =
∑
h∈Q
r(h,X)e2πihz :=
∑
h∈Q
aθX (h)e
2πihz
and
EX(z) =
∑
h∈Q
R(h,X)m(X)−1e2πihz :=
∑
h∈Q
aEX (h)e
2πihz .
Then, as explained by Shimura in [25], EX(z) is an Eisenstein series of weight n/2. This means
that for a positive rational number h, the coefficient aEX (h) can be expressed as the product of
local densities. This result in the case of quadratic forms was first proved by Siegel [26] and then
generalized by Weil [32]. Furthermore, Shimura [25] shows that the difference
GX(z) = θX(z)− EX(z) :=
∑
h∈Q
aGX (h)e
2πihz
is a cusp form. In the following sections we are going to find an upper bound for |aGX (h)| and a
lower bound for aEX (h). Then we can determine when h is represented by X, i.e., r(h,X) > 0.
5
3. The Eisenstein Series Component
In this section, we give a lower bound and an upper bound on the coefficients of the Eisenstein
series component. Specifically, we bound the local density of a shifted lattice X = L + ν at each
prime p, using a formula of Shimura [25] and formulas of Yang [33]. In the following calculation,
we assume more generally that
(1) L is a primitive positive definite integral lattice with even rank, and the Gram matrix
ML = 〈a1, ..., an〉 with respect to the basis v1, ..., vn;
(2) ν = − cN (v1+ · · ·+vn) with c,N ∈ Z and (c,N) = 1, and hence N is the conductor of L+ν;
(3) h ∈ Q satisfies the condition h−∑nj=1 aj (c/N)2 ∈ 8((N, 4)N)−1Z.
For any rational prime p and z ∈ Qp, we define ep(z) = e(−y) = e2πi(−y) with y ∈
⋃∞
t=1 p
−tZ
such that z − y ∈ Zp. Let λ(v) and λp(v) be the characteristic functions of X and Xp respectively.
Normalizing the measures dv and dσ on Lp and Zp so that
∫
Lp
dv =
∫
Zp
dσ = 1, the local density
at p is defined as
bp(h, λ, 0) :=
∫
Qp
∫
Vp
ep(σ(ϕ(v) − h))λp(v)dvdσ.
For any σ ∈ Qp, we define τp(σ) by
τp(σ) = τp,N,c(σ) :=
∫
Zp
ep(σ[Nx
2 − 2cx])dx,
where the measure on Zp is such that Zp has measure 1. Here (N, c) = 1 and we omit the dependence
on N and c when they are clear from the context; in particular, in the following calculations they
are the N and c determining ν in condition (2) above.
Lemma 3.1. Let χ be a real Dirichlet character. Then for any integer s ≥ 2,
ζ(s)−1 ≤ L(s, χ) ≤ ζ(s).
Proof. The second inequality is obvious. We only need to prove the first one.
logL(s, χ) = −
∑
p
log(1− χ(p)p−s) =
∑
p
∞∑
n=1
χ(pn)
npns
≥ −
∑
p
∞∑
n=1
1
npns
= − log ζ(s).

Then by the formula given in [25, Theorem 1.5], when n ≥ 4 is an even integer, we have the
following inequalities:
π
n
2 h
n−2
2
Γ(n2 )
√
det(L)ζ(n2 )
2
·
∏
p|e1
bp(h, λ, 0)
∏
p|he′,p∤e1
rp
(n
2
)
≤ R(h,X)
m(X)
≤ π
n
2 ζ(n2 )
2h
n−2
2
Γ(n2 )
√
det(L)
·
∏
p|e1
bp(h, λ, 0)
∏
p|he′,p∤e1
rp
(n
2
)
, (3.1)
where e′ is the product of all finite primes p at which the dual lattice L#p 6= 2Lp, and e1 is the
product of all finite primes p at which h /∈ Zp or Lp is not maximal or Xp 6= Lp. The numbers rp(s)
are given in [25, Section 1.6] and one can check that when n ≥ 6 is even, we have 1/2 ≤ rp(n/2) ≤ 2.
Therefore, it suffices to bound values of bp(h, λ, 0).
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3.1. p ≥ 3 and p | N.
Lemma 3.2. Let p be an odd prime divisor of N and c ∈ Z with (c,N) = 1. For any positive
integer t, the map
x 7→ Nx2 − 2cx
is a bijection of Z/ptZ onto itself.
Proof. Since Z/ptZ is finite, it is enough to show that this map is injective. Suppose that [Nx2 −
2cx]− [Ny2 − 2cy] ∈ ptZ with x, y ∈ Z. Then (x− y)[N(x+ y)− 2c] ∈ ptZ. Since (c,N) = 1 and p
is odd, p ∤ 2c. Therefore x− y ∈ ptZ and this map is injective. 
Lemma 3.3. For any odd prime p which divides N ,
τp(σ) =
{
1 if σ ∈ Zp,
0 if σ /∈ Zp.
Proof. It is obvious that τp(σ) = 1 when σ ∈ Zp. Now suppose that σ = p−tα with α ∈ Z×p and
t ≥ 1. Then we have (noting that Zp/ptZp ∼= Z/ptZ)
τp(p
−tα) =
∑
x∈Zp/ptZp
∫
ptZp
ep(p
−tα[N(x+ y)2 − 2c(x+ y)])dy
=
∑
x∈Z/ptZ
ep(p
−tα[Nx2 − 2cx])
∫
ptZp
dy
= p−t
∑
x∈Z/ptZ
ep(p
−tα[Nx2 − 2cx])
= p−t
∑
y∈Z/ptZ
ep(p
−tαy) = 0.

Theorem 3.4. Suppose that p is an odd prime divisor of N . Then
bp(h, λ, 0) = p
−ordpN .
Proof. We directly compute
bp(h, λ, 0) =
∫
Qp
∫
Vp
ep(σ(ϕ(v) − h))λp(v)dvdσ
=
∫
Qp
∫
Lp
ep(σ(ϕ(v + ν)− h))dvdσ
Writing v =
∑n
j=1 λjvj in the basis v1, . . . , vn, we then plug in (from the definition (2.4))
ϕ(v + ν) =
n∑
j=1
aj
(
λj − c
N
)2
and use Lemma 3.3 and (a1, . . . , an) = 1 to obtain∫
Qp
∫
Lp
ep(σ(ϕ(v + ν)− h))dvdσ =
∫
Qp
ep

σ

 n∑
j=1
aj(c/N)
2 − h



 n∏
j=1
τp
(ajσ
N
)
dσ
=
∫
NZp
dσ = p−ordpN .
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In the last line we used the fact that
∏n
j=1 τp
(ajσ
N
)
= 0 unless σ ∈ N(a1,...,an)Zp = NZp, as the
a1, . . . , an are relatively prime. 
3.2. p ≥ 3 and p ∤ N. Under this assumption, Xp = Lp is an integral lattice over Zp. Thus we
can use the formula introduced in [33, Theorem 3.1] to obtain bounds for local densities. Suppose
that Lp is equivalent to 〈b1pr1 , . . . , bnprn〉 with bi ∈ Z×p and r1 ≤ · · · ≤ rn.
For each integer t > 0, set
L(t, 1) := {1 ≤ i ≤ n : ri − t < 0 is odd} l(t, 1) := #L(t, 1).
Furthermore, we define
d(t) := t+
1
2
∑
ri<t
(ri − t), ε(t) :=
(−1
p
)[l(t,1)/2] ∏
i∈L(t,1)
(
bi
p
)
.
Then for h = αpa with α ∈ Z×p and a is a nonnegative integer, Yang [33] has shown that
bp(h, λ, 0) = 1 +R1(1, h, Lp),
where
R1(1, h, Lp) := (1− p−1)
∑
0<t≤a
l(t,1) is even
ε(t)pd(t) + ε(a+ 1)pd(a+1)f1(h).
with
f1(h) :=
{−1p , if l(a+ 1, 1) is even,(
α
p
)
1√
p , if l(a+ 1, 1) is odd.
We next determine the local density in cases where local representations are guaranteed; specif-
ically, we restrict r1, . . . , r4 and b1, . . . , b4 in a way which guarantees that the lattice Lp is (locally)
universal and then bound the local density by a constant which only depends on L.
Theorem 3.5. Suppose that n ≥ 6. Let p be an odd prime which does not divide N . If [r1, r2, r3, r4]
is equal to one of the following :
(1) [0, 0, 0, i], i ≥ 0;
(2) [0, 0, i, j], 1 ≤ i ≤ j when p ≡ 1 (mod 4) and
(
b1b2
p
)
= 1 or p ≡ 3 (mod 4) and
(
b1b2
p
)
= −1;
(3) [0, 0, 1, 1] when p ≡ 1 (mod 4) and
(
b1b2
p
)
= −1 or p ≡ 3 (mod 4) and
(
b1b2
p
)
= 1,
then there are absolute positive constants c1(L) and c2(L) depending only on L such that
c1(L) ≤ bp(h, λ, 0) ≤ c2(L).
Proof. For Case (1), note that when t ≤ r4 is odd, l(t, 1) = 3 is odd; when r4 + 1 ≤ t ≤ rn,
d(t) ≤ r4/2 − t; and when t ≥ rn + 1, we have d(t) ≤ r4/2 − t− 1 (noting that n ≥ 6, so the sum
defining d(t) has at least 6 summands). Thus
|R1(1, h, Lp)| ≤ (1− p−1)
(
p−1 + · · · + p−⌊r4/2⌋ +
∞∑
t=r4+1
pd(t)
)
+ pd(1)−1/2
≤ (1− p−1)
(
p−1 + · · · + p−⌊r4/2⌋ +
rn∑
t=r4+1
pr4/2−t +
∞∑
t=rn+1
pr4/2−t−1
)
+ p−1
≤ 2p−1.
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For Case (2), when a = 0, it is evident that |R1(1, h, Lp)| ≤ p−1/2. Then note that when t = 1,
l(1, 1) = 2, ε(1) = 1 and d(1) = 0; when 2 ≤ t ≤ r4, we see that l(t, 1) is either odd or l(t, 1) = 2
is even and both d(t) = 0 and ε(t) = 1; when t ≥ r4 + 1, we write t = r4 + i with i ≥ 1 and then
note that d(t) ≤ (r3 + r4)/2 − t ≤ −i. Thus we have
1− 2p−1 ≤ (1− p−1)
(
1−
∞∑
i=1
p−i
)
≤ R1(1, h, Lp) ≤ (1− p−1)
(
r4 +
∞∑
i=1
p−i
)
≤ r4.
For Case (3), we have d(t) ≤ 1− t when 1 ≤ t ≤ rn, and d(t) ≤ −t when t ≥ rn + 1. Thus
|R1(1, h, Lp)| ≤ (1− p−1)
∞∑
t=1
pd(t)
≤ (1− p−1)
(
rn∑
t=1
pd(t) +
∞∑
t=rn+1
pd(t)
)
≤ 1−
(
p−rn − p−(rn+1)
)
.
Hence there exist absolute positive constants c1(L) and c2(L) which depend only on L such that
c1(L) ≤ bp(h, λ, 0) ≤ c2(L).

3.3. p = 2 and 2‖N.
Lemma 3.6. Suppose that 2‖N . For any positive integer t, the map
x 7→ (N/2)x2 − cx
is a two-to-one surjection of Z/2tZ onto 2Z/2tZ.
Proof. It suffices to show that each element of 2Z/2tZ corresponds to at most two elements of Z/2tZ.
Suppose that [(N/2)x2−cx]−[(N/2)y2−cy] ∈ 2tZ with x, y ∈ Z. Then (x−y)[(N/2)(x+y)−c] ∈ 2tZ.
If x− y ∈ 2Z, then 2 ∤ (N/2)(x+ y)− c, so that x− y ∈ 2tZ. Thus we obtain that each element of
2Z/2tZ corresponds to at most two elements of Z/2tZ. 
Lemma 3.7. Suppose that 2‖N . Then
τ2(σ) =
{
1, if σ ∈ 2−2Zp,
0, if σ /∈ 2−2Zp.
Proof. Suppose that σ = 2−tα with α ∈ Z×2 and t ≥ 3. Then, following the same calculation as in
the proof of Lemma 3.3, we have
τ2(2
−tα) = 21−t
∑
x∈Z/2t−1Z
e2(2
1−tα[(N/2)x2 − cx]) = 22−t
∑
y∈Z/2t−2Z
e2(2
2−tαy) = 0.
Therefore τ2(σ) is 0 or 1 according to σ /∈ 2−2Z2 or σ ∈ 2−2Z2. 
Theorem 3.8. Suppose that 2‖N . Then
b2(h, λ, 0) = 2 = 2
−(ord2N−2).
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Proof. Following the calculation in the proof of Theorem 3.4, we compute
b2(h, λ, 0) =
∫
Q2
∫
V2
e2(σ(ϕ(v) − h))λ2(v)dvdσ
=
∫
Q2
∫
L2
e2(σ(ϕ(v + ν)− h))dvdσ
=
∫
Q2
e2

σ

 n∑
j=1
aj(c/N)
2 − h



 n∏
j=1
τ2
(ajσ
N
)
dσ
=
∫
2−1Z2
dσ = 2.

3.4. p = 2 and 4 | N. The argument here is similar to that in Subsection 3.1. Nonetheless, we
provide it here for the sake of completeness and clarity.
Lemma 3.9. Suppose that 4 | N . For any positive integer t, the map
x 7→ (N/2)x2 − cx
is a bijection of Z/2tZ onto itself.
Proof. Since Z/2tZ is finite, it is enough to show that this map is injective. Suppose that [(N/2)x2−
cx]− [(N/2)y2 − cy] ∈ 2tZ with x, y ∈ Z. Then (x− y)[(N/2)(x + y)− c] ∈ 2tZ. Since (c,N) = 1,
2 ∤ c. Therefore x− y ∈ 2tZ and this map is injective. 
It is obvious that τ2(σ) = 1 when σ ∈ 2−1Z2. Now suppose that σ = 2−tα with α ∈ Z×2 and
t ≥ 2. Then we have
τ2(2
−tα) = 21−t
∑
x∈Z/2t−1Z
e2(2
1−tα[(N/2)x2 − cx]) = 21−t
∑
y∈Z/2t−1Z
e2(2
1−tαy) = 0.
Therefore τ2(σ) is 0 or 1, depending on whether σ /∈ 2−1Z2 or σ ∈ 2−1Z2.
Theorem 3.10. Suppose that 4 | N . Then
b2(h, λ, 0) = 2
−(ord2N−1).
Proof. Calculating the same as in the proof of Theorem 3.4, we obtain
b2(h, λ, 0) =
∫
Q2
∫
V2
e2(σ(ϕ(v) − h))λ2(v)dvdσ
=
∫
Q2
∫
L2
e2(σ(ϕ(v + ν)− h))dvdσ
=
∫
Q2
e2

σ

 n∑
j=1
aj(c/N)
2 − h



 n∏
j=1
τ2
(ajσ
N
)
dσ
= 2−(ord2N−1).

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3.5. p = 2 and 2 ∤ N. In this case, ν ∈ L2. Hence X2 = L2 and we can apply [33, Theorem 4.1]
to obtain bounds for local densities. Since L2 is independent of N , the local density clearly only
depends on the lattice L, but it remains to show that the density is positive, for which we need
to restrict the possible choice of lattice. Suppose that L2 is equivalent to 〈b12r1 , ..., bn2rn〉 with
bi ∈ Z×2 and r1 ≤ · · · ≤ rn.
For each integer t > 0 we denote
L(t, 1) := {ri : ri − t < 0 is odd}, l(t, 1) := #L(t, 1),
ε(t) :=
∏
i∈L(t−1,1)
bi, d(t) := t+
1
2
∑
ri<t−1
(ri − t+ 1),
δ(t) :=
{
0 if ri = t− 1 for some i,
1 otherwise.
(
2
x
)
:=
{
(2, x)2, if x ∈ Z×2 ,
0, otherwise.
Furthermore, for h = α2a with α ∈ Z×2 and a is a nonnegative integer. we define
R1(1, h, L2) :=
∑
1<t≤a+3
l(t−1,1) is odd
δ(t)
(
2
µε(t)
)
2d(t)−3/2
+
∑
1<t≤a+3
l(t−1,1) is even
δ(t)
(
2
ε(t)
)
2d(t)−1e2
(µ
8
)
char(4Z2)(µ),
where µ = µt(h) is given by µt(h) := α2
a+3−t−∑ri<t−1 bi and char(Y ) stands for the characteristic
function of a set Y . Then Yang [33] has shown that
b2(h, λ, 0) = 1 +R1(1, h, L2).
Theorem 3.11. Suppose that n ≥ 6 and 2 does not divide N . If [r1, r2, r3, r4] is equal to one of
the following:
(1) [0, 0, 0, i], 0 ≤ i ≤ 2;
(2) [0, 0, 1, i], 1 ≤ i ≤ 3;
(3) [0, 1, 1, i], 1 ≤ i ≤ 2;
(4) [0, 1, 2, i], 2 ≤ i ≤ 3.
Then there is an absolute positive number d(L) depends only on L such that
d(L) ≤ b2(h, λ, 0) ≤ 2.
Proof. The proof of Theorem 3.11 is straightforward by combining the results of the following two
lemmas. 
Lemma 3.12. Suppose that n ≥ 6 is even, 2 does not divide N and [r1, r2, r3, r4] satisfies one of
conditions in Theorem 3.11. Then∑
t≥rn+2
l(t−1,1) is odd
2d(t)−3/2 +
∑
t≥rn+2
l(t−1,1) is even
2d(t)−1 ≤ 2r4−rn−1.
Furthermore, when [r1, r2, r3, r4] = [0, 0, 0, 2] or [0, 0, 1, 3], this upper bound can be improved to
2r4−rn−2.
Proof. Let s := 12 (r1+r2+r3+r4). We first suppose that n = 6 and compute the contribution for the
terms r6+2 ≤ t <∞. For the cases [r1, r2, r3, r4] = [0, 1, 1, 1] and [0, 1, 2, 2], if r5 = r6, then l(t−1, 1)
11
is odd and d(t)−3/2 ≤ s−1/2−t ≤ r4−t, while if r5 < r6, then d(t)−3/2 < d(t)−1 ≤ s−1/2−t ≤
r4 − t. For the remaining cases, we have s ≤ r4, and hence d(t)− 3/2 < d(t)− 1 ≤ s− t ≤ r4 − t.
We next assume that n ≥ 8 and rn + 2 ≤ t < ∞. Since there are at least 8 summands and
s ≤ r4+1/2 in all cases satisfying the conditions of Theorem 3.11, we have d(t)− 3/2 < d(t)− 1 ≤
s− t− 1 ≤ r4 − t.
Combining the above cases, we conclude that∑
t≥rn+2
l(t−1,1) is odd
2d(t)−3/2 +
∑
t≥rn+2
l(t−1,1) is even
2d(t)−1 ≤
∑
t≥rn+2
2r4−t ≤ 2r4−rn−1.
Moreover, when [r1, r2, r3, r4] = [0, 0, 0, 2] or [0, 0, 1, 3] and rn + 2 ≤ t < ∞, we have d(t) − 1 ≤
s− t ≤ r4 − 1− t, which improves the above bound by a factor of 1/2. 
Lemma 3.13. Suppose that n ≥ 6, 2 does not divide N , [r1, r2, r3, r4] satisfies one of conditions
in Theorem 3.11, and r4 + 2 ≤ rn. Then∑
r4+2≤t≤rn
l(t−1,1) is odd
δ(t)2d(t)−3/2 +
∑
r4+2≤t≤rn
l(t−1,1) is even
δ(t)2d(t)−1 ≤ 2−1 + · · · + 2r4−rn+1.
Furthermore, when [r1, r2, r3, r4] = [0, 0, 0, 2] or [0, 0, 1, 3], we can improve this upper bound to
2−2 + · · ·+ 2r4−rn.
Proof. Let s := 12(r1 + r2 + r3 + r4). Assume first that r4 + 2 ≤ t ≤ r5. In this case, we have
d(t) = s − t + 2. For every choice satisfying the conditions of Theorem 3.11, if l(t − 1, 1) is odd,
we have s ≤ r4 + 1/2 and d(t) − 3/2 ≤ r4 + 1 − t, while if l(t − 1, 1) is even, we have s ≤ r4 and
d(t)− 1 ≤ r4 + 1− t.
Next consider the case r5 + 2 ≤ t ≤ rn. In this case there are at least 5 summands in the sum
defining d(t), and therefore d(t)−1 ≤ s−t+1/2 ≤ r4+1−t. Finally, when [r1, r2, r3, r4] = [0, 0, 0, 2]
or [0, 0, 1, 3] and r4 + 2 ≤ t ≤ rn, d(t)− 1 ≤ s− t+ 1 ≤ r4 − t, which yields the improved bound in
that case. 
3.6. Upper Bounds and Lower Bounds. We conclude this section with the main theorems of
this part.
Theorem 3.14. Suppose that L, ν, h satisfy the conditions given at the beginning of this section. If
L also satisfies the conditions in Theorem 3.5 and Theorem 3.11, then there exist absolute positive
constants A(L) and B(L) which depend only on L such that
A(L)
h
n−2
2
−ε
N
≤ R(h,X)
m(X)
≤ B(L)h
n−2
2
+ε
N
.
Proof. It is enough to find bounds for the products
∏
p|e1 bp(h, λ, 0) and
∏
p|he′,p∤e1 rp
(
n
2
)
appearing
in (3.1).
Note that the values of e′ and e1 depend only on N and the structure of the lattice L. We bound
the product of local densities by combining the results obtained in Subsections 3.1–3.5. To obtain
a bound on the product of factors rp(n/2), let ω(x) :=
∑
p|x 1 denote the number of distinct prime
divisors of x. Robin [21, Theorem 11] has shown that ω(x) ≤ 1.3841 log x(log log x)−1, and hence
2ω(x) ≪ε xε. Combining this with the fact that 1/2 ≤ rp(n/2) ≤ 2 when n ≥ 6 is even, we obtain
the claim. 
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Remark. When p | 2 det(L) but p ∤ N , we have bp(h, λ, 0) ≤ max{2, ordp det(L)}. Then
R(h,X)
m(X)
≤ 4π
n
2 ζ(n2 )
2
Γ(n2 )
√
det(L)
·
∏
p|2det(L)
max{2, ordp det(L)} · h
n−2
2
+ε
N
≤ 16π
n
2 ζ(n2 )
2
Γ(n2 )
· h
n−2
2
+ε
N
Hence we see that the constant
B(L) =: Bn (3.2)
may be chosen to only depend on the rank n of L, and not the individual lattice L.
We can also obtain an upper bound for L+ ν with a more general set of vectors ν (note that for
a lower bound we would require some additional restriction on the lattice).
Theorem 3.15. Suppose that L satisfies the condition given at the beginning of this section, and
that L + ν is a coset with conductor N (i.e., Nν is not necessarily of the form c(v1 + · · · + vn)).
Then there exists an absolute positive constant C(L) which depends only on L such that
R(h,X)
m(X)
≤ C(L)h
n−2
2
+ε
N
.
Proof. We first assume that p ∤ N . Since d(t) is decreasing to −∞ as t goes to ∞, the local density
bp(h, λ, 0) is trivially bounded by some positive constant which only depends on L. We only need
to recalculate the local densities bp(h, λ, 0) where p | N . Suppose that ν = −(c1v1+ · · ·+ cnvn)/N .
As L+ ν is a coset with conductor N , for each p | N there exists some ci such that (ci, p) = 1. We
then compute
bp(h, λ, 0) =
∫
Qp
∫
Vp
ep(σ(ϕ(v) − h))λp(v)dvdσ
=
∫
Qp
∫
Lp
ep(σ(ϕ(v + ν)− h))dvdσ
=
∫
Qp
ep

σ

 n∑
j=1
aj(cj/N)
2 − h



 n∏
j=1
∫
Zp
ep
(
σaj(2cj , N)
N
(
N
(2cj , N)
x2 − 2cj
(2cj , N)
x
))
dxdσ.
Note that for j = 1, ..., n∣∣∣∣∣
∫
Zp
ep
(
σaj(2cj , N)
N
(
N
(2cj , N)
x2 − 2cj
(2cj , N)
x
))
dx
∣∣∣∣∣ ≤ 1.
In particular, when (ci, p) = 1, by similar arguments as in Lemma 3.3 and Lemma 3.7 we have∫
Zp
ep
(
σai(2ci, N)
N
(
N
(2ci, N)
x2 − 2ci
(2ci, N)
x
))
dx = 1
if σ ∈ pordpN−ordp(2,N)−ordpaiZp when p | N/(2, N), or if σ ∈ 2ord2N−ord2(2,N)−ord2ai−1Z2 when 2‖N .
Otherwise it is 0. Therefore, when p | N
bp(h, λ, 0) ≤ 4pordp det(L)−ordpN .

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4. Mass Formula For Shifted Lattices
In this section, we would like to find an upper bound for the mass for a shifted lattice X = L+ν,
where L and ν satisfy the conditions given at the beginning of Section 3. Recall that the mass of
X is defined as
m(X) :=
r∑
i=1
|O(Xi)|−1,
where X1, ...,Xr are the representatives of the isometry classes in the genus of X. Now let Y1, ..., Ys
be the representatives of the proper isometry classes in the genus of X and define
m+(X) :=
s∑
j=1
|SO(Yj)|−1.
We define m(K) and m+(K) analogously for any lattice K.
Lemma 4.1. We have
m+(X) = 2m(X).
Proof. For any W in the genus of X, note that [O(W ) : SO(W )] = 2 or O(W ) = SO(W ), according
to the cases where O(W ) contains an isometry with determinant −1 or not. When [O(W ) :
SO(W )] = 2, we have cls(W ) = cls+(W ) and |SO(W )|−1 = 2|O(W )|−1. Now we suppose that
O(W ) = SO(W ) and O(V ) = SO(V ) ∪ SO(V )τ . Then we have cls(W ) = cls+(W ) ∪ cls+(τW ) and
|SO(W )|−1 + |SO(τW )|−1 = 2|O(W )|−1. 
Lemma 4.2. Let K be a lattice of rank n ≥ 4 over Z, and let u0 be a primitive vector in Kp. Then[
SO(Kp) : SO
(
Kp +
u0
pt
)]
≤ 2p2ordp(2 detK)p(n−1)t.
Proof. We want to show that we can choose βp to be 2p
2ordp(2 detK) in [28, lemma 4.1]. The proof
of [28, lemma 4.1] shows that
[SO(Kp) : SO(Kp +
u0
pt
)] ≤ |x ∈ Kp/ptKp : ϕ(x) = ϕ(u0) (mod pt)|.
Consider the quotient
|x ∈ Kp/ptKp : ϕ(x) = ϕ(u0) (mod pt)|
p(n−1)t
.
By [26, Hilfssatz 13], when t > 2ordp(2 detK) this quotient is a constant which is the local rep-
resentation density of Kp at ϕ(u0). Applying Yang’s formulas in Subsection 3.2 and Subsection
3.5, we can bound the local density by 2p2ordp(2 detK) for each p. When t ≤ 2ordp(2 detK), the
number of elements in Kp/p
tKp is less than or equal to p
nt, thus the quotient is bounded by
pt ≤ 2p2ordp(2 detK).

Theorem 4.3. Suppose that X = L+ν where L and ν satisfy the conditions given at the beginning
of Section 3. Suppose that the rank n of L is at least 4. Then
m(X)≪n det(L)
n+5
2 Nn−1+ε.
Proof. Given a shifted lattice Y , we define
Mass+(Y ) :=
∑
W∈gen+(Y )
1
|SO(W )| ,
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where the sum runs through the representatives of proper isometry classes in gen+(Y ). Note that
cls+(Y ) ⊆ gen+(Y ) ⊆ gen(Y ). If X1, ...,Xt are the representatives of proper genera in the genus of
X, then we have
m+(X) =
t∑
i=1
Mass+(Xi).
Since Xi is in the genus of X, there exists αi ∈ OA(V ) for which Xi = αiX. This implies that
Xi = αiL+ νi, where νi − (αi)pν ∈ (αi)pLp for every finite prime p. Hence νi ∈ (αi)pLp for primes
p ∤ N , and when p | N we have νi = cNwi for some primitive vector wi ∈ (αi)pLp.
Now we want to find an upper bound for Mass+(Xi), i = 1, ..., t. Let τ be the Tamagawa measure
on O+A (V ) (for details, the reader may refer to [2, Appendix B, Section 4]). Then we have
m+(αiL) = 2τ∞(SO(V∞))−1
∏
p 6=∞
τp(SO((αiL)p))
−1.
By [27, Corollary 2.5], we have
Mass+(Xi) = 2τ∞(SO(V∞))−1
∏
p 6=∞
τp(SO((Xi)p))
−1.
Note that all the Mass+(Xi) are the same because all the local proper orthogonal groups SO((Xi)p)
are conjugate and the Tamagawa measure is a Haar measure. Therefore,
Mass+(Xi) = m
+(αiL)
∏
p|N
[SO((αiL)p) : SO((Xi)p)]
= m+(L)
∏
p|N
[SO((αiL)p) : SO((Xi)p)].
Let S be the Gram matrix of a lattice L. For every prime p and positive integer r, let Apr(L)
denote the number of n× n integral matrices T mod pr such that
T tST ≡ S (mod pr).
Then by [26, Hilfssatz 13], 12p
−(r/2)n(n−1)Apr(L) is independent of r when r is large enough, and
the value will be denoted by αp(L). By [16, Theorem 6.8.1], we have
m+(L) = 2m(L) = 4π−n(n+1)/4
n∏
i=1
Γ(i/2) det(L)
n+1
2 ×
∏
p
αp(L)
−1.
In the following paragraph, we use [16, Theorem 5.6.3] to calculate the local density αp(L) for
each prime p. Notice that the definition of local density is normalized differently in [16]; namely
βp(L,L) = 2
−nδ2,p+1αp(L), where δ2,p is Kronecker’s delta function.
Suppose that Lp = ⊥jMj where Mj is either pj-modular or {0}, and Mj 6= {0} occurs only for
finitely many integers j. Write Mj = N
(pj)
j for the scaling of the bilinear form on the unimodular
lattice Nj by p
j and let nj := rank(Nj) = rank(Mj). First we consider the case when p ≥ 3. Let s
be the number of nonzero components Mj . By [16, Theorem 5.6.3] we have
αp(L) ≥ 2s−1p
∑
j≥0 jnj(nj+1)/2
∏
j≥0,Mj 6=0
(1 + p−nj/2)−1
⌊
nj
2
⌋∏
i=1
(
1− p−2i)
≥
⌊n02 ⌋∏
i=1
(
1− p−2i) · (1 + p−n0/2)−1 · ∏
j>0,Mj 6=0
2(1 + p−nj/2)−1pjnj(nj+1)/2
⌊
nj
2
⌋∏
i=1
(
1− p−2i)
15
≥
⌊n02 ⌋∏
i=1
(1− p−2i) · (1 + p−n0/2)−1 · ps−1
≥ (1− p−2)(1− p−4) · · ·(1− p−n+2)(1− p−n/2) .
Then we consider the case when p = 2. For convenience, Nj = {0} is also called even. We define
tj :=


0, if Nj is even;
nj, if Nj is odd and Nj+1 is even;
nj + 1, if Nj and Nj+1 are odd.
For a unimodular lattice M , we write M = M(e) ⊥M(o), where M(e) is even and M(o) is either
odd or {0} with rank(M(o)) ≤ 2. For any Mj 6= {0}, we put
Fj =


1
2(1 + 2
−rank(Nj(e))/2), if both Nj−1 and Nj+1 are even
and unless Nj(o) ∼= 〈ε1〉 ⊥ 〈ε2〉
with ε1 ≡ ε2 (mod 4);
1
2 , otherwise.
Then by [16, Theorem 5.6.3],
α2(L) ≥ 2n−12
∑
j≥0 jnj(nj+1)/2−
∑
j≥0 tj
∏
j≥0,Mj 6=0
F−1j ·
∏
j≥0,Mj 6=0
⌊
nj
2
⌋∏
i=1
(
1− 2−2i)
≥ 2n−12−
∑
j≥0 tj
∏
j≥0,Mj 6=0
F−1j
⌊n0
2
⌋∏
i=1
(1− 2−2i) ·
∏
j>0,Mj 6=0
2jnj(nj+1)/2
⌊nj
2
⌋∏
i=1
(1− 2−2i)
= 2n−1
∏
j≥0,Mj 6=0
2−tjF−1j
⌊n0
2
⌋∏
i=1
(1− 2−2i) ·
∏
j>0,Mj 6=0
2jnj(nj+1)/2
⌊nj
2
⌋∏
i=1
(
1− 2−2i)
≥ 2n−12−
∑
j≥0 nj
⌊n0
2
⌋∏
i=1
(1− 2−2i) ·
∏
j>0,Mj 6=0
2jnj(nj+1)/2
⌊nj
2
⌋∏
i=1
(
1− 2−2i)
≥ 1
2
(
1− 2−2)(1− 2−4) · · ·(1− 2−n+2)(1− 2−n/2) .
Hence, we conclude that
αp(L) ≥ 2−δ2,p
(
1− p−2)(1− p−4) · · ·(1− p−n+2)(1− p−n/2)
for each prime p. Therefore
m+(L)≪n det(L)
n+1
2 .
Finally, we obtain that [SO((αiL)p) : SO((Xi)p)]≪ 2p2ordp(2 detL)p(n−1)ordpN by Lemma 4.2. Com-
bining this with the above results, we can conclude that for i = 1, ..., t,
Mass+(Xi)≪n det(L)
n+5
2 Nn−1+ε.
Now it is enough to count the number of proper genera in the genus of X. Notice that
gen+(X) = {Y ∈ gen(X) : Yp ∈ cls+(Xp) for any finite prime p}.
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If p ∤ N , then we have cls+(Xp) = cls
+(Lp) = cls(Lp) = cls(Xp), while for p | N we have 1 ≤
[cls(Xp) : cls
+(Xp)] ≤ 2. Therefore there are at most 2ω(N) = O(N ε) proper genera in the genus of
X, where ω(N) is the number of prime divisors of N . 
5. Bound On The Cuspidal Part
The coefficients of cusp forms have attracted a great deal of attention. In [20], Ramanujan
studied the coefficients of ∆(z), the unique normalized cusp form of weight 12 for SL2(Z) given by
∆(z) = q
∞∏
n=1
(1− qn)24 =
∞∑
n=1
τ(n)qn,
where q = e2πiz . Ramanujan conjectured that τ(n) ≤ σ0(n)n 112 , where σ0(n) is the number of
positive divisors of n. Then Petersson [19] generalized Ramanujan’s conjecture to cusp forms for
congruence subgroups of SL2(Z). Eichler [10] first recognized the role of arithmetic geometry in
relation to the Ramanujan-Petersson conjecture by reducing the weight k = 2 case to the Weil
conjectures for algebraic curves over finite fields. Shimura, Kuga, Ihara and Deligne similarly
reduced this conjecture for all weights k ≥ 2 to the full Weil conjectures (see [7] for details).
Finally, the Ramanujan-Petersson conjecture was proven by Deligne [6] as a consequence of his
work on the Weil conjectures.
Deligne’s result applies to newforms, certain cusp forms that are eigenforms for all of the Hecke
operators. For such a weight k newform, Deligne’s work implies that the coefficient of qn is bounded
above by σ0(n)n
k−1
2 . Any cusp form can be written as a linear combination of newforms and
newforms acted on by various operators, so it is still the case that the coefficients of a general
cusp form f are O(σ0(n)n
k−1
2 ). However, the implied constant depends heavily on f , and it is a
nontrivial problem to determine this constant.
In this section, we will first study this implied constant and then we will use the above bound
to obtain an upper bound on the coefficients of the cuspidal part. We use an explicit argument of
Schulze-Pillot and Yenirce [23] in order to obtain a bound on the Fourier coefficients in terms of
the Petersson norm.
Lemma 5.1. Let ΓM,N := Γ0(MN
2)∩Γ1(N) and Sk (ΓM,N , ψ) be the space of cusp forms of weight
k for ΓM,N with Nebentypus ψ in the usual sense that the multiplier for γ =
(
a b
c d
) ∈ ΓM,N is ψ(d).
Suppose that k ∈ N and f ∈ Sk (ΓM,N , ψ) for some character ψ.
(1) For every h ∈ N
|af (h)| ≪ε,k ‖f‖ΓM,Nh
k−1
2
+ε(MN)ε. (5.1)
The implied constant in (5.1) is ineffective.
(2) For every h ∈ N
|af (h)| ≪ε,k ‖f‖ΓM,Nh
k−1
2
+ε
(
MN2
) 1
2
+ε
. (5.2)
The implied constant in (5.2) is effective.
Remarks.
(1) The implied constant in (5.1) is ineffective due to an ineffective bound for the reciprocal of
the norm of a newform due to Hoffstein and Lockhart [13] (actually, they prove the result for
the Maass form case and note in the remark at the bottom of [13, page 164] that the same
methods yields the result for holomorphic modular forms). This has been made effective
in a few special cases (for example, see the work of Rouse [22]). The effective bound (5.2)
uses an effective version due to Fomenko [11].
17
(2) The result in Lemma 5.1 may essentially be read off from [23, Theorem 11]. However, they
use the normalization ‖f‖ instead of ‖f‖Γ, and hence we provide a full argument for the
reader in order to avoid confusion.
Proof. (1) By [5, Theorem 2.5], we have
Sk(ΓM,N , ψ) =
⊕
χ
Sk
(
Γ0
(
MN2
)
, χψ
)
, (5.3)
where the sum runs over all Dirichlet characters moduloN ; recall that there are ϕ(N) such Dirichlet
characters.
Let Hnewk (ℓ, χψ) denote the set of normalized newforms of weight k and level ℓ with Neben-
typus χψ. For g1 6= g2 ∈ Hnewk (ℓ, χψ) it is well known that 〈g1, g2〉 = 0. Moreover, for each
g ∈ Hnewk (ℓ, χψ), Schulze-Pillot and Yenirce [23] constructed an explicit orthogonal basis of the
eigenspace Wg spanned by g|Vd with d | MNℓ
2
. They then proved (see the proof of [23, Theorem
11]) that there exists an orthonormal (with respect to 〈·, ·〉, not 〈·, ·〉Γ) basis {Fg,d : d | MN
2
ℓ } for
Wg such that ∣∣aFg,d(h)∣∣ ≤ σ0(h)h
k−1
2
‖g‖ d
1
2
∏
p|d
(
1 +
1
p
)2
We hence write
f =
∑
χ(modN)
∑
ℓ|MN2
∑
g∈Hnewk (ℓ,χψ)
∑
d|MN2
ℓ
αg,dFg,d (5.4)
and note that
‖f‖2ΓM,N = [SL2(Z) : ΓM,N ]
∑
χ(modN)
∑
ℓ|MN2
∑
g∈Hnewk (ℓ,χψ)
∑
d|MN2
ℓ
|αg,d|2 . (5.5)
We then bound
|af (h)| ≤
∑
χ(modN)
∑
ℓ|MN2
∑
g∈Hnewk (ℓ,χψ)
∑
d|MN2
ℓ
|αg,d|
∣∣aFg,d(h)∣∣
≤ σ0(h)h
k−1
2
∑
χ(modN)
∑
ℓ|MN2
∑
g∈Hnewk (ℓ,χψ)
∑
d|MN2
ℓ
|αg,d|
‖g‖ d
1
2
∏
p|d
(
1 +
1
p
)2
. (5.6)
We now apply Cauchy-Schwartz and (5.5) to bound (5.6) as
|af (h)| ≤
σ0(h)h
k−1
2 ‖f‖ΓM,N
[SL2(Z) : ΓM,N ]
1
2

 ∑
χ(modN)
∑
ℓ|MN2
∑
g∈Hnewk (ℓ,χψ)
∑
d|MN2
ℓ
d
‖g‖2
∏
p|d
(
1 +
1
p
)4
1
2
. (5.7)
Noting that
∏
p|d
(
1 + 1p
)4 ≪ dε ≪ε (MN)ε, trivially bounding d ≤ MN2ℓ , and using the formula
(2.2) yields
NM,N :=
∑
χ(modN)
∑
ℓ|MN2
∑
g∈Hnewk (ℓ,χψ)
∑
d|MN2
ℓ
d
‖g‖2
∏
p|d
(
1 +
1
p
)4
≪ε
(
MN2
)1+ε ∑
χ(modN)
∑
ℓ|MN2
ℓ−1
∑
g∈Hnewk (ℓ,χψ)
1
‖g‖2 . (5.8)
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We then use the bound for the reciprocal of the norm given by Hoffstein and Lockhart [13],
namely
‖g‖−2Γ0(ℓ) ≪ε
(4π)k−1
ℓΓ(k)
(kℓ)ε ≪ε,k ℓε−1,
Since
#Hnewk (ℓ, χψ) ≤ dimC(Sk(ℓ, χψ)) ≤
k
12
[SL2(Z) : Γ0(ℓ)]≪k,ε ℓ1+ε (5.9)
by the valence formula, and the fact that there are ϕ(N) characters χ yields that
NM,N ≪ε,k
(
MN2
)1+ε
ϕ(N)≪MN2ϕ(N)(MN)ε. (5.10)
We finally evaluate the index [SL2(Z) : ΓM,N ]. Since ΓM,N is precisely the kernel of the map
ϕ : Γ0(MN
2)→ Z/NZ given by ϕ(( a bc d )) := a+NZ and a may run through all choices relatively
prime to N (since c ≡ 0 (mod N), a must be relatively prime), we have[
Γ0
(
MN2
)
: ΓM,N
]
= ϕ(N). (5.11)
Hence by (2.2) we have
[SL2(Z) : ΓM,N ] =
[
SL2(Z) : Γ0
(
MN2
)] [
Γ0
(
MN2
)
: ΓM,N
]
=MN2ϕ(N)
∏
p|MN2
(
1 +
1
p
)
,
We therefore obtain from (5.10) that NM,N ≪k,ε [SL2(Z) : ΓM,N ] (MN)ε, and plugging this back
into (5.7) yields the claim.
(2) We return to (5.8). Instead of using Hoffstein and Lockhart’s bound for the reciprocal of the
norm, however, we instead use a bound of Fomenko [11]. Namely, we have (this bound is used in
[23, Theorem 11], but with the normalization ‖g‖).
‖g‖2Γ0(ℓ) ≥ 4πe4π ,
so that (5.8) and (5.9) imply that
NM,N ≪ε
(
MN2
)1+ε ∑
χ(modN)
∑
ℓ|MN2
ℓ−1 [SL2(Z) : Γ0(ℓ)]
∑
g∈Hnewk (ℓ,χψ)
1
≪ε,k
(
MN2
)1+ε ∑
χ(modN)
∑
ℓ|MN2
ℓ1+ε ≪ (MN2)2 ϕ(N)(MN)ε =MN2 [SL2(Z) : ΓM,N ] (MN)ε.

We are now ready to obtain a bound for the coefficients of the cuspidal part of the theta function
for L+ ν.
Proposition 5.2. Suppose that L, ν and h satisfy the conditions given at the beginning of Section
3. If the rank n of L is even and n ≥ 6, then the number of representations rL+ν(h) satisfies
rL+ν(h) = aEL+ν (h) +Oε,n
(
N
n+ 7
2
+ε
L N
3n
2
+ 5
2
+εh
n
2−1
2
+ε
)
,
where aEL+ν (h) is the product of the local densities and NL is the level of L.
Remark. A similar result holds for n odd, except that the power of h is worse, although it is
conjectured that the same power of h holds for odd n ≥ 5. Implied constants in Proposition 5.2
are absolute (independent of m) and effectively computable, but not explicit.
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Proof of Proposition 5.2. We generalize an argument of Duke from [9]. Although Duke was inter-
ested in the ternary quadratic form case, the argument can be applied more generally.
We write the associated theta function ΘL+ν(z) := θL+ν(N
2z) and split
ΘL+ν(z) = EL+ν(N
2z) +GL+ν(N
2z),
where EL+ν is the Eisenstein series component and GL+ν is the cuspidal component. Letting
gL+ν(z) := GL+ν(N
2z), we have
aΘL+ν (N
2h) = aEL+ν (h) + agL+ν (N
2h).
Let hN := N
2h. Then it suffices to prove that∣∣agL+ν (hN )∣∣≪ε,n Nn+ 72+εL N 3n2 + 52+εh n2−12 +ε.
By [5, Theorem 2.4], gL+ν is a weight n/2 cusp form on ΓNL,N , and hence Lemma 5.1 (2) implies
that we have the effective bound
∣∣agL+ν (hN )∣∣≪ε,n N 12LN (NLN)ε ‖gL+ν‖ΓNL,N h
n
2−1
2
+ε
N , (5.12)
where ‖gL+ν‖2ΓNL,N is the Petersson norm of gL+ν normalized as in (2.1). It remains to bound the
norm.
Closely following the argument in [9, Lemma 1], we claim that for any cusp form f of integral
weight k ≥ 2 on Γ ⊇ Γ(M) with cusp width Ni∞ at i∞, we have
‖f‖2Γ ≪ Γ(α)M3α+3−3kNαi∞ [SL2(Z) : Γ]
∞∑
ℓ=1
|af (ℓ)|2 ℓ−α (5.13)
for any α > k − 1 for which the sum converges. Directly from the definition (2.1) of the inner
product, for a cusp form f on a subgroup Γ ⊆ SL2(Z), denoting z = x+ iy, we have
‖f‖2Γ =
∑
γ∈Γ\SL2(Z)
∫
F
|f(γz)|2Im(γz)k dxdy
y2
. (5.14)
Here
F :=
{
z ∈ H : |x| ≤ 1
2
, |z| ≥ 1
}
denotes the standard fundamental domain in the upper half plane H. Let Nσ denote the cusp width
at σ. Since the integrand in (5.14) is non-negative, we may bound from above against the integral
over the box {
z ∈ H : |x| ≤ 1
2
, y ≥
√
3
2
}
.
Namely, we obtain (choosing γσ ∈ SL2(Z) such that γσ(i∞) = σ)
∑
γ∈Γ\SL2(Z)
γ(i∞)=σ
∫
F
|f(γz)|2Im(γz)k dxdy
y2
=
Nσ−1∑
n=0
∫
F
|f(γσ(z + n))|2Im(γσ(z + n))k dxdy
y2
≪
∫ ∞
√
3
2
∫ Nσ
2
−Nσ
2
|f(γσz)|2Im(γσz)k dxdy
y2
. (5.15)
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Due to the exponential decay of f at the cusps, we may choose (as in [9, (10)]) Cσ :=
√
3/2+CNσ
(with C an absolute constant independent of f) such that∫ ∞
Cσ
∫ Nσ
2
−Nσ
2
|f(γσz)|2Im(γσz)k dxdy
y2
≤
∫ Cσ
√
3
2
∫ Nσ
2
−Nσ
2
|f(γσz)|2Im(γσz)k dxdy
y2
,
and thus we may bound (5.15) by
≪
∫ Cσ
√
3
2
∫ Nσ
2
−Nσ
2
|f(γσz)|2Im(γσz)k dxdy
y2
. (5.16)
Plugging back into (5.14) yields
‖f‖2Γ ≪
∑
σ
∫ Cσ
√
3
2
∫ Nσ
2
−Nσ
2
|f(γσz)|2Im(γσz)k dxdy
y2
.
When σ = i∞, we take γi∞ = ( 1 00 1 ). Then Im(γi∞z) = Imz and Re(γi∞z) = Rez. Now writing
γσ =
(
a b
c d
)
with σ = a/c, we have
Im(γσz) =
y
|j(γσ , z)|2 =
y
c2[(x+ d/c)2 + y2]
≫ c−2N−2σ ,
|Re(γσz)− σ| =
∣∣∣∣ac − cx+ dc|j(γσ , z)|2 −
a
c
∣∣∣∣ =
∣∣x+ dc ∣∣
|j(γσ , z)|2 ≪ 1≪ Ni∞,
where j(γσ , z) := cz + d. Hence the change of variables z 7→ γ−1σ z in the integral in (5.16) yields
‖f‖2Γ ≪
∑
σ 6=i∞
∫ ∞
c−2N−2σ
∫ Ni∞
2
−Ni∞
2
|f(z)|2yk dxdy
y2
+
∫ ∞
1
∫ Ni∞
2
−Ni∞
2
|f(z)|2yk dxdy
y2
.
We may now plug in the Fourier expansion of f at i∞; namely f(z) =∑ℓ≥1 af (ℓ)e2πiℓz/Ni∞ . This
yields
‖f‖2Γ ≪
∑
σ 6=i∞
∫ ∞
c−2N−2σ
∞∑
ℓ1=1
∞∑
ℓ2=1
af (ℓ1)af (ℓ2)e
− 2π(ℓ1+ℓ2)y
Ni∞ yk−2dy
∫ Ni∞
2
−Ni∞
2
e
2πi(ℓ1−ℓ2)x
Ni∞ dx
+
∫ ∞
1
∞∑
ℓ1=1
∞∑
ℓ2=1
af (ℓ1)af (ℓ2)e
− 2π(ℓ1+ℓ2)y
Ni∞ yk−2dy
∫ Ni∞
2
−Ni∞
2
e
2πi(ℓ1−ℓ2)x
Ni∞ dx
= Ni∞
∑
σ 6=i∞
∞∑
ℓ=1
|af (ℓ)|2
∫ ∞
c−2N−2σ
e
− 4πℓy
Ni∞ yk−1
dy
y
+Ni∞
∞∑
ℓ=1
|af (ℓ)|2
∫ ∞
1
e
− 4πℓy
Ni∞ yk−1
dy
y
= Nki∞
∑
σ 6=i∞
∞∑
ℓ=1
|af (ℓ)|2 (4πℓ)1−k
∫ ∞
4πℓ
c2N2σNi∞
e−yyk−1
dy
y
+Nki∞
∞∑
ℓ=1
|af (ℓ)|2 (4πℓ)1−k
∫ ∞
4πℓ
Ni∞
e−yyk−1
dy
y
.
We now slightly alter the argument from [9]. We note that the remaining integrals may be expressed
in terms of the incomplete gamma function
Γ(s, y) :=
∫ ∞
y
e−tts−1dt.
We thus have
‖f‖2Γ ≪ Nki∞
∞∑
ℓ=1
|af (ℓ)|2 (4πℓ)1−k

Γ(k − 1, 4πℓ
Ni∞
)
+
∑
σ 6=i∞
Γ
(
k − 1, 4πℓ
c2N2σNi∞
) .
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Since s = k − 1 is a positive integer, we can evaluate the incomplete gamma function as (cf. [8,
8.8.9])
Γ(s, y) = (s − 1)!e−y
s−1∑
j=0
yj
j!
.
We thus obtain
‖f‖2Γ ≪
k−2∑
j=0
1
j!
Nk−ji∞
∞∑
ℓ=1
|af (ℓ)|2 (4πℓ)1−k+j

e− 4πℓNi∞ + ∑
σ 6=i∞
c−2jN−2jσ e
− 4πℓ
c2N2σNi∞

 .
Note that for σ 6= i∞, we may choose c |M and σ = ac with 0 ≤ a < c (we also have 1 ≤ Nσ ≤M).
Therefore, for an integer k ≥ 2, we have
‖f‖2Γ ≪
k−2∑
j=0
1
j!
Nk−ji∞
∞∑
ℓ=1
|af (ℓ)|2 (4πℓ)1−k+j

e− 4πℓNi∞ +∑
c|M
∑
a(mod c)
c−2jN−2j
a/c
e
− 4πℓ
c2N2
a/c
Ni∞


Suppose next that we have a bound
|af (ℓ)| ≤ Cf (4πℓ)r , (5.17)
for some Cf , r ∈ R (we shall determine the constants Cf and r for our particular usage in (5.22)
below). Then we obtain
‖f‖2Γ ≪ C2f
k−2∑
j=0
1
j!
Nk−ji∞
∞∑
ℓ=1
(4πℓ)2r+1−k+j

e− 4πℓNi∞ + ∑
σ 6=i∞
c−2jN−2jσ e
− 4πℓ
c2N2σNi∞


≪ C2fN2r+1i∞
k−2∑
j=0
1
j!
∞∑
ℓ=1
(
4πℓ
Ni∞
)2r+1−k+j
e
− 4πℓ
Ni∞
+C2fN
2r+1
i∞
k−2∑
j=0
1
j!
∑
σ 6=i∞
(cNσ)
4r+2−2k
∞∑
ℓ=1
(
4πℓ
c2N2σNi∞
)2r+1−k+j
e
− 4πℓ
c2N2σNi∞ .
(5.18)
We next bound the sums over ℓ in (5.18) against integrals, giving
‖f‖2Γ ≪ C2fN2r+2i∞
k−2∑
j=0
1
j!

∫ ∞
4π
Ni∞
t2r+1−k+je−tdt+
∑
σ 6=i∞
(cNσ)
4r+4−2k
∫ ∞
4π
c2N2σNi∞
t2r+1−k+je−tdt


= C2fN
2r+2
i∞
k−2∑
j=0

Γ
(
2r + 2− k + j, 4πNi∞
)
j!
+
∑
σ 6=i∞
(cNσ)
4r+4−2k
Γ
(
2r + 2− k + j, 4πc2N2σNi∞
)
j!

 .
(5.19)
When 2r + 2 − k + j > 0, we can bound the incomplete gamma function against the gamma
function (note that this holds for all j if r > k2 − 1). Otherwise, for Re(s) < 0, we use the well-
known asymptotic for y → 0 (for example, rearrange [8, 8.8.9] or [8, 8.4.15] for the special case
s ∈ −N)
Γ(s, y) ∼ −y
s
s
.
Set
CΓ := max {cNσ : σ is a cusp of Γ}
Note that Lemma 5.1 implies that any r > k−12 satisfies (5.17) (although we see later that one
must in practice choose r larger in order to obtain an explicit bound for the constant Cf in (5.17)).
22
Choosing some r > k−12 >
k
2 − 1 and bounding the incomplete gamma functions against gamma
functions, we conclude that
‖f‖2Γ ≪ C2fN2r+2i∞ MC4r+3−2kΓ [SL2(Z) : Γ] (5.20)
from (5.19) together with
∑
σNσ = [SL2(Z) : Γ] and the fact that c |M .
Recall that gL+ν(z) = ΘL+ν(z) − EL+ν(N2z) is a modular form of weight k = n/2 on Γ =
Γ0(NLN
2) ∩ Γ1(N) with the same Nebentypus χL as L (see [24, Proposition 2.1] or [5, Theorem
2.4] for an explicit proof of this result). It is our goal to use (5.20) to obtain a bound for ‖gL+ν‖2.
In order to do so, we use (5.3) to split gL+ν into a sum
gL+ν =
∑
χ
gχ
with (see the proof of [5, Theorem 2.5])
gχ = gL+ν,χ :=
1
ϕ(N)
∑
d∈(Z/NZ)×
χ(d)−1gL+ν
∣∣
k,χL
γd ∈ Sk
(
Γ0(NLN
2), χχL
)
, (5.21)
where γd is any fixed element of Γ0(NLN
2) with lower-right entry d0 ≡ d (mod N). However, [24,
Proposition 2.1] states that ΘL+ν maps to a theta series ΘL+µ associated to another shifted lattice
L+µ of conductor N (indeed, it moreover specifies that µ = aν, where a is the inverse of d modulo
N). Noting that the subspace spanned by Eisenstein series and the space of cusp forms are both
preserved under the slash action, one may take the cuspidal parts of each side to conclude that
gL+ν |k,χLγd is the cusp form gL+µ associated to L+ µ.
We then apply (5.20) with f = gχ. We have M ≪ NLN2, Ni∞ = 1, and [SL2(Z) : Γ] ≪
N1+εL N
2+ε. As pointed out by Duke, since the cusp width Nσ for σ =
a
c in Γ0(M) is M/(c
2,M) ≤
M/c and c |M , we have CΓ0(M) ≤M . Hence CΓ0(NLN2) ≤ NLN2 and we have
‖gχ‖2Γ0(NLN2) ≪ C2gχN4r−n+5+εL N8r−2n+10+ε.
Furthermore, since aGL+µ(ℓ) = aθL+µ(ℓ) − aEL+µ(ℓ) and aθL+µ(ℓ) ≤ |O(L + µ)|m(L + µ)aEL+µ(ℓ),
we have
agL+µ(ℓN ) = aGL+µ(ℓ)≪ N (n+5)/2L Nn−1+εaEL+µ(ℓ).
Hence by (5.21) and Theorem 3.14 (together with the independence of B(L) on L observed in (3.2))
agχ(ℓN )≪ BnN (n+5)/2L ℓ
n
2
−1+ε
N . (5.22)
We may therefore choose r = n2 − 1 + ε and Cgχ ≪ BnN
(n+5)/2
L in (5.17). This yields
‖gχ‖2Γ0(NLN2) ≪ B2nN2n+6+εL N2n+2+ε.
We then plug back into (5.12), multiply by the square-root of the index from (5.11) due to the
change in the subgroup under which the inner product is being taken, and recall that there are
ϕ(N)≪ N characters χ to obtain
∣∣agL+ν (hN )∣∣≪∑
χ
|agχ(hN )| ≪ BnN
n+ 7
2
+ε
L N
n+2+εϕ(N)
3
2h
n
2−1
2
+ε
N
≪ BnNn+
7
2
+ε
L N
n+ 7
2
+εh
n
2−1
2
+ε
N .
Thus we obtain, plugging back in hN = N
2h,∣∣aGL+ν (h)∣∣ = ∣∣agL+ν (hN )∣∣≪ BnNn+ 72+εL N 3n2 + 52+εh n2 −12 +ε.

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6. Universal sums of polygonal numbers and the proof of Theorem 1.1
In this section, we combine the results from Section 5 with Section 3 to prove Theorem 1.1.
Proof of Theorem 1.1. (1) As the value of γm has been determined whenm = 3, 4, 5, 6, 8, we assume
thatm = 7, 9, 10, . . . . We construct escalator trees of generalized m-gonal sums up to depth n0 = 4.
We note that there are no leaves of these partial trees by [29, Theorem 1.1]. Specifically, for m ≥ 12
these trees up to depth 4 are independent of m and given by:
[1]
[1,1]
[1,1,1]
[1,1,1,k]
1 ≤ k ≤ 4
[1,1,2]
[1,1,2,k]
2 ≤ k ≤ 5
[1,1,3]
[1,1,3,k]
3 ≤ k ≤ 6
[1,2]
[1,2,2]
[1,2,2,k]
2 ≤ k ≤ 6
[1,2,3]
[1,2,3,k]
3 ≤ k ≤ 7
[1,2,4]
[1,2,4,k]
4 ≤ k ≤ 8
For m = 7, 9, 10, 11, we can also obtain an explicit tree up to depth 4 (one can refer to [29] for
the truants), although the tree depends on the value of m. Therefore, for each even integer n ≥ 6,
there are only finitely many escalations of rank n, and we can check that these escalations satisfy
the conditions in Theorem 3.14.
In the following argument, we assume that n ≥ 6 is an even integer. For each m and each choice
of aj,m = [a
1
j,m, ..., a
n
j,m] in the escalator tree, we find a bound hj(m) such that for h > hj(m), the
corresponding shifted lattice Lj,m+ νj,m represents h. As there are only finitely many j, we obtain
γm ≤ max
j
hj(m).
One key observation is that form sufficiently large (depending on n), the nodes aj,m are independent
of m. For small m, we may bound hj(m) against a constant depending only on n, so we may
assume that aj,m = aj is independent of m, or in other words that the corresponding shifted lattice
is Lj + νj,m. The dependence of hj(m) therefore only lies in the shift νj,m. This allows one to
ignore the level NLj of the lattice when computing the bound for hj(m), leading to a uniform
bound depending only on m and n.
We next show how to obtain the bound hj(m). For each shifted lattice Lj,m+νj,m in the tree, the
corresponding theta function θLj,m+νj,m counting the number of representations of h by Lj,m+ νj,m
is a weight n/2 holomorphic modular form on some congruence subgroup Γ; the precise subgroup
can be computed using [24, Proposition 2.1].
We then split
θLj,m+νj,m = Ej,m +Gj,m,
where Ej,m is a weight n/2 Eisenstein series on Γ and Gj,m a weight n/2 cusp form on Γ. By the
Siegel–Weil theorem for shifted lattices (see [25] or [31]), the coefficients of Ej,m are the products
of local densities and simultaneously the weighted sums of numbers of representations by shifted
lattices in the genus of Lj,m + νj,m.
By Theorem 3.14, we have
aEj,m(h)≫ε,n m−1h
n
2
−1−ε,
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while Proposition 5.2 implies that
aGj,m(h)≪ε,n m
3n
2
+ 5
2
+εh
n
2−1
2
+ε.
Combining these, we see that the hth coefficient of θLj,m+νj,m is positive for
h≫ε,n m6+
26
n−2+ε.
Finally, by (2.3), we conclude that ℓ is represented by f if
ℓ≫ m7+ 26n−2+ε.
We next take n = nε sufficiently large such that
26
n−2 < ε to obtain the claim; note that since this
is independent of m, the implied dependence on the lattice only depends on ε. However, in order
to take n sufficiently large, it is necessary that (for m sufficiently large) none of the nodes of depth
n < nε are universal. Since Pm(x) only takes the values 0, 1 and integers greater than or equal to
m− 3, there are at most 2n integers less than m− 3 which are represented by the sum (1.1). Hence
if 2n < m− 4, we see that (1.1) is not universal. We conclude that the minimal depth of a leaf in
the tree is depth at least log(m − 4), which goes to infinity as m → ∞. Hence for m sufficiently
large the depth of a leaf is larger than nε in particular, and we conclude the claim.
(2) Although this argument is contained in [12], we provide it for the convenience of the reader.
Note that the number 1 ≤ ℓ ≤ m − 4 is not represented as a sum of ℓ − 1 generalized m-gonal
numbers. Since every integer is the sum of at most m m-gonal numbers (as conjectured by Fermat
and proven by [3]), the form
∑ℓ+m−1
j=ℓ (ℓ + 1)Pm(xj) represents every positive integer divisible by
ℓ+ 1, and thus
ℓ−1∑
j=1
Pm(xj) +
ℓ+m−1∑
j=ℓ
(ℓ+ 1)Pm(xj) + (2ℓ+ 1)Pm(xℓ+m)
represents every positive integer other than ℓ. We therefore obtain that γm ≥ ℓ. Sincem is arbitrary
and the only restriction is ℓ ≤ m− 4, we see that for every ℓ ∈ N there exists a sum of polygonal
numbers which represents precisely every nonnegative integer other than ℓ, and thus there is no
uniform bound. 
Remark. Note that Guy was mainly interested in the smallest dimension for which the sum of
polygonal numbers with aj = 1 is universal. In other words, in our setting, Guy obtained a lower
bound for the depth of the escalator tree, showing that the depth is at least m − 4. His result,
combined with the fact that every positive integer is the sum of at most m generalized m-gonal
numbers implies that the actual depth under this particular restriction is between m − 4 and m,
giving a very tight bound. There exist examples where Guy’s lower bound is sharp; for example,
Sun [30] has shown that every integer is the sum of four generalized octagonal numbers. Moreover,
it was seen in the proof of Theorem 1.1 (1) that the minimal depth of a universal sum (i.e., a leaf
of the tree) is at least log(m−4). It might be interesting to investigate the depth of other branches
of the escalator tree.
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