useful for establishing the location of new wind farms. However, as wind speed and direction are so variable, nobody can guarantee what the long-term wind speed will be, and therefore "the potential wind power production" will be approximate since the wind speed prediction will be also approximate.
There is another point that concerns me, and it is related with the missing data. Often the time series related to wind power generation are affected by a large number of missing values, zeros and outliers. This is in general due to the poor quality of the sensors in the generators. Obtaining precise wind power forecasts is a difficult task if observations are not obtained regularly over time.
The authors affirmed that "missing data were imputed by linear interpolation" (page 7 of the Manuscript, line 13). This is a sensitive point in this article, because linear interpolation is fine if the number of consecutive observations which must be interpolated is relatively small. Otherwise, it is necessary to use more sophisticated imputation methods, as for example, the one proposed by Sorjamaa (2010) for imputing missing values in wind generation series. See also Van Buuren (2013) for a full illustration of the imputation methods for missing values.
The results shown in Table 1 are very promising for all months in the RRSTD model and the Vansycle site, in the sense that MAE is always smaller than the other two estimates (AR and RRSTD) for RRSTD. However, this is not the case when comparing these estimators in Goodnoe Hills. Is there any reason that can explain these differences?
Another point that has surprised me is that the RRSTD model always has the best results for all the values in Table 5 , except for the values associated to dates 3-Oct, 31-Oct, 17-Nov and 20-Nov of the same table, which shows the best results for the AR model. Is there an explanation?
In conclusion, I would like to congratulate the authors again for their excellent work and encourage them to continue with this interesting research.
