Weighted Myriad Smoothers have recently been proposed as a class of nonlinear lters for robust non-Gaussian signal processing in impulsive noise environments. However, weighted myriad smoothers are severely limited, since their weights are restricted to be non-negative. This constraint makes them unusable in bandpass or highpass ltering applications which require negative lter weights. Further, they are incapable of amplifying selected frequency components of an input signal, since the output of a weighted myriad smoother always lies within the dynamic range of its input samples.
Introduction
The statistical signal processing literature has traditionally been dominated by linear estimators, which are optimal under the assumption of the Gaussian model for the signal statistics. However, a large number of real-world processes (including radar clutter, ocean acoustic noise, and multiple-access interference in wireless communication systems) have been found to be impulsive in nature, with sharp spikes or occasional outliers present in the data 1, 2]. Such processes are more accurately modeled by distributions having heavier-than-Gaussian tails in their density functions 3] . There is, therefore, a need for the development of robust nonlinear estimators for impulsive environments, based on heavy-tailed non-Gaussian distributions for the underlying signals.
The Weighted median smoothers, and other nonlinear smoothers based on order statistics 6, 7] , are derived from the heavy-tailed Laplacian noise model, and are extensively used in robust image processing applications. Weighted Myriad Smoothers 8, 9, 10, 11] have been developed based on the so-called -stable distributions 2, 3] , which are more heavy-tailed than the Gaussian as well as the Laplacian distributions, while including the Gaussian distribution as a special limiting case. Myriad smoothers have been successfully utilized in several applications in robust communications and image processing 12, 13, 14] .
The fundamental M-estimators that generate the linear, weighted median and weighted myriad smoother families are the sample mean, sample median and sample myriad, respectively. Using the Gaussian and Laplacian density functions in Maximum-Likelihood location estimation, we obtain the cost functions for the sample mean and the sample median as (u) = u 2 and (u) = juj, respectively. The sample myriad 15, 8, 9, 10] is de ned using the Cauchy density function, which is the only symmetric (non-Gaussian) -stable density function that is expressible in closed-form. The cost function thus obtained is (u) = log (K   2   +u 2 ), where the parameter K controls the robustness of the estimator; a more detailed description is given in Section 2. The rst three rows of Table 1 show the cost functions for the sample mean, median and myriad estimators. From a signal processing point of view, these plain location M-estimators, using i.i.d observations, do not adequately capture the statistical relationships among the di erent samples in an input signal. A proper extension of these estimators would be to consider multivariate density functions for the input samples: fX i g N i=1 f X (x; ) = f X (x 1 ? ; x 2 ? ; : : : ; x N ? ): An alternative approach that is more tractable is to consider samples that are independent, but not identically distributed, with common location , but varying scale factors S i : X i f(x i ? ; S i ): Using this approach, Maximum-Likelihood location estimators are generalized by introducing nonnegative weights fw i 0g N i=1 in their cost function expressions; the weight w i is related to the scale factor S i , and the varying scales re ect the non-uniform reliabilities of the input samples. By extending this principle to the more general M-estimator of (1), we obtain a weighted M-estimator:^ (2) For reasons to be described shortly, these estimators are also referred to as M-smoothers. The last three rows of Table 1 show the di erent M-smoothers obtained using the cost functions for the linear, median and myriad smoother families, respectively. The notations column of the table, re ect the weighting operation in (2) . In spite of their proven robustness properties, weighted M-estimators in general, and weighted median and myriad smoothers in particular, are severely limited in their potential for signal processing and communications applications. This is directly attributable to the constraint of non-negative weights, which makes these estimators no more than smoothers or \lowpass" type lters; this is precisely why they are called`M-smoothers'. M-smoothers are thus unusable for bandpass or highpass ltering applications which require negative lter weights. Further, they are incapable of arbitrary ampli cation of speci ed frequency components of an input signal, since the output of an M-smoother is restricted to the dynamic range of its input samples. That the weighted myriad smoother in particular is severely constrained is clear from the fact that this lter is analogous to the weighted mean smoother, which is a normalized linear FIR lter with non-negative weights summing to unity. It is evident that such a severely handicapped linear lter would be quite useless in most signal processing applications. In order to overcome the limitations of the weighted myriad smoother, it needs to be generalized into a robust lter structure that possesses the full signal processing power of the unconstrained linear FIR lter (with unnormalized and real-valued weights), while performing e ciently in impulsive environments.
Recently, the weighted median smoother has been successfully generalized to yield a weighted median lter structure that admits real-valued weights 16, 17] . This new lter is derived by assigning a pair of lter weights, one of them positive and the other negative, to each input sample. In the present paper, we rst generalize this approach by extending the class of M-smoothers de ned in (2), leading to a new class of M-lters that allow for real-valued weights. We then focus on the special case of myriad estimators, generalizing the weighted myriad smoother into a Weighted Myriad Filter structure that admits real-valued weights. This lter is analogous to the weighted mean lter with real-valued weights. However, the weighted myriad lter cannot achieve arbitrary ampli cation of selected frequency components of an input signal, since its output is bounded in magnitude by the maximum absolute value of the input samples. By appropriately scaling (multiplying) the lter output, we further extend this structure to yield the so-called Scaled Weighted Myriad Filters, which include as a special case the traditional unconstrained linear FIR lter. Myriad lters thus provide for a robust generalization of linear signal processing, outperforming linear lters in a variety of applications in impulsive environments.
The rest of the paper is organized as follows. Section 2 introduces the weighted myriad smoother. The class of myriad lters admitting real-valued weights is developed in Section 3. Having de ned these lter structures, the important issue of optimization of their parameters (weights) is addressed in Section 4. The optimization of weighted myriad smoothers was considered in 14]. In the present paper, we derive necessary conditions for optimality of the di erent myriad lters under the mean square error (MSE) criterion, and develop stochastic gradient-based (LMS-type) nonlinear adaptive algorithms for the optimization of the lter parameters. The performance of the di erent adaptive myriad lters is demonstrated in Section 5 through computer simulations of frequency-selective ltering in impulsive noise environments.
Weighted Myriad Smoothers
This section gives a brief introduction to the weighted myriad smoother. For a more detailed treatment, see 8, 9, 10, 11, 14] . It should be noted that in all the previous papers on myriad ltering, the weighted myriad smoother has been referred to as the weighted myriad lter.
To avoid confusion, we shall henceforth reserve the term weighted myriad lter for the more general case when real-valued weights are admissible, while the smoother itself is restricted to have non-negative weights. Weighted myriad smoothers are derived from the sample myriad, which is de ned as the Maximum-Likelihood estimate of location of data following the Cauchy distribution. As mentioned in Section 1, myriad lters are motivated by the properties of -stable distributions 3], of which the Gaussian and Cauchy distributions are special cases. For simplicity and tractability, the myriad has been de ned using the Cauchy distribution, the only (nonGaussian) -stable distribution that has a closed-form expression for its density function. However, the myriad in fact turns out to be the optimal estimator of the location of -stable distributions for the triplet = 0; 1; 2 9, 10]. Consider now a set of N independent and identically distributed (i.i.d.) random variables fX i g N i=1 , each following a Cauchy distribution with location parameter and scaling factor K > 0. Thus, X i Cauchy( ; K), with the density function
where f(v) 
The sample myriad can be generalized to the weighted myriad smoother by assigning non-negative weights to the input samples (observations); the weights re ect the varying levels of \reliability". To this end, the observations are assumed to be drawn from independent Cauchy random variables which are, however, not identically distributed. 
A larger value for the weight w i (smaller scale S i ) makes the distribution of X i more concentrated around , thus increasing the reliability of the sample x i . Note that the special case when all the weights are equal to unity corresponds to the sample myriad at the nominal scale factor K, with all the scale factors reducing to S i = K. It is important to realize that the location estimation problem being considered here is intimately related to the problem of ltering a time-series fx(n)g using a sliding window.
The output y(n), at time n, can be interpreted as an estimate of location based on the input samples fx(n ? N 1 ); : : : ; x(n ? 1); x(n); x(n + 1); : : : ; x(n + N 2 )g. Further, the aforementioned model of independent but not identically distributed samples can capture the temporal relationships usually present among the input samples. To see this, note that the output y(n), as an estimate of location, would rely more on (give more weight to) the sample 
thus^ is the global minimizer of P ( ) as well as of Q( ) 4 = log(P ( )). Therefore, depending on the context, we refer to either of the functions P ( ) and Q( ) as the weighted myriad smoother objective function. Note that when w i = 0, the corresponding term drops out of P ( ) and Q( ); thus a sample x i is e ectively ignored if its weight is zero. Now, by comparing (7) and (2), we con rm that the weighted myriad smoother is a weighted M-estimator (or an M-smoother) with the cost function (u) = log(K 2 + u 2 ). As we can see from (6) , the objective function P ( ) is a polynomial in of degree 2N, with well-de ned derivatives of all orders. Therefore, P ( ) (and the equivalent objective function Q( )) can have several local minima. This makes the exact computation of^ (by direct minimization of P ( ) or Q( )) a prohibitively expensive task. In 11], we have developed fast algorithms for the computation of the weighted myriad smoother output using an indirect method with a high degree of accuracy.
In order to determine the properties of^ , we examine the objective function further, focusing on Q( ). Using (6) and (7), the derivative of Q( ) can be written as
We now brie y present a few basic properties of Q( ) and^ that will be useful in later sections of the paper. The proofs of these properties can be found in 11, 14] . First, let
x θ (c) The weighted myriad smoother output^ is one of the local minima of Q( ):
(d)^ is always within the range of the input samples:
Some of the afore-mentioned properties are illustrated by Fig. 1 , which shows a sketch of a typical objective function Q( ). It is clear from the gure that the output^ is restricted to the dynamic range of the input samples. This is a direct consequence of the constraint of non-negative weights. As a result, the weighted myriad smoother (and in general, any smoother can also be seen by considering the limiting case when K ! 1, with the weights fw i g held constant. Using (8) and (9), we can show that as K ! 1, Q( ) reduces to having a single local extremum, and (10) which is the (linear) weighted mean smoother; K is called the`linearity parameter' precisely because of this limiting result. Thus, the weighted myriad smoother is analogous to the weighted mean smoother, which is a severely handicapped linear FIR lter, since its weights are constrained to be non-negative, while also summing to unity.
Myriad Filters with Real-Valued Weights
In this section, we rst extend the class of M-smoothers (weighted M-estimators) de ned in (2), leading to the more general class of M-lters that allow for negative weights. We then consider the special case of the family of myriad M-estimators, generalizing the weighted myriad smoother of Section 2 into a variety of myriad lters admitting real-valued weights.
M-lters
Before we can extend the general class of M-smoothers, it is useful to examine the special cases of the weighted mean and median smoothers. Referring to Table 1 , the output of a weighted mean smoother, with input vector x and a weight vector w of non-negative weights, is given by^
w i : (11) Notice from Table 1 . When the weights are allowed to be both positive and negative, fw i 2 Rg N i=1 , a natural extension of (11) would be to write~
jw i j; (12) for the weighted mean lter output. Note that the normalization factor in (12) is now the sum of the absolute values of the lter weights. Now, we can rewrite (11) as
jw i j; (13) thus the sign of the weight is uncoupled from its magnitude and attached to the corresponding input sample. By comparing with (11), we can rewrite (13) as
; (14) where fg i = jw i jg N i=1 and fz i = sgn(w i )x i g N i=1 are represented by the vectors g and z, respectively. The weighted mean lter can therefore be thought of as a weighted mean smoother applied to a modi ed set of samples fz i g N i=1 , using the non-negative weights fg i 0g N i=1 . Referring to the cost function for the weighted mean smoother in Table 1 , we can infer that the weighted mean lter output~ (w; x) minimizes the cost function
Following the above approach, the weighted median smoother was recently extended to a class of weighted median lters with real-valued weights 16]. Thus, referring to Table 1, and by analogy to (14) , the output of a weighted median lter with weights fw i 2 Rg N i=1 was written in 16] as
jw i j jsgn(w i )x i ? j: (15) However, it was subsequently found in 17] that a more general de nition of the weighted median lter was possible. Notice in (15) that if a particular weight w i is negative, the corresponding modi ed sample is sgn(w i )x i = ?x i , which is the mirror sample of x i . Thus, depending on the signs of the weights, some of the mirror samples f?x i g come into play in the ltering operation. A more general approach might then be to include all the mirror samples f?x i g N i=1 in the lter de nition. An alternative way to achieve this is to assign a pair of weights w i 0 and h i 0 to each sample x i . As before, we uncouple the sign of a weight whenever it is negative, merging the sign with the corresponding sample. Thus, since 
where the notation hw i ; h i i re ects the double weight assigned to the sample x i . Note that the weighted median lter can also be described as a weighted median smoother applied to a modi ed input vector z = x T ; ?x T ] T and a modi ed weight vector of non-negative weights, g = w T ; jhj T ] T . Referring to the weighted median smoother cost function in Table 1 , we can show that the weighted median lter output minimizes the cost function
At rst glance, the double weighting in (16) seems redundant and the structure in (15), with a single real-valued weight for each sample, appears to be su cient as in the case of linear FIR lters. However, the peculiarity of redundancy exists only in the case of the linear lter; the weighted mean lter analogous to (16) is given by~ = mean (w i x i ; jh i j (?x i ))j N i=1 = mean ((w i ? jh i j) x i )j N i=1 , the double weight hw i ; h i i thus collapsing to a single real-valued weight (w i ? jh i j). This conversion into a single weight, due to the superposition property of linear lters, does not occur for the weighted median lter 17], and cannot be expected for the more general class of M-lters to be developed in the following.
Using the afore-mentioned ideas, the extension of the general class of M-smoothers, to allow for real-valued weights, can be achieved in a straightforward manner as follows. The where the notation hw; hi describes the double weight vector with positive weights in w and negative weights in h. Note that the M-lter~ (hw; hi ; x) can also be described as an M-smoother^ (g; z), with a transformed input vector z = x T ; ?x T ] T and a transformed weight vector of non-negative weights, g = w T ; jhj T ] T . The rest of this section is devoted to deriving various myriad lters from (18).
Weighted Myriad Filters
Recall from (7) 
where the weighted myriad lter objective function Q 1 ( ) is given by
The weighted myriad lter can be represented as a weighted myriad smoother^ K (g; z) with the transformed input and weight vectors z = Since the weighted myriad lter allows for positive as well as negative weights, it overcomes the limitations of the weighted myriad smoother to the extent that it can accomplish a wide range of frequency-selective ltering operations, including bandpass and highpass ltering. Unlike the weighted myriad smoother output^ K (w; x) of (19), which is limited to the range x (1) ; x (N) ] of the input samples, the weighted myriad lter output~ K (hw; hi ; x) is con ned to a larger interval ?M x ; +M x ], M x = maxfjx i jg N i=1 , which includes the input samples as well as their negatives. However, the fact that the output~ is restricted to some nite interval that depends on the input samples, is in itself a limitation of this lter. Like the weighted myriad smoother, the weighted myriad lter is also incapable of amplifying the dynamic range of an input signal, since the output cannot go beyond the dynamic range of the magnitudes of the input samples. To see the constrained nature of this lter, consider the limiting case when the linearity parameter K ! 1, while holding the weights w and h constant. Using (22) (24) shows, the weighted myriad lter is analogous to nothing more than a linear FIR lter with constrained real-valued weights.
As a nal note on weighted myriad lters, we shall case consider a special type of weighted myriad lter which has only N weights, instead of the general case of 2N weights. This special case is derived by analogy with the weighted mean lter of (14) 
which is a weighted mean lter with real-valued weights.
Scaled Weighted Myriad Filters
The weighted myriad lters described in Section 3.2 have the drawback that the output is always constrained to belong to a certain nite interval that is a function of the input samples. These lters are therefore not able to amplify the dynamic range of the input signal.
Consider the weighted myriad lter output~ K (hw; hi ; x) of (20) where the weighted myriad lter output~ K (hw; hi; x) is given by (20). Now, since we know that~ K (hw; hi; x) lies within the interval ?M x ; +M x ], we see that the scaled weighted myriad lter output is constrained by j~ (S) K (hw; hi ; x)j S (hw; hi) M x . However, this interval can be made as large as desired, by simply increasing the magnitudes of the lter weights (thus increasing the factor S). Thus, the scaled lters are capable of input signal ampli cation, unlike the weighted myriad lters of Section 3.2. Further, sincẽ since M x(n) = maxfjx i (n)jg N i=1 < B; hence the output signal is bounded as desired. In Section 3.2, we introduced a special kind of weighted myriad lter with only N weights (without double weighting). We can develop a scaled version of this lter following the same approach as above. Referring to the de nition of this special lter in (26) and to its limiting case (when K ! 1) in (28), we de ne the scaled weighted myriad lter with N real-valued weights, fw 0 i 2 Rg N i=1 , as 
where K (w 0 ; x) is given by (26). In the limiting case, we see from (28) that 
The nonlinear nature of the equations in (31) prevents a closed-form solution for the optimal parameters. We therefore turn to the method of steepest descent, which continually updates the lter parameters in an attempt to converge to the global minimum of the cost function 
where q i (n) is the ith parameter at iteration n, > 0 is the step-size of the update, and the gradient at the nth iteration is given by 
When the underlying signal statistics are unavailable and/or rapidly changing, we use instantaneous estimates for the gradient, since the expectation in (33) cannot be evaluated. Thus, removing the expectation operator in (33) and using the result in (32), we obtain the following nonlinear adaptive ltering algorithm: 
So far, we have imposed no constraints on the lter parameters: fq i 2 Rg M i=1 . Suppose now that a particular lter parameter q i is restricted to be non-negative, q i 0, a situation that will be encountered in the optimization of some of the lters of Section 3. In this case, the algorithm of (34) has to be modi ed to ensure that q i (n + 1) 0 at each iteration step. The adaptive ltering algorithm for a non-negative parameter is therefore given by
where P ], de ned by 
projects the updated value onto the constraint space R + of this lter parameter. Depending on whether a particular parameter is constrained or not, the appropriate algorithm out of (34) and (35) can be used. From the expressions in the above two algorithms, we see that the adaptive algorithm for any speci c lter directly follows once we evaluate f @y @q i g M i=1 for that lter; we now proceed to accomplish this for the various myriad lters de ned in Section 3.
Adaptive Weighted Myriad Filters
Given a set of weights fw i 0g N i=1 and fh i 0g N i=1 , and a linearity parameter K > 0, the weighted myriad lter output y =~ K (hw; hi ; x) is given by (20 i. The optimal ltering action is therefore independent of K, which can be chosen arbitrarily (the optimal weights would scale according to the value of K used). From the above discussion, we see that optimizing the weighted myriad lter is equivalent to nding the optimal transformed weights fg i g 2N i=1 . Since these weights are nonnegative, the appropriate adaptive algorithm to be used is given by (35) 
Note that the original lter weights fw i (n) 0g N i=1 and fh i (n) 0g N i=1 can be recovered from the transformed weights fg i (n) 0g 2N i=1 at any iteration using w i (n) = g i (n); h i (n) = ?jh i (n)j = ?g i+N (n); i = 1; 2; : : : ; N:
(42)
In Section 3.2, we introduced a special type of weighted myriad lter having only N weights, instead of the general case of 2N weights. We now consider the problem of optimizing the parameters of this lter. Given a set of real-valued weights fw 0 i 2 Rg N i=1 , the output of this lter, y = K (w 0 ; x), is given by (26). It was mentioned in Section 3.2 that K (w 0 ; x) could be expressed as a special case of the general double-weighted myriad lter output~ K (hw; hi ; x) of (20). Indeed, given the weights fw i 0g N i=1 and fh i 0g N i=1 , we 
with the transformed inputs z = x 1 ; x 2 ; : : : ; x N ; ?x 1 ; ?x 2 ; : : : ; ?x N ] T and transformed weights g = w 1 ; w 2 ; : : : ; w N ; jh 1 j; jh 2 ; : : : ; jh N ] T . As we mentioned in Section 3.3, the scaled weighted myriad lter has (2N + 1) independent parameters represented by the N pairs of weights fhw i ; h i ig N i=1 , and the linearity parameter K. Equivalently, from (47), the lter can be described by the modi ed weights fg i 0g 2N i=1 and the linearity parameter K > 0. Since the parameters are all non-negative in this second formulation of the lter, the appropriate adaptive algorithm for their optimization is given by (35). It would appear that the parameter vector q to be used in (35) should consist of the weights fg i g 2N i=1 and the linearity parameter K. However, it makes more sense to optimize the squared linearity parameter 4 = K 2 rather than K itself, for two reasons. First, in the de nitions of all the di erent myriad lters, K always occurs only in the form of its squared value. Second, an adaptive algorithm for K faces an ambiguity in the sign of K and might converge to a negative value (that is, to ? p ). Therefore, the parameter vector used in (35) is chosen to be q = g T ; ] T , with a length M = 2N + 1. Our task is then to derive expressions for f @y @g i g 
where @^ @g i (n) and @^ @ (n) are given by (39) and (50), respectively. Note that the transformed inputs and weights fz i (n); g i (n)g 2N i=1 that occur in the above algorithms can be mapped to the original samples and weights fx i (n); hw i (n); h i (n)ig N i=1 when desired, using (41) and (42).
Simulation Results
The adaptive myriad ltering algorithms developed in Section 4 are investigated in this section using three computer simulation examples. The rst example illustrates the inadequacy of the weighted myriad smoother in bandpass ltering a clean (noiseless) chirp-type signal. In the second example, the weighted myriad lters of Section 3.2 are trained to bandpass lter a chirp-type signal corrupted by alpha-stable noise. The third example consists of adaptively designing the scaled weighted myriad lters of Section 3.3 to retain the high frequency tones in a sum of sinusoids, followed by selective ampli cation of the extracted components. Thus, it is demonstrated that the scaled weighted myriad lters possess the full signal processing power of the traditional linear FIR lters.
Example 1:
In this example, we illustrate the fact that the weighted myriad smoother is unusable in bandpass ltering applications, due to its constraint of non-negative weights. Fig. 2(a) shows a clean (noiseless) chirp-type test signal s(n), which is a digital sinusoid with a quadratically increasing instantaneous frequency. Speci cally, the test signal of length L is given by s(n) = sin(!(n) n); n = 0; 1; : : : ; L ? 1, where the radian frequency !(n) = 0:2 n L?1 2 increases quadratically with n from 0 to a maximum of 0:2 . The desired signal d(n), shown in Fig. 2(b) , was obtained by passing s(n) through an FIR bandpass lter of window length N = 21, designed using MATLAB's r1 function with the passband cuto frequencies (! 1 ; ! 2 ) = (0:16 ; 0:18 ).
The observed signal s(n) and desired signal d(n) of length L = 300 were used to train the linear FIR lter and the weighted myriad smoother (of Section 2), using a lter window length N = 21 in each case. The linear lter was trained using the standard LMS algorithm, with the initial weights being all zero: w(0) = 0, while the weighted myriad smoother was trained using the adaptive LMS-type algorithm developed in 14], with the initial weights being all identical and normalized to sum to unity: w i (0) = (1=N) = 0:0476; i = 1; 2; : : : ; N. The linearity parameter was arbitrarily chosen to be K = 1:0 ; recall from Section 2 that . Both the adaptive algorithms were implemented using 150 passes through the data, for a total of 45000 iterations. The step-size used was = 0:01 in both cases, and was chosen to obtain as small an MSE as possible.
The linear lter output y lin (n), using the trained FIR lter on the test signal s(n), was very close to the desired signal d(n) (an MSE of 8:7 10 ?10 ) as expected, and is therefore not shown separately in Fig. 2 . However, the output y wmy (n) of the optimized weighted myriad smoother, shown in Fig. 2(c) , is clearly quite di erent from the desired signal (an MSE of 0.0846). It is interesting to note from the gure that y wmy (n) is close to a lowpass ltered version of the test signal s(n), with a cuto frequency corresponding to the upper cuto ! 2 = 0:18 of the designed bandpass linear FIR lter. In attempting to bandpass lter s(n), the weighted myriad smoother thus does the best that it can, which is to lowpass lter s(n) with the upper cuto frequency. This example clearly shows that the weighted myriad smoother is limited to a lowpass type behavior.
Example 2:
This example demonstrates that, unlike the weighted myriad smoother, the weighted myriad lters of Section 3.2 can perform bandpass ltering operations, since the weights can be both positive and negative. Fig. 3(a) shows a clean (noiseless) chirp-type signal s(n), which is the same signal that was used in Example 1 (see Fig. 2 ). The desired signal d(n), shown in Fig. 3(c) , is also the same as the one obtained in Example 1 through bandpass ltering s(n) with a linear FIR lter of window length N = 21.
The noiseless signal s(n) and the desired signal d(n) of length L = 300 were used to train the linear FIR lter, and the general and special weighted myriad lters de ned in Section 3.2, with a lter window of length N = 21 in each case. As in Example 1, the linear lter was trained using the LMS algorithm, with initial weights given by w(0) = 0. Recall from Section 4.1 that a general weighted myriad lter with weights fw i 0g N i=1 and fh i 0g N i=1 , and linearity parameter K > 0, can be optimized by nding the best transformed weights fg i g eral weighted myriad lter with 2N weights was optimized using the adaptive algorithm of (40), with the initial transformed weights being all identical and normalized to unity: g i (0) = (1=2N) = 0:0238; i = 1; 2; : : : ; 2N. The special weighted myriad lter with weights fw 0 i 2 Rg N i=1 was trained using the adaptive algorithm of (45), with the initial weights again being identical and normalized to unity: w 0 i (0) = (1=N) = 0:0476; i = 1; 2; : : : ; N. All the adaptive algorithms were implemented using 100 passes through the data, for a total of 30000 iterations. A step-size = 0:01 was chosen in all cases. For both these myriad lters, the optimal lter is independent of K; the linearity parameter in this example was therefore arbitrarily chosen to be K = 1:0. Table 2 shows the nal lter weights obtained by the di erent adaptive algorithms. The noiseless training signal s(n) was ltered using the optimized linear and myriad lters; the mean square errors between these outputs and the desired signal d(n) are shown in the second column of Table 3 . Since the lter outputs are very close to the desired signal in all cases, there are not shown here. Fig. 4 shows the MSE learning curves (squared error versus algorithm iterations) for the adaptive algorithms for the general and special myriad lters. Notice that the algorithm for the special myriad lter converges much faster than in the general case. This is to be expected since the general lter has twice the number of parameters and is naturally more complex. The special lter also achieves a lower MSE than the general case, as seen from Table 3 ; this is mainly due to the ease of convergence. It is not surprising that the linear lter achieves the lowest MSE in this noiseless case; it also converges the fastest in this case (the learning curve for the linear lter is not shown here).
Having designed the di erent bandpass lters in a noiseless environment, we now test their performance when applied to signals in impulsive noise. To this end, alpha-stable noise was added to the signal s(n), with = 1:4 and the so-called dispersion of the noise being given by = 0:1. Fig. 3(b) shows the resulting test signal x(n); note the heavy distortion in the signal due to the impulsive component. The noisy test signal x(n) was ltered using the various lters that had been trained in a noiseless environment; the mean square errors are shown in the last column of Table 3 . From the table, we see that the MSEs for the myriad lters are still quite low, while there is a severe degradation in the MSE of the linear lter, since it is not robust to changes in the noise environment. This is also seen in the linear lter output shown in Fig. 3(d) , where the severe distortion in the high frequency region is due to the presence of the impulse which a ects the linear lter. On the other hand, we see from Figs. 3(e) and (f) that the myriad lters outputs are relatively closer to the desired signal and are not a ected as much by the impulse in the signal. It is evident that these lters are more robust to changes in the noise environment. This example thus shows the potential of weighted myriad lters in robust bandpass and highpass ltering applications. We show in this example that the scaled weighted myriad lter of Section 3.3 is capable of highpass ltering as well as ampli cation/attenuation of selected frequency components. The chosen observed signal is a clean (noiseless) sum of three sinusoids: s(n) = P 2 k=0 a k sin(2 f k n). Fig. 5(a) shows a segment of s(n), with the digital frequencies f 0 = 0:01, and jd(n)j 1:1495. It is obvious that a weighted myriad lter without scaling would not succeed in achieving the ampli cation of the dynamic range evident in the gure, since its output is restricted to the dynamic range of its input. The linear FIR lter and the scaled weighted myriad lter were both trained using 6000 samples of the observed signal s(n) and the desired signal d(n), using a window size N = 21 in each case. For the linear lter, the standard LMS algorithm was used, with the initial weights being all zero: w(0) = 0. Recall from Section 4.2 that, for a scaled weighted myriad lter with weights fw i 0g N i=1 and fh i 0g N i=1 , and linearity parameter K > 0, it is convenient to optimize the modi ed parameter vector q = g T ; ] T , where the transformed weights are given by g = w 1 ; w 2 ; : : : ; w N ; jh 1 j; jh 2 ; : : : ; jh N ] T , and = K 2 is the squared linearity parameter. Notice that, unlike the lters considered so far where we could choose an arbitrary value for K, we have to optimize K here in addition to the weights fg i g. The scaled weighted myriad lter was trained in this example using the algorithms of (51) and (52), with the initial value for the linearity parameter being K(0) = 0:5, and the initial transformed weights being all identical and normalized to unity: g i (0) = (1=2N) = 0:0238; i = 1; 2; : : : ; 2N. A step-size = 0:1 was used in all the algorithms. Fig. 6 shows the MSE learning curve (squared error versus algorithm iterations) for the adaptive scaled myriad ltering algorithms, demonstrating their convergence. The nal values of the di erent lter weights are shown in Table 4 , with the optimized value of the linearity parameter given by K = 0:8236. The observed signal s(n) was ltered using the optimized linear and scaled myriad lters. Since the resulting outputs were very close to the desired signal (with MSEs equal to 7:7 10 ?8 and 0:0073, respectively), they are not shown here. Thus, the trained scaled myriad lter was successful in emulating the frequency selective behavior of the linear highpass lter. This example clearly shows that the scaled weighted myriad lter is analogous to the linear FIR lter in its ability to arbitrarily shape the spectrum of an input signal, as well amplify the signal if desired.
Conclusion
In this paper, we generalize the weighted myriad smoother, proposed for robust nonlinear \lowpass" ltering applications in impulsive environments, into a richer class of Weighted Myriad Filters admitting real-valued weights. These lters are developed by assigning a pair of weights, one positive and the other negative, to each of the input samples. This procedure can be applied to the generalization of any weighted M-estimator of location (`Msmoother'), leading to the class of so-called M-lters. With this new lter structure, weighted myriad lters can now be employed in a variety of applications that require \bandpass" or \highpass" type ltering. By suitably scaling the outputs of these lters, we develop the class of Scaled Weighted Myriad Filters. These novel lters constitute a robust generalization of the traditional linear FIR lter, outperforming linear lters in a variety of signal processing and communications applications in impulsive environments. We develop nonlinear adaptive algorithms for the optimization of the various myriad lters. The performance of these adaptive lters is demonstrated through computer simulation examples involving robust 
In this appendix, we shall evaluate the derivative of K (w 0 ; x) with respect to the weight 
