We study the resolvent of the massive Dirac operator in the Schwarzschild-Anti-de Sitter space-time. After separation of variables, we use standard one dimensional techniques to obtain an explicit formula. We then make use of this formula to extend the resolvent meromorphically accross the real axis.
The Schwarzschild Anti-de Sitter space-time
Let Λ < 0. We define l 2 =
−3 Λ
. We denote by M the black hole mass. In Boyer-Lindquist coordinates, the Schwarzschild-Anti-de Sitter metric is given by:
We define F (r) = 1 − 2M r + r 2 l 2 . We can see that F admits two complex conjugate roots and one real root r = r SAdS . We deduce that the singularities of the metric are at r = 0 and r = r SAdS = p+ +p− where p± = M l 2 ± M 2 l 4 + (see [19] ). The exterior of the black hole will be the region r > r SAdS and our spacetime is then seen as Rt×]r SAdS , +∞[×S 2 . It is well-known that the metric can be extended for r r SAdS by a coordinate change which gives the maximally extended Schwarschild-Anti-de Sitter spacetime. In this paper, we are only interested in the exterior region.
In order to have a better understanding of this geometry, we study the outgoing (respectively ingoing) radial null geodesics (that is to say for which dr dt > 0 (respectively dr dt < 0)). Using the form of the metric we can see that along such geodesics, we have:
We thus introduce a new coordinate x such that t − x (respectively t + x) is constant along outgoing (respectively ingoing) radial null geodesics. In other words:
3)
The coordinate system (t, x, θ, ϕ) is called Regge-Wheeler coordinate system. We have: This limit proves that, along radial null geodesic, a particle goes to timelike infinity in finite Boyer-Lindquist time (recall that along these geodesic, t − x and t + x are constants). As a consequence, we have to put boundary conditions at x = 0 for massless fields. For massive fields, there appears in addition a confining potential at x = 0. For these fields there is a competition between this confining potential and the null geodesics going very fast to x = 0. There appears a bound on the mass (related to the Breitenlohner-Freedman bound). For masses smaller than this bound, a boundary condition has to be added. For masses larger than this bound, no boundary condition is needed.
The Dirac equation
Using the 4-component spinor ψ = where m is the mass of the field and ✚ D S 2 is the Dirac operator on the sphere. In the coordinate system given by (θ, ϕ)
∂ϕ. We will now work with these coordinates. For more details about how to obtain this form of the equation, we refer to a previous work [28] . Recall that the Dirac matrices γ µ , 0 µ 3, unique up to unitary transform, are given by the following relations:
where g µν M ink is the Minkowski metric. In our representation, the matrices take the form:
where the Pauli matrices are given by:
We thus obtain:
We make the change of spinor φ(t, x, θ, ϕ) = rF (r) 1 4 ψ(t, r, θ, ϕ) and obtain the following equation:
We set:
We introduce the Hilbert space:
Recall that r is now a function of x. Using spinoidal spherical harmonics (see [2] for details), we are able to diagonalize the Dirac operator on the sphere and we obtain the following operator:
In the sequel, we will write
and B (x) = F (r (x)) 1 2 . The behavior of these potentials is given by:
where κ is the surface gravity, CA and CB are two positive constants. The corresponding Hilbert space is now:
where Ys,n span the corresponding spinoidal spherical harmonic for harmonics s and n fixed. It was proven in [28] , that this operator is self-adjoint for all positive masses when equipped with the appropriate domain.
Main result
Let ψ a solution of H s,n m ψ = λψ such that:
where χ (x) = o e Im(λ)x as x goes to −∞. We call ψ a Jost solution. Let ϕ a solution of the same equation satisfying the boundary conditions:
These solutions are constructed in 4 and 5. We introduceψ = (−i)
are the Dirac matrices (2.8).
Théorème 3.1.
i) Consider the function defined by:
where α = ϕ1ψ2 − ψ1ϕ2 + ϕ3ψ4 − ψ3ϕ4, β = ϕ1ψ3 − ψ1ϕ3 + ϕ2ψ4 − ψ2ϕ4 and:
Here, ϕi and ψi are the components of ϕ and ψ. Let:
Then, for all λ ∈ C such that Im (λ) > 0, we have:
ii) Now, let fǫ (x) = e ǫx . Then the operator fǫ (H
where κ is the surface gravity. The poles of this meromorphic extension are called resonances.
Jost solutions
In this section, we are interested in the construction of the Jost solution presented in the last section. We have:
, there exist solutions ϕ2, ϕ3 to the equation: H s,n m ϕ = λϕ such that:
with φ2 (x) = o e Im(λ)x and φ3 (x) = o e Im(λ)x as x goes to −∞. Moreover, we have:
Proof. We prove the proposition for ϕ2, the case of ϕ3 can be treated in the same way. We write:
The equation can be put under the form:
We introduce the fundamental matrix of solutions:
which satisfies:
and the relations
Using these relations, we obtain:
We consider the associated integral equation:
which gives:
We look for a solution expressed as a series:
We obtain the following equations:
Since Vm is behaving like e κx at −∞ and Im (λ) > − κ 2
, these integrals are well defined. Moreover, we have:
where the norm is the supremum of the modulus of the coefficients and t x. We now investigate the two cases Im (λ) 0 and 0 > Im (λ) > − κ 2 . 1) We suppose here that Im (λ) 0. We will show, by induction, that ϕ2,n (x)
n for all n ∈ N. Indeed, this is true for ϕ2,0.
We then suppose that ϕ2,n (x) e
The serie ϕ2 (x) = n 0 ϕ2,n (x) is then converging uniformly on every compact set and gives a solution to our equation. Furthermore, we obtain the estimate:
. In this case, we show that ϕ2,n (x)
for all n > 0. Indeed, we have:
and Mc (x − t) e Im(λ)(t−x) so that:
This last integral is well-defined using that Vm is decaying like e κx at −∞. Supposing
for some n > 0, a similar argument as for Im (λ) 0 gives that:
This proves the convergence of the serie and the estimate we wanted.
In any case, since every ϕ2,n is analytic (because of the exponential term in λ) and the sum is uniformly convergent on every compact set, we conclude that the solution obtained is also analytic for
Q.E.D
Solutions satisfying boundary conditions
In this section, we are interested in finding solutions to the equation:
satisfying the boundary conditions:
Recall, from [28] , that, for 2ml < 1, H s,n m is self-adjoint with domain:
. These boundary conditions can be rewritten as:
We will prove the:
Proposition 5.1. We suppose that 2ml < 1 and that λ ∈ C satisfies Im (λ) > − κ 2
. We can find a solution ϕ, analytic for Im (λ) > − κ 2 , to the equation:
. Moreover, we have the following estimate:
for all x ∈] − ∞, 0[, with N = 2 max (|c| , |d|), where c = lim
(−x) ml (ϕ2 + ϕ4), and C λ,m = max
x → −∞, we have the estimate:
Proof. First, we write the equation under the form:
We write:
V λ,m is bounded near 0. We are now studying the equation:
where
We first study the equation:
We introduce the matrices:
such that:
We obtain:
where ψ−1 is a condition given on the value of ψ at −1. We write:
which satisfies the conditions
Moreover, we have:
Thus, if ϕ is a solution of (5.1), then:
Some elementary calculations give:
Using the boundary conditions, the functions (−x) −ml (ϕ1 + ϕ3) and (−x) −ml (ϕ2 − ϕ4) go to 0 at 0. Using the asymptotic behavior at 0 of the elements of the domain D (H s,n m ) given in [28] , we see that
ml (ϕ1 − ϕ3) and
(−x) ml (ϕ2 + ϕ4) admit finite limits that we denote by c and d respectively. Since V λ,m is bounded at 0, we can deduce the integral equation:
Remark that:
We look for a solution ϕ under the form:
We obtain the relations:
We thus have to calculate M0 − 
We introduce the matrix:
Then, tedious calculations lead to:
Write N = 2 max (|c| , |d|) and C λ,m = max
, |A (x)| . We will show by induction that for x ∈] − ∞, 0[, we have:
This is true for the components of ϕ0 since:
Suppose that it is true for the components of ϕn for some n ∈ N, then:
Upper bounds for:
and:
and C λ,m s + 1 2
This last integral is equal to:
2ml, we have
> 1 and we obtain:
Consequently:
We can do the same with the other coefficients. We deduce that the series n 0
ϕn (x) converges and that:
Moreover, the boundary conditions are satisfied. Indeed, looking at the expression of ϕ0 we see that ϕ0,1 + ϕ0,3 = 0 and ϕ0,2 − ϕ0,4 = 0. By the preceding induction, we know that the norm of ϕj for all j 1 is bounded by a constant times (−x) j−ml . Since ml < 1 2 , we deduce
0 and the boundary conditions are satisfied.
We also notice that, at each step, we have a polynomial in λ and the convergence of the series is uniform on every compact set so that we obtained a solution which is analytic for
. Finally, we wish to obtain an estimate on the growth of ϕ at −∞. We write Hc = Γ 1 Dx and Vm (x) = H s,n m − Hc. We have just shown the existence of a solution to:
Denote the value of this solution at −1 by ϕ−1. Then this solution can be written as:
For all x < −1, we have:
Since Vm is integrable on ] − ∞, −1[, we have:
Then we obtain the desired estimate. Q.E.D
We are now interested in the case 2ml 1. The domain of our operator is then D (H 
where N is a positive constant and C λ,m = max
, |A (x)| . Furthermore, we have the same estimate as in the preceding proposition:
as x goes to −∞.
Proof. We can do the same argument as in the last proof. We obtain a new equation:
The corresponding integral equation is:
where a, b are two real constants. We look for ϕ under the form:
with:
and the recursive equations: show that:
for all j = 1, · · · , 4. Indeed, this is true for the components of ϕ0. Suppose that the components of ϕn satisfy this estimate. Then, as in the preceding proof, we have:
This integral is equal to:
Since n + 1 + 2ml n + 1, we deduce that:
As before, at each step, we have a polynomial in λ so that we obtained an analytic function. The last estimate follows from the same argument as in the preceding proof.
Resolvent formula
In this section, we denote by ψ a Jost solution corresponding to ϕ3 and ϕ a solution satisfying the boundary conditions. We look for a solution u of:
are the Dirac matrices (2.8). We also write α = ϕ1ψ2−ψ1ϕ2+ϕ3ψ4−ψ3ϕ4, β = ϕ1ψ3−ψ1ϕ3+ϕ2ψ4−ψ2ϕ4 and:
We begin by a lemma about this matrix:
Lemme 6.1. The functions α and β are independant of x. Moreover, the matrix M α,β is invertible. 
The same equations are satisfied for the other solutions. Then we can calculate:
which shows that α is independant of x. A similar calculation holds for β. Concerning the invertibility of M α,β , its determinant is given by:
This matrix is thus not invertible if α = β or α = −β. Suppose, for example, that α = β. We write:
Tm (λ) is an operator with kernel:
Using again that ϕ, ψ,φ andψ are generalized eigenvector of H s,n m for the eigenvalue λ, we get:
We thus would have an eigenvector for the eigenvalue λ which is impossible since there's no eigenvalue for our operator (by proposition 3.11 in [28] ). We can do the same when α = −β.
Now, consider the function defined by:
for Im (λ) > 0. We define the corresponding integral operator:
We first show the boundedness of this operator:
is bounded from Hs,n into itself for any m > 0 and λ such that Im (λ) > 0.
Proof. We have seen in 4.1 that, for all x ∈] − ∞, 0[, we have the estimate:
Let ǫ > 0. We deduce that, for all x ∈] − ∞, −ǫ[, we have:
Moreover, for all x ∈] − ǫ, 0[, we have:
Cǫ,me
Since:
we deduce that:
(but does not satisfy the boundary conditions, otherwise, it would be an eigenvector). Recall that, for 2ml < 1, we have the following estimates:
where the first inequality is taken near 0 and the second one at −∞. In the case 2ml 1, we have the estimates:
Recall that:
We are first interested in the case 2ml 1.
We remark that, in this formula, x and y have a symmetrical role. Indeed
We thus concentrate on
Since ψ is integrable on ] − ∞, x[ and ϕ is integrable on ]x, 0[, this integral is well-defined and bounded for all x in a compact subset of ] − ∞, 0[. We study the limits as x goes to −∞ and 0 of the two preceding integrals. We have:
Indeed,
2 for x going to −∞. Using the estimates on ϕ, we deduce that
Then, for all x < A, we have:
is bounded at −∞.
We now look at 0. We consider x ∈] − ∞, 0[ sufficiently close to 0. We have:
Since ψ (x) C (−x) −ml , we obtain:
which is bounded at 0. Now, let ǫ > 0 sufficiently small. We have:
Since ϕ (x) C (−x) ml , we deduce that:
This proves that
α,β iΓ 1 dy is bounded at 0. We can now apply the Schur's lemma which proves that R
We now study the case 2ml < 1. In this case, ϕ is integrable at 0 but is not bounded. The preceding argument does not work at 0. Recall that:
We study the first term of the last sum:
As in the case 2ml 1, we can show that
Since ϕ is integrable at 0, ψ (y) 0 y ϕ (x) dx is bounded at −ǫ. Thanks to the decay of ψ at −∞, we can show, as in the case 2ml 1, that this term is bounded at −∞. We obtain:
We are now interested in the second term and we have:
The second term is bounded by:
We also have:
ψ (x) ϕ (y) dy is bounded. We have to find a bound on:
As before, ϕ (y)
Moreover, we can show that the boundary conditions are satisfied: 
ml . This gives:
and the boundary conditions are satisfied. Q.E.D
We can now prove the first part of theorem 3.1 in the:
Proposition 6.4. For all λ ∈ C such that Im (λ) > 0, we have:
Proof. Recall the relations satisfied by the Dirac matrices:
We remark that (−i) γ 0 γ 1 γ 2 commute with Γ 1 , γ 0 γ 2 and γ 0 where: and similar expressions forφψ t , ψϕ t andψφ t . We obtain: ϕψ t − ψϕ t +φψ t −ψφ t = M α,β .
We can now express the kernel of our resolvent: which ensures the integrability at −∞. This is of course the same for fǫφ and fǫψ. In the proof of lemma 6.2, the essential part is the behavior at −∞ and 0 of ϕ and ψ for Im (λ) > 0.
Since the behavior of fǫϕ and fǫψ for Im (λ) > −ǫ is similar to the behaviour of ϕ and ψ for Im (λ) > 0, we can use a similar argument as in the proof of lemma 6.2 to obtain the boundedness of fǫ (H s,n m − λ) −1 fǫ. Now that our operator fǫ (H s,n m − λ) −1 fǫ has been extended to the set of λ such that Im (λ) > −ǫ, we wish to analyze the analyticity property of this extension. For that, we first remark that, by our construction of ϕ and ψ, we know that these functions (and thenφ andψ) are analytic for Im (λ) > −ǫ. Thus the integral term is analytic. Unfortunately, the matrix M −1 α,β may have some singularities. These singularities will come from the inverse of the determinant det (M α,β ) = ((α − β) (α + β)) 2 which is the inverse of an holomorphic function in Im (λ) > −ǫ. Hence, we have obtained a meromorphic extension of fǫ (H s,n m − λ) −1 fǫ for Im (λ) > −ǫ.
