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Abstract
For a Kac-Moody group G, double Bruhat cells Gu,e (u is a Weyl group element) have positive
geometric crystal structures. In [6], it is shown that there exist birational maps between ‘cluster
tori’ XΣ (resp. AΣ) and Gu,eAd (resp. Gu,e), and they are extended to regular maps from cluster X
(resp. A) -varieties to Gu,eAd (resp. Gu,e). The aim of this article is to construct certain positive
geometric crystal structures on the cluster tori XΣ and AΣ by presenting their explicit formulae.
In particular, the geometric crystal structures on the tori AΣ are obtained by applying the twist
map. As a corollary, we see the sets of ZT -valued points of the cluster varieties have plural
structures of crystals.
1 Introduction
In [3], V.V.Fock and A.B.Goncharov have introduced the “cluster ensemble”, which is a pair of schemes
“A-variety A|Σ|” and “X -variety X|Σ|” with a morphism A|Σ| → X|Σ| called an ensemble map. For
the construction of these schemes, cluster A (resp. X )-tori AΣ = {(Ai) | i ∈ I, Ai ∈ C×} (resp.
XΣ = {(Xi) | i ∈ I, Xi ∈ C×}) associated with seeds Σ = (I, I0, B, d) (see Sect.3) are defined. The
schemes are defined as unions of cluster tori which are glued by the following mutations µk : AΣ → AΣ′ ,
XΣ → XΣ′
µ∗k(A
′
Mk(i)
) =
Ai if i 6= k,∏bk,j>0 Abk,jj +∏bk,j<0 A−bk,jj
Ak
if i = k,
µ∗k(X
′
Mk(i)
) =
{
XiX
[bi,k]+
k (1 +Xk)
−bi,k if i 6= k,
X−1k if i = k,
where Σ′ = (I ′, I0, B′, d′) is a new seed, and the map Mk : I → I ′ is as in Sect.3.
Furthermore, in [3] Fock and Goncharov presented a conjecture on “tropical duality” between these
two cluster varieties. To be more precise, the conjecture claimed that the “universal positive Laurent
polynomial ring” on A|Σ|(resp. X|Σ|) is described by the positive summation of points in the set of
Z-valued points (see 3.2) X|Σ∨|(ZT ) (resp. A|Σ∨|(ZT )), where Σ∨ is the Langlands dual seed of Σ [3].
Though in [4], unfortunately, the counter-examples for the conjecture have been found, and in [5], the
conjecture has been refined to be more valid, which is now called “full Fock-Goncharov conjecture”.
It seems to be still generically open except for several special cases.
H.Williams considered the relations between cluster ensembles associated with reduced words of
Weyl group elements and double Bruhat cells associated with those Weyl group elements in Kac-
Moody setting and furthermore, he also gave the isomorphism between the coordinate ring C[A|Σ|]
and that on the double Bruhat cell ([6]). Therein, he also constructed the regular map pM from A|Σ|
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to X|Σ| compatible with all cluster mutations (Proposition 3.4), which plays a role of the ensemble
map in the context of [6].
In [2], A.Berenstein and D.Kazhdan have initiated the theory of “geometric crystal”, which is aimed
to construct a geometric analogue of the Kashiwara’s crystal base theory on a variety birationally
isomorphic to a split torus. In [13], the second author extended this notion to the Kac-Moody setting
and gave some explicit forms of geometric crystals on Schubert/Bruhat cells. Geometric crystals
have a bunch of remarkable properties, in particular, the fact that positive geometric crystals can be
transferred to the Langlands dual Kashiwara’s crystal bases by the “tropicalization” procedure is one
of the most crucial features. More precisely, there exists a functor UD from a category of split tori to
the category of set, and each variety which has a positive geometric crystal structure corresponds to
the set of its co-characters under UD, which has a crystal structure.
The aim of this article is to construct certain positive geometric crystal structures on the cluster
tori XΣ and AΣ of [6] by presenting their explicit formulae. As a corollary of them, we see that
the sets of ZT -valued points X|Σ|(ZT ), A|Σ|(ZT ) have glued crystal structures. Here, glued crystal is
defined as a unit of some crystals (see 2.7). We expect those crystals will be a guide to resolve the
Fock-Goncharov conjectures. To achieve the aim, first we define geometric crystal structures on the
cluster tori XΣ, AΣ. We will see that double Bruhat cells Gu,e and their quotients Gu,eAd have geometric
crystal structures in Proposition 2.9 and Definition 4.1. Using birational maps from AΣ, XΣ to Gu,e,
Gu,eAd given by H.Williams, we obtain geometric crystal structures on AΣ, XΣ (Definition 4.3(1)). By
using “twist map” ζu,e, we can also construct another geometric crystal structures on them (Definition
4.3(2)). Second, we will verify compatibilities between these structures in Proposition 4.4. We mainly
treat the geometric crystal structures of Definition 4.3(1) on XΣ and those of Definition 4.3(2) on AΣ
in this article. Third, we will present explicit formulae of geometric crystal structures on the tori AΣ,
XΣ. These explicit formulae imply the tori have positive geometric crystal structures. Since the set of
ZT -valued points A|Σ|(ZT ) (resp. X|Σ|(ZT )) is a union of the sets of co-characters of AΣ (resp. XΣ),
we see that it has a glued crystal structure.
The organization of this article is as follows. In Sect.2, we review on the theory of geometric
crystals and some explicit formula of geometric crystal on some double Bruhat cell Gu,e which will
be needed in the rest of the article. In Sect.3, the cluster ensembles will be introduced and we will
see the cluster ensembles associated with arbitrary Weyl group elements. A cluster tori AΣi , XΣi
birationally isomorphic to Gu,e, Gu,eAd are defined in this section. In Sect.4, we define geometric crystal
structures on the cluster tori AΣi , XΣi . We will also present a compatibility between these structures.
In Sect.5, we give explicit formulae of geometric crystal structures on XΣi . In Sect.6, we also give
explicit formulae of geometric crystal structures on AΣi by using the compatibility shown in Sect.4. In
Sect.7, we present explicit formulae of geometric crystal structures on AΣi in the case G = SLr+1(C)
and u is the longest element of W in a different way from Sect.6.
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2 Geometric crystals
In this section, we will review notion of geometric crystal following [1, 2, 13, 14].
2
2.1 Notation and definitions
Following [6], we define several notion. For a positive integer l, we set [1, l] := {1, 2, · · · , l}. Let
A = (ai,j)i,j∈[1,r] be a symmetrizable generalized Cartan matrix with a symmetrizer diag(d1, · · · , dr)
(di ∈ Z>0), and g = g(A) = 〈ei, fi, h〉 the Kac-Moody Lie algebra associated with A over C. The
Cartan subalgebra h ⊂ g contains simple coroots α∨1 , · · · , α∨r and h∗ contains simple roots α1, · · · , αr,
which satisfy αj(α
∨
i ) = ai,j . Let r˜ = dim h = 2r − rank A. The simple reflections si ∈ Aut(h∗)
(i ∈ [1, r]) are defined as si(β) := β − β(α∨i )αi, which generate the Weyl group W . Let P := {λ ∈
h∗|λ(α∨i ) ∈ Z for all i ∈ [1, r]} and {Λi}i∈[1,r˜] ⊂ P be a basis which satisfies Λi(α∨j ) = δi,j for i ∈ [1, r˜],
j ∈ [1, r]. Let G be the Kac-Moody group associated with (g, P ) and H ⊂ G a maximal torus. The
set P is identified with the set Hom(H,C×) of characters. We call Λi (i ∈ [1, r˜]) fundamental weights.
By fixing {Λi}i∈[1,r˜], we obtain a corresponding dual basis of Hom(C×, H) and denote its elements
α∨1 , · · · , α∨r˜ . If i ∈ [1, r] then α∨i is just the i-th coroot of g. For t ∈ C× and h ∈ Hom(C×, H), let th
denote the element h(t) ∈ H. The equation
αj =
∑
1≤i≤r˜
aijΛi (2.1)
defines numbers aij for i ∈ {r + 1, · · · , r˜} and j ∈ {1, 2, · · · , r}. We can also define elements
{αi}i∈{r+1,··· ,r˜} of P by
αi = D
r∑
j=1
d−1j aijΛj ,
where D is the least common integer multiple of d1, · · · , dr.
For each real root α, there exists a one-parameter subgroup {xα(t)|t ∈ C} ⊂ G, and G is generated
by all one-parameter subgroups and H [7, 11]. Let N , N− be the subgroups of G generated by
{xα(t)|t ∈ C, α : positive root}, {xα(t)|t ∈ C, α : negative root}. Let B = HN , B− = HN− be
Borel subgroups. For T ∈ H, let αi(T ) or Tαi denote the value of αi at T (as the character).
2.2 Double Bruhat cells
We set xi(c) := exp(cei), yi(c) := exp(cfi) ∈ G for c ∈ C. We also set si := xi(−1)yi(1)xi(−1) for
i ∈ [1, r], and for a reduced expression w = sj1 · · · sjn ∈ W , set w := sj1 · · · sjn . The following two
kinds of Bruhat decompositions of G are known [7]:
G =
∐
u∈W
BuB =
∐
u∈W
B−uB−.
Then, for u, v ∈W , the double Bruhat cell Gu,v is defined as follows:
Gu,v := BuB ∩B−vB−.
Proposition 2.1. [6] For u, v ∈W , the double Bruhat cell Gu,v is a rational affine variety and dim
Gu,v = l(u) + l(v) + r˜.
2.3 Crystals
Let us recall the definition of crystals [9]. We use the notation in 2.1.
Definition 2.2. A crystal is a set B together with the maps wti : B → Z, εi, ϕi : B → Z∪{−∞} and
e˜i,f˜i : B → B ∪ {0} (i ∈ [1, r]) satisfying the followings: For b, b′ ∈ B, i, j ∈ [1, r],
(1) ϕi(b) = εi(b) + wti(b),
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(2) wtj(e˜ib) = wtj(b) + aj,i if e˜i(b) ∈ B, wtj(f˜ib) = wtj(b)− aj,i if f˜i(b) ∈ B,
(3) εi(e˜i(b)) = εi(b)− 1, ϕi(e˜i(b)) = ϕi(b) + 1 if e˜i(b) ∈ B,
(4) εi(f˜i(b)) = εi(b) + 1, ϕi(f˜i(b)) = ϕi(b)− 1 if f˜i(b) ∈ B,
(5) f˜i(b) = b
′ if and only if b = e˜i(b′),
(6) if ϕi(b) = −∞ then e˜i(b) = f˜i(b) = 0.
We call e˜i,f˜i Kashiwara operators, and wti weight functions. A crystal B is said to be free if the
Kashiwara operators e˜i (i ∈ [1, r]) are bijections e˜i : B → B.
Note that the above definition of crystals is slightly weaker than the original one in [9]. In the
case the generalized Cartan matrix (ai,j)i,j∈[1,r] has rank r then the above definition is equivalent to
the one in [9].
For two crystals (B, {e˜i}, {f˜i}, {εi}, {ϕi}, {wti}), (B′, {e˜′i}, {f˜ ′i}, {ε′i}, {ϕ′i}, {wt′i}), a bijection f :
B → B′ is called a crystal isomorphism if it satisfies f(e˜i(b)) = e˜′i(f(b)), f(f˜i(b)) = f˜ ′i(f(b)), ε′i(f(b)) =
εi(b), ϕ
′
i(f(b)) = ϕi(b) and wt
′
i(f(b)) = wti(b) for b ∈ B and i ∈ [1, r]. Here we understand f(0) = 0.
2.4 Geometric crystals
For algebraic varieties X, Y and a rational function f : X → Y , let dom(f) denote the maximal open
subset of X on which f is defined.
Definition 2.3. For a symmetrizable generalized Cartan matrix A = (ai,j)i,j∈[1,r] and an irre-
ducible algebraic variety X over C, let γi, εi (i ∈ [1, r]) be rational functions on X, and ei :
C× × X → X a rational C×-action (i ∈ [1, r]) (to be denoted by (c, x) 7→ eci (x)). A quintuple
(X, {ei}i∈[1,r], {γi}i∈[1,r], {εi}i∈[1,r]) is called a geometric crystal if
(i) For i ∈ [1, r], ({1} ×X) ∩ dom(ei) is open dense in {1} ×X.
(ii) For any i, j ∈ [1, r], the rational functions {γi}i∈[1,r] satisfy γj(eci (x)) = caijγj(x).
(iii) For any t ∈ H, w ∈ W and its two reduced words i, i′, the relation ei(t) = ei′(t) holds,
where for a reduced word i = (i1, · · · , in) of w, we define ei(t) = e(α
(1)(t))
i1
e
(α(2)(t))
i2
· · · e(α(n)(t))in ,
α(j) := sin · · · sij+1(αij ) .
(iv) The rational functions {εi}i∈[1,r] satisfy εi(eci (x)) = c−1εi(x) and εi(ecj(x)) = εi(x) if ai,j =
aj,i = 0.
Let X∗(T ) := Hom(T,C×) be the set of characters for a split algebraic torus T .
Definition 2.4. Let T , T ′ be split algebraic tori over C.
(i) A regular function f =
∑
µ∈X∗(T ) cµ · µ on T is positive if all coefficients cµ are non-negative
numbers. A rational function on T is said to be positive if there exist positive regular functions
g, h such that f = gh (h 6= 0).
(ii) Let f : T → T ′ be a rational map between T and T ′. Then f is called positive if for any
ξ ∈ X∗(T ′), the rational function ξ ◦ f is positive in the sense of (i).
Let T+ be a category whose objects are algebraic tori over C and morphisms are positive rational
maps. In [1, 13], a functor UD : T+ → Set is introduced, where Set is the category of all sets. Each
torus T in T+ corresponds to the set of co-characters X∗(T ) = Hom(C×, T ) under the functor UD.
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Definition 2.5. Let χ = (X, {ei}i∈[1,r], {γi}i∈[1,r], {εi}i∈[1,r]) be a geometric crystal, T an algebraic
torus, θ : T → X a birational map. The map θ is called positive structure on χ if it satisfies the
following:
(i) For i ∈ [1, r], the rational functions γi ◦ θ, εi ◦ θ are positive.
(ii) For i ∈ [1, r], the rational map ei,θ : C× × T → T , defined by (c, t) 7→ θ−1 ◦ eci ◦ θ(t) is positive.
We say (χ, θ) is a positive geometric crystal.
Applying the functor UD to ei,θ, γi ◦ θ and εi ◦ θ, we get
e˜i = UD(ei,θ) : Z×X∗(T )→ X∗(T ),
γ˜i = UD(γi ◦ θ) : X∗(T )→ Z, ε˜i = UD(εi ◦ θ) : X∗(T )→ Z,
Theorem 2.6. [1, 13] Let χ = (X, {ei}i∈[1,r], {γi}i∈[1,r], {εi}i∈[1,r]) be a geometric crystal, T an
algebraic torus, θ : T → X its positive structure. Then (X∗(T ), {e˜i}i∈[1,r], {γ˜i}i∈[1,r], {ε˜i}i∈[1,r]) has a
free crystal structure.
In the above notation, for x ∈ X∗(T ), x 7→ e˜i(1, x) and x 7→ e˜i(−1, x) give actions of Kashiwara
operators on X∗(T ), and γ˜i define the weight functions x 7→ γ˜i(x) on X∗(T ). The maps ϕi are defined
by ϕi(x) = ε˜i(x) + γ˜i(x) (i ∈ [1, r]).
2.5 Geometric crystal actions on Gu,e
For a Weyl group element u ∈ W , we set B−u := B− ∩NuN . Note that Gu,e = B− ∩ BuB = HB−u .
Let γi : G
u,e → C× be the rational function defined by
γi : G
u,e ↪→ B− ∼→ H ×N− proj−→ H αi→ C×.
For α ∈ ∆re, let gα be the root space, and Nα := exp(gα). For i ∈ [1, r], we set N±i := N± ∩ siN∓s−1i
and N i± := N
± ∩ siN±s−1i . Indeed, we have N±i = N±αi . We also set
Y±αi := 〈x±i(t)Nαx±i(−t)|t ∈ C, α ∈ ∆re± \ {±αi}〉,
where x−i(t) := yi(t).
Lemma 2.7. [7] For a simple root αi (i ∈ [1, r]), we have
(i) Y±αi = N
i
±,
(ii) N± = N±i · Y±αi (semi-direct product).
By this lemma, we have the unique decomposition:
N− = N−i · Y−αi = N−αi ·N i−,
and we get the canonical projection ξi : N
− → N−αi . Let χi be the function on N− defined as
χi := y
−1
i ◦ ξi : N− → C, where yi : C→ N−αi is defined as c 7→ yi(c). We extend this to the function
on B− by χi(u · t) := χi(u) for u ∈ N− and t ∈ H. We set
ϕi := (χi|Gu,e)−1 : Gu,e → C×, εi := ϕi
γi
: Gu,e → C×.
For a reduced expression u = si1 · · · sin , we suppose that {i1, · · · , in} = {1, 2, · · · , r}. Then χi|Gu,e is
not identically zero [13]. Thus, in this case, we can define the rational functions ϕi and εi (i ∈ [1, r]).
For each i ∈ [1, r], let us define the rational C×-action ei on Gu,e as (c ∈ C×, x ∈ Gu,e)
eci (x) := xi((c− 1)ϕi(x))xxi((c−1 − 1)εi(x)),
if χi|Gu,e 6= 0 and eci (x) = x if χi|Gu,e = 0. Let α∨i (T ) := Tα
∨
i ∈ H for T ∈ C×.
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Proposition 2.8. For u ∈W and its reduced expression u = si1 · · · sin , the set
B−u := {tyi1(c1)α∨i1(c−11 ) · · · yin(cn)α∨in(c−1n )|t ∈ H, c1, · · · , cn ∈ C×}
is an open subset of Gu,e.
Proof.
The set
B−u := {tyi1(c1) · · · yin(cn)|t ∈ H, c1, · · · , cn ∈ C×} (2.2)
is an open subset of Gu,e [6]. We prove our claim by showing B−u = B−u . Note that yi(S)α∨j (T−1) =
α∨j (T
−1)yi(ST−aj,i) for S, T ∈ C× and i, j ∈ {1, 2, · · · , r}. We have
B−u 3 tyi1(c1)α∨i1(c−11 ) · · · yin(cn)α∨in(c−1n )
= tα∨i1(c
−1
1 ) · · ·α∨in(c−1n )yi1(
1
c1
n∏
j=2
c
−aj,1
j ) · · · yis(
1
cs
n∏
j=s+1
c
−aj,s
j ) · · · yin(
1
cn
) ∈ B−u ,
which means B−u ⊂ B
−
u . Next, for c1, · · · , cn ∈ C×, we put ζn := cn and ζs := ζ−ain,isn ζ
−ain−1,is
n−1 · · · ζ
−ais+1,is
s+1 cs
for s = 1, · · · , n− 1. It is clear that ζj ∈ C× for j = 1, 2, · · · , n. We obtain
B−u 3 tyi1(c1) · · · yin(cn)
= tα∨i1(ζ
−1
1 ) · · ·α∨in(ζ−1n )α∨i1(ζ1) · · ·α∨in(ζn)yi1(c1) · · · yin(cn)
= tα∨i1(ζ
−1
1 ) · · ·α∨in(ζ−1n )yi1(
c1
ζ21
n∏
j=2
ζ
−aij ,i1
j )α
∨
i1(ζ1)
· · · yis(
cs
ζ2s
n∏
j=s+1
ζ
−aij ,is
j )α
∨
is(ζs) · · · yin(ζ−1n )α∨in(ζn)
= tα∨i1(ζ
−1
1 ) · · ·α∨in(ζ−1n )yi1(ζ−11 )α∨i1(ζ1) · · · yis(ζ−1s )α∨is(ζs) · · · yin(ζ−1n )α∨in(ζn) ∈ B−u ,
which means B−u ⊂ B−u .
Proposition 2.9. [13, 14] For u ∈ W and its reduced expression u = si1 · · · sin , we suppose that
{i1, · · · , in} = {1, 2, · · · , r}. Then the quintuple (Gu,e, {ei}i∈[1,r], {γi}i∈[1,r], {εi}i∈[1,r]) is a geometric
crystal. The map H×(C×)n → Gu,e, (t, c1, · · · , cn) 7→ tyi1(c1)α∨i1(c−11 ) · · · yin(cn)α∨in(c−1n ) is a positive
structure on this geometric crystal.
Proposition 2.10. [13, 14] Let u = si1 · · · sin be a reduced expression of u ∈W such that {i1, · · · , in} =
{1, 2, · · · , r}. The action of ecj on the open subset
B−u = {tyi1(t1)α∨i1(t−11 )yi2(t2)α∨i2(t−12 ) · · · yin(tn)α∨in(t−1n )|t ∈ H, t1, · · · , tn ∈ C×} ⊂ Gu,e
is given by
ecj(tyi1(t1)α
∨
i1(t
−1
1 )yi2(t2)α
∨
i2(t
−1
2 ) · · · yin(tn)α∨in(t−1n ))
= tyi1(t
′
1)α
∨
i1(t
′−1
1 )yi2(t
′
2)α
∨
i2(t
′−1
2 ) · · · yin(t′n)α∨in(t′−1n ),
where
t′k = tk
c
∑
1≤m<k,im=j t
ai1,i
1 · · · t
aim−1,i
m−1 tm +
∑
k≤m≤n,im=j t
ai1,i
1 · · · t
aim−1,i
m−1 tm
c
∑
1≤m≤k,im=j t
ai1,i
1 · · · t
aim−1,i
m−1 tm +
∑
k<m≤n,im=j t
ai1,i
1 · · · t
aim−1,i
m−1 tm
.
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Furthermore,
εj((tyi1(t1)α
∨
i1(t
−1
1 ) · · · yin(tn)α∨in(t−1n ))) =
 ∑
1≤m≤n, im=j
1
tmt
aim+1,j
m+1 · · · tain,jn
−1 ,
γj((tyi1(t1)α
∨
i1(t
−1
1 ) · · · yin(tn)α∨in(t−1n ))) =
αj(t)
t
ai1,j
1 · · · tain,jn
.
2.6 Generalized minors and a bilinear form
We set G0 := N
−HN , and let x = [x]−[x]0[x]+ with [x]− ∈ N−, [x]0 ∈ H, [x]+ ∈ N be the
corresponding decomposition.
Definition 2.11. For i ∈ {1, · · · , r˜} and w, w′ ∈ W , the generalized minor ∆w′Λi,wΛi is a regular
function on G whose restriction to the open set w′G0w−1 is given by ∆w′Λi,wΛi(x) = ([w′
−1
xw]0)
Λi .
Here, Λi is the i-th fundamental weight and for a = T
h ∈ H (h ∈ ⊕j∈{1,··· ,r˜}Zα∨j , T ∈ C×), we set
aΛi := TΛi(h).
Let ω : g→ g be the anti-involution
ω(ei) = fi, ω(fi) = ei, ω(h) = h,
and extend it to G by setting ω(xi(c)) = yi(c), ω(yi(c)) = xi(c) and ω(t) = t (t ∈ H). One can
calculate the generalized minors as follows. There exists a g (or G)-invariant bilinear form on the
irreducible highest weight g-module V (λ) such that
〈au, v〉 = 〈u, ω(a)v〉, (u, v ∈ V (λ), a ∈ g (or G)).
For g ∈ G, we have the following simple fact:
∆Λi,Λi(g) = 〈gvΛi , vΛi〉,
where vΛi is a properly normalized highest weight vector in V (Λi). Hence, for w, w
′ ∈W , we have
∆w′Λi,wΛi(g) = ∆Λi(w
′−1gw) = 〈gw · vΛi , w′ · vΛi〉. (2.3)
Using generalized minors, the rational functions γi and ϕi in 2.5 are written as
γi =
r˜∏
j=1
∆
aj,i
Λj ,Λj
, ϕi =
∆Λi,Λi
∆siΛi,Λi
, (2.4)
where we use (2.1) in the first relation.
2.7 Glued crystal
Definition 2.12. Let {Bk}k∈K be a family of crystals, {mk,k′}k,k′∈K be a family of crystal isomor-
phisms mk,k′ : Bk
∼→ Bk′ (k, k′ ∈ K), where K is an index set. Then we call the set
B := qk∈KBk/{identifications mk,k′}
glued crystal.
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Example 2.13. Let g be a symmetrizable Kac-Moody Lie algebra over C and Uq(g) the associated
quantum enveloping algebra. Let (B(∞), {e˜i}, {f˜i}, {εi}, {ϕi}, {wti}) be the crystal associated with
the crystal base of U−q (g) and ∗ : Uq(g) → Uq(g) the antiautomorphism such that e∗i = ei, f∗i = fi
and (qh)∗ = q−h in [8]. It is known that the map ∗ induces a bijection ∗ : B(∞) → B(∞) satisfying
∗ ◦ ∗ = id. Let B(∞)∗ be the crystal as follows : B(∞)∗ is equal to B(∞) as sets, and maps are
defined as e˜∗i := ∗ ◦ e˜i ◦ ∗, f˜∗i := ∗ ◦ f˜i ◦ ∗, ε∗i := εi ◦ ∗, ϕ∗i := ϕi ◦ ∗ and wt∗i := wti ◦ ∗. Clearly,
∗ : B(∞)→ B(∞)∗ is a crystal isomorphism. Thus we get a glued crystal
B(∞) unionsqB(∞)∗/(identification by ∗).
3 Cluster ensembles
Following [6], let us recall the notion of the cluster A-variety and X -variety.
3.1 Definitions of cluster A-variety and X -variety
Definition 3.1. A seed Σ = (I, I0, B, d) is a quintuple of the following data:
(i) I is a finite index set and I0 is a subset of I. The elements of I0 are called frozen.
(ii) B = (bi,j) is an I × I-matrix called exchange matrix which satisfies bi,j ∈ Z unless both i and j
are frozen.
(iii) d = (di)i∈I is a set of positive integers such that bi,jdj = −bj,idi.
For k ∈ I \ I0, we say a seed Σ′ = (I ′, I0, B′, d′) is obtained from Σ by mutation at k if there exists
a bijective Mk : I → I ′ which satisfies Mk(i) = i for i ∈ I0, d′Mk(j) = dj for j ∈ I and
b′Mk(i),Mk(j) :=
{
−bij if i = k or j = k,
bij +
|bik|bkj+bik|bkj |
2 otherwise.
Then we write Σ′ = µk(Σ).
To a seed Σ = (I, I0, B, d), we associate a set of variables {Ai}i∈I and a split algebraic torus
AΣ = Spec C[A±1i |i ∈ I] called cluster A-torus . We call {Ai}i∈I cluster A-coordinate on AΣ. If
Σ′ = (I ′, I0, B′, d′) = µk(Σ) then there exists a birational map (called mutation) µk : AΣ → AΣ′
defined as
µ∗k(A
′
Mk(i)
) =
Ai if i 6= k,∏bk,j>0 Abk,jj +∏bk,j<0 A−bk,jj
Ak
if i = k,
where {A′i}i∈I′ is the cluster A-coordinate associated to Σ′.
Definition 3.2. Cluster A-variety A|Σ| is the scheme obtained by gluing together all tori AΣ′ of seeds
Σ′ which are obtained from Σ by an iteration of mutations.
To a seed Σ = (I, I0, B, d), we also associate an algebraic torus XΣ := Spec C[X±1i |i ∈ I] called
cluster X -torus with variables {Xi}i∈I . We call {Xi}i∈I cluster X -coordinate on XΣ. If Σ′ = µk(Σ)
then there exists a birational map (called mutation) µk : XΣ → XΣ′ defined as
µ∗k(X
′
Mk(i)
) =
{
XiX
[bi,k]+
k (1 +Xk)
−bi,k if i 6= k,
X−1k if i = k,
where {X ′i}i∈I′ is the cluster X -coordinate associated to Σ′ and [bi,k]+ := max(bi,k, 0).
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Definition 3.3. Cluster X -variety X|Σ| is the scheme obtained by gluing together all tori XΣ′ of seeds
Σ′ which are obtained from Σ by an iteration of mutations.
In what follows, we identify I with I ′ by Mk, and write b′Mk(i),Mk(j) = b
′
i,j , A
′
Mk(i)
= A′i and
X ′Mk(i) = X
′
i.
Proposition 3.4. [6] Let M = (Mi,j) be an I × I-matrix such that Mi,j = 0 unless both i and j
are frozen. For a seed Σ = (I, I0, B, d) such that B˜ = B + M is an integer matrix, we define a map
pM : AΣ → XΣ as
p∗M (Xi) =
∏
j∈I
A
B˜i,j
j .
Then pM extends to a regular map pM : A|Σ| → X|Σ|.
If Σ′ = µk(Σ) and B′ is the exchange matrix of Σ′ then B˜′ = B′ +M ′ is an integer matrix. Thus,
we can define p′M : AΣ′ → XΣ′ by p′∗M (X ′i) =
∏
j∈I A
′B˜′i,j
j . This proposition means the following
diagram is commutative:
AΣ µk //
pM

AΣ′
p′M

XΣ µk // XΣ′
(3.1)
The map pM : A|Σ| → X|Σ| is called an ensemble map in the context of [6].
3.2 The set of ZT -valued points
Let ZT be the tropical semi-field of integers, that is, it is equal to Z as sets, and product and sum are
defined as + and max respectively. For a split torus H, we set
H(ZT ) := X∗(H),
where X∗(H) is the group of co-characters of H. We can verify that H(ZT ) ∼= (ZT )dimH . Note that a
positive rational map f : H → H ′ induces a map UD(f) : H(ZT )→ H ′(ZT ), where UD is the functor
in 2.4.
Definition 3.5. [3] For a seed Σ and the cluster A-variety A|Σ| and X -variety X|Σ|, we set
A|Σ|(ZT ) :=
∐
AΣ′(ZT )/{identifications UD(µ), µ : mutation},
X|Σ|(ZT ) :=
∐
XΣ′(ZT )/{identifications UD(µ), µ : mutation},
where Σ′ runs over the set of all seeds which are obtained from Σ by an iteration of mutations. We
call them the sets of ZT -valued points of cluster A(X )-variety.
The sets of ZT -valued points of cluster varieties appear in the context of Fock-Goncharov conjecture
in [3, 5].
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3.3 Seeds associated with reduced words
We will use the notation in 2.1. For u ∈W and its reduced word i = (i1, · · · , in), one associate a seed
Σi as follows. We set i−j = −j for j = 1, 2, · · · , r˜.
Definition 3.6. [6] We define the index set as I := {−r˜, · · · ,−2,−1} ∪ {1, 2, · · · , n}. For k ∈ I, we
set k+ := min{l ∈ I|l > k, |il| = |ik|} ∪ {n + 1} and I0 := {k ∈ I|k < 0, or k+ > n}. The exchange
matrix Bi = (bj,k) is defined by
bj,k =
a|ik|,|ij |
2
(−[j = k+] + [j+ = k]− [k < j < k+][j > 0] + [k < j+ < k+][j+ ≤ n]
+[j < k < j+][k > 0]− [j < k+ < j+][k+ ≤ n]),
where for a proposition P ,
[P ] =
{
1 if P : true,
0 if P : false.
Let dk = d|ik| for k ∈ I, where the right-hand side means the symmetrizer of the Cartan matrix
(ai,j)i,j∈I . Then we define a seed Σi := (I, I0, Bi, d).
The lattice
⊕
1≤i≤r˜ Zαi is a sublattice of P , and we see that its kernel {t ∈ H|tαi = 1, 1 ≤ i ≤ r˜} is
a discrete subgroup of the center of G. Let GAd denote the quotient of G by the discrete subgroup {t ∈
H|tαi = 1, 1 ≤ i ≤ r˜} and HAd denote the image of H in GAd. The character lattice Hom(HAd,C×)
is canonically isomorphic to
⊕
1≤i≤r˜ Zαi. Thus, the co-character lattice Hom(C×, HAd) has a dual
basis Λ∨1 , · · · ,Λ∨r˜ of fundamental coweights such that αi(Λ∨j ) = δi,j for i, j ∈ [1, r˜]. Let TΛ
∨
i be an
element of HAd such that αj(T
Λ∨i ) = T δi,j for i, j ∈ [1, r˜] and T ∈ C×. Now we define numbers aij
(i, j ∈ [1, r˜]) as ai,j := αj(α∨i ).
Proposition 3.7. [6] The r˜ × r˜ integer matrix (ai,j)1≤i,j≤r˜ is nondegenerate and symmetriz- able.
We also get α∨i =
∑r˜
j=1 aijΛ
∨
j .
Definition 3.8. [6] Let XΣi be the cluster X -torus which associates to the seed Σi. An open immersion
xΣi : XΣi → Gu,eAd is defined for an element u ∈W and its reduced word i = (i1, i2, · · · , in) :
xΣi : (X−r˜, · · · , X−1, X1, · · · , Xn) 7→ XΛ
∨
r˜
−r˜ · · ·XΛ
∨
1
−1 yi1(1)X
Λ∨i1
1 yi2(1)X
Λ∨i2
2 · · · yin(1)X
Λ∨in
n .
Let u≤k := si1 · · · sik for k ∈ [1, n] and u≤k = e for k ∈ {−r˜, · · · ,−2,−1}.
Lemma 3.9. [6] Let AΣi be the cluster A-torus which associates to the seed Σi. There exists an open
immersion aΣi : AΣi → Gu,e such that the pull-back a∗Σi identifies each coordinate function Ak with a
generalized minor ∆u≤kΛ|ik|,Λ|ik| for k ∈ I.
Definition 3.10. [6] For x ∈ G0 := N−HN , we write x = [x]−[x]0[x]+ with [x]− ∈ N−, [x]0 ∈ H,
[x]+ ∈ N+. For u ∈W , the twist map ζu,e : Gu,e → Gu−1,e is defined by
x 7→ θ([u−1x]−1− u−1x),
where θ is the automorphism of G such that θ(a) = a−1 (a ∈ H), θ(xi(T )) = yi(T ) and θ(yi(T )) =
xi(T ) (T ∈ C). We also define ι as the antiautomorphism of G defined by a 7→ a−1 for a ∈ H and
xi(T ) 7→ xi(T ), yi(T ) 7→ yi(T ) for T ∈ C.
Proposition 3.11. [6] For x ∈ Gu,e, we get u−1x ∈ G0. The map ι◦ ζu,e : Gu,e → Gu,e is a biregular
isomorphism.
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Theorem 3.12. [6] Let M = (Mj,k) be the following I × I-matrix
Mj,k =
a|ik|,|ij |
2
([j+, k+ > n] + [j, k < 0]).
(1) There is a regular map a|Σi| : A|Σi| → Gu,e which extends aΣi : AΣi → Gu,e in Lemma 3.9. It
induces an algebra isomorphism C[Gu,e]→ C[A|Σi|].
(2) There is a regular map x|Σi| : X|Σi| → Gu,eAd which extends xΣi : XΣi → Gu,eAd in Definition 3.8.
(3) The all entries of Bi +M are integer and the following diagram is commutative:
A|Σi|
a|Σi| //
pM

Gu,e
pG

X|Σi| x|Σi|
// Gu,eAd
where pG : G
u,e → Gu,eAd is the composition of the automorphism ι ◦ ζu,e and the quotient map G
to GAd.
4 Compatibility between geometric crystal structures on the
cluster tori
In 3.3, we defined tori AΣ (resp. XΣ) birationally isomorphic to Gu,e (resp. Gu,eAd). In this section, we
will define two geometric crystal structures on each torus AΣ (resp. XΣ) (Definition 4.3). Furthermore,
we will discuss a compatibility between these geometric crystal structures (Proposition 4.4). In Sect.
5, 6, we will calculate the explicit formulae of them. In the rest of article, for a reduced expression
u = si1 · · · sin , we suppose that {i1, · · · , in} = {1, 2, · · · , r}. Let Z = {t ∈ H|tαi = 1, 1 ≤ i ≤ r˜}.
First, we define a geometric crystal structure on Gu,eAd . Recall that G
u,e has a geometric crystal
structure (Gu,e, {ej}j∈[1,r], {εj}j∈[1,r], {γj}j∈[1,r]) (Proposition 2.9). The definitions imply that εj
and γj are Z-invariant, and ej satisfies ej(c, tx) = tej(c, x) for t ∈ Z, (c, x) ∈ dom(ej). Thus, the
geometric crystal structure on Gu,e induces a geometric crystal structure on Gu,eAd .
Definition 4.1. . We write this geometric crystal structure as (Gu,eAd , {ej}j∈[1,r], {εj}j∈[1,r], {γj}j∈[1,r]),
that is, we use the same notation for ej , εj and γj on G
u,e
Ad as those on G
u,e.
In the formulae of Proposition 2.10 for ecj , εj and γj , an element t ∈ H is replaced with t ∈ HAd
when we consider the geometric crystal structure on Gu,eAd .
Proposition 4.2. A biregular map Gu,eAd → Gu,eAd defined as xZ 7→ (ι ◦ ζu,e(x))Z (x ∈ Gu,e) is well-
defined. Let us denote it by ι ◦ ζu,e.
Proof.
We take x ∈ Gu,e and z ∈ Z. By Proposition 3.11, we have u−1x ∈ G0. Considering the decomposi-
tion u−1x = [u−1x]−[u−1x]0[u−1x]+, we obtain u−1xz = [u−1x]−[u−1x]0z[u−1x]+ and [u−1x]0z ∈ H,
which yields
[u−1xz]− = [u−1x]−. (4.1)
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It follows from (4.1) that
(ι ◦ ζu,e)(xz) = ι ◦ θ([u−1xz]−1− u−1xz)
= ι ◦ θ([u−1x]−1− u−1xz)
= ι(θ([u−1x]−1− u
−1x)z−1)
= ι(θ([u−1x]−1− u
−1x))z
= (ι ◦ ζu,e)(x)z.
Thus, the biregular map Gu,eAd → Gu,eAd is induced.
Definition 4.3. We use the same notation as in Theorem 3.12. Let Σ be a seed obtained from Σi
by an iteration of mutations µ, and µa : AΣi → AΣ, µx : XΣi → XΣ be the corresponding birational
maps. Let aΣ, xΣ denote the birational maps aΣi ◦ (µa)−1 : AΣ → Gu,e, xΣi ◦ (µx)−1 : XΣ → Gu,eAd ,
respectively. We define two geometric crystal structures on the torus AΣ (resp. XΣ) as follows:
(1) The first one is
(AΣ, a−1Σ ◦ ecj ◦ aΣ, εj ◦ aΣ, γj ◦ aΣ), (resp. (XΣ, x−1Σ ◦ ecj ◦ xΣ, εj ◦ xΣ, γj ◦ xΣ)).
(2) The second one is
(AΣ, a−1Σ ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ (ι ◦ ζu,e) ◦ aΣ, εj ◦ (ι ◦ ζu,e) ◦ aΣ, γj ◦ (ι ◦ ζu,e) ◦ aΣ),
(resp. (XΣ, x−1Σ ◦ (ι ◦ ζu,e) ◦ ecj ◦ (ι ◦ ζu,e)−1 ◦ xΣ, εj ◦ (ι ◦ ζu,e)−1 ◦ xΣ, γj ◦ (ι ◦ ζu,e)−1 ◦ xΣ)).
Proposition 4.4. Let p = pΣ be the restriction of the map pM in Theorem 3.12 to the torus AΣ.
The following commutative diagrams hold:
XΣ
AΣ
XΣ
AΣ
a−1Σ ◦(ι◦ζu,e)−1◦ecj◦ι◦ζu,e◦aΣ //
p

p

x−1Σ ◦ecj◦xΣ
// XΣ
AΣ
XΣ
AΣ
a−1Σ ◦ecj◦aΣ //
p

p

x−1Σ ◦(ι◦ζu,e)◦ecj◦(ι◦ζu,e)−1◦xΣ
// (4.2)
We also get the following commutative diagrams:
XΣ
AΣ
C×
p

εj◦(ι◦ζu,e)◦aΣ
$$
εj◦xΣ
// XΣ
AΣ
C×
p

γj◦(ι◦ζu,e)◦aΣ
$$
γj◦xΣ
// (4.3)
XΣ
AΣ
C×
p

εj◦aΣ
$$
εj◦(ι◦ζu,e)−1◦xΣ
// XΣ
AΣ
C×
p

γj◦aΣ
$$
γj◦(ι◦ζu,e)−1◦xΣ
//
12
Proof.
First, let us prove them for Σ = Σi. We set p := pΣi . It follows from Theorem 3.12 (3), definitions
of pG and action of e
c
j that
x−1Σi ◦ ecj ◦ xΣi ◦ p = x−1Σi ◦ ecj ◦ pG ◦ aΣi
= x−1Σi ◦ ecj ◦ q ◦ (ι ◦ ζu,e) ◦ aΣi
= x−1Σi ◦ q ◦ ecj ◦ (ι ◦ ζu,e) ◦ aΣi
= x−1Σi ◦ q ◦ (ι ◦ ζu,e) ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ (ι ◦ ζu,e) ◦ aΣi
= x−1Σi ◦ pG ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ (ι ◦ ζu,e) ◦ aΣi
= p ◦ a−1Σi ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ (ι ◦ ζu,e) ◦ aΣi ,
and
p ◦ a−1Σi ◦ ecj ◦ aΣi = x−1Σi ◦ pG ◦ ecj ◦ aΣi
= x−1Σi ◦ (ι ◦ ζu,e) ◦ q ◦ ecj ◦ aΣi
= x−1Σi ◦ (ι ◦ ζu,e) ◦ ecj ◦ q ◦ aΣi
= x−1Σi ◦ (ι ◦ ζu,e) ◦ ecj ◦ (ι ◦ ζu,e)−1 ◦ (ι ◦ ζu,e) ◦ q ◦ aΣi
= x−1Σi ◦ (ι ◦ ζu,e) ◦ ecj ◦ (ι ◦ ζu,e)−1 ◦ pG ◦ aΣi
= x−1Σi ◦ (ι ◦ ζu,e) ◦ ecj ◦ (ι ◦ ζu,e)−1 ◦ xΣi ◦ p.
Thus, we get (4.2) for Σ = Σi.
The definitions of γj on G
u,e and Gu,eAd mean γj ◦ q(g) = γj(g) for g ∈ Gu,e. Hence, we have
γj ◦ xΣi ◦ p = γj ◦ pG ◦ aΣi
= γj ◦ q ◦ (ι ◦ ζu,e) ◦ aΣi
= γj ◦ (ι ◦ ζu,e) ◦ aΣi .
Thus, we get the first commutative diagram in (4.3), and one can verify other diagrams via similar
ways for Σ = Σi.
Next, we assume that Σ is obtained from Σi by an iteration of mutations µ. Let µ
a : AΣi → AΣ
(resp. µx : XΣi → XΣ) be the corresponding birational map. By Proposition 3.4, (3.1) and Definition
4.3, we obtain aΣi = aΣ◦µa, xΣi = xΣ◦µx and pΣi = (µx)−1◦pΣ◦µa. In conjunction with commutative
diagrams for Σi, we obtain the diagrams (4.2), (4.3) for general seeds Σ.
Remark 4.5. In the rest of article, we will treat geometric crystals (XΣ, x−1Σ ◦ecj ◦xΣ, εj ◦xΣ, γj ◦xΣ)
and (AΣ, a−1Σ ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ (ι ◦ ζu,e) ◦ aΣ, εj ◦ (ι ◦ ζu,e) ◦ aΣ, γj ◦ (ι ◦ ζu,e) ◦ aΣ) only.
Proposition 4.6. For i ∈ [1, r˜] and w ∈W , we have
(ι ◦ ζu,e)∗∆wΛi,Λi, = ∆uΛi,wΛi .
Proof.
Recall that we defined anti-involution ω : G → G in (2.6), One can verify that ι ◦ θ = ω. For
x ∈ Gu,e, we get
ι ◦ ζu,e(x) = ι ◦ θ([u−1x]−1− u−1x)
= ω([u−1x]0[u−1x]+)
= ω([u−1x]+) · ω([u−1x]0).
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For x ∈ Gu,e, we get u−1x ∈ G0 by Proposition 3.11. Writing u−1x = [u−1x]−[u−1x]0[u−1x]+, we
have ω(u−1x) = ω([u−1x]+)ω([u−1x]0)ω([u−1x]−) and ω([u−1x]+) ∈ N−, ω([u−1x]0) ∈ H, ω([u−1x]−) ∈
N . Using the bilinear form in (2.6), we get
(ι ◦ ζu,e)∗∆wΛi,Λi,(x) = 〈wvΛi , (ι ◦ ζu,e)(x)vΛi〉
= 〈wvΛi , ω([u−1x]+) · ω([u−1x]0)vΛi〉
= 〈wvΛi , ω(u−1x)vΛi〉
= 〈u−1xwvΛi , vΛi〉
= 〈xwvΛi , uvΛi〉 = ∆uΛi,wΛi(x).
A result similar to Proposition 4.6 for unipotent quantum minors of quantum unipotent cells is
obtained in [12].
5 Explicit formulae of geometric crystals on cluster X -tori
In this section, we will reveal the explicit formulae of geometric crystal structures (XΣi , x−1Σi ◦ ecj ◦
xΣi , εj ◦ xΣi , γj ◦ xΣi) in Definition 4.3.
Theorem 5.1. Let ecj (j ∈ [1, r], c ∈ C×) be the rational C×-action on Gu,eAd (Definition 4.1). We set
(X ′−r˜, · · · , X ′−1, X ′1, · · · , X ′n) := x−1Σi ◦ ecj ◦ xΣi(X−r˜, · · · , X−1, X1, · · · , Xn),
and {K1,K2, · · · ,Kl} := {K|1 ≤ K ≤ n, iK = j} (K1 < · · · < Kl). Then
X ′Kp = XKp ·
c
∑p+1
m=1(XKmXKm+1 · · ·XKl−1) +
∑l
m=p+2(XKmXKm+1 · · ·XKl−1)
c
∑p−1
m=1(XKmXKm+1 · · ·XKl−1) +
∑l
m=p(XKmXKm+1 · · ·XKl−1)
. (5.1)
For k ∈ {1, 2, · · · , n} with ik 6= j, we also set {k1, k2, · · · , ks} := {K|k < K < k+, j = iK}
(k1 < k2 < · · · < ks). We can write k1 = Kγ with some γ ∈ {1, 2, · · · , l}. Then
X ′k = Xk
(
c
∑γ+s−1
m=1 XKmXKm+1 · · ·XKl−1 +
∑l
m=γ+sXKmXKm+1 · · ·XKl−1
c
∑γ−1
m=1XKmXKm+1 · · ·XKl−1 +
∑l
m=γ XKmXKm+1 · · ·XKl−1
)aj,ik
. (5.2)
For i ∈ [1, r˜],
X ′−i = X−ic
aji
∏
1≤s≤n,is=i
XsX
′−1
s .
Furthermore, let γj, εj be the functions of geometric crystal on G
u,e
Ad . Then
γj ◦ xΣi(X−r˜, · · · , X−1, X1, · · · , Xn) = X−jXK1 · · ·XKl ,
εj ◦ xΣi(X−r˜, · · · , X−1, X1, · · · , Xn) =
(
l−1∑
p=0
XKp+1XKp+2 · · ·XKl
)−1
.
First, let us prove the following lemma.
Lemma 5.2. (1) A map f : (C×)n → (C×)n,
(t1, · · · , ts, · · · , tn) 7→ (· · · ,
t
−ais+1,is
s+1 t
−ais+2,is
s+2 · · · t−ain,isn
ts
, · · · , 1
tn
)
is bijective.
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(2) A map g : (C×)n → (C×)n,
(t1, · · · , tj , · · · , tn) 7→ (
∏
1≤k≤n,ik=i1
tk, · · · ,
∏
j≤k≤n,ik=ij
tk, · · · , tn)
is bijective.
Proof.
(1) For (ζ1, · · · , ζn) ∈ (C×)n, by setting tn = 1ζn , tn−1 =
(tn)
ain,in−1
ζn−1
, · · · , ts = t
−ais+1,is
s+1 t
−ais+2,is
s+2 ···t
−ain,is
n
ζs
,
· · · inductively, we have
(ζ1, · · · , ζn) = f(t1, · · · , tn),
which means f is surjective.
Next, we assume f(t1, · · · , tn) = f(t′1 · · · , t′n). Then we get 1tn = 1t′n ,
t
−ain,in−1
n
tn−1
= t
′−ain,in−1
n
t′n−1
, · · · ,
t
−ais+1,is
s+1 t
−ais+2,is
s+2 ···t
−ain,is
n
ts
=
t′
−ais+1,is
s+1 t
′−ais+2,is
s+2 ···t′
−ain,is
n
t′s
, · · · . Hence, we can inductively show that
tn = t
′
n, tn−1 = t
′
n−1, · · · , ts = t′s, · · · . Therefore, f is injective. Similarly, we can prove (2).
Proof of Theorem 5.1.
Note that yi(t)X
Λ∨l = XΛ
∨
l yi(X
δi,lt) holds. Therefore,
xΣi(X−r˜, · · · , X−1, X1, · · · , Xn)
= X
Λ∨r˜
−r˜ · · ·XΛ
∨
1
−1 yi1(1)X
Λ∨i1
1 yi2(1)X
Λ∨i2
2 · · · yin(1)X
Λ∨in
n
= X
Λ∨r˜
−r˜ · · ·XΛ
∨
1
−1X
Λ∨i1
1 · · ·X
Λ∨in
n
·yi1(
∏
1≤k≤n,ik=i1
Xk)yi2(
∏
2≤k≤n,ik=i2
Xk)yi3(
∏
3≤k≤n,ik=i3
Xk) · · · yin(Xn).
By Lemma 5.2, there exist t1, · · · , tn ∈ C× such that
∏
s≤k≤n,ik=is
Xk =
t
−ais+1,is
s+1 t
−ais+2,is
s+2 · · · t−ain,isn
ts
(5.3)
for s = 1, 2, · · · , n.
Hence,
xΣi(X−r˜, · · · , X−1, X1, · · · , Xn)
= X
Λ∨r˜
−r˜ · · ·XΛ
∨
1
−1X
Λ∨i1
1 · · ·X
Λ∨in
n
·yi1(
t
−ai2,i1
2 t
−ai3,i1
3 · · · t−ain,i1n
t1
)yi2(
t
−ai3,i2
3 t
−ai4,i2
4 · · · t−ain,i2n
t2
)
·yi3(
t
−ai4,i3
4 · · · t−ain,i3n
t3
) · · · yin(
1
tn
)
= X
Λ∨r˜
−r˜ · · ·XΛ
∨
1
−1X
Λ∨i1
1 · · ·X
Λ∨in
n α
∨
i1(t1)α
∨
i2(t2) · · ·α∨in(tn) (5.4)
·yi1(t1)α∨i1(t−11 )yi2(t2)α∨i2(t−12 ) · · · yin(tn)α∨in(t−1n ),
where we use
yi(S)α
∨
p (T
−1) = α∨p (T
−1)yi(ST−ap,i), (S, T ∈ C×, i, p ∈ {1, 2, · · · , r}) (5.5)
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in the second equality. Here, we denote the image of α∨p (T
−1) ∈ Gu,e under the quotient mapG→ GAd
by the same notation α∨p (T
−1).
By the definition of ecj and Proposition 2.10, if (c, xΣi(X−r˜, · · · , X−1, X1, · · · , Xn)) ∈ dom(ej) then
we have
ecj ◦ xΣi(X−r˜, · · · , X−1, X1, · · · , Xn)
= X
Λ∨r˜
−r˜ · · ·XΛ
∨
1
−1X
Λ∨i1
1 · · ·X
Λ∨in
n α
∨
i1(t1)α
∨
i2(t2) · · ·α∨in(tn)
·yi1(t′1)α∨i1(t′−11 )yi2(t′2)α∨i2(t′−12 ) · · · yin(t′n)α∨in(t′−1n ),
with t′1, · · · , t′n ∈ C× in Proposition 2.10.
Using (5.5) again, we obtain
ecj ◦ xΣi(X−r˜, · · · , X−1, X1, · · · , Xn)
= X
Λ∨r˜
−r˜ · · ·XΛ
∨
1
−1X
Λ∨i1
1 · · ·X
Λ∨in
n α
∨
i1(t1)α
∨
i2(t2) · · ·α∨in(tn)
·α∨i1(t′−11 )α∨i2(t′−12 ) · · ·α∨in(t′−1n )yi1(
t′−ai2,i12 t
′−ai3,i1
3 · · · t′−ain,i1n
t′1
) (5.6)
·yi2(
t′−ai3,i23 t
′−ai4,i2
4 · · · t′−ain,i2n
t′2
)yi3(
t′−ai4,i34 · · · t′−ain,i3n
t′3
) · · · yin(
1
t′n
).
It follows from Lemma 5.2 that there exist X ′1, · · · , X ′n ∈ C× such that
(t′k+1)
−aik+1,ik (t′k+2)
−aik+2,ik · · · (t′n)−ain,ik
t′k
=
∏
k≤p≤n,ip=ik
X ′p (5.7)
for k = 1, 2, · · · , n. Substituting these into (5.6), we get
ecj ◦ xΣi(X−r˜, · · · , X−1, X1, · · · , Xn)
= X
Λ∨r˜
−r˜ · · ·XΛ
∨
1
−1X
Λ∨i1
1 · · ·X
Λ∨in
n α
∨
i1(t1)α
∨
i2(t2) · · ·α∨in(tn)
·α∨i1(t′−11 )α∨i2(t′−12 ) · · ·α∨in(t′−1n )yi1(
∏
1≤l≤n,il=i1
X ′l)
·yi2(
∏
2≤l≤n,il=i2
X ′l)yi3(
∏
3≤l≤n,il=i3
X ′l) · · · yin(X ′n)
= X
Λ∨r˜
−r˜ · · ·XΛ
∨
1
−1X
Λ∨i1
1 · · ·X
Λ∨in
n α
∨
i1(t1)α
∨
i2(t2) · · ·α∨in(tn)
·α∨i1(t′−11 )α∨i2(t′−12 ) · · ·α∨in(t′−1n )X
′−Λ∨i1
1 · · ·X
′−Λ∨in
n
yi1(1)X
′Λ∨i1
1 yi2(1)X
′Λ∨i2
2 · · · yin(1)X
′Λ∨in
n ,
where we use yi(T )X
Λ∨l = XΛ
∨
l yi(X
δi,lT ) in the second equality. Note that putting {K1,K2, · · · ,Kl} :=
{1 ≤ K ≤ n|iK = j} (K1 < · · · < Kl),
tkt
′−1
k =
c
p∑
m=1
t
ai1,j
1 t
ai2,j
2 · · · t
aiKm−1,j
Km−1 tKm +
l∑
m=p+1
t
ai1,j
1 t
ai2,j
2 · · · t
aiKm−1,j
Km−1 tKm
c
p−1∑
m=1
t
ai1,j
1 t
ai2,j
2 · · · t
aiKm−1,j
Km−1 tKm +
l∑
m=p
t
ai1,j
1 t
ai2,j
2 · · · t
aiKm−1,j
Km−1 tKm
if k = Kp,
1 if ik 6= j.
(5.8)
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Thus, by Proposition 3.7, we get
α∨i1(t1)α
∨
i2(t2) · · ·α∨in(tn) · α∨i1(t′−11 )α∨i2(t′−12 ) · · ·α∨in(t′−1n )
= α∨j (tK1t
′−1
K1
tK2t
′−1
K2
· · · tKlt′−1Kl ) = α∨j (c) = c
∑r˜
i=1 ajiΛ
∨
i .
Therefore, it follows that
ecj ◦ xΣi(X−r˜, · · · , X−1, X1, · · · , Xn)
= X
′Λ∨r˜
−r˜ · · ·X ′Λ
∨
1
−1 yi1(1)X
′Λ∨i1
1 yi2(1)X
′Λ∨i2
2 · · · yin(1)X
′Λ∨in
n ,
where for i ∈ [1, r˜],
X ′−i = X−ic
aji
∏
1≤s≤n,is=i
XsX
′−1
s .
Finally, let us prove (5.1) and (5.2). For p = 1, · · · , l, the definition (5.7) implies that
X ′Kp =
(t′Kp+1)
−aiKp+1,j (t′Kp+2)
−aiKp+2,j · · · (t′n)−ain,j
X ′Kp+1 · · ·X ′Klt′Kp
. (5.9)
By using induction on l − p, let us prove
X ′Kp =
t′
−aiKp+1,j
Kp+1
t′
−aiKp+2,j
Kp+2
· · · t′
−aiKp+1−1,j
Kp+1−1
t′Kpt
′
Kp+1
, (p = 1, 2, · · · , l) (5.10)
where T ′Kl+1 := 1. First, we consider the case l − p = 0 so that p = l. In this case, our claim
follows from (5.9). Next, we assume that l > p. Taking into account the hypothesis of induction, by
t′Kp+1t
′2
Kp+2
t′2Kp+3 · · · t′2Kl = 1t′Kp+1 t
′aiKp+1 ,j
Kp+1
t′
aiKp+2 ,j
Kp+2
t′
aiKp+3 ,j
Kp+3
· · · t′aiKl ,jKl ,
X ′Kp+1 · · ·X ′Kl =
1
t′Kp+1t
′2
Kp+2
t′2Kp+3 · · · t′2Kl
t′
−aiKp+1+1,j
Kp+1+1
t′
−aiKp+1+2,j
Kp+1+2
· · · t′
−aiKp+2−1,j
Kp+2−1
t′
−aiKp+2+1,j
Kp+2+1
t′
−aiKp+2+2,j
Kp+2+2
· · · t′
−aiKp+3−1,j
Kp+3−1 · · · t′
−aiKl+1,j
Kl+1
t′
−aiKl+2,j
Kl+2
· · · t′−ain,jn
= t′Kp+1t
′−aiKp+1 ,j
Kp+1
t′
−aiKp+1+1,j
Kp+1+1
t′
−aiKp+1+2,j
Kp+1+2
· · · t′−ain,jn .
In conjunction with (5.9), we obtain (5.10). Using (5.8), we obtain
X ′Kp =
t
−aiKp+1,j
Kp+1
t
−aiKp+2,j
Kp+2
· · · t
−aiKp+1−1,j
Kp+1−1
t′Kpt
′
Kp+1
=
t
−aiKp+1,j
Kp+1
t
−aiKp+2,j
Kp+2
· · · t
−aiKp+1−1,j
Kp+1−1
tKptKp+1
(5.11)
·c
∑p+1
m=1 t
ai1,j
1 t
ai2,j
2 · · · t
aiKm−1,j
Km−1 tKm +
∑l
m=p+2 t
ai1,j
1 t
ai2,j
2 · · · t
aiKm−1,j
Km−1 tKm
c
∑p−1
m=1 t
ai1,j
1 t
ai2,j
2 · · · t
aiKm−1,j
Km−1 tKm +
∑l
m=p t
ai1,j
1 t
ai2,j
2 · · · t
aiKm−1,j
Km−1 tKm
.
Substituting c = 1, we obtain
XKp =
t
−aiKp+1,j
Kp+1
t
−aiKp+2,j
Kp+2
· · · t
−aiKp+1−1,j
Kp+1−1
tKptKp+1
. (5.12)
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Therefore,
(XK1XK2 · · ·XKm−1)−1 = tK1t
aiK1+1,j
K1+1
t
aiK1+2,j
K1+2
t
aiK1+3,j
K1+3
· · · taiKm−1,jKm−1 tKm ,
where we use t
aiKp ,j
Kp
= t
aj,j
Kp
= t2Kp . Thus,
t
ai1,j
1 t
ai2,j
2 · · · t
aiK1−1,j
K1−1 tK1(XK1XK2 · · ·XKm−1)−1 = t
ai1,j
1 t
ai2,j
2 t
ai3,j
3 · · · t
aiKm−1,j
Km−1 tKm .
It follows from (5.11) that
X ′Kp
= XKp ·
c
∑p+1
m=1(XK1XK2 · · ·XKm−1)−1 +
∑l
m=p+2(XK1XK2 · · ·XKm−1)−1
c
∑p−1
m=1(XK1XK2 · · ·XKm−1)−1 +
∑l
m=p(XK1XK2 · · ·XKm−1)−1
= XKp ·
c
∑p+1
m=1(XKmXKm+1 · · ·XKl−1) +
∑l
m=p+2(XKmXKm+1 · · ·XKl−1)
c
∑p−1
m=1(XKmXKm+1 · · ·XKl−1) +
∑l
m=p(XKmXKm+1 · · ·XKl−1)
.
Thus, we obtain (5.1).
Next, for k ∈ {1, 2, · · · , n}, let us suppose that ik 6= j. We set {k1, k2, · · · , ks} := {K|k < K <
k+, j = iK} (k1 < k2 < · · · < ks). Because of (5.7),
X ′k =
∏
k≤p≤n,ip=ik X
′
p∏
k+≤p≤n,ip=ik X
′
p
=
(t′k+1)
−aik+1,ik (t′k+2)
−aik+2,ik · · · (t′k+−1)
−ai
k+−1,ik
t′kt
′
k+
=
1
tktk+
(tk+1)
−aik+1,ik · · · (tk1−1)−aik1−1,ik (t′k1)−aj,ik (tk1+1)
−aik1+1,ik
· · · (tk2−1)−aik2−1,ik (t′k2)−aj,ik (tk2+1)
−aik2+1,ik
· · · (tks−1)−aiks−1,ik (t′ks)−aj,ik (tks+1)−aiks+1,ik · · · (tk+−1)
−ai
k+−1,ik .
Since ik1 = j, there exists γ ∈ {1, 2, · · · , l} such that k1 = Kγ . In this case, we have ks = Kγ+s−1.
By (5.8) and (5.12),
X ′k
= Xk
(
c
∑γ+s−1
m=1 t
ai1,j
1 t
ai2,j
2 · · · t
aiKm−1,j
Km−1 tKm +
∑l
m=γ+s t
ai1,j
1 t
ai2,j
2 · · · t
aiKm−1,j
Km−1 tKm
c
∑γ−1
m=1 t
ai1,j
1 t
ai2,j
2 · · · t
aiKm−1,j
Km−1 tKm +
∑l
m=γ t
ai1,j
1 t
ai2,j
2 · · · t
aiKm−1,j
Km−1 tKm
)aj,ik
= Xk
(
c
∑γ+s−1
m=1 (XK1XK2 · · ·XKm−1)−1 +
∑l
m=γ+s(XK1XK2 · · ·XKm−1)−1
c
∑γ−1
m=1(XK1XK2 · · ·XKm−1)−1 +
∑l
m=γ(XK1XK2 · · ·XKm−1)−1
)aj,ik
= Xk
(
c
∑γ+s−1
m=1 XKmXKm+1 · · ·XKl−1 +
∑l
m=γ+sXKmXKm+1 · · ·XKl−1
c
∑γ−1
m=1XKmXKm+1 · · ·XKl−1 +
∑l
m=γ XKmXKm+1 · · ·XKl−1
)aj,ik
.
Thus, we get (5.2).
Taking into account (5.4), we get
γj ◦ xΣi(X−r˜, · · · , X−1, X1, · · · , Xn) =
αj(X
Λ∨r˜
−r˜ · · ·XΛ
∨
1
−1X
Λ∨i1
1 · · ·X
Λ∨in
n α∨i1(t1)α
∨
i2
(t2) · · ·α∨in(tn))
t
ai1,j
1 · · · tain,jn
= αj(X
Λ∨r˜
−r˜ · · ·XΛ
∨
1
−1X
Λ∨i1
1 · · ·X
Λ∨in
n )
= X−jXK1 · · ·XKl .
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Using (5.3), we also get
εj ◦ xΣi(X−r˜, · · · , X−1, X1, · · · , Xn) =
 ∑
1≤m≤n, im=j
1
tmt
aim+1,j
m+1 · · · tain,jn
−1
=
(
l−1∑
p=0
XKp+1XKp+2 · · ·XKl
)−1
.
By Theorem 5.1, we can verify that the map xΣi : XΣi → Gu,eAd is a positive structure on the
geometric crystal (Gu,eAd , {ei}i∈[1,r], {γi}i∈[1,r], {εi}i∈[1,r])). Let Σ be a seed obtained from Σi by an
iteration of mutations. Then the corresponding birational map XΣi → XΣ is positive. Hence, we
obtain the following:
Corollary 5.3. The map xΣ : XΣ → Gu,eAd is a positive structure on the geometric crystal (Gu,eAd , {ei}i∈[1,r], {γi}i∈[1,r], {εi}i∈[1,r])).
Applying Theorem 2.6, we obtain a crystal
(X∗(XΣ), {e˜i}i∈[1,r], {γ˜i}i∈[1,r], {ε˜i}i∈[1,r]).
It induces a glued crystal structure on the set of Z-valued points X|Σi|(ZT ).
6 Explicit formulae of geometric crystals on cluster A-tori
In this section, we will present the explicit formulae of geometric crystal structures (AΣi , a−1Σi ◦ (ι ◦
ζu,e)−1 ◦ ecj ◦ (ι ◦ ζu,e) ◦ aΣi , εj ◦ (ι ◦ ζu,e) ◦ aΣi , γj ◦ (ι ◦ ζu,e) ◦ aΣi) in Definition 4.3. For a fixed
reduced word i = (i1, · · · , in) of u and k ∈ {1, 2, · · · , n}, we set k− := max{l ∈ I|l < k, |il| = |ik|}.
For j ∈ [1, r], we also set jmax := max{l ∈ I|il = j}.
Theorem 6.1. Let M be the matrix in Theorem 3.12, and p = pM be the map in Proposition 3.4.
We put
(X−r˜, · · · , X−1, X1, · · · , Xn) = x−1Σi ◦ ecj ◦ xΣi ◦ p(A−r˜, · · · , A−1, A1, · · · , An).
Then for j ∈ {1, · · · , r} and k ∈ {1, · · · , n}, we have
(a−1Σi ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ (ι ◦ ζu,e) ◦ aΣiA)k− (6.1)
= Ak− · cD{k,k+1,··· ,n},{(k+1)−,(k+2)−,··· ,n−,jmax}
(
p(A)k
Xk
)(
p(A)k+1
Xk+1
)Dk,(k+1)−
·
(
p(A)k+2
Xk+2
)D{k,k+1},{(k+1)−,(k+2)−}
· · ·
(
p(A)n
Xn
)D{k,k+1,··· ,n−1},{(k+1)−,(k+2)−,··· ,n−}
,
where D{j1,··· ,jl},{k1,··· ,kl} is the minor of B˜i = Bi+M = (B˜i,s)i,s∈{−r˜,··· ,−1,1,2,··· ,n} whose rows (resp.
columns) are labelled by {j1, · · · , jl} (resp {k1, · · · , kl}). Furthermore, for k ∈ {1, 2, · · · , r}, we obtain
(a−1Σi ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ (ι ◦ ζu,e) ◦ aΣiA)kmax = cδj,kAkmax . (6.2)
If i ∈ {1, 2, · · · , r˜} \ {i1, i2, · · · , in} then
(a−1Σi ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ (ι ◦ ζu,e) ◦ aΣiA)−i = A−i. (6.3)
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Remark 6.2. In the above theorem, we obtain formulae of (a−1Σi ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ (ι ◦ ζu,e) ◦ aΣiA)k
for all k ∈ I.
Proof of Theorem 6.1.
First, let us prove (6.2). By a property of the irreducible highest weight module V (Λk) with the
highest weight vector vΛk , we obtain fjvΛk = 0 (j 6= k) and fkvΛk = skvΛk ([7], Chap.II). If j 6= k, by
using the bilinear form in 2.6, we obtain
((ecj)
∗∆Λk,Λk)(x) = ∆Λk,Λk(xj((c− 1)ϕj(x))xxj((c−1 − 1)εj(x)))
= 〈vΛk , xj((c− 1)ϕj(x))xxj((c−1 − 1)εj(x))vΛk〉
= 〈yj((c− 1)ϕj(x))vΛk , xvΛk〉
= 〈vΛk , xvΛk〉
= ∆Λk,Λk(x),
which means (ecj)
∗∆Λk,Λk = ∆Λk,Λk .
We also obtain
((ecj)
∗∆Λj ,Λj )(x) = 〈yj((c− 1)ϕj(x))vΛj , xvΛj 〉
= 〈vΛj , xvΛj 〉+ (c− 1)ϕj(x)〈fjvΛj , xvΛj 〉
= 〈vΛj , xvΛj 〉+ (c− 1)ϕj(x)〈sjvΛj , xvΛj 〉
= 〈vΛj , xvΛj 〉+ (c− 1)〈vΛj , xvΛj 〉 = c〈vΛj , xvΛj 〉,
where we use (2.4) in the fourth equality. Thus, we get (ecj)
∗∆Λj ,Λj = c∆Λj ,Λj and
(a−1Σi ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ (ι ◦ ζu,e) ◦ aΣi)∗Akmax
= a∗Σi ◦ (ι ◦ ζu,e)∗ ◦ (ecj)∗ ◦ ((ι ◦ ζu,e)−1)∗ ◦ (a−1Σi )∗Akmax
= a∗Σi ◦ (ι ◦ ζu,e)∗ ◦ (ecj)∗ ◦ ((ι ◦ ζu,e)−1)∗∆uΛk,Λk
= a∗Σi ◦ (ι ◦ ζu,e)∗ ◦ (ecj)∗∆Λk,Λk
= a∗Σi ◦ (ι ◦ ζu,e)∗cδj,k∆Λk,Λk
= cδj,ka∗Σi∆uΛk,Λk = c
δj,kAkmax ,
where we use Proposition 4.6 in the third and fifth equality. Thus, we obtain (6.2).
Next, let us prove (6.3). If i ∈ {1, 2, · · · , r˜} \ {i1, i2, · · · , in} then uΛi = Λi. Since we know
Proposition 4.6, our claim (6.3) follows from the following calculation:
(a−1Σi ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ (ι ◦ ζu,e) ◦ aΣi)∗A−i
= a∗Σi ◦ (ι ◦ ζu,e)∗ ◦ (ecj)∗ ◦ ((ι ◦ ζu,e)−1)∗ ◦ (a−1Σi )∗A−i
= a∗Σi ◦ (ι ◦ ζu,e)∗ ◦ (ecj)∗ ◦ ((ι ◦ ζu,e)−1)∗∆Λi,Λi
= a∗Σi ◦ (ι ◦ ζu,e)∗ ◦ (ecj)∗ ◦ ((ι ◦ ζu,e)−1)∗∆uΛi,Λi
= a∗Σi ◦ (ι ◦ ζu,e)∗ ◦ (ecj)∗∆Λi,Λi
= a∗Σi ◦ (ι ◦ ζu,e)∗∆Λi,Λi
= a∗Σi∆uΛi,Λi = A−i.
We now turn to (6.1) by induction on n − k. First, let us consider the case n − k = 0 so that
n = k. By Proposition 4.4(4.2), we have (p ◦ a−1Σi ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ ι ◦ ζu,e ◦ aΣiA)n = Xn. We set
F := {i ∈ I|i+ = n+ 1}. Note that B˜n,n− = −1 and if l ∈ I \M \ {n−} then B˜n,l = 0 by l < l+ < n
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and Definition 3.6 and the definition of the matrix M in Theorem 3.12. Therefore, the definition of p
and (6.2) imply
Xn = (p ◦ a−1Σi ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ ι ◦ ζu,e ◦ aΣiA)n
=
∏
l∈I
(a−1Σi ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ ι ◦ ζu,e ◦ aΣiA)
B˜n,l
l
=
∏
l∈I\F
(a−1Σi ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ ι ◦ ζu,e ◦ aΣiA)
B˜n,l
l∏
l∈F
(a−1Σi ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ ι ◦ ζu,e ◦ aΣiA)
B˜n,l
l
= (a−1Σi ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ ι ◦ ζu,e ◦ aΣiA)−1n−cB˜n,jmax
∏
l∈F
A
B˜n,l
l
= (a−1Σi ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ ι ◦ ζu,e ◦ aΣiA)−1n−cB˜n,jmaxAn−p(A)n,
which yields our claim (a−1Σi ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ ι ◦ ζu,e ◦ aΣiA)n− = An−cB˜n,jmax
p(A)n
Xn
for k = n.
Next, let us consider the case n − k > 0. Using Proposition 4.4 (4.2), we have Xk = (p ◦ a−1Σi ◦
(ι ◦ ζu,e)−1 ◦ ecj ◦ (ι ◦ ζu,e) ◦ aΣiA)k. Note that B˜k,k− = −1 and if l ∈ {−r˜, · · · ,−1, 1, · · · , n} \ F \
{n−, · · · , (k+1)−, k−} then B˜k,l = 0 by l < l+ < k and Definition 3.6 and the definition of the matrix
M in Theorem 3.12. Hence the submatrix (B˜i,l)k≤i≤n, l=(k+1)−,··· ,n−,jmax of B˜i is as follows:
B˜k,(k+1)− B˜k,(k+2)− . . . B˜k,n− B˜k,jmax
−1 B˜k+1,(k+2)− . . . B˜k+1,n− B˜k+1,jmax
0 −1 . . . B˜k+2,n− B˜k+2,jmax
...
...
. . .
...
...
0 0 . . . −1 B˜n,jmax

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In conjunction with the definition of p, (6.2) and induction hypothesis, we obtain
Xk = (p ◦ a−1Σi ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ (ι ◦ ζu,e) ◦ aΣiA)k
=
∏
l∈{−r˜,··· ,−1,1,··· ,n}
(a−1Σi ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ (ι ◦ ζu,e) ◦ aΣiA)
B˜k,l
l
= (a−1Σi ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ (ι ◦ ζu,e) ◦ aΣiA)−1k−
·
∏
l∈{−r˜,··· ,−1,1,··· ,n}\F\{n−,··· ,(k+1)−,k−}
(a−1Σi ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ (ι ◦ ζu,e) ◦ aΣiA)
B˜k,l
l
·
∏
l∈{n−,··· ,(k+1)−}
(a−1Σi ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ (ι ◦ ζu,e) ◦ aΣiA)
B˜k,l
l
·
∏
l∈F
(a−1Σi ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ (ι ◦ ζu,e) ◦ aΣiA)
B˜k,l
l
= (a−1Σi ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ (ι ◦ ζu,e) ◦ aΣiA)−1k−
·
∏
l∈{n−,··· ,(k+1)−}
(a−1Σi ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ (ι ◦ ζu,e) ◦ aΣiA)
B˜k,l
l
·cB˜k,jmax
∏
l∈F
A
B˜k,l
l
= (a−1Σi ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ (ι ◦ ζu,e) ◦ aΣiA)−1k− · cB˜k,jmax
∏
l∈F
A
B˜k,l
l
·
∏
l∈{n,··· ,k+1}
(
Al−c
D{l,l+1,··· ,n},{(l+1)−,(l+2)−,··· ,n−,jmax}
(
p(A)l
X l
)(
p(A)l+1
X l+1
)Dl,(l+1)−
·
(
p(A)l+2
X l+2
)D{l,l+1},{(l+1)−,(l+2)−}
· · ·
(
p(A)n
Xn
)D{l,l+1,··· ,n−1},{(l+1)−,(l+2)−,··· ,n−})B˜k,l−
= (a−1Σi ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ (ι ◦ ζu,e) ◦ aΣiA)−1k− ·Ak−p(A)k
·cB˜k,jmax+
∑
l=n,n−1,··· ,k+1 D{l,l+1,··· ,n},{(l+1)−,··· ,n−,jmax}B˜k,l−
·
∏
l∈{n,··· ,k+1}
(
p(A)l
X l
)B˜k,l−+∑s=l−1,l−2,··· ,k+1 B˜k,s−D{s,··· ,l−2,l−1},{(s+1)−,··· ,(l−1)−,l−}
= (a−1Σi ◦ (ι ◦ ζu,e)−1 ◦ ecj ◦ (ι ◦ ζu,e) ◦ aΣiA)−1k− ·Ak−p(A)k
·cD{k,k+1,··· ,n},{(k+1)−,··· ,n−,jmax}
·
∏
l∈{n,··· ,k+1}
(
p(A)l
X l
)D{k,k+1,··· ,l−1},{(k+1)−,··· ,l−}
,
which yields our claim (6.1).
Theorem 6.3. Let i = (i1, · · · , in) be a reduced word of u ∈ W , A = (A−r˜, · · · , A−1, A1, · · · , An) ∈
AΣi , M be the matrix in Theorem 3.12, and p = pM : AΣi → XΣi be the map in Proposition 3.4. For
j ∈ [1, r], we set {K1,K2, · · · ,Kl} := {K|1 ≤ K ≤ n, iK = j} (K1 < · · · < Kl).
γj ◦ (ι ◦ ζu,e) ◦ aΣi(A) = p(A)−jp(A)K1 · · · p(A)Kl ,
εj ◦ (ι ◦ ζu,e) ◦ aΣi(A) =
(
l−1∑
s=0
p(A)Ks+1p(A)Ks+2 · · · p(A)Kl
)−1
.
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Proof.
It follows from Proposition 4.4 (4.3) that εj ◦ xΣi ◦ p = εj ◦ (ι ◦ ζu,e) ◦ aΣi and γj ◦ xΣi ◦ p =
γj ◦ (ι ◦ ζu,e) ◦ aΣi . Our claims follow from Theorem 5.1.
Theorem 6.1 and Theorem 6.3 imply that the map (ι ◦ ζu,e) ◦ aΣi : AΣi → Gu,e is a positive
structure on the geometric crystal (Gu,e, {ei}i∈[1,r], {γi}i∈[1,r], {εi}i∈[1,r]). Let Σ be a seed obtained
from Σi by an iteration of mutations. Then the corresponding birational map AΣi → AΣ is positive.
Hence, we obtain the following corollary.:
Corollary 6.4. The map (ι ◦ ζu,e) ◦ aΣ : AΣ → Gu,e is a positive structure on the geometric crystal
(Gu,e, {ei}i∈[1,r], {γi}i∈[1,r], {εi}i∈[1,r]). Applying Theorem 2.6, we obtain a crystal (X∗(AΣ), {e˜i}i∈[1,r], {γ˜i}i∈[1,r], {ε˜i}i∈[1,r]).
It induces a glued crystal structure on the set of Z-valued points A|Σi|(ZT ).
The glued crystals in Corollary 5.3, 6.4 seem to be related to Fock-Goncharov conjecture as seen
in 3.2.
7 Type A-case
In the rest of article, we set G = SLr+1(C) and consider the cell Gw0,e with the longest element
w0 ∈W . Let n := r(r+1)2 , I = {−r, · · · ,−1, 1, 2, · · · , n} and i0 be the following reduced word of w0:
i0 = (1, 2, · · · , r − 2, r − 1, r︸ ︷︷ ︸
1 st cycle
, 1, 2, · · · , r − 2, r − 1︸ ︷︷ ︸
2 nd cycle
, 1, 2, · · · , r − 2︸ ︷︷ ︸
3 rd cycle
, · · · , 1, 2︸︷︷︸
r−1 th cycle
, 1)
and ik be the k-th index of i0 from the left.
In this section, we shall calculate explicit forms of a−1Σi0 ◦ (ι ◦ ζ
w0,e)−1 ◦ ecj ◦ (ι ◦ ζw0,e) ◦ aΣi0 by
a direct calculation. In the last subsection, we will verify the explicit forms coincide with those of
Theorem 6.1.
7.1 Fundamental representation of Type Ar
First, we review the fundamental representations of the complex simple Lie algebras g of type Ar
[10, 14]. Let g = sl(r + 1,C) be the simple Lie algebra of type Ar. The Cartan matrix A =
(ai,j)i,j∈{1,2,··· ,r} of g is as follows:
ai,j =

2 if i = j,
−1 if |i− j| = 1,
0 otherwise.
For g = 〈h, ei, fi(i ∈ {1, 2, · · · , r})〉, let us describe the vector representation V (Λ1). Set B(r) :=
{vi| i = 1, 2, · · · , r + 1} and define V (Λ1) :=
⊕
v∈B(r) Cv. The weights of vi (i = 1, · · · , r + 1) are
given by wt(vi) = Λi − Λi−1, where Λ0 = Λr+1 = 0. We define the g-action on V (Λ1) as follows:
hvj = 〈h,wt(vj)〉vj (h ∈ P ∗, j ∈ {1, 2, · · · , r + 1}), (7.1)
fivi = vi+1, eivi+1 = vi (1 ≤ i ≤ r), (7.2)
and the other actions are trivial.
Let Λi be the i-th fundamental weight of type Ar. As is well-known that the fundamental repre-
sentation V (Λi) (1 ≤ i ≤ r) is embedded in ∧iV (Λ1) with multiplicity free. The explicit form of the
highest (resp. lowest) weight vector vΛi (resp. uΛi) of V (Λi) is realized in ∧iV (Λ1) as follows:
vΛi = v1 ∧ v2 ∧ · · · ∧ vi, uΛi = vr−i+2 ∧ vr−i+3 ∧ · · · ∧ vr+1. (7.3)
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It is known that if 1 ≤ j1 < · · · < js ≤ r + 1, 1 ≤ l1 < · · · < ls ≤ r + 1 and x ∈ G = SLr+1(C)
then the value of bilinear form in 2.6 on x
〈vj1 ∧ vj2 ∧ · · · ∧ vjs , xvl1 ∧ vl2 ∧ · · · ∧ vls〉
is equal to an ordinary minor D{j1,··· ,js},{l1,··· ,ls}(x).
7.2 Geometric crystal action on cluster A-varieties for type Ar case
Lemma 7.1. The rational maps γj, εj : G
w0,e → C× can be described as
εj =
Dj+1,j+1
Dj+1,j
, γj =
Dj,j
Dj+1,j+1
.
Proof.
Our claim follows by (2.4) and (7.3).
Lemma 7.2. We suppose that 1 ≤ j1 < · · · < js ≤ r + 1 and j ∈ {1, 2, · · · , r}. If there exists
i ∈ {1, 2, · · · , s} such that j = ji and ji+1 > ji + 1 (we set js+1 = r + 2) then
(ecj)
∗D{j1,··· ,js},{1,··· ,s} = D{j1,··· ,js},{1,··· ,s}+(c−1)
D{1,··· ,j},{1,··· ,j}
D{1,··· ,j−1,j+1},{1,··· ,j}
D{j1,··· ,ji−1,ji+1,ji+1,··· ,js},{1,··· ,s},
otherwise,
(ecj)
∗D{j1,··· ,js},{1,··· ,s} = D{j1,··· ,js},{1,··· ,s}.
Proof.
Because of Lemma 7.1, we obtain
ϕj = εjγj =
Dj,j
Dj+1,j
=
D{1,··· ,j},{1,··· ,j}
D{1,··· ,j−1,j+1},{1,··· ,j}
.
We can calculate
(ecj)
∗D{j1,··· ,js},{1,··· ,s}(x)
= 〈vj1 ∧ vj2 ∧ · · · ∧ vjs , ecj(x)v1 ∧ v2 ∧ · · · ∧ vs〉
= 〈vj1 ∧ vj2 ∧ · · · ∧ vjs , xj((c− 1)ϕj(x))xxj((c−1 − 1)εi(x))v1 ∧ v2 ∧ · · · ∧ vs〉
= 〈yj((c− 1)ϕj(x))vj1 ∧ vj2 ∧ · · · ∧ vjs , xv1 ∧ v2 ∧ · · · ∧ vs〉.
If there exists i ∈ {1, 2, · · · , s} such that j = ji and ji+1 > ji + 1 then
(ecj)
∗D{j1,··· ,js},{1,··· ,s}(x)
= 〈(1 + (c− 1)ϕj(x)fj)vj1 ∧ vj2 ∧ · · · ∧ vjs , xv1 ∧ v2 ∧ · · · ∧ vs〉
= 〈vj1 ∧ vj2 ∧ · · · ∧ vjs , xv1 ∧ v2 ∧ · · · ∧ vs〉
+(c− 1)ϕj(x)〈vj1 ∧ · · · ∧ vji−1 ∧ vji+1 ∧ · · · ∧ vjs , xv1 ∧ v2 ∧ · · · ∧ vs〉
= D{j1,··· ,js},{1,··· ,s}(x) + (c− 1)ϕj(x)D{j1,··· ,ji−1,ji+1,ji+1,··· ,js},{1,··· ,s}(x)
= D{j1,··· ,js},{1,··· ,s}(x) + (c− 1)
D{1,··· ,j},{1,··· ,j}
D{1,··· ,j−1,j+1},{1,··· ,j}
D{j1,··· ,ji−1,ji+1,ji+1,··· ,js},{1,··· ,s}(x).
Otherwise, we have (ecj)
∗D{j1,··· ,js},{1,··· ,s}(x) = 〈vj1∧vj2∧· · ·∧vjs , xv1∧v2∧· · ·∧vs〉 = D{j1,··· ,js},{1,··· ,s}(x).
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Recall that a regular map pM : AΣi0 → XΣi0 = Xi0 is defined as
p∗(Xi) =
∏
k∈I
A
B˜i,k
k ,
where (Xi)i∈I is a coordinate of XΣi0 . In what follows, we denote pM by p.
We write a coordinate A = (A−r, · · · , A−1, A1, · · · , An) ∈ AΣi0 as
(A−r, · · · , A−1, A1,1, A1,2, · · · , A1,r, A2,1, A2,2, · · · , A2,r−1, · · · , Ar−1,1, Ar−1,2, Ar,1).
Note that (a∗Σi0 )
−1Am,d = 〈vm+1 ∧ vm+2 ∧ · · · ∧ vm+d, ·v1 ∧ v2 ∧ · · · ∧ vd〉 for m ∈ {1, 2, · · · , r} and
d ∈ {1, 2, · · · , r −m+ 1}.
We also set
(P−r, · · · , P−1, P1,1, P1,2, · · · , P1,r, P2,1, P2,2, · · · , P2,r−1, · · · , Pr−1,1, Pr−1,2, Pr,1) = p(A).
Theorem 7.3. For m ∈ {1, 2, · · · , r} and d ∈ {1, 2, · · · , r −m+ 1}, we obtain
(a−1Σi0 ◦ (ι ◦ ζ
w0,e)−1 ◦ ecj ◦ (ι ◦ ζw0,e) ◦ aΣi0A)m,d
=
{
Am,d
c(P1,dP2,d···Pr−d,d+P2,d···Pr−d,d+···+Pm,d···Pr−d,d)+Pm+1,d···Pr−d,d+···+Pr−d,d+1
P1,dP2,d···Pr−d,d+P2,d···Pr−d,d+···+Pr−d,d+1 if j = d,
Am,d if j 6= d.
Proof.
By Proposition 4.6 and Lemma 7.2, we get
Am,d
(a−1Σi0
)∗
−→ 〈vm+1 ∧ vm+2 ∧ · · · ∧ vm+d, ·v1 ∧ v2 ∧ · · · ∧ vd〉
=
〈vm+1 ∧ vm+2 ∧ · · · ∧ vr+1, ·v1 ∧ v2 ∧ · · · ∧ vd ∧ vm+d+1 ∧ · · · ∧ vr+1〉
〈vm+d+1 ∧ vm+d+2 ∧ · · · ∧ vr+1, ·vm+d+1 ∧ · · · ∧ vr+1〉
=
〈w0v1 ∧ v2 ∧ · · · ∧ vr−m+1, ·v1 ∧ v2 ∧ · · · ∧ vd ∧ vm+d+1 ∧ · · · ∧ vr+1〉
〈w0v1 ∧ v2 ∧ · · · ∧ vr−m−d+1, ·vm+d+1 ∧ · · · ∧ vr+1〉
((ι◦ζw0,e)−1)∗−→ 〈v1 ∧ v2 ∧ · · · ∧ vd ∧ vm+d+1 ∧ · · · ∧ vr+1, ·v1 ∧ v2 ∧ · · · ∧ vr−m+1〉〈vm+d+1 ∧ · · · ∧ vr+1, ·v1 ∧ v2 ∧ · · · ∧ vr−m−d+1〉
=
D{1,··· ,d,m+d+1,··· ,r+1},{1,2,··· ,r−m+1}
D{m+d+1,··· ,r+1},{1,2,··· ,r−m−d+1}
(ecd)
∗
−→ 1
D{m+d+1,··· ,r+1},{1,2,··· ,r−m−d+1}
(
D{1,··· ,d,m+d+1,··· ,r+1},{1,2,··· ,r−m+1}
+(c− 1) D{1,··· ,d},{1,··· ,d}
D{1,··· ,d−1,d+1},{1,··· ,d}
D{1,··· ,d−1,d+1,m+d−1,··· ,r+1},{1,2,··· ,r−m+1}
)
(ι◦ζw0,e)∗−→ 1
D{m+d+1,··· ,r+1},{m+d+1,··· ,r+1}
(
D{m+1,··· ,r+1},{1,2,··· ,d,m+d+1,··· ,r+1}
+(c− 1) D{r−d+2,··· ,d},{1,··· ,d}
D{r−d+2,··· ,r+1},{1,··· ,d−1,d+1}
D{m+1,··· ,r+1},{1,2,··· ,d−1,d+1,m+d+1,··· ,r−m+1}
)
.
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Hence, we need to show that
(aΣi0 )
∗ 1
D{m+d+1,··· ,r+1},{m+d+1,··· ,r+1}
(
D{m+1,··· ,r+1},{1,2,··· ,d,m+d+1,··· ,r+1}
+(c− 1) D{r−d+2,··· ,r+1},{1,··· ,d}
D{r−d+2,··· ,r+1},{1,··· ,d−1,d+1}
D{m+1,··· ,r+1},{1,2,··· ,d−1,d+1,m+d+1,··· ,r−m+1}
)
(7.4)
= Am,d
c(P1,dP2,d · · ·Pr−d,d + P2,d · · ·Pr−d,d + · · ·+ Pm,d · · ·Pr−d,d) + Pm+1,d · · ·Pr−d,d + · · ·+ Pr−d,d + 1
P1,dP2,d · · ·Pr−d,d + P2,d · · ·Pr−d,d + · · ·+ Pr−d,d + 1 .
Let us take an element of the open subset B−w0 in (2.2)
x = ayr(t1,r) · · · y1(t1,1)yr(t2,r) · · · y2(t2,2) · · · yr(tr−1,r)yr−1(tr−1,r−1)yr(tr,r) ∈ B−w0 ⊂ Gw0,e
with a = diag(a1, · · · , ar, ar+1) ∈ H and ts,i ∈ C×. We get
1
D{m+d+1,··· ,r+1},{m+d+1,··· ,r+1}
(
D{m+1,··· ,r+1},{1,2,··· ,d,m+d+1,··· ,r+1}
+(c− 1) D{r−d+2,··· ,r+1},{1,··· ,d}
D{r−d+2,··· ,r+1},{1,··· ,d−1,d+1}
D{m+1,··· ,r+1},{1,2,··· ,d−1,d+1,m+d+1,··· ,r−m+1}
)
(x)
= am+1 · · · am+d
(
d∏
i=1
ti,iti,i+1 · · · ti,m+i−1 + (c− 1)
d∏
i=1
ti,iti,i+1 · · · ti,r−d+i(
d−1∏
i=1
ti,iti,i+1 · · · ti,r−d+i(
r∑
i=d
td+1,d+1td+1,d+2 · · · td+1,itd,i+1 · · · td,r)
)−1
(
d−1∏
i=1
ti,iti,i+1 · · · ti,m+i−1(
m+d−1∑
i=d
td+1,d+1td+1,d+2 · · · td+1,itd,i+1 · · · td,m+d−1)
))
= am+1 · · · am+d
d∏
i=1
ti,iti,i+1 · · · ti,m+i−1 (1 + (c− 1)td,m+dtd,m+d+1 · · · td,r∑m+d−1
i=d td+1,d+1td+1,d+2 · · · td+1,itd,i+1 · · · td,m+d−1∑r
i=d td+1,d+1td+1,d+2 · · · td+1,itd,i+1 · · · td,r
)
= am+1 · · · am+d
d∏
i=1
ti,iti,i+1 · · · ti,m+i−1 (7.5)∑r
i=m+d td+1,d+1td+1,d+2 · · · td+1,itd,i+1 · · · td,r + c
∑m+d−1
i=d td+1,d+1 · · · td+1,itd,i+1 · · · td,r∑r
i=d td+1,d+1td+1,d+2 · · · td+1,itd,i+1 · · · td,r
.
Next, let us calculate
(a−1Σi0 )
∗Am,d
c(P1,d · · ·Pr−d,d + · · ·+ Pm,d · · ·Pr−d,d) + Pm+1,d · · ·Pr−d,d + · · ·+ Pr−d,d + 1
P1,dP2,d · · ·Pr−d,d + P2,d · · ·Pr−d,d + · · ·+ Pr−d,d + 1 (x).
The construction of B˜i0 means Ps,d =
As+1,dAs,d−1As−1,d+1
As+1,d−1As,d+1As−1,d
(s = 1, 2, · · · , r − d). We obtain
(a−1Σi0 )
∗As+1,d(x) = D{s+2,··· ,s+d+1},{1,··· ,d}(x) = as+2 · · · as+d+1
d∏
i=1
ti,iti,i+1 · · · ti,s+i,
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(a−1Σi0 )
∗As,d−1(x) = D{s+1,··· ,s+d−1},{1,··· ,d−1}(x) = as+1 · · · as+d−1
d−1∏
i=1
ti,iti,i+1 · · · ti,s+i−1,
(a−1Σi0 )
∗As−1,d+1(x) = D{s,··· ,s+d},{1,··· ,d+1}(x) = as · · · as+d
d+1∏
i=1
ti,iti,i+1 · · · ti,s+i−2,
(a−1Σi0 )
∗As+1,d−1(x) = D{s+2,··· ,s+d},{1,··· ,d−1}(x) = as+2 · · · as+d
d−1∏
i=1
ti,iti,i+1 · · · ti,s+i,
(a−1Σi0 )
∗As,d+1(x) = D{s+1,··· ,s+d+1},{1,··· ,d+1}(x) = as+1 · · · as+d+1
d+1∏
i=1
ti,iti,i+1 · · · ti,s+i−1,
(a−1Σi0 )
∗As−1,d(x) = D{s,··· ,s+d−1},{1,··· ,d}(x) = as · · · as+d−1
d∏
i=1
ti,iti,i+1 · · · ti,s+i−2.
Consequently, we have (a−1Σi0 )
∗Ps,d(x) =
td,s+d
td+1,s+d
. In conjunction with (a−1Σi0 )
∗Am,d(x) = D{m+1,··· ,m+d},{1,··· ,d}(x) =
am+1 · · · am+d
∏d
i=1 ti,iti,i+1 · · · ti,s+i−1, one obtain
(a−1Σi0 )
∗Am,d
c(P1,d · · ·Pr−d,d + · · ·+ Pm,d · · ·Pr−d,d) + Pm+1,d · · ·Pr−d,d + · · ·+ Pr−d,d + 1
P1,dP2,d · · ·Pr−d,d + P2,d · · ·Pr−d,d + · · ·+ Pr−d,d + 1 (x)
= am+1 · · · am+d
d∏
i=1
ti,iti,i+1 · · · ti,s+i−1
c(
∑m
s=1
td,s+dtd,s+d+1···td,r
td+1,s+dtd+1,s+d+1···td+1,r ) +
∑r−d+1
s=m+1
td,s+dtd,s+d+1···td,r
td+1,s+dtd+1,s+d+1···td+1,r∑r−d+1
s=1
td,s+dtd,s+d+1···td,r
td+1,s+dtd+1,s+d+1···td+1,r
= am+1 · · · am+d
d∏
i=1
ti,iti,i+1 · · · ti,s+i−1 (7.6)
c(
∑m
s=1 td+1,1 · · · td+1,s−1+dtd,s+dtd,s+d+1 · · · td,r) +
∑r−d+1
s=m+1 td+1,1 · · · td+1,s−1+dtd,s+d · · · td,r∑r−d+1
s=1 td+1,1 · · · td+1,s−1+dtd,s+dtd,s+d+1 · · · td,r
.
The relation (7.4) follows from (7.5) and (7.6).
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7.3 An example
Example 7.4. We consider the case SL5(C), i0 = (1, 2, 3, 4, 1, 2, 3, 1, 2, 1). The matrix B˜i0 is as
follows:
B˜i0 =

−4 −3 −2 −1 1 2 3 4 5 6 7 8 9 10
−4 1 0 0 0 0 0 −1 1 0 0 0 0 0 0
−3 −1 1 0 0 0 −1 1 0 0 0 0 0 0 0
−2 0 −1 1 0 −1 1 0 0 0 0 0 0 0 0
−1 0 0 −1 1 1 0 0 0 0 0 0 0 0 0
1 0 0 1 −1 0 −1 0 0 1 0 0 0 0 0
2 0 1 −1 0 1 0 −1 0 −1 1 0 0 0 0
3 1 −1 0 0 0 1 0 −1 0 −1 1 0 0 0
4 −1 0 0 0 0 0 1 1 0 0 −1 0 0 0
5 0 0 0 0 −1 1 0 0 0 −1 0 1 0 0
6 0 0 0 0 0 −1 1 0 1 0 −1 −1 1 0
7 0 0 0 0 0 0 −1 0 0 1 1 0 −1 0
8 0 0 0 0 0 0 0 0 −1 1 0 0 −1 1
9 0 0 0 0 0 0 0 0 0 −1 0 1 1 −1
10 0 0 0 0 0 0 0 0 0 0 0 −1 0 1

Let A := (A−4, A−3, A−2, A−1, A1, A2, A3, A4, A5, A6, A7, A8, A9, A10) ∈ AΣi0 = (C×)14, M be
the matrix in Theorem 3.12, and p = pM : AΣi0 → XΣi0 be the map in Proposition 3.4. We set
(P−4, P−3, P−2, P−1, P1, · · · , P10) = p(A).
In this example, we shall calculate (a−1Σi0 ◦ (ι ◦ ζ
u,e)−1 ◦ ec1 ◦ (ι ◦ ζu,e) ◦ aΣi0A)k via two ways: (1)
An way using Theorem 6.1, (2) an way using Theorem 7.3.
First, let us calculate it using Theorem 6.1. Taking Theorem 5.1 into account, we get
x−1Σi ◦ ec1 ◦ xΣi ◦ p(A)
=
(
P−4, P−3, P−2
P1P5P8 + P5P8 + P8 + 1
cP1P5P8 + P5P8 + P8 + 1
, P−1
cP1P5P8 + P5P8 + P8 + 1
P1P5P8 + P5P8 + P8 + 1
,
P1
c(P1P5P8 + P5P8) + P8 + 1
P1P5P8 + P5P8 + P8 + 1
, P2
cP1P5P8 + P5P8 + P8 + 1
c(P1P5P8 + P5P8) + P8 + 1
, P3, P4,
P5
c(P1P5P8 + P5P8 + P8) + 1
cP1P5P8 + P5P8 + P8 + 1
, P6
c(P1P5P8 + P5P8) + P8 + 1
c(P1P5P8 + P5P8 + P8) + 1
,
P7, P8
c(P1P5P8 + P5P8 + P8 + 1)
c(P1P5P8 + P5P8) + P8 + 1
, P9
c(P1P5P8 + P5P8) + P8 + 1
cP1P5P8 + P5P8 + P8 + 1
,
P10
c(P1P5P8 + P5P8 + P8 + 1)
c(P1P5P8 + P5P8 + P8) + 1
)
.
Hence, we can calculate
(a−1Σi0 ◦ (ι ◦ ζ
u,e)−1 ◦ ec1 ◦ (ι ◦ ζu,e) ◦ aΣi0A)10−
= (a−1Σi0 ◦ (ι ◦ ζ
u,e)−1 ◦ ec1 ◦ (ι ◦ ζu,e) ◦ aΣi0A)8
= A8c
D10,10
P10
(x−1Σi ◦ ec1 ◦ xΣi ◦ p(A))10
= A8
(
c(P1P5P8 + P5P8 + P8) + 1
P1P5P8 + P5P8 + P8 + 1
)
. (7.7)
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Similarly, we obtain
(a−1Σi0 ◦ (ι ◦ ζ
u,e)−1 ◦ ec1 ◦ (ι ◦ ζu,e) ◦ aΣi0A)9−
= (a−1Σi0 ◦ (ι ◦ ζ
u,e)−1 ◦ ec1 ◦ (ι ◦ ζu,e) ◦ aΣi0A)6
= A6c
D{9,10},{8,10} P9
(x−1Σi ◦ ec1 ◦ xΣi ◦ p(A))9
(
P10
(x−1Σi ◦ ec1 ◦ xΣi ◦ p(A))10
)D9,8
= A6, (7.8)
and
(a−1Σi0 ◦ (ι ◦ ζ
u,e)−1 ◦ ec1 ◦ (ι ◦ ζu,e) ◦ aΣi0A)5 = A5
(
c(P1P5P8 + P5P8) + P8 + 1
P1P5P8 + P5P8 + P8 + 1
)
, (7.9)
(a−1Σi0 ◦(ι◦ζ
u,e)−1◦ec1◦(ι◦ζu,e)◦aΣi0A)3 = A3, (a−1Σi0 ◦(ι◦ζ
u,e)−1◦ec1◦(ι◦ζu,e)◦aΣi0A)2 = A2, (7.10)
(a−1Σi0 ◦ (ι ◦ ζ
u,e)−1 ◦ ec1 ◦ (ι ◦ ζu,e) ◦ aΣi0A)1 = A1
(
cP1P5P8 + P5P8 + P8 + 1
P1P5P8 + P5P8 + P8 + 1
)
, (7.11)
(a−1Σi0 ◦ (ι ◦ ζ
u,e)−1 ◦ ec1 ◦ (ι ◦ ζu,e) ◦ aΣi0A)−j = A−j (1 ≤ j ≤ 4), (7.12)
(a−1Σi0 ◦ (ι ◦ ζ
u,e)−1 ◦ ec1 ◦ (ι ◦ ζu,e) ◦ aΣi0A)k = cδk,10Ak (k = 4, 7, 9, 10). (7.13)
Next, by Theorem 7.3, we get
(a−1Σi0 ◦ (ι ◦ ζ
u,e)−1 ◦ ec1 ◦ (ι ◦ ζu,e) ◦ aΣi0A)8 = (a−1Σi0 ◦ (ι ◦ ζ
u,e)−1 ◦ ec1 ◦ (ι ◦ ζu,e) ◦ aΣi0A)3,1
= A3,1
c(P1,1P2,1P3,1 + P2,1P3,1 + P3,1) + 1
P1,1P2,1P3,1 + P2,1P3,1 + P3,1 + 1
= A8
c(P1P5P8 + P5P8 + P8) + 1
P1P5P8 + P5P8 + P8 + 1
,
(a−1Σi0 ◦ (ι ◦ ζ
u,e)−1 ◦ ec1 ◦ (ι ◦ ζu,e) ◦ aΣi0A)6 = (a−1Σi0 ◦ (ι ◦ ζ
u,e)−1 ◦ ec1 ◦ (ι ◦ ζu,e) ◦ aΣi0A)2,2
= A2,2 = A6,
and these results coincide with (7.7) and (7.8). Similarly, we can verify the results of calculations
for (a−1Σi0 ◦ (ι ◦ ζ
u,e)−1 ◦ ec1 ◦ (ι ◦ ζu,e) ◦ aΣi0A)k by using Theorem 7.3 coincide with (7.9)-(7.13)
(k = −4,−3,−2,−1, 1, 2, 3, 4, 5, 7, 9, 10).
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