In this letter, we represent Raptor codes using a multi-edge framework, which gives a general framework to design them for higher-order modulation using multi-edge type density evolution. We then propose an efficient Raptor code design method for higher-order modulation, where we design distinct degree distributions for distinct bit levels. We consider a joint decoding scheme based on belief propagation for Raptor codes and also derive an exact expression for the stability condition. In several examples, we demonstrate that the higher-order modulated Raptor codes designed using the multi-edge framework outperform previously reported higher-order modulation codes in literature.
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I. INTRODUCTION
R APTOR codes, proposed by Shokrollahi [1] , are a class of graph-based codes inspired by the idea of rateless coding. A Raptor code is formed as a serial concatenation of an inner Luby Transform (LT) code with an outer code, called a precode. The design of Raptor codes with binary modulation has been well investigated in [2] and [3] . In contrast, there has been less progress on universal design methods for Raptor codes with bandwidth efficient higher-order modulation.
Existing work applying Raptor codes to higher-order modulation [4] , [5] have considered the bit-interleaved coded modulation scheme (BICM) [6] , which uses a single binary code to protect all bits in the signal constellation. However, it has been shown [7] that the BICM scheme, which averages over the different bit-channel reliabilities, may not show the optimal performance if the degree distribution is irregular, which is the case for Raptor codes. In contrast, the multilevel coded (MLC) modulation [6] protects different channel bit levels using different binary codes. Zhang [7] designed multiedge type low-density parity-check (MET-LDPC) codes for MLC modulation for 16-quadrature amplitude modulation (16-QAM) and showed that the spectral efficiency can be improved when the difference in the bit-channel reliabilities are incorporated into the code design. Further, Hou et al. [6] showed that the non-binary higher-order modulation channel can be decomposed into equivalent binary-input component channels for each individual bit level in the signal constellation. This simplifies the analysis and design of the MLC and BICM modulation schemes. Density evolution [8] can then be used to design codes for each equivalent binary-input component channel.
Given the demonstrated advantages of MLC over BICM for block codes, we propose a framework to design rateless codes to use with the MLC modulation scheme and we show advantages over rateless codes which employ the BICM scheme. The main contributions of this letter are as follows: 1) We propose a general design framework for Raptor codes for higher-order modulation using a multi-edge framework for Raptor codes [9] . This multi-edge representation allows for differences in the bit channel reliabilities in the code ensemble, which enables us to design Raptor codes using the MLC scheme. In this letter we simultaneously optimize distinct Raptor code degree distributions for distinct equivalent binary-input component channels using the multi-edge framework, thus incorporating the difference in the bit-channel reliabilities into the code design. Further, we consider a joint design strategy for the component codes of the Raptor code by considering them in a multi-edge framework [9] . This provides a framework for a better selection of the component codes depending on the channel signal-to-noise ratio (SNR) for which the Raptor code is designed. 2) Generally, the decoding process of Raptor codes consists of a series of decoding attempts, which runs the LT decoder for a predetermined number of belief propagation (BP) decoding iterations, which is followed separately by the precode decoder. This is known as Tandem decoding. In this letter, we instead consider a joint decoding scheme for the Raptor code decoding [5] , [9] , [10] , which has shown better performance [5] , [9] compared to tandem decoding. In the joint decoding both component codes are decoded in parallel and provide information to each other. In light of [9] , we then derive an exact expression for the stability of Q-ary modulated Raptor codes with joint decoding.
II. TARGET SYSTEM MODEL
In this letter, we focus on Gray-labeled Q-ary modulated system, and consider a MLC modulation scheme and parallel independent decoding (PID) strategy [6] . For more details regrading the computation of log-likelihood ratios for a Q-ary modulated system, we refer readers to [6] .
One of the difficulties in the design of bandwidth efficient systems with higher-order modulations is that equivalent binary input channels are not necessarily symmetric. Therefore the performance analysis and the code design using density evolution is complicated in this case, as it is not valid to assume that the all-zero codeword is transmitted at each bit level. To address this problem, Hou et al. [6] introduced the concept of an independent and identically distributed (iid) 2162-2345 c 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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channel adapter, which produces an equivalent symmetric binary input channel with the same capacity. We incorporate this technique into the target system and design Raptor codes for higher-order modulation using the standard multi-edge type density evolution (MET-DE) method [8] . Note that we can easily apply the proposed method to any higher-order modulation, if the related non-binary higher-order modulation channel can be decomposed into equivalent symmetric binary-input component channels with the same capacity using an iid channel adapter.
III. RAPTOR CODES IN THE MULTI-EDGE FRAMEWORK
FOR HIGHER-ORDER MODULATION In this section, we describe the new representation of Qary modulated Raptor codes using the multi-edge framework. The Tanner graph of a Q-ary modulated Raptor code ensemble represented in the multi-edge framework can be drawn as shown in Fig. 1 . This Tanner graph has q+2 edge-types, where q = log 2 Q. In this Tanner graph, 1 represents the precode, 2 represents the LT code, and 3 to q+2 are used to input distinct bit-channel densities of Q-ary modulation into the LT code. Note that since we consider the MLC scheme, we assign one edge-type to each bit level and design distinct LT degree distributions, (i) (x), i = 1, 2, . . . , q, for distinct bit levels.
The Q-ary modulated Raptor code ensemble can be represented by two node-perspective multinomials associated with variable nodes and check nodes as follows:
where x = [x 1 , . . . , x q+2 ] corresponds to each edge-type in the Tanner graph and x k i is used to indicate the number of edges of the ith edge-type connected to a particular node. The vector r = [r 0 , r 1 , . . . , r q ] associated with each variable node is used to denote bit-channel reliabilities. In the multi-edge framework, input bits of the Raptor code are considered as punctured variable nodes (which are not transmitted over the channel) and denoted by r 0 . Output bits are considered as unpunctured variable nodes (which are transmitted over q different channels) and denoted by r 1 , . . . We add the following constraints into (1) and (2) to impose the Raptor code structure into the multi-edge parametrization: 
These constraints can be derived similar to [9] . Constraints (3) and (5) are used to impose the rates of LT and precode components into the multi-edge framework. Constraints (4) and (6) are used to satisfy constraints on the total number of transmitted bits as fractions of code length.
In this letter, we design distinct LT degree distributions for distinct bit levels for the Q-ary modulated Raptor codes. We can compute these LT degree distributions from (2) as follows:
where (i) (x) is the LT degree distribution related to bit level i. Note that these polynomials are not valid probability mass functions as their coefficients do not sum to one. The edgeperspective degree distributions associated with variable nodes and check nodes of the precode can be computed from (1) and (2) as follows [8] , [9] :
where L x 1 (r, x) = dL(r,x) dx 1 and R x 1 (x) = dR(x) dx 1 , and 1 denotes a vector of all 1's with the length determined by the context.
The realized rate of the Raptor code for a given SNR, γ , in the multi-edge framework can be computed as [8, p. 383] 
Then the rate efficiency of a Q-ary modulated Raptor code ensemble at SNR, γ , can be computed as η(γ ) = (R (γ )/C(γ )) log 2 Q, where C(γ ) is the capacity of the AWGN channel with Q-ary modulation at SNR, γ [6] . 
IV. DESIGN OF HIGHER-ORDER MODULATED RAPTOR CODES USING THE MULTI-EDGE FRAMEWORK A. Joint Decoding of Raptor Codes in Multi-Edge Framework
Before applying joint decoding for the Raptor decoding process, we first need to consider the stability of the joint decoder with MET-DE for Q-ary modulated Raptor codes. The stability analysis of the joint decoder examines the asymptotic behavior of the BP decoder when it is close to a successful decoding and gives a sufficient condition for the convergence of the bit error rate (BER) to zero as the BP decoding iterations tends to infinity. The stability condition for Raptor codes with joint decoding using the multi-edge framework is given in Theorem 1.
Theorem 1: Consider a Q-ary modulated Raptor code decoded with joint decoding using the multi-edge framework. On the AWGN channel, the stability condition is given by [2 j] gives the fraction of degree-two variable nodes in the precode component and ρ core (1) is the derivative of ρ core (x) x=1 , which is the edge-perspective check node degree distribution for the edgetype 1 . [8, p. 202 ] associated with the channel density corresponding to bit level i and q = log 2 Q.
Proof: See Appendix.
B. Raptor Code Optimization for 16-QAM
In this section, we focus on Gray-labeled 16-QAM system. Since a Gray-labeled 16-QAM system is equivalent to two Gray-labeled 4-pulse-amplitude modulation (4-PAM) systems mapped independently to in-phase and quadrature components, there are only two distinct bit-channel densities for a 16-QAM modulated Raptor code.
In Raptor code optimization, we aim to find the largest possible realized rate, R (γ d ), for a given SNR, γ d , over the check node degree distribution, R(x), under the constraints given in (3) to (6) . We can then find the corresponding variable node degree distribution , L(r, x) , using the rate constraint given in (9) and the socket count equality constraint [8, p. 383 ]. The optimization problem for the 16-QAM modulated Raptor code ensemble for a given SNR, γ d , and maximum output node degrees of j c 1max and j c 2max in the multi-edge framework can be summarized as follows:
where j and * respectively denote the BER on the jth variable node and the target maximum BER. Here R (γ d ) can be determined using MET-DE.
V. RESULTS AND DISCUSSION
Generally in Raptor code design [4] , [5] , the precode is fixed in advance and only the LT code is optimized for a given precode setting. However, since the multi-edge formulation for the Raptor code optimization is more general, it also allows joint optimization of the LT and the precode components. Therefore in this letter we consider two Raptor code design approaches: joint optimization of the LT code and the precode components of the Raptor code, and the optimization of the LT code component of the Raptor code for a given precode setting. For the case of the fixed precode, we set the precode to a (3,60)-regular LDPC code with R pre = 0.95. In both design approaches the target maximum BER ( * ) is set to 10 −5 , and the maximum output node degrees, j c 1max and j c 2max are both set to 50. We designed 16-QAM modulated Raptor codes using the MLC modulation scheme for designed SNRs of 2dB, 4dB and 6dB. The optimized Raptor degree distributions for 4dB and their rate efficiencies computed using MET-DE are shown in Table I . In Fig. 2 , we evaluate the rate efficiency performance for the optimized Raptor code ensembles for SNRs above and below the designed SNR using MET-DE.
First we compare two approaches to design Raptor codes for the MLC modulation scheme using the multi-edge framework: 1) joint optimization of the component codes, 2) the optimization of the LT code component by fixing the precode in advance. In Fig. 2 , Raptor codes designed with fixed precode are shown with dashed curves and Raptor codes designed without fixing the precode are shown with solid curves. As shown in Fig. 2 , MLC modulated Raptor codes designed without fixing the precode in advance can achieve better rate efficiency performance at the designed SNR compared to Raptor codes designed with a fixed precode. This is because the joint optimization of the component codes allows us to select the most suitable precode setting depending on the designed SNR. However, we note that the MLC modulated Raptor codes designed using the multi-edge framework without fixing the precode achieve poorer rate performance compared to Raptor codes designed with a fixed precode when we consider SNRs away from the designed SNR.
Secondly, we compare the rate efficiency performance of two reference Raptor codes designed with the BICM scheme from [4] and [5] . In Fig. 2 , the reference codes are shown with dotted-dashed curves. Reference code 1 [4] was designed using BICM for Gray-labeled 16-QAM with a precode of (3,30)-regular LDPC code. Reference code 2 [5, Table 2 .4] was designed for the binary input AWGN channel with a SNR of 3.25dB and a precode of (3,60)-regular LDPC code, and it was used to evaluate the performance of a 16-QAM BICM system. Comparing the two reference Raptor codes designed with the BICM scheme to the Raptor code designed with the MLC modulation scheme at 2dB (all with fixed precode), we see that the Raptor code designed with the MLC modulation scheme using the multi-edge framework outperforms both the Raptor codes designed with the BICM scheme over the entire SNR range from -1dB to 10dB.
VI. CONCLUSION
In this letter, we represented Raptor codes using a multiedge framework, to design higher-order modulated Raptor codes using multi level coded (MLC) modulation. The multiedge representation enabled us to design distinct degree distributions for distinct bit channel densities for MLC modulation using multi-edge type density evolution.
In several examples, we demonstrated that the higher-order modulated Raptor codes designed using the multi-edge framework and MLC modulation scheme outperform previously reported Raptor codes in literature.
APPENDIX PROOF OF THEOREM 1 To analyze the stability condition of a Q-ary modulated Raptor code, we consider a special case of MET codes given in [8, pp. 396-397] . This exactly describes the Tanner graph structure of Q-ary modulated Raptor codes represented in the multi-edge framework. We also assume that check nodes connected to i , i = 3, 4, . . . , q + 2 all carrying a message with the same distribution as the bit channel i density in the check-to-variable direction along the edges connected to i [8, pp. 396-397] . Then the proof of Theorem 1 is as follows. We define nodes connected to edge-type 1 as the core LDPC graph. Then the edge-perspective multinominal of the core LDPC graph plus edges connected to 2 can be computed using (1) and (2) as follows:
where λ [i j] denotes the fraction of edges that are connected to a variable node with i edges from the core LDPC graph (i.e., from 1 ) and j edges from 2 . ρ i denotes the fraction of edges that are connected to a check node with i edges from the core LDPC graph. Let a ( ) i and b ( ) i , respectively denote the PDFs of variable-to-check message and check-tovariable message along i at the th BP decoding iteration, and x ( ) i and y ( ) i respectively denote the Bhattacharyya constants [8, p. 202 ] associated with a ( ) i and b ( ) i . For simplicity we ignore the received distribution, r 0 , in λ core (r, x) and only consider λ core (x), where λ core (r, x) = r 0 λ core (x). Then DE equations related to variable nodes and check nodes of the core LDPC code can be written as follows:
where ⊗ denotes the variable node convolution and denotes the check node convolution [8] . Moreover, for a Q-ary modulated Raptor code, b ( )
0 is the bit channel density corresponding to bit level i and q = log 2 Q. Then by applying Lemma 4.63 and Problem 4.61 (iv) given in [8, pp. 202 and 282] to (12) and (13), we get the final update rule for x ( +1) 1 as follows:
This inequality needs to be valid around x ( ) 1 = 0. Thus taking the derivative with respect to x ( ) 1 = 0 gives us λ core (x) × ρ core (1 − x) x ( ) 1 =0 = j≥1 λ [2 j] (y 2 ) j × ρ core (1) ≤ 1.
This completes the proof.
