In this paper, effective sufficient conditions for the oscillation of all solutions of impulsive neutral delay differential equations of the form
INTRODUCTION AND PRELIMINARIES
Impulsive differential equations are now recognized as an excellent source of models to simulate processes and phenomena observed in control theory, physics, chemistry, population dynamics, biotechnology, industrial robotics, economics, etc. In recent years, impulsive equations have become a very active area of research and we refer the reader to the monographs by Lakshmikantham et al. [13] and Samoilenko and Perestynk [14] , where properties of their solutions are studied and extensive bibliographies are given.
We should note that, in spite of the large number of investigations of impulsive differential equations, their oscillation theory has not yet been fully elaborated, unlike the case of oscillation theory for delay differential equations. The monographs by Erbe et al. [6] , Györi and Ladas [11] , and Ladde et al. [12] contain excellent surveys of known results for delay and neutral delay differential equations.
Oscillatory properties of linear impulsive differential equations with a single delay were first investigated by Gopalsamy and Zhang [7] . Later papers devoted to oscillatory behavior of linear impulsive differential equations with one or more delays include Bainov et al. [1, 2] , Berezansky and Braverman [3] , Chen et al. [5] , Shen [15] , Shen and Wang [16] , and Zhang et al. [21] . However, to the best of our knowledge, there are no results on the oscillation of impulsive delay differential equations of neutral type. We wish to emphasize that the oscillatory/nonoscillatory behavior of impulsive delay differential equations is more complicated than it is for delay differential equations without impulses.
In this paper, we are concerned with the oscillation of all solutions of impulsive neutral type delay differential equations of the form x t − P t x t − τ + Q t x t − σ λ sgn x t − σ = 0 t ≥ t 0 (1.1)
For odd-order neutral differential equation without impulses, the oscillatory properties of all solutions were recently investigated by Zhang and Yang [19, 20] by using a new technique (also see Tang and Shen [17] ). This technique gives powerful oscillation conditions by reducing a neutral differential equation to an ordinary differential equation. In the present paper, we extend the ideas in [17, 19, 20] to the impulsive neutral system (1.1)-(1.2). Without further mention, the following assumptions will be used throughout the remainder of this paper:
are real sequences such that b k > 0 k ≥ 1 , 0 ≤ t 0 < t k < t k+1 , and t k → ∞ as k → ∞; (H 3 ) P t ∈ PC t 0 ∞ R + , Q t ∈ PC t 0 ∞ R + , and Q t ≡ 0 on all intervals t k−1 t k k ≥ 1 , where R + = 0 ∞ , PC t 0 ∞ R + denotes the set of all functions f t 0 ∞ → R + such that f is continuous on t 0 t 1 and on each t k t k+1 k ≥ 1 , and lim t→t
With the system (1.1)-(1.2), we associate an initial condition of the form
where (i) x t = φ t − t 0 for t 0 − ρ ≤ t ≤ t 0 , x t is continuous for t ≥ t 0 and t = t k , k = 1 2 ;
(ii) x t − P t x t − τ is continuously differentiable for t > t 0 ,
, and satisfies (1.1);
2) is satisfied. Under the assumptions H 1 -H 3 , the methods of steps can be used as in delay differential equations without impulses to show the global existence and uniqueness of solutions of the initial value problem (1.1)-(1.3).
Definition 1.2.
A solution x t of (1.1)-(1.2) is said to be nonoscillatory if it is eventually positive or eventually negative, and it is said to be oscillatory otherwise. Remark 1.1. It is clear that all solutions of the system (1.1)-(1.2) are oscillatory if there exists a subsequence n k of n such that b n k ≤ 0 for all k = 1 2 . Thus, we assume, in condition
. We also note that the oscillatory behavior of impulsive delay differential equations is more complicated than that of delay differential equations without impulses. The oscillation or nonoscillation of ordinary or delay differential equations is not necessarily inherited by the corresponding equation with impulses (see the discussion in Graef et al. [8] [9] [10] ). For example, the delay differential equation
has the nonoscillatory solution x t = e −t , but by applying Corollary 2 in [21] or the results in [1] or [3] , it is easy to see that all solutions of this equation under the impulsive perturbations x k + = e −α x k , where α > 1 is a constant and k = 1 2 , are oscillatory. On the other hand, all solutions of the delay differential equation
x + x t − 1 = 0 are oscillatory (see [11, 12] ), but this same equation under the impulsive perturbations x k + = ex k , k = 1 2 , admits a nonoscillatory solution of the form
It is important to emphasize that the change in the oscillatory or nonoscillatory behavior of the above impulsive delay differential equations is a direct consequence of the presence of impulsive perturbations. The aim of this paper is to establish sufficient conditions for the oscillation of all solutions of (1.1)-(1.2). The paper is organized as follows. In Section 2, we establish some fundamental lemmas; in Section 3, we apply these lemmas to obtain oscillation criteria for the system (1.1)-(1.2). In Section 4, we give some examples to illustrate the applicability of our results. These examples turn out to be somewhat interesting in their own right. It should be emphasized that the oscillation of all solutions of (1.1)-(1.2) can also be caused by the impulsive perturbations (1.2) though the corresponding equation without impulses, i.e., (1.1), admits a nonoscillatory solution. We will also see that the oscillatory behavior of all solutions of Eq. (1.1) can be inherited by the system (1.1)-(1.2) under certain types of impulses.
FUNDAMENTAL LEMMAS
To establish oscillation criteria for the system (1.1)-(1.2), we first give some lemmas that will be used in the proofs of our main results. We believe that these lemmas may also be of use to other investigators who study impulsive systems.
Lemma 2.1. Assume that there exists a sequence s n such that s n ∈ t n t n+1 s n+1 − s n = τ, P s n > 0 for n = 1 2 and
Furthermore, suppose that
where
2) such that x t − ρ > 0 for t ≥ t 0 , where ρ = max τ σ , and let
Proof. By (1.1) and (2.4), we have
We first claim that z t k ≥ 0 for k ≥ 1. If this is not the case, then there exists some m ≥ 1 such that z t m < 0. From (2.4), we have
If k ∈ E 1k , then by (2.2) we have
, it follows that
Let z t m = −µ < 0; then z t + m ≤ −b m µ, and from (2.5) we have
This, together with (2.6), yields
Similarly,
By induction, we have
Hence, for n = 1 2 (2.4) implies x s m+n = z s m+n + P s m+n x s m+n−1
Letting n → ∞, by (2.1) we have x s m+n < 0 for sufficiently large n. This is a contradiction, and so z t k ≥ 0, k ≥ 1. Since z t ≥ z t 1 for t 0 ≤ t ≤ t 1 , it follows that z t 0 ≥ 0. From (2.5), we have z t ≥ z t k+1 ≥ 0 for t k < t ≤ t k+1 k ≥ 0. Thus z t + k ≥ 0 and z t ≥ 0 for t ∈ t k t k+1 , k ≥ 0.
To prove that z t > 0 for t ≥ t 0 , we first claim that z t k > 0, k ≥ 0. If this is not true, then there exists m ≥ 0 such that z t m = 0. From (2.5) and (2.6), we have
Therefore, we have z t ≥ z t k+1 > 0 for t ∈ t k t k+1 and k = 0 1 2 . Thus, z t > 0 for t ≥ t 0 , and the proof is complete.
and that there exists a sequence s n such that s n ∈ t n t n+1 , s n+1 − s n = τ, P s n > 0, n = 1 2 and
where E 1k , E 2k , and b * k are as in Lemma 2.1, and b 0 = 1. Let x t be a solution of (1.1)- (1.2) such that x t − ρ > 0 for t ≥ t 0 and let z t be defined by (2.4) . Then, we have z t > 0 for t ≥ t 0 .
Proof. The proof is similar to that of Lemma 2.1. In fact, along the lines of the proof of Lemma 2.1, it is easy to see that (2.6) is replaced by the inequality
The conclusion then follows in a similar fashion.
Lemma 2.3. Let the hypotheses of Lemma 2.1 hold. In addition, assume that there exist constants p ∈ 0 1 , b > 0, and α > 0 such that
Then the second-order impulsive differential inequality
has a solutionȳ t such thatȳ t > 0 andȳ t + > 0 for t > T, wherē y t + =ȳ t when t = t k , and
where · denotes the greatest integer function.
Proof. Let z t be defined by (2.4). By Lemma 2.1, we have z t > 0 for t ≥ t 0 , and
Let t ∈ t 0 t 0 + τ ; since the number of impulsive points in t t + τ is at most l + 1, where l = τ/α , denote these by 
≤bz t τ and so for t ∈ t 0 t 0 + τ , we have
Similarly, for t ∈ t 0 + τ t 0 + 2τ , we have
By induction, we have that for t ∈ t 0 + nτ t 0 + n + 1 τ ,
Thus, for t ∈ t 0 ∞ , we have
We consider two possible cases:
Case 1 σ > τ. In this case, from (2.12) we have for t > t 0 + σ,
Then, by (2.10) and (2.11), we have
which, together with (2.13), yields
where T = t 0 + σ = max t 0 + σ t 0 + τ . Now substituting (2.14) into (2.10), we have
for t ≥ T and t = t k . Let
Thenȳ t > 0 andȳ t + > 0 for t > T , whereȳ t + =ȳ t when t = t k , and the following inequalities hold
Thus, the conclusion of the lemma holds for the case σ > τ.
Case 2 σ ≤ τ. In this case, (2.12) yields
for t > t 0 + σ. Since σ ≤ τ and t 0 ≥ 0, it follows that
where T = t 0 + τ = max t 0 + σ t 0 + τ . Now substituting (2.15) into (2.10) and using arguments similar to those in Case 1, we can again prove that the conclusion holds. This completes the proof of the lemma.
Noting that under the conditions of Lemma 2.2 we have z t + k ≤ z t k z t is nonincreasing on t 0 ∞ . Thus, by Lemma 2.2, we have the following lemma without the condition t k+1 − t k ≥ α. Since the proof is quite similar to that of Lemma 2.3, we omit the details.
Lemma 2.4. Let the hypotheses of Lemma 2.2 hold and assume that there exists a constant p ∈ 0 1 such that
Furthermore, suppose that the system (1.1)-(1.2) has a solution x t such that x t − ρ > 0 for t ≥ t 0 . Let T = max t 0 + σ t 0 + τ and m = min k ≥ 1 t k > T . Then the second-order impulsive differential inequality
In what follows, we will handle in detail a second-order impulsive differential inequality which is similar to (2.9) and give sufficient conditions for this inequality to have no positive solutions. Here, we should mention a recent paper by Chen and Feng [4] in which some oscillation criteria are established for a second-order impulsive ordinary differential equation. Proof. Suppose to the contrary that (2.16) has a solution x t such that x t > 0 and x t > 0 for t > t 0 . Let
Lemma 2.5. Consider the impulsive differential inequality
Then u t > 0 for t > t 0 and u t
. From (2.16) and (2.18), we have
for t > t 0 t = t k . Since u 2 t + f 2 t /4 ≥ u t f t , it follows that
and so u t exp
It is easy to see that Letting n → ∞, we see that (2.17), the fact that u t + n > 0, and the above inequality lead to a contradiction. Thus, the proof is complete. Lemma 2.6. Consider the nonlinear impulsive differential inequality
where t k R t , and c k are as in Lemma 2.5, and λ > 1 is a constant. Assume that
Then the inequality (2.22) has no solution x t such that x t > 0 and x t > 0 for t > t 0 .
Proof. Suppose to the contrary that (2.22) has a solution x t such that x t > 0 and x t > 0 for t > t 0 . From (2.22) we have (see [4] )
Thus,
By induction, we have in general that for n = 0 1 2
From (2.22) and (2.24), for s ∈ t k t k+1 , we have
Noting that the above inequality holds for any positive integer n, and since c k > 0 and x t + k > 0 for k = 1 2 , we have 
Integrating the above inequality from t k to t k+1 , we obtain Proof. Assume, for the sake of contradiction, that (2.22) has a solution x t such that x t > 0 and x t > 0 for t > t 0 . Let
Then, u t > 0 for t > t 0 u t + k > 0 for k ≥ 1, and
It is easy to see that
By the same arguments as those used in the proof of Lemma 2.5 (by taking f t ≡ 0 in (2.19)), we can derive a contradiction to complete the proof of the lemma.
In the following Theorems 3.1-3.3, we assume that all the conditions of Lemma 2.1 are satisfied. where T = max t 0 + σ t 0 + τ m = min k ≥ 1 t k > T , and
2)
Then all solutions of (1.1)-(1.2) oscillate.
Proof. Suppose to the contrary that (1.1)-(1.2) has a nonoscillatory solution x t . Without loss of generality, assume that x t − ρ > 0 for t ≥ t 0 . Then, by Lemma 2.3, we see that the second-order impulsive differential inequality
has a solutionȳ t such thatȳ t > 0 andȳ t + > 0 for t > T , where
and b * andb are as in (3.3). On the other hand, by Lemma 2.5, condition (3.1) implies that the inequality (3.4) cannot have a solution y t such that y t > 0 and y t + > 0 for t > T . This is a contradiction and completes the proof of the theorem. (3.6) and b * andb are as in (3.3) , then all solutions of (1. 1)-(1.2) oscillate.
Proof. Suppose to the contrary that (1.1)-(1.2) has a nonoscillatory solution x t . Without loss of generality, we assume that x t − ρ > 0 for t ≥ t 0 . Then, by Lemma 2.3, the inequality (2.9) has a solutionȳ t such that y t > 0 andȳ t + > 0 for t > T . On the other hand, by Lemma 2.6, condition (3.5) implies that the inequality (2.9) cannot have a solution y t with y t > 0 and y t + > 0 for t > T . This contradiction completes the proof. Proof. The conclusion of this theorem follows from Lemmas 2.3 and 2.7 by arguments similar to those used in the proof of Theorem 3.2. The details will be omitted.
In Theorems 3.4-3.6 below, we assume that all the hypotheses of Lemma 2.2 are satisfied. The proofs of Theorems 3.4-3.6 can be given by using Lemmas 2.4-2.7 (let all c k = 1 in Lemmas 2.5-2.7) and using arguments similar to those used in the proofs of Theorems 3.1-3.3.
Theorem 3.4. Let λ = 1. Assume that there exist a constant p ∈ 0 1 and a function f t ∈ PC t 0 ∞ R + such that
and
where 3.10) and T = max t 0 + τ t 0 + σ . Then all solutions of (1.1)-(1.2) oscillate. 
It is clear that s n+1 − s n = τ and (2.2) is satisfied. Furthermore, since b k ≤ 1, we have b * =b = 1. If we choose f t ≡ 0, then G t = 2 −1 Q t . Finally, we check that (3.13) and (3.14) hold. This is true if we choose β = 1. In fact, we have
Thus, by Corollary 3.1, all solutions of (4.1)-(4.2) oscillate.
Remark 4.1. Note that Eq. (4.1) has a nonoscillatory solution x t = ln t + 2 . Therefore, the oscillatory properties of all solutions of (4.1)-(4.2) are caused by the presence of the impulses. That is, the impulses given by (4.2) play an essential role in the oscillatory behavior of solutions of (4.1)-(4.2). Example 4.2. Consider the system x t − 1 + 0 5 sin 2 πt x t − 1 + t −1 x t − 1 = 0 t ≥ 1 (4.3)
where P t = 1 + 0 5 sin 2 πt Q t = t −1 τ = σ = 1 b k = k + 1 /k, and t k = k. Choosing s n = t n+1 , we see that all the conditions of Lemma 2.1 are satisfied. Here, p = 1 b = 2, and α = 1, sob = 4. To check that all the hypotheses of Theorem 3.1 are satisfied, we only need to verify that condition (3.1) holds. If
f s ds we choose f t = 1/ √ 2t, and so (3.1) is satisfied. To see this, observe that Note that if we choose f t ≡ 0 in Example 4.2, then (3.1) will not be satisfied. We also remark that by applying Theorem 4 in [18] , we see that all solutions of (4.3) are oscillatory. Therefore, Example 4.2 demonstrates the persistence of oscillation of all solutions of (4.3) under the impulsive perturbations (4.4). where t k = 3k 2 + 12k − 2 /6k. Let s n = n + 4 /2 β = 1. Then, it is easy to check that all conditions of Corollary 3.2 are satisfied. Therefore, by Corollary 3.2, all solutions of (4.5)-(4.6) oscillate. Remark 4.2. It is easy to see that Eq. (4.5) admits a nonoscillatory solution x t = t 1/2 . Therefore, the oscillatory properties of all solutions of (4.5)-(4.6) are caused by the impulsive perturbations given in (4.6).
The following example illustrates condition (2.3) in Lemma 2.1 by choosing a piecewise continuous function as the P t . 
