We present a second-order Godunov algorithm for multidimensional, ideal MHD. Our algorithm is based on the unsplit formulation of Colella (J. Comput. Phys. 87, 1990), with all of the primary dependent variables centered at the same location. To properly represent the divergence-free condition of the magnetic fields, we apply a discrete projection to the intermediate values of the field at cell faces, and apply a filter to the primary dependent variables at the end of each time step. We test the method against a suite of linear and nonlinear tests to ascertain accuracy and stability of the scheme under a variety of conditions. The test suite includes rotated planar linear waves, MHD shock tube problems, low-beta flux tubes, and a magnetized rotor problem. For all of these cases, we observe that the algorithm is second-order accurate for smooth solutions, converges to the correct weak solution for problems involving shocks, and exhibits no evidence of instability or loss of accuracy due to the possible presence of non-solenoidal fields.
Introduction
In this paper we present a new Godunov method for the equations of multidimensional ideal magnetohydrodynamics (MHD). We give results from an implementation of the unsplit, second-order method of Colella [10] for these equations. The base scheme solves the ideal MHD equations using a second-order predictor-corrector formalism. To the base scheme we add three algorithmic components, whose effects upon accuracy and stability are measured. The first component is a MAC projection [6, 19] step, which uses a Poisson solver to ensure that the cell-edge centered fields used to calculate fluxes are divergence-free to solver tolerance. This component, though commonplace in the context of incompressible Navier-Stokes simulation, is new to the MHD community. The second component is an approximate projection [2] that uses another solution of the Poisson equation to ensure that the cell-centered field is divergence-free to second-order. The last component is a filter [24] that also acts to suppress monopole sources in the cellcentered field.
The section that follows covers recent work and some of the schemes used for ideal MHD simulation. It also introduces methods for enforcing the divergence-free constraint, and introduces some issues surrounding multidimensional MHD. Section 3 introduces our basic algorithm and the extensions we have implemented. A suite of linear and nonlinear test problems will be used to determine which of our algorithmic extensions are best suited to each problem type. These tests and results are covered in Section 4. The overall purpose is to find one combination of these extensions that is well suited to all of the problems considered. This will be done through comparisons to published results and in some cases to an eightwave MHD algorithm we have implemented. We find that a projection step is indeed required for accuracy and stability of the schemes. For the eight-wave scheme in particular, use of the MAC projection is essential to obtain correct MHD shock jumps.
Background
The study of numerical algorithms for MHD simulations remains an active one, with no one method having become the standard. Two generic algorithms are the most widely used at present: the method of characteristics/constrained transport (MOC/CT; common in the astrophysics community) [15, 31] and shock-capturing (Godunov) methods [5, 9, 11, 12, 18, 29, 34, 36] . Each has distinct benefits and drawbacks. Codes implementing the MOC/CT algorithm are relatively simple in design, and satisfy the divergence-free constraint to machine precision. However, the MOC used by the ZEUS scheme, as outlined in [31] , is by construction second-order on Alfvén and advective waves, but does not address the two compressive waves of ideal MHD. Moreover, Falle [16] found that ZEUS exhibits spurious rarefaction shocks in certain 1-D MHD shock tubes for a non-isothermal equation of state. Codes implementing the shock-capturing algorithm on the other hand, while more complex, give highly accurate results even for strong shocks. They suffer from the drawback that the divergence-free constraint is only satisfied to truncation error, which can be large in the region of large jumps. In order to treat this difficulty, a variety of techniques have come into use. One such is the hybrid CT/shock-capturing scheme [5, 13, 23, 30, 34] , for which the constraint is satisfied by design like in the MOC/CT case. The cost to the accuracy of the underlying shock-capturing scheme is unclear. Another approach, originally due to Brackbill and Barnes [8] and implemented by workers such as Ryu et al. [29] , uses a divergence cleaning step on the cell-centered fields to enforce the constraint. In a third approach, Powell and co-workers [18, 27] use a eight-wave reformulation of the ideal MHD equations originally due to Godunov [17] . Tó th [34] (hereafter T00) implements all three types of schemes, among others, using them as the basis for a comparison on a variety of 1-D and 2-D tests. More recently, Dedner et al. [14] compare several hyperbolic schemes with additional waves and divergencedamping terms on the T00 tests.
The 2-D tests of T00 serve to underscore the importance of using multidimensional problems in evaluating different algorithms, since it was mainly in this context that differences between them became apparent. This is to be expected, since errors due to non-solenoidal fields will generally only show up for problems in two or more dimensions. Many shock-capturing MHD schemes use an operator-split (or dimensionally split) formalism to treat multidimensional ideal MHD. This means that, for each spatial dimension of the scheme, the one dimensional MHD equations are applied once. Unsplit schemes, which instead use the full multidimensional version of the equations, have been implemented and shown to give results equivalent to those of split methods for hydrodynamical problems [10] . Unsplit shock-capturing schemes for multidimensional ideal MHD are relatively new, however. One of our main goals is to assess the efficacy of different approaches for enforcing the divergence-free constraint in one such unsplit scheme.
The divergence-free constraint
Some means must be employed to ensure that the field satisfies the divergence-free constraint, since this is only guaranteed to within truncation error in shock-capturing schemes. A dramatic example of even small errors in the divergence-free condition leading to instability is given in Section 4.1. There, small amplitude, non-propagating waves become unstable unless non-solenoidal fields are smoothed. This phenomenon can be explained in terms of a modified equation analysis, discussed in Appendix A. The possibility of incorrect field topologies, incorrect dynamics, and numerical instability motivate efforts to formulate and understand different means of suppressing non-solenoidal errors in the magnetic field.
The eight-wave MHD algorithm, as implemented by Powell et al. [18, 27] and others, addresses the problem by adding additional terms corresponding to monopoles to the ideal MHD equations. The resultant equations are symmetrizable, so that they are Galilean invariant and transport r ÁB [17] . The additional terms show up in two ways for shock-capturing schemes. Since they modify the 1-D MHD equations used for characteristic tracing to include an additional eighth wave that travels at the flow speed, monopoles will be advected along with the flow. Such monopoles could be carried out of the domain, or they might build up at a stagnation point. Secondly, the additional terms appear as source terms, making the system nonconservative if the divergence-free condition is not already satisfied.
Dedner et al. [14] test a scheme that extends the eight-wave concept to damp and advect monopole sources, even at stagnation points in the flow. This is done through the magnetic analog of an artificial compressibility term, an approach that appeared earlier in the context of the Maxwell equations [24] . To the extent that the computed auxiliary field remains continuous, the scheme will remain divergence free. Any monopole sources will be advected at the fastest speed allowed under the Courant condition, and damped as they are advected. This method is very useful on unstructured grids, where solving the Poisson equation in order to project out the solenoidal component of the field is difficult.
Divergence cleaning, or Hodge projection, in shock-capturing schemes can address the problem of nonsolenoidal fields in two ways. The most widely discussed [3, 8, 29, 34] involves projection of the cell-centered field onto the space of divergence-free fields. Projecting in this manner with a centered difference approximation to the divergence is consistent with the underlying cell-centered scheme. One is left with fields at the advanced time which are divergence-free to machine accuracy. Such a projection has been found to give correct field topologies in shock tube problems [29] . On the other hand, choosing to eliminate the divergence as measured in one metric does not guarantee that unphysical effects are not entering into the dynamics. An illustrative example from incompressible flow [22] where an analogous constraint on the fluid velocity, r Áṽ ¼ 0, occurs shows that checkerboard modes in the velocity can cause instabilities when using a centered difference to approximate the divergence. Such modes must be damped by a suitably chosen filter in order to regain stability.
Another option for cleaning of non-solenoidal fields is to project the fields at cell-edges, which are then used to calculate fluxes. In a MAC discretization [6, 19] , the divergence-free constraint is enforced to within solver tolerance, which can be set as low as machine precision. We use a multigrid solver to solve the associated Poisson equation. The MAC projection has the advantage that it does not affect the conservation properties of the scheme.
Multidimensional MHD
The MHD equations in two or more dimensions are decidedly more complex to solve than in one dimension. In MHD simulations with variations along the x-axis alone, there is no change in the field along the xaxis. The divergence-free constraint is therefore trivially satisfied. Obtaining the solution to the Riemann problem upon which Godunov methods are based is also relatively straightforward in 1-D.
In multiple dimensions, we are solving the full equations of ideal MHD, which in conservation form are
subject to the constraint r ÁB ¼ 0. Here q is the mass density, qũ the momentum density,B the magnetic field, and qE ¼
P the total energy density. The o t notation denotes derivatives with respect to time.
Equations and algorithms
In general for hyperbolic conservation laws, the conserved variables U evolve according to o t U þ r ÁF ðU Þ ¼ 0. Our code uses a second-order Godunov-type method for hyperbolic conservation laws [7] . Such volume-average schemes follow the flux of conserved quantities such as momentum into and out of each cell comprising the computational domain. Quantities are stored at cell-centers, their value at this point being the volume-average over the entire cell. During the course of a timestep, the flux of the conserved quantities at each edge of each cell is computed. Differencing these fluxes gives the update of the conserved quantity to the next time (see Fig. 1 ).
More specifically, our code is based on the unsplit MHD algorithm of Colella [10] . It ostensibly tracks the evolution of the conserved density q, three components of momentum qũ, three components of magnetic fieldB, and total energy density qE, in two spatial dimensions. These variables would then be evolved according to the ideal MHD equations (1)-(4). However, for simplicity and accuracy a set of primitive variables W consisting of the density, velocity, field, and pressure are evolved in time:
We will switch freely between U and W here depending on which is most convenient; the indices will indicate the centering of the variables. Thus i, j will denote cell-centered states, i, j, ± forward-and backwardinterpolations to cell-edges, and i þ ; j and i; j þ (Riemann) states at the edges. The fundamental aspects of our scheme are as follows. Given the state W n i;j at time n and spatial coordinate (x i , y j ), we simultaneously interpolate in space and extrapolate in time to obtain the states W nþ 1 2 i;j;AE;x on the two x-boundaries of each cell (i, j). The same is done for the states at the y-boundaries, W nþ 1 2 i;j;AE;y . All this is done in the normal and transverse predictor steps of the algorithm. Next, the Riemann problem is solved using theŴ nþ 1 2 i;j;AE;x states. These Riemann states are used to calculate fluxes at each edge of a cell in the corrector step. The fluxes are then differenced to give the update to the next timestep, W nþ1 i;j . We go into more detail on these steps of our scheme in Sections 3.1-3.4.
The additional parts of our MHD scheme consist of additional terms in the normal predictor step to ensure correct multidimensional behavior, and several steps that address the divergence-free constraint. These are also discussed in Sections 3.1-3.4.
Normal predictor
The predictor computes W i;j;AE;x . We now separate out the evolution of the normal field B n = B x through the following notation:
The matrix Ã corresponds to the usual 1-D MHD equations, with its seven characteristics: forward-and backward-propagating fast, slow, and Alfvén, plus the advective wave. Second-order accuracy is achieved in part through the use of characteristic analysis to calculate second-order accurate derivatives o x W in the spatial interpolation. This characteristic interpolation is based on calculation of the eigenvalues k k and leftand right-eigenvectors l k and r k of the matrix Ã , giving the following expression for the interpolation of thẽ W variables to cell-edges: 
The a k represent the strength of the kth wave in the interpolant. The sum over k k < 0 would correspond to backward-propagating waves used in the interpolation toW i;j;þ;x . A full accounting for all x-derivative terms in the 2-D MHD equations shows that a B is given by
These terms are essential to the second-order accuracy of the scheme, in particular on multidimensional problems such as waves not propagating along the coordinate axes. They are incorporated into our algorithm through a simple finite differencing of the normal derivative of the normal field. The terms are added to those already present due to the characteristics-based interpolation:
The ðD
;j Þ=ð2DxÞ correction term is the centered-difference approximation to o x B x . Note that this approximation to the derivative is not limited. The need for such correction terms in an unsplit scheme for multidimensional MHD was not addressed in C90. It was first noted by Stone [32] during an examination of the accuracy of an unsplit Godunov scheme on advected flux rings.
Transverse predictor
The last term in the evolution equation (6) is included via the transverse predictor. The basic idea is to approximate transverse derivatives (in this case in the y-direction) using a 1-D Godunov method. We take the states calculated in the normal predictor,Ŵ 
Here RðÁ; ÁÞ denotes the Riemann problem solution using the two states on either side of an edge as input; see Section 3.4. It is then a straightforward matter to use these fluxes to calculate a finite-difference approximation to o y F y , and thereby complete the calculation of the edge-centered states.
Corrector
The corrector first calculates fluxes at all cell-edges using another Riemann problem solver. At this stage, we have the first-order accurate approximation to the interpolated states W nþ 1 2 i;j;AE;Á from the predictor in hand. The Riemann solver takes these states and returns a single state for each cell-edge, U is similar. See Section 3.4 for more details on the Riemann problem solution. The states at cell-edges are not guaranteed to be divergence-free. We modify the C90 algorithm to enforce the divergence-free condition for the Riemann problem states. These Riemann states have a non-solenoidal component that we treat through a MAC projection, earlier used in the context of incompressible fluid computations [6] . The edge-centered fields ðB Ã Þ 
The correction to the field is calculated from / as follows:
With this correction to the magnetic field of the Riemann states, the L 1 norm of the MAC monopole density is reduced from its initial value by a user-settable multiplicative factor, in our case 10 À12 . The algorithm now proceeds to calculate the fluxes associated with the Riemann states. These fluxes are then differenced to give the update to the next time U nþ1 i;j :
After the update to t n + 1 , we are left with a cell-centered fieldB
that is no longer divergence-free by a centered-difference divergence metric. To what extent, if any, this is a problem depends on the physical problem being considered, and will be addressed later.
For those cases where a reduction of the divergence is required, two algorithmic extensions have been implemented. The first follows from noting that it is desirable to have a diffusive term of the form (see [24, 14] 
A simple, single-step filter may be derived [26] as a finite-difference approximation of Eq. (27):
The advantage of this choice of discretization of Eq. (27) lies in its effective damping of checkerboard modes; see [28] for analysis and comparison of different filtering schemes.
In order to choose a value for g we use Fourier stability analysis, giving a stability condition for the scheme in Eqs. (28) and (29) . Since Dt is set by the Courant condition, we are able to derive a condition on g, giving the maximum amount of diffusion of the monopole sources possible, given our timestep and grid spacing:
with C 6 2 5 . A stronger condition, C 6 1 5 , will always damp monopole modes. This formulation will both decrease the cell-centered divergence and damp checkerboard modes. The filtering is always used when an approximate projection is performed.
The numerical effect of the filter can be modified through the parameter C. We found, through the nonlinear tests outlined in Section 4 , that values in the range 10 À2 À10 À1 worked best. We note here that we chose to apply the filter to the conserved variables U n + 1 , so that the changed magnetic field causes no change in the total energy. Any addition (subtraction) of magnetic energy shows up as a decrease (increase) in the internal energy.
The second means for treating non-solenoidal cell-centered fields is an approximate projection, in which the cell-centered divergence is used to calculate a monopole charge density
The resulting solution is not discretely divergence-free, as it would be if we used the operator D 0 D 0 [2] , but instead second-order accurate. However, the extension of exact solvers to adaptive meshes is extremely complicated [20] , whereas the approximate projection used here is straightforward to extend to AMR [25] . We note moreover that use of a centered-difference measure of divergence leaves unchanged unphysical checkerboard modes [22, 26] . An extensive analysis of approximate projections is given in [1] .
The Poisson solver yields the scalar field / satisfying Eq. (19) . We differentiate / as follows to give the corrected field:
We find in our tests that an approximate projection does not have a significant impact on the quality of our results when used in conjunction with a MAC projection. Given the significant computational expense of using both, we advise against such a scheme.
Riemann solver
We solve the Riemann problem for ideal MHD using a linearized solver [33] . It employs characteristic analysis, like that of the normal predictor of Section 3.1, to solve for the states at cell edges. In this case, eigenvalues k k and eigenvectors l k and r k are calculated using the arithmetic average of the states to the left and right of the edge. (Call this the base state.) For example, the solution to the Riemann problem at
, is built from the appropriately directed jumps across waves as follows:
Here juj is the advective velocity (along ê x in this case) of the base state. The constant v is chosen to be 10 À14 times the largest characteristic speed k k . Note the averaged solution used for small advective speeds. This ensures that advective velocities on the order of machine precision, whose sign is random, do not cause asymmetries in the Riemann problem solution. Finally, note that in order to maintain consistency, the longitudinal component of the magnetic field in the solution (in this case B RP x ) is assigned the value of the longitudinal magnetic field of the base state,
For strongly nonlinear problems, it sometimes happens that the CFL condition is not sufficient to keep a scheme stable. Ordinarily, we use a simple minimum of timesteps implied by the one-dimensional CFL condition. If accelerations are large, velocities can grow such that in one timestep the pressure or density becomes negative. In order to dynamically adjust to such situations, we implement a scheme that checks for negative pressures or densities in the cell-centered states, W nþ1 i;j , after the corrector step. If one is encountered, that timestep is restarted with the CFL number lowered by a factor of two from its nominal value, down to a minimum of one-eighth of the initial CFL number. Once the code has proceeded for several timesteps without again encountering negative values, the CFL number is raised by a factor of two, eventually reaching its initial value. In practice, negative values are encountered only rarely, so that the average CFL number over the course of a run is close to the nominal value. Note that even if the CFL ramps quickly back up to the nominal value, the timestep is never allowed to increase by more than 10% in one iteration. In this way, the effect of an increase in CFL number is in fact spread over several iterations. Note that the average CFL number remains above 0.4 in all tests of Section 4.
Numerical tests
In this section, we compare the behavior of the code on a variety of linear and nonlinear problems. Both seven-and eight-wave MHD codes were used. The code implementing the eight-wave MHD algorithm also uses a predictor-corrector formalism. The characteristic analysis performed in the predictor steps uses an eighth wave carrying changes in the normal field at the advection velocity, in addition to the seven waves of ideal MHD. As a result, in Eq. (7) of Section 3.1, the (2, 2) entry of A is equal to the advective speed u and not zero. The terms needed for second-order accuracy in ideal MHD (Eq. (13)) are accounted for in this case, so that a B = 0. The eight-wave algorithm also adds a source term,
to the right-hand side of the MHD equations (1)- (4) . The source term is calculated in the transverse predictor and corrector steps. It is added to the updated states along with the differenced fluxes. We note, however, that performing a MAC projection guarantees that r ÁB ¼ 0 for the edge-centered states, and as a result the source term calculated in the corrector is numerically zero in this case. This implies that only with a MAC projection is the scheme conservative and satisfies the jump relations. The source term in the transverse predictor, while generally small, is not numerically zero.
For both MHD implementations, different variations on the base algorithm were tested. In what follows, codes with conservative filtering are labeled with ÔCFÕ. An ÔAPÕ denotes codes with an approximate projection; it is always accompanied by conservative filtering, in order to suppress checkerboard modes. Those codes utilizing a MAC projection are labeled with ÔMACÕ. So, for example, a MAC projection code with filter is labeled ÔMAC + CFÕ.
Simple linearized MHD waves
We tested the performance of the code on all four varieties (advective, fast, slow, and Alfvén) of linearized MHD waves. These tests comprised waves propagating along x-and y-axes (wavenumbersñ ¼
whereñ is the aforementioned vector of integers chosen so as to be consistent with the periodic boundaries. 
n ¼ ðn x ;n y Þ ¼ñ jñ j : ð39Þ
All tests gave results consistent with second order accuracy, although waves at 2:1 showed slightly smaller (P1.8, versus 2.0) rates of convergence in some components. The modifications suggested by Stone were essential in obtaining second-order convergence for the 1:1 and 2:1 slope tests, increasing the convergence rates from first-to second-order for waves propagating along the diagonal. An example of the convergence rates for small amplitude fast waves is given in Table 1 .
A more stringent test of the code is to advect the linearized waves so that their profile remains stationary. In these tests, the background state has a non-zero velocity equal to the wavespeed:
An analysis of the eigenstructure of MHD shows (Appendix A) that such waves should cause trouble for the seven-wave MHD codes that do not suppress non-solenoidal fields. Errors generated in this case are not advected away, causing difficulty in the case that they are not diffused or otherwise dealt with. We find that the seven-wave MHD algorithm without the application of any projection or filter is unstable for low amplitude (d pert = 10 À4 ) fast waves withn at 2:1 slope. The instability starts as a high frequency oscillation in the field parallel toñ. It grows with time and spreads to the other components, causing a low order of convergence even at early times. Once the oscillations reach a certain level, the solution becomes unstable. The oscillations are almost completely absent, and the code stable, using a MAC projection. Adding filtering of the field further reduces the errors. A code including filtering but no MAC projection, and one with approximate projection and filtering both stabilize the scheme. We conclude that either projection or filtering is essential to stability for this class of problems.
Decay of linearized MHD waves
The equations of ideal MHD neglect the effects of viscosity and electrical resistivity. Numerical dissipation, however, can affect the solution in ways that mirror these physical effects. Following Ryu, Jones, and Frank [29] (hereafter RJF95), we measure the decay of Alfvén, fast, and slow waves, and use the implied physical resistivity as a measure of the numerical resistivity of our ideal MHD scheme.
We use exactly the same set-up as RJF95, with Alfvén, fast, and slow waves propagating at a 1:1 slope and wavelength of ffiffi ffi 2 p times the length of one side of the computational domain. The decay of these waves was measured by fitting a decaying exponential to a measure of the wave strength,
where (dW) i,j = W i,j À W 0 is the perturbation in the primitive variables. l k is the left-eigenvector associated with the mode in question, evaluated at W 0 , the unperturbed state. Fig. 2 shows the dependence of the de- , not N À2 . The former is consistent with second-order accuracy, since the truncation errors have the following form:
We see here that the second-order error term is proportional to o 3 U ox 3 , which is dispersive in nature. The thirdorder term is the first error term that is dissipative. As a result, we expect the dissipation to decrease as Dx 3 , or N
À3
. We have no good explanation for the OðDx 2 Þ decay law observed in RJF95, aside from the possible effects of artificial viscosity.
MHD shock tube
The second test is the MHD shock tube problem from Ryu et al. [29] . The solution consists of two fast shocks, one slow shock, one slow rarefaction, and a contact discontinuity. We have run the problem in two orientations: (1) with the shock velocity aligned with the x-axis of the computational domain (referred to below as 1-D), and (2) with this velocity inclined at a 2:1 slope. The latter configuration follows the 2-D shock tube test case from T00. It was chosen in order to test the multidimensional behavior of the code, meanwhile ensuring there were no serendipitous cancellations of errors, as might be the case in a 45 inclined case. In runs of a 1-D tube at R 512 (i.e. 512 cells per linear dimension) on a domain of size L = 1 to a time of t = 0.08, we are able to reproduce the results given in Table VI of Dai and Woodward [11] (hereafter DW94) with errors of 60.12%. These results are independent of the type of filter used and whether an approximate projection was performed. Both the seven-and eight-wave codes give exactly the same result. When combined with an observed first-order convergence rate, they give us great confidence in the performance of both codes on 1-D shock tube problems.
The inclined version of this shock tube problem was run on grids of size 2N · N, with N = 64, 128, and 256. Unlike in the aligned shock tube, in this case divergence cleaning is required. Since the natural boundary conditions for the problem would be tedious to implement in our multigrid solver, we chose instead to embed the physical domain within a larger one, four times its size. The data in the region outside of the original one is filled using the natural symmetry of the problem. The Poisson equation is then solved on this enlarged domain, using homogeneous Neumann boundary conditions. We have verified that the field in the original domain is clean to within the tolerances used previously.
We compared the results from the inclined shock tube with coarsened versions of a R 4096 1-D shock tube results by first taking cuts of the data that included all cells lying along a line at 2:1 slope (a = 26.57
). Then, all velocities and fields in the cut were rotated by Àa. A check using the initial conditions showed that such a cut of the inclined initial conditions matched perfectly with the 1-D shock tube ICs outside of the jump region. (In the jump region, the inclined ICs were slightly different due to the volume averaging performed in producing them. This leads the initial jump to be spread over two zones instead of one.) Note that we chose the grid spacing for the inclined runs to be a factor of ffiffi ffi 5 p smaller than the 1-D grid spacing, so that the shock covers the same distance in physical space in a given time. The domain was therefore of length L = 1 in the direction of shock propagation, and the final time t = 0.08, in both the aligned and inclined shock runs. Fig. 3 shows results for the inclined shock tube overlaid on the (coarsened) aligned result. They compare a R 256 1-D run with a N = 256 2-D run that has equivalent effective grid spacing. The ideal MHD codes shown give fractional errors with an L 1 norm of 3% or less, averaged over all components. Errors in the normal component of the field are relatively large, however. As illustrated here and by Fig. 11 in T00, shock-capturing codes generally produce unphysical variation in the normal component of the magnetic field inside the shock transition layer in non-grid-aligned shock tube problems such as this. More generally, such codes exhibit non-monotonic behavior inside the shock structure, so that Riemann invariants are not exactly preserved there [35] . Importantly, despite errors in B n inside the jump region, the jump relations are still satisfied outside of it. This is clearly illustrated in Fig. 4 , where we see the normal field for seven-and eight-wave schemes with filtering. Note in particular that while the eight-wave scheme converges to an answer, it does not give the correct shock structure.
Figs. 6 and 7 show plots of the L 1 norm of the error versus resolution for the 2-D shock tube runs. We first note that neither the seven-nor eight-wave base code converges at first order. This is most evident in the errors in the transverse velocity and transverse field. The same plots indicate filtering alone is not sufficient to produce reasonable convergence rates. A MAC projection step added to either scheme produces much improved results (label ÔMACÕ in the figures), and the further addition of a filtering step gives firstorder convergence in all components (label ÔMAC + CFÕ). The use of an approximate projection (labels ÔCF + APÕ and ÔMAC + CF + APÕ) produces decreased error in the normal field, indicating a more accurate solution at given resolution. However, no improvement in the convergence rates or errors in the other five components is observed. When averaged over all components, the decrease in error observed with an approximate projection is still noticeable, though less so than indicated by considering the normal field alone.
While the results for seven-and eight-wave codes with a MAC projection step are very similar, this picture changes somewhat when the MAC projection is replaced with an approximate projection (label ÔCF + APÕ). The seven-wave code gives identical results whether or not a MAC projection is used with the approximate projection and filter. The eight-wave code still exhibits smaller errors when an approximate projection is utilized. However, convergence of the errors for the eight-wave code with approximate projection alone stalls at higher resolution. The reason for this behavior becomes more clear upon closer inspection of the normal field, plotted in Fig. 5 . The normal field converges to an answer that is 0.1% above the expected value. This error, while masked by the larger errors at the jumps at lower resolution, becomes significant at higher resolution and consequently hampers convergence. This error is observed to grow steadily over time.
Magnetized flux tube
This problem involves a high-field, low gas pressure region bounded on both sides by a high-gas pressure, zero-field region. The physical domain is of length L x = L y = 1 on both sides. The base state has the entire 2-D domain in pressure balance. The boundaries between magnetized and unmagnetized regions are discontinuous and lie along x = ±0.2. In both regions, q = 1,ũ ¼ 0 and B x = B z = 0 initially. In the magnetized region, x 2 [À0.2, 0.2], B y ¼ ffiffiffiffiffiffiffi ffi 80p p and P = 1. Outside of this, B y = 0 and P = 11. To the background state is added a sinusoidal perturbation upon the x-velocity whose amplitude is d pert = 0.01 times the Alfvén speed, and covers the entire domain: 5 . Normal component of the field for eight-wave codes with (bottom) and without (top) a MAC projection step. In these results for the inclined shock tube, a cut along the shock propagation direction is shown. The eight-wave code with the MAC projection converges to the correct answer, B normal = 5. Without the MAC projection, the code converges to an incorrect value for the normal field, about 0.1% higher than expected.
The Alfvén speed in this case is c
The strong discontinuity in the field is expected to cause problems for algorithms that do not suppress non-solenoidal fields. In particular, at the stagnation points where the perturbation velocity is zero, truncation errors leading to non-solenoidal fields can build up and cause numerical schemes to go unstable. This is in fact what we find for base schemes run without a projection step. Non-solenoidal fields build up at these stagnation points, causing the production of spurious velocities and triggering numerical instabilities. 8 shows the initial conditions for the flux tube problem. The perturbation plucks the field. After an initial transient at start-up, the perturbation develops into a standing wave in the magnetized region. The unmagnetized region sloshes back and forth from one side of the flux tube to the other, owing to the periodic boundary conditions. We expect the initial velocity perturbation to cause standing Alfvénic waves in the magnetized region and, because of the slightly different oscillation frequencies of the two regions, compressive waves at the boundaries of the tube. The change in the internal energy tracks the compressive waves. The problem was run to a time t = 6.0, corresponding to about 60 Alfvén crossings of the short dimension of the tube. This was enough time for the problem to exhibit stable periodic behavior and subsequently evolve for many periods of this oscillation.
In this case, we tested both seven-and eight-wave codes, but only with either a MAC projection and filter, or an approximate projection and filter. This is justified by the sub-par performance of the other variants on the inclined shock tube problem. These four versions of the code performed almost identically on this test, as evidenced by Fig. 9 . There, we plot global quantities such as kinetic and magnetic energy and L 1 norm of the monopole density. Note that the cell-centered divergence of the field is smaller for the approximate projection, though the dynamics remain the same. Fig. 8 . Grid-aligned (top) and inclined (bottom) flux tube initial conditions. Vectors indicate the perturbation velocity field; it is constant along lines parallel to the vectors. There are two regions: one magnetized, the other not. The entire domain is initially in total (magnetic plus thermal) pressure balance. The velocity perturbation at 1% of the Alfvén speed is applied to the entire domain, causing the tube and surrounding unmagnetized medium to oscillate.
Inclined flux tube
A second version of the flux tube problem, in which it is inclined at an angle of 45°with respect to the original, is better at differentiating between the algorithms. It constitutes a strong test of the robustness and stability of the codes. 
The size of the domain was
, and both magnetized and unmagnetized regions have the same physical extent as in the aligned case. In both regions, we have q = 1,ũ ¼ 0 and B z = 0 initially. In the magnetized region,
, and P = 1. In the unmagnetized region, P = 11 and B x = B y = 0. The perturbation is again applied to the entire domain, and has strength d pert = 0.01: Fig. 10 . Inclined flux tube results for one eight-wave (8 + MAC + CF) and two seven-wave (7 + AP + CF and 7 + MAC + CF) codes. The results for the different codes are also labeled with ÔAÕ, ÔBÕ, and ÔCÕ, respectively. Since a MAC projection is not used in 7 + AP + CF (B), no field energy is subtracted and it does not appear in the graph at lower-left. Note the relative size of increases in the kinetic energy of the codes, with smaller kinetic energies indicating stable oscillations. The eight-wave code with approximate projection and filter (8 + AP + CF) was run on this problem as well, but became unstable.
One effect of rotating the flux tube is the addition of a numerical perturbation, or gridding effect. The volume-averaging required for producing the initial conditions creates a region of intermediate pressure and field between the fully magnetized and unmagnetized regions. The total pressure in this intermediate region was kept the same as elsewhere in the domain. The physical extent, and presumably physical effects, of this transition region become smaller as the resolution is increased. The second effect of our rotation is that the physical domain was somewhat larger. As mentioned above, this was done in order to keep the physical width of the magnetized and unmagnetized regions the same as for the aligned flux tube. The result is a factor of ffiffi ffi 2 p mismatch between the grid spacing in the aligned and inclined flux tube runs. We expect many qualitative similarities between the aligned and inclined flux tube results. The characteristics of the start-up transients are somewhat different, due in part to the gridding effects. The slightly different grid spacing also means that slightly higher resolution is required to obtain comparable results. Indeed, these tests were run at resolutions ranging by factors of two from R 128 to R 1024 , a factor of two higher than for the aligned case.
We again chose to run only those codes that showed close to first-order convergence for the inclined shock tube on this problem: seven-and eight-wave codes with either MAC projection and filter, or approximate projection and conservative filter. There was very little difference between the two seven-wave codes. The difference between seven-and eight-wave codes was more noticeable. The eight-wave codes both experienced large increases in kinetic energy, indicating that the magnetized tube was no longer in equilibrium. The size of this increase was largest ($10 3 KE initial ) for the eight-wave code with approximate projection, which also experienced substantial deviations from energy conservation. The size of these kinetic energy jumps decreased with resolution. Fig. 11 shows a resolution study of the inclined flux tube, with global quantities plotted out to t = 1. (This is about 5 Alfvén crossing times; a shorter time was chosen in order to show more detail. All codes that were stable to this time were also stable out to t = 6.) The plots include kinetic, internal, and magnetic energies, all scaled to their initial values. We also show the L 1 norm of cell-centered measure of the divergence, D 0 ÁB, along with the magnetic energy change due to the MAC projection and filtering steps. First, note that the internal and magnetic energies appear to be converging, while convergence of the kinetic energy is not so clear. This result can be attributed to the large difference in the size of these quantities; the initial kinetic energy is $10 5 times smaller than the initial internal energy, and $10 4 times smaller than the initial magnetic energy. Thus, small errors in either of these quantities can appear as sizeable changes in the kinetic energy. We note in particular that increases in the kinetic energy seem to correlate with increases in the fraction of the magnetic energy subtracted in either the filter or the MAC projection.
The expected qualitative similarities between aligned and inclined flux tube results are present, such as oscillations in kinetic and magnetic energy of similar magnitudes. The size of the oscillations in the L 1 norm of v t and v n were also found to be very similar. However, substantial differences are also present. Comparing Figs. 9 and 10, we note that the transient rise in kinetic energy early in the simulation begins later for the inclined tube than for the 1-D tube. In fact, the rise begins later and has smaller amplitude as resolution is increased, a fact that we attribute in part to the decrease in physical extent of the transition region.
As a final test of the nonlinear behavior of the code, we reproduce the first MHD rotor problem outlined in T00, earlier performed by Balsara and Spicer [5] . This problem constitutes a central, high-density (q = 10.0) region surrounded by a low-density medium. The central region is given a constant angular velocity. The entire domain is threaded by an initially constant field,B ¼ 5:0ê x . The rotation winds the magnetic field, sending Alfvén waves propagating into the surrounding medium.
This test was run using both seven-wave codes (MAC + CF and AP + CF) and one eight-wave variant (MAC + CF). We see no negative pressures in any of the code variants, and obtain first-order convergence (errors decreasing as the grid spacing to the 0.95 power, as averaged over all variables) using the seven-wave codes, and the eight-wave code with a MAC projection. A reproduction of Fig. 18 from T00 is given in Fig.   Fig. 11 . Inclined flux tube results for 256, 512, and 1024 cells in each direction. These results used the 7-wave MHD code with filtering and a coefficient of 0.1. The quantities shown are the same as in Fig. 9. 12. Note the steeper gradient in Mach number in comparison to the T00 result; we do not see the peaks therein attributed to pressure undershoots.
Conclusions
We have presented an unsplit method for ideal MHD which, when combined with projection and filtering steps, shows no effects of non-solenoidal fields, while retaining the co-location of all physical quantities at cell-centers. The latter point is important because such a uniform centering makes it easier to extend the scheme to adaptive meshes, and has the advantage of using a well-understood Godunov method for time integration. These are in contrast to the CT approach, where staggered grids add additional software complexity. Furthermore, it is not obvious how to discretize diffusion operators to include non-ideal MHD effects on staggered grids. Lastly, we add that the effective advection scheme for the magnetic field components is not of the standard type, and it is unclear what its properties are in the presence of under-resolved gradients.
The complexity and cost of the scheme relative to others is an important consideration. Our scheme requires three characteristic analysis steps plus twelve Riemann solution steps in 3-D. This is comparable to the six characteristic analysis and six Riemann solution steps required in a two-step Runge-Kutta scheme. The computational cost of projection is not insignificant, and adds additional software complexity. On a single grid and a single processor, the cost of the projection when computed using FFTs is a small fraction of the overall cost of the computation (less than 200 floating-point operations per cell in 3D). Current research on analysis-based solvers for PoissonÕs equation [21, 4] have the potential to make the cost of this remain less than that of the hyperbolic calculation, on both adaptive grids and on parallel processors.
The Hodge projection of fields either at cell-edges (MAC projection) or cell-centers (in our case via an approximate projection) was found to be essential to accuracy and stability. The MAC projection was essential for accuracy of the eight-wave code in the presence of discontinuities. The seven-wave code results on the inclined shock tube were less sensitive to the type of projection used. The inclined flux tube results painted essentially the same picture, though the seven-wave MAC projected result was somewhat more robust.
Use of a filter alone on linear problems reduces computational cost and does not affect accuracy. We find that both filter and projection are required on strongly nonlinear problems such as the inclined flux tube. Also essential to the accuracy of the scheme are the modifications suggested by Stone -linear waves not propagating along coordinate-axis directions are not second-order accurate without it.
We found that in determining the accuracy of our code, both measuring the rate of convergence on nonlinear problems and comparing absolute magnitude of the error were required. Significant differences were found between the convergence rates even of individual primitive variables. These data can be crucial in choosing between different algorithmic variants of a base code. We encourage future authors to incorporate convergence testing, taking care to calculate errors in each variable separately, of simple nonlinear problems such as the shock tubes run here into their test suites.
Overall the ideal MHD code with a projection, either MAC or approximate, and a filter performed best on the suite of tests presented. Filtering of the magnetic field was important to code stability in the nonlinear problems, and accuracy in the deficient wave problems.
The magnetized, perturbed flux tube constitutes a strong test of the stability of our schemes. The combination of a stationary discontinuity, low ratio of thermal to magnetic pressure (beta), and imposed perturbation caused significant problems for the base unsplit code without projection or filter. With a suitably chosen value of the filtering coefficient, the filter helped stability and worked to decrease the magnitude of a centered-difference measure of the divergence of the field.
be the modified equation approach to analyzing the effect of truncation error on solution error. For any finite difference method, the modified equation is given by the original system of PDEs, with forcing terms given by the truncation error. In the present setting, the modified equation takes the following form: The truncation error forcing terms mimic the effect of numerical error on the computed solution. Specifically, we expect U Mod , the solution to the modified equation, to satisfy kU Dx À U Mod k ¼ OðDx pþ1 Þ, where U Dx , the solution obtained from the pth-order scheme on a grid with spacing Dx, satisfies kU Dx À U k ¼ OðDx p Þ. In particular, for MHD, the effect of numerical error can be understood in terms of the truncation-error forcing in the modified equation causing the solution to violate the divergence-free constraint. Without that constraint being satisfied, the remaining ideal MHD equations can exhibit eigenvector deficiencies in the linearized-coefficient matrix A, leading to anomalous loss of regularity and ill-posedness. In the numerical simulation, this translates into loss of accuracy and possibly instability of the underlying difference method.
To see this, we consider the case of a small-amplitude wave corresponding to one of the eigenmodes of A (see Eq. (8) Then W ðx; tÞ satisfies the MHD equations up to terms of Oða 2 Þ. Without loss of generality, we take the direction of propagation to be in the x-direction in 3-D. However, we allow our computational spatial grid to have an arbitrary orientation in space. In that case, the modified equation corresponding to our numerical solution to the PDE in primitive variables W is given by (see Eq. (7) In the system here, if one of the computational spatial grid coordinate axes is aligned withx, s B " 0. However, if the direction of propagation is not aligned with one of the computational coordinates, then in general s B 6 ¼ 0. If l k AE a B 6 ¼ 0 and k = 0, then the left-hand side of (A.8) and (A.9) is an example of a first-order system with an eigenvector deficiency. Such systems have an obvious loss of spatial regularity: a Mod grows like the derivative of s B . This is in contrast to the behavior of well-posed hyperbolic systems, in which the solution has the same spatial regularity as the forcing. In other words, since regularity implies that there are as many derivatives in the solution as in the forcing term, discontinuous forcing of a hyperbolic system leaves the problem ill-posed. Discontinuity in s B implies that a Mod can grow without bound, owing to its dependence on the derivative of s B .
In terms of a numerical method, we expect that the presence of such terms would lead to either an anomalous loss of accuracy or numerical instability. In the latter case, the forcing of a Mod in (A.8) takes the form of a finite difference operator applied to B Mod x , whose spatial variation is due entirely to s B . If s B fails to be smooth, either because of lack of smoothness in the initial data or in the finite difference formulae (e.g. limiters), such lack of smoothness is immediately amplified.
This discussion also provides an explanation for the behavior of the method described here. The use of the MAC projection and the filter does not eliminate the truncation error terms that lead to the eigenvector deficiency, but regularizes it by smoothing. For example, the application of the filter in the plane-wave example corresponded to adding a diffusion term to the equation for B 
