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SparsityThe increase in spatiotemporal resolution of neuroimaging devices is accompanied by a trend towards more
powerful multivariate analysis methods. Often it is desired to interpret the outcome of these methods with
respect to the cognitive processes under study. Here we discuss which methods allow for such interpretations,
and provide guidelines for choosing an appropriate analysis for a given experimental goal: For a surgeon who
needs to decide where to remove brain tissue it is most important to determine the origin of cognitive functions
and associated neural processes. In contrast, when communicating with paralyzed or comatose patients via
brain–computer interfaces, it is most important to accurately extract the neural processes speciﬁc to a certain
mental state. These equally important but complementary objectives require different analysis methods. Deter-
mining the origin of neural processes in time or space from the parameters of a data-drivenmodel requires what
we call a forwardmodel of the data; such amodel explains how themeasured datawas generated from theneural
sources. Examples are general linearmodels (GLMs). Methods for the extraction of neural information from data
can be considered as backward models, as they attempt to reverse the data generating process. Examples are
multivariate classiﬁers. Herewedemonstrate that the parameters of forwardmodels are neurophysiologically in-
terpretable in the sense that signiﬁcant nonzero weights are only observed at channels the activity of which is
related to the brain process under study. In contrast, the interpretation of backward model parameters can
lead to wrong conclusions regarding the spatial or temporal origin of the neural signals of interest, since signiﬁ-
cant nonzero weights may also be observed at channels the activity of which is statistically independent of the
brain process under study. As a remedy for the linear case, we propose a procedure for transforming backward
models into forward models. This procedure enables the neurophysiological interpretation of the parameters
of linear backwardmodels. We hope that this work raises awareness for an often encountered problem and pro-
vides a theoretical basis for conducting better interpretable multivariate neuroimaging analyses.
© 2013 The Authors. Published by Elsevier Inc. Open access under CC BY-NC-ND license.Introduction
For many years, mass-univariatemethods (e.g., Friston et al., 1994;
Luck, 2005; Pereda et al., 2005) have been themost widely used for an-
alyzing multivariate neuroimaging data. In such methods, every singleernen, Technische Universität
, felix.biessmann@tu-berlin.de
c. Open access under CC BY-NC-ND licmeasurement channel (e.g., functional magnetic resonance imaging
(fMRI) voxel or electroencephalography (EEG) electrode) is individual-
ly related to a target variable, which represents, for example, behavioral
or stimulus parameters, which are considered as a model for neural
activation. In contrast, multivariate methods combine information
from different channels. This approach makes it possible to cancel out
noise and thereby to extract the brain signals of interest with higher
sensitivity and speciﬁcity (Bießmann et al., 2009; Blankertz et al.,
2002, 2008, 2011; Comon, 1994; Dähne et al., 2014; Dolce & Waldeier,
1974; Donchin & Hefﬂey, 1978; Haufe et al., 2010; Hyvärinen et al.,
2001; Koles et al., 1995; Kragel et al., 2012; Kriegeskorte et al., 2006;
Lemm et al., 2011; Nikulin et al., 2011; Nolte et al., 2006; Parra et al.,
2003, 2008; von Bünau et al., 2009).ense.
Table 1
Notation.
N Number of data points
M Number of measurement channels
K Number of latent factors or target variables
x(n) M-dimensional vector of observed data
s(n), s^ nð Þ K-dimensional vector of latent factors
y(n) K-dimensional vector of target variables
(n) M-dimensional noise vector in forward models
A M × Kmatrix of patterns in forward models
W M × Kmatrix of ﬁlters in backward models
Σx Data covariance
Σs^ Covariance of the latent factors
Σϵ Noise covariance in forward models
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two classes as illustrated by the following typical application scenarios.
Interpretability for neuroscience and clinical use. Basic neuroscience
research is often concerned with determining the brain regions
(or measurement channels), frequencies, or time intervals reﬂecting a
certain cognitive process. Here we call analyses, for which this is possi-
ble, interpretable with respect to these processes. In extreme cases, in-
terpretable methods could even be used to answer questions like
“Where can a surgeon cut, without damaging a certain brain function?”
Accurate brain state estimation for BCIs. In other applications such as
brain–computer interfacing (BCI, Dornhege et al., 2007; Wolpaw &
Wolpaw, 2012), researchers are mainly interested in estimating
(or decoding) brain states from neuroimaging data, or vice versa. For
analysis methods in this scenario, the accuracy of decoding is more
important than the interpretability of the model parameters.
There is generally no reason to believe that the decoding models
used for BCIs should at the same time be interpretable. But this is exactly
what is sometimes implicitly assumed. For example, one may contrast
the brain activity in two experimental conditions using a multivariate
classiﬁer. Although classiﬁers are designed for a different purpose
(estimation of brain states, that is), it is common to interpret their
parameterswith respect to properties of the brain.Awidespreadmiscon-
ception about multivariate classiﬁer weight vectors is that (the brain
regions corresponding to) measurement channels with large weights are
strongly related to the experimental condition. In fact, such conclusions
can be unjustiﬁed. Classiﬁer weights can exhibit small amplitudes for
measurement channels containing the signal-of-interest, but also large
amplitudes at channels not containing this signal. In an extreme scenar-
io, in which a surgeon bases a decision about which brain areas to cut
on, e.g., classiﬁer weights, both Type I and Type II errors may thus
occur, with potentially severe consequences: the surgeon may cut
wrong brain areas and actually miss correct ones. The goal of this
paper is to raise awareness of this problem in the neuroimaging com-
munity and to provide practitioners with easy recipes for making their
models interpretable with respect to the neural processes under
study. Doing so, we build on prior work contained in Parra et al.
(2005), Hyvärinen et al. (2009), Blankertz et al. (2011), Naselaris et al.
(2011) and Bießmann et al. (2012b).
Whilewe here focus on linearmodels, nonlinear ones suffer from the
same interpretational difﬁculties. Besides their simplicity, linearmodels
are often preferred to nonlinear approaches in decoding studies, be-
cause they combine information from different channels in a weighted
sum, which resembles the working principle of neurons (Kriegeskorte,
2011). Moreover, they typically yield comparable estimation accuracy
in many applications (Misaki et al., 2010).
The article is structured as follows. We start in the Methods section
with three simple examples illustrating how coefﬁcients of linear classi-
ﬁersmay severely deviate fromwhat would reﬂect the simulated “phys-
iological” truth. Next, we establish a distinction of the models used in
multivariate data analysis into forward and backward models. Roughly
speaking, forward models express the observed data as functions of
some underlying variables, which are of interest for the particular type
of analysis conducted (e.g., are maximally mutually independent, or
allow the best estimation with respect to certain brain states, etc.).
In contrast, backwardmodels express those variables of interest as func-
tions of the data. We point out that the interpretability of a model de-
pends on the direction of the functional relationship between
observations and underlying variables: the parameters of forward
models are interpretable, while those of backward models typically are
not. However, we provide a procedure for transforming backward
models into corresponding forward models, which works for the linear
case. By this means, interpretability can be achieved for methods
employing linear backward models such as linear classiﬁers.
In the Experiments and Experimental results sections we demon-
strate the beneﬁt of the proposed transformation for a number of
established multivariate methods using synthetic data as well as realEEG and fMRI recordings. In the Discussion section, we discuss theoret-
ical and practical issues related to our ﬁndings, as well as non-linear
generalizations and relations to the popular searchlight approach in
neuroimaging (Chen et al., 2011; Kriegeskorte et al., 2006). Conclusions
are drawn in the Conclusions section.
Methods
Our considerations apply in the same way to EEG, fMRI and any
other measurements. Moreover, it is not required that each dimension
of the data exactly corresponds to one physical sensor (fMRI voxel,
EEG electrode). For example, one may as well consider “spatial
features”, where every data channel corresponds to a different time
point or interval of the same physical measurement sensor (see
Example 3 in the Three classiﬁcation examples section). Generally, the
data may be composed of any features derived from the original
measurements through linear or nonlinear processing, and may even
comprise higher-order interaction measures between physical sensors,
as in Shirer et al. (2012). We refer to all such features simply as data
channels.
In the following, the number of channels will be denoted byM and
the data of channel m (with m ∈ {1,…,M}) will be called xm. Further-
more, to obtain a concise notation, we combine all channels' data into
the vector x = [x1,…, xM]T ∈ ℝM. Finally, we will assume that N data
samples x(n) = 1,…, N are available, where in the neuroimaging con-
text the index n may often refer to time. In analogy, we will assume
the presence of K so-called latent factors in the data (see Forward
models and activation patterns and Backward models and extraction
ﬁlters sections), where the n-th sample of these factors is summarized
as s(n) = [s1(n),…, sK(n)]T ∈ ℝK. Finally, in supervised settings, each
latent factor sk(n) is linked to an externally given target variable yk(n).
These targets can either take continuous (e.g., stimulus intensities or re-
action times) or discrete (e.g., class labels indicating the experimental
condition) values. The n-th sample of target variables is denoted by
y(n) = [y1(n),…, yk(n)]T ∈ ℝK. Generally, we set scalar values in italic
face, while vector-valued quantities andmatrices are set in bold face. An
overview of the notation is given in Table 1. Denoting x(n) the
measured variable and target variables as y(n) we follow the standard
convention in the machine learning community. Although we are
aware of the convention in the fMRI literature to denote the design ma-
trix asX, we deliberately chose themachine learning nomenclature: the
problem of interpretatibility arises when using multivariate classiﬁers,
which are more associated with machine learning than with standard
fMRI methods.
Three classiﬁcation examples
Example 1. Consider a binary classiﬁcation setting inwhichwewant to
contrast the brain activity in two experimental conditions based on the
98 S. Haufe et al. / NeuroImage 87 (2014) 96–110observations in two channels, x1(n) and x2(n). Imagine that x1(n)
contains the signal of interest s(n) (e.g., the presence or absence of
an experimental condition), but also a strong distractor signal d(n)
(e.g., heart beat) that overshadows the signal of interest. For example,
x1(n) = s(n) + d(n). Channel x2(n) measures the same distractor sig-
nal, but not the signal of interest, i.e. x2(n) = d(n). Combining the infor-
mation fromboth channels, the signal of interest can easily be recovered
by taking the difference x1(n) − x2(n) = wTx(n), wherew = [1,−1]T
is the weight vector of the optimal linear classiﬁer. Importantly, this
classiﬁer gives equally “strong” weights to both channels. Thus,
interpreting those weights as evidence that the signal-of-interest is
present in a channel would lead to the erroneous conclusion that the sig-
nal is (also) present in channel x2(n)—which is not the case. In fact, in the
course of this paperwewill demonstrate that the only inference about the
signal-of-interest one can draw from the fact that there are nonzero
weights on both channels is that that signal is present in at least one of
the channels.
Example 2. Fig. 1 illustrates a slightly more complex two-dimensional
scenario, which exempliﬁes that classiﬁer weights on channels not con-
taining the signal of interest might also be positive, andmight generally
also have a largermagnitude than those of signal-related channels. Con-
sider that the data measured in two conditions (classes) are multivari-
ate Gaussian distributed with different means and equal covariance
matrices. Here, we choose the class means to be μ+ = [1.5, 0]T and
μ− = [1.5, 0]T, and the common covariance matrix to be Σ ¼
1:02 −0:30
−0:30 0:15
 
(these values were determined in order to obtain a
particular weight vectorwLDA, see below).
Projecting the data onto x1 by means of the linear transformationw⊤x1
x nð Þ ¼ x1 nð Þwithwx1 = [1, 0]T yields a reasonable separation of the two
classes (see thebottom left panel of Fig. 1),with the correlationof the class
label y(n) ∈ {−1, +1} and channel data x1(n) being r = Corr(y, x1) =
0.83, where Corr(x1, x2) = Cov(x1, x2) / (Std(x1) · Std(x2)). In contrast,
projecting the data onto channel x2 usingwx2 ¼ 0;1½ ⊤ provides no sep-
aration at all (see bottom center panel). Here, r = 0.04. MultivariateMove Right Arm
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Fig. 1. Two-dimensional example of a binary classiﬁcation setting. The class-conditional distrib
channel x1(n), but not in channel x2(n). Thus, channel x2(n) doesnot contain any class-related in
ysis (LDA) projects the data onto theweight vector (extraction ﬁlter)wLDA ∝ [1, 2]T, i.e., assigns
compensating the skewed correlation structure of the data, and must not be interpreted in the
into a corresponding activation pattern aLDA using Eq. (7), we obtain aLDA ∝ [1, 0]→p, which coclassiﬁcation according to linear discriminant analysis (LDA) – which
is Bayes-optimal in this speciﬁc scenario – achieves the best possible
separation of r = 0.92 using the projection vector wLDA ∝ [1,2]⊤ (see
Activation patterns obtained frommultivariate OLS decoding are equiv-
alent to a mass-univariate analysis section and Appendix C). Thus, in
order to maximize class separation, the weight on x2(n) must be twice
as large as the weight on x1(n), although x2(n) does not contain class-
speciﬁc information at all.
Example 3. Finally, the interpretability issues outlined above do not
only hold for data with spatial structure as derived from different EEG
electrodes or fMRI channels, but for arbitrary features derived from
data. To illustrate that, imagine the classiﬁcation of stimulus-evoked
vs. baseline neural activity based on pre- and poststimulus (that is,
temporal) features. Here, the difference of pre- and poststimulus activity
should be highly class-speciﬁc. Thus, large (temporal) classiﬁer weights
might be assigned to both features. Analyzing these weights one might
incorrectly conclude that the pre-stimulus interval contains class-
speciﬁc information.
These three examples demonstrate that classiﬁer weights may con-
vey misleading information about the class-related directions in the
data, where the LDA classiﬁer is representative of an entire class of
methods estimating so-called backward models, for which such seem-
ingly counter-intuitive behavior is necessary and systematic. We will
discuss backward models after introducing their counterparts, forward
models, in the following.
Forward models and activation patterns
Forward models express the observed data as functions of some la-
tent (that is, hidden) variables called components or factors. Since
they provide a model for the generation of the observed data,
they are also referred to as generative models in the machine learning
literature.
In the linear case, the data x(n) are expressed as the sum of K
factors sk(n) (k ∈ {1, …, K}), which are weighted by their-4
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utions are multivariate Gaussians with equal covariance matrix. The class means differ in
formation.Nevertheless, Bayes-optimal classiﬁcation according to linear discriminant anal-
twice theweight of channel x1(n) to channel x2(n). This largeweight on x2(n) is needed for
sense that the activity at x2(n) is class-speciﬁc. By transforming the LDA projection vector
rrectly indicates that x1(n) is class-speciﬁc, while x2(n) is not.
Table 2
Comparison of linear forward and backwardmodeling perspectives associatedwith activation patterns and extraction ﬁlters, respectively, as well as the special supervised cases of encoding
and decoding.
Forward model Backward model
Alternative name Generative model Discriminative model
Model (linear case) x(n) = As(n) + (n) W⊤x nð Þ ¼ s^ nð Þ
Purpose Factorize the data into latent factors s(n) and their corresponding activation
patterns (columns of A), plus noise ϵ(n).
Extract latent factors s^ nð Þ from the data by multiplying with extraction
ﬁlters (columns ofW).
Interpretable A, s(n) s^ nð Þ
Supervised case Encoding: Replace latent factors s(n) by known external target variables y(n)
or pre-estimated factors s^ nð Þ. Thus, estimate how y(n) or s^ nð Þ are encoded in
the measurement.
Decoding: Seek latent factors s^ nð Þ to approximate known external target
variables y(n). Thus, estimate how y(n) can be decoded from the measurement.
1 While backward modeling encompasses both supervised and unsupervised ap-
proaches, the term “discriminative” is typically used only for supervised approaches.
99S. Haufe et al. / NeuroImage 87 (2014) 96–110corresponding activation patterns ak ∈ RM, plus additive noise. That
is, x(n) = Σkaksk(n) + (n), or, in matrix notation
x nð Þ ¼ As nð Þ þ  nð Þ; ð1Þ
where s(n) = [s1(n), …, sK(n)]T ∈ ℝK and A = [a1,…, aK] ∈ ℝM × K,
cf. also the linear model presented in Parra et al. (2005). In the most
general case, A and s(n) are estimated jointly, which is referred to as
the blind source separation (BSS) setting. Since the factorization into
A and s(n) is not unique, assumptions have to be imposed, where
different assumptions generally also lead to different factorizations.
Each estimated factor sk can be thought of as a speciﬁc signal-of-
interest “hidden” in the data, e.g., a brain response to a stimulus,
which is isolated from other signals of cerebral or extracerebral origin.
The corresponding activation pattern ak encodes the strength and polar-
ity with which the factor's activity is present in each channel. As such,
activation patterns have a clear physiological interpretation, which
can be summarized as follows:
The entries of the activation pattern ak show, in which channels (e.g.,
fMRI voxels or EEG electrodes) the signal sk is reﬂected. Value (and sign)
are directly related to its strength (and effect direction) at different
channels.
Intuitively, one might think of latent factors as being produced by a
speciﬁc brain region or network implementing a certain mental
function or processing. In EEG, where the physics of volume conduction
implies a linear mapping from brain sources to sensors, they are indeed
commonly equated with the activity of underlying electrical brain
sources. The estimation of a linear forward model here amounts to im-
plicitly solving the EEG inverse problem (see The relevance of linear
models for EEG data section).
Imaging modalities such as fMRI measure (the hemodynamic
response to) neuronal activity directly inside the brain, such that no
inverse problem needs to be solved. Nevertheless, assuming a linear
forwardmodel of the data is still adequate, if we assume that eachmea-
surement is a summation of the activities of multiple concurrent brain
(and noise) processes, each of whichmight be expressed with different
strengths in different subsets of voxels. This assumption of linear super-
position builds the foundation of standard fMRI analyses such as using a
general linear model (GLM). In the classiﬁcation example depicted in
Fig. 1, for instance, the data actually follow the forward model
x(n) = ay(n) + (n), where the binary class label y(n) ∈ {−1/2, 1/2}
plays the role of the latent signal, the mean difference μ+ − μ− =
(3, 0)T = a is the corresponding activation pattern, and where the
noise  ~ N(0, Σ) is distributed according to a zero-mean bivariate
Gaussian distribution with covariance matrix Σ.
Supervised methods that directly estimate activation patterns of a
forward model given a target variable y(n) are typically referred to as
encoding approaches (Naselaris et al., 2011). Thus, encoding is the
supervised special case of forward modeling (cf., Table 2). As with all
forward models, the estimated patterns can be interpreted in thedesired way as outlined above. Classiﬁers such as LDA, however, do
not ﬁt into the encoding framework, because they employ backward
models as discussed below.
Backward models and extraction ﬁlters
Backward models “extract” latent factors s^ nð Þ as functions of the
observed data, i.e., reverse the direction of the functional dependency
between factors and data compared to forward models. They are typi-
cally used if there is noneed tomodel the generation of the entire obser-
vations, because one is only interested in transforming them into a
(potentially low-dimensional) representation in which they exhibit
certain desired characteristics. As such, backward models roughly1
correspond to discriminative models in machine learning.
In the linear case, the mapping from observations to factors can be
summarized in the transformation matrixW ∈ ℝM × K. The backward
model then reads
W⊤x nð Þ ¼ s^ nð Þ: ð2Þ
As in forward modeling, the model parameters must be ﬁtted under
appropriate assumptions, where the assumptions on s^ nð Þmay generally
be similar to those outlined in the Forward models and activation
patterns section. In fact, most of the blind source separation techniques
mentioned there can be formulated both in a forward and in a backward
modeling context (see Interpreting results of backward modeling:
obtaining activation patterns from extraction ﬁlters section).
In supervised backward modeling, W is chosen such that s^ nð Þ
approximates a target variable, where typically K b M. In analogy to
the term “encoding” for supervised forward modeling, one here also
speaks of decoding (Naselaris et al., 2011). An overview of the properties
of forward and backwardmodels, as well as their supervised variants of
encoding and decoding, is provided in Table 2.
Generally, each columnWk ∈ ℝM ofW extracts one factor s^k nð Þ, and
is referred to as the extraction ﬁlter for that factor. Hence, just as in for-
ward modeling, every factor is associated with an M-dimensional
weight vector. However, in contrast to forward models these weight
vectors appear now in a complementary role. Instead of multiplying it
with a latent factor s^k nð Þ in order to obtain the contribution of that factor
to the measured data x(n), we now multiply it to the measured data
x(n) in order to obtain the latent factor s^k nð Þ . Accordingly, there is
no general reason why the ﬁlter vectorwk should be similar to the acti-
vation pattern ak of the same factor s^k nð Þ , and its interpretation is
different:
When projecting observed data onto an extraction ﬁlter wk, the result
will be a latent component exhibiting certain desired properties (e.g.,
allow good classiﬁcation or maximize the similarity to a target
variable).
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terest, while it should at the same time suppress all “signals of no
interest”.2 The ﬁrst task alone is achieved best by the activation pat-
tern of the target signal (vector w1 in Fig. 1), but the second task re-
quires the ﬁlter to deviate from that direction in order to be “as
perpendicular” as possible to the activation patterns of the strongest
disturbing noise sources (Eigenvectors corresponding to the largest
Eigenvalues of Σ in Fig. 1). If those latter patterns are not orthogonal
to the signal pattern, the trade-off between amplifying the target sig-
nal and suppressing the noise requires a rather complex spatial
structure in which the “meaning” of ﬁlter weights for a certain channel
cannot be disentangled between those two tasks. In particular, the ﬁlter
weights do not allowone to draw conclusions about the features (e.g., brain
voxels) in which the corresponding factor is expressed.
Moreover, the sign of a particular ﬁlter weight does not give an indi-
cation about the activity at the respective channels being positively or
negatively related to the experimental condition in a classiﬁcation or re-
gression task. Put short, extraction ﬁlters are generally complicated
functions of signal and noise components in the data.
Interpreting results of backward modeling: obtaining activation patterns
from extraction ﬁlters
Backward modeling amounts to transforming the data into a
supposedlymore informative representation, in which the signals of in-
terest are isolated as low-dimensional components or factors. However,
we have seen that the ﬁlters inW only tell us how to combine informa-
tion from different channels to extract these factors from data, but not
how they are expressed in the measured channels. Obviously, if we
aim at a neurophysiological interpretation or just a meaningful visuali-
zation of the weights, we have to answer the latter question. In other
words, we have to construct activation patterns from extraction ﬁlters.
The square case K = M
For linear backwardmodeling approaches extracting exactly K = M
linearly independent factors, the extraction ﬁltersW form an invertible
square matrix. By multiplying Eq. (2) withW−T from the left, where
W−T denotes the transpose of the inverse of W, we obtain
x nð Þ ¼ W−⊤s^ nð Þ;
which has the form of a noise-free forward model of the data x(n)
with activation patterns A = W−T. As mentioned, this duality of for-
ward and backward linear modeling holds for many BSS methods in-
cluding most ICA variants.3 When interpreting the parameters of
these methods it is just important that the forward modeling view
is adopted, i.e., that the activation patterns A are interpreted rather
than the extraction ﬁlters W.
The general case K ≤ M
For backward modeling approaches estimating a reduced set of
K b M factors, obtaining an equivalent forwardmodel is not straightfor-
ward, since the ﬁlter matrixW is not invertible anymore. Nonetheless,
our goal here is again to ﬁnd a pattern matrix A indicating those
measurement channels in which the extracted factors are reﬂected.
Therefore, we seek a linear forward model having the form of Eq. (1):
x nð Þ ¼ As^ nð Þ þ  nð Þ: ð3Þ
In the following, we assume w.l.o.g. that E x nð Þ½ n ¼ E s^ nð Þ½ n ¼
E  nð Þ½ n ¼ 0, where E[∙]n denotes expectation over samples. Then, the2 The “signals of no interest” are collectively called noise, although theymight comprise
not only measurement noise and technical artifacts, but also the activity of all brain pro-
cesses not currently under study.
3 In ICA terminology the activation patterns correspond to themixingmatrix, the extrac-
tion ﬁlters to the demixingmatrix.associated covariance matrices are given by Σx ¼ E x nð Þx nð Þ⊤
 
n;Σs^ ¼
E s^ nð Þs^ nð Þ⊤ n and Σ = E[(n)(n)T]n. Moreover, we assume that the
latent factors s^ nð Þ are linearly independent, which implies that W
must have full rank, i.e., rank (W) = K.
If the noise term (n) is uncorrelated with the latent factors s^, i.e.,
E  nð Þs^ nð Þ⊤
h i
n
¼ 0; ð4Þ
we call Eq. (3) a corresponding forward model to the discriminative
model Eq. (2). Assuming a corresponding forward model ensures that
any variation that can be explained by the latent factors is captured in
the term As^ nð Þ, and not in (n). This approach leads directly to the
following result.
Theorem 1. For any backward model
W⊤x nð Þ ¼ s^ nð Þ ð5Þ
the corresponding forward model is unique, and its parameters are
obtained by
A ¼ ΣxWΣ−1s^ : ð6Þ
The columns ofA are activation patterns, which, unlike their associat-
ed ﬁlters contained inW, enable the desired interpretation, i.e., indicate
the effect directions and strengths of the extracted latent factors in the
measurement channels.
The proof is given in Appendix A. A proof of the existence of a corre-
sponding forward model is given in Appendix B.
Four remarks
Remark 1. While the above result is based on population covariances
Σx,Σs^ andΣ, those can be exchanged by their sample empirical counter-
parts in order to derive activation patterns in practice.
Remark2. In the square case, inwhich the backwardmodelingmethod
extracts exactly K = M linearly independent factors, A ¼ ΣxWΣ−1s^ di-
rectly reduces to W−T, the inverse of WT. Here, (n) = 0, since all
noise is contained in s^ nð Þ In the general case K b M, however,
A ≠ (WT)+; that is, the patterns do not coincide with the columns of
the familiar Moore Penrose pseudoinverse of WT, given by (WT)+ =
limα→ 0W(WTW + αI)−1.
Remark 3. Although the corresponding forwardmodel to a given back-
wardmodel is uniquely determined by Eq. (6), that does not imply that
the decomposition of the data is unique itself. The “correctness” of the
activation patterns derived using Eq. (6) thus solely depends on the cor-
rectness of the data decomposition provided by the backwardmodeling
step, which in turn depends on the appropriateness of the assumptions
used to estimate the backward model (see Backward models can be
made interpretable section for a discussion).
Remark 4. Since ﬁlters and patterns are dual to each other, we can also
construct extraction ﬁlters from given activation patterns. In practice
this just means solving Eq. (6) for W. Situations, in which this could
be useful, are outlined in the Backward models can be made
interpretable section.
Simplifying conditions
If the estimated factors s^ nð Þ are uncorrelated, which is the default for
many (but not all) backwardmodeling approaches, and trivially true for
K = 1, we can obtain activation patterns simply as the covariance be-
tween data and latent factors:
A∝ΣxW ¼ Cov x nð Þ; s^ nð Þ½ ; ð7Þ
ASIGNAL PATTERN
A d
DISTRACTOR PATTERN
Fig. 2. True activation patterns of the simulated signal and distractor components.
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Cov x nð Þ; s^ nð Þ½  ¼
Cov x1 nð Þ; s^1 nð Þð Þ ⋯ Cov x1 nð Þ; s^K nð Þ½ 
⋮ ⋱ ⋮
Cov xM nð Þ; s^1 nð Þ½  ⋯ Cov xM nð Þ; s^K nð Þ½ 
2
4
3
5:
This relationship has also been pointed out by Hyvärinen et al.
(2009) in the context of independent component analysis for image
processing.
Note that in a decoding setting, one might simply replace the factor
estimate s^ nð Þ in Eq. (7) by the external target variable y(n). In fact, it
can be shown that this approximation is exact for ordinary least squares
(OLS) decoding (see Activation patterns obt ained from multivariate
OLS decoding are equivalent to a mass-univariate analysis section).
That is, the activation pattern can be approximated by calculating the
covariance Cov[x(n), y(n)] (not the correlation Corr[x(n), y(n)]) of
each single channel's data with the target variable, which amounts to
a purely mass-univariate analysis.
Eq. (6) also shows under which conditions extraction ﬁlters are pro-
portional to activation patterns, i.e., when ﬁlter weights can be
interpreted directly. This is possible, only if also the individual channels
in the observed data (in addition to the factors) are uncorrelated.
However, this assumption is hardly ever met for real neuroimaging
data (cf., Experiments and Experimental results sections). Therefore, it
is indeed crucial to draw the distinction between ﬁlters and patterns.
Regression approach
A different way of constructing activation patterns from latent fac-
tors is provided by Parra et al. (2005). They propose to ﬁnd a pattern
that, when multiplied by the extracted latent factors, explains the ob-
served data best in the least-squares sense. That is, to ﬁt a forward
model using the pre-estimated factors s^ nð Þ under the assumption that
the noise ^ is Gaussian distributed. Interestingly, this approach leads to
the exact same solution as in Eq. (6):
AOLS ¼ argmineA
X
n
x nð Þ−eAs^ nð Þ 2
¼ ΣxWΣ−1s^ :
ð8Þ
Treating the calculation of activation patterns as a regression prob-
lem provides an interesting perspective, since it suggests a straightfor-
ward way to integrate prior knowledge into the activation pattern
estimation, which could genuinely improve interpretability in the pres-
ence of too few or excessively noisy data. For example, if the underlying
factors are believed to contribute only to a few channels, a ℓ1-norm
penalty might be added in order to sparsify A. The resulting estimator
Aℓ1 ¼ argmineA
X
n
x nð Þ−eAs^ nð Þ 2 þ λ eA 
1
ð9Þ
is known as the “LASSO” in the statistics literature (Tibshirani, 1996).
Note that this is fundamentally different from sparsifying the ﬁlters
themselves (see Regularization does not make backward models
better interpretable section). Other penalties might enforce spatially
smooth patterns or sparsity in a suitable function space (e.g., Gramfort
et al., 2013;Haufe et al., 2008, 2009, 2011;Vega-Hernández et al., 2008).
Experiments
Simulations
We performed simulations to assess the extent to which mass-
univariatemeasures aswell as weight vectors (ﬁlters) and corresponding
activation patterns of multivariate methods are able to recover the
spatial distribution of an underlying simulated factor in a binaryclassiﬁcation task as well as in an unsupervised blind source separation
(BSS) setting. For these simulations, we extend the simple 2-
dimensional example presented in the Three classiﬁcation examples sec-
tion to 64 dimensions.
Data generation
The data were generated according to model Eq. (1). There were
K = 2 components plus additional noise giving rise to a pseudo-
measurement at M = 64 channels, which are arranged in an 8 × 8
grid (cf., Fig. 2). The noise was generated according to a 64-
dimensional multivariate Gaussian distribution with zero mean and a
random covariance matrix, which was uniformly sampled from the set
of positive-semi-deﬁnite matrices. Of the two designated components,
one is a distractor component, while the other one contains the
signal-of-interest. The distractor component factor was sampled from
a standard normal (Gaussian) distribution. The corresponding activa-
tion pattern consists of two blobs with opposite signs in the upper left
and upper right corners of the grid. The signal component's activation
pattern also consists of two blobs with opposite signs: one in the
upper left and one in the lower left corner. Thus, the two components
spatially overlap in the upper left corner. The activation patterns of
the signal and distractor components are depicted in Fig. 2. In the
classiﬁcation setting, the temporal signature of the signal component
factor was set to be the class label y(n) ∈ {−1, +1} plus standard nor-
mal distributed noise. In the BSS setting, it was sampled from a univar-
iate Laplace distribution and thus the only non-Gaussian distributed
component in the data. The observations were composed as the sum
of a 10% signal component portion, a 60% distractor component portion,
and a 30% noise portion.
Tested methods
We generated 100 datasets for the classiﬁcation setting, and 100
corresponding ones for the BSS setting. Each dataset consists of 1000
pseudo-measurements, which were generated using distinct random
noise covariance matrices. For each BSS dataset, independent compo-
nent analysis was carried out using joint approximate diagonalization
(JADE, Cardoso & Souloumiac, 1996), where we used the original code
provided by the authors. The analysis was restricted to the space of
the ten largest principle components. From the resulting ten ICA
components, only the one best correlating with the simulated Laplace-
distributed factor was investigated.
Note that, while JADEmay not be as popular as other ICA algorithms,
the speciﬁc choice of the ICA algorithm plays only a minor role for
demonstrating the different abilities of extraction ﬁlters and activation
patterns to indicate sensors containing the signal-of-interest, which is
the purpose of this simulation rather than demonstrating the perfor-
mance of a particular method. Therefore, we here designed the non-
Gaussian factor-of-interest to be reliably found by any ICA algorithm.
In fact, nearly identical results are obtained with FastICA (Hyvärinen,
1999, author's implementation with default parameters, g(u) = u3
nonlinearity). More generally, we could replace the ICA example by a
different combination of underlying signals with speciﬁc properties
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with similar outcome.
For each classiﬁcation dataset, we computed the mass-univariate
correlation Corr[x(n), y(n)] of the class label with each channel reading,
aswell as themass-univariate covariance Cov[x(n), y(n)]. Moreover, we
conducted multivariate classiﬁcation by applying linear logistic regres-
sion (LLR) on the 64-dimensional data. We considered the un-
regularized variant of LLR as well as two variants in which either the
ℓ1-norm (LLR-L1) or the ℓ2-norm (LLR-L2) of the estimated weight
vector w is penalized. The regularization strength in the latter two
cases was adjusted using 5-fold cross-validation. Each method gives
rise to an extraction ﬁlterw. Corresponding activation patterns a were
obtained by transforming the extraction ﬁlters according to Eq. (6).
Moreover, we used LASSO regression (Eq. (9)) to obtain sparsiﬁed pat-
ternsaℓ1. The regularization parameter here was 5-fold cross-validated.
Taken together, we computed the following fourteen 64-dimensional
weight vectors in each experiment.
• Indep. component analysis (JADE):w, a, aℓ1
• Linear logistic regression (LLR): w, a, aℓ1
• ℓ1-norm regularized LLR (LLR-L1):w, a, aℓ1
• ℓ2-norm regularized LLR (LLR-L2):w, a, aℓ1
• Mass-univariate correlation: Corr[x(n), y(n)]
• Mass-univariate covariance: Cov[x(n), y(n)].
For further analysis and visualization, all weight vectors were nor-
malized. The weights provided by JADE were moreover adjusted to
match the sign of the true pattern.
Performance evaluation
Focusing on the elevenweight vectors computed in the classiﬁcation
context, we evaluated two performance measures. Most importantly,
the reconstruction of the true signal component pattern was quantiﬁed
bymeans of the correlation between the true pattern and the estimated
weight vector. Secondly, the stability of the estimation was assessed by
taking the channel-wise variance of the weight vectors across the 100
repetitions, and averaging it across channels.
Spatio-spectral decomposition of EEG data
Oscillatory activity in the alpha-band (8–13 Hz) is the strongest
neural signal that can be observed in the EEG. There exist multiple
rhythms in the alpha range, each of which reﬂects synchronization
within a speciﬁc macroscopic cortical network during idling. We here
analyzed a 5-min relaxation measurement recorded prior to an in-car
EEG-study on attentional processes (Schmidt et al., 2009). During the
recording, the subject sat relaxedly in the driver's seat of a car with his
eyes closed. The engine and all electronic devices apart from the EEG
instrumentation were switched off. Electroencephalography was re-
corded from 59 electrodes (located according to the extended 10–20
system, 1000 Hz sampling rate, low cut-off: 0.016 Hz; high cut-off:
250 Hz, nose reference) using BrainAmp recording hardware (Brain
Products GmbH,Munich). The EEG signalwasdigitally low-pass-ﬁltered
to 50 Hz and down-sampled to 100 Hz.
We applied spatio-spectral decomposition (SSD) (Nikulin et al.,
2011) in order to extract EEG components with strong peaks in the
alpha band. By means of SSD, we obtained a full decomposition of the
data with invertible pattern and ﬁlter matrices, and with factor time
series ordered by the ratio of the power in the alpha (8–13 Hz) band
and the power in a slightly wider (7–14 Hz) band. Obviously, the
power ratio is bounded in [0, 1], and the alpha peak of a component is
the more pronounced, the closer the power ratio approaches one. We
analyzed theﬁrst ﬁve SSD components, achieving power ratios between
0.93 and 0.97. A single-dipole scan (Schmidt, 1986) was conducted for
each of the spatial activation patterns as well as for each of the extrac-
tion ﬁlters of the selected components in order to attempt to localizethe electrical generators of alpha-band activity in the brain. Note, that
performing source localization from ﬁlter weights is conceptually
wrong (see The relevance of linear models for EEG data section). How-
ever, it was performed here for demonstration purposes. The dipole ﬁts
were carried out in a realistically shaped three-shell head model based
on nonlinearly averaged MRI scans of 152 subjects (Fonov et al.,
2011). Forward calculations were performed according to Nolte &
Dassios (2005).
fMRI and intracranial neurophysiology
Hemodynamicmeasurements obtained by fMRI are themost popular
neuroimaging modality (Friston, 2009). However they only reﬂect neu-
ral activity indirectly. Thus simultaneous intracranial electrophysiologi-
cal measurements and fMRI measurements are needed to investigate
the complex neurovascular coupling mechanisms that give rise to the
fMRI signal (Logothetis et al., 2001). Many multivariate analysis
approaches to these multimodal data sets compute ﬁlters (Bießmann
et al., 2011) which are not interpretable. In this example we illustrate
how the relationship between ﬁlters and patterns can be applied to
this kind of multimodal data. This not only exempliﬁes an fMRI applica-
tion of the ﬁlter pattern relationship; the example also shows that
patterns in multimodal neuroimaging analyses offer a more physiologi-
cally plausible and better interpretable perspective on neurovascular
couplingmechanisms. The data are simultaneousmultimodal recordings
of intracranial electrophysiology and high resolution fMRI during
spontaneous activity in primary visual cortex of the macaque monkey.
For experimental details see Murayama et al. (2010) and Bießmann
et al. (2012a,b). Let x(n) ∈ ℝF be the electrophysiological band power
in F frequency bins and time bins of 1 s duration, recorded at an intracra-
nial electrode in primary visual cortex and y(n) ∈ ℝV the functional
magnetic resonance data recorded in V voxels and the same time bins
as those of the electrophysiological data within a spherical region of in-
terest around the electrode.We applied temporal kernel canonical corre-
lation analysis (tkCCA) (Bießmann et al., 2009) in order to obtain the
optimal ﬁlterswx(τ),wy such that
wx τð Þ;wy
n o
¼ argmaxewx τð Þ;ewy Corr
X0
τ¼−Nτ
ewx τð Þ⊤x nþ τð Þ; ew⊤y y nð Þ
2
4
3
5: ð10Þ
The time–frequency ﬁlterwx(τ) transforms the neural spectrogram
into decorrelated neural components that approximate the fMRI signal
best and the spatial ﬁlter wy extracts decorrelated components from
the fMRI signal which correlate best with the extracted neural
components.
Experimental results
Simulations
Fig. 3 depicts an instance of the fourteenweight vectors calculated in
one particular simulation. For reference, see the true activation pattern
of the signal in Fig. 2 (left). The mass-univariate correlation Corr[x(n),
y(n)] shows high (negative) values only in the lower left corner of the
grid. Due to the inﬂuence of the distractor component in the upper
left corner, the correlation in that area drops dramatically, although
the class-speciﬁc factor is equally strongly expressed in that corner.
The mass-univariate covariance Cov[x(n), y(n)] recovers both active
areas equally well.
The spatial ﬁlters of the four multivariate methods LLR, LLR-L2, LLR-
L1 and JADE show a great variety. The LLR ﬁlter has a highly complex
structure which does not resemble the true signal pattern at all. The
three other ﬁlters have less complex structureswhich show certain sim-
ilarities to the true pattern. As expected, LLR-L1 delivers a sparse ﬁlter
vector, while LLR, LLR-L2 and JADE do not. Notably, elastic net
Univariate  Multivariate Classification BSS
LLR LLR−L2 LLR−L1 JADE
ESTIMATED EXTRACTION FILTERS
RECONSTRUCTED ACTIVATION PATTERNS
Corr[X,Y]
Cov[X, Y]
Eq
.(6
)
Eq
.(9
)
Fig. 3.Mass-univariate measures, as well as extraction ﬁlters and corresponding reconstructed activation patterns of multivariate methods in one particular experiment.
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hybrid of ℓ1-norm and ℓ2-norm regularization, and therefore delivers
solutions which are in between LLR-L2 and LLR-L2 in terms of sparsity.
Importantly, all ﬁlters show large (mostly) negative weights in the
upper right corner, where there is no task-related activity at all. These
weights are highly stable across repetitions of the experiment; and
would be found to signiﬁcantly differ from zero using statistical testing.
The patterns analytically obtained by Eq. (6) as well as the ℓ1-norm
(i.e., LASSO) regularized patterns estimated by Eq. (9) for all four multi-
variate approaches are very similar, and generally resemble the true sig-
nal activation pattern very well. This is particularly surprising0
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Fig. 4. Pattern reconstruction performance and varianceconsidering the diverse spatial structure of the underlying ﬁlters. As
expected, the patterns estimated using LASSO are generally slightly
sparser. Note, however, that the beneﬁt of performing sparse pattern
estimation depends on whether the underlying factors indeed exhibit
sparse activations.
Fig. 4 shows themean pattern reconstruction error and the variance
of the entries of the elevenweight vectors calculated in the classiﬁcation
setting. The reconstruction quality (upper panel) is between r = 0.96
and r = 0.99 (and thus close to the perfect score of r = 1) for all of
the six pattern estimates, but also for the mass-univariate covariance
Cov[x(n), y(n)]. Although the performance of the ℓ1-norm regularized-L2 w
LLR-L2 a
LLR-L2 al1
LLR-L1 w
LLR-L1 a
LLR-L1 al1
of weight vector entries in the classiﬁcation setting.
104 S. Haufe et al. / NeuroImage 87 (2014) 96–110pattern estimates is slightly lower than for the unregularized (this rela-
tion reverses, if less samples are used), none of the differences between
the seven weight vectors are actually signiﬁcant. Statistical signiﬁcance
of the difference of two correlations is measured here by transforming
correlation coefﬁcients into normal distributed quantities using the
Fisher transformation, and performing a two-sample z-test. Compared
to all pattern estimates, a signiﬁcantly lower reconstruction accuracy
of r = 0.87 is observed for the mass-univariate correlation Corr[x(n),
y(n)]. The three ﬁlter weight vectors show the lowest reconstruction
accuracies of r = 0.44 for OLS, r = 0.65 for LLR-L1 and r = 0.76 for
LLR-L2. These are all signiﬁcantly different from each other and from
the rest. In line with theoretical considerations stating that ﬁlters
depend on the noise structure of the data in contrast to patterns, all
three ﬁlters are much less stable across experiments than their corre-
sponding patterns, as well as the two mass-univariate measures (see
lower panel of Fig. 4).
EEG data
Fig. 5 depicts the spatial extraction ﬁlters and activation patterns
corresponding to the ﬁve SSD components with strongest alpha-band
peaks, aswell as to the locations of those dipolar brain electrical sources
best explaining the estimated patterns or ﬁlters. We observe that all ﬁl-
ters are characterized by a high-frequency spatial structure. Strongest
weights are generally observed at central electrodes. In contrast,
activation patterns are much smoother, and cover more diverse areas
involving also occipital electrodes.
As mentioned earlier, performing inverse source reconstruction
from ﬁlter weight vectors is conceptually wrong, which becomes alsoFig. 5. Spatio-spectral decomposition (SSD) activation patterns and extractionﬁlters of alpha-ba
dipolar electrical sources in the brain. All activation patterns can be almost perfectly explained
motor cortex, as well as alpha-rhythm generators in the visual cortex. Unlike patterns, ﬁlters do
here for demonstration purposes, is wrong, which is indicated by the red warning sign. This i
weights at sensors over the central areas, although some of the corresponding extracted EEG cevident from our results. Precisely, we observe that ﬁlter weight
vectors cannot be well explained by single dipolar brain sources, the
correlation of the ﬁlter and the EEG scalp potential generated by the
best-ﬁtting dipole lying only in the range from r = 0.27 to r = 0.56.
As a result of the neurophysiologically-implausible high-frequent spa-
tial structure of the ﬁlters, all dipolar sources are localized in the most
superﬁcial brain areas, and would be located in the skull or even skin
compartments, if those were included in the search space.
Applying inverse source reconstruction to activation patterns yields
meaningful results. We observe that all patterns are almost perfectly
explained by a single dipolar electrical brain source, with correlation
scores ranging from r = 0.96 to r = 0.98. Speciﬁcally, we ﬁnd two
lateralized central sources, two lateralized occipital sources, and one
deep occipital source. These ﬁndings are consistent with the literature
on so-called mu-rhythm oscillations in the motor system, as well as
on alpha-oscillations in the visual system (see, e.g., Niedermeyer & Da
Silva, 2005).
fMRI data
Fig. 6 shows an example of ﬁlters and patterns obtained from simul-
taneous recordings of spontaneous activity in the anesthetizedmacaque
monkey. Experimental details are described in Murayama et al. (2010).
Filters were estimated using temporal kernel CCA, see Eq. (10), and
patterns were obtained using Eq. (6). The ﬁlters wx(τ), wy
(the canonical directions) for both temporally embedded electrophysi-
ological spectrograms and fMRI, respectively, are plotted in the right
panels. Both show high weights at the relevant locations of the input
space: The fMRI ﬁlterwy exhibits large positive coefﬁcients around thendEEG components during rest, alongwith their corresponding approximations by a single
(r N 0.96) by single dipolar sources representing generators of central mu-rhythms in the
not reﬂect the physical process of EEG generation. Therefore, applying dipole ﬁts, as done
s also evidenced by the poor approximation (r b 0.56). Notably, all ﬁlters exhibit largest
omponents (3–5) originate from occipital areas.
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Fig. 6. Filters and patterns for simultaneous recordings of high-resolution fMRI and intracranially recorded neural spectrograms; ﬁlters were computed by tkCCA according to Eq. (10),
patterns according to Eq. (6); ﬁlters wx(τ),wy are not the same as ax(τ), ay. The patterns ax(τ), ay reﬂect the correlation structure inherent to the fMRI data.
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iological spectrogram has the highest weights at time lags of approxi-
mately 5 s and at frequencies in the high gamma range. These are the
time–frequency features of neural oscillations that are known to be
maximally correlated with the fMRI signal (Goense & Logothetis,
2008; Logothetis et al., 2001; Niessing et al., 2005). Note however that
the ﬁlter structure looks somewhat noisy. In particular the fMRI ﬁlter
does not show the smooth structure that one would expect given the
spatiotemporal point spread function reported in other studies investi-
gating the hemodynamic response (Sirotin et al., 2009). In contrast the
structure of the corresponding fMRI pattern ay reﬂects a smooth hemo-
dynamic spatial response that is in line with the anatomical structure
around the electrode, the coefﬁcients along the cortical laminae are
large and decay quickly perpendicular to the cortical laminae. Similarly
the coefﬁcients of the neurovascular time–frequency response pattern
ax(τ) reﬂect much more clearly the physiology of the neurovascular
response that has been reported in other studies. The temporal proﬁle
shows a clear peak at 5 s and a later undershoot at about 15 s. The fre-
quency proﬁle still indicates that the strongest hemodynamic response
is in the high gamma range but the overall structure now is much clear-
er than in the case of the ﬁlterwx(τ).
Discussion
Backward models can be made interpretable
We have demonstrated that extraction ﬁlters of backward models
may exhibit large weights at channels not at all picking up the signals-
of-interest, as well as small weights at channels containing the signal.
Such “misleading” weights are by no means indications of suboptimal
model estimation. Rather, they are needed to “ﬁlter away” noise and
thereby to extract the signal with high SNR. In our simulation,
we obtained one additional patch of spurious activity inmost extraction
ﬁlters as a result of the particular choice of a speciﬁc noise (distractor)
component with speciﬁc spatial mixing coefﬁcients. In general, howev-
er, ﬁlters may deviate arbitrarily much from the true patterns depend-
ing on the noise covariance structure. Thus, one can easily also
construct examples in which ﬁlters have zero weights at most task-
relevant channels, or even large weights the sign of which opposes
the sign of the true activation.
We derived a transformation bywhich extraction ﬁlters of any linear
backwardmodel can be turned into activation patterns of a correspond-
ing forward model. By this means, backward models can eventually be
made interpretable.
Whether or not the resulting patterns correspond to those of “true”
signals contained in the data, however, depends on the accuracy with
which these signals are extracted in the initial backward modeling
step. Suboptimal factor extractionwill naturally lead to suboptimal pat-
tern reconstruction, since residual noise contributions in a factorestimate will cause noise-related channels to light up also in the corre-
sponding pattern. The problem of “optimal” factor extraction under
various conditions, however, is its own ﬁeld of research treated in an
extensive existing body on linear decompositionmethods and their un-
derlying assumptions (for some overview see Comon & Jutten, 2010;
Golub & Van Loan, 1996; Haufe, 2011). In light of these considerations,
activation patterns (no matter whether they are estimated by ﬁtting a
forward model, or indirectly using Eq. (6)) should be evaluated only
in conjunctionwith their corresponding factors. In supervised scenarios,
for example, an unbiased estimate of the decoding accuracy achieved by
an extracted factor may give a good indication about whether its corre-
sponding pattern should be interpreted at all.
In our simulations, where we had sufﬁcient amounts of data to ro-
bustly estimate the involved backward models and empirical covari-
ance matrices, the patterns estimated using Eqs. (6) and (9) (LASSO)
reﬂect the spatial structure of the simulated factors well, in contrast to
the original ﬁlters. Patterns were moreover found to be much more
stable than ﬁlters. This is explained by the dependence of ﬁlters on the
noise covariance, which was simulated to vary to some extent here. In
practice, we frequently observe that even for datasets recorded from
the same subject under the same paradigm during the same session,
considerably differentﬁlters are obtained, while the corresponding esti-
mated patterns remain relatively stable. Thus, statistical processing
such as averaging is better justiﬁed for (appropriately normalized)
patterns than for ﬁlters. Moreover, since the mapping from ﬁlters to
patterns is bijective, extraction ﬁlters W to a given set of activation
patterns A may be obtained by rearranging Eq. (6) for W. Doing so
may be particularly useful if A is known, e.g., has been derived from a
computational model, or pre-estimated from different data. In both
cases, the resulting W will be the ﬁlter which optimally extracts the
sources with pattern A given the covariance structure of the (new)
data. In the ﬁrst case,W can be thought of as a beamformer. In the latter
case,W can be a better estimate than a ﬁlter obtained directly from the
original data, if we assume that both datasets share the same signal
sources, but contain different noise sources.
Correlated brain processes
An ubiquitous phenomenon in real data is correlations either
between brain processes or between target variables. Most analyses
discussed here are incapable of separating multiple collinear compo-
nents. This includes weight vectors of forwardmodels, prediction accu-
racies achieved by encoding or decoding models, prediction accuracies
achieved by searchlight approaches (see Relationship between
searchlights and patterns section), and topographic maps of the univar-
iate correlation/covariance of each channel with a target variable. For
these methods, the activation maps related to a speciﬁc brain process
will typically also highlight channels related to other processes, if
these processes are correlated to the process under study. However,
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multicollinearity issue, since correlated components are actually heavily
statistically dependent.
Technically, of course, empirical correlations in data may arise for
various reasons. First, two or more brain processes might be “naturally”
co-activated through the way brain processing is organized. Second,
“artiﬁcial” correlations of two ormore functionally unrelated brain pro-
cesses may be induced by means of correlations of respective external
stimuli triggering activity of these processes, which could be an indica-
tion of improper experimental design. Unfortunately, however, natural
and artiﬁcial correlations cannot be distinguished in practice by means
of data analysis.
Importantly, the crucial qualitative distinction between weight
vectors of forward and backward models remains even in the presence
of correlated components. While for all models it holds that correlated
components cannot be disentangled, backwardmodels may additional-
ly give signiﬁcant large weights also to channels lacking any form of
statistical dependence to any brain process of interest.
Practical implications for neuroimaging studies
Our analysis of real EEG and fMRI data revealed qualitative differ-
ences between the extraction ﬁlters and their activation pattern coun-
terparts. While for EEG data this was expected as a results of volume
conduction in the head (see The relevance of linear models for EEG
data section), our results indicate that overlap of the activation patterns
of, e.g., the signal of interest and other spatially correlated distractor sig-
nals, occurs also for fMRI data. Thus, the distinction between patterns
and ﬁlters is crucial for the interpretation of fMRI decoding models,
and the considered way of estimating patterns is of practical relevance
for achieving interpretability on such data.
Importantly, since forward and backward models are dual to each
other, the question whether a model should be regarded as a forward
or a backward model entirely depends on which variables are indepen-
dent, i.e., the quantities one wants to make inference about. We call
these variables “data”, while any experimentally controlled variables
are called “target”. Interpretability of weight vectors always requires a
forward model of the data. While in this paper, we assume that the
neuroimaging recordings are independent variables, one might in
other contexts such as optogenetics (Williams & Deisseroth, 2013)
actually experimentally control brain activity, and analyze its effects
on, e.g., behavioral measurements. In this case, the neuroimaging data
takes the role of the target variable, and a forward model of the behav-
ioral data is needed to achieve interpretability of the model parameters
with respect to these behavioral measurements.
Regularization does not make backward models better interpretable
If the number of parameters of a model is large compared to the
amount of available data, the parameter assignment best explaining
the data might not generalize well, i.e., explain new data not as well
as the data used for ﬁtting themodel. This indicates that the relevant as-
pects of the data have not been captured by the model due to a lack of
data. In order to improve the generalization performance, constraints
on the simplicity of the model parameters are usually imposed, which
is called regularization.
Sparsity of extraction ﬁlters does not imply sparsity of activation patterns
Ideally, such constraints should encode prior assumptions on the
parameters' distribution, which may be application-speciﬁc. In neuro-
imaging, such assumptions may, for example, refer to the spatial struc-
ture of the extracted factors, and formalize the preference for certain
brain regions being estimated as active, or the belief that the brain acti-
vation map has a certain sparsity structure or is sparse in general.
Whether and how easily these assumptions can be integrated in the
modeling, however, depends on the type of model used. For forwardmodels, constraints on the structure of the extracted factors may be di-
rectly imposed on the mixing coefﬁcients A. In backward modeling,
however, we have no direct access to A. Imposing a certain structure
on the demixing coefﬁcientsW, however, does not at all translate into
imposing that exact structure on the factors extracted by W. The
effective assumption imposed on the factors by estimating penalized
backward models is hard to assess, and may be different depending
on structural features of the data covariancematrix. In particular, sparse
ﬁlters may actually extract factors contributing tomany channels, while
non-sparse ﬁlters may extract factors which are only expressed in a sin-
gle channel. A consequence of the results of this paper might therefore
be to impose “physiologically-motivated” structural constraints on A ¼
ΣxWΣ
−1
s^ rather than onW in backward modeling approaches.
Regularization is indispensable in case of few data
Importantly, the above considerations do not indicate that regulari-
zation of backward models is inappropriate, nor do they imply that the
choice of an “improper” regularizer will necessarily spoil the estimation
of the corresponding pattern or even of the extracted factor. On the con-
trary, the pattern approximation quality does not depend on the struc-
ture of the ﬁlters, but only on the accuracy with which the underlying
factor is estimated. To warrant good reconstruction of s(n), regularized
backwardmodeling is often helpful, as long as the amount of regulariza-
tion is adjusted in a statistically soundway (see, e.g., Lemmet al., 2011).
Note that, in a similar way as for ﬁlter estimation, the estimation of
corresponding patterns might beneﬁt from regularization, which
could be employed within the regression framework outlined in Eq. (8).
Relationship between searchlights and patterns
Complementary to our approach there are a number of other
methods to overcome the problem of interpretability of multivariate
classiﬁers in supervised neuroimaging analyses. A particularly success-
ful solution is the searchlight approach (e.g., Chen et al., 2011;
Kriegeskorte et al., 2006), which provides a tradeoff between estimation
accuracy and localizability of neural sources. In the searchlight ap-
proach, a backward model is estimated within a small volume of brain
tissue centered around each voxel successively instead of ﬁtting a single
backward model to the entire brain volume. The accuracy with which
brain states can be estimated (“decoded”) in a particular searchlight is
interpreted — not the parameters of the single backward models.
While the parameters of a backward model are generally not interpret-
able, the accuracies are, in the sense that they indicate the presence of
class-speciﬁc information somewhere in the region. Searchlights and
the approach presented here serve a similar purpose. Theoretically,
the approach presented here is applicable to the searchlights, too. Aver-
aging across all searchlights thenwill result in a smoothed version of the
pattern A.
Generalizations
The considered approach for estimating patterns can be generalized
in various ways. We here assumed linear forward and backward
models, although nonlinearmodels are conceivable as well. If nonlinear
models are involved, an analytic transformation as for the linear/linear
case will likely be obtained only in very special cases. However, for
any combination of (linear or nonlinear) forward and backwardmodels
with the same number of latent factors, K, a regression approach as
outlined in the end of the Interpreting results of backward modeling:
obtaining activation patterns from extraction ﬁlters section may be
adopted. Depending on the type of forward model used, the estimation
here may either lead to an analytic solution, or require numerical opti-
mization. A general framework for parameter interpretation, which in-
cludes the linear/linear case considered here as a special case, is the
feature importance ranking measure (FIRM) by Zien et al. (2009).
FIRM is discussed in detail in Appendix D.
4 In practice, each pattern ak is usually approximated by ak = Lpk + εk, where [p1,
pK] = P.
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Aparticularly simple expression for the activation patterns is obtain-
ed for decoding approaches ﬁtting the data linearly onto a set of exter-
nal target variables via ordinary least-squares regression. Notably, this
also comprises the LDA classiﬁer, which, in the binary case, can be for-
mulated as an OLS regression with a particular choice of the target var-
iable y(n) (see Appendix C).
In OLS decoding, both the extraction ﬁlters and their corresponding
activation pattern estimates may be derived analytically. Denoting the
targets by y(n), and assuming zero mean targets y(n) and observations
x(n), the ﬁlters are given by
W ¼ argmineW
X
n
fW⊤x nð Þ−y nð Þ 2
¼ Σ−1x Cov x nð Þ; y nð Þ½ :
ð11Þ
Inserting into Eq. (6) yields the pattern estimate
A ¼ ΣxWΣ−1s^ ¼ ΣxΣ−1x Cov x nð Þ; y nð Þ½ Σ−1s^
¼ Cov x nð Þ; y nð Þ½ Σ−1s^ ;
ð12Þ
which, for uncorrelated factors, and for K = 1, is proportional to the
mass-univariate covariance between channel readings and target
variables. Thus, while OLS regression/LDA classiﬁcation of course does
improve the estimation of a target variable, it does not increase the in-
terpretability of the results upon what can be inferred from mass-
univariate analysis. This equivalence, however, does not hold exactly
for decoding approaches involving regularization or non-quadratic
loss functions.
Note, however, that there are cases when the target variable is not
known and thus mass-univariate analyses cannot be applied directly.
In unsupervised analyses for instance, the source variable is unknown.
While it is possible to estimateA and s(n) simultaneously, it has compu-
tational advantages to ﬁrst obtain an estimate of s(t) by ﬁtting a back-
ward model and then apply the proposed method to obtain A.
Mass-univariate analysis: correlation vs. covariance
The dependence on the SNRmakes it generally difﬁcult to assess the
activation patterns of the signal components from mass-univariate
correlation/class-separability maps. However, there are also situations
in which it is reasonable to look at correlation measures instead of
plain covariance. For example, EEG recordings may contain a weak neu-
ronal signal, which is highly correlated to the target variable, while at
the same time there may be artifactual activity of much larger ampli-
tude. If the artifacts, however, also exhibit a nonzero (possibly small
or even insigniﬁcant) correlation with the target variable (that is, the
uncorrelatedness of signal and noise components assumed in this
paper is violated), the mass-univariate covariance pattern might show
stronger peaks at channels picking up those artifacts than at channels
containing the neuronal signal-of-interest. While this is technically not
a wrong result, one may want to highlight only those channels in
which the task-related signal is both strong and highly correlated with
the task, which can be done by looking at correlation/class separability
maps, or by performing searchlight analyses (Haynes et al., 2007;
Kriegeskorte et al., 2006).
The relevance of linear models for EEG data
Traditionally, the factors s of the linear forwardmodel are thought of
as variables aggregating and isolating the problem-speciﬁc information,
while the corresponding activation patterns amodel the expression of
each factor in each channel. In the particular case of EEG (andmagnetoencephalography, MEG) data, the linearmodelmoreover accu-
rately describes the physical process of data generation. Electroenceph-
alography, for example, measures neuronal electrical activity in the
brain indirectly as surface potentials on the scalp. Due to volume
conduction in the head, the electrical signals are transformed on their
way from brain sources to EEG channels. For the frequencies below
1 kHz (which are of highest interest in EEG analysis), this transforma-
tion is mainly an instantaneous spatial blurring. Since contributions
from different brain areas add up linearly at the channel level, the entire
physical process of signal propagation can be accuratelymodeled by the
linear forward model
x nð Þ ¼ Lsv nð Þ þ  nð Þ; ð13Þ
where sv(n) is the electrical activity atNv ≫ K voxel in the brain and L is
the leadﬁeldmatrix modeling the propagation of electrical activity from
brain voxels to EEG sensors (e.g., Baillet et al., 2001).Methods estimating
the parameters of a linear forward model x(n) = +ε(n) on EEG data
may therefore be re-parametrized using L and sv(n). By decomposing A
into A = LP, Eq. (13) is recovered with sv(n) = Ps(n). Here, P is a
3Nv × Kmatrix of current sources densities indicating the brain voxels,
which generate the activity of each of the individualK latent factors. Con-
sequently, it is possible to interpret the extracted factors sk(n) as esti-
mates of the neural activity of speciﬁc local (or distributed) brain
networks, while the corresponding mixing coefﬁcients ak describe the
ﬁeld spread of these brain electrical sources or networks in the particular
head. The process of estimating the factorization A = LP4 for given A
and L is called EEG inverse source reconstruction, and is usually based on
prior assumptions on the spatial structure of the estimated current den-
sitiesP. The Spatio-spectral decomposition of EEGdata and EEG data sec-
tions contain an example, in which mixing patterns a are used to
estimate the actual locations of the generating electrical brain sources
under the assumption that each latent factor's activity originates only
from a single brain voxel.
As a result of the fact that a linear forward model holds for raw EEG
data it follows that linear modeling of nonlinearly preprocessed EEG
data cannot be used to recover the true underlying brain sources (see,
e.g., Dähne et al., 2014).
Conclusions
We have shown that the parameters of multivariate backward/
decoding models (called extraction ﬁlters) cannot be interpreted in
terms of the brain activity of interest alone, because they depend on
all noise components in the data, too. In the neuroimaging context,
this implies that no neurophysiological conclusions may be drawn
from the parameters of such models. Moreover – in contrast to what
may be a widespread intuition – the interpretability of the parameters
cannot be improved by means of regularization (e.g., sparsiﬁcation)
for such models. However, as we pointed out, there is a simple proce-
dure for transforming backward models into forward models. The
parameters (called activation patterns) of forward models allow the
exact desired interpretation. We demonstrated on simulated data, as
well as on real fMRI and EEG data, that the analysis of extraction ﬁlters
may lead to severe misinterpretation in practice, while the proposed
way of analyzing activation patterns resolves the problem. Our results
are not restricted to the neuroimaging context, but hold for any applica-
tion, in which parameters of backward, e.g., regression or classiﬁcation
models are typically interpreted as properties of the extracted signals.
Yet, the data analysis methods covered in this paper are of course only
a tiny fraction ofwhat is being used in practice. Generally, we encourage
authors to test sophisticated methods in realistic simulations to better
108 S. Haufe et al. / NeuroImage 87 (2014) 96–110understand their properties before applying them to real data, a point
also made by Haufe et al. (2012) in the context of causal estimation.
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Appendix A. Proof of Theorem 1 (activation patterns of the
corresponding forward model)
Assuming the existence of a corresponding forward model (see
Appendix B for a proof of the existence), we can insert Eq. (3) into
Eq. (5) to obtain
s^ nð Þ ¼5ð ÞW⊤x nð Þ
¼3ð ÞW⊤ As^ nð Þ þ  nð Þð Þ
¼ W⊤As^ nð Þ þW⊤ nð Þ:
Multiplying that equation with s^ nð Þ⊤ from the right, and taking the
expected value over samples yields
E s^ nð Þs^ nð Þ⊤
h i
n
¼ E W⊤As^ nð Þs^ nð Þ⊤
h i
n
þ E W⊤ nð Þs^ nð Þ⊤
h i
n
¼ W⊤AE s^ nð Þs^ nð Þ⊤
h i
n
þW⊤E  nð Þs^ nð Þ⊤
h i
n
¼4ð ÞW⊤AE s^ nð Þs^ nð Þ⊤
h i
n
:
Since thematrixE s^ nð Þs^ nð Þ⊤ n has full rank (due to the factors in s^ nð Þ
being linearly independent), we can conclude that
W⊤A ¼ I: ðA:1Þ
Similarly, by inserting Eq. (5) into Eq. (3), we obtain
x nð Þ ¼3ð ÞAs^ nð Þ þ  nð Þ ¼5ð ÞAW⊤x nð Þ þ  nð Þ:
Rearranging for (n) yields
 nð Þ ¼ x nð Þ−AW⊤x nð Þ ¼ I−AW⊤
 
x nð Þ ;
which, when multiplied withWT from the left leads to
W⊤− nð Þ ¼ W⊤ I−AW⊤
 
x nð Þ ¼ W⊤−W⊤AW⊤
 
x nð Þ
¼A:1ð Þ W⊤−W⊤
 
x nð Þ ¼ 0:
ðA:2Þ
Furthermore, it follows from Eqs. (3) and (4) thatΣx ¼ AΣs^A⊤ þ Σ,
which leads to
ΣxWΣ
−1
s^ ¼ AΣsA⊤ þ Σ
 
WΣ−1s^ ¼ AΣsA⊤WΣ−1s^ þ ΣWΣ−1s^
¼A:1ð ÞAΣs^Σ−1s^ þ ΣWΣ−1s^ ¼
A:2ð Þ
A þ 0Σ−1s^ ¼ A:
This concludes the proof.Appendix B. Existence of a corresponding forwardmodel for a given
backward model
Here we show that the deﬁnition of A given in Eq. (6) provides a
forward model that corresponds to the backward model in Eq. (5).
Due to the assumption that the factors s^ are linearly independent,
their covariance matrix Σs^ is invertible, such that the deﬁnition of A in
Eq. (6) is well-deﬁned.
It remains to show that the noise term
 nð Þ :¼ x nð Þ−As^ nð Þ ðB:1Þ
satisﬁes condition (4) of being uncorrelated with the factors. Using
 nð Þ ¼B:1ð Þ x nð Þ−As^ nð Þ
¼6ð Þ x nð Þ−ΣxWΣ−1s^ s^ nð Þ
we can conclude that
E  nð Þs^ nð Þ⊤
h i
n
¼ E x nð Þs^ nð Þ⊤
h i
n
−E ΣxWΣ
−1
s^ s^ nð Þs^ nð Þ⊤
h i
n
¼ E x nð Þs^ nð Þ⊤
h i
n
−E x nð Þx nð Þ⊤W
h i
n
¼5ð ÞE x nð Þs^ nð Þ⊤
h i
n
−E x nð Þs^ nð Þ⊤
h i
n¼ 0:
Appendix C. Example: linear discriminant analysis
As an example of how extraction ﬁlters depend on the spatial struc-
ture of the noise, consider the case of linear discriminant analysis
(LDA) classiﬁcation (Fisher, 1936), which is the Bayes optimal classiﬁca-
tion rule for Gaussian distributed classes with equal covariancematrices.
Under these assumptions (and provided that the inverse of the empirical
covariance matrix exists), optimal separation of two classes is given by
evaluating wTx(n) b c for some constant c, wherew = Σx−1(μx+ − μx−),
and where μx+/− ∈ ℝM and Σx ∈ ℝM × M denote the classwise means
and the common covariance of the observed samples in channel space.
Now it is obvious that, while the discriminating factor s^ nð Þ ¼ w⊤x nð Þ is
only one-dimensional, the ﬁlterw depends on the covariance structure
of the entireM-dimensional dataset through Σx−1, and thus on all noise
sources as well as on all other latent factors.
Applying Eq. (6) to the LDA ﬁlter, we note that the resulting pattern
simpliﬁes to a^ ¼ ΣxwVar s^ nð Þ½ ΣxΣ−1x μþx−μ−x
	 
 ¼ μþx−μ−x , i.e., is propor-
tional to the difference of the means of the two classes. This simple
mass-univariate structure is explained by the fact that LDA can be
regarded as a special case of OLS regression (cf., Activation patterns
obtained from multivariate OLS decoding are equivalent to a mass-
univariate analysis section), where the target is a univariate binary var-
iable indicating the class membership. By setting ey nð Þ ¼ 1=Nþ for sam-
ples of the positive class, andey nð Þ ¼−1=N− for samples of the negative
class, where N+ and N− are the numbers of samples per class with
N+ + N− = N, the OLS ﬁlter wOLS ¼ Σ−1x Cov x nð Þ;ey nð Þ½  ¼ Σ−1x
μþx−μ−x
	 

coincides with the LDA weight vector.
To see how regularization changes the estimated patterns consider
the case of regularized LDA (RLDA), which is an instance of Ridge regres-
sion. The Ridge regression estimator ofw is deﬁned aswRidge ¼ argminew
∑n ew⊤x nð Þ−ey nð Þ 2 þ λ ew 2 ¼ Σx þ λIð Þ−1 μþx−μ−x	 
, while the cor-
responding pattern estimate is a^ ¼ Σx Σx þ λIð Þ−1 μþx−μ−x
	 

Var s^ nð Þ½  .
That is, for λ → ∞ the RLDA pattern becomes proportional to the LDA
pattern (i.e., class-mean difference) “smoothed” by the empirical data
covariance.
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ranking measure
The feature importance ranking measure (FIRM) (Zien et al., 2009)
was ﬁrst proposed in the context of bioinformatics data (Rätsch et al.,
2006) and later generalized to arbitrary data sets. The advantage of
FIRM is that it is universal in the sense that it is deﬁned for any
algorithm (independent of loss function, regularizer or type of data)
and it is objective in the sense that is invariant with respect to correla-
tions between features or scaling of features. Given some learning algo-
rithmwith a scoring function ρ(x(n)) FIRM for a feature f(x(n)) is based
on the conditional expected score qf, i.e., the expectation of the score
ρ(x(n)) conditioned on the feature f(x(n)) had a certain value t
q f tð Þ ¼ E ρ x nð Þð Þj f x nð Þð Þ ¼ t½ : ðD:1Þ
In the linear foward modeling setting ρ(x(n)) = wTx(n) and the
features f(x(n)) are the individual dimensions, that is the entries of
x(n) corresponding to fMRI voxels or EEG electrodes. For each feature
f(x(n)), qf(t) is the output of ρ(x(n)) given that the feature f(x(n)) has
the value t. FIRM is now deﬁned as the standard deviation of qf(t)
FIRM :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Var qf tð Þ
 r
: ðD:2Þ
In other words FIRM measures how the output of a source estima-
tion algorithm or a stimulus estimator changes when a given feature
changes. For the case considered here, linear scoring functionsρ x nð Þð Þ ¼
w⊤x nð Þ ¼ s^ nð Þ, FIRM can be computed as
FIRM :¼ D−1Σx nΣ^x
 −1
Cov x nð Þ; s^ nð Þ½  ðD:3Þ
where D is a diagonal matrix containing the standard deviations of the
measured neuroimaging data x(n), Σx is the true covariance matrix of
x(n), n is the number of samples and Σ^x is the empirical estimate of
the covariance matrix of x(n). With enough data the empirical covari-
ancematrix converges to the true covariancematrix and the terms can-
cel out. Assuming that the features have been normalized to have unit
variance and assuming decorrelated sources (or univariate sources),
FIRM is equivalent to the pattern obtained by Eq. (7). As FIRM is deﬁned
for arbitrary models, including non-linear models and discrete data,
Eq. (D.2) can be applied to obtain meaningful patterns for these cases.
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