We consider a potential W : R m → R with two different global minima a − , a + and, under a symmetry assumption, we use a variational approach to show that the Hamiltonian system
1
2 |u y | 2 + W (u))dy. We assume that J R has two different global minimizersū − ,ū + : R → R m in the set of maps that connect a − to a + . We work in a symmetric context and prove, via a minimization procedure, that (0.2) has a family of solutions u L : R 2 → R m , which is L-periodic in x, converges to a ± as y → ±∞ and, along a sequence L j → +∞, converges locally to a heteroclinic solution that connectsū − toū + . 
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Introduction
The dynamics of the Newton equation
includes a heteroclinic solution u H : R → R that connects −1 to 1:
and a family of T -periodic solutions u T that, along a sequence T j → +∞, converges to u H lim T →+∞ u T (t) = u H (t), uniformly in compact intervals. Each map t → u T (t) satisfies
and therefore oscillates twice for period on the same trajectory with extremes at u T (± T 4 ) where the speedu T (± T 4 ) vanishes and for this reason is called a brake orbit. There is a large literature on brake orbits [17] , [16] , [8] , [21] .
We can ask whether a similar picture holds true in the vector case where W : R m → R, m > 1 satisfies (1.2) 0 = W (a ± ) < W (u), u = a ± , for some a − = a + ∈ R m , or even in the infinite dimensional case where the potential W is replaced by a functional J : H → R, where H is a suitable function space, with two distinct global minimaū ± ∈ H that correspond to the zeros a ± of W in the finite dimensional case. If we assume that W is of class C 2 and that a ± are non degenerate in the sense that the Hessian matrix W uu (a ± ) is positive definite, the existence of a family of T -periodic brake maps that, as T → +∞, converges to a heteroclinic connection between a − and a + can be established by direct minimization of the action functional
on a suitable set of admissible maps u ∈ H 1 ((t u 1 , t u 2 ); R m ). Indeed the non degeneracy of a ± implies that, for small δ > 0, the boundary of the set {u ∈ R m : W (u) > δ} is partitioned into two compact connected subsets Γ − and Γ + that satisfy the condition (1.3) W u (u) = 0, u ∈ Γ ± .
Then Theorem 5.5 in [1] or Corollary 1.5 in [12] yields the existence of a brake orbit u δ that oscillates between Γ − and Γ + and whose period T δ diverges to +∞ as δ → 0 + . Even though the condition (1.3) can be relaxed by allowing Γ ± to contain hyperbolic critical points of W [12] , the extension of this approach to the infinite dimensional setting requires new ideas to overcome the difficulties related to the formulation of a condition analogous to
Figure 1: The symmetry of W : finite dimension (left); infinite dimension (right) (1.3) and to the non compactness of the boundary of the sets {u ∈ H : J(u) − J(ū ± ) > δ}.
To avoid these pathologies the idea is to minimize on a set of T -periodic maps. But we can not expect that u δ is a minimizer in the class of maps of period T = T δ . Indeed, returning to the case m = 1, we note that, as a solution of (1.1), u T is a critical point of the action functional in the set of H 1 T -periodic maps but is not a minimizer. In fact it is well known [9] , [13] , [7] that, in the dynamics of the scalar parabolic equation
nearest layers attract each other and therefore, for large T , u T has Morse index 1 in the context of periodic perturbations.
To mode out this instability we work in a symmetric context. We assume that W is invariant under a reflection γ : R m → R m , that is, (1.5) W (γu) = W (u), u ∈ R m .
In the finite dimensional case we assume that γ exchanges a − with a + :
(1.6) a ± = γ a ∓ , and we restrict ourselves to equivariant maps:
u(−t) = γu(t), t ∈ R.
We show that, under these restrictions and minimal assumptions on W , the existence of periodic solutions to (1.7)ü = W u (u), W u (u) = ∂W ∂u 1 (u), . . . , ∂W ∂u m (u) ⊤ , can be established by minimizing J (0,T ) on a suitable set of T -periodic maps.
In the infinite dimensional case our choice for the functional that replaces W is the action functional
where W satisfies (1.2) andū is a smooth map such that lim s→±∞ū (s) = a ± with exponential convergence. We assume that (1.5) holds with γ a reflection that, in analogy with the finite dimensional case, satisfies
withū − andū + distinct global minimizers of J R onū + H 1 (R; R m ). The mapsū − andū + represent two distinct orbits that connect a − to a + :
We assume thatū − andū + are unique modulo translation. Note that (1.9) and (1.8) imply that a ± = γa ± , that is a ± belong to the plane π γ fixed by γ, see Figure 1 . We restrict ourselves to symmetric maps and replace the dynamical equation (1.7) witḧ
This is actually an elliptic system which, after setting x = t and y = s takes the form
We prove that for all L ≥ L 0 , for some L 0 > 0, there is a classical solution u L : R 2 → R m of (1.10) which is equivariant:
L-periodic in x ∈ R and such that, along a subsequence L j → +∞, converges locally to a heteroclinic solution that connectsū − andū + . That is, to a map u H : R 2 → R m that satisfies (1.10) and
We remark that, in the proof of this, there is an extra difficulty which is not present in the finite dimensional case:ū − andū + are not isolated but any translateū − (·−r) orū + (·−r), r ∈ R, is again a global minimizer of J R . Therefore for each x there is aū ∈ {ū − ,ū + } and a translation h(x) that determines the pointū(· − h(x)) in the manifolds generated byū − andū + which is the closest to the fiber u L (x, ·) of u L . The map h depends on L and to prove convergence to a heteroclinic solution one needs to control h and show that can be bounded by a quantity that does not depend on L and that, for L j → +∞, converges to a limit map h ∞ : R → R with a definite limit for x → ±∞.
The paper is organized as follows. After stating our main results, that is Theorem 1.1 in Section 1.1 and Theorem 1.2 in Section 1.2, we prove Theorem 1.1 and Theorem 1.2 in Sections 2 and 3 respectively. The approach used in Section 3 is inspired by [11] . We include an Appendix where we present an elementary proof of a property of the functional J R .
The finite dimensional case
We assume that W : R m → R is a continuous function that satisfies (1.2), (1.5) and (1.6). We also assume that there is a non-negative function σ : [0, +∞) → R such that +∞ 0 σ(r)dr = +∞ and 1
Remark 1. The assumptions on W imply (see for example [14] , [22] and [12] ) the existence of a Lipschitz continuous map u H : R → R m that satisfies
(1.13)
We refer to a map with these properties as a heteroclinic connection between a − and a + .
Define
(1.14)
and observe that there existsũ ∈ A T and a constant C 0 > 0 independent of T > 4 such that
Indeed the mapũ can be defined bỹ
Since we are interested in periodic orbits near u H we restrict our search to orbits lying in a large ball. Fix M as the solution of the equation
We determine T -periodic maps near heteroclinic solutions by minimizing the action func-
Theorem 1.1. Assume that W : R m → R is a continuous function that satisfies (1.2), (1.5), (1.6) and (1.12). Then, there exists T 0 such that for each T ≥ T 0 there exists a Tperiodic minimizer u T of the functional (1.4) in A T ∩ { u L ∞ ≤ 2M }, which is Lipschitz continuous and satisfies
This condition was first introduced in [14] (iii)
For each 0 < q ≤ q 0 , for some q 0 > 0, there is a τ q > 0 such that for each T > 4τ q
and therefore
Moreover, there is a sequence T j → +∞ and a heteroclinic connection between a − and a
uniformly in compacts. If W is of class C 1 , then u T is a classical T -periodic solution of (1.7).
Note that, if a ± is nondegenerate in the sense that the Hessian matrix W uu (a ± ) is positive definite or, more generally, if
for some µ > 0, r 0 > 0, then (1.17) can be strengthened to
where c, C are positive constants independent of T . This follows by
and a comparison argument.
Remark 2. Depending on the behavior of W in a neighborhood of a ± it may happen that the map u H connects a − and a + in a finite time, that is,
We do not exclude this case. A sufficient condition for
for u in a neighborhood of a ± . Note that, if τ 0 < +∞, one can immediately construct a T -periodic map u T (T = 4τ 0 ) that satisfies (1.13), by setting
The infinite dimensional case
We assume that W : R m → R is of class C 3 , that (1.2), (1.5) and (1.8) hold withū ± as before. Moreover we assume h 1 lim inf |u|→+∞ W (u) > 0 and there is M > 0 such that
h 2 a ± are non degenerate in the sense that the Hessian matrix W uu (a ± ) is definite positive.
For each r ∈ Rū(· − r),ū ∈ {ū − ,ū + }, is a solution of (1.7). Therefore differentiating (1.7) with respect to r yieldsū ′′′ = W uu (ū)ū ′ that shows that 0 is an eigenvalue of the operator T :
andū ′ is a corresponding eigenvector.
We also assume h 3 The mapsū ± are non degenerate in the sense that 0 is a simple eigenvalue of T .
The above assumptions ensure the existence of a heteroclinic connection betweenū − andū + . This was proved by Schatzman in [18] without restricting to equivariant maps (see also [11] and [15] ). The first existence result for a heteroclinic that connectsū − toū + was given in [2] under the assumption that W is symmetric with respect to the reflection that exchanges a ± with a ∓ but without requiring (1.8).
Remark 3. It is well known that the non-degeneracy of a ± implies
Under the above assumptions we prove the following: .10), with the following properties:
converges to the manifold of the translates of u + .
Moreover, there exist η ∈ R, a sequence L j → +∞ and a heteroclinic solution u H :
uniformly in C 2 in any strip of the form (−l, l) × R, for l > 0.
Note that a by product of this theorem is a new proof of the existence of a heteroclinic solution u H in the class of equivariant maps.
2 The proof of Theorem 1.1
From (1.15) we can restrict ourselves to consider maps in the subset
where M is given by (1.16).
Step
Since u ∈ A T implies u(0) = γu(0) we have
Therefore, given p ∈ (0,
Wm(p) and a ∈ {a − , a + } such that, for T > 4t p , it results
Note, in passing, that since u ∈ A T implies u(
Lett be such that |u(t)| = u L ∞ , then we have
that proves the claim. It follows that the constraint u L ∞ ≤ 2M imposed in the definition of the admissible set is inactive for any u ∈ A T C 0 ,M . Next we prove a key lemma which is a refinement of Lemma 3.4 in [3] based on an idea from [19] .
for some α ≤ t 1 < t 2 ≤ β, then there exists v which coincides with u outside (t 1 , t 2 ) and is such that
Proof. For t, t ′ ∈ R, we have
Define the intervals (τ 1 ,τ 2 ) ⊂ (τ 1 , τ 2 ) by setting
From (2.5) we have
and thereforeτ
and similarly for τ 2 −τ 2 . Next we set δ q,q ′ :=
and, see Figure 2 , define v: 
We observe that |u(τ i ) − a + | = q ′ , i = 1, 2 and estimate
where
is a decreasing function of q ′ ∈ (0, q) and W M (q ′ ) is infinitesimal with q ′ we can fix a q ′ = q ′ (q) so small that 1 2
The proof is complete.
Step 2. From Step 1 and Lemma 2.1 it follows that, if in (2.3) and (2.4) we take p = q ′ (q) and set τ q = t q ′ (q) , then, for T > 4τ q , in the minimization process we can restrict ourselves to the maps u ∈ A T C 0 ,M that satisfy
Step 3. The existence of a minimizer u T ∈ A T C 0 ,M is quite standard. From Step 1 and (2.5) A T C 0 ,M is an equibounded and equicontinuous family of maps. Therefore from Ascoli-Arzela theorem there exists a minimizing sequence {u j } j ⊂ A T C 0 ,M that converges uniformly to a map u T ∈ A T C 0 ,M . This and J (0,T ) (u j ) ≤ C 0 imply that {u j } j is bounded in H 1 ((0, T ); R m ) and therefore, by passing to a subsequence if necessary, that u j converges weakly in H 1 to u T . From the lower semicontinuity of the norm we have lim inf j→+∞
Step 4. The minimizer u T is Lipschitz continuous and satisfies conservation of energy. Let t 0 < t 1 < t 2 < t 3 be numbers such that t 3 − t 0 ≤ T . Given a small number ξ ∈ R let φ : R → R be the T -periodic piecewise-linear map that satisfies φ(t 0 ) = t 0 , φ(t 1 + ξ) = t 1 , φ(t 2 + ξ) = t 2 , φ(t 3 ) = t 3 and let ψ be the inverse of φ. Set
and
The minimality of u T implies that f ′ (0) = 0. A simple computation yields
Step 5. If W is of class C 1 , then u T is a classical solution of (1.7). Since u T is a minimizer, if w : (t 1 , t 2 ) → R m is a smooth map that satisfies w(t i ) = 0, i = 1, 2 we have
The continuity of u T and of W u implies that the right hand side of this equation is a map of class C 1 . It follows that we can differentiate and obtain
The proof of Theorem 1.1 is complete.
3 The proof of Theorem 1.2
In analogy with the finite dimensional case we define
We will show that the solution of (1.10) in Theorem 1.2 can be determined as a minimizer of the energy
where M is the constant in h 1 and
where C 0 > 0 is a constant independent of L > 4 and
To prove (3.2) set u M = 0 if u = 0 and u M = min{|u|, M }u/|u| otherwise and note that (1.18) implies
because the mapping u → u M is a projection. It follows
that proves the claim. To prove (3.3) we define a mapũ ∈ A L that satisfies (3.3) by setting:ũ
Remark 4. From (3.3) and the minimality ofū ± it follows that
Since a ± are non degenerate zeros of W ≥ 0, there exist positive constants γ, Γ and r 0 > 0 such that
For a map v : R → R m we simply denote the norms v L 2 (R;R m ) and v H 1 (R;R m ) with v and v 1 respectively.
One of the difficulties with the minimization on A L is the fact that J (0,L)×R is translation invariant on A L . This corresponds to a loss of compactness. We show in the next lemma that we can restrict ourselves to a subset of A L of maps u that, aside from a bounded interval independent of u, remain near to a − and a + . This restores compactness.
There is d L > 0 such that in the minimization of the functional (3.1) on A L we can restrict ourselves to the subset of maps that satisfy
with r 0 as in (3.5)
Given u ∈ A L , define
If u satisfies (3.3), then Lemma 3.6 or Proposition A.1 implies
Since we have J (u r ) = J (u) for u r (x, y) = u(x, y + r), r ∈ R, (3.8), we can identify u r with u.
Consider now the set
therefore there exists an increasing sequence {y j } ∈ R \ Y 0 such that
This follows from (3.7) and (3.9). From the proof of the cut-off lemma in [5] we infer that, if the measure of the set
coincides with u on the boundary of the strip R × (y j , y j+1 ) and satisfies (3.10)
J
where Ω j = (x,x + L) × (y j , y j+1 ), j = 1, 2, . . . . From this we see that to each map u ∈ A L that satisfies (3.3) but not
we can associate a map v that satisfies this inequality and (3.10). This and a similar argument concerning the other inequality in (3.6) establish the lemma with d L =ȳ + |Y 0 |.
With Lemma 3.1 at hand the existence of a minimizer u L ∈ A L follows by standard variational arguments. The minimizer u L satisfies (3.2). From this, the assumed smoothness of W and elliptic theory it follows
for some constants C * > 0, β ∈ (0, 1) independent of L and u L is a classical solution of (1.10). Moreover, from the fact that u L satisfies (3.6) and a comparison argument we obtain
and, for α = (α 1 , α 2 ),
Basic lemmas
To show that the minimizer u L has the properties listed in Theorem 1.2, in particular (i), (vii) and (viii), we need point-wise estimates on u L that do not depend on L. For example to prove (i) we need to show that d L in (3.12) can be taken independent of L. For (vii) and (viii) a detailed analysis of the behavior of the trace u L (x, ·) as a function of x ∈ (0, L) is necessary. To complete this program we use several ingredients: a decomposition of u L (x, ·) that we discuss next; two Hamiltonian identities that, together with the decomposition of u L (x, ·), allow a representation of the energy J (0,L)×R (u L ) with a one dimensional integral in x (see Lemma 3.3 and Lemma 3.4) and an analysis of the behavior of the effective potential J R (ū + v) − J R (ū),ū ∈ {ū − ,ū + } as a function of v ∈ H 1 (R; R m ) that we present in Lemma 3.5 and in Lemma 3.6. Letū : R → R m be a smooth map with the same asymptotic behavior asū ± . Set H 0 (R; R m ) = L 2 (R; R m ) and let H 1 (R; R m ) be the standard Sobolev space. For j = 0, 1 let ·, · j be the inner product in H j (R; R m ) and · j the associated norm. If there is no risk of confusion, for j = 0 we simply write ·, · and · instead of ·, · 0 and · 0 . Set
Note that for large |r| we have
This and the fact that u −ū ± (· − r) j is continuous in r imply the existence of h j ∈ R andū j ∈ {ū − ,ū + } such that q
j is a continuous function of u ∈ H j and a standard argument implies that
Note thatū j remains equal to some fixedū ∈ {ū − ,ū + } while u changes continuously in the subset of H j where q
We quote from Section 2 in [18] Lemma 3.2. There existsq > 0 such that q u j <q implies that u j and h j are uniquely determined. Moreover h j is a function of class C 3−j of u ∈ H j and
There are constants C,C > 0 such that, for q u 1 <q,
In the following we drop the subscript 0 and write simply q u , · , etc. instead of q u 0 , · 0 , etc.
From Lemma 3.2 and (3.13) it follows that u ∈ H can be decomposed in the form
for some h ∈ R andū ∈ {ū − ,ū + } and that, provided q u <q, h ∈ R andū are uniquely determined. Note that from (3.16) we have
In particular the decomposition (3.16) applies to the minimizer u L ∈ A L :
is not sufficiently small. In the following, if there is no risk of confusion, we drop the superscript L and write simply q(x),
. From the minimality of u = u L and its smoothness properties established in (3.11) and (3.12) it follows that u L satisfies two Hamiltonian identities. This is the content of the following lemma, where c 0 is defined in (3.4). Lemma 3.3. Set u = u L . Then there exist constants ω andω such that, for x ∈ R, it results
Moreover it results
Proof. The identities (3.18) and (3.19) are well known, see for instance [18] or [11] . To prove (3.20) we observe that u(
Lemma 3.4. The constantq in Lemma 3.2 can be chosen such that, if
for some interval I ⊂ R, then, for x ∈ I the maps h(x) = h L (x), v(x, y) = v L (x, y)ū ∈ {ū − ,ū + } in the decomposition (3.17) are uniquely determined and are smooth functions of
(3.23)
Moreover the map
is non-negative and non-decreasing for each fixed x ∈ I.
and therefore Lemma 3.3 and (3.17) that implies
From assumption (3.21) and (3.15) we have
Therefore (3.24) can be solved for h ′ (x) and the first expression of h ′ (x) in (3.22) is established. For the other expression we observe that v x , v y = q x ν + qν x , qν y = q 2 ν x , ν y that follows from ν(x, · − r), ν(x, · − r) = 1, for r ∈ R which implies ν y (x, ·), ν(x, ·) = 0. A similar computation that also uses (3.22) yields (3.23). It remains to prove the monotonicity of p → f (p, x) ν x (x, ·) 2 . We can assume ν x > 0 otherwise there is nothing to be proved. We have p ν y (x, ·) ≤ q(x) ν y (x, ·) = v y (x, ·) ≤Cq, and therefore 3 .
This proves
. The proof is complete.
Next we list some properties of the effective potential J R (u) − c 0 that depend on the decomposition (3.16) of u. Define
where v is as in (3.16) and u ∈ H 1 . If we set v = qν, with q = v = 0, W can be considered as a function of q ∈ R and ν ∈ H 1 (R; R m ), ν = 1. We have (see [11] ) Lemma 3.5. Assume that |v ′ | ≤ C for some C > 0. Then
for some C 1 > 0. The constantq > 0 in Lemma 3.2 can be chosen such that the effective potential W(qν) is increasing in q for q ∈ [0,q] and there is µ > 0 such that
Lemma 3.5 describes the properties of the effective potential W in a neighborhood of one of the connectionsū ± . We also need a lower bound for the effective potential away from a neighborhood of the connections. We have the following result, see Corollary 3.2 in [18] ) or Proposition A.1 in the Appendix, where we give an elementary proof. 
Moreover e p is continuous in p and for p ≤ v 1 , v 1 small, it results
Set u = u L and let p ∈ (0,q), be a number to be chosen later. From (3.27) there is p * < p such that e p * < e p . Let S p * ⊂ [0, L] be the complement of the set
From (3.3) we have
For x ∈ S p * we have J R (u(x, ·))−c 0 ≤ e p * < e p and therefore Lemma 3.6 implies q 1 (x) < p. It follows q(x) ≤ q 1 (x) ≤q and Lemma 3.4 implies the uniqueness of the decomposition (3.17). On the other hand Lemma 3.5 yields
We fix p so that
With this choice of p we have
We also have
To see this, note that from (3.18) and ω ≥ 0 it follows
and that from (3.23) and (3.29) it follows
From (3.22), (3.28), (3.29) and (3.30) we obtain (3.32)
Proof.S p * is the union of a countable family of intervalsS p * = ∪ j (α j , β j ). Therefore, for each x, x ′ ∈ S p * we have
Since we have already estimated the first term, see (3.32) , to complete the proof it remains to evaluate the sum on the right hand side of this inequality. Set λ =q
and let I λ = {j : β j − α j ≤ λ} andĨ λ = {j : β j − α j > λ}. Note thatĨ λ contains at most C 0 e p * λ intervals. For j ∈ I λ and x ∈ (α j , β j ) we have
From this and α j ∈ S p * , that implies
we conclude that
This and Lemma 3.2 imply that, for x ∈ (α j , β j ), with j ∈ I λ , u = u L can be decomposed as in (3.17) and that h ′ (x) = (D u h)u x (x, ·). Therefore from (3.14) and assuming as we canq ≤ ū ′ 2 2 ū ′′ we have
It follows
Assume now j ∈Ĩ λ and observe that there is a numberȳ > 0 such that, if r ≥ 2ȳ and y ∈ [ȳ, r −ȳ] or if r ≤ −2ȳ and y ∈ [r +ȳ, −ȳ], it results for sg,sg ∈ {−, +}
Consider first the indices j ∈Ĩ λ such that |h(β j ) − h(α j )| ≤ 4ȳ. We have
Let (α, β) be one of the intervals (α j , β j ) corresponding to j ∈Ĩ λ with |h(β j )−h(α j )| > 4ȳ. If r > 4ȳ the interval (ȳ, r −ȳ) (if r < −4ȳ the interval (r +ȳ, −ȳ)) has measure larger then |r| 2 . This and the assumptions on (α, β) imply that there exist y 0 , y 1 ∈ (α, β), that satisfy y 1 − y 0 = |h(β j ) − h(α j )|/2 and are such that
This, provided p > 0 is sufficiently small, follows from (3.33). Indeed we have
where we denoted byū sg(x) the mapū ∈ {ū − ,ū + } corresponding to x ∈ S e p * and we used (3.25) based on
that follows from (3.11) and (1.19). Integrating (3.34) in (y 0 , y 1 ) yields
With Lemma 3.7 at hand we can show that d L in (3.6) can be taken independent of L and that u = u L converges to a ± as y → ±∞ uniformly in x ∈ R.
Next we prove that the restriction x, x ′ ∈ S p * in Lemma 3.7 can be removed. We have indeed Lemma 3.8. There is a constant C h > 0 independent of L such that
Corollary 3.9. We can assume that the minimizer u L satisfies
for α = (α 1 , α 2 ), |α| = 1, 2, with constants k, K > 0 independent of L.
Proof. Using again the translation invariance of the energy J , by identifying u(x, y) with u δ h (x, y) = u(x, y + δ h ), we can assume that the minimizer u satisfy
These inequalities and a standard argument, based on the non-degeneracy of a + , a − , imply (3.37). Inequality (3.38) follows from (3.37) and elliptic regularity. The proof is complete.
Remark 5. From (3.37) it follows that we have |h(
Note that this is true in spite of the fact that h(x), if q(x) is large, may be discontinuous.
The bound on h(x) together with (3.37), (3.38) and (1.19) imply that
and its first and second derivative with respect to y satisfy exponential estimates of the form
with constants k, K > 0 independent of L. From this and the identity v y 2 + v, v yy = 0 it follows
with C 2 > 0 independent of L. This inequality implies that in each interval where q(x) ≤ q * , for some q * > 0, we can use the expressions of h ′ (x) and u x (x, ·) in Lemma 3.4 and we have the monotonicity of the function p → f (p, x).
Conclusion of the proof of Theorem 1.2
As before we set u = u L . Since u ∈ A L we have in particular u(0, y) = γu(0, y) that means u(0, y) ∈ π γ , π γ the plane fixed by γ. From this andū − = γū + ,ū − =ū + it follows
We assume that the constant q * introduced above satisfies q * < 1 2 ū + −ū − and set p = q * /2. Then, provided L is sufficiently large, there exists x p > 0 such that
Indeed, from Lemma 3.6 and (3.3) it follows
From (3.42), (3.43) and the symmetry u(
We now show, see Lemma 3.10 below, that the minimality of u = u L and (3.44) imply
In the proof of this fact, for x in certain intervals, we use test maps of the form
for suitable choices of the functionsq =q(x) andĥ =ĥ(x). We always takeq(x) ≤ q(x) ≤ p. Note that in (3.45) the direction vector ν(x, ·) is the one associated to v(x, ·) = q(x)ν(x, ·) with v(x, ·) defined in the decomposition (3.17) of u. From (3.45) it follows
We choose the value ofĥ ′ that minimizes (3.46) that iŝ
Therefore the energy density of the test mapû is given by
(3.47)
Note that, since we do not change the direction vector ν(x, ·), this expression is completely determined once we fix the functionq.
q(x) Figure 3: The maps x → q(x) and x →q(x) in Lemma 3.10, q(x * ) ≤ 2p
−xp] q(x). We show that this implies the existence of a competing map u with less energy than u. Consider first the case where q(x * ) ∈ (p, 2p]. In this case we setũ =û withû defined in (3.45) and, see Figure 3 ,
With this definition we have
To see this we note that max x∈[xp,
and by consequenceĥ
This and q(x p ) = q( L 2 − x p ) imply (3.49). It remains to show that the energy ofũ is strictly less than the energy of u. By comparing (3.47) with the analogous expression of the energy of u and observing that (q ′ ) 2 = (q ′ ) 2 andq(x) ≤ q(x) with strict inequality near x * we see that this is indeed the case. Figure 4 : The maps x → q(x) and x →q(x) in Lemma 3.10, q(x * ) > 2p
Assume now that q(x * ) > 2p, see Figure 4 .
Note that fromū sg(xp) =ū sg(
−xp) and the symmetry of u it follows that sg(x) is equal to a constant, say +, in [
We define the competing mapũ as follows. In the interval [x p ,x p ] we setũ =û witĥ q exactly as in (3.48) and
we set againũ =û withq as in (3.48) but witĥ
With these definitionsũ is a continuous piece-wise smooth map that satisfies (3.49) and, as in the case q(x * ) ≤ 2p, one checks thatũ has energy strictly less than u. The proof is complete.
Next we show that the statement of Lemma 3.10 can be upgraded to exponential decay. We have indeed 
Proof. We show that, under the standing assumption that 2p = q * > 0 is sufficiently small, for L ≥ 4x p it results
where µ > 0 is the constant in (3.26). Then the lemma follows from (3.50) and (3.40) that implies
. To prove (3.50) we proceed as in the proof of Lemma 3.5 in [11] . We first establish the inequality
We begin by the elementary inequality
and (3.52), using also (3.22) (and φ, ψ = φ(· − r), ψ(· − r) ), it follows
Since u is a solution of (1.10) andū + solves (1.7) we have
Then, recalling the definition of the operator T and that v(x, ·) = u(x, · + h(x)) −ū + , we obtain
Now we observe that a standard computation yields
From (3.41), q(x) = v(x, ·) ≤ p and (3.25) it follows, with C W > 0 a suitable constant,
Introducing this estimate into (3.53) and observing that the other term in the right hand side of (3.53) can also be estimated by a constant times v(x, ·) 8 3 we finally obtain
To estimate I 2 we note that from (3.41) and (3.23), provided q * = 2p is sufficiently small, we get
where we have also used (3.31 ). This and (3.41) imply
for some constant C > 0 and we obtain
and (3.51) is established. From (3.51) and the comparison principle we have
Then (3.50) follows from (3.55) and
This concludes the proof.
To finish the proof of Theorem 1.2 it remains to show that there is a sequence u L j , L j → +∞, that converges to a heteroclinic connection between suitable translates of u ± . Indeed, once this is established, a suitable translation η in the y direction yields the sequence u L j (x, y − η) and the heteroclinic u H in Theorem 1.2. From (3.11) it follows that there exists a subsequence, still denoted by L j , and a classical solution u ∞ : R 2 → R m of (1.10) such that we have
in the C 2 sense in compacts. Moreover u ∞ satisfies the exponential estimates (3.37) and (3.38) . This implies that the convergence in (3.56) is in the C 2 sense in any set of the form [−λ, λ] × R. Set u j = u L j and denote by h j and v j the functions determined by the decomposition (3.17) of u j :
On the basis of Remark 5, v j and its first and second derivatives satisfy (3.40). Therefore (3.41) shows that, under the standing assumption of q * > 0 small, we can control the size of (v j ) y (x, ·) and, proceeding as in the derivation of (3.30), we obtain from (3.22)
On the other hand from (3.54) and (3.41) we get
and we conclude
where we have also used (3.50). This and the fact that, as we have seen in Remark 5, h j (x) is bounded independently of j, imply that by passing to a subsequence if necessary, we can assume that there is a Lipschitz continuous and bounded map
uniformly in compacts. It follows that we can pass to the limit in (3.57) and obtain in particular that there exists the limit
and the convergence is in L 2 and in L ∞ in sets of the form [l p , l]×R. The functions h ∞ and v ∞ coincide with the functions determined by the decomposition (3.17) of u ∞ . Moreover from (3.50) and (3.58) we have that q ∞ (x) = v ∞ (x, ·) and h ∞ satisfy
The first of these estimates shows that , for x → +∞, u ∞ (x, ·) converges in the L 2 sense to the manifold of the translates ofū + . The estimate for h ∞ shows that there exists η = lim x→+∞ h ∞ (x) and therefore that actually, for x → ∞, u ∞ (x, ·) converges, to a specific element of that manifold. This, taking also into account the symmetry properties of u ∞ implies that indeed u ∞ is a heteroclinic solution of (1.10) that connects translates ofū ± . This concludes the proof of Theorem 1.2.
A Appendix
We present an elementary proof of Lemma 3.6, that we restate as PropositionA.1.
Proposition A.1. Assume that W : R m → R is of class C 3 , a ± are non degenerate, and u ∈ H 1 =ū + H 1 (R; R m ). Then, for each p > 0 there is e p > 0 such that
Moreover e p is continuous in p and for p ≤ v 1 small it results
Proof. If u satisfies (A.1) and has J R (u) ≥ 2c 0 we can take e p = c 0 . It follows that in the proof we can assume
and set
where r 0 and γ are the constants in (3.5) and
Observe that there exists a positive functions ψ : (0, q 0 ) → R that converges to zero with q and satisfies J + z (q) ≤ ψ(q).
Note also that J R (ū ± ) = c 0 and the minimality ofū ± imply J − (q) + ψ(q) ≥ c 0 and therefore we have
For u ∈ H 1 define s u,− (ρ) = max{s : |u(t) − a − | ≤ ρ, for t ≤ s}, s u,+ (ρ) = min{s : |u(t) − a + | ≤ ρ, for t ≥ s}.
Since ψ(q) → 0 as q → 0 while lim q→0 J 0 (q) = J 0 , J 0 a positive constant, we can fix q = q(q 0 ) in such a way that
We claim that in this proposition it suffices to consider only maps that satisfy the condition
where W m (t) = min a∈{a − ,a + },|z|≥t W (a + z). To see this set In this case we haves u,− < s u,− (q 0 ) < s u,+ (q 0 ) <s u,+ , that together with (A.8) implies (A.7). Now assume that (A.9) does not hold and there exists s * ∈ (s u,+ , +∞) such that |u(s * ) − a + | = q 0 (or s * ∈ (−∞,s u,− ) such that |u(s * ) − a − | = q 0 ). For definiteness we consider the first eventuality, the other possibility is discussed in a similar way. To estimate the energy of u we focus on the intervals (−∞,s u,+ ), (s u,+ , s u,+ (q(q 0 ))), and (s u,+ (q(q 0 )), +∞). We have J (−∞,s u,+ ) (u) ≥ J − (q(q 0 )) and since s * ∈ (s u,+ , s u,+ (q(q 0 ))) we also have J (s u,+ ,s u,+ (q(q 0 ))) (u) ≥ 2J 0 (q(q 0 )). This, (A.5) and (A.6) imply J R (u) ≥ J (−∞,s u,+ ) (u) + J (s u,+ ,s u,+ (q(q 0 ))) (u) ≥ J − (q(q 0 )) + 2J 0 (q(q 0 )) ≥ c 0 − ψ(q(q 0 )) + 2J 0 (q(q 0 )) ≥ c 0 + J 0 .
This completes the proof of the claim. Indeed this computation shows that, if s * with the above properties exists, then we can take e p = J 0 .
Since J R is translation invariant we can also restrict ourselves to the set of the maps that satisfy (A.10) − s u,− (q(q 0 )) = s u,+ (q(q 0 )) ≤ c 0 W m (q(q 0 )) .
and assume that alsoū ± satisfy (A.10). We remark that the set of maps that satisfy (A. We first prove the proposition with (A.1) replaced by (A.11) u −ū ± (· − r) ≥ q u ≥ p, r ∈ R.
Assume the proposition is false. Then there is a sequence {u j } ⊂ H 1 that satisfies (A.3) and lim j→+∞ J R (u j ) = c 0 , u j −ū ± (· − r) ≥ p, r ∈ R.
Since the sequence {u j } is equibounded and equicontinuous there is a subsequence, still labeled {u j } and a continuous mapū : R → R m such that lim j→+∞ u j (s) =ū(s), uniformly in compact sets. From R |u ′ j | 2 < 4c 0 and the fact that u j is uniformly bounded, by passing to a further subsequence if necessary, we have that u j converges toū weakly in H 1 loc (R; R m ). A standard argument then shows that J R (ū) = c 0 , and therefore, by the assumption thatū ± and their translates are the only minimizers of J R , we conclude thatū coincides either withū − (· − r) or withū + (· − r) with |r| ≤ λ 0 where λ 0 is determined by the condition thatū satisfies (A.10).
Since λ 0 is fixed, from (1.19) it follows that we can assume |ū (s) − a + | ≤ Ke −ks for s > 0. Fix a number l > λ 0 such that .
We distinguish the following alternatives: a) u −ū ± (· − r) ≥p, for r ∈ R, b) there existsr ∈ R andū ∈ {ū − ,ū + } such that (A.18) u −ū(· −r) <p.
In case a) the proposition is true from the first part of the proof with e p = ep. This concludes the first part of the lemma. The last statement is a consequence of the fact that J R (u) is continuous in H 1 and of (A.20) and (A.21).
