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Wigner coefficient for Lie algebras of series
B,C,D and a base of Gelfand-Tsetlin type.∗
Dedicated to the 100-th anniversary of I.M. Gelfand
D.V. Artamonov†, V.A. Golubeva‡
For the Lie algebras gn = o2n+1, sp2n, o2n a simple construction of a
base in an irreducible representation is given. The construction of this
base uses the method of Z-invariants of Zhelobenko and the technique
of Wigner coefficients, which was applied by Biedenharn and Baird to
the construction of a Gelfand-Tsetlin base in the case gln. A relation
between matrix elements and Wigner coefficients for gn and analogous
objects for gln+1 is established.
1 Introduction
One can construct explicitly a representation of a simple Lie algebra of the
type A using the technique of Wigner coefficients. In the case sl2 such a
construction was obtained by Wigner and Racah, and in the case sln it was
obtained by Biedenharn, Baird, Louck and others. The aim of the present
paper is a generalization of this technique to the case of simple Lie algebras
gn of types B,C,D. Such constructions can be applied in the nuclear physics,
for example in the theory of nuclear shells.
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The construction given in the present paper establishes a remarkable re-
lation between Gelfand-Tsetlin bases for the algebras of series A and of series
B,C,D. Moreover we express matrix elements for generators in the base
and Wigner coefficients for algebras of series B,C,D through the analogous
objects of series A.
The construction in the paper is inductive. For the algebras gn = o2n+1, sp2n, o2n
the constructions are different in the case n = 1 and also in the case n = 2.
But the consideration for n > 2 are similar for all algebras and also they
are similar to analogous constructions for the algebra gln+1. This fact plays
a key role in all constructions. It is a direct corollary of the fact that for
the Dynkin diagrams An+1, Bn, Cn, Dn transform in a similar way when we
change 2 to n.
The construction uses a well-known inductive procedure of Gelfand and
Tsetlin. The main step in this construction is an investigation of a branching
of an irreducible representation of gn when one restricts the algebra gn ↓ gn−1.
For this investigation we use the method of Z-invariants of Zhelobenko.
To obtain formulas for the action of generators of the algebra in the
base we use the technique of Wigner coefficients. More precise, the matrix
elements are expressed through the simplest Wigner coefficients that corre-
spond to a decomposition of a tensor product of an arbitrary representation
with a standard representation of the algebra. Earlier analogous results were
obtained by Biedenharn and Baird. They expressed matrix elements for op-
erators Ei,i−1 in the Gelfant-Tsetlin base for the algebras of series A through
Wigner coefficients [1].
I.M. Gelfand in the late 80-th several times said about the desire to
generalize the works of Biedenharn and Louck. We have understood this as
a problem of a generalization of the construction of Biedenharn and Louck
for the Lie algebras of series A to the case of algebras of series B,C,D. This
is done in the present paper.
The problem of construction of base for orthogonal algebras algebras was
investigated in the works of Gelfand and Tsetlin, but it’s construction is
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based on restrictions oN ↓ oN−1)
1.
In [2] using the method of Z-invariants of Zhelobenko there was con-
structed a Gelfanf-Tsetlin type base for orthogonal algebras (based on and
for symplectic algebras (see also [3], [4], [5]). But in these papers only an
indexation is constructed, the formulas for the action of generators are not
obtained.
Nevertheless there exists a construction of a Gelfand-Tsetlin type base
for the algebras of series B,C,D which belongs to Molev [6]. But it uses
a difficult technique of Mickelsson-Zhelobenko algebras and the action of
Jangians on the multiplicity spaces2.
The construction given in the present paper is much simpler. Is’s main
advantage is that it establishes a remarkable relation between Gelfant-Tsetlin
bases for series A,B,C,D. Also as a by-product of our construction we obtain
explicit formulas for Wigner coefficients for algebras of series B,C,D. The
indexation of base vectors is the same as Molev’s. But also our base is not
orthonormal as Molev’s.
The Gelfand-Tsetlin type bases for Lie gn of types Bn, Cn, Dn based on
restrictions gn ↓ gn−1 are important in nuclear physics. Such a base is used
in problems where the algebra of five-dimensional quasi-spin (isomorphic to
o5 = sp4) is involved, for example in the theory of nuclear shells, [7], in
the Bohr-Mottelson model [8], in the model of interacting bosons [9], in the
models of high-temperature superconductivity [10], [11], [12].
The typical application of Wigner coefficients is the following. If one iden-
tify an irreducible representation with a (quasi)particle, then Wigner coeffi-
cients that define a decomposition of a tensor product of two representation
describe a spectrum of (quasi)particles that appear after their interaction
(см. [13]).
The Wigner coefficients that are calculated in the present paper corre-
1Thus this base is not a base for a series B or D since the algebras of both series are
involved in it’s construction
2 An indexation of base vectors in the base that is constructed in the present paper is
the same as in the Gelfand-Tsetlin-Molev [6]. But we have not managed to construct an
exlicit isomorphism betweeen our base and the Gelfand-Tsetlin-Molev base
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spond to the adding of one (quasi)particle. Thus in the case of a nuclear
shell model the multiplication to the standard representation corresponds to
the adding to the system of one nucleon that is a proton or a neutron. The
explicit formulas for Wigner coefficients allow to write the selection rulers for
the quantum numbers that define the states of quasi-spin and calculate the
probabilities of transitions into these states.
There exist also completely different applications. Thus the high-temperature
decomposition in the classical N -vector model is described using Wigner co-
efficients of the orthogonal algebra oN [14].
In all these problems mostly the Wigner coefficients that define the de-
composition of two symmetric representations are used. Such coefficients
were explicitly obtained in many particular cases in [15], [16], [17], [18], [19].
But mention the authors of these papers used the Gelfand-Tsetlin base whose
construction is based on restrictions oN ↓ oN−1 (o5 ↓ o4 ↓ o3 in the case o5).
This base is not natural form the physical point of view. In the present paper
we use the base for a representation of o5, whose construction is based on
restrictions within the series B.
1.1 The structure of the paper
The structure of the paper is the following. In Section 2 definitions and
notations are introduced.
The technical details, the discussion of definitions is placed in Appendix
8.
In Section 3 the method of Z-invariants is explained, it allows to solve
effectively the problem of description of a branching of a representation when
one restricts an algebra.
In Section 4 we give the scheme of a solution of the problem of restriction
gn ↓ gn−1
3. We explain how to construct a Gelfand-Tselin type base, obtain
coefficients and restricted Wigner coefficients and matrix elements of the
generators.
3When we write "the problem of restriction gn ↓ gn−1" we mean the problem of an
explicit description of a base in the space of gn−1-highest vectors in a gn-representation.
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The main construction is given in Sections 5, 6, 7. In these Section the
Gelfand-Tsetlin type base for series B,C,D and explicit formulas for the
action of generators are constructed for n = 1, n = 2, n > 2 respectively.
Note that Wigner coefficients for gn−1 are calculated when the algebra gn is
considered.
The cases n = 1, n = 2 are considered in Sections 5, 6 separately for each
series B,C,D. In Section 7 further steps are discussed, they are similar for
all series.
In all cases all values are expressed through the analogous values for the
algebras glN , which were obtained in an explicit form by Biedenharn and
Baird in [1] and also by Zhelobenko in [2].
In Appendix the facts from the representation theory that are not well-
known are given. Mostly that can be found in [20]. The reader can find them
here of in Appendix 8.
2 Basic definitions
In the present Section the basic definitions and notations are introduced. See
also Appendix 8.
In the paper we use the Lie algebras sp2n and oN in split realization. These
algebras act in the space with coordinates x−n, ..., x−1, x1, ..., xn, in the cases
sp2n and o2n, and in the space with coordinates x−n, ..., x−1, x0, x1, ..., xn in
the case o2n+1. The generators of the symplectic algebra are the matrices
Fi,j = Ei,j − sign(i)sing(j)E−j,−i,
and the generators of the orthogonal algebra are the matrices
Fi,j = Ei,j − E−j,−i.
2.1 Gelfand-Tsetlin tableaux
In the presen paper a Gelfand-Tsetlin base in an irreducible representation of
gn is constructed. Base vectors are indexed by Gelfand-Tsetlin type tableaux,
these tableaux have similar structure, let us describe it here.
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Let us be given an irreducible representation V of the algebra gn with
the highest weight [m−n,n, ..., m−1,n]. Then the base vectors are indexed by
tableaux (m) of type
(m) =

[m]n
[m′]n
[m]n−1
[m′]n−1
...
[m]1
[m′]1

. (1)
The row [m]n is the highest weight of the considered representation V ,
the row [m]n−1 is the highest weight of an irreducible gn−1-representation
that contains the vector (m). The row [m′]n−1 is a base element in the space
of gn−1-highest vectors with highest weight [m]n−1 and so on. The structure
of the rows depends on the series Bn, Cn or Dn.
The weight of the vector (m) is denoted as ∆(m).
Denote the tableau in which all indices take the maximum possible values
as (m)max. The vector (m)max is a highest vector.
2.2 Wigner coefficients and reduced Wigner coefficients
Let us define Wigner coefficients, reduced Wigner coefficients and let us give
a solution of the multiplicity problem. See also Appendix 8.
Denote an irreducible representation with highest weight [m]n as V
[m]n.
The tableau (m) from which the first row is removed is denoted as (m)n−1.
The Wigner coefficients are matrix elements of an interwinnig operator
Φ : V [m¯]n → V [M ]n ⊗ V [m]n. All such operators are indexed by tableaux such
that
Φ((m)max) = (Γ)⊗ (m)max + l.o.t., (Γ) ∈ V
[M ]n
where l.o.t. (lower order terms) denotes a sum of tensor products of weight
vectors where the second vector has a weight lower than [m]n.
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The corresponding Wigner coefficient is denoted as
<
(
[m¯]n
(m¯)n−1
) (Γ)n−1[M ]n
(M)n−1
( [m]n
(m)n−1
)
> . (2)
This coefficient can be non-zero only if [m¯]n = ∆(Γ) + [m]n. The corre-
sponding Wigner coefficient is denoted as
<
 [m¯]n[m¯′]n
[m¯]n−1

∣∣∣∣∣∣∣
(Γ)n−1
[M ]n
(γ)n−1
∣∣∣∣∣∣∣
 [m]n[m′]n
[m]n−1
 > (3)
2.3 Fundamental Wigner coefficients
In the present paper only the Wigner coefficients are considered for which
[M ]n = [1, 0, ..., 0] = [10˙]n, that is when the tensor factor V
[M ]n is a standard
representation. Such Wigner coefficients are called fundamental.
Note that weight vectors (m) of the standard representations are com-
pletely defined by their weights ∆(m) = [0, ...,±1, ..., 0], where ±1 occurs at
the place i. If i = 0 then only 1 is allowed. Thus the Wigner coefficient is of
type can be denoted as  i[10˙]n
j
 (4)
3 The method of Z-invariants
Let us explain the method of Z-invariants, that allows to describe effectively
the space of gn−1-highest vectors in a gn-representation.
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3.1 Realization of a representation on the space of func-
tions on uppertriangular matrices.
Let g be a classical Lie algebra, denote as n its rank, and let G be the
corresponding Lie group.
Let
G = Z−DZ+
be the Gauss decomposition. Denote the group Z+ of upper triangular ma-
trices with units on the diagonal shortly as Z.
Let us construct a realization of a representation with the highest weight
[m−n,n, ..., m−1,n] on the space of polynomial functions on Z .
The elements of the matrix z ∈ Z are denoted as zij . Thus the functions
are polynomials in variables zij .
Define the function α on the space of diagonal matrices as follows
α(δ) = δ
m−n,n
−n ...δ
m−1,n
−1 ,
where δ ∈ D and δ−n,...,δ−1 are diagonal elements of δ.
Define the action Tg of the element g ∈ G on a function f(z), z ∈ Z as
follows
(Tgf)(z) = α(δ˜)f(z˜), (5)
where δ˜ and z˜ througn the Gauss decomposition of zg
zg = ζ˜ δ˜z˜, ζ˜ ∈ Z−, δ˜ ∈ D, z˜ ∈ Z.
In the space of function on Z the subspace of functions f , that form an
irreducible representation with the highest weight m = [m−n,n, ..., m−1,n] is
defined as follows.
Let Oi be an operator on the space of functions on Z, which is a left
infinitesimal shift on the i-root element. Then the space of functions we
are looking for is the solution space of the following system of differential
equations which is called the indicator system
O
ri+1
i f = 0, ri =
2(m,ωi)
(ωi, ωi)
, i = 1, ..., n, (6)
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where ωi are fundamental weights for gn. We call ri the exponents of the
system (6).
3.2 The highest vectors for the subalgebra gn−1 ⊂ gn,
that preseves the coordinates x−n, xn.
Let Gn = Sp2n, O2n+1, O2n. Identify Gn−1 ⊂ Gn with a subgroup in Gn,
that preserves coordinates x−1, x1. The subgroup Z in Gn is denoted as
Zn. Obviously Zn−1 = Zn ∩Gn−1. Then Gn−1-highest vectors correspond to
polynomials that are invariant under the action of the subgroup Zn−1 and
satisfy the indicator system.
Let us find polynomials invariant under the action of Zn−1. In the case
Sp2n it is done in [2], in the case O2n+1, O2n this can be done in a similar
way. The answer is the following.
The polynomials invariant under the action of Zn−1 are polynomials in
variables z−1,2, ..., z−1,n, z1,2, ..., z1,n in the case of orthogonal groups and in
variables z−1,1, z−1,2..., z−1,−2, z1,2, ..., z1n in the case of symplectic groups.
4 The sketch of the construction
Let us give a sketch the construction of the Gelfand-Tsetlin type base, the
calculation of Wigner coefficients and reduced Wigner coefficients and the
derivation of formulas for the action of generators of the algebra.
The induction in n is used. The subalgebra gn−1 ⊂ gn is identified with
the subalgebra that preserves the coordinates x−1, x1.
At first the case n = 1 is considered, this is the case of algebras o3, sp2,
o2, then the case n = 2 is considered, this is the case of algebras o5, sp4, o4.
Finally the the passage from g2 to gn is considered. This passage is done
simultaneously for all algebras B, C, D. In this step the Gelfand-Tsetlin base
for gn is constructed, Wigner coefficients for gn−1 corresponding to tensor
multiplication on the standard representation are obtained. As before the
Wigner coefficients in the case g2 are calculated separately for the three
series of algebras and the Wigner coefficients for gn, n > 2 are calculated in
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a similar way. Finally the explicit formulas for the action of generator gn in
the base are derived.
Note that the Wigner coefficients for gn−1 are calculated when the alge-
bra gn is considered. Let us stress that the passage from g2 to gn is very
close to the passage from gl3 to gln+1. This relation plays a key role in the
construction.
Is is not necessary to calculate the formulas for the action of all generators.
Indeed, it is enough to obtain the formulas for the action of elements e±α,
where α are simple roots and also formulas for the action of Cartan elements.
Also let us note that the matrices that define the action the element e−α can
be obtained from the matrix that correspond to e−α by conjugation, hence
it is enough to consider only one of the roots ±α.
It is well-know that for the Gelfand-Tsetlin type base the following state-
ment is true. The subalgebra gk ⊂ gn changes only the part of the Gelfans-
Tsetlin tableau that corresponds to gk, and this action does not depend on
the upper rows.
Thus we obtain that it is enough to calculate the weight of the base vector
and also the action of the operators F−1,0 for n = 1, and F−1,−2, F−2,1 for
n = 2 and F−1,−2 for n > 2.
4.1 Notations
For the rows [m]n = [m−n,n, ..., m−1,n] and [m]n−1 = [m−n,n−1, ..., m−2,n−1]
introduce as in [20] the following symbols 4.
Let
∣∣∣∣∣ ni1 : n− 1
∣∣∣∣∣
[m]n,[m]n−1
=
(
(m−2,n−1 −m−1,n)
Π−nj=−1(mj,n −mi1,n−1 − j + i1 + 1)
Π−nj=−2,j 6=i(mj,n−1 −mi1,n−1 − j + i1 + 1)
) 1
2 ,
(7)
be the reduced matrix element for the gln−1-tensor operator En,i. Let
4In [20] it is suggested that m−1,n = 0, that is why the formula (7) is slightly different
from [20]
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∣∣∣∣∣ i1 : ni2 : n− 1
∣∣∣∣∣
[m]n,[m]n−1
= S(i2 − i1)
(Π−nj=−2,j 6=i1(mj,n−1 −mi1,n − j + i1)
Π−nj=−1,j 6=i1(mj,n −mi1,n − j + i1)
·
·
Π−nj=−1,j 6=i2(mj,n −mi2,n−1 − j + i2 + 1)
Π−nj=−2,j 6=i2(mj,n−1 −mi2,n−1 − j + i2 + 1)
) 1
2 ,
, (8)
be a gln reduced Wigner coefficient. Here S(x) = sign(x), S(0) = 1. Let
∣∣∣∣∣ i : nn− 1
∣∣∣∣∣
[m]n,[m]n−1
=
( Π−nj=−2(mj,n−1 −mi,n − j + i)
Π−nj=−1,j 6=i(mi,n −mi,n − j + i)
) 1
2 . (9)
be gln Wigner coefficient.
5 n = 1: the construction for the algebras o3,
sp2, o2.
Let us construct the Gelfand-Tsetlin base and derive formulas for the action
of generators of these algebras.
For the algebras sp2, o2 this is a trivial task, since these algebras are one-
dimensional and their irreducible representations are also one-dimensional.
They are defined by the highest weight which is just one number m−1. Con-
sider the nontrivial case o3.
5.1 The case o3
The Gelfand-Tsetlin base coincides with the standard weight base in a sl2-
representation. But an indexation that we construct differs from the standard
one.
The nonstandard indexation is useful in further investigations since it
allows to establish a relation for Gelfand-Tsetlin bases for the algebras of
series B and A for n = 2.
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Let us use the realization of a representations on the space of functions
on Z. The indicator system in the case of the highest weight m−1,1 (which
is an inter or a half-integer number) is
(
∂
∂z−1,0
)2m−1,1f = 0. (10)
Thus the base vectors in the representation in this realization are mono-
mials zk−1,0, k = 0, ..., 2m−1,1. In [2] it is shown that the vector corresponding
to the monomial zk−1,0, has a weight m−1,1 − k.
However when the Wigner coefficient for sl2 are calculated the orthonomal
base is used, that is the base
eµ =
z
m−1,1−µ
−1,0√
(m−1,1 − µ)!(m−1,1 + µ)!
,
µ = −m−1,1, ..., m−1,1 is the weight of the vector. Below we use this base.
Let us construct two numbers. Put m′−1,1 = [
k
2
], where [ . ] is an integer
part and let σ−1 = 0, 1 be the residue of the division of k by 2. A base vector
can be encoded by a tableau
m−1,1
σ−1 m
′
−1,1,
(11)
The following inequality holds m−1,1 ≥ m
′
−1,1 ≥ 0. Also if m−1,1 = m
′
−1,1
and m−1,1 is an integer then σ−1 = 0.
The weight of the vector encoded by a tableau can be calculated by the
formula m−1,1 − 2m
′
−1,1 − σ1.
Let us find the action of the operator F−1,0. Put g = exp(tF−1,0) ∈ Z,
then Tgf(z) = f(zg). Under the action of F−1,0 the vector z
k
−1,0 is mapped to
kzk−1−1,0. One can easily write how the numbers m
′
−1,1 and σ−1 change under
the action of F−1,0. This gives us a necessary condition for the matrix element
to be non-zero. In this case the matrix element equals to the reduced matrix
element of a o1-tensor operator F−1,0. Thus the following theorem takes
place.
Put [m]1 = [m−1,1, 0], [m
′]1 = [m
′
−1,1].
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Theorem 1. Under the action of F−1,0 the tableau (m) changes in the fol-
lowing way.
1. If σ−1 = 0, then σ−1 diminishes by 1, m
′
−1,1 remain unchanged, the
resulting tableau is multiplied to
∣∣∣∣∣ 2−2 : 1
∣∣∣∣∣
[m]1,[m′]1
.
2. If σ−1 = 1, then m
′
−1,1 diminishes by 1, σ−1 turns to 0, the resulting
tableau is multiplied to
∣∣∣∣∣ 2−2 : 1
∣∣∣∣∣
[m]1,[m′]1
.
6 n = 2: the construction for the algebras o5,
sp4, o4.
In the present Section the restrictions o5 ↓ o3, sp4 ↓ sp2, o4 ↓ o2 are inves-
tigated. Then the Gelfand-Tsetlin base is constructed and the action of the
generators in this base is investigated.
The construction in the three cases o5, sp4, o4 are different. For o5 and sp4
the corresponding problem of restriction is solved by establishing a relation
with the analogous problem of restriction gl3 ↓ gl1.
Note that the Wigner coefficients for o3 = sl2 are known thus for n = 2
it is not necessary to calculate the Wigner coefficients.
6.0.1 The auxiliary problem of restriction gl3 ↓ gl1
Identify the algebra gl3 with the algebra of endomorphisms of the space with
coordinates x−2, x−1, x1, and gl1 is the subalgebra that preserves the last two
coordinates. The problem of restriction gl3 ↓ gl1 is equivalent to the problem
of construction of weight base in a gl3-representation.
We use the realization of a representation with the highest weight [λ−2, λ−1, λ1]
on the space of polynomials on the group Z, that is on the space of polyno-
mials in variables z−2,−1, z−2,1, z−1,1. The indicator system is of type
13
(
∂
∂z−2,−1
+ z−1,1
∂
∂z−2,1
)r−2+1f = 0,
(
∂
∂z−1,1
)r−1+1f = 0,
(12)
where r−2 = λ−2 − λ−1, r−1 = λ−1.
The solution space of this system is spanned by polynomials of type
f = f0(z−2,−1, z−2,1, z−1,1)z
p
−1,1, (13)
where f0 is a polynomial solution of the first equation, that is not divisible
by z−1,1. The following inequality must hold
degz−1,1f0 + p ≤ r−1,
where degz−1,1f0 is the degree of f0 as a polynomial in z−1,1.
There exist a base in the representation whose vectors are encoded by
Gelfand-Tsetlin tableaux
λ−2 λ−1 λ1
λ−2,2 λ−1,2
λ−2,1.
(14)
6.1 The construction in the case o5
Consider a representation of o5 with the highest weight [m−2,2, m−1,2].
6.1.1 The problem of restriction o5 ↓ o3
Using the method of Z-invariants (see Section 3.2) let us investigate how an
o5-representation branches when we restrict the algebra o5 ↓ o3. The poly-
nomials on Zo5 , that are invariant under the action of Zo3 , are polynomials
in variables z−2,−1, z−2,1, z−1,0.
The indicator system is
14
(
∂
∂z−2,−1
+ z−1,1
∂
∂z−2,1
)r−2+1f = 0,
(
∂
∂z−1,0
)r−1+1f = 0,
(15)
where r−2 = m−2,2 −m−1,2, r−1 = 2m−1,2. Note that z−1,1 = −
z2
−1,0
2
.
The solution space of this system is spanned by polynomials of type
f = f0(z−2,−1, z−2,1, z−1,1)z
p
−1,0, (16)
where f0 is a polynomial solution of the first equation that is not divisible
by z−1,1. The following inequality must take place
2degz−1,1f0 + p ≤ r−1.
Let us establish a correspondence between the problems of restriction
o5 ↓ o3 and gl3 ↓ gl1. Consider the cases when p = 2p
′ is even and when
p = 2p′ + 1 is odd.
1. In the case p = 2p′ to the solution (16) with the parameter p of the
system (15) with exponents r−2, r−1 there correponds a solution (13)
with the parameter p′ of the system (12) with exponents r−2,
r−1
2
f0(z−2,−1, z−2,1, z−1,1)z
p
−1,0 7→ f0(z−2,−1, z−2,1, z−1,1)z
[ p
2
]
−1,1.
This correspondence is a bijection between the solution space of (15)
with an even parameter p and the solution space of (12).
2. In the case p = 2p′+1 to the solution (16) with the parameter p of the
system (15) with exponents r−2, r−1 there correponds a solution (13)
with the parameter p′ of the system (12) with exponents r−2,
r−1
2
f0(z−2,−1, z−2,1, z−1,1)z
p
−1,0 7→ f0(z−2,−1, z−2,1, z−1,1)z
[ p
2
]
−1,1.
This correspondence is a bijection between the solution space of (15)
with an odd parameter p and the solution space of (12).
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6.1.2 The Gelfand-Tsetlin base for o5
In the case gl3 the indicator system with exponents r−2,
r−1
2
corresponds to
the highest weight [m−2,2, m−1,2, 0]. Base vectors of a representation of gl3
are encoded by tableaux (14).
Denote as σ−1 the residue of the division of p by 2. Using the corre-
spondence that was established in the previous subsection one obtains that
o3-highest vectors in a o5-representation are encoded by gl3-tableaux (from
which the zero in the upper row is removed) with an additional number σ−2,
that is by tableaux of type
m−2,2 m−1,2
σ−2 m
′
−2,2 m
′
−1,2
m−2,1.
(17)
The following inequalities must take place
m−2,2 ≥ m
′
−2,2 ≥ m−1,2 ≥ m
′
−1,2 ≥ 0 (18)
m′−2,2 ≥ m−2,1 ≥ m
′
−1,2. (19)
Also ifm′−2,2 = 0, then σ−2 = 0. Indeed, consider the inequality 2degz−1,1f0+
p ≤ r−1, and divide it by two. One obtaines degz−1,1f0 + p
′ + σ−2 ≤
r−1
2
.
From here we conclude that if r−1 is even (that is when the highest weight
[m−2,2, m−1,2] is integer) and p
′ takes he maximm value then σ−2 = 0. The
fact that p′ takes the maximum value means that m′−2,2 = 0 (see explicit
formula for the polynomial on Z, corresponding to a gl3-tableau in [2]).
To be able to use this indexation of o3-highest vectors for the construction
of the Gelfand-Tsetlin type base we must prove the following Proposition.
Proposition 1. The number m−2,1 in the tableau (17) is the o3-weight of
the vector that is encoded by the tableau.
The proof is elementary, it can be found in Appendix in Section 8.6.
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Using the inductive procedure of the construction of the Gelfand-Tsetlin
type base we obtain that the vectors of the representation are encoded by a
tableau (m), that is obtained by adding to the tableau (17) the tableau (11),
that is by a tableau (m) of type
m−2,2 m−1,2
σ−2 m
′
−2,2 m
′
−1,2
m−2,1
σ−1 m
′
−2,1.
(20)
The elements of this tableau must satisfy the inequalities corresponding
to the tableaux (17), (11).
Let us give formulas for the weight [∆(m)−2,∆(m)−1] of the vector en-
coded by tableau. It is enough to give a formula for ∆(m)−1.
Proposition 2. ∆(m)−1 = −2
∑
im
′
i,2 +
∑
imi,2 +m−2,1 − σ−2
The proof can be found in Appendix in Section 8.6.
6.1.3 Reduced matrix elements for o5
To calculate matrix elements of generators in the base that we have con-
structed we need explicit formulas for reduced matrix elements of oper-
ators F−1,−2 and F1,−2, viewed as o3-tensor operators acting between o3-
representations into which an o5-representation splits
Let (m¯)red, (m)red be two tableaux of type (17) that define o3-highest
vectors in a o5 representation. Let (m¯)
∗
red and (m)
∗
red be two gl3-tableux, that
are obtained from (m¯)red, (m)red by removing the number σ1 and adding 0
to the upper row in the right.
The reduced matrix element of a o3-tensor operator F±1,−2 depends on
tableaux (m¯)red, (m)red. Denote it < (m¯)red|F±1,−2|(m)red >red.
Denote as < (m¯)∗red|±1,−2|(m)
∗
red > a gl3-matrix element.
The following lemma takes place.
17
Lemma 1. The matrix elements for o5 and gl3 are equal
< (m¯)red|F±1,−2|(m)red >red=< (m¯)
∗
red|±1,−2|(m)
∗
red > (21)
Proof. The proof uses the following fact. Let (m)max be a o5-tableau that is
obtained from (m)red by adding maximal rows below.
Proposition 3. The following equality takes place
< (m¯)max | F±1,−2 | (m)max >=< (m¯)red | F±1,−2 | (m)red >red (22)
The proof can be found in Appendix in Section 9.
Let us return to the proof of Lemma. It enough to prove that
< (m¯)max | F±1,−2 | (m)max >=< (m¯)
∗
red|±1,−2|(m)
∗
red > .
Let f = zp−1,0f0(z−2,−1, z−2,1, z−1,1) be a polynomial corresponding to
(m)max. One can easily check that under the action of e
tF−2,−1 it is trans-
formed into the polynomial zp−1,0f0(z−2,−1 + t, z−2,1, z−1,1).
To the vector (m)∗red there corresponds a polynomial f
∗ = z
[ p
2
]
−1,1f0(z−2,−1, z−2,1, z−1,1).
One can easily check that under the action of etE−2,−1 it is transformed into
the polynomial z
[ p
2
]
−1,1f0(z−2,−1 + t, z−2,1, z−1,1).
Thus the actions of F−2,−1 and E−2,−1 on the highest o3 and gl1 vectors
are agreed with the correspondence that was constructed in Section 6.1.1.
Thus the matrix elements of these operators are equal. Hence the matrix
elements of the operators F−1,−2 and E−1,−2 are equal. Using Proposition 3
we prove the lemma for the operators F−1,−2 and E−1,−2.
Analogously under the action of the operator etF−2,1 , the polynomial f is
transformed into the polynomial zp−1,0f0(z−2,−1, z−2,1 + t, z−1,1). The polyno-
mial f ∗ = z
[ p
2
]
−1,1f0(z−2,1, z−2,1, z−1,1) corresponding to (m)
∗
red under the action
f the operator etE−2,1 is transformed into the polynomial z
[ p
2
]
−1,1f0(z−2,−1, z−2,1+
t, z−1,1).
Form this fact we obtain the statement of Lemma for operators F1,−2 and
E1,−2.
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Let us find reduced matrix elements for operators F−1,2 and F1,2 using
the lemma.
Put [m]2 = [m−2,2, m−1,2, 0], [m
′]2 = [m
′
−2,2, m
′
−1,2], [m]1 = [m−2,1].
Let us prove theorems
Theorem 2. The reduced matrix element < (m¯)red | F1,−2 | (m)red >red can
be nonzero only if the following condition holds. There exist a unique index
i1 = −2 or −1 such that m¯
′
i1,2 = m
′
i1,2 − 1, and for the other index i one has
m¯′i,2 = m
′
i,2. Also m¯−2,1 = m−2,1 − 1.
If this condition holds one has
< (m¯)red | F1,−2 | (m)red >red=
∣∣∣∣∣ 3i1 : 2
∣∣∣∣∣
[m]2,[m′]2
∣∣∣∣∣ i1 : 2−2 : 1
∣∣∣∣∣
[m′]2,[m]1
, (23)
Proof. By Lemma 1 it is enough to find matrix elements for the operator
E1,−2.
In [1] in the case gln the following formula is proved
< (m¯) | E1,−2 | (m) >=
∣∣∣∣∣ ni1 : n− 1
∣∣∣∣∣
[m]n,[m]n−1
∣∣∣∣∣i1 : n− 1i2 : n− 2
∣∣∣∣∣
[m]n−1,[m]n−2
∣∣∣∣∣i2 : n− 2n− 3
∣∣∣∣∣
[m]n−2,[m]n−3
,
(24)
where [m]k is the k-th row in the Gelfand-Tsetlin tableau (m).
It is suggested that one has m¯ij ,j = mij ,j − 1, and for k 6= ij one has
m¯i,j = mi,j . In all other cases < (m¯) | E1i | (m) > vanishes.
If one considered E1,−2 as a gln−2-tensor operator then the first two factors
are a reduced matrix element and the last is a Wigner coefficient.
If one puts n = 3 then (since i2 = −2) one gets
< (m¯)red | E1,−2 | (m)red >red=
∣∣∣∣∣ 3i1 : 2
∣∣∣∣∣
[m]3,[m]2
∣∣∣∣∣ i1 : 2−2 : 1
∣∣∣∣∣
[m]2,[m]1
. (25)
Using now Lemma 1 we prove the Theorem.
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Let us find the formula for the reduced matrix element of the operator
F−1,−2.
Theorem 3. The reduced matrix element < (m¯)red | F−1,−2 | (m)red >red can
be nonzero only if the following condition holds. One has m¯−2,1 = m−2,1 − 1
and all other entries of (m¯) and (m) are equal.
If this condition holds one has
< (m¯)red | F−1,−2 | (m)red >red=
∣∣∣∣∣ 2−2 : 1
∣∣∣∣∣
[m′]2,[m]1
, (26)
Proof. By Lemma 1 it is enough to find matrix elements E−1,−2. One has
the formula
< (m¯)red | E−1−2 | (m)red >=
∣∣∣∣∣ ni1 : n− 1
∣∣∣∣∣
[m]n,[m]n−1
∣∣∣∣∣i1 : n− 1n− 2
∣∣∣∣∣
[m]n−1,[m]n−2
,
(27)
where [m]k is the k-th row of the Gelfand-Tsetlin tableau (m). It is
suggested that m¯i1,n = mi1,n − 1 and m¯j,n = mj,n for j 6= i1. The first factor
is the reduced matrix element. Put n = 2, using Lemma 1 we obtain the
statement of the Theorem
6.1.4 Matrix elements
Using calculation that were done in the previous sections let us derive for-
mulas for matrix elements of generators of o5 in the base that we have con-
structed.
It is enough to give formulas for the matrix elements of operators. F−1,−2
и F1,−2. The following theorem takes place.
Theorem 4. The matrix element < (m¯)red | F1,−2 | (m)red >red can be
nonzero only if the following condition holds. There exist a unique index
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i1 = −2 or −1 such that m¯
′
i1,2 = m
′
i1,2 − 1, and for the other index i one has
m¯′i,2 = m
′
i,2. Also m¯−2,1 = m−2,1 − 1.
If this condition holds one has
< (m¯)|F1,−2|(m) >=
∣∣∣∣∣ 3i1 : 2
∣∣∣∣∣
[m]2,[m′]2
∣∣∣∣∣ i1 : 2−2 : 1
∣∣∣∣∣
[m′]2,[m]1
∣∣∣∣∣−2 : 21
∣∣∣∣∣
[m]1,[m′]1
. (28)
The matrix element < (m¯) | F−1,−2 | (m) > can be nonzero only if the
following condition holds. One has m¯−2,1 = m−2,1 − 1 and all other entries
of (m¯) and (m) are equal.
If this condition holds one has
< (m¯)|F−1,−2|(m) >=
∣∣∣∣∣ 2−2 : 1
∣∣∣∣∣
[m′]2,[m]1
∣∣∣∣∣−2 : 21
∣∣∣∣∣
[m]1,[m′]1
, (29)
Proof. The Theorem is immediately proved using the Wigner-Ekcart theo-
rem.
6.2 The construction in the case sp4
Consider an irreducible representation of sp4 with the highest weight [m−2,2, m−1,2].
Since the algebra sp2 is one dimensional the problem of restriction sp4 ↓ sp2
is equivalent to the problem of construction of a base in a sp4-representation.
6.2.1 The problem of restriction sp4 ↓ sp2
Let us investigate the problem of restriction sp4 ↓ sp2 using the method of
Z-invariants. The polynomials Zsp4 that are invariant under Zsp2 are poly-
nomials in variables z−2,−1, z−2,1, z−1,1.
The indicator system is
(
∂
∂z−2,−1
+ z−1,1
∂
∂z−2,1
)r−2+1f = 0
(
∂
∂z−1,1
)r−1+1f = 0,
(30)
where r−2 = m−2,2 −m−1,2, r−1 = m−1,2.
The system (30) is exatly the system (12), that appears in the problem
of restricton gl3 ↓ gl1.
6.2.2 The Gelfand-Tsetln type base for sp4
In the case gl3 the indicator system with exponents r−2, r−1 corresponds to
the highest weight [m−2,2, m−1,2, 0]. Base vectors of a gl3-representation are
encoded by tableaux (14). Hence the base vectors of a sp4-representation can
be encoded by a gl3-tableau (form which we remove zero in the upper row),
that is by tableaux of type
m−2,2 m−1,2
m′−2,2 m
′
−1,2
m−2,1.
(31)
The entries of this tableau must satisfy the inequalities
m−2,2 ≥ m
′
−2,2 ≥ m−1,2 ≥ m
′
−1,2 ≥ 0 (32)
m′−2,2 ≥ m−2,1 ≥ m
′
−1,2. (33)
The following Proposition takes place
Proposition 4. The number m−2,1 in the tableau (31) is the sp4-weight of
the corresponding vector
The proof is analogous to the proof of the Proposition 1.
Let us give the formula for the weight [∆(m)−2,∆(m)−1] of the vector
encoded by the tableau (m). It is enough to consider ∆(m)−1.
Proposition 5. ∆(m)−1 = −2
∑
im
′
i,2 +
∑
imi,2 +m−2,1
The proof of this Proposition is analogous to the proof of Proposition 5.
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6.2.3 Matrix elements for sp4
Matrix elements for F−1,−2 and F1,−2 can be calculeted if we consider these
opearators as sp2-tensor operators acting between sp2-representations into
which a sp4-representation splits.
Let us we write the Wigner-Eckart theorem for F−1,−2 and F1,−2. Since
the algebra sp2is one dimensional, the corresponding Wigner coefficient is
zero. Hence the matrix elements of F−1,−2 and F1,−2 equal to the reduced
matrix elements.
As in Section 6.1.3 let us find the relation of these reduced matrix elements
with the analogous matrix elements for gl3.
Let (m¯), (m) be two tableaux of type (31), and let (m¯)∗, (m)∗ be two
tableaux for gl3, that are obtained from (m¯), (m) by adding zero 0 to the
upper row in the right. The following Lemma takes place.
Lemma 2. Matrix elements for sp4 and gl3 are equal
< (m¯)|F±1,2|(m) >=< (m¯)
∗|±1,2|(m)
∗ > (34)
The proof is analogous to the proof of Lemma 1.
Introduce notations [m]2 = [m−2,2, m−1,2, 0], [m
′]2 = [m
′
−2,2, m
′
−1,2], [m]−1 =
[m−2,1].
Using Lemma 2,let us calculate matrix elements for F−1,2 and F1,2. They
are given by the follolwing theorem.
Theorem 5. The matrix element < (m¯) | F1,−2 | (m) > can be nonzero
only if the following condition holds. For one index i1 = −2 or −1 one has
m¯′i1,2 = m
′
i1,2
− 1, and for another one has m¯ij = mij. Also m¯2,1 = m2,1 − 1.
If this condition holds one has
< (m¯) | F1,−2 | (m) >=
∣∣∣∣∣ 3i1 : 2
∣∣∣∣∣
[m]2,[m′]2
∣∣∣∣∣i1 : −2−2 : 1
∣∣∣∣∣
[m′]2,[m]1
, (35)
The matrix element < (m¯) | F−1,−2 | (m) > can be nonzero only if the
following condition holds. One has m¯−2,1 = m−2,1− 1 and all othe entries of
(m¯) and (m) are equal. If this condition holds one has
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< (m¯) | F−1,−2 | (m) >=
∣∣∣∣∣ 2−2 : 1
∣∣∣∣∣
[m′]2,[m]1
, (36)
The proof of this Theorem is base on Lemma 2 and is analogous to the
proof of Theorem 2.
6.3 The construction in the case o4
Let us be given a o4-represention with the highest weight [m−2,2, m−1,2]. Since
the algebra o2 is one dimensional the problem of restriction o4 ↓ o2 is equiv-
alent to the problem of construction of a base in a o4-representation.
6.3.1 The problem of restriction o4 ↓ o2
Consider the problem of restriction o4 ↓ o2. The polynomials on Zo4 that are
invariant under Zo2 are the polynomials in variables z−2,−1, z−2,1.
The indicator system is
(
∂
∂z−2,−1
)r−2+1f = 0,
(
∂
∂z−2,1
)r−1+1f = 0,
(37)
where r−2 = m−2,2 −m−1,2, r−1 = m−2,2 +m−1,2.
All polynomial solutions are linear combination of the following polyno-
mials (we use the standard normalization for sl2)
f =
z
p
−2,−1√
p!(2r−1 − p)!
z
q
−2,1√
q!(2r−2 − q)!
,
0 ≤ p ≤ r−2,
0 ≤ q ≤ r−1.
(38)
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6.3.2 The Gelfand-Tsetlin type base for o4
We see that there exist a base whose vectors are defined by two numbers p,
q. Following Molev (see [6]) let us define another indexation. Put
m′−2,2 = m−2,2 −min{p, q}, m−2,1 = m−1,2 − p+ q. (39)
Proposition 6. The numbers p and q are reconstructed as follows
1. Если m′−2,1 −m−1,2 > 0, то p = m−2,2 −m
′
−2,2, q = m−2,2 −m
′
−2,2 +
m′−2,1 −m−1,2.
2. Если m′−2,1 −m−1,2 ≤ 0, то q = m−2,2 −m
′
−2,2, p = m−2,2 −m
′
−2,2 −
m′−2,1 +m−1,2.
Let us construct the Gelfand-Tsetlin type tableau in the following way
m−2,2 m−1,2
m′−2,2
m−2,1
(40)
The equalities (38) are satisfied if and only if (see [6]), when the following
inequalities take place
m−2,2 ≥ m
′
−2,2 ≥ |m−1,2| (41)
m′−2,2 ≥ |m−2,1| (42)
One has
Proposition 7. The number m−2,1 in the tableau (40) is the o2-weight of
the corresponding vector.
The proof is analogous to the proof of Proposition 1.
Let us give formulas for the weight [∆(m)−2,∆(m)−1] of the vector en-
coded by the tableau (m). It is enough to consider the component ∆(m)−1.
Proposition 8. ∆(m)−1 = −2
∑
im
′
i,2 +
∑
imi,2 +m−2,1
The proof is analogous to the proof of Proposition 2.
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6.3.3 Matrix elements
Since the construction of the Gelfand-Tsetlin type base for o4 has another
character than the construction for the algebras o5 and sp4 the calculation
of matrix elements does not use the Wigner-Eckart theorem. It is based on
the isomorphism o4 ≃ sl2 ⊕ sl2.
The operator F−1,−2 increases the number p by 1 and multiplies the vector
on the reduced matrix element
√
p!(2r−2 − p)!.
The operator F−1,2 increases the number q by 1 and multiplies the vector
on the reduced matrix element
√
q!(2r−1 − q)!.
When we pass to the Gelfand-Tsetlin type tableaux then using Proposi-
tion 6, we obtain the theorem
Theorem 6. The action of F−1,−2 on the tableau (40) is described as follows.
Ifm′2,1−m−1,2+1 ≤ 0, then F−1,−2 diminishesm−2,1 by 1. Ifm
′
2,1−m−1,2+1 >
0 then also m′−2,2 diminishes by 1. In both cases the vector is multiplied onto√
p!(2r−2 − p)! (see Proposition 6).
The action of F−1,2 on the tableau (40) is described as follows. If m
′
2,1 −
m−1,2 − 1 ≥ 0, then F−1,−2 increases m−2,1 by 1. If m
′
2,1 − m−1,2 + 1 < 0
then also m′−2,2 diminishes by 1. In both cases the vector is multiplied by√
q!(2r−1 − q)! (see Proposition 6).
7 The construction in the case gn
In the present section in the case n > 2 we construct a Gelfand-Tsetlin
type base in a gn-representation, the construction is similar for all algebras.
Then we calculate the Wigner coefficients for gn−1, the calculations for g2 are
different for series B,C,D but the calculations for gn, n > 2 are similar for
all algebras. Then we derive explicit formulas for the action of generators in
the Gelfand-Tsetlin type base.
Consider a gn-representation with the highest weight [m−n,n, ..., m−1,n].
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7.1 The indicator system in the problem of restriction
gn ↓ gn−1
The indicator system In can be presented as a union of two systems of equa-
tion: I ′n and I2. Нere I2 is an indicator system that appears in the problem of
restriction g2 ↓ g1, it is different for series B, C, D (see Sections 6.1.1, 6.2.1,
6.3.1), and the system I ′n is the same for all algebras, this is the following
system
(z−n+1,−1
∂
∂z−n,−1
+ z−n+1,1
∂
∂z−n,1
)r−n+1f = 0,
...,
(z−2,−1
∂
∂z−3,−1
+ z−2,1
∂
∂z−3,1
)r−3+1f = 0.
(43)
The exponents ri are defined by formulas
r−n = m−n,n −m−n+1,n, ..., r−3 = m−3,n −m−2,n. (44)
The indicator system has this type not only in the problem of restriction
gn ↓ gn−1 for all algebras gn = o2n+1, sp2n, o2n, but also in the problem of
restriction gln+1 ↓ gln−1.
Using this remark let us construct a base in the solution space of In,
starting from a base in the solution space of I2. Firstly let us show how
this base is constructed in the case gln+1, and then let us show that this
construction is valid also in the case gn.
Consider the algebra gln+1. Let this algebra act in the space with co-
ordinates x−n, x−n+1, ..., x−1, x1. Then gln−1-highest vector are indexed by
tableaux
m−n,n, m−n+1,n, m−n+2,n, , .... m−3,n, m−2,n, m−1,n, m1,n
m−n,n−1, m−n+1,n−1, , .... m−3,n−1, m−2,n−1, m−1,n−1,
m−n,n−2, m−n+1,n−2, , .... m−3,n−2, m−2,n−2,
(45)
the entries of this tableau must satisfy the betweeness conditions.
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The procedure of construction of solutions consists of two steps.
Step 1. Let us start with a solution f(z−2,−1, z−2,1, z−1,1) of the system
I2, corresponding to a gl3-tableau
m−2,n, m−1,n, m1,n
m−2,n−1, m−1,n−1 ,
m−2,n−2,
(46)
Also f is a solution of the sysytem In, which is encoded by a tableau
m−n,n, m−n+1,n, m−n+2,n, , .... m−3,n, m−2,n, m−1,n, m1,n
m−n,n, m−n+1,n, , .... m−3,n, m−2,n−1, m−1,n−1,
m−n,n, m−n+1,n, , .... m−3,n, m−2,n−2,
(47)
Step 2. Let us transform the solution f of the system In to the solution
that corresponds to the tableau (45). In [2] it is shown that the polynomial
corresponding to the tableau (45) is of type
−2∏
i=−n
∇
mi,n−1−mi,n−2
−1,i
−1∏
i=−n
z
mi,n−mi,n−1
i,1 (48)
where
∇k,i =
∑
j1<...<js
cj1...jsEk,j1Ej1,j2...Ejs,j ,
cj1,....,js =
∏
k>j>i,j 6=jk
(Ei,i − Ej,j + j − i).
(49)
One can easily check that the operators ∇−1,i and the operator of mul-
tiplication on zj,1 commute for i < j, thus the polynomial corresponding to
(45) can be written as
(
−3∏
i=−n
∇
mi,n−1−mi,n−2
−1,i
−3∏
i=−n
z
mi,n−mi,n−1
i,1 )(∇
m−2,n−1−m−2,n−2
−1,−2 z
m−2,n−m−2,n−1
−2,1 z
m−1,n−m−1,n−1
−1,1 ).
(50)
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The second expression in (50) is the polynomial f up to multiplication
on a constant. Introduce a notation for the first factor.
Ωgln+1 =
−3∏
i=−n
∇
mi,n−1−mi,n−2
−1,i
−3∏
i=−n
z
mi,n−mi,n−1
i,1 . (51)
Thus to the tableau (45) there corresponds the vector
Ωgln+1f. (52)
Let us fomulate the statement that we have proved. For this let us give
a definition.
Definition 1. Let f be a polynomial corresponding to the tableau (46).
A set of operators of type (51) is called admissible, if after application of
operators from this set to f one obtaines all solutions of I ′n in the space of
polinomials F (z−n,−1, z−n,1, ...., z−3,1, z−2,−1, z−2,1) with coeffisients in C with
the initial condition F (0, 0, ...., 0, z−2,−1, z−2,1) = f(z−2,−1, z−2,1). And also
Ω1f 6= Ω2f , where Ω1 6= Ω2 are admissible operators.
The previous discussion shows that the set of admissible operators depend
on the elementsm−2,n, m−2,n−1, m−2,n−2 of the tableau (46) only. An operator
Ωgln+1 is admissible if and only if the nubmers mi,n, mi,n−1, mi,n−2 satisfy
m−n,n ≥ m−n,n−1 ≥ m−n+1,n ≥ .... ≥ m−3,n ≥ m−3,n−1 ≥ m−2,n
m−n,n−1 ≥ m−n,n−2 ≥ m−n+1,n−1 ≥ .... ≥ m−3,n−1 ≥ m−3,n−2 ≥ m−2,n−1,
(53)
( Using explicit formula for the polynomial f (see [2]) corresponding to the
tableau (46), one can see that the numbers m−2,n, m−2,n−1, m−2,n−2 are de-
fined by the degrees of variables z−2,−1, z−2,1 in the polynomial f .
Put z−1,1 = 1, one gets the proposition.
Proposition 9. In the case gln+1 all solution of the system I
′
n in the space of
polynomias of type F (z−n,−1, z−n,1, ...., z−3,1, z−2,−1, z−2,1) with coefficients in
C with the initial condition F (0, 0, ...., 0, z−2,−1, z−2,1) = f(z−2,−1, z−2,1). can
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be written as Ωgln+1f , where the set of admissible operators Ωgln+1 is defined
by the monomials of f or by inequalities (53).
Let us give an analogous construction in the case gn.
Put k = C(z−1,0) in the case o5, put k = C(z−1,1) in the case sp4, put
k = C in the case o4.
Note that in the case gn the operator Fij acts on a polynomial in variables
z−2,−1, z−2,1, ...., z−n,−1, z−n,1 exactly in the same way as the operator Eij acts
on this polynomial.
Definition 2. Define a operator Ωgn by formulas (51), (49), where Eij is
replaced to Fij .
Now let us construct the set of admissible operators Ωgn . Let us be given
a g2-tableau D and denote the corresponding polynomial as f . Our next
pupose is to describe the set of admissible operators Ωgn , such that applying
them to f we obtain all solutions of I ′n with the initial consdition f as in
Proposition 9.
In the cases o2n+1, sp2n in Sections 6.1.1, 6.2.1 a correspondence between
problems of restriction gl3 ↓ gl1 and o5 ↓ o3, sp4 ↓ sp2 was established.
This correpondence is generated by a corresponce between solution spaces of
indicatir systems. The later correspondence preserves the degrees of variables
z−2,−1, z−2,1.
The system I ′n is the same in the case gn and in the case gln+1. Thus one
gets that the condition providing that an operator is admissible in the cases
Ωo2n+1 , Ωsp2n and in the case Ωgln+1 are the same. This condition is the set of
inequalities (53).
Now let us find the admissible operators in the case o2n. In the case
gl3 the element m−2,n−1 of the Gelfand-Tsetlin tableau can be charateried as
follows. We act on the vector corresponding to the tableau by the raising
operator Ek−1,−2 for the maximum possible k. We obtain a gl2-highest vector.
Then m−2,n−1 is a (−2)-component of it’s highest weight.
Consider a vector gl3-representation defind by a polynomial z
p
−2,−1z
q
−2,1,
it is a linear combination of tableaux. Let us give a formula for the biggest
elementm−2,n−1 of these tableaux. Under the action E
k
−1,−2 this polynomial is
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tranformed into constzp−k−2,−1z
q−k
−2,1. Thus the maximum value of k is min(p, q).
Hence
m−2,n−1 = m−2,n −min(p, q). (54)
In the case o4 to a Gelfand-Tsetlin type tableax there corresponds a poly-
nomial constzp−2,−1z
q
−2,1. The formula for the element m
′
−2,2 of this tableau
is just (54).
Also in the case of the problem of restriction gl3 ↓ gl1 the element m−2,n−2
is the weight of the corresponding vector relatively the subalgebra gl1. In the
case gn = o4 and the problem of the restriction gn ↓ gn−1 the element m−2,1
is the weight relatively gn−1 = o2.
Thus in the case Ωo2n and in the case Ωgln+1 are the same. This condition
is the set of inequalities (53).
The following analog of the Proposition 9 takes place.
Proposition 10. In the case gn all solutions of the system I
′
n in the space of
polynomials F (z−n,−1, z−n,1, ...., z−3,1, z−2,−1, z−2,1) with coefficients in k with
the initial condition F (0, 0, ...., 0, z−2,−1, z−2,1) = f(z−2,−1, z−2,1). can be writ-
tem as Ωgnf , where only the admissible operators Ωgn are taken.
Note that if f is a polynomial over C then Ωgnf is a polynomial over C.
Using an explicit description of admissible operators one obtains a propo-
sition
Proposition 11. In the case gn all polynomial soltions In can be written as
Ωgnf , they are encoded by tableaux of type
m−n,n, m−n+1,n, m−n+2,n, , .... m−3,n,
m′−n,n, m
′
−n+1,n, , .... m
′
−3,n, D
m−n,n−1, m−n+1,n−1, , .... m−3,n−1, ,
(55)
where D is a Gelfand-Tsetlin type tableaux for a g2-representation with the
highest weight [m−2,n, m−1,n]. The following inequalities must take place
m−n,n ≥ m
′
−n,n ≥ m−n+1,n ≥ .... ≥ m−3,n ≥ m
′
−3,n ≥ m−2,n ≥ ...
m′−n,n ≥ m−n,n−1 ≥ m
′
−n+1,n ≥ .... ≥ m
′
−3,n ≥ m−3,n−1 ≥ m
′
−2,n ≥ ...,
(56)
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supplied with the inequalities corresponding to the g2-tableau D.
The polynomial f is defined by D, and Ωgn is defined by the rest part of
the tableau (55).
7.2 The Gelfand-Tsetlin type base for gn
To use this indexation of gn−1-highest obtain in Proposition 11 vectors for the
construction of the Gelfand-Tsetlin type base we must prove the following
Proposition.
Proposition 12. The lower row in (55) is the gn−1-weight of the correspond-
ing gn−1-highest vector.
Proof. The proof is based on the following fact. Let us be given a polynomial
from k[z−3,−1, z−3,1, ..., z−n,−1, z−n,1], corresponding to the tableau (55). The
action on it of the operators Ei,i i = −n, ...,−3, in the case gln+1, and of the
operators Fi,i, in the case gn, coincide.
For the operatorsEi,i this polynomial is an eigenvector with the eigenvalue
mi,n−2. Thus for the components of the weight with indices i = −n, ...,−3
the statement is proved. For i = −2 the statement follows form the analogous
statement for g2.
Applying the standard procedure of construction of the Gelfand-Tsetlin
base we obtain the Theorem.
Theorem 7. In a represention of gn there exist a base called the Gelfand-
Tsetlin type base. Its vector are encoded by tableaux (1). The rows [m]k, [m
′]k, [m]k−1
of these tableaux are of type (55), where D is a Gelfand-Tsetlin tableau for
g2.
The elements of these tableaux satisfy the inequalities (56), supplied with
inequalities corresponding to the g2-tableau D.
Let us give the formulas for the weight of the vector encoded by a tableau
(m). Denote it as
∆(m) = [∆(m)−n, ...,∆(m)−1], (57)
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Proposition 13.
∆(m)−k+n−1 = −2
∑
i
m′i,k +
∑
i
mi,k +
∑
i
mi,k−1 in the cases sp2n, o2n,
∆(m)−k+n−1 = −2
∑
i
m′i,k +
∑
i
mi,k +
∑
i
mi,k−1 − σ−k in the cases o2n+1
The proof can be found in Appendix in Section 8.7.
7.3 Reduced matrix elements
To calculate Wigner coefficients and matrix elements of generators we need
reduced matrix elements of the operator F−1,−2, viewed as gn−1-tensor op-
erator that acts between gn−1-representations into which a gn-representation
splits.
Let (m¯), (m)be two tableaux for the algebra gn. In the calculation of the
reduced matrix elements we can suggest that these tableaux are maximal
with respect to the subalgebra gn−1.
Definition 3. Denote as (m)red the part of the tableau (m), formed by
three upper rows (that is the tableau (55)) from which the g2-tableau D is
removed. Thus the three upper rows of (m) (on which the reduced matrix
element depend) can be written as (m)redD.
Note that (m)red is also a part of a gln+1-tableau. Its three upper rows
can be written as (m)redD, where D is a gl3-tableau. The action of E−1,−2
on the tableau (m)redD is know (see [2]). The result is a linear combination
of tableaux, the i-th tableau in this combination is obtained by subtracting
1 from the i-th element of the third row.
Thus one can write
E−1,−2((m)redD) = (E−1,−2(m)red)D + (m)red(E−1,−2D). (58)
To obtain an analogous equality for F−1,−2, let us use the formula for the
polynomial f , corresponding to (m)redD that was obtained in 7.1. One has
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f = Ωgnc, (59)
where cis a polynomial, corresponding to D.
The action of E−1,−2 on f is described as follows. We multiply the ex-
pression (59) onto E−1,−2 in the left and then move E−1,−2 to f0. From
the commutation relations new summands appear. They correspond to the
member (E−1,−2(m)red)D in the expression (58). The member corresponding
to the action of E−1,−2 on f0, corresponds to the member (m)red(E−1,−2D)
in the expression (58).
Let us formulate the ruler for calculation of < (m¯)red|F−1,−2|(m)red >red.
Lemma 3.
F−1,−2((m)redD) = (E−1,−2(m)red)D + (m)red(F−1,−2D). (60)
Proof. The proof is an immediate consequence of the following fact. The
correspondence: Ei,−2 7→ Fi,−2, i = −n, ...,−1 is agreed with commutators.
Let us give an explicit formula for the reduced matrix elements.
Note that when we apply the operator
Ωgln+1 =
−3∏
i=−n
∇
m′i,n−mi,n−1
−1,i
−3∏
i=−n
z
mi,n−m′i,n
i,1 , (61)
to the function, which is identically equal to one, we get a vector corre-
sponding to the diagram
m−n,n, m−n+1,n, m−n+2,n, , .... m−3,n, m−2,n, m−1,n, m1,n
m′−n,n, m
′
−n+1,n, , .... m
′
−3,n, m−2,n, m−1,n,
m−n,n−2, m−n+1,n−1, , .... m−3,n−1, m−2,n,
(62)
where the gl3-tableau on the right is maximal. Denote this gl3-tableau as
Dmax.
Define the symbol < (m¯)red | E−1,−2 | (m)red >red as follows. If these
exists i1 = −n, ...,−3, such that m¯i1,n−1 = mi1,n−1− 1 and all other elements
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of rows (m¯)red, (m)red coincide that it equals the gln+1-matrix element <
(m¯)redDmax | E−1,−2 | (m)redDmax >. Otherwise it is zero.
An explicit formula for the matrix element < (m¯)redDmax | E−1,−2 |
(m)redDmax > is obtained in [2]. It equals∏−1
i=−n(l
′
i,n − li1,n−1)∏−2
i=−n,i 6=i1
(li,n−1 − li1,n−1)
, (63)
where
l′i,n = m
′
i,n + i, li,n−1 = mi,n−1 + i. (64)
The following theorem takes place. It is a direct corollary of Lemma 3.
Theorem 8.
< (m¯)redD¯ | F−1,−2 | (m)redD >red= δD,Dˆ < (m¯)red | E−1,−2 | (m)red >red +
+ δ(m¯)red,(m)red < D¯ | F−1,−2 | D >red .
(65)
It is suggested that m¯i1,n−1 = mi1,n−1 − 1 and m¯j,n−1 = mj,n−1 for j 6= i.
7.4 Wigner coefficients
Let us obtain formulas for the Wigner coefficients for gn−1. Following [1], let
us first obtain formulas for the coefficients
< (m¯)
 j[10˙]n−1
−2
 (m) > . (66)
We use the following fact. Let us be given a diagram (m) that define a
vector in s gn−1-representation with the highest weight [m−n,n−1, ..., m−2,n−1].
A polynomial on the group Zn−1 corresponds to this vector. Consider it
as a polynomial on a bigger group Zn.
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Proposition 14. The vector that corresponds to this polynomial belong to a
gn-representation with the highest weight [m−n,n−1, ..., m−2,n−1, 0]. The cor-
responding tableau is of type
(
max
m
)
, this is a gn-tableau that is obtained
form (m) by adding two maximum row.
The proof can be found in Appendix in Section 10.
Now return to the calculation of the Wigner coefficient (66). Let us be
given two gn−1-tableaux (m¯) and (m). We can suggest that they are gn−2-
maximal. The three upper rows of these tableau are of type (m¯)redD¯ and
(m)redD. As in Proposition 14 add to them two maximal gn-rows, denote
the five rows that we obtain as ˜(m¯)redD¯ and ˜(m)redD.
Let us prove the equality.
Proposition 15.
< (m¯)
 j[10˙]n−1
−2
 (m) >=< ˜((m¯)redD¯) | F−1,−2 | ˜((m)redD) > . (67)
Proof. Let us apply the Wigner-Eckart theorem to the matrix element on the
right. It equals to the product of a reduced matrix element and a Wigner co-
efficient that occurs on the left side of the equality. Since the upper two rows
of tableaux (m¯)redD¯), ˜((m)redD) are maximal the reduced matrix element
equals to 1. This proves the equality.
Let us calculate the matrix element that occurs on the right in the equality
15.
Let us be given a tableau that defines a gn−2-highest vector in a gn-
representation. This is a tableau of type
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m−n,n, .... m−4,n
m′−n,n, .... m
′
−4,n
m−n,n−1, .... m−4,n−1 C
m′−n,n−1, .... m
′
−4,n−1
m−n,n−2, .... m−4,n−2 ,
(68)
where C is a g3-tableau. Denote the tableau (68) shortly as (k)C. Using
the technique of raising operators ∇ij (see [2]), and applying the arguments
that were used in the poorf of the formula (52), one obtains that the poly-
nomial that corresponds to this tableau can be written as Ωf, where f is a
polynomial that corresponds to a g3-tableau C and the operator Ω is defined
as follows
Ω =
−3∏
i=−n
∇
m′i,n−1−mi,n−2
−3,i
−3∏
i=−n
∇
mi,n−1−m′i,n−1
−2,i
−3∏
i=−n
∇
m′i,n−mi,n−1
−1,i
−3∏
i=−n
z
mi,n−m′i,n
i,1
(69)
The considered tableau ˜((m)redD) is of type (68). One has (n) = (˜m)red
and C = D˜. By analogy with the proof of Lemma 3 one concludes that
F−1,−2 ˜((m)redD) = ˜(E−1,−2(m)red)D˜ + (˜m)redF−1,−2D˜. (70)
When one passes to matrix elements, one gets
< ˜((m¯)redD¯) | F−1,−2 | ˜((m)redD) >= δD¯,D < ˜((m¯)red) | E−1,−2 | ˜((m)red > +
+ δ(m¯)red,(m)red <
˜¯D | F−1,−2 | D˜ > .
(71)
Thus we have proved a Theorem
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Theorem 9.
< (m¯)
 j[10˙]n−1
−2
 (m) >=
= δD¯,D < (m¯)red | E−1,−2 | (m)red > +δ(m¯)red,(m)red < D¯ | F−1,−2 | D > .
(72)
Let us give rulers for calculation of summands that occur on the right
hand side in Theorem 9.
7.4.1 The matrix element < ˜((m¯)red) | E−1,−2 | ˜((m)red >
As in previous section this matrix element can expressed through a matrix
element of the algebra gln+1.
Theorem 10. If there exists i1 = −n, ...,−3, such that m¯i1,n−1 = mi1,n−1−1,
and all other elements of rows (m¯)red, (m)red coincide than the considered
matrix elements equals ∏−1
i=−n(li,n−1 − li1,n−2)∏−2
i=−n,i 6=i1
(li,n−2 − li1,n−2)
, (73)
where
li,n−1 = mi,n−1 + i, li,n−2 = m
′
i,n−1 + i. (74)
If thexe exist no such index than the considered matrix element equals
zero
7.4.2 The matrix element < ˜¯D | F−1,−2 | D˜ >. The case o5
This matrix element equals to a o5-Wigner coefficiens
< ˜¯D | F−1,−2 | D˜ >=< D¯
 j[10]o5
−2
D > . (75)
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Let us calculate it directly. One can suggest that o5-tableaux D¯ and D
are o3-maximal.
To the tableau D there corresponds a polynomial f on Zo5 . ТSince D is
o3-maximal, then f = f(z−3,−2, z−3,2). By Proposition 14, to the tableau D˜
there corresponds the same polynomial, but considered as a polynomial on
Zo5 .
Let find the action of the operator etF−1,−2 on the polynomial f . The
explicit calculation gives that
f(z−3,−2, z−3,2) 7→ (1 + tz−2,−1)
m−2,2−m−1,2(z−3,−2 + tz−3,−1, z−3,2) (76)
When we were defining the Gelfand-Tsetlin type base for o5 in Section
6.1.1 for the polynomial f we have constructed a polynomial f ∗ on the group
Zgl4 .
By explicit calculations it can be shown that on the polynomial f ∗ the
operator etE−1,−2 acts by the same formula (76). Thus the correspondence
conjugates the actions of etF−1,−2 and etE−1,−2 .
In Section 6.1.2 using this correspondence the Gelfand-Tsetlin type base
for o5 was constructed. To a o5-tableau D, that defines a o3-highest vector
(and a polynomial f), there corresponds a gl3-tabelau D
∗, which is obtained
from D by removing the zero from the upper row and σ−2 (to the tableau
D∗ there corresponds the polynomial f ∗).
Thus we have
< ˜¯D | F−1,−2 | D˜ >=< ˜¯D∗ | E−1,−2 | D˜∗ > (77)
The matrix element on the right in (77) is a gl3-Wigner coefficient.
Thus we have proved the theorem
Theorem 11. The Wigner coefficient for o5 and gl3 are equal
< D¯
 j[10]o5
−2
D >=< D¯∗
 j[100]gl3
−2
D∗ >= ∣∣∣∣∣j : 32
∣∣∣∣∣
[m]2,[m′]2
, (78)
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where [m]2 = [m−2,2, m−1,2, 0] и [m
′]2 = [m
′
−2,2, m
′
−1,2].
Следсвие 1.
< ˜¯D | F−1,−2 | D˜ >=
∣∣∣∣∣j : 32
∣∣∣∣∣
[m]2,[m′]2
, (79)
where [m]2 = [m−2,2, m−1,2, 0] и [m
′]2 = [m
′
−2,2, m
′
−1,2].
7.4.3 The matrix element < ˜¯D | F−1,−2 | D˜ >. The case sp4
In this case the matrix element equals to a sp4-Wigner coefficient
< ˜¯D | F−1,−2 | D˜ >=< D¯
 j[10]sp4
−2
D > . (80)
In section 6.2.2 the Gelfand-Tsetlin type base for sp4 was defined. To a
sp4-tableau D there corresponds a gl3-tableau D
∗ from which the zero in the
upper row is removed.
Analogously to the case o5 one can prove
Theorem 12. The Wigner coefficient for sp4 and gl3 are equal
< D¯
 j[10]sp4
−2
D >=< D¯∗
 j[100]gl3
−2
D∗ >= ∣∣∣∣∣j : 32
∣∣∣∣∣
[m]2,[m′]2
, (81)
where [m]2 = [m−2,2, m−1,2, 0] и [m
′]2 = [m
′
−2,2, m
′
−1,2].
Следсвие 2.
< ˜¯D | F−1,−2 | D˜ >=
∣∣∣∣∣j : 32
∣∣∣∣∣
[m]2,[m′]2
, (82)
where [m]2 = [m−2,2, m−1,2, 0] и [m
′]2 = [m
′
−2,2, m
′
−1,2].
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7.4.4 The matrix element < ˜¯D | F−1,−2 | D˜ >. The case o4
In this case the matrix element equals to a o4-Wigner coefficient.
< ˜¯D | F−1,−2 | D˜ >=< D¯
 j[10]o4
−2
D > . (83)
Let us calculate directly the o4-Wigner coefficient on the right.
The index j can take values −2 and −1. If j = −2 then
m¯−2 = m−2 + 1, m¯−1 = m−1, (84)
and if j = −1 then
m¯−2 = m−2, m¯−1 = m−1 + 1. (85)
For r−2 = m−2 −m−1 and r−1 = m−2 +m−1 (these are highest weights
for two sl2 copies), one has in the case j = −2
r¯−2 = r−2 + 1, r¯−1 = r−1 + 1, (86)
and in the case j = −1
r¯−2 = r−2 − 1, r¯−1 = r−1 − 1. (87)
The weights p and q for two copies of sl2 are expressed through the ele-
ments of a o4-tableau using the Proposition 6.
Thus one gets the Theorem
Theorem 13. Put [m1]2 = [
m−2,2−m−1,2
2
, 0], [m2]2 = [
m−2,2+m−1,2
2
, 0].
For j = −2 one has
< D¯
 j[10]o4
−2
D >= ∣∣∣∣∣12 : 21
∣∣∣∣∣
[m1]2,p
∣∣∣∣∣12 : 21
∣∣∣∣∣
[m2]2,q
. (88)
For j = −1 one has
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< D¯
 j[10]o4
−2
D >= ∣∣∣∣∣ 12 : 21
∣∣∣∣∣
[m1]2,p
∣∣∣∣∣−12 : 21
∣∣∣∣∣
[m2]2,q
. (89)
7.5 Reduced Wigner coefficients
For the Wigner coefficients
< (m¯)
 j[10˙]n−1
i
 (m) > (90)
the following formula takes place
< (m¯)
 j1[10˙]n−1
i
 (m) >=
 j−i−1[10˙]n−i
i
 −i−2∏
l=1
∣∣∣∣∣∣∣
jl
[10˙]n−l
jl+1
∣∣∣∣∣∣∣ (91)
To calculate all Wigner coefficients we must obtain a formula for the
reduced Wigner coefficients
∣∣∣∣∣∣∣
jl
[10˙]n−l
jl+1
∣∣∣∣∣∣∣.
Let s obtain the formula for the reduced Wigner coefficients using the
previous calculations. The following theorem takes place.
Theorem 14.∣∣∣∣∣∣∣
j1
[10˙]n−1
j2
∣∣∣∣∣∣∣ =
 j1[10˙]n−1
−2
 < (m¯′)redD¯′ | F−2−3 | (m′)redD′ >red, (92)
where ′ means that we take only the part of the tableaux that correspond to
gn−1.
Proof. To prove the theorem let us calculate the matrix element < (m¯) |
F−1−3 | (m) >, i < −2 in two ways.
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Firstly apply to the matrix element the Wigner-Eckart theorem and de-
compose the Wigner coeficient into the product of a reduced Wigner coeffi-
cient and a Wigner coefficient. One has
< (m¯) | F−1−3 | (m) >=< (m¯)redD¯ | F−1−3 | (m)redD >red
∣∣∣∣∣∣∣
j1
[10˙]n−1
j2
∣∣∣∣∣∣∣
 j2[10˙]n−2
−3
 .
(93)
Secondly using the commutation relation F−1,−3 = [F−1,−2, F−2,−3] we
obtain
< (m′) | F−1,−3 | (m) >=< (m¯)redD¯ | F−1−2 | (m)redD >red
 j1[10˙]n−1
−2
 ·
· < (m¯′)redD¯
′ | F−2−3 | (m
′)redD
′ >red
 j2[10˙]n−2
−3
 ,
(94)
where ′ means that we take only the part of the tableaux that correspond
to gn−1.
Compare two expressions, one obtains
∣∣∣∣∣∣∣
j1
[10˙]n−1
j2
∣∣∣∣∣∣∣ =
 j1[10˙]n−1
−2
 < (m¯′)redD¯′ | F−2−3 | (m′)redD′ >red (95)
The theorem is proved
The expressions in Theorem 14 are obtained in previous Sections.
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7.6 Matrix elements
Using the previous results let us write the formulas for the action of gen-
erators of gn in the base that we have constructed. It is enough to give a
formula for the action of F−1,−2. The following theorem takes place.
Theorem 15.
< (m¯)|F−1,−2|(m) >=< (m¯)redD¯ | F−1,−2 | (m)redD >red< (m¯)
 j[10˙]n−1
−2
 (m) >,
(96)
where the expression for the factors are given in theorems 8 and 9.
Proof. The theorem is proved by application of the Wigner-Eckart theorem
8 Appendix
8.1 Lie algebras.
8.1.1 The symplectic algebra sp2n
Take the space C2n. Choose a base and let us index its elements by numbers
−n, ...,−1, 1, ..., n. Fix a skew-symmetric form
ω =
n∑
i=1
xi ∧ x−i.
The group Sp2n consists of isomorphisms of C
N , that preserve this skew-
symmetric form. It’s Lie algebra is denoted as sp2n.
Define the generators of the Lie algebra
Fij = Eij − sign(i)sign(j)E−j−i.
The only relations between them are
Fij = −sign(i)sign(j)F−j−i.
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The generators Fij , in the case i > j, correspond to negative roots. The
generators Fij , in the case i < j, correspond to positive roots. In the case
i = j the generator belongs to the Cartan subalgebra.
8.1.2 The orthogonal algebra oN
Take the space CN . Let n be such that N = 2n in the case of even N , and
N = 2n+ 1 in the case of odd N.
Choose a base in CN and index its elements by −n, ...,−1, 1, ..., n in the
case of even N and by numbers −n, ...,−1, 0, 1, ..., n in the case of odd N .
In the case of even N take a quadratic form
x−nxn + ...+ x−1x1,
в and in the case of odd N take a quadratic form
x−nxn + ... + x−1x1 + x
2
0.
The groupON consists of isomorphisms ofC
N , that preserve this quadratic
form. It’s Lie algebra is denoted as oN .
Introduce generators
Fij = Eij −E−j−i.
The only relations between them are
Fij = −F−j−i.
The generators Fij , in the case i > j, correspond to negative roots. The
generators Fij , in the case i < j, correspond to positive roots. In the case
i = j the generator belongs to the Cartan subalgebra.
8.2 Tensor operators and Wigner coefficients
In this section the Wigner coefficients are defined, the solution of the multi-
plicity problem is given, the reduced Wigner coefficients are introduced. We
follow the analogous discussion for the case of the algebra gln in [20].
The Wigner coefficients are closely related with irreducible tensor opera-
tors.
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Definition 4. An irreducible tensor operator of type [M ]n,where [M ]n is a
dominant gn-weight, is an indexed by vectors (M) ∈ V
[M ]nthe set of linear
mappings
f(M) : V
[m¯]n → V [m]n,
which has the following property. For g ∈ gn one has
[g, f(M)] = fg(M).
For given [m¯]n, [m]n and [M ]n the tensor operator V
[m¯]n → V [m]n of type
[M ]n is not unique. If it is not unique one says that for this tensor operator
the multiplicity problem takes place.
By Wigner-Eckart theorem the matrix elements of a tensor operator de-
compose into a product of a factor that depents only on highest weights
весов [m]n, [m¯]n, [M ]n (this factor is called the reduced matrix element)
and a Wigner coefficient that defines an interwinnig operator Φ : V [m¯]n →
V [M ]n ⊗ V [m]n.
8.3 The solution of the multiplicity problem
As it is know the interwinnig operator Φ : V [m¯]n → V [M ]n ⊗ V [m]n is in
general not unique. On the other language this means that one irreducible
representation V [m¯]n can occur in splitting of tensor product not once. But
the parametrization of all interwinnig operators is well-known.
All such operators are indexed by tableaux (Γ) ∈ V [M ]n, such that
[m¯]n = ∆(Γ) + [m]n,
where ∆(Γ) is the weight of v. This vector Φ is defined by the operator as
follows
Φ((m)max) = ∆(Γ)⊗ (m)max + l.o.t.,
where l.o.t. (lower order terms)denotes a sum of tensor products of weight
vectors where the second vector has a weight lower than [m]n. For the group
U(n) this was proved by Biedenharn and Baird in [21].
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The corresponding Wigner coefficient is denoted as
<
(
[m¯]n
(m′)n−1
) (Γ)n−1[M ]n
(M)n−1
( [m]n
(m)n−1
)
> (97)
This coefficient can be nonzero only if the following equality holds [m¯]n =
∆(Γ) + [m]n.
8.4 Reduced Wigner coefficients
Take a Wigner coefficient(97) for the algebra gn. It also defines a tensor
operator for the algebra gn−1. Decompose it into a sum of irreducible tensor
operators and apply the Wigner-Eckart theorem. One gets
<

[m¯]n
[m¯′]n
[m¯]n
(m¯)n−2

 (Γ)n−1[M ]n
(M)n−1


[m]n
[m′]n
[m]n
(m)n−1
 >=
∑
(γ)n−2
<

[m¯]n
[m¯′]n
[m¯]n
(m¯)n−2

∣∣∣∣∣∣∣
(Γ)n−1
[M ]n
(γ)n−1
∣∣∣∣∣∣∣

[m]n
[m′]n
[m]n−1
(m)n−2
 >
<
(
[m¯]n−1
(m¯)n−2
) (γ)n−2[M ]n−1
(M)n−2
([[m]n−1
(m)n−1
)
>
In this formula the first factor on the right is a notation for the reduced
matrix element of an irreducible gn−1-tensor operator.
This factor is called the reduced Wigner coefficient.
The tableau (γ)n−1 is obtained by adding to the tableau (γ)n−2 the rows
[M ′]n and [M ]n−1. Note that the reduced matrix element does not depend
on the rows [m¯]n−2, [m]n−2 and below. Thus the reduced Wigner coefficient
can be denoted as
<
 [m¯]n[m¯′]n
[m¯]n−1

∣∣∣∣∣∣∣
(Γ)n−1
[M ]n
(γ)n−1
∣∣∣∣∣∣∣
 [m]n[m′]n
[m]n−1
 > (98)
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This coefficient is nonzero only if the following holds: [m¯]n = ∆(Γ)+[m]n
и [m¯]n−1 = ∆((γ)n−1) + [m]n.
8.5 Fundamental operators
In the present paper only the Wigner coefficients are considered for which
[M ]n = [1, 0, ..., 0] = [10˙]n, that is when the tensor factor V
[M ]n is a standard
representation. Such Wigner coefficients are called fundamental.
Note that weight vectors (m) of the standard representations are com-
pletely defined by their weights ∆(m) = [0, ...,±1, ..., 0], where ±1 occurs at
the place i. If i = 0 then only 1 is allowed. Thus the Wigner coefficient is of
type can be denoted as  i[10˙]n
j
 (99)
8.6 The proof of Propositions 1 and 2
The Proposition 1 is the following statement.
Proposition. The number m−2,1 in the tableau (17) is the o3-weight of the
corresponding vector.
Proof. Take a polynomial∑
k,l,r,s
k,l,r,sz
k
−2,−1z
l
−2,1z
r
−1,1z
s
−1,0. (100)
Suggest it defines a o3-highest vector in a o5-representaion with the high-
est weight [m−2, m−1], then to each it’s monomial there corresponds a func-
tion
δ
m−2,2−k−l
−2 δ
m−1,2+k−2r−s−l
−1 . (101)
Then the o3-weight of the corresponding vector equals m−2 − k − l.
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Also to (100) there corresponds a polynomial
∑
k,l,r,s
k,l,r,sz
k
−2,−1z
l
−2,1z
r
−1,1z
[ s
2
]
−1,1. (102)
that defines a gl1-highest vector in s gl3-representaion with the highest
weight [m−2,2, m−1,2, 0], to each it’s monomial there corresponds a function
δ
m−2,2−k−l
−2 δ
m−1,2+k−r−s
−1 δ
r+l
1 . (103)
The weight of the vector that corresponds to this polynomial equals
m−2,2 − k − l.
Thus the weight of the o3-highest vector that corresponds to (100) equals
the weight of the gl1-highest vector that corresponds to (102). But the weight
of the last vector equals m−2,1. The Proposition is proved.
Let us prove the Proposition 2.
Proposition. ∆(m)−1 = −2
∑
im
′
i,2 +
∑
imi,2 +m−2,1 − σ−2
Proof. Take a polynomial (100) that corresponds to a Gelfand-Tsetlin tableaux.
Consider the expression (101). One obtains
∆(m)−1 = m−1,2 + k − 2r − s− l. (104)
Consider the polynomial the corresponding (102) that defines a gl1-highest
vector in a gl3-representation, its components with indices −1 and 1 are equal
to m−1,2 + k − r − s and r + l. Their difference equals
m−1,2 + k − 2[
s
2
]− 2− l.
This equals (104), if s is even and differs by one from (104), if s is odd. Thus
the expression
m−1,2 + k − 2[
s
2
]− 2− l − σ−1 (105)
equals (104).
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Thus ∆(m)−1 is a difference of gl3-weights with numbers −1 and 1 minus
σ−1.
Note that in the case gl3 the component of the weight with the index −1
equals
∑
im
′
i,2−
∑
imi,2, and the component of the weight with the index 1
equals m−2,1 −
∑
im
′
i,2.
8.7 The proof of Proposition 13
Let us prove the following statement
Proposition.
∆(m)−k+n−1 = −2
∑
i
m′i,k +
∑
i
mi,k +
∑
i
mi,k−1 in the cases sp2n, o2n,
∆(m)−k+n−1 = −2
∑
i
m′i,k +
∑
i
mi,k +
∑
i
mi,k−1 − σ−k in the cases o2n+1
Proof. It is enough to prove the formula for ∆(m)−1. One can suggest that
the tableau (Γ) is maximal with respect to gn−1. To this tableau there cor-
responds a polynomial f , the procedure of it’s construction is described in
Section 7.1. The polynomial f is of type
f = cf0,
where c ∈ k (see Definition of the field k in Section 7.1), and f0 ∈ C(z−3,−1, z−3,1, ..., z−n,−1, z−n,1).
The weight of the vector corresponding to f is calculated as follows (see
[2]). To each variable zij (also to variables from k) the correspond the mul-
tiplicator δ−1i δj . We suggest that δ0 = 1, δ1 = δ
−1
−1. The multiplicators
are multiplied onto the function δ
m−n
−n ...δ
m−1
−1 , corresponding to the highest
weight. The degree of δ−1 is the weight ∆(m)−1.
From the structure of f one sees that the change of transformation of the
weight [m−n,n, ..., m−1,n] under the action of f equals to the sum of transfor-
mations under the action of c and f0. The transformation under the action
of c was investigated when we considered the case g2, it equals
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− 2
T∑
i=−2
m′i,k +
−1∑
i=−2
mi,n +m−2,n−1 where T = −1 or − 2 in the case sp2n, o2n,
− 2
−1∑
i=−2
m′i,k +
−1∑
i=−2
mi,n +m−2,n−1 − σ−n in the case o2n+1
Since the transformation of the weight under th action of f0 is the same
for all gn and gln+1 then using result for gln+1 we obtain that under the action
of f0 to ∆(Γ)−1 the following value is added
−2
−3∑
i=−n
m′i,k +
−3∑
i=−n
mi +
−3∑
i=−n
m−2,n−1
Adding the transformations of the weight corresponding to c and f0 we
prove the Proposition.
9 The proof of Proposition 3
Proposition. The following equality takes place
< (m¯)max | F±1,−2 | (m)max >=< (m¯)red | F±1,−2 | (m)red >red (106)
The equality is proved using the Wigner-Eckart theorem. One has
< (m¯)max | F−1,−2 | (m)red >max=< (m¯)red | F−1,−2 | (m)red > ·
· <
(
[m¯]n−1
max
)
|
 j[10˙]n−1
−2
 | ((m)red
max
)
>,
(107)
where the Wigner coefficient equals to 1 if there exists j, such that
[m¯]n−1 = [m]n−1 + [0, ..., 1 at the place j, ..., 0], and equals zero otherwise. Thus
one has
< (m¯)red | F−1,−2 | (m)red >red=< (m¯)max | F−1,−2 | (m)max > . (108)
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10 The proof of Proposition 14
Let us be given a diagram (m) that define a vector in s gn−1-representation
with the highest weight [m−n,n−1, ..., m−2,n−1].
A polynomial on the group Zn−1 corresponds to this vector. Consider it
as a polynomial on a bigger group Zn.
Proposition. gn-representation with the highest weight [m−n,n−1, ..., m−2,n−1, 0].
The corresponding tableau is of type
(
max
m
)
, this is a gn-tableau that is ob-
tained form (m) by adding two maximum row.
Proof. One has
(m) = ζ1...ζt(max),
where ζi ∈ Z
−
n−1 and (max) is the highest vector.
Let use the realization on the group Z. The highest vector is the function
that equals identically to one.
One has (m) = (Tζ1 ...Tζt1)(z) = αn−1(z˜ζ1...ζt).
Also one has
(
max
m
)
= ζ1...ζt(max), (109)
where ζi ∈ Z
−
n−1 ⊂ Z
−
n .
In the space of functions on Zn, one has
(
max
m
)
= (Tζ1 ...Tζt1)(z) = αn(z˜ζ1...ζt) (110)
If αn corresponds to the highest weight [m−n,n−1, m−n+1,n−1, ..., m−2,n−1, 0],
then αn−1(z˜ζ1...ζt) = αn(z˜ζ1...ζt).
Thus the polynomials corresponding to (m) and
(
max
m
)
coincide.
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