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1. INTRODUCTION 
Consider the following rule for the production of (finite or infinite) 
sequences of O’s and l’s: Take any sequence, and replace every 0 by 10 and 
every 1 by 100. Example: the finite sequence 10010 transforms into 
100101010010. The new sequence is called a successor of the old one, and the 
old one is called a predecessor of the new one. The process of replacing 0 by 10 
and 1 by 100 will be called deflation. The inverse action, to be called inflation, 
can be applied only to sequences that can be subdivided into groups 10 and 100. 
(The names inflation and deflation are not very suggestive in this context. They 
have been chosen because of the correspondence with operations in the Penrose 
tilings mentioned below.) 
We have to be a bit more careful about the definition of deflation in the case 
of doubly-infinite sequences, i.e. sequences indexed by the elements of B, since 
the indexing of the successor sequence has to be agreed upon. We define the 
main successor by the condition that the digit 0 or 1 at index place 0 is replaced 
by a block of two or three digits (10 or 100) starting at index place 0. Indicating 
the index place 0 by underlining, we give an example: the sequence 
. ..010l001010 . . . 
has as its main successor 
. . . 1010010~0010101001010010... 
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Any sequence that can be obtained from the main successor of a sequence p by 
a shift will be called a successor of p. (A shift transforms a sequence s into a 
sequence t such that s(n) = t(n + k) for all n, for some fixed k). Every sequence 4 
which has p as a successor, is called a predecessor of p. 
The central question in this paper is to find which sequences p have 
predecessors of all orders p - I, p - z,p’- 3, . . . (po =p, and p - ,, is a successor of 
p -,,- I). These sequences p will be characterised completely by means of a 
simple formula. The entires of such sequences are given by means of a formula 
involving the greatest integer function 
(1.1) py(z)=[y+(z+l)(~-l)]-[y+z(~-l)] 
where y is a real constant (the case where y has the form m + n(fi- 1) with 
integers m and n, is slightly exceptional; see Section 6). And it will turn out that 
the successor of this sequence py is ps, where 6 = (y - [v])(l - fi). 
The interest in these problems was aroused by the study of R. Penrose’s non- 
periodic tilings of the plane. The above sequences p! form a kind of one- 
dimensional analogue. Several of the intriguing properties discovered by 
Penrose and by J.H. Conway (see [4, 71) have their analogues for these 
sequences with predecessors of all orders. Conversely, the author was able to 
show that the Penrose patterns in the plane can be obtained by means of 
formulas resembling (1.1). 
In Section 10 we discuss other production rules for which the same things can 
be done. It is mainly for expository reasons that the author sticked to the 
particular rule I+ 100, O-+ 10 in the first nine sections. 
The sequences we produce as examples in Section 2 are of a kind that have 
been studied extensively. We refer to [lo] for K.B. Stolarsky’s survey paper, 
and to F.M. Dekking’s Ph.D. thesis [l]. (The author is indebted to Mr. 
Dekking for these references, and to Mr. Stolarsky for pointing out that [3] 
contains many references that were not given in his survey). It seems, however, 
that no one has asked which sequences have infinitely many predecessors. 
The central tools in this paper are Theorems 5.1, 5.2, 5.3. These have 
appeared in various degrees of generality in the literature. The form closest to 
the one presented here can be found in J. Lambek and L. Moser [6], (although 
at first sight it looks completely different), but we may also refer to R. Sprague 
191, to E.N. Gilbert [5] and to A.S. Fraenkel [2]. The two-sided form given in 
Theorems 5.1, 5.2, 5.3, using both floors and roofs, seems to be very well 
adapted to the problems of this paper. 
2. CONSTRUCTION OF SEQUENCES WITH PREDECESSORS OF ALL ORDERS 
Let us start with the sequence consisting of a single entry 1, and find its 
successors: 
po=l 
p1= 100 
p2= 1001010 
p3=10010101001010010 
. . . . . . . . . . . . . . . . 
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Since PI is an extension of po (i.e. po is an initial segment of pl), we infer for 
every n that pn+ 1 is an extension of p,,. Continuing this indefinitely we get an 
infinite sequence 
p=1001010100101001010010101001010010... 
which is its own successor, and therefore has predecessors of all orders. 
We can also get a doubly infinite sequence this way. In order to have 
predecessors, each 1 in the sequence has to be preceded by 0, so we start by 01 
(and we underline the place with index 0): 
qo= 01 
q1= lOl_OO 
q2=100101001010 
. . . . . . . . . . . . 
Again the first row is a central segment of the second one, and therefore each 
row extends the previous one. Infinite repetition of deflation produces a doubly 
infinite sequence which is its own main successor: 
(2.1) . ..010010100101010010l001010100101001010010... 
This sequence has as its n-th entry 
(2.2) [@z+l)(v%l)++v?]-[n(fl-l)++fi]. 
This follows from the fact that the sequence with entries (2.2) is its own main 
successor (Theorem 6.1) and from the fact that qo is a subsequence. 
More sequences with predecessors of all orders can be constructed by 
combining the above procedure with shifts. Let us start from the above rows 
40,41,q2, *** We apply arbitrary horizontal shifts to these rows, with the 
condition that the shifted qk (call it rk) uses at least the index places -k, . . . , k. 
Next apply the diagonalization method. Select a subsequence rk,, rk2,. . . such 
that column 0 is constant from some point onwards. Next select a subsequence 
such that columns indexed - 1, 0, 1 are constant from some point onwards. By 
diagonalization we get a subsequence such that every column is constant from 
some point onwards. These constants form a sequence with predecessors of all 
orders. 
What actually happens can be described more easily by means of 
“diophantine” interpretations like (2.2), but we displayed this method of 
deflation, shifts and diagonalization in this detail since it is more or less 
identical to Conway’s construction of uncountably many different Penrose 
tilings. 
We give a simple example of production by shifts. We start with 010, At 
each step we deflate and shift one place to the right 
010 
1010cj10 
100101001~1010010 
1010010100101010()1010010100101010010 
. . * . . . 
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Now rows 1 3 5 , , ,*** converge to 
(2.3) . . . 0010100101001cj101001010010 ..* 
and rows 2,4,6, . . . converge to 
(2.4) . . . 0010100101010~101001010010 . . . 
These sequences are obtained from each other by deflation plus shift. Note the 
symmetry of both, if we disregard the entries indexed by - 1 and -2 (where the 
sequences differ). If n?O the n-th and (-3 - n)-th entries are the same. 
The n-th entry in (2.3) can be shown to be PO@+ 1) = r(n+2)(& 1)1 - 
- r(?r + l)(ti- 1)1 and th e n-th entry in (2.4) is qo(n + 1) = [(n + 2)@- l)] - 
-[(n+ l)(\lz- l)]. (For r 1 see Section 4, for definition of po and qo see 
Section 8). We note that the main successor of qo is po, and the main successor 
of ~0 is obtained by shifting qo one place to the right. 
3. RELATIONS WITH THE IRRATIONALITY \iz 
If we investigate the number of O’s and the number of l’s in the infinite 
sequences produced in Section 2, the number fl suggests itself as the ratio of 
the density of the O’s to the density of the 1’s. If we tentatively denote these 
densities by (I and b, we observe that deflation transforms them into numbers 
proportional to a + 26 and a + b. The eigenvectors of the transform a* = II + 2b, 
b*=a+ b are (J&I) and (fi, -1). 
The production of po,p~, . . . (defined at the beginning of Section 2) is related 
to continued fractions. If an is the number of O’s in p,,, b, the number of l’s, 
then we have an = 2cn, an + bn = c,, + dn, where en/d,, is the n-th convergent of 
a-1: 
0 1 2 5 12 ---- 1 9 2 3 5 9 12’~9”’ 
Since these fractions converge very rapidly, it is not too hard to show that in the 
infinite sequence p the number of l’s among the first N entries is N(ti- 1) + 
+ O(1). We do not carry this out, for it now seems more attractive to start from 
the other end, viz. with the explicit formulas of Section 6. 
4. FLOOR AND ROOF 
If x is a real number then the “floor of x” (notation Lxj) is the largest 
integer IX (usually called the integral part of x, denoted [xl, but in this paper 
we prefer the notation L ] for reasons of symmetry), and the “roof of x” 
(notation [xl) is the smallest integer LX. So we have 
(4.1) txJ 1~5 rxl, txj + pxl =o. 
(4.2) m-4 4 = r(t.4 -4 =o. 
We also note that for x, y E IR 
(4.3) X+~E~q Lx] + ryl =x+y. 
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5. SEQUENCESOFZEROSANDONESRELATEDTOPAIRSOFMONOTONIC 
FUNCTIONS 
Let f be a non-decreasing function of R into R. To f we can associate the 
subsets @f and Yf of Z, given by 
(5.1) @f=(zd Lf<z+OJ = Lf<z>JL 
(5.2) yf= IZE if I rf(z + 01 = rfw I. 
THEOREM 5.1. Let f and g be non-decreasing functions of IR into II?, with 
f(x) + g(x) =x for all XE R. Then 
@fn Yg=0, @fU Yg=Z. 
PROOF. Let z E Z. By (4.3) we have 
tfcz+ 1)~ + rg(z+ 111 =z+ 1, tfwl + rdz)i =z. 
Putting 
tfcz+ 1)~ - tfcz)j =a, rdz+ ~1 - rdz)i = b 
we infer a + b = 1. By monotonicity a L 0, b 10. Since a and t, are integers we 
have either a = 0, b = 1 or 12 = 1, b = 0. This means that z lies in exactly one of the 
two sets @f, Y,. 
The situation of Theorem 5.1 is characterized by a function f such that both 
f(x) and x-f(x) are non-decreasing. To such an f we can associate a sequence qf 
of O’s and l’s defined by 
4f(Z) = LfCz+ 01 - LfwJ (ZEZ). 
So qftakes its O’s at the elements of @f, and its l’s at the elements of Yg, where 
g(x) =x-f(x). If moreover 
Pfcz) = rf(z+ 1)i - rfa (ZEa 
then pf(z) + qg(z) = 1 (see the above proof), so pf takes its O’s at the elements of 
Yf and its l’s at the elements of !Dg. 
The following theorem shows how to parametrize these sets. 
THEOREM 5.2. Let f and g be strictly increasing continuous functions of II? into 
R, with f(x) + g(x) =x for all XE R. We assume 
(5.3) f(x)-+a, g(x)+(x), f(-x)-+--co, g(-x)---a (x--++oo). 
Let h be the inverse function off, and let k be the inverse function of g. Then 
we have for the sets of O’s and l’s of qf and of pf: 
set of O’s of qf = set of l’s of ps = @f = ( L/c(n) J 1 n E H}, 
setof l’~ofqf~setofO’~ofp,=Y~={rh(~)~-i]n~iZ}, 
set of l’s ofpf=set of O’s of qg=@g={ Lh(n)J lnEZ}, 
set of O’S of pf = set of 1 ‘S of qs = Yf = ( rk(n)l - 11 n E z}. 
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PROOF. Let n E Z. We have g(k(n)) = n, whence 
g( LWOJ) 5 K n<g(LWJ + 1). 
Putting Lk(n)J = i, we infer g(i)sn<g(i+ l), whence [g(i)1 sn< rg(i+ l)q. 
From (5.2) it follows that i lies outside Yg, so by Theorem 5.1 it belongs to @f. 
Every element of @f can be obtained this way, for if ie @f we have it$ ul,, 
whence [g(i)] < rg(i+ 1)l. Putting [g(i)1 = n we infer g(i)s n, g(i+ l)> 
> [g(i+ l)l - 1 _ =- n, whence i 5 k(n) < i + 1. This implies Lk(n) J = i. 
The proof for Y, is similar. Let nz~Z. We have f(h(m))=m, whence 
f( rh(m)l - 1) cm sf( rh(m)l ). Putting rh(m)l - 1 =j, we infer f(j) < m I 
~f(j+ l), whence Lf(j)J <m I Lf(j+ l)] . Therefore j lies outside @J, so 
j E Y,. Conversely let jE Y,. Then je @f, so Lf(j)l < Lf(j+ l)] . Putting 
Lf(j+ I)J =m we infer f(j+ l)zm, f(j)< Lf(.j)J + 1~ L&j+ 1)J =m. It 
follows that j< h(m)sj+ 1, so [h(m)1 - 1 =j. 
The statements about pi, Qpg and Yf are obtained by interchanging the roles 
off and g. 
REMARKS 
1. We note that the second part of the proof of the theorem can also be 
obtained from the first part, if we apply it to f * and g*, with f*(x) = -f(-x), 
g*(x) = -g(-x). 
2. It is not hard to prove a generalization of the theorem by dropping (5.3), 
but the formulation becomes inconvenient. 
THEOREM 5.3. Let a and y be reals, a > 1. Define sequences p, q by 
(5.4) ~(a= j3+e+ ~21 - ry+dal (z E a 
(5.5) q(z)= Ly+(z+ l)/aJ - Ly+z/aJ (z E Z). 
Thenp and q are sequences of O’s and 1’s. The sequencep takes its l’s on the set 
{ La(n - y>J 1 n E Z} and its O’s on { r@ + ?)&(a- 1)1 - 11 n E Z). The sequence 
q takes its l’s on the set { rcw(n - r)l - 11 n ~72) and its O’s on 
{ L(n+rW@-111 InEZl. 
PROOF. Put P=a/(a-l), whence a-‘+/3-l= 1. Definef, g, h, k by&)= 
= Y +x/a, g(x) = -Y + ~43, NY) = a0 - Y), k(y) = KY + 19. Now apply 
Theorem 5.2. 
REMARK. In particular this implies that if a is irrational, a > 1, a- 1 + /3- ’ = 1, 
then the sets {[an] 1 n E tN), ([pn] 1 n E N} have N as their disjoint union. This 
fact played a role in the solution of Wythoff’s game (see [8]). 
6. DEFLATION OF SPECIAL SEQUENCES 
If p is a doubly infinite sequence of O’s and l’s then it is quite easy to indicate 
the places of the l’s in the main successor s of p. Let 9 be such that p is the 
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forward difference of 4; i.e., p(z) = @(z + 1) - @(z) for all z E Z. Then the index 
places of p can be used to parametrize the set of l’s in the main successor s. To 
p(n) there corresponds a group 100 or 10, starting at the index G(n) - G(O) + 2n. 
Note that if n > 0, the index places 0, . . . , n - 1 of p generate Mdigits of S, where 
A4 equals 3 times the number of l’s among p(O), . . . ,p(n - I), plus twice the 
number of 0’s. The number of O’s and the number of l’s add up to n, and the 
number of l’s equals 4(n) - Q(O). If n r0 there is a similar argument. 
Let us now consider the special sequence p given by (5.4). It leads to e(z) = 
= ry + z/al, and therefore the deflation s of p has as its set of l’s 
(6.1) { ry+n/al - ry1 +2nIM}. 
By Theorem 5.3 the sequence s* with 
s*(z)= Ly*+(z+ l)/a*J - Ly*+z/a*j (Zen 
has the same set (6.1) of l’s, provided that 
2+a-‘=a*, y - ryl + I= -dp. 
The conclusion is that s* is the direct successor of p. 
For the case of q (see (5.5)) we get in a similar fashion that its main deflation 
is t*, with 
tyz) = ry*+tz+ l)hq - ry*+zhq (ZEZ) 
provided that 
2+a-‘=a*, y - Lyj = -a*y*. 
Ifa=fi+l wegeta=a*, and the following theorem is clear. 
THEOREM 6.1. Let, for y E R, p, and qy be the sequences defined by 
P~z)= ~Y+(z+ lm- ~1 - ry+z(d% 111 (ZEO 
&J(z)= Ly+(z+ l)(fl- l>] - Lv+z<vQ- 1) (ZE% 
then p,, has as its main successor qs, and qy has as its main successor pE, where 
s=(Y- bi + 110 4, 
&=(Y- LvJ><l -a. 
REMARKS 
1. We have py = qv unless y has the form m + nfi, and in these exceptional 
cases p&z) f q&z) for exactly two (consecutive) values of z: In these exceptional 
cases py and qv are equal to po and qo up to a shift (see (2.3) and (2.4)). 
2. If A = y + k+ n(v?- 1) with k, n E Z then py and pi are equal up to a shift 
over a distance II (the k has no influence at all), and the same thing can be said 
for the q’s. 
3. Conversely, if py=pn then A - y has the form k+ n(fi- 1). This is easily 
seen by Diophantine approximation. 
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7. DETERMINATION OF ALL SEQUENCES WITH PREDECESSORS OF ALL ORDERS 
THEOREM 7.1. A doubly infinite zero-one sequence has predecessors of all 
orders if and only if it is a py or a qv for some y E iR (pY and qr as defined in 
Theorem 6.1). 
PROOF. For the “if” part it suffices to show that everyp, (and every qv) has a 
predecessor. First consider py . Find 1 such that -(\/z-l)<A10 and 
y = A + k+ n(fi- 1) with k, n E b. According to Theorem 6.1, PA is the main 
successor of qe, Q = -A/@- 1). For qA we have the same argument, now with 
v9-lrA<O. 
For the “only if” part we start with a sequence P with predecessors of all 
orders. That is, we have PO, PI, Pz, . . . such that PO= P and such that, for each 
n ~0, P,, is a successor of Pn + I. Every entry of Pn generates a sequence (of at 
least 2”) entries in P. Anyway the entries P(-n), . . . , P(n) are produced by two 
consecutive entries of P,,. It is easy to find a real number y such that eitherp, or 
qY has the same two entries as P,, at the same places. By Theorem 6.1 we have 
some real number Q such that either pe or qe coincides with P at the index places 
from -n to n, and we have - 1 r~ 10. So for any 12 we have some Q with 
- 15~ r0 such that either pe or qe coincides with P at the index places 
-n, . . . , n. Now either p or q occurs infinitely often, and we can select a 
subsequence of the n’s such that the Q’S converge to a real number 0. It is now 
easy to show that P=pg or 40. 
8. A GEOMETRICAL INTERPRETATION OF DEFLATION 
Let f be a sequence of O’s and l’s, and let 4 be a mapping of Z into Z such 
that its forward differences form p; i.e., @(z + 1) - G(Z) =f(z)(z E Z). 
Consecutive points in the graph of 4 can be connected either by a vector (1,l) or 
by a vector (1,O). 
Let g be a successor of ft and let y be a function with ~(2 + 1) - w(z) = g(z). 
To any step along a vector (1,l) in the graph of @ there correspond three steps, 
viz. (1, l), (l,O), (1,0) in the graph of w, and to (1,O) in @ there correspond (1, l), 
(1,O). Skipping the intermediate points we say that (1,l) corresponds to (3, l), 
and (LO) to (2,1). 
There is a linear transformation which takes care of this, viz. 
(8.1) x*=2x+y, y*=x. 
If we put the graph of I$ in the x, y-plane, and the one of w in the x*, y*-plane, 
this transformation turns the graph of @ into a subset of the graph of r,u. 
Along with @ we also consider the set of points on or above the graph, i.e. the 
set of (x, y) with y 2 o(x). In the case where 4 corresponds to a pY (see Theorem 
6.1) this is a set of the form 
G3.2) mY)IY~Y+x(~-lw 
This means that the graph is the “lower boundary” of the set of all lattice 
points in a half-plane. The special role of the particular half-planes depends on 
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the fact that (8.1) transforms it into a half-plane with the same slope, viz. 
(8.3) {(x*,y*)Iy*~6+x(1&- I)} 
where 6 = (I- fi)y. 
This correspondence between (8.2) and (8.3) reflects the relation between pv 
and qs in Theorem 6.1. The 6’s coincide only if 0 < y I 1; the reason for this is 
that the graphs of #J and t,u still need vertical shifts in order to satisfy the 
condition that they both contain the point (40). 
Interchanging the role of the signs 1 and 5, we get the second part of 
Theorem 6.1, viz. that qy has pE as its main successor. 
9. ANOTHER KIND OF DEFLATION 
We describe a kind of deflation that has on thep,‘s and qy)s the effect that y 
is multiplied by +ti instead of by \/z- 1. This new kind of deflation has a closer 
resemblance to the deflation in Penrose tilings (see Section 1) than the old one. 
Actually what it does in a two dimensional square lattice can be seen as similar 
to what the deflation in Penrose’s case seems to do in a five dimensional cubic 
lattice. In both cases the deflation is connected to an orthogonal (but not 
orthonormal) transform that transforms the lattice into one of its sub-lattices. 
In this process, we loose some of the lattice points, and accordingly, the inverse 
of deflation is harder to describe. In contrast to this, no lattice points were lost 
in the deflation of Section 8. The determinant of the transformation (8.1) has 
absolute value 1. 
Let y E IR, and consider the lattice points x, y with x, y E Z, y ?x(fi - 1) + y. 
Consider the sub-lattice defined by x+y=O (mod 2). It is again a square lattice, 
and we can describe it by x = -x*-y*, y = -x* + y *, where x and y run through 
Z. The set (8.2) transforms into 
{(x*,y*)Iy*Ix*(dz- l)+y/ti}. 
Fig. 1. The deflation of section 9. 
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The explanation for this half-plane having the same slope as the one in the 
X, y-plane is that this slope is just n/8 (note that tan 7r/8 = a- 1). 
If we translate this new kind of deflation in terms of sequences of O’s and 1 ‘s, 
we get the production rule 
(9.1) 100+01, 1010+001, 1010010-*00101 
with the extra condition that the resulting sequence has to be written down in 
reversed order. Figure 1 illustrates the situation. Note that the effect depends on 
whether we begin at a point x+y odd or even, which is a matter of how we 
embed the zero-one-sequence into the square lattice. 
The production rule (9.1) simplifies if we transform it by means of our “old” 
rule O+ 10, l+ 100. Then it becomes 
(9.2) l-+0, OO+l, OlO-+lO. 
Note that by the old rule l+lOO, OO-rlOlO, 010~1010010 and 1, 00,010 turn 
into 100, 1010, 1010010, respectively, and that 0, 1, 10 turn into 10, 100, 10010, 
respectively. The latter three entries are what we get by reading the right-hand 
sides of (9.1) backwards. 
10. GENERALIZATIONS 
Much of what has been done before, can be generalized to other sets of 
production rules, but it is not easy to give an exhaustive description of all 
possibilities. A general case for which very little has to be changed in the 
previous sections, is characterized by a non-negative integer d. The production 
rule is that 1 is replaced by a 1 followed by d + 1 zeros, and 0 is replaced by a 1 
followed by d zeros. (So the case of d= 1 is the one we considered in the 
previous sections). The sequences with infinitely many predecessors are 
obtained by means of (5.4) and (5.5) where o~=((+d++)~+ l)i++(d+ 1). The 
equivalent of the key Theorem 6.1 is true with 1 - a replaced by -CY- l, with 
the same proof. 
Of particular interest is the case d = 0, cz = +(\/5 + l), with the production rule 
1 -+lO, O-+1. As one might guess, this is related to Fibonacci numbers. 
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