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ABSTRAKT
Tato práce se zabývá problematikou detekce změny v digitálních obrazech, které byly
pořízeny v domácích podmínkách, obyčejnou integrovanou kamerou, ve dvou po sobě
jdoucích okamžicích. Jsou zde prozkoumány všechny problémy, jež tuto úlohu provází.
Od předzpracování až po vyhodnocení výsledků. V průběhu práce jsou popsány a po-
rovnány metody využívané v této oblasti, jako například rozdílová metoda (differencing)
a LCP (Local Correlation Peak). Dále je zde navržena nová metoda, založená na LTP
deskriptorech, která efektivně řeší stanovený problém. Tato metoda je následně podro-
bena testům na reálných datech. Výsledky těchto testů jsou v závěru rozebrány. Kromě
metody detekce změny je v této práci navržena také metoda pro minimalizaci chyby
způsobené paralaxou.
KLÍČOVÁ SLOVA
detekce změny, rozdílová metoda, LCP, LTP
ABSTRACT
This thesis concerns with change detection problematics in digital images captured under
indoor conditions with an ordinary integrated camera in two consecutive moments. All
challenges that accompany this problem will be discussed, starting with preprocessing and
arriving to evaluation of the results. Currently used methods from this field are described
and compared with each other such as differencing and LCP (Local Correlation Peak).
A novel method, based on LTP descriptors, effectively solving this problem is proposed
in this work. The proposed method is then tested on real data. The results of this tests
are discussed subsequently. Besides the change detection method a method for parallax
error minimization is proposed here.
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ÚVOD
Detekce změny v digitálních obrazech je jedním z problémů, který bývá často řešen
již na nejnižších úrovních systémů počítačového vidění. Algoritmy, které obvykle
provádějí tuto činnost, na základě vstupních dat (dvou či více digitálních snímků),
vytvoří výstupní n-ární masku 𝑀 (𝑛) vyznačující umístění a druh změny, která mezi
snímky nastala (viz obrázek 1). Detekce změny umožňuje např. rozlišení popředí
a pozadí na záznamech pořízených digitální kamerou [2], sledování pohybu vozidel
na letecky pořízených snímcích [11] a nalezení změn v pokrytí země způsobených
přírodními jevy či lidskou činností [23]. Takto získané informace lze dále využít ke
kompresi těchto záznamů nebo k vyvození určitých závěrů, které mohou posloužit
například jako varování před přírodními katastrofami. Metody, pracující na snímcích
pořízených z velké vzdálenosti od povrchu země (z letadla nebo ze satelitu), patří
mezi takzvané metody dálkového průzkumu země (remote sensing). Přestože tato
práce mezi metody dálkového průzkumu země nezapadá, budeme i zde používat
některých pojmů známých z této oblasti.
V této práci se budeme zabývat méně prozkoumanou oblastí této problematiky,
a to detekcí změny mezi snímky pořízenými ve vnitřních prostorách budov. Metoda
implementovaná v této práci bude součástí většího systému určeného pro dohled nad
prací servisních techniků. Samotnému používání tohoto dohledového systému bude
předcházet vytvoření návodu, který bude po krocích popisovat servisní práci, jež je
třeba na daném zařízení provést. V průběhu vytváření tohoto návodu bude referenční
servisní technik zaznamenávat digitální snímky zařízení. Po provedení každého kroku
pak bude na následujícím snímku viditelný určitý rozdíl oproti předchozímu snímku.
Oblast, kde ke změně došlo, bude naší metodou označena a uložena do binární
masky 𝑀 (2). Při běžném používání dohledového systému pak nebude nutné rozlišovat
veškeré změny v pořizovaných snímcích a rozhodnutí, zda byl daný krok proveden
správně, bude záviset jen na předem vyznačené oblasti změny v 𝑀 (2).
Cíle práce
Řešení této práce je rozvrženo na dvě úlohy které je třeba splnit:
• Detekce změny. Hlavní úlohou je návrh metody, která na snímcích detekuje
pouze strukturální změny, tedy změny, které nastaly mechanickou manipulací
se sledovaným předmětem.
• Nalezení úhlu pohledu. Z požadavků, které podmiňují správnou detekci
změn, plyne, že vstupní snímky by měly být pořízeny ze stejného úhlu po-
hledu (tento pojem je vysvětlen na obrázku 2). Pokud tento požadavek není
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splněn, detekce bude poznamenána chybami způsobenými tzv. paralaxou (viz
sekce 1.1).
Specifikace vstupních snímků
• Detekce změn. Snímky, mezi nimiž budeme změnu detekovat, jsou bitempo-
rální (pořízené ve dvou různých okamžicích) a multispektrální (v jednom o-
kamžiku je snímáno několik vzorků z elektromagnetického kmitočtového spek-
tra). Mezi snímky je časový odstup v řádu několika minut, během kterých
dojde ke změně na sledovaném objektu. Snímky jsou snímány barevnou ka-
merou v modelu RGB. Jeden pixel je tudíž vyjádřen třemi vzorky z celého
elektromagnetického kmitočtového spektra. Z praktických důvodů si jeden ze
snímků označíme jako referenční 𝐼1 a druhý jako zpracovávaný 𝐼2. Společně
s těmito dvěma snímky máme dostupnou také binární masku 𝑅, která z re-
ferenčního snímku vylučuje pozadí (oblast, kde detekce změny není žádoucí).
Z důvodu testování metody jsme také ručně vytvořili binární masky 𝐺(2), které
označují oblast změny. Tyto masky považujeme za naprosto správné a podle
nich budeme hodnotit výkon naší metody. Na obrázku 3 je ukázka vstupních
dat, včetně zmíněných masek.
• Nalezení úhlu pohledu. Pro účely vyhledávání úhlu pohledu využijeme
snímky
{𝐹1, 𝐹2, . . . , 𝐹𝑁} , (1)
získávané v reálném čase, před pořízením snímku 𝐼2 (snímek 𝐹𝑁 označuje
aktuální snímek). Poté co uživatel nalezne správný úhel pohledu potvrdí tuto
skutečnost aplikaci, která pak použije snímek 𝐹𝑁 jako 𝐼2 pro detekci změny.
Nástin navrženého řešení
Z pohledu uživatele bude detekce změny probíhat ve dvou krocích, které odpovídají
stanoveným úlohám. Tyto kroky budou provedeny v následujícím pořadí:
• Nalezení úhlu pohledu. Navržené řešení tohoto problému vyžaduje inter-
akci uživatele. Na základě signalizace (popsáno dále) se požaduje, aby uživatel
pohybem kamery nalezl správný úhel pohledu, jež odpovídá snímku 𝐼1. Na-
lezení správného úhlu uživatel potvrdí (např. stiskem tlačítka), a pořídí tak
snímek 𝐼2.
• Detekce změny. Nyní je již provedena detekce změny mezi snímky 𝐼1 a 𝐼2
použitím jedné z navržených metod.
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Detekce změny






algoritmu na dané vstupní 
snímky
Obr. 1: Blokové schéma detekce změny. Detekční algoritmus, na základě vstupních
snímků, vytvoří výstupní masku 𝑀 (𝑛) vyznačující umístění a druh změny. Při ladění
algoritmu je pak tato maska srovnána se vstupní n-ární maskou 𝐺(𝑛) (zpravidla










Obr. 2: Úhel pohledu. Na obrázku jsou zobrazeny kamery 𝐶1 a 𝐶2 sledující jeden
objekt (čtverec ABCD) ze dvou různých úhlů pohledu. Pro dvě kamery, sledujíci
objekt ze stejného úhlu pohledu, platí, že všechny body umístěné na objektu splňují






|𝐷𝐶2| , kde | · | je Eukleidovská vzdálenost.
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(a) Referenční snímek (b) Maska 𝑅
(c) Zpracovávaný snímek (d) Maska 𝐺(2)
Obr. 3: Ukázka vstupních dat. V čase mezi pořízením snímku (a) a snímku (c)
došlo k odebrání jedné z karet ze sledované skříně. Bílá barva v masce (b) vyčleňuje
ze snímku (a) sledované popředí a černá barva ignorované pozadí snímku. Maska
(d) bílou barvou vyznačuje oblast, kterou člověk považuje za odlišnou mezi snímky
(a) a (c).
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Krok detekce změny můžeme dále rozdělit na několik bloků, které jsou vykresleny
na obrázku 4. Přesná implementace těchto bloků je popsána v kapitole 2.
1. Blok předzpracování provádí všechny operace nutné pro převedení snímků do
normalizované formy. Jedná se zde například o převedení do normalizované
velikosti, bitové hloubky, barevného modelu a normalizovaného rozlišení. Tento
krok je nutný pro jednotnou manipulaci se snímky v dalších blocích.
2. Blok registrace zajišťuje prostorové zarovnání vstupních snímků. Pokud by-
chom takto zpracované snímky položili na sebe, všechny hrany sledovaného
předmětu by se pak překrývaly. Podle charakteru snímků může být registrace
provedena jednoduchou translací, affinní transformací nebo dokonce perspek-
tivní transformací. Registrace obvykle nebývá dokonalá a některé vlivy per-
spektivní deformace touto metodou nelze odstranit. Je proto důležité v ná-
sledujících blocích počítat s jistou chybou registrace.
3. Blok normalizace intenzit kompenzuje změny osvětlení, času expozice a dalších
jevů, které ovlivňují světlost snímků. U barevných snímků je třeba norma-
lizovat každý barevný kanál samostatně1. Do normalizace intenzit je možné
zahrnout také kompenzace lokálních změn v osvětlení (např. stíny).
4. Blok detekce změny se musí dokázat vyrovnat se všemi vlivy, které nebyly
odstraněny předchozími bloky. Patří mezi ně šum kamery, chyby registrace,
perspektivní deformace, zbylé rozdíly v intenzitách, chyby zaostření kamery,
rozostření pohybem, chyby způsobené omezeným rozlišením kamery a jiné.
Předzpracování Registrace Normalizace intenzit Detekce změny
Vstupní snímky Výstupní n-ární 
maska
Obr. 4: Blokové schéma algoritmu detekce změny. Vstupní snímky jsou předány
bloku předzpracování. Výstupem bloku detekce změny je již maska 𝑀 (𝑛).
1Změna ve spektru světelného zdroje způsobí rozdílné poměry intenzit mezi barevnými kanály.




Jak již bylo řečeno v úvodu, současné metody detekce změny se zabývají převážně de-
tekcí změny mezi snímky pořízenými statickou kamerou. Nejčastější aplikací těchto
metod je implementace tzv. background-subtraction systému, který statické oblasti
(neměnící se) označuje jako pozadí (background) a měnící se oblasti jako popředí (fo-
reground). Tyto metody jsou obvykle založeny na statistickém modelování popředí a
pozadí na základě sekvence vstupních snímků. Dle těchto modelů je následně rozhod-
nuto (např. statistickým testováním), do které kategorie náleží zkoumaná oblast. Vý-
hodou tohoto přístupu je možnost aktualizace vytvořených statistických modelů za
běhu, čímž je možné kompenzovat např. vlivy osvětlení, které se v průběhu snímání
scény mění. Na tomto principu je založena také aktuálně nejvýkonnější metoda [24],
která využívá pro modelování popředí a pozadí konvoluční neuronové sítě (convolu-
tion neural network). Uvedená metoda dosahuje na testovacích databázích hodnotu
f-measure (viz sekce 3.1.2) 0,95, což se již blíží schopnostem lidského oka [24]. Další
moderní metoda založená na tomto principu je uvedena v práci [21]. Pro vytvo-
ření statistického modelu pozadí jsou zde použity texturální příznaky, které samy
dokážou potlačit vliv osvětlení (model popředí zde není známý).
Metod, které se zabývají detekcí změny mezi snímky pořízenými pohyblivou ka-
merou, existuje o poznání méně. Jelikož neexistuje žádný projekt, který by se zabýval
vyhodocením těchto metod, je také problematické rozhodnout, které metody vypo-
vídají o současném stavu problematiky. Jedna z takových metod je navržena v diser-
tační práci [3]. Tato metoda je založena na principu, který je popsán v sekci 1.3.3,
a umožňuje správnou detekci změny za přítomnosti chyby registrace a chyby způ-
sobené paralaxou (viz sekce 1.1). Jelikož snímky zpracovávané v uvedené práci jsou
pořízeny z velké výšky nad zemí, chyba způsobena paralaxou je minimální. Hod-
nota f-measure, dosažená v této práci, se pohybuje kolem 0,85. Další prací která se
zabývá podobnou problematikou je [14]. Tato práce nabízí řešení detekce nově pří-
tomného předmětu v sekvenci snímků, pořízených kamerou na pojizdném vozidle. Na
snímcích, zarovnaných pomocí homografie (viz sekce 1.1), je v této práci provedena
detekce změny rozdílovou metodou 1.3.1 (po filtraci pomocí Sobelova operátoru).
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1 ROZBOR TESTOVANÝCH METOD
1.1 Registrace
Jak již bylo řečeno v předchozí kapitole, registrace zajišťuje prostorové zarovnání
vstupních snímků. Registrační metody obvykle pracují na dvou snímcích, kde jeden
je referenční 𝐼1 a druhý zpracovávaný 𝐼2, což odpovídá našemu zavedenému značení.
Samotnou registraci provedeme maticovou transformací snímku 𝐼2, jejíž parametry
je třeba určit. Volba použité maticové transformace závisí na podmínkách, za kterých
jsou snímky pořízeny.
Perspektivní projekce a ztráta projection depth. Jelikož snímky, se kterými
pracujeme, jsou pořízeny v reálném světě, mezi skutečnou scénou a dvourozměrným
snímkem z kamery existuje vztah daný perspektivní projekcí. V homogenním sou-
řadném systému [22] platí mezi trojrozměrným bodem p̃ ∈ P3,P3 = (R4∖{0}) a jeho
dvourozměrnou projekcí x̃ ∈ P2,P2 = (R3∖{0}) vztah [22]:
x̃ =
⎛⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 1 0
⎞⎟⎟⎠ p̃. (1.1)













získáme výsledné souřadnice dvourozměrné projekce bodu p̃. Při převodu z homo-
genního souřadného systému došlo k zahození složky 𝑤x̃, čímž jsme přišli o informaci
o vzdálenosti bodu p̃ od projekční plochy (tzv. projection depth). Ze znalosti vektoru
𝑥 již není možné získat původní vektor p̃. Z toho plyne, že není možné z dvouroz-
měrného snímku rekonstruovat původní trojrozměrnou scénu.
Mapování snímku z jedné kamery na druhou. Uvažujme nyní situaci, kdy
dvě kamery (𝐶1, 𝐶2) snímají jednu scénu. Známe jejich polohu 𝑡1 a 𝑡2, jejich rotaci
𝑅1 a 𝑅2 a zároveň kalibrační matici(callibration matrix [22]) 𝐾1 a 𝐾2. Z těchto






⎞⎠ = K̃𝑖𝐸𝑖. (1.3)
Snímek z kamery 𝐶1 nyní představuje 𝐼1 a snímek z kamery 𝐶2 představuje 𝐼2.
Pokud bychom znali také projection depth bodu na poloze x̃(2) ve snímku 𝐼2, bylo
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by možné určit zpětnou transformací polohu 𝑝 tohoto bodu v původní trojrozměrné
scéně.
𝑝 ∼ Ẽ−12 K̃−12 x̃(2). (1.4)
Projekcí bodu 𝑝 pak můžeme určit polohu x̃(1) tohoto bodu ve snímku 𝐼1.
x̃(1) ∼ K̃1Ẽ1𝑝 (1.5)
Kombinací těchto transformací lze přímo z x̃(2) určit x̃(1) sledovaného bodu.
x̃(1) ∼ P̃1P̃−12 x̃(2) = 𝑀 12x̃0 (1.6)
Při snímání obyčejnou kamerou však obvykle projection depth neznáme, tudíž v o-
becném případě tuto transformaci nelze použít.
Homografie a paralaxa. Budeme-li předpokládat, že každý trojrozměrný bod
sledované scény leží na ploše 𝐴 : 𝑛0𝑝 + 𝑐0 = 0, je možné zahodit poslední sloupec
matice 𝑀 12 (vzorec 1.6) [22]. Jelikož nás nezajímá výsledná projection depth, mů-
žeme zahodit také poslední řádek této matice. Touto úpravou dostaneme standartní
3x3 matici H̃12 dvourozměrné perspektivní transformace (tzv. homografie [homogra-
phy]). Body ležící mimo plochu A způsobují chybu v registraci. Vzdálenost bodu od








Obr. 1.1: Paralaxa – vzdálenost bodu od plochy A.
Jelikož na snímcích, které zpracováváme často dominuje rovná plocha, je právě
použití homografie opodstatněné. S chybou registrace způsobenou paralaxou je však
nutné počítat a její vlivy kompenzovat.
1V některé literatuře paralaxa představuje úhel, v této práci však vycházíme z terminologie
v knize [22].
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1.1.1 Registrace na základě klíčových bodů
Registrační metody na základě klíčových bodů (keypoints) se obvykle skládají z těch-
to kroků:
• Detekce klíčových bodů na obou registrovaných snímcích (feature detection).
• Popis detekovaných bodů na základě okolních pixelů (feature description).
• Párování těchto bodů (k bodu ze snímku 𝐼1 je přiřazen odpovídající bod ze
snímku 𝐼2) podle popisu získaného v předchozím kroku (feature matching).
• Výpočet transformační matice na základě rozdílů v poloze spárovaných bodů.
• Transformace snímku 𝐼2.
Klíčové body. Klíčové body jsou body, které lze snadno lokalizovat na různoro-
dých snímcích snímaného předmětu. Tyto body jsou pevně svázány s jejich okol-
ními pixely, které budeme nazývat výstřižky (patches). Bez tohoto výstřižku není
možné lokalizovat klíčový bod ve snímku. Výstřižky často zachycují vrcholky hor či
rohy budov. Dobré výstřižky jsou co nejméně poznamenány tzv. problémy apertury
(aperture problems). Problém apertury způsobuje nejistotu při detekci přesné po-
lohy klíčového bodu v jednotlivých snímcích. Na obrázku 1.2 vidíme tři výstřižky
vybrané ze zobrazeného snímku. Výstřižek 1 obsahuje pouze hladkou modrou plo-
chu - není možné s jistotou určit jeho polohu. Umístění výstřižku 2 bychom odhadli
někde na hraně střechy, ovšem není možné jej určit přesně. Předchozí dva výstřižky
jsou poznamenány problémy apertury. Poslední, výstřižek 3, je pro umístění klíčo-
vého bodu nejvhodnější. Polohu tohoto výstřižku ve snímku můžeme určit velice
přesně.
Deskriptory. Popisem klíčových bodů rozumíme proces, kdy výstřižek okolo klí-
čového bodu transformujeme do formy deskriptoru. Na základě podobnosti deskrip-
torů budeme později rozhodovat, které klíčové body označují stejnou oblast, což
nám umožní jejich párování.
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Obr. 1.2: Problémy apertury. Výstřižky 1 a 2 jsou pro umístění klíčového bodu
nevhodné. Výstřižek 3 je pro umístění tohoto bodu vhodný - jeho polohu je možné
jednoznačně určit.
Volba metody pro detekci a popis klíčových bodů
Pro detekci klíčových bodů a jejich popis existuje mnoho metod. Neznámějšími jsou
SIFT (Scale-Invariant Feature Transform) a SURF (Speeded-Up Robust Features).
Jelikož uvedené metody jsou patentovány, je pro komerční použití vhodné zvolit
jinou metodu. Z důvodu snadno dostupné implementace v OpenCV, jsme v této
práci zvolili metodu ORB [18] (Oriented BRIEF).
ORB je metoda pro detekci a popis příznaků vycházející z algoritmů FAST (Fe-
atures from Accelerated Segment Test) a BRIEF (Binary Robust Independent Ele-
mentary Features). V následujících odstavcích budou proto krátce popsány i tyto
algoritmy.
Algoritmus FAST
Algoritmus FAST [17] vychází z tzv. testu segmentu, který na základě 16. okolních
pixelů bodu 𝑐 na poloze 𝑥𝑐 (rozmístěných na kružnici okolo tohoto bodu, viz obr. 1.3)
rozhoduje, zda tento bod na snímku označuje polohu rohu (tedy reprezentuje možný
klíčový bod). Uvažujme snímek daný funkcí 𝑖 = 𝐼(𝑥), která vektoru polohy 𝑥 přiřa-
zuje intenzitu 𝑖. Pokud okolo bodu 𝑐 existuje souvislá sekvence 𝑛 pixelů s intenzitou
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větší než 𝐼(𝑥𝑐) + 𝑡, na poloze 𝑥𝑐 je detekován klíčový bod (𝑡 je volitelná hodnota
prahu).
Použitím algoritmu ID3 (Iterative Dichotomiser 3) je na trénovací databázi
snímků vytvořen rozhodovací strom (decision tree), který efektivně implementuje
testování segmentu. Vytvořený rozhodovací strom je nakonec převeden do jazyka C a
zkompilován. Tím získáme funkci pro testování segmentu, která je použita v konečné
implementaci algoritmu FAST. Je vhodné poznamenat, že výsledky získané touto
implementací nemusí ve skutečnosti odpovídat přímému výpočtu testu segmentu.
Rozhodovací strom je specializovaný na typy rohů, které se vyskytují v databázi
trénovacích snímků.
C
Obr. 1.3: (FAST) 16. pixelů rozmístěných na kružnici. Pokud má 𝑛 sousedících
pixelů intenzitu větší než 𝐼(𝑥𝑐) + 𝑡, bod 𝑐 je označen jako klíčový. Vhodná volba
hodnoty 𝑛 je okolo 12 (detekuje rohy pod úhlem 45°).
Algoritmus BRIEF
Nejznámější metody pro tvorbu deskriptorů jako SIFT a SURF extrahují z vý-
střižku okolo klíčového bodu vektory 128 resp. 64 hodnot s plovoucí řádovou čár-
kou [4]. Porovnávání těchto vektorů je relativně náročné na výpočetní výkon. Z to-
hoto důvodu některé metody provádějí na těchto vektorech redukci dimensionality
pomocí PCA [10] (Principal Component Analysis) či LDA [7] (Linear Discriminant
Analysis), případně dokonce redukci na binární řetězec [19] (např. pomocí hašovací
funkce). Poslední uvedený přístup, tedy redukce na binární řetězec, umožňuje porov-
návání deskriptorů Hammingovou vzdáleností, jejíž výpočet je na dnešních počítačích
velmi rychlý.
BRIEF [4] vytváří deskriptory v podobě binárního řetězce již od počátku. Re-
dukce těchto dat tedy není nutná a výsledné deskriptory je možné rychle porovná-
vat použitím Hammingovy vzdálenosti. Jednotlivé bity deskriptoru jsou v algoritmu
20
BRIEF určeny jednoduchým porovnáním dvou pixelů (na poloze 𝑥1 a 𝑥2) z vý-
střižku o velikosti 𝑆 × 𝑆. Pokud platí 𝐼(𝑥1) < 𝐼(𝑥2), bit bude nabývat hodnoty
1, v opačném případě 0. Polohy srovnávaných pixelů jsou získány vzorkováním
z normálního rozdělení se střední hodnotou 𝜇 = 0 a rozptylem 𝜎2 = 125𝑆
2. Počet
porovnávaných párů pixelů (𝑛𝑑) se může mezi různými implementacemi algoritmu
lišit. Ze zavedeného značení BRIEF-𝑘 lze 𝑛𝑑 určit jako 𝑛𝑑 = 8 · 𝑘.
Metoda ORB
Oblast použití algoritmu FAST je značně zúžená, protože poloha a množství de-
tekovaných klíčových bodů je velmi závislá na měřítku snímků. Algoritmus také
neposkytuje informaci o orientaci detekovaných rohů, která je často vyžadována.
Problémem s algoritmem BRIEF je zase závislost jeho výkonu na rotaci snímku.
Metoda ORB řeší všechny tyto problémy [18].
Rozdílná měřítka snímků. Pro řešení problému s měřítkem snímků u algoritmu
FAST využívá ORB tzv. měřítkovou pyramidu (scale pyramid). Měřítko původního
snímku je postupně zvětšováno a zmenšováno, čímž získáme množství snímků o růz-
ných velikostech. Seřazením těchto snímků nad sebe podle velikosti dostaneme tvar
pyramidy. Pomocí FAST poté detekujeme klíčové body na všech vrstvách pyramidy.
Klíčové body jsou následně ohodnoceny pomocí Harrisova měřítka (Harris measure),
čímž získáme informaci o jejich kvalitě. Z těch nejkvalitnějších je nakonec vybrán
požadovaný počet klíčových bodů.
Orientace rohů. Pro získání informace o orientaci rohů využívá ORB tzv. těžiště
intenzity (intensity centroid). Definujme si nyní oblast výstřižku jako množinu 𝒱 ∈
R2, která obsahuje polohové vektory všech pixelů z výstřižku. Pro tuto oblast určíme




















jsou momenty na ose x resp. y.
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Závislost na rotaci. Hodnota deskriptorů získaných algoritmem BRIEF je zna-
čně závislá na rotaci snímků [18], což způsobuje chyby při párování klíčových bodů.
ORB pro řešení tohoto problému využívá informaci o orientaci získané v před-
chozím kroku (viz odstavec Orientace rohů). Z vektoru 𝐶 je nejprve určen úhel
𝜃 = 𝑎𝑡𝑎𝑛2(𝑚𝑦, 𝑚𝑥), kde 𝑎𝑡𝑎𝑛2() odpovídá funkci arkus tangents, která určí správný
úhel vektoru k ose x ve všech možných kvadrantech. Pomocí rotační matice
𝑅𝜃 =
⎛⎝𝑐𝑜𝑠 𝜃 −𝑠𝑖𝑛 𝜃
𝑠𝑖𝑛 𝜃 𝑐𝑜𝑠 𝜃
⎞⎠ (1.10)
je pak matice párů pixelů 𝑥(𝑖)1 , 𝑥
(𝑖)
2 vybraných pro srovnání transformována:
𝑆𝜃 = 𝑅𝜃









Algoritmus BRIEF takto prakticky určuje deskriptor na výstřižku, který je již orien-
tován podle rohu, jež zobrazuje. Tento přístup ovšem přináší další problém, který je
nutné řešit [18].
Párování klíčových bodů
Pro párování klíčových bodů jsme v této práci zvolili metodu hrubé síly kom-
binovanou s testem poměru vzdáleností [9]. Uvažujme nyní, že máme dostupné
deskriptory {𝑑(1)𝑖 }𝐼𝑖=1 a {𝑑
(2)
𝑗 }𝐽𝑗=1 klíčových bodů snímku 𝐼1 resp. 𝐼2. Porovnáním
každého deskriptoru snímku 𝐼1 s každým deskriptorem snímku 𝐼2 pomocí metriky
𝑚𝑖𝑗 = 𝑚(𝑑(1)𝑖 , 𝑑
(2)
𝑗 ) získáme matici vzdáleností těchto deskriptorů.
𝐷12 =
⎛⎜⎜⎜⎜⎜⎜⎝
𝑚11 𝑚12 . . . 𝑚1𝐽
𝑚21 𝑚22 . . . 𝑚2𝐽
... ... . . . ...
𝑚𝐼1 𝑚𝐼2 . . . 𝑚𝐼𝐽
⎞⎟⎟⎟⎟⎟⎟⎠ (1.12)
Nalezením dvou nejmenších hodnot na řádku 𝑖 této matice pak dostaneme dva
deskriptory 𝑑(2)𝑘 , 𝑑
(2)
𝑙 , které jsou potencionálně nejvhodnějším protějškem k deskrip-
toru 𝑑(1)𝑖 . Pokud vzdálenosti těchto deskriptorů k deskriptoru 𝑑
(1)
𝑖 splňují podmínku:
𝑚𝑖𝑘 < 𝛾 · 𝑚𝑖𝑙, (1.13)
pak vytvoříme pár (𝑑(1)𝑖 , 𝑑
(2)
𝑘 ) a zároveň také spárujeme odpovídající klíčové body 𝑖
a 𝑘. Tuto operaci opakujeme pro každý řádek matice.
Jako metriku 𝑚 jsme v této práci použili Hammingovu vzdálenost, která je pro
porovnávání binárních deskriptorů metody ORB nejvhodnější. Volba konstany 𝛾
ovlivňuje poměr správně přiřazených klíčových bodů k chybně přiřazeným klíčovým
bodům. V původním dokumentu [9] autor použil hodnotu 𝛾 = 0, 8.
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1.1.2 Metoda ECC
ECC (Enhanced Correlation Coefficient maximization) je metoda používaná pro
optimalizaci transformační matice určené k registraci snímků.
V našem případě budeme metodu používat pro optimalizaci matice H̃12. Za-
veďme si nyní vektor ℎ = (ℎ00 ℎ10 . . . ℎ22)𝑇 obsahující všechny prvky matice H̃12.
Transformace 𝜑(𝑥, ℎ) na základě vektoru parametrů ℎ transformuje vektor souřad-
nic 𝑥 (tedy mapuje body z 𝐼1 do 𝐼2) pomocí homografie. Dále vektory
𝑖𝑟 =
[︁





𝐼𝑃 𝑅(𝜑(𝑥1, ℎ)) 𝐼𝑃 𝑅(𝜑(𝑥2, ℎ)) . . . 𝐼𝑃 𝑅(𝜑(𝑥𝐾 , ℎ))
]︁𝑇
(1.15)
obsahují intenzity všech (1 . . . 𝐾) pixelů snímku 𝐼1 a k nim náležící pixely z 𝐼2 (ná-
ležitost je dána transformací 𝜑(𝑥, ℎ)). Odečtením aritmetického průměru od těchto
vektorů získáme jejich normalizované formy 𝑖𝑟 a 𝑖𝑝.
Optimálních hodnot parametrů ℎ je dosaženo maximalizací vylepšeného korelač-






kde ‖.‖ je Eukleidovská norma. Tento koeficient je nezávislý na změnách v osvětlení
a výsledný problém lze reprezentovat jako soustavu lineárních rovnic [5]. Soustava
lineárních rovnic je v této metodě řešena iteračně.
Na rozdíl od metod založených na detekci příznaků, tato metoda pracuje se všemi
pixely snímků – je tedy velice robustní. Její nevýhodou je nutná znalost počátečního
odhadu matice H̃12 před započetím výpočtu. Pokud je odhad nepřesný, metoda
nemusí konvergovat ani v mnoha iteracích. Tento problém je možné řešit rozdělením
registrace na dvě části. Nejprve je metodou ECC na podvzorkovaných snímcích určen
odhad H̃12, který je v druhém kroku upřesněn výpočtem na původních snímcích.
Pokud je mezi snímky 𝐼1 a 𝐼2 jen malý posun, vhodným počátečním odhadem je
jednotková matice.
1.1.3 Vyhledávání úhlu pohledu







2Jednička na třetím řádku, ve třetím sloupci matice doplňuje matici do homogenního tvaru [22].
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což je matice homografie vypočtená mezi 𝐼1 a 𝐹𝑁 . Podle [6] lze matici homografie











Matice H̃𝑠𝑁 je maticí podobnostní transformace (similarity transform [22]). Matice
H̃𝑎𝑁 je maticí speciálního případu afinní transformace [22] a konečně H̃
𝑝
𝑁 je maticí
speciálního případu projekční transformace [22]. Jednoduchým vynásobením těchto
matic lze dokázat, že vektor 𝑣 = (ℎ31 ℎ32)𝑇 . Použijeme-li rozklad ze vzorce 1.18 pro
transformaci vektoru x̃, dostaneme:
x̃′ = H̃𝑁 x̃ = H̃𝑠1𝐶H̃𝑎𝑁H̃
𝑝
𝑁 x̃, (1.19)
což lze reprezentovat jako posloupnost tří po sobě následujících transformací:
x̃′ = H̃𝑠𝑁 [H̃𝑎𝑁(H̃
𝑝
𝑁 x̃)]. (1.20)
Projekční transformace je tedy provedena dříve než podobnostní transformace (tato
informace bude využita dále).
Uvažujeme nyní čtverec daný body 𝐴 = (−1 − 1)𝑇 , 𝐵 = (−1 1)𝑇 , 𝐶 = (1 1)𝑇 ,
𝐶 = (1 −1)𝑇 . Zobrazíme-li transformace tohoto čtverce v závislosti na prvcích matice
H̃𝑝𝑁 získáme zobrazení uvedené na obrázcích 1.4. Z těchto obrázků lze vypozorovat,
že pro ℎ31 = 0, ℎ32 = 0 bude úhel pohledu 𝐼1 odpovídat úhlu pohledu 𝐼2. Pokud
úhel pohledu obrázku 𝐼1 odpovídá úhlu pohledu 𝐼2, chyba detekce změny způsobená
paralaxou bude nulová.
Signalizace odchylky úhlu pohledu. Vektoru 𝑣 je dokonce možné využít pro
signalizaci míry odchylky od požadovaného úhlu pohledu. Prvek ℎ31 signalizuje od-
chylku na ose x a prvek ℎ32 odchylku na ose y. Problém však nastává, pokud mezi
pořízením snímků 𝐼1 a 𝐹𝑁 dojde k rotaci kamery kolem osy z. Označme si nyní
souřadný systém před podobnostní transformací jako 𝑆 a souřadný systém po po-
dobnostní transformaci jako 𝑆 ′. Jelikož je podobnostní transformace při transformaci
maticí H̃𝑁 provedena až po projekční transformaci, vektor 𝑣 vypovídá o transfor-
maci v souřadném systému 𝑆. Pokud matice H̃𝑁 reprezentuje transformaci 𝐼1 → 𝐹𝑁
je třeba vektor 𝑣 rotovat, aby signalizace odpovídala souřadnému systému 𝑆 ′ (tedy
aby bylo možné signalizaci zobrazit ve snímku 𝐹𝑁). Z tohoto důvodu potřebujeme
z matice H̃𝑁 určit rotační matici, kterou podobnostní transformace rotuje souřadný




⎞⎠ = 𝑠𝑅𝐾 + 𝑡𝑣𝑇 . (1.21)
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Jelikož vektory 𝑡 a 𝑣 lze určit přímo z matice 𝐻𝑁 , jako: 𝑡 = (ℎ13 ℎ23)𝑇 a 𝑣 =




⎞⎠ = 𝐻𝑁,33 − 𝑡𝑣𝑇 = 𝑠𝑅𝐾 (1.22)












kde 𝑢1 = 1√
𝑎211+𝑎221
(𝑎11 𝑎21)𝑇 . Hodnotu vektoru 𝑢2 již nepotřebujeme počítat. Dle






Rotací vektoru 𝑣 nyní získáme vektor 𝑣′, který lze libovolným způsobem vykreslit
na snímku 𝐹𝑁 jako signalizaci odchylky úhlu pohledu (např. tak jak je uvedeno na
obrázcích 1.4).
𝑣′ = 𝑅𝑣 (1.26)
Na základě této signalizace pak bude nutné, aby uživatel nalezl úhel pohledu, jež
odpovídá 𝐼1.
1.2 Normalizace intenzit
Normalizace intenzit kompenzuje změny osvětlení, doby expozice a dalších jevů,
které nastanou mezi pořízením snímků 𝐼1 a 𝐼2, a ovlivňují světlost snímků. Pro
úspěšnou detekci změn je tento krok velice důležitý. Některé metody pro detekci
změny však provádějí normalizaci intenzit samy, tudíž by bylo možné tento krok za
určitých okolností vynechat.
Volba metody pro normalizaci intenzit je závislá na jevech, které je třeba kom-
penzovat. Nejdůležitější z těchto jevů jsou:
• doba expozice,
• velikost apertury clony kamery,
































(e) ℎ31 = 0, ℎ32 = 0
Obr. 1.4: Vliv prvků ℎ31 a ℎ32 na výsledek transformace. Ostatní prvky matice H̃𝑁
odpovídají jednotkové matici 3 × 3. Červené kružnice signalizují odchylku 𝑣′.
1.2.1 Globální normalizace intenzit
Kompenzace prvních tří jevů (viz sekce 1.2) je možná globální úpravou všech intenzit
pixelů dle vzorce:
𝐼 ′(𝑥𝑖) = 𝑠 · (𝐼(𝑥𝑖) + 𝑜), (1.27)
pro všechna 𝑥𝑖 ∈ ℐ. (oblast ℐ ∈ R2 je množina polohových vektorů všech pixelů
snímku.) Hodnoty 𝑜 a 𝑠 jsou předem určeny z intenzit 𝐼(𝑥𝑖).
Normalizace průměrné hodnoty a rozptylu. Tato metoda [15] provádí glo-
bální normalizaci intenzit podle vzorce 1.27. Hodnota 𝑜 je zde určena jako opačná
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hodnota aritmetického průměru intenzit pixelů na snímku (𝑜 = −𝜇) a 𝑠 odpovídá
převrácené hodnotě rozptylu intenzit (𝑠 = 1
𝜎2
). Výsledkem normalizace je pak sní-
mek, jehož pixely mají průměrnou intenzitu rovnu nule a rozptyl intenzit roven
jedné.
1.2.2 Lokální normalizace intenzit
Kompenzace čtvrtého uvedeného jevu (viz sekce 1.2), tedy změny v osvětlení scény,
již touto úpravou řešit nelze. S použitím zjednodušeného modelu odrazivosti světla,
kde uvažujeme pouze diffuzní odrazivost (diffuse reflection), lze intenzitu odraženého
paprsku vyjádřit jako [22]:
𝐿𝑑(𝜆) = 𝐿𝑖(𝜆)𝑓𝑑(𝜆)[𝑣𝑖 · 𝑛]+, (1.28)
kde
[𝑣𝑖 · 𝑛]+ = 𝑚𝑎𝑥(0, 𝑣𝑖 · 𝑛), (1.29)
𝐿𝑖 je intenzita dopadajícího světelného paprsku ve směru 𝑣𝑖, 𝑛 je normálový vek-
tor plochy, na kterou paprsek dopadá a 𝑓𝑑(𝜆) je BRDF (Bidirectional Reflectance
Distribution Function) této plochy pro vlnovou délku 𝜆. Povšimněme si, že v tomto
modelu množství vyzářeného světla nezávisí na směru, ze kterého plochu sledu-
jeme. Určením BRDF pro každý pixel bychom získali snímek, který je nezávislý na
osvětlení. Jelikož obvykle neznáme směr a intenzitu dopadajícího paprsku, je určení
BRDF prakticky nemožné.
Homomorfní filtr. Převedeme-li intenzitu pixelů snímku podle vzorce 𝐼 ′(𝑥) =
𝑙𝑜𝑔(𝐼(𝑥)), intenzita odraženého paprsku bude nyní dána součtem
𝐿𝑑(𝜆) = 𝐿𝑖(𝜆) + 𝑓𝑑(𝜆) + [𝑣𝑖 · 𝑛]+. (1.30)
Předpokládejme, že hodnota 𝐿𝑖(𝜆) + [𝑣𝑖 · 𝑛]+ je dána polohou zdroje světla a inten-
zitou dopadajícího světla. Složka 𝑓𝑑(𝜆) je dána pouze odrazivostí sledované plochy.
Intenzita dopadajícího světla se na povrchu sledovaného předmětu obvykle mění po-
malu a plynule. Oproti tomu odrazivost povrchu se často mění rychle a skokově.
Pokud je navíc sledovaný povrch předmětu dostatečně hladký, je možné lineárním
filtrováním snímku 𝐼 ′(𝑥) oddělit tyto dvě složky [15], a tím se zbavit vlivů osvětlení.
1.3 Detekce změny
Detekce změny zajišťuje vytvoření masky 𝑀 (2) na základě detekovaných změn mezi
snímky 𝐼1 a 𝐼2. Při detekci změny je třeba se vypořádat se všemi vlivy, které nebyly
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odstraněny předchozími bloky. Patří mezi ně šum kamery, chyby registrace, per-
spektivní deformace, zbylé rozdíly v intenzitách, chyby zaostření kamery, rozostření
pohybem, chyby způsobené omezeným rozlišením kamery a jiné.
Výběr metody pro detekci změny není přímočarý. V každém případě je nutné
uvažovanou metodu otestovat na reálných datech a výsledky porovnat s jinými me-
todami.
1.3.1 Rozdílová metoda
Rozdílová metoda [15] (differencing) je jedna z nejjednodušších, ale i nejpoužíva-
nějších metod detekce změny. Definujme funkce 𝐼1(𝑥) a 𝐼2(𝑥) udávající intenzity
snímků 𝐼1 resp. 𝐼2 a funkci 𝑀 (2)(𝑥) udávající hodnoty masky 𝑀 (2). Pro detekování
rozdílů mezi těmito snímky nejprve stanovme rozdílový snímek
𝐷(𝑥) = 𝐼1(𝑥) − 𝐼2(𝑥). (1.31)
Výsledná hodnota masky 𝑀 (2) je pak dána:
𝑀 (2)(𝑥) =
⎧⎪⎨⎪⎩1 𝑝𝑜𝑘𝑢𝑑 |𝐷(𝑥)| > 𝜏𝑑,0 𝑗𝑖𝑛𝑎𝑘. (1.32)
Hodnota prahu 𝜏𝑑 je obvykle určená empiricky.
1.3.2 Poměr intenzit a metoda stínovacího modelu
Metoda poměřující intenzity pixelů snímku ve zlomku je založená na velice podob-
ném principu jako rozdílová metoda. Nejdříve ze snímků 𝐼1(𝑥) a 𝐼2(𝑥) stanovme
poměrový snímek
𝑃 (𝑥) = 𝐼1(𝑥)
𝐼2(𝑥)
. (1.33)
Výsledná maska 𝑀 (2) je pak dána:
𝑀 (2)(𝑥) =
⎧⎪⎨⎪⎩1 𝑝𝑜𝑘𝑢𝑑 |𝑃 (𝑥) − 1| > 𝜏𝑝,0 𝑗𝑖𝑛𝑎𝑘. (1.34)
Hodnota prahu 𝜏𝑝 je opět volena empiricky.
Metoda stínovacího modelu. Metoda stínovacího modelu [20] (shading model
method) určuje masku 𝑀 (2) opět z poměrového snímku 𝑃 (𝑥). Využívá však při tom
zjednodušeného modelu stínování dle vzorce 1.30. Tento vztah je opět rozdělen na
část 𝑖𝐿, závisející převážně na osvětlení, a část 𝑖𝑆 určenou materiálem sledovaného
předmětu:
𝐿𝑑(𝜆) = 𝑖𝐿(𝜆)𝑖𝑆(𝜆), (1.35)
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kde 𝑖𝐿(𝜆) = 𝐿𝑖(𝜆)[𝑣𝑖 · 𝑛]+ a 𝑖𝑆(𝜆) = 𝑓𝑑(𝜆). Pokud mezi snímky nedošlo ke struk-
turální změně, poměr intenzit pixelů ze snímků, pro určitou vlnovou délku 𝜆, se
redukuje na:







Předpokládejme, že hodnota funkce 𝑖𝐿𝑗(𝑥) je hladká a pomalu se měnící v závislosti
na vektoru 𝑥 (𝑗 ∈ {1, 2}). Rozptyl hodnot funkce 𝑃 (𝑥) na malé spojité oblasti
Ω𝑖 okolo 𝑥𝑖 bude nyní přibližně nulový. Pokud ovšem došlo ke strukturální změně,




𝑥∈Ω𝑖(𝑃 (𝑥) − 𝜇𝑖)2 > 𝜏𝑠,
0 𝑗𝑖𝑛𝑎𝑘.
(1.37)
𝜇𝑖 je průměrná hodnota 𝑃 (𝑥) na oblasti Ω𝑖. Hodnota prahu 𝜏𝑠 a velikost oblasti Ω𝑖
je volena empiricky.
1.3.3 Metoda LCP
Metody založené na LCP [3] určují změnu pixelu na poloze 𝑥𝑖 na základě čtvercového
okolí 𝜌(𝑥𝑖) tohoto pixelu ve snímku 𝐼1 a čtvercového okolí 𝜋(𝑥𝑖 +Δ𝑥) ve snímku 𝐼2.
S použitím korelační funkce 𝐶𝑜𝑟𝑟(𝜌, 𝜋) pak pro každý pixel 𝑥𝑖 stanovíme hodnotu
podobnosti jako:
𝑆(𝑥𝑖) = maxΔ𝑥∈𝒟{𝐶𝑜𝑟𝑟(𝜌(𝑥𝑖), 𝜋(𝑥𝑖 + Δ𝑥))}, (1.38)
kde 𝒟 = {(𝑥, 𝑦) ∈ Z2 : −𝛿𝑐 ≤ 𝑥, 𝑦 ≤ 𝛿𝑐}. Výhodou tohoto přístupu je, že dokáže
potlačit chyby registrace.



















Výsledná maska se poté opět vytvoří prahováním:
𝑀 (2)(𝑥𝑖) =
⎧⎪⎨⎪⎩1 𝑝𝑜𝑘𝑢𝑑 𝑆(𝑥𝑖) < 𝜏𝑐,0 𝑗𝑖𝑛𝑎𝑘. (1.41)
3Pokud použijeme funkci 𝐶𝑜𝑟𝑟𝑠𝑑 je nutné ve vzorci 1.38 vyhledávat místo maxima minimum a
ve vzorci 1.41 obrátit znaménko < na >.
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Hodnota prahu 𝜏𝑐 a hodnota 𝛿𝑐 je volena empiricky. Čím větší je hodnota 𝛿𝑐,
s tím větší chybou registrace se tato metoda může vypořádat. Nastavení příliž velké
hodnoty však může zakrýt některé malé změny, které ve snímku nastaly. Velikost
oblastí 𝜌 a 𝜋 se obvykle volí srovnatelná s rozměry změněných oblastí.
1.3.4 Metoda LBP/LTP histogramů
Pro účely této práce jsme navrhli novou metodu detekující změny na základě LBP
(Local Binary Patterns) nebo LTP (Local Ternary Patterns) deskriptorů. Před sa-
motnou detekcí změn pro každý bod na snímku 𝐼1 a 𝐼2 vypočteme LBP či LTP
deskriptory, čímž získáme dvourozměrné pole 𝐷1 a 𝐷2. Tato pole následně srov-
náme bod po bodu porovnáním histogramů vytvořených z jejich okolí. Tedy např.
pro detekci změny v bodě 𝑥 nejprve určíme histogramy 𝐻1(𝐷1, ℛ) a 𝐻2(𝐷2, ℛ),
ℛ = {𝑥 + (𝛿𝑥 𝛿𝑦)𝑇 : (𝛿𝑥 𝛿𝑦)𝑇 ∈ Z2 ∧ −𝛿ℎ ≤ 𝛿𝑥, 𝛿𝑦 ≤ 𝛿ℎ}. Porovnáním těchto histo-
gramů pak dostaneme hodnotu 𝑆(𝑥) vyjadřující podobnost bodu 𝑥 mezi snímky 𝐼1
a 𝐼2. Prahováním této hodnoty použitím prahu 𝜏ℎ získáme výslednou masku:
𝑀 (2)(𝑥𝑖) =
⎧⎪⎨⎪⎩1 𝑝𝑜𝑘𝑢𝑑 𝑆(𝑥𝑖) > 𝜏ℎ,0 𝑗𝑖𝑛𝑎𝑘. (1.42)
Velikost oblasti ℛ je dána hodnotou 𝛿ℎ a měla by přibližně odpovídat velikosti
změněné oblasti v pixelech.Tento princip se často označuje jako metoda klouzajícího
okna (sliding window).
Díky využití LBP či LTP deskriptorů je navržená metoda nezávislá na osvět-
lení sledovaného předmětu. Při porovnávání pomocí histogramů jsou do určité míry
kompenzovány chyby registrace a chyby způsobené paralaxou. Ze své podstaty tato
metoda vychází z textury snímku. Pokud tedy nastane změna která se neprojevuje
změnou textury, nebude tato metoda pracovat správně. Vzhledem k charakteru
vstupních snímků však v této práci zmíněné omezení nečiní problémy.
LBP
Metoda LBP [8] umožňuje přidelit každému pixelu vstupního snímku deskriptor
popisující texturu v jeho okolí. Seskupením deskriptorů z určité oblasti snímku je
pak možné například identifikovat předměty na snímku na základě textury. Tato
metoda je velmi často používána pro rozpoznávání obličejů.
Metoda je založená na prahování sousedních pixelů hodnotou centrálního pixelu.
Výsledná hodnota deskriptoru je pak dána zřetezením binárního výsledku tohoto
prahování do binárního řetězce. Originální metoda pracuje s osmi sousedními pi-
xely, a výsledkem je tedy osmibitový deskriptor. Označíme-li si intenzitu centrál-
ního pixelu jako 𝐼(𝑥) a intenzity jednotlivých okolních pixelů jako 𝐼(𝑔(𝑥, 𝑖)), 𝑖 ∈
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𝑠(𝐼(𝑔(𝑥, 𝑖)) − 𝐼(𝑥)) · 2𝑖, (1.43)
kde
𝑠(𝑥) =
⎧⎪⎨⎪⎩1 𝑝𝑜𝑘𝑢𝑑 𝑥 ≥ 00 𝑝𝑜𝑘𝑢𝑑 𝑥 < 0. (1.44)
Jednotlivé elementy textury jako jsou hrany, rohy, body a podobně jsou ve vý-
sledném deskriptoru reprezentovány určitou posloupností bitů. Tyto posloupnosti se
nazývají vzory (patterns).
Uniformní vzory. Pro osmibitové deskriptory existuje celkem 256 různých vzorů.
Histogram vytvořený z těchto deskriptorů by se skládal z 256 sloupců. Kvůli zvý-
šení efektivity srovnávání těchto histogramů je často využíváno tzv. uniformních
vzorů [12]. Uniformní vzory jsou vzory, ve kterých se vyskytuje dvojice po sobě
jdoucích bitů 01 či 10 maximálně dvakrát. Například v řetezci 00011000 se vysky-
tuje jedna dvojice 01 a jedna dvojice 10, řetězec je tedy uniformní. Řetězec 00100001
však již uniformní není, jelikož se zde vyskytuje dvakrát dvojice bitů 01 a dvakrát
dvojice 10 (povšimněte si, že počítáme také dvojici mezi prvním a posledním bitem).
Pro osmibitový deskriptor existuje celkem 58 uniformních vzorů. Všechny ostatní
vzory jsou ve výsledku mapovány do jednoho sloupce histogramu, dostaneme tedy
histogram s 59 sloupci. Kromě snížení počtu sloupců histogramu vykazují uniformní
vzory také menší citlivost na šum.
Zobecnění LBP. Oproti původnímu návrhu je ve zobecněné verzi LBP (generic
LBP) [12] deskriptor vypočten porovnáním intenzity centrálního bodu 𝐼(𝑥) s in-
tenzitami bodů rozmístěných na kružnici okolo 𝑥 (viz obrázek 1.5). Poloměr této
kružnice 𝑟𝑙 je volitelný stejně jako počet bodů 𝑁𝑙 na ní rozmístěných. Poznamenejme,
že 𝑔′(𝑥, 𝑖) = (𝑔1 𝑔2)𝑇 jsou nyní reálnými vektory (𝑔′(𝑥, 𝑖) ∈ R2):
𝑔′(𝑥, 𝑖) = 𝑥 + [𝑟 · 𝑐𝑜𝑠(𝑖 · 2𝜋/(𝑁 − 1)) 𝑟 · 𝑠𝑖𝑛(𝑖 · 2𝜋/(𝑁 − 1)]𝑇 (1.45)
Intenzitu okolních bodů 𝐼 ′(𝑔′(𝑥, 𝑖)), 𝑖 ∈ {0, 1, . . . , 𝑁} je tedy nutné určit pomocí
bilineární interpolace.
𝐼 ′(𝑔′(𝑥, 𝑖)) = 𝑏11𝐼(𝑞11) + 𝑏12𝐼(𝑞12) + 𝑏21𝐼(𝑞21) + 𝑏22𝐼(𝑞22), (1.46)
kde 𝑞𝑘𝑙 = (𝑥𝑘 𝑦𝑙)𝑇 a 𝑥1 = ⌊𝑔1⌋, 𝑥2 = ⌈𝑔1⌉, 𝑦1 = ⌊𝑔1⌋, 𝑦2 = ⌈𝑔2⌉. Koeficienty 𝑏𝑚𝑛 pak
určíme jako
𝑏11 =
(𝑥2 − 𝑔1)(𝑦2 − 𝑔2)
(𝑥2 − 𝑥1)(𝑦2 − 𝑦1)
𝑏12 =
(𝑥2 − 𝑔1)(𝑔2 − 𝑦1)
(𝑥2 − 𝑥1)(𝑦2 − 𝑦1)
𝑏12 =
(𝑔1 − 𝑥1)(𝑦2 − 𝑔2)
(𝑥2 − 𝑥1)(𝑦2 − 𝑦1)
𝑏22 =
(𝑔1 − 𝑥1)(𝑔2 − 𝑦1)
(𝑥2 − 𝑥1)(𝑦2 − 𝑦1)
(1.47)
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𝑠(𝐼 ′(𝑔′(𝑥, 𝑖)) − 𝐼(𝑥)) · 2𝑖, (1.48)
kde
𝑠(𝑥) =
⎧⎪⎨⎪⎩1 𝑝𝑜𝑘𝑢𝑑 𝑥 ≥ 00 𝑝𝑜𝑘𝑢𝑑 𝑥 < 0. (1.49)
Zvolíme-li například 𝑁𝑙 = 8 bude výsledný deskriptor osmibitový stejně jako u ori-
ginální metody. Výhodou tohoto rozšíření je menší citlivost na šum, jelikož jsou
porovnávané intenzity určené interpolací ze čtyř pixelů.
Obr. 1.5: Zobecnění LBP deskriptoru. Na obrázku vidíte několik možností konfigu-
race okolních bodů u zobecněné verze LBP. Nastavení parametrů je pro levý obrázek
𝑁𝑙 = 8, 𝑟𝑙 = 1, pro prostřední 𝑁𝑙 = 16, 𝑟𝑙 = 2 a pro pravý obrázek 𝑁𝑙 = 8, 𝑟𝑙 = 2.
LTP
LTP [8] je modifikací LBP vykazující menší citlivost na šum. Použitím prahu 𝜏𝑙 jsou




−1 𝑝𝑜𝑘𝑢𝑑 𝑥 < −𝜏𝑙




𝑝 = {𝑠′(𝐼(𝑔(𝑥, 𝑖)) − 𝐼(𝑥))}7𝑖=0 (1.51)
Vytvoření binárního deskriptoru ze třístavových elementů této posloupnosti již není
tak intuitivní. V této práci jsme LTP posloupnost 𝑝 rozdělili na dvě LBP posloup-
nosti (kladnou a zápornou) jejichž zřetězením jsme pak získali 16bitový deskriptor.
Uvažujme nyní že jsme pomocí LTP určili následující posloupnost:
𝑝 = {−1, −1, 0, 0, −1, 1, 1, 1}. (1.52)
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⎧⎪⎨⎪⎩1 𝑝𝑜𝑘𝑢𝑑 𝑝[𝑖] > 00 𝑗𝑖𝑛𝑎𝑘 𝑝[𝑖]− =
⎧⎪⎨⎪⎩1 𝑝𝑜𝑘𝑢𝑑 𝑝[𝑖] < 00 𝑗𝑖𝑛𝑎𝑘. (1.54)
𝑝[𝑖] zde reprezentuje i-tý element posloupnosti 𝑝. Získáme tak posloupnosti
𝑝+ = {0, 0, 0, 0, 0, 1, 1, 1},
𝑝− = {1, 1, 0, 0, 1, 0, 0, 0}.
(1.55)
Zřetezením těchto posloupností a následným převedením na binární řetězec pak již
získáme výsledný 16bitový deskriptor: 0000011111001000.
Uniformní vzory. Koncepci uniformních vzorů je možné rozšířit také na LTP.
Pokud se v posloupnosti 𝑝 daného vzoru vyskytuje po sobě jdoucí dvojice elementů
{0, 1}, {1, 0}, {0, −1}, {−1, 0}, {1, −1} a {−1, 1} nanejvýš dvakrát, označíme vzor
jako uniformní. Například posloupnost
{0, 0, −1, −1, −1, 0, 0, 0}, (1.56)
je uniformní, protože se v něm vyskytuje jedna dvojice {0, −1} a jedna dvojice
{−1, 0}. Posloupnost
{−1, −1, 0, 0, 0, 1, 1, 1} (1.57)
však uniformní není, jelikož se zde vyskytuje dvojice {−1, 0}, {0, 1} a {1, −1} (opět
počítáme také dvojici tvořenou prvním a posledním elementem). Mapováním neu-
niformních vzorů do jednoho sloupce histogramu pak získáme celkem 172 sloupců
histogramu.
Robustní LTP. Zavedením prahu 𝜏𝑙 jsme sice získali deskriptor s menší citlivostí
na šum, ovšem tímto přístupem je také limitována nezávislost na osvětlení scény. Ve
článku [25] je tento problém řešen použitím tzv. robustních LTP deskriptorů. Jedná
se o modifikaci LTP, kde je práh 𝜏𝑙 pro každý pixel snímku vypočten jako 𝜏𝑙 = 𝛼 ·𝜇𝑥.
















Obr. 1.6: Tvorba LBP deskriptoru. Vlevo je zobrazen centrální pixel a jeho osm
okolních pixelů (hodnoty intenzity jsou zapsány dekadicky). Prahováním okolních
pixelů získáme binární hodnoty (vpravo). Průchodem po směru hodinových ručiček
pak zřetezíme tyto binární hodnoty a získáme osmibitový deskriptor: 00111110.
Zobecnění LTP. Metodu LTP je možné opět zobecnit na stejném principu jako
LBP. Výsledkem bude deskriptor s menší citlivostí na šum s možností volby velikosti
okolí a počtu porovnávaných bodů.
Porovnání histogramů
Pro porovnání histogramů jsme v této práci použili 𝜒2 vzdálenost [16]. Uvažujme
nyní dva histogramy 𝐻1 a 𝐻2. Hodnota 𝐻𝑖(𝑗), udává pravděpodobnost výskytu
vzoru odpovídajícího sloupci 𝑗 histogramu 𝑖. Pro určení podobnosti těchto dvou







kde 𝑁 je počet sloupců histogramu.
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2 NÁVRH A IMPLEMENTACE ŘEŠENÍ
Pro implementaci vybraných metod jsme využili programovací jazyk C++ a kni-
hovnu OpenCV1. Implementace metody pro detekci změny navíc využívá knihovnu
TinyXML2 pro načítání konfiguračních souborů testovacích databází. K sestavení
zdrojových kódů jsme použili multiplatformního systému CMAKE3. Zdrojové kódy
jsou dostupné v příloze A.3. Bližší informace o návrhu a provedení metod jsou
uvedeny v následujících odstavcích.
2.1 Detekce změny
2.1.1 Volba metod pro detekci změny
V tomto kroku se pokusíme vizuálním srovnáním výsledků popsaných metod roz-
hodnout které metody případně kombinace metod má smysl dále testovat. K těmto
účelům jsme zvolili dvojici snímků pořízených statickou kamerou. Tyto snímky již
byly představeny v úvodu (viz obrázek 3).
Rozdílová metoda. Maska získaná rozdílovou metodou je zobrazena na obráz-
ku 2.1. Je zde vidět že kromě správně označené oblasti změny metoda navíc vyzna-
čuje velké množství pixelů, kde ke změně nedošlo. Můžeme předpokládat, že tento
problém je způsobený chybou registrace.
Poměr intenzit. Maska získaná touto metodou je zobrazena na obrázku 2.2.
Na výsledné masce lze opět vidět chyby z důvodu nepřesné registrace, ale přidává
se k nim navíc chyba způsobená osvětlením. Karta která byla následně ze skříně
vyjmuta zřejmně vytvářela stín. Při vyjmutí tento stín zmizel a došlo ke změně
osvětlení zadní stěny skříně. Přítomnost této chyby naprosto odpovídá vzorci 1.36,
ze kterého vychází metoda stínovacího modelu.
Metoda stínovacího modelu. Maska získaná touto metodou je na obrázku 2.3.
Zdá se, že pro naše účely tato metoda není vhodná. Předpoklad „hladké a pomalu se
měnící“ funkce 𝑖𝐿𝑗(𝑥) (odstavec 1.3.2, Metoda stínovacího modelu) zřejmě není spl-
něn. Tato funkce totiž závisí také na normálových vektorech osvětleného povrchu. Na






Metoda LCP. Maska získaná toto metodou je na obrázku 2.4. Metoda za použití
obou korelačních funkcí vykazuje dobré výsledky. Zdá se, že výborně potlačuje chyby
registrace. Detekovaná oblat změny je však oproti skutečnosti větší.
Kombinace rozdílové metody a metody LCP. Pohledem na výsledky rozdí-
lové metody a metody LCP lze usoudit, že kombinací těchto dvou metod bychom
mohli dosáhnout dobrých výsledků. Obě metody správně označily změněnou oblast,
avšak mimo tuto oblast vyznačily množství dalších pixelů. Provedeme-li kombinaci
masek získaných diferenční metodou a metodou LCP operací AND, získáme masku
na obrázku 2.5 (ponecháme tedy v masce 𝑀 (2) vyznačené pouze oblasti, které ozna-
čily za změněné obě tyto metody). Takto navrženou metodu budeme nyní značit
jako LCP-D.
Metoda LBP histogramů. V této práci jsme množství vzorů redukovali na uni-
formní vzory tak, jak je popsáno v sekci 1.3.4. Maska získaná touto metodou je
na obrázku 2.6. Chyby registrace jsou zjevně velmi dobře potlačeny. Ovšem vidíme
zde hodně chyb způsobených šumem. Na hodnotách podobnostního snímku 𝑆(𝑥)
lze také pozorovat, že poměr požadovaného signálu k šumu je velmi malý.
Metoda LTP histogramů. V této práci jsme použili modifikaci LTP, a to zo-
becněné robustní LTP. Tyto modifikace jsou popsány v sekci 1.3.4. Počet vzorů byl
opět redukován na uniformní vzory. Maska získaná touto metodou je na obrázku 2.7.
Poměr signálu k šumu je oproti LBP mnohem větší. Chyby registrace jsou opět velmi
dobře potlačeny.
Výsledek srovnání. Ze všech uvedených metod se na první pohled nejlépe osvěd-
čila metoda LCP-D a metoda LTP histogramů. Proto budeme v dalším textu pro-
bírat implementaci a přesnost právě těchto dvou metod.
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(a) Maska 𝑀 (2) (b) Maska 𝐺(2)
Obr. 2.1: Výstup rozdílové metody. Obrázek (a) zobrazuje změny detekované roz-
dílovou metodou. Obrázek (b) zobrazuje masku 𝐺(2). Pro získání této masky byl
práh 𝜏𝑑 nastaven na hodnotu 0, 2.
(a) Maska 𝑀 (2) (b) Maska 𝐺(2)
Obr. 2.2: Výstup metody poměru intenzit. Obrázek (a) zobrazuje změny deteko-
vané metodou poměru intenzit. Obrázek (b) zobrazuje masku 𝐺(2). Pro získání této
masky byl práh 𝜏𝑝 nastaven na hodnotu 0, 5.
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(a) Maska 𝑀 (2) (b) Maska 𝐺(2)
Obr. 2.3: Výstup metody stínovacího modelu. Obrázek (a) zobrazuje změny dete-
kované metodou stínovacího modelu. Obrázek (b) zobrazuje masku 𝐺(2). Pro získání
této masky byl práh 𝜏𝑠 nastaven na hodnotu 0, 5 a velikost oblasti Ω𝑖 byla 10 × 10
pixelů.
(a) Maska 𝑀 (2), korelační
funkce 𝐶𝑜𝑟𝑟𝑐𝑐
(b) Maska 𝑀 (2), korelační
funkce 𝐶𝑜𝑟𝑟𝑠𝑑
(c) Maska 𝐺(2)
Obr. 2.4: Výstup metody LCP. Obrázek (a) zobrazuje změny detekované metodou
LCP za použití 𝐶𝑜𝑟𝑟𝑐𝑐 jako měřítka podobnosti. Obrázek (b) zobrazuje změny de-
tekované metodou LCP za použití 𝐶𝑜𝑟𝑟𝑠𝑑. Obrázek (c) zobrazuje masku 𝐺(2). Pro
získání této masky byl práh 𝜏𝑐 nastaven na hodnotu 0, 5 a hodnota 𝛿𝑐 na hodnotu 6
pixelů.
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(a) Maska 𝑀 (2), korelační
funkce 𝐶𝑜𝑟𝑟𝑐𝑐
(b) Maska 𝑀 (2), korelační
funkce 𝐶𝑜𝑟𝑟𝑠𝑑
(c) Maska 𝐺(2)
Obr. 2.5: Výstup metody LCP-D. Obrázek (a) zobrazuje změny detekované za
použití 𝐶𝑜𝑟𝑟𝑐𝑐 jako měřítka podobnosti. Obrázek (b) zobrazuje změny detekované
za použití 𝐶𝑜𝑟𝑟𝑠𝑑. Obrázek (c) zobrazuje masku 𝐺(2). Pro získání těchto masek byly
parametry nastaveny takto: 𝜏𝑑 = 0, 32, 𝜏𝑐 = 0, 5, 𝛿𝑐 = 6.
(a) Maska 𝑀 (2) (b) Maska 𝐺(2)
Obr. 2.6: Výstup metody LBP. Obrázek (a) zobrazuje změny detekované za použití
LBP. Obrázek (c) zobrazuje masku 𝐺(2). Pro získání těchto masek byly parametry
nastaveny takto: 𝜏ℎ = 70, 𝛿ℎ = 5.
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(a) Maska 𝑀 (2) (b) Maska 𝐺(2)
Obr. 2.7: Výstup metody LTP. Obrázek (a) zobrazuje změny detekované za použití
LTP (zobecněné robustní LTP). Obrázek (c) zobrazuje masku 𝐺(2). Pro získání
těchto masek byly parametry nastaveny takto: 𝑟𝑙 = 2, 𝑁𝑙 = 8, 𝛼 = 0, 07, 𝜏ℎ = 130 a
𝛿ℎ = 5.
2.1.2 Metoda LCP-D
Výsledná implementace této metody se skládá ze čtyř kroků:
• Předzpracování. V tomto kroku jsou vstupní obrázky 𝐼1 a 𝐼2 převedeny na
odstíny šedi.
• Registrace. Pro registraci jsme nejprve použili metodu klíčových bodů ORB.
Získané klíčové body jsme pak spárovali metodou popsanou v sekci 1.1.1.
Pro určení odhadu matice 𝐻12 jsme pak použili funkci findHomography
z OpenCV. Tento odhad je následně upřesněn metodou ECC.
• Normalizace. Pro normalizaci jsme použili globální metodu popsanou v sek-
ci 1.2.1.
• Detekce. V tomto kroku jsme výslednou masku 𝑀 (2) určili jako
𝑀 (2)(𝑥) = 𝑀 (2)𝐷 (𝑥) · 𝑀
(2)
𝐶 (𝑥), (2.1)
kde 𝑀 (2)𝐷 je binární maska získaná rozdílovou metodou a 𝑀
(2)
𝐶 je maska získaná
metodou LCP.
V kroku detekce změny jsou testovány dvě různé korelační funkce a to 𝐶𝑜𝑟𝑟𝑐𝑐 a
𝐶𝑜𝑟𝑟𝑠𝑑 (viz sekce 1.3.3).
2.1.3 Metoda LTP histogramů
Výsledná implementace této metody se skládá ze tří kroků:
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• Předzpracování. V tomto kroku jsou nejprve vstupní obrázky 𝐼1 a 𝐼2 pře-
vedeny na odstíny šedi a dále jsou filtrovány gaussovým filtrem pro potlačení
šumu.
• Registrace. Pro registraci jsme nejprve použili metodu klíčových bodů ORB.
Získané klíčové body jsme pak spárovali metodou popsanou v sekci 1.1.1.
Pro určení odhadu matice 𝐻12 jsme pak použili funkci findHomography
z OpenCV. Tento odhad je následně upřesněn metodou ECC.
• Detekce. V tomto kroku jsme použili implementaci zobecněných robustních
LTP příznaků (výslednou metodu lze tedy parametrizovat hodnotami 𝑟𝑙, 𝑁𝑙,
𝛼, 𝜏ℎ a 𝛿ℎ). Pro výpočet histogramů v klouzajícím okně jsme z důvodu efekti-
vity výpočtu použili implementaci integrálních histogramů [13]. Výsledné his-
togramy jsou pak porovnány pomocí 𝜒2 vzdálenosti (viz sekce 1.3.4).
Krok normalizace v tomto případě není nutný, detekce změny je provedena pouze
na základě textury. Při testování jsme dokonce zjistili, že pokud je normalizace
provedena jsou výsledky detekce dokonce horší.
2.1.4 Objektový návrh
Konečný návrh je zde popsán z hlediska objektového programování, viz UML(Unified
Modeling Language) diagram na obrázku 2.8. Tento návrh je společný pro obě me-
tody detekce změny, liší se pouze výsledná implementace uvedených tříd. Třída
ChangeDetection je kontejnerem objektů typu Pipe. Tato třída provádí detekci
změny na základě jednotlivých kroků, které implementují třídy Preprocess, Re-
gister, Normalize a Detect. Abstraktní třída Pipe pouze popisuje rozhraní jed-
noho kroku. Vstupní i výstupní snímky, na kterých tyto třídy pracují, jsou uloženy
ve struktuře DataUnit. Tuto strukturu si udržuje instance ChangeDetection a
při provádění detekce (metoda detect) jí postupně předává všem objektům Pipe,
které ji mohou změnit. Tento návrh byl zvolen z důvodu jednoduché implementace
a snadného rozšiřování. Provedení jednotlivých tříd je popsáno dále. Zdrojový kód
programu je dostupný v příloze A.3.
Třída ChangeDetection. Tato třída provádí celý proces detekce změny. Kon-
struktor ChangeDetection vytváří instanci třídy a zároveň uloží do členské pro-
měnné objekt DataUnit, který obsahuje veškeré snímky, se kterými bude instance
pracovat. Metoda addPipe přidává do členské fronty objekty typu Pipe. Metoda
detect postupně volá metodu process každého objektu ve frontě (tedy provádí jed-
notlivé kroky detekce) a předává jí snímky ve formě DataUnit. Volaná metoda tyto
snímky zpracuje a upraví. Po dokončení posledního kroku detekce, metoda detect

























Obr. 2.8: UML diagram konečného návrhu.
Struktura DataUnit. Tato struktura obsahuje veškeré vstupní i výstupní sním-
ky, které jsou při detekci změny potřeba. Jejími členskými proměnnými jsou tyto
snímky:
• mTemp – referenční snímek 𝐼1,
• mIn – zpracovávaný snímek 𝐼2,
• mTempRoi – binární maska 𝑅,
• mGt – binární maska 𝐺(2),
• mOut – výstupní binární maska 𝑀 (2).
Třída Preprocess. Tato třída provádí předzpracování snímků. Přesná implemen-
tace se u obou detekčních metod liší a je provedena, tak jak bylo uvedeno v sek-
cích 2.1.2 a 2.1.3.
Třída Register. Tato třída provádí registraci snímků 𝐼1 a 𝐼2. Registrace je pro obě
navržené detekční metody provedena použitím metody klíčových bodů v kombinaci
s metodou ECC. Přesná implementace je popsána v sekcích 2.1.2 a 2.1.3.
Třída Normalize. Tato třída provádí normalizaci intenzit snímků. Pro metodu
LTP histogramů není normalizace použita. Přesná implementace této třídy je tedy
popsána v sekci 2.1.2.
Třída Detect. Tato třída provádí detekci změny mezi snímky a vytváří tak masku
𝑀 (2). Ve výsledném programu je tato třída implementována hned několikrát, a to pro
každou z testovaných metod. Všechny tyto metody jsou teoreticky popsány v sekci
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1.3. Konečná implementace je pak popsána v sekci 2.1.2 a 2.1.3. Názvy těchto tříd
sdílí společnou předponu Detect-. Jde o třídy:
• DetectDiff – implementuje detekci změny rozdílovou metodou,
• DetectCorr – implementuje detekci změny metodou LCP, s oběmi popsanými
korelačními funkcemi,
• DetectDiffCorr – implementuje detekci změny metodou LCP-D,
• DetectLTP – implementuje detekci změny pomocí LTP. histogramů.
2.2 Nalezení úhlu pohledu
Výpočet homografie. Navržené řešení pro hledání úhlu pohledu je teoreticky
popsáno v sekci 1.1.3. Pro určení vektoru 𝑣′ je třeba nejprve vypočítat matici ho-
mografie H̃𝑁 . V naší implementaci jsme k tomuto účelu využili metodu klíčových
bodů ORB. Stejně jako u úlohy č.1 jsme opět spárovali klíčové body metodou, jež je
popsána v sekci 1.1.1. Pomocí funkce findHomography z OpenCV vypočteme pro
každý snímek 𝐹𝑁 odhad homografie ̂̃︁H𝑁 představující transformaci 𝐼1 → 𝐹𝑁 . Pro
lepší stabilitu výsledné homografie jsme použili sekvenční metodu, kde výsledná
matice homografie vychází ze všech odhadů






Před použitím tohoto vzorce jsou však nejprve vyřazeny odhady ̂̃︁H𝑁 , které se příliš
liší od matice H̃𝑁−1. Pravidlo pro vyřazování odhadů jsme definovali na základě




kde 𝜆𝑚𝑎𝑥(𝐴𝐴𝐻) označuje největší vlastní číslo matice 𝐴𝐴𝐻 a 𝐴𝐻 označuje Hermi-
teovsky sdruženou matici k 𝐴. Pokud platí
‖̂̃︁H𝑁 − H̃𝑁−1‖2 < 𝜏𝑛, (2.4)
je výsledná matice H̃𝑁 určena dle vzorce 2.2. V opačném případě zůstává matice
stejná jako v předchozím kroku H̃𝑁 = H̃𝑁−1. Hodnotu práhu 𝜏𝑛 je třeba zvolit
s ohledem na maximální rychlost pohybu kamery.
Signalizace. Z důvodu signalizace vykreslujeme na každém novém snímku 𝐹𝑁 kříž
složený ze dvou přímek procházejících středem snímku. Na pozici dané vektorem 𝑛
pak vykreslujeme kružnici signalizující směr a velikost odchylky úhlu pohledu. Tento
vektor je dán vzorcem:
𝑛 = 𝑠𝑣′ + ⌊0, 5 · 𝑚⌋, (2.5)
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kde 𝑠 je volitelná konstanta ovlivňující citlivost signalizace a 𝑚 je vektor udávající
rozměry snímku 𝐹𝑁 v pixelech.
Obr. 2.9: Ukázka signalizace na símku 𝐹𝑁 . Červená kružnice uprostřed snímku
signalizuje odchylku úhlu pohledu.
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3 VÝSLEDKY PRÁCE
3.1 Vyhodnocení přesnosti zvolených metod
Pro posouzení přesnosti navržených metod detekce změny společně s metodou pro
hledání úhlu pohledu jsme použili pět testovacích databází. Na těchto databázích
jsme pak provedli detekci změny pomocí navržených metod a jejich výstup porovnali
s ručně vytvořenými maskami 𝐺(2).
3.1.1 Testovací databáze
První dvě databáze byly pořízeny 8megapixelovou kamerou v tabletu Samsung Ga-
laxy Tab S.
• Databáze rack_01 obsahuje 6 snímků, porovnávat však budeme jen páry, mezi
kterými nedošlo k pohybu kamery. Tím získáme 4 páry snímků.
• Databáze rack_02 obsahuje 5 snímků. Zde budeme porovávat každý snímek
s každým, s výjimkou snímků, které se nevyznačují žádnou strukturální změ-
nou. Získáme tím 8 párů snímků. Mezi snímky v této databázi dochází k po-
hybu kamery.
Následující tři databáze byly pořízeny byly pořízeny méně kvalitní 1megapixelovou
webkamerou Creative Live!.
• Databáze rack_03 obsahuje 6 snímků, pořízených staticky postavenou kame-
rou. Porovnávat budeme referenční snímek s ostatními. Získáme tedy celkem
5 párů snímků.
• Databáze rack_04 obsahuje 6 snímků, pořízených pohyblivou kamerou. Po-
rovnávat budeme referenční snímek s ostatními. Získáme tak celkem 5 párů
snímků.
• Databáze rack_05 obsahuje 6 snímků pořízených pohyblivou kamerou. Při
pořizování této databáze jsme využili navrženou metodu pro vyhledávání úhlu
pohledu. Porovnávat budeme referenční snímek s ostatními. Získame tak cel-
kem 5 párů snímků.
Všechny zmíněné databáze jsou uvedeny v příloze A.1.
3.1.2 Měření přesnosti
Pro měření přesnosti metody budeme porovnávat jednotlivé pixely masky 𝑀 (2) a
masky 𝐺(2). Předpokládejme, že pixely s intenzitou 1 v těchto maskách označují


















|𝑀 (2)(𝑥) − 1|𝐺(2)(𝑥),
(3.1)
kde ℳ je množina všech pixelů daných masek. Hodnota 𝑇𝑃 (True Positive) zde
odpovídá počtu pixelů, které byly správně označeny jako změněné. Hodnota 𝐹𝑃
(False Positive) odpovídá počtu pixelů, které byly chybně označeny jako změněné.
Hodnota 𝑇𝑁 (True Negative) odpovídá počtu pixelů, které byly správně označeny
jako nezměněné. Konečně hodnota 𝐹𝑁(False Negative) odpovídá počtu pixelů, které
byly chybně označeny jako nezměněné. Pro vyhodnocení přesnosti metody na dané
databázi jsou všechny tyto hodnoty sečteny přes všechny páry snímků databáze.
Z těchto hodnot pak určíme tzv. f-measure [3], podle kterého budeme hodnotit
přesnost navržených metod.
𝐹𝑀 = 2 · 𝑃𝑟 · 𝑅𝑒
𝑃𝑟 + 𝑅𝑒 , (3.2)
kde 𝑃𝑟 = 𝑇 𝑃
𝑇 𝑃 +𝐹 𝑃 a 𝑅𝑒 =
𝑇 𝑃
𝑇 𝑃 +𝐹 𝑁 .
Hodnota 𝑃𝑟 zvaná precision udává jaké množství1 pixelů, klasifikovaných jako
změněné, bylo skutečně změněno. Hodnota 𝑅𝑒 zvaná recall udává jaké množství1
skutečně změněných pixelů bylo metodou identifikováno. V ideálním případě, kdy
metoda pracuje naprosto dokonale, bude 𝑃𝑟 a 𝑅𝑒 nabývat hodnoty 1. V reálné
situaci však tyto hodnoty budou menší. Nastavení parametrů metody je optimální,
jsou-li hodnoty 𝑃𝑟 a 𝑅𝑒 přibližně stejné. Hodnota 𝐹𝑀 je s touto podmínkou opti-
mality konzistentní, nabývá totiž nejvyžší hodnoty, jsou-li obě hodnoty (𝑃𝑟 a 𝑅𝑒)
stejné, viz obrázek 3.1.
1Toto množství neudává počet pixelů, jde o relativní hodnotu.
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Obr. 3.1: Závislost hodnoty f-measure na hodnotách precision a recall.
3.1.3 Vyhodnocení
Z výsledného grafu (viz obrázek 3.2) plyne, že nejvyšší přesnost detekce změny jsme
dosáhli metodou LTP histogramů, a to na databázi pořízené statickou kamerou
(𝐹𝑀 = 0,812). Metoda LTP histogramů dosahuje na většině databázích větší přes-
nost než LCP-D. U některých snímků se však projevuje nedostatek textury chybou
detekce změny. Tento problém je však možné řešit vyplněním uzavřených oblastí
ve výsledné masce 𝑀 (2), jelikož metoda LTP histogramů bez problémů detekuje
hraniční body změněné oblasti.
Metoda LCP-D je zjevně velmi citlivá na kvalitu použité kamery. Na databázích
pořízených méně kvalitní kamerou klesá její přesnost na 𝐹𝑀 = 0,1. Na databázích
pořízených kvalitnější kamerou je přesnost metody pro obě korelační funkce přibližně
stejná.
Vyhodnocení přesnosti zvolených metod na testovacích databázích je zapsáno
v tabulce 3.2. Při testování metod jsme použili dvě množiny parametrů (podle
použité kamery). Tyto parametry jsou uvedeny v tabulce 3.1.
databáze 𝜌, 𝜋 𝛿𝑐 𝜏𝑠 𝜏𝑑 𝑟𝑙 𝑁𝑙 𝛼 𝜏ℎ 𝛿ℎ
rack_01, rack_02 16 × 16 6 0,48 0,32 2 8 0,07 130 5
rack_03, rack_04, rack_05 16 × 16 6 0,35 0,25 2 8 0,07 400 10
Tab. 3.1: Parametry metod použité při testování.
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metoda LCP-D (𝐶𝑜𝑟𝑟𝑐𝑐) LCP-D (𝐶𝑜𝑟𝑟𝑠𝑑) LTP histogramy
databáze 𝑃𝑟 𝑅𝑒 𝐹𝑀 𝑃𝑟 𝑅𝑒 𝐹𝑀 𝑃𝑟 𝑅𝑒 𝐹𝑀
rack_01 0,497 0,417 0,453 0,335 0,546 0,415 0,777 0,629 0,696
rack_02 0,950 0,646 0,769 0,895 0,721 0,798 0,812 0,757 0,783
rack_03 0,855 0,148 0,253 0,572 0,426 0,488 0,934 0,718 0,812
rack_04 0,076 0,161 0,103 0,052 0,410 0,092 0,163 0,759 0,268
rack_05 0,235 0,134 0,170 0,038 0,329 0,068 0,544 0,748 0,630
Tab. 3.2: Vyhodnocení zvolených metod na testovacích databázích.



















Obr. 3.2: Porovnání přesnosti testovaných metod na testovacích databázích.
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4 ZÁVĚR
V této práci jsme prozkoumali některé techniky detekce změn v digitálních obra-
zech včetně problematik které detekci provázejí (registrace a normalizace intenzit).
Navrhli jsme novou metodu pro detekci změny založenou na LTP histogramech.
Navrženou metodu jsme porovnali s šesti dalšími metodami pro detekci změny. Ná-
sledně jsme metodu LTP histogramů společně s jinou vybranou metodou (LCP-D)
podrobili rozsáhlějšímu testování na pěti databázích reálných snímků.
Na většině testovacích databázích dosahuje metoda LTP histogramů lepších vý-
sledků než metoda LCP-D. Nejvyžší dosaženou hodnotu f-measure (𝐹𝑀 = 0,812)
jsme získali metodou LTP histogramů, a to na snímcích pořízených statickou kame-
rou.
Kromě metody pro detekci změny jsme v této práci navrhli metodu pro vyhle-
dávání úhlu pohledu (z důvodu minimalizace chyby způsobené paralaxou). Rozdíl
mezi přesností metody LTP histogramů na databázích rack_04 a rack_05 potvr-
zuje účinnost této metody. Na databázi rack_05, pořízené za použití metody pro
vyhledávání úhlu, je přesnost větší.
Při řešení této práce jsme také implementovali metodu integrálních histogra-
mů [13], která dosud nebyla dostupná v OpenCV. Tuto implementaci jsme zveřejnili1
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SEZNAM ZKRATEK
BRDF Bidirectional Reflectance Distribution Function
BRIEF Binary Robust Independent Elementary Features
ECC Enhanced Correlation Coefficient maximization
FAST Features from Accelerated Segment Test
HOG Histogram of Oriented Gradients
PCA Principal Component Analysis
ID3 Iterative Dichotomiser 3
LBP Local Binary Patterns
LCP Local Correlation Peak
LCP-D kombinace metody LCP a rozdílové metody
LDA Linear Discriminant Analysis




SIFT Scale-Invariant Feature Transform
SURF Speeded-Up Robust Features
UML Unified Modeling Language
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SEZNAM SYMBOLŮ
𝐶𝑜𝑟𝑟𝑐𝑐 korelační funkce na bázi normované křížové korelace
𝐶𝑜𝑟𝑟𝑠𝑑 korelační funkce na bázi normovaného součtu kvadratických odchylek
𝐹𝑁 aktuální snímek z kamery
𝐺(2) ručně vytvořená binární maska označující oblasti změny
𝐺(𝑛) ručně vytvořená n-ární maska označující umístění a typ změny
H̃12 matice homografie mezi snímky 𝐼1 a 𝐼2
H̃𝑁 matice homografie mezi snímky 𝐼1 a 𝐹𝑁
𝐼1 referenční snímek
𝐼2 zpracovávaný snímek
𝑟𝑙 poloměr zobecněné verze LBP/LTP
𝐷1 dvourozměrné pole příznaků vypočtených na referenčním snímku
𝐷2 dvourozměrné pole příznaků vypočtených na zpracovávaném snímku
𝑀 (2) výstupní binární maska vyznačující detekované oblasti změny
𝑀 (𝑛) výstupní n-ární maska vyznačující detekované umístění a typ změny
𝑁𝑙 počet okolních bodů zobecněné verze LBP/LTP
𝑅 binární maska oblasti zájmu
𝛼 koeficient určující práh robustní verze LTP
𝛿𝑐 rozkmit metody LCP
𝛿ℎ rozkmit metody LBP/LTP histogramů
𝜋 oblast metody LCP
𝜌 oblast metody LCP
𝜏𝑐 práh metody LCP
𝜏𝑑 práh rozdílové metody
𝜏ℎ práh metody LCP/LTP histogramů
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𝜏𝑝 práh metody poměru intenzit
𝜏𝑠 práh metody stínovacího modelu
Ω𝑖 oblast metody stínovacího modelu
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A OBSAH ELEKTRONICKÉ PŘÍLOHY
K této práci jsme přiložili elektronickou přílohu ve formě zip souboru. Tato pří-
loha obsahuje databázi testovacích snímků ve složce „databáze“, výsledné masky
𝑀 (2) získané testovanými metodami ve složce „vyhodnocení“ a zdrojové kódy na-
vrženého programu ve složce „zdrojové kódy“. Z důvodu omezení velikosti přílohy
informačním systémem VUT jsme byli nuceni elektronicky odevzdanou verzi přílohy
zredukovat. Tato verze přílohy tedy obsahuje pouze zdrojové kódy programu.
A.1 Složka „databáze“
V podsložkách „rack_01“, „rack_02“, „rack_03“, „rack_04“ a „rack_05“ jsou
všechny testovací databáze. Snímky s příponou „_GT“ jsou masky 𝐺(2), snímky
s příponou „_ROI“ jsou masky 𝑅, ostatní snímky jsou použity jako 𝐼1 nebo jako 𝐼2.
Pro detekci změny jsou jednotlivé snímky asociovány pomocí konfiguračního souboru
„data.xml“.
A.2 Složka „vyhodnocení“
V podsložkách „ccorr“ a „sqdiff“ jsou výsledky detekce změny na testovacích data-
bázích s použitím metody LCP-D („ccorr“ odpovídá použití funkce 𝐶𝑜𝑟𝑟𝑐𝑐 a „sqdiff“
použití 𝐶𝑜𝑟𝑟𝑠𝑑. V podsložce „ltp“ jsou pak výsledky detekce změny na testovacích
databázích s požitím metody LTP histogramů.
A.3 Složka „zdrojové kódy“
Tato složka obsahuje kompletní zdrojové kódy programu. V podsložce „detekce
změny“ jsou zdrojové kódy metody pro detekci změny. V podsložce „nalezení úhlu“
jsou zdrojové kódy metody pro vyhledávání úhlu pohledu. Pro kompilaci programu je
třeba mít nainstalovaný systém CMAKE, knihovnu OpenCV a knihovnu TinyXML.
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