The perturbation method is applied to numerical solution of the Lane-Emden Equation (LEE)of arbitrary index n, and the global parameters of polytropes are found as function of polytropic index n.
Introduction
The basic differential equation of internal structure of stars, the Lane-Emden equation (hereafter LEE) of index n, is solved analytically only for three values of n = 0, 1, 5. For other values of n, LEE can be solved only numerically. Recently, using the perturbation method, SK ( Seidov & Kuzakhmedov, 1978 (SK78) ) had presented the new analytical solutions of the LEE for index n only slightly differing from 0, 1, and 5, see also Seidov (1978a Seidov ( ,b, 1979a Seidov ( ,b, 2004 ; Jabbar (1984) ; Caimmi (1987) ; Horedt (1987 Horedt ( , 1990 ; Medvedev & Rybicki (2001) . In this paper I present the numerical perturbation method for solving the LEE, see also Seidov (2004) .
Basic equation
The basic equation is LEE of index n :
where we introduced the Lane-Emden differental operator LE.
We look for solution y(x) in the interval [0, X] such that y(X) = 0. Three classical analytical solutions of equation (1) are (see e.g. (Chandrasekhar 1957) ): n = 0, y = 1 − 1 6 x 2 , X = √ 6, µ = 2 √ 6, ρ c /ρ m = 1; (2) n = 1, y = sin x x , X = π, µ = π, ρ c /ρ m = π 2 /3; (3) n = 5, y = (1 + 1 3
In these equations, µ = −X 2 y ′ (X), ρ c /ρ m = X 3 /3 µ; X, µ are dimensionless radius and mass, and ρ c /ρ m is the central-to-mean density ratio.
The perturbation method
Consider equation (1) as ODE depending on parameter n, then assuming n = n 0 + δ with δ as a small parameter, δ ≪ n 0 , (or δ ≪ 1, if n 0 = 0) we expand the r.s. of equation (1) to the second order of δ (for the sake of brevity we omit index at n): y = y 0 + δ y 1 + δ 2 y 2 ; y 
From equations (1,5) we have three coupled ODEs for three functions y 0 , y 1 , y 2 : 
Initial conditions in equations (6, 7, 8) are defined by the form of series expansion of the solution of LEE of arbitrary n at x = 0 (see further, formulas (16 -22) :
Writing n = n 0 + δ, expanding equation (9) to the second order of δ, we have the series expansions for functions y 1 , y 2 at x = 0:
Note that the series expansion for y 1 and y 2 were given in Seidov (2004) only for case n = 0. Before solving eqs (6, 7, 8) , I'd like to mention that the validity of the approach used is discussed briefly in SK78, and in Seidov (2004) . For n = 0, 1, and 5 the analytical solutions for functions y 1 were presented in SK78; also the second approximation at the case of n = 0 is partly given in Seidov (2004) . Here we solve numerically equations (6 -8). We remind that y 0 is the "basic" solution of LEE and we refer to y 1 and y 2 as the "perturbed" LEE solutions of the first and second order. I widely used MATEMATICA's (Wolfram 1999) function NDSolve with suitable options.
System of ODEs
For a better numerical accuracy, we introduce three additional functions, z 0 , z 1 , and z 2 :
and rewrite the three equations (6-8) as a system of six differential equations:
. y
, y
.
Series solution of zero-th order
Again, for a larger numerical accuracy, we use the series solution of LEE. In Seidov & Kuzakhmedov (1977) , the method of accurate series solution of LEE is given. Using the formulas of Seidov & Kuzakhmedov (1977) , we present solution of LEE (13) at x = 0 in the form
with coefficients a i as follows:
a 5 = n(3150 − 10805 n + 12642 n 2 − 5032 n 3 ) 45 · 11! ;
Cases with analytical solutions
We first consider three cases, for which the zero-th and first approximations have exact analytical solutions.
n=5 case
We first mention that in this case coefficients a i can be found from the very simple recurrence relation:
which can be used e.g. for checking formulas (16, 17) . Then, we calculate, for n = 5, values of y 0 and z 0 according to (16) and (17) at point x i = 1/100. With using MATHEMATICA it can be done exactly (without any numerical error). Then we compare these values with exact analytical values of y 0 and z 0 at x i = 1/100 (see (4)):
Hence we have some 60 digits of accuracy in the initial values for LEE (13). Now we solve the system (13-15) numerically using NDSolve procedure of MATHEMATICA, from x = x i = 1/100 till x = x f = 10 with options: Method → RungeKutta, AccuracyGoal → Infinity, PrecisionGoal → 32, WorkingPrecision → 24, MaxSteps → 50000, and compare 
Final results are of 15-16 digits accuracy. Here "analytical" values for y1 and z1 are given according to analytical solution SK78:
n=1 case
In the case of n = 1 we first mention that coefficients a i are of very simple form:
which can be used e.g. for checking formulas (16, 17) . Then, we calculate, for n = 1, values of y 0 and z 0 according to (16) and (17) at point x i = 1/100, and compare these values with exact analytical values of y 0 and z 0 at x i = 1/100:
Now we have some 80 digits of accuracy in the initial values for LEE (13). Then we solve the system (13 -15) numerically using NDSolve procedure of MATHEMATICA, from x = x i = 1/100 till x = x f = π with the same options as for case n = 5, section 8.1, and compare the numerical values with values from analytical expressions when available 
Again, as n = 5 case, final results are of 15-16 digits accuracy, and though there is no guarantee that the similar accuracy will be in other numerical results, still we will use the same set of options for solving other cases of n.
n=0 case
In the case of n = 0 we first mention that coefficients a i are of very simple form:
while coefficients b i can be found from the series expansion of the known function y 1 (SK78):
with (see equation (2)):
and
Then we solve, for n = 0, the system (13-15) numerically using NDSolve procedure of MATHEMATICA, from x = x i = 1/100 till x = X = √ 6 with the same options as for cases 
We see that numerical accuracy is drastically decreasing for the larger degrees of perturbation: while y 0 (X), and z 0 (X) are calculated with some 30-31 correct digits, y 1 (X), and z 1 (X) are calculated with 15-16 correct digits, and y 2 (X), and z 2 (X) only with 8-9 correct digits.
Non-analytical cases
For other values of n, there is no analytic solution even for y 0 and there is no possibility to check numerical results. Moreover we should calculate numerically LEE to find accurate values of the first zero X. Also we give comparison of our numerical values of X and z 0 (X) with two most accurate results known in literature (Jabbar (1984) , Horedt (1990) ). Jabbar (1984) 3.65375 37362 X, Horedt (1990) 3 
n=2 case
In this case we first mention that recurrecy relation for coefficients a i , may be obtained in the more simple form than in (17). This relation, according to Seidov (1979a) , is:
From equation (36) it follows that the series is sign-alternating, the result not evident from (17). In general, it can be shown, that coefficients a i of serial solution for LEE of integer index n is sign-alternating.
We present results of numerical solution of the system (13-15). Jabbar (1984) 14.97154 63496 X, Horedt (1990) 14 . Jabbar (1984) 31.83646 32485 X, Horedt (1990) 31 . Radius of the polytrope is proportional to X, the first zero of y(x). In our second order approximation in δ, we write:
from where we get:
Let me remind the meaning of X 0 , X 1 , and X 2 : for each n, X 0 is the dimensional radius, while X 1 , and X 2 define the derivatives of X(n) by n:
Mass
Mass of the polytrope is proportional to µ = −X 2 y ′ (X). In our second order approximation in δ, we write:
Let me remind the meaning of µ 0 , µ 1 , and µ 2 : for each n, µ 0 is the dimensional mass, while µ 1 , and µ 2 define the derivatives of µ(n) by n:
10.2.1. n=0 
6 , y 2 (X 0 ) = −0.146821475444243995570334, y ′ 2 (X 0 ) = 929115.93812128759, X 1 = 0.6824680618580861779508, X 2 = 0.169124728807637034976, X(n = .6) = 2.822636107538865, ( * 2.8226750739, Jabbar * ) X(n = .4) = 2.686142495167248, ( * 2.6861053263, Jabbar * ) µ 0 = 3.7886511848840057435396, µ 1 = −1.6297077071514047746998, µ 2 = 0, µ(n = .6) = 3.6256804141688654, (only 1st appr!) ( * 0.4560739 * 2.822675 2 = 3.63376 61327, Horedt µ(n = .4) = 3.9516219555991463, only 1st appr! ( * 0.5489336 * 2.686105 2 = 3.96064 37923, Horedt * ).
10.2.3. n=1
2424591740663775292855118679, X(n = 1.1) = 3.232544640216176, ( * 3.2326084072, Jabbar * ) X(n = 0.9) = 3.0554898504447374, ( * 3.0554293447, Jabbar * ) µ 0 = 3.1415926535897932271, µ 1 = −1.02925454904951, µ 2 = 0.4193306804206245, µ(n = 1.1) = 3.0428605054890485, ( * 0.2911738 * 3.232608 2 = 3.042694721493137, Horedt * ) µ(n = .9) = 3.2487114152989505, ( * 0.3055429 * 3.055429 2 = 3.24889082611291, Horedt * ). 
10.2.7. n=3
0525978144309858, X(n = 3.1) = 7.30737 64235, ( * 7.30848 42924 Jabbar * ) X(n = 2.9) = ", 6.52737277148659, ( * 6.52637 41261 Jabbar * ) µ 0 = 2.0182359509662287, µ 1 = ", −0.29335992553948076, µ 2 = 0.08152758134658877, µ(n = 3.1) = ", 1.98971 52342 25746, ( * 0.03725063 * 7.308484 2 = 1.98970 28553, Horedt * ) µ(n = 2.9) = 2.0483872193336428, ( * 0.04809180 * 6.526374 2 = 2.04840 08528, Horedt * ). 
Summary
In this paper we present the exact numerical solutions for the internal structure and global parameters of polytropic models of arbitrary index 0 < n < 5. The perturbation method used here is not rigorously founded by means of the theory of differential equations and there are some problems about application of the method in the interval of argument where the perturbation function is of the same order or even larger than the initial nonperturbed function. The problem of justification is here similar to the problem of rotationally distorted polytropes which was already discussed in the astrophysical literature (see e.g. Chandrasekhar & Lebovitz (1962) ). Still validity of any method in applicational sciences (as astrophysics is such relative to mathematics) may be checked with numerical calculations and (astro)-physical "common sense", and we showed in this paper that the perturbation method is applicable to the problem of the structure and the global parameters of the polytropic models.
