Nikol'ski\u{\i}, Jackson and Ul'yanov type inequalities with Muckenhoupt
  weights by Akgün, Ramazan
ar
X
iv
:1
70
9.
02
92
8v
3 
 [m
ath
.C
A]
  1
1 A
pr
 20
19
Nikol’ski, Jackson and Ul’yanov type inequalities with
Muckenhoupt weights
Ramazan Akgu¨n1
Abstract In the present work we prove a Nikol’ski inequality for
trigonometric polynomials and Ul’yanov type inequalities for functions
in Lebesgue spaces with Muckenhoupt weights. Realization result and
Jackson inequalities are obtained. Simultaneous approximation by poly-
nomials is considered. Some uniform norm inequalities are transferred to
weighted Lebesgue space.
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1 Introduction and results
Ul’yanov inequalities ([41]) are compare the modulus of smoothness ωr(·, t)p (the
best approximation orders En(f)p or norms ‖ · ‖p) in different Lp spaces. Since
these inequalities give several embedding and interpolation results, the investigation
of such inequalities is important for applications ([9, 16, 22, 23, 26, 37, 38]). The
following such an inequality
ωk(f, t)q ≪
{∫ t
0
(
u−θωk(f, u)p
)q∗ du
u
}1/q∗
(1)
was proved in [10, 41] for f ∈ Lp, 0 < p < q ≤ ∞, θ := 1p − 1q , k ∈ N and
q∗ :=
{
q , q <∞,
1 , q =∞, (2)
with a positive constant independent of f and t. Here, and in what follows, A≪ B
mean that A/B is less or equal to some constant, independent of essential parameters.
The main purpose of this work is to give full weighted analog of the inequality (1)
for functions in the weighted Lebesgue spaces Lp,γ when the weight γ belongs to the
1The author was supported by Balikesir University Scientific Research Projects 2019.
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Muckenhoupt’s class Ap, when 1 < p <∞ ([17]) and class S1 ([28, 33]) when p = 1
(briefly γ ∈ AS1p). In general, the weighted Lebesgue spaces Lp,γ are not invariant
under the usual translation f(·) 7→ f(·+v) for v ∈ R. So the modulus of smoothness
ωk(·, t)p, used in (1), is not applicable in weighted spaces. For weighted Lebesgue
spaces we require a different definition of modulus of smoothness. We will consider
the following one sided Steklov mean
Tvf (x) :=
1
v
∫ x+v
x
f (t) dt, x ∈ T := [−π, π] , v > 0; T0f := f,
as translation operator in weighted Lebesgue spaces Lp,γ, 1 ≤ p ≤ ∞, γ ∈ AS1p. In
Theorem 16 it is proved that there exists a constant C1 > 0, independent of f and
v, such that
‖Tvf‖p,γ ≤ C1 ‖f‖p,γ
holds for 1 ≤ p ≤ ∞, γ ∈ AS1p, f ∈ Lp,γ. For a weight γ on T, we denote by Lp,γ,
1 ≤ p ≤ ∞ the class of real valued measurable functions, defined on T, such that∫
T
|f (x)|p γ (x) dx <∞ for 1 ≤ p <∞ and esssupx∈T |f (x)| <∞ for p =∞.
For f ∈ Lp,γ, 1 ≤ p ≤ ∞ we set
‖f‖p,γ :=
(∫
T
|f (x)|p γ (x) dx
)1/p
and ‖f‖∞,γ := ‖f‖∞ = esssupx∈T |f (x)| .
When γ ≡ 1 we will set Lp := Lp,γ. Here, and in what follows, capital letters C,Ci, · · ·
(i = 1, 2, · · · ) will stand for certain positive constants and these will not change in
different places.
In the present work, to prove weighted Ul’yanov type inequality (1) we will use
the modulus of smoothness
Ωk (f, v)p,γ :=
∥∥∥(I− Tv)k f∥∥∥
p,γ
, v > 0, (3)
of order k ∈ N in Lp,γ, 1 ≤ p ≤ ∞, γ ∈ AS1p, where I is the identity operator.
The main result of this work is the following Ul’yanov type inequality.
Theorem 1 Let 1 ≤ p < q ≤ ∞, γ ∈ AS1p, k ∈ N, f ∈ Lp,γ, 0 < δ < 1 and
θ = 1
p
− 1
q
. Then there is a positive constant, independent of f and δ, so that the
following inequality
Ωk(f, δ)q,γ ≪
{∫ δ
0
[(
t−θΩk(f, t)p,γ
)]q∗ dt
t
}1/q∗
holds with q∗ of (2).
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In non-weighted Lebesgue spaces Lp and using the usual modulus of smoothness
ωk(f, ·)q, Theorem 1 was proved in [41] for k = 1; in [10] for 0 < p < q ≤ ∞.
To obtain above Theorem 1 we need to get Nikol’ski type inequality, Equivalence
of Ωr with Peetre’s K -functional Kr, Jackson inequality and realization result.
1◦ It is well known that using A∞ (see (23)) weights γ Mastroianni and Totik
([30]) obtained Nikol’ski type inequality in the following form
‖Un‖p,γ ≪ n
1
q
− 1
p ‖Un‖q,γq/p (4)
where 1 ≤ q < p ≤ ∞ and Un is a trigonometric polynomial of degree not greater
than n ∈ N. Nevertheless we obtain in this paper that, in right hand side of (4), γp/q
can be replaced by γ. Version (5) is required to obtain Ul’yanov type inequalities.
Theorem 2 Let 1 ≤ q ≤ p ≤ ∞, γ ∈ A∞, Un be a real trigonometric polynomial of
degree not greater than n ∈ N of the form Un (x) =
∑n
k=1 (ak cos kx+ bk sin kx), (ak,
bk ∈ R). Then Nikol’ski type inequality
‖Un‖p,γ ≪ n
1
q
− 1
p ‖Un‖q,γ (5)
holds.
2◦ Let X be a Banach space with norm ‖·‖X . By Xr we denote the class of
functions f ∈ X such that f (r−1) is absolutely continuous and f (r) ∈ X . When
r ∈ N, 1 ≤ p ≤ ∞, γ ∈ AS1p and X = Lp,γ we will denote W rp,γ := Xr. We define
Peetre’s K -functional
Kr (f, v,X)X := infg∈Xr
{‖f − g‖X + vr ∥∥g(r)∥∥X} , v ≥ 0,
and Kr (f, v, p, γ) := Kr (f, v, Lp,γ)Lp,γ for r ∈ N, 1 ≤ p ≤ ∞, γ ∈ AS1p, v > 0 and
f ∈ Lp,γ.
If A (t)≪ B (t) and B (t)≪ A (t), we will write A (t) ≈ B (t) .
One of the main results of this paper is the following theorem, which contains an
equivalence of Ωr and Kr.
Theorem 3 If r ∈ N, 1 ≤ p ≤ ∞, γ ∈ AS1p, f ∈ Lp,γ, then the equivalence
Ωr (f, t)p,γ ≈ Kr (f, t, p, γ) (6)
holds for t ≥ 0, where the equivalence constants are depend only on r, p and Muck-
enhoupt constant [γ]Ap .
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When γ ≡ 1 and p ∈ [1,∞] (3) in Lp was considered in [8] and there it was proved
that
Ωr (f, t)p,1 ≈ Kr (f, t, p, 1) , t ≥ 0
holds for r ∈ N.
3◦ Third we need Jackson type inequalities of trigonometric approximation in
weighted Lebesgue spaces. There is rich theory in the classical translation invariant
case Homogenous Banach Spaces (HBS) (see e.g. [8, 32, 44]). For non HBS there
are also several results. For example, in weighted Lebesgue spaces ([1, 13, 18, 25, 27,
29, 43]) and variable exponent Lebesgue spaces Lp(x) ([5, 20, 33, 35, 36]).
One purpose of this work is to obtain Jackson and Stechkin type theorems of
trigonometric approximation of functions in weighted Lebesgue spaces Lp,γ with 1 ≤
p ≤ ∞, γ ∈ AS1p. Modulus of smoothness we use is (3). Since (3) has not supremum
in its definition, Jackson type inequalities obtained so far can be improved in some
sense.
The studies on Jackson type inequalities in Lp,γ, 1 < p < ∞, γ ∈ Ap or in
Lp(x), 1 ≤ ess infx∈T p (x) ≤ ess supx∈T p (x) < ∞, were investigated by several
mathematicians. For example in 1986 ([13]) Gadjieva proved that
If f ∈ Lp,γ, r ∈ N, γ ∈ Ap, 1 < p <∞, then
En (f)p,γ := infun∈Πn
‖f − un‖p,γ ≪ Ω˜r
(
f,
1
n
)
p,γ
holds for n ∈ N, with constant depending only on p, r and [γ]Ap where Πn is the class
of real trigonometric polynomials of degree not greater than n,
Ω˜r (f, v)p,γ := sup
0≤hi≤v
‖(I− Φh1) · · · (I− Φhr) f‖p,γ ,
Φhf (x) :=
1
2h
∫ x+h
x−h
f (t) dt, x ∈ T.
In 1997 ([27]) Ky obtained the following estimate:
If f ∈ Lp,γ, γ ∈ Ap, 1 < p <∞, then
En (f)p,γ ≪ Ωˇr
(
f,
1
n
)
p,γ
(7)
holds for n, r ∈ N, with constant depending only on p, r and [γ]Ap , where
Ωˇr (f, v)p,γ := sup
0≤h≤v
∥∥∥∥1h
∫ h
0
|∆rtf | dt
∥∥∥∥
p,γ
,
4
∆rtf (·) :=
r∑
k=0
(−1)k
(
r
k
)
f (·+ kt) .
In variable exponent case, recently ([36, 42]) Sharapudinov and Volosivets ob-
tained that
If 1 ≤ ess infx∈T p (x) ≤ ess supx∈T p (x) <∞, f ∈ Lp(x), r ∈ N, then
En (f)Lp(x) ≪ Ωˆr
(
f,
1
n
)
Lp(x)
holds for n ∈ N, with constant depending only on p, r, where
Ωˆr (f, v)Lp(x) := sup
0≤hi≤v
‖(I− Th1) · · · (I− Thr) f‖Lp(x) . (8)
Instead of modulus of smoothness used in (7) or (8), in the present work, we will
consider more natural modulus of smoothness
Ωr (f, v)p,γ := ‖(I− Tv)r f‖p,γ , v > 0
for f ∈ Lp,γ and γ ∈ AS1p, 1 ≤ p ≤ ∞.
Note that
Ωr (f, ·)p,γ ≤ Ωˇr (f, ·)p,γ (r ≥ 1)
Ω1 (f, ·)p,γ ≤ Ωˇ1 (f, ·)p,γ , Ωr (f, ·)p,γ ≈ Ωˇr (f, ·)p,γ (r ≥ 2)
and
Ω2r (f, ·)p,γ ≈ Ω˜r (f, ·)p,γ (r ≥ 1) .
Our main result on Jackson inequality, given below, refines the Jackson type es-
timates (8) and (7). Weighted cases p = 1 or p = ∞ were not considered in
[13, 27, 36, 42].
Theorem 4 If f ∈ Lp,γ, r ∈ N, γ ∈ AS1p, 1 ≤ p ≤ ∞, then
En (f)p,γ ≪ Ωr
(
f,
1
n
)
p,γ
(9)
holds for n ∈ N with a constant depending only on p, r and [γ]Ap .
For the case γ ≡ 1, 1 ≤ p ≤ ∞, in Lp the last inequality was obtained ([40]) in
1968 by Trigub for r = 1 ≤ p ≤ ∞, by Ditzian and Ivanov ([8]) for r ∈ N, 1 ≤ p ≤ ∞.
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Theorem 5 For every r, k ∈ N, 1 ≤ p ≤ ∞, γ ∈ AS1p, f ∈ W rp,γ, n ∈ N, the
inequality
En (f)p,γ ≪ n−rΩk
(
f (r), 1
n
)
p,γ
holds with some constant depending only on p, r and [γ]Ap .
4◦ Realization functional Rr (f, 1/n, p, γ) is defined as
Rr (f, 1/n, p, γ) := ‖f − U‖p,γ + n−r
∥∥U (r)∥∥
p,γ
where r ∈ N, U ∈ Πn is the (near) best approximating polynomial for 1 ≤ p ≤ ∞,
γ ∈ AS1p, and f ∈ Lp,γ.
Theorem 6 If r ∈ N, 1 ≤ p ≤ ∞, γ ∈ AS1p, and f ∈ Lp,γ, then the equivalence
Ωr (f, 1/n)p,γ ≈ Rr (f, 1/n, p, γ)
holds for n ∈ N, where the equivalence constants are depend only on r, p and [γ]Ap .
5◦ Ul’yanov inequalities are also relate norms ‖·‖p,γ and the best approximation
orders En(f)p,γ in different Lp,γ spaces.
Theorem 7 Let 1 ≤ p < q ≤ ∞, γ ∈ AS1p and f ∈ Lp,γ. Then the following
(p, q)-type inequalities
En (f)q,γ ≪


∞∑
k=⌊n
2
⌋+1
kq
∗θ−1Ek (f)
q∗
p,γ


1/q∗
, n ≥ 1, (10)
‖f‖q,γ ≪


{ ∞∑
k=1
kq
∗θ−1Ek (f)
q∗
p,γ
}1/q∗
+ ‖f‖p,γ

 , (11)
‖f‖q,γ ≪
({∫ ∞
1
vq
∗θ−1Ev (f)
q∗
p,γ dv
}1/q∗
+ ‖f‖p,γ
)
(12)
‖f‖q,γ ≪
({∫ 1
0
(
u−θΩj(f, u)p,γ
)q∗ du
u
}1/q∗
+ ‖f‖p,γ
)
(13)
‖f‖q,γ ≪

{ ∞∑
k=1
kq
∗θ−1Ωj
(
f,
1
k
)q∗
p,γ
}1/q∗
+ ‖f‖p,γ

 (14)
are hold for j ∈ N.
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The last inequality was obtained in [41] for k = 1, 1 ≤ p < q ≤ ∞ and γ ≡ 1
using the usual modulus of smoothness ωk(f, ·)p. Theorem 7 has been proved in [10]
for k ∈ N, 1 ≤ p < q ≤ ∞, using non-weighted Lebesgue space norm and usual
modulus of smoothness.
6◦ Also we can construct, in Theorem 31, a trigonometric polynomial Dnf
(n ∈ N) which is approximate to f ∈ Lp,γ, 1 ≤ p ≤ ∞, γ ∈ AS1p, namely,
‖f −Dnf‖p,γ ≪ Ωk
(
f,
1
n
)
p,γ
, k ∈ N
with some constant depend only on p, k and [γ]p .
7◦ Salem-Stechkin type inverse estimates for r ∈ N is given below.
Theorem 8 Let 1 ≤ p ≤ ∞, γ ∈ AS1p, k ∈ N, and f ∈ Lp,γ. Then the inequality
Ωk
(
f,
1
n
)
p,γ
≪ n−k
n∑
ν=0
(ν + 1)k−1Eν (f)p,γ (15)
holds with some positive constant depending only on k, p and [γ]Ap.
As a corollary of direct and inverse inequalities (9) and (15) we have Marchaud
type inequality.
Corollary 9 Let 1 ≤ p ≤ ∞, γ ∈ AS1p, f ∈ Lp,γ, k ∈ N and 0 < t < 1/2. Then
there is a positive constant, depend only on k, p and [γ]Ap so that
Ωk(f, t)p,γ ≪ tk
∫ 1
t
Ωk+1(f, u)p,γ
ur
du
u
holds.
For the cases γ ≡ 1, 1 ≤ p ≤ ∞, non-weighted version of the last inequality was
proved in [24] for the classical Lebesgue spaces.
8◦ Let ∆λ := [−1/(2λ), 1/(2λ)], λ ≥ 1 and
kλ(x) :=
{
λ , when x ∈ ∆λ,
0 , when x ∈ T \∆λ.
We extend kλ to R : =(−∞,∞) with period 2π. In this case Steklov operator Sλf
is represented as
Sλf(x) =
∫
T
f(t)kλ(t− x)dt = λ
∫ x+1/(2λ)
x−1/(2λ)
f(u)du.
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We obtain in Theorem 10 that the family {Sλ,τf}1≤λ<∞ of the translation Sλ,τf(x) :=
Sλf(x+τ) of Steklov-type operator Sλf(x) in Lp,γ, 1 ≤ p ≤ ∞, γ ∈ AS1p, is uniformly
bounded for γ > 0, |τ | ≤ πλ−γ. We estimate its operator norm with respect to
essential parameters as follows.
Theorem 10 We suppose that γ is a 2π-periodic weight on T so that γ belongs to
the class AS1p. If 1 ≤ p ≤ ∞, γ > 0, 0 < λ < ∞, |τ | ≤ πλ−γ, then family of
operators {Sλ,τ}1≤λ<∞, defined by
Sλ,τf(x) = λ
∫ x+τ+1/(2λ)
x+τ−1/(2λ)
f(u)du,
is uniformly bounded (in λ and τ) in Lp,γ :
‖Sλ,τf‖Lp,γ ≤ C2 ‖f‖Lp,γ .
8◦ We prove some inequalities on the simultaneous approximation in Theorems
36 and 43. Let n, r ∈ N, 1 ≤ p ≤ ∞, k = 0, 1, . . . , r, and u∗n ∈ Πn be a near best
approximating polynomial for f ∈ W rp,γ. Then
∥∥f (k) − (t∗n)(k)∥∥p,γ ≪ 1nr−kEn (f (r))p,γ
and there exists a Φ ∈ Π2n−1 such that
∥∥f (k) − Φ(k)∥∥
p,γ
≪ 1
nr−k
Ωk
(
f (r),
1
n
)
p,γ
.
9◦ We obtain the following constructive description of the Lipschitz class Lipβ (p, γ)
of Definition 39. If 0 < β, then
f ∈ Lipβ (p, γ) iff En (f)p,γ≪n−β , n ∈ N.
10◦ Another part of the work concentrate on the main properties of (3). For ex-
ample we obtain that (3) has the following properties.
Theorem 11 Let 1 ≤ p ≤ ∞ and γ ∈ AS1p, f, g ∈ Lp,γ, v > 0 and k ∈ N. Then
lim
v→0+
Ωk (f, v)p,γ = 0, (16)
Ωr+k (f, v)p,γ ≪ Ωk (f, v)p,γ , (17)
where constants are dependent only on k, p and [γ]Ap .
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(6) implies the following properties of (3).
Corollary 12 If k ∈ N, 1 ≤ p ≤ ∞, γ ∈ AS1p, f ∈ Lp,γ, then
Ωk (f, λv)p,γ ≪ (1 + ⌊λ⌋)k Ωk (f, v)p,γ , v, λ > 0,
and
Ωk (f, v)p,γ v
−k ≪ Ωk (f, δ)p,γ δ−k, 0 < δ ≤ v,
where ⌊z⌋ := max {y ∈ Z : y ≤ z}, with constants depending only on k, p and [γ]Ap.
11◦ Transference result. By [39, 3.12(1), p.163] we know that, if f is 2π periodic
locally integrable function on T, then
lim
h→0
1
h
x+h/2∫
x−h/2
f (τ) dτ = f (x)
for a.e. x ∈ T. Then, for any ε > 0 one can find a h0 ≤ 1 such that
S 1
h0
f (x) =
1
h0
x+h0/2∫
x−h0/2
f (τ) dτ > f (x)− ε (18)
a.e. x ∈ T. Everywhere in this work this h0 will be fixed. Now, let 1 ≤ p < ∞,
γ ∈ AS1p, f ∈ Lp,γ,
q :=
{ p
p−1 for p > 1,
∞ for p = 1, γ
∗ :=
{
γ for p > 1,
1 for p = 1,
(19)
G ∈ Lq,γ∗ , ‖G‖q,γ∗ = 1 (20)
and define, with h0 of (18),
Ff (u) :=
∫
T
S 1
h0
f (x+ u) |G (x)| γ (x) dx, for |u| ≤ h0,
Ff (u) := Ff (h0) , for h0 < u ≤ π,
Ff (u) := Ff (−h0) , for π ≤ u < h0.
C [T] denotes the collection of continuous functions f : T → R with ‖f‖C[T] :=
max {|f (x)| : x ∈ T} <∞.
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Lemma 13 If 1 ≤ p <∞, γ ∈ AS1p and f ∈ Lp,γ, then the function Ff (u), defined
above, is uniformly continuous on Ih0 := {u ∈ T : |u| ≤ h0} .
Theorem 14 If 1 ≤ p <∞, γ ∈ AS1p, f, g ∈ Lp,γ, and
‖Fg‖C[Ih0 ] ≪ ‖Ff‖C[Ih0 ] ,
then
‖g‖p,γ ≪ ‖f‖p,γ .
12◦ For some inequalities of the simultaneous approximation problem, we con-
sider the uniform boundedness of some family of convolution type operators, with
kernels having some specific properties. Let λ ≥ 1, kλ = kλ(x) be 2π-periodic,
essentially bounded function defined on T, such that
∫
T
|kλ(x)|dx ≤ C3; supx∈T |kλ(x)| ≤ C4λ; and |kλ(x)| ≤ C5, λρ ≤ x ≤ π (21)
for some constants C3, C4, C5 and ρ ∈ [1/2, 1], which are independent of λ. We define
the class of operators
Kλ(x) =
∫
T
f(t)kλ(t− x)dt, 1 ≤ λ <∞, x ∈ T.
Then class of operators {Kλf}1≤λ<∞ is uniformly bounded (in λ) in Lp,γ for 1 ≤ p ≤
∞ and γ ∈ AS1p.
Theorem 15 Let λ ≥ 1, kλ = kλ(x) be 2π-periodic, essentially bounded function
defined on T, such that (21) to hold. We suppose that γ is a 2π-periodic weight
on T so that γ is belong to the class AS1p. Then class of operators {Kλf}1≤λ<∞ is
uniformly bounded (in λ) in Lp,γ with 1 ≤ p ≤ ∞.
Specific examples of kernels satisfying the conditions (21) are, among others,
Steklov (1 = ρ), Poisson (1 = ρ), Cesa`ro (α/ (α + 1) = ρ), Jackson (3/4 = ρ) and
Feje´r kernels (1/2 = ρ). Such type conditions on kernel and operators were investi-
gated for variable exponent Lebesgue spaces Lp(x) in [34]. In the weighted variable
exponent Lebesgue spaces Lp(x),γ see [33] for a variant of Theorem 15.
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2 Weights
A function γ : T→ [0,∞] will be called weight if γ is measurable and positive a.e. on
T. An integrable, 2π-periodic weight function γ, defined on T, satisfies the doubling
property (in short γ ∈ D) if the doubling condition
γ(2I) ≤ C6 · γ(I) (22)
holds for all intervals I in T, where C6 is a constant independent of I, γ(A) :=∫
A
γ(t)dt for A ⊂ T, 2I is the interval with midpoint at the midpoint of I and with
twice enlarged the length of I.
A doubling weight γ is said to satisfy the A∞ condition (shortly γ ∈ A∞) if there
are C7 > 0 and p0 > 1 such that
γ(E)
γ(I)
≤ C7
(
mes(E)
mes(I)
)p0
(23)
for any interval I of T, and any measurable set E of T with E ⊇ I. Here mes(A) is
the Lebesgue measure of the set A ⊂ T.
A weight γ belongs to the class S1 ([28, 33]) if
sup
JjT
γ (J)
mes(J)
= [γ]1 <∞, (24)
∃C8 : γ (x) ≥ C8 > 0 a.e. on T (25)
hold with some constants [γ]1 and C8 independent of J .
For example, (i) |x|β ∈ S1 iff β < 0; (ii) |x− x0|β ∈ S1 iff β < 0 (x0, x ∈ T);
(iii) ess infx∈T γ (x) > 0 ⇒ γ ∈ S1; (iv) if max{βi} < 0 (x0, x ∈ T) then
Πki=1 |x− xi|βi ∈ S1.
A doubling weight γ belongs to the Muckenhoupt class Ap, 1 < p <∞, if
sup
JjT
γ (J)
mes(J)
(
1
mes(J)
∫
J
[γ (u)]
−1
p−1 du
)p−1
= [γ]p <∞, (1 < p <∞) (26)
holds with some (Muckenhoupt) constant [γ]p independent of J .
For example: (i) |x|α ∈ Ap iff −1 < α < p−1; (ii) |sin θ|α ∈ Ap iff −1 < α < p−1;
(iii) Densities of harmonic measures in relation to the Lebesgue surface measure on
the boundaries of sufficiently regular domains satisfy the condition Ap. Some other
examples are given e.g. in the article [11, p.2097].
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It is known that (26)⇒(23)⇒(22). A weight function γ satisfies the AS1p condi-
tion (in short γ ∈ AS1p) if γ ∈ Ap for 1 < p < ∞; γ ≡ 1 for p = ∞ and γ ∈ S1 for
p = 1.
Muckenhoupt weights have many applications in the theory of integral operators,
Harmonic analysis and the theory of function spaces (see, for example [15]).
3 Operator norm of one sided Steklov mean
In this section we will consider the uniform boundedness of the family of Steklov
operators. Let Cmi := (Ci)
m. The condition (25) is required for L1,γ ⊂ L1 where
γ ∈ S1. If p ∈ [1,∞] and γ ∈ AS1p, then embeddings
L∞, C [T] →֒ Lp,γ →֒ L1,
hold, namely, ‖·‖1 ≤ C9 ‖·‖p,γ with
C9 :=


[γ]
1
p
p ‖γ‖
−1
p
1 , 1 < p <∞,
C−18 , p = 1,
2π , p =∞,
and
‖·‖p,γ ≤ ‖γ‖
1
p
1 ‖·‖∞ ,
hold.
If q > 1, then there exists a r ∈ (1, q) so that
‖·‖q/r ≤ [γ]
1
q
r ‖γ‖
−1
q
1 ‖·‖q,γ .
Theorem 16 We suppose that γ is a 2π-periodic weight on T so that γ belongs to
the class AS1p (1 ≤ p ≤ ∞). Then the class of operators {Tv}0<v≤1 is uniformly
bounded (in v) in Lp,γ with 1 ≤ p ≤ ∞ :
‖Tvf‖p,γ ≤ ‖Tv‖Lp,γ→Lp,γ ‖f‖p,γ ,
‖Tvf − f‖p,γ → 0, as v → 0,
where
‖Tv‖Lp,γ→Lp,γ ≤ C1 =


21/p2π [γ]1/pp , 1 < p <∞,
2 [γ]1C8 , p = 1,
1 , p =∞.
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4 Auxiliary results
By Theorem 16 we have∥∥(I− Tv)kf∥∥p,γ ≤ (1 + C1)k ‖f‖p,γ .
Let Tiv := Tv (T
i−1
v ) for i ∈ N and let T0v := I.
For k ∈ N we define the modulus of smoothness of f ∈ Lp,γ, 1 ≤ p ≤ ∞, γ ∈ AS1p,
as
Ωk (f, v)p,γ :=
∥∥∥(I− Tv)k f∥∥∥
p,γ
, v > 0.
Lemma 17 Let 1 ≤ p ≤ ∞, γ ∈ AS1p, k ∈ N, and f ∈ W 1p,γ be given. Then∥∥∥(I− Tv)k f∥∥∥
p,γ
≤ 2−1C1v
∥∥∥(I− Tv)k−1 f ′∥∥∥
p,γ
, 0 ≤ v ≤ 1
holds.
Proof of Lemma 17. Let k = 1. Since
(I− Tv) f (x) = 1
v
∫ v
0
(f (x)− f (x+ t)) dt = −1
v
∫ v
0
∫ x+t
x
f ′ (s) dsdt,
using generalized Minkowski’s inequality for integrals and uniformly boundedness of
Tv we get
‖(I− Tv) f‖p,γ =
∥∥∥∥1v
∫ v
0
∫ x+t
x
f ′ (s) dsdt
∥∥∥∥
p,γ
=
∥∥∥∥1v
∫ v
0
t
1
t
∫ t
0
f ′ (x+ s) dsdt
∥∥∥∥
p,γ
=
∥∥∥∥1v
∫ v
0
tTtf
′ (x) dt
∥∥∥∥
p,γ
≤ 1
v
∫ v
0
t ‖Ttf ′‖p,γ dt
≤ C1‖f ′‖p,γ
v
∫ v
0
tdt ≤ 2−1C1v ‖f ′‖p,γ .
Let k ≥ 2 and set g (·) := (I− Tv)k−1 f (·). Then
(I− Tv) g (·) = (I− Tv)k f (x)
and
(I− Tv)k f (x) = 1
v
∫ v
0
(g (x)− g (x+ t)) dt = −1
v
∫ v
0
∫ t
0
g′ (x+ s) dsdt.
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Therefore,∥∥∥(I− Tv)k f∥∥∥
p,γ
= ‖(I− Tv) g‖p,γ ≤ 2−1C1v ‖g′‖p,γ = 2−1C1v
∥∥∥(I− Tv)k−1 f ′∥∥∥
p,γ
.
Corollary 18 Let 1 ≤ p ≤ ∞, γ ∈ AS1p, k ∈ N, and f ∈ W kp,γ be given. Then∥∥∥(I− Tv)k f∥∥∥
p,γ
≤ 2−kCk1 vk
∥∥f (k)∥∥
p,γ
, 0 ≤ v ≤ 1.
Lemma 19 For v > 0 and f ∈ C [T] the following inequalities
(1/36)K1 (f, v, C [T])C[T] ≤ ‖(I− Tv) f‖C[T] ≤ 2K1 (f, v, C [T])C[T] (27)
are hold.
Proof of Lemma 19. For g ∈ C[0,∞) equivalence of ‖(I− Tv) g‖C[0,∞) with
K1 (g, v, C[0,∞))C[0,∞) were obtained in [8]. We outline the proof (27) for f ∈ C [T]
with constants.
If f ∈ C [T] then
‖Tvf‖C[T] ≤ ‖f‖C[T] ,∥∥∥∥ ddxTvf
∥∥∥∥
C[T]
≤ 2
v
‖f‖C[T]
and ∥∥∥∥∥
(
d
dx
)2
Tvf
∥∥∥∥∥
C[T]
≤ 2
3
v/2
v2/6
∥∥∥∥ ddxTvf
∥∥∥∥
C[T]
when f ′ ∈ C [T] .
Also for f ∈ C2 [T] ∥∥∥f − Tvf + v
2
f ′
∥∥∥
C[T]
≤ v
2
6
‖f‖C[T] .
From f ∈ C1 [T] one can obtain
‖f − Tvf‖C[T] ≤
v
2
‖f ′‖C[T] .
Now Theorems 3.4 and 4.1 of [8] imply that
(1/36)K1 (f, v, C [T])C[T] ≤ ‖(I− Tv) f‖C[T] ≤ 2K1 (f, v, C [T])C[T] . (28)
Inequalities (28) give
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Corollary 20 If 0 < h ≤ v ≤ 1 and f ∈ C [T] , then
‖(I− Th) f‖C[T] ≤ 72 ‖(I− Tv) f‖C[T] . (29)
Theorem 21 Let 1 ≤ p <∞ and γ be a weight on T. Then
sup
g∈Lq,γ∗ :‖g‖q,γ∗=1
∫
T
f (x)G (x) γ (x) dx = ‖f‖p,γ (30)
for f ∈ Lp,γ with γ∗ of (19).
Proof of Theorem 21. (30) is known (see e.g., Proposition 3.1 of [6, p.250] for
any measure dµ :
sup
G∈Lq,dµ:‖G‖q,dµ=1
∫
T
f (x)G (x) dµ = ‖f‖p,dµ
When dµ = γ (x) dx (30) also holds.
Proof of Lemma 13. Let us suppose that u, z ∈ Ih0 and ε > 0. When |u− z| → 0
we have
S 1
h0
f (x+ u)→ f (x) , S 1
h0
f (x+ z)→ f (x) .
Then there exists a δ > 0 so that∣∣∣S 1
h0
f (x+ u)− f (x)
∣∣∣ < ε
2 ‖γ‖1/p1∣∣∣S 1
h0
f (x+ z)− f (x)
∣∣∣ < ε
2 ‖γ‖1/p1
for |u− z| < δ. Whence,
|Ff (u)− Ff (z)| =
∣∣∣∣
∫
T
(
S 1
h0
f (x+ u)− S 1
h0
f (x+ z)
)
|G (x)| γ (x) dx
∣∣∣∣
≤
∫
T
∣∣∣S 1
h0
f (x+ u)− f (x)
∣∣∣ |G (x)| γ (x) dx+∫
T
∣∣∣S 1
h0
f (x+ z)− f (x)
∣∣∣ |G (x)| γ (x) dx
<
ε
2 ‖γ‖1/p1
‖γ‖1/p1 ‖G‖q,γ∗ +
ε
2 ‖γ‖1/p1
‖γ‖1/p1 ‖G‖q,γ∗ = ε
for |u− z| < δ. As a result Ff (·) is uniformly continuous on Ih0 .
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Lemma 22 Let 0 < h ≤ v ≤ 1, γ ∈ AS1p, 1 ≤ p <∞ and f ∈ Lp,γ. Then
‖(I− Th) f‖p,γ ≤ 72C2 ‖(I− Tv) f‖p,γ (31)
holds for some constant independent of h, v and f .
Proof of Lemma 22. Let 0 < h ≤ v ≤ 1, u ∈ T, γ ∈ AS1p, 1 ≤ p < ∞ and
f ∈ Lp,γ. In this case, by (29) and Lemma 13
max
u∈Ih0
∣∣F(I−Th)f (u)∣∣ = max
u∈Ih0
∣∣∣∣
∫
T
S 1
h0
(I− Th) f (x+ u) |G (x)| γ (x) dx
∣∣∣∣
= max
u∈Ih0
∣∣∣∣(I− Th)
∫
T
S 1
h0
f (x+ u) |G (x)| γ (x) dx
∣∣∣∣
= max
u∈Ih0
|(I− Th)Ff (u)|
(29)
≤ 72 max
u∈Ih0
|(I− Tv)Ff (u)| =
= 72 max
u∈Ih0
∣∣∣∣(I− Tv)
∫
T
S 1
h0
f (x+ u) |G (x)| γ (x) dx
∣∣∣∣ ≤
≤ 72 max
u∈Ih0
∣∣∣∣
∫
T
S 1
h0
(I− Tv) f (x+ u) |G (x)| γ (x) dx
∣∣∣∣
= 72 max
u∈Ih0
∣∣F(I−Tv)f (u)∣∣
≤ 72 max
u∈Ih0
∥∥∥S 1
h0
(I− Tv) f (x+ u)
∥∥∥
p,γ
‖G‖q,γ∗ ≤ 72C2 ‖(I− Tv) f‖p,γ .
On the other hand, for any ε > 0 and appropriately chosen G ∈ Lq,γ∗ with
∫
T
f (x)G (x) γ (x) dx ≥
‖f‖p,γ − ε and ‖G‖q,γ∗ = 1, one can get
max
u∈Ih0
|(I− Th)Ff (u)| ≥ |(I− Th)Ff (0)|
≥ (I− Th)
∫
T
S 1
h0
f (x) |G (x)| γ (x) dx =
∫
T
S 1
h0
(I− Th) f (x) |G (x)| γ (x) dx
≥ ‖(I− Th) f‖p,γ − ζC9 ‖γ‖1/p1 − ε
for any ζ > 0. Since ε, ζ > 0 are arbitrary we obtain
max
u∈Ih0
|(I− Th)Ff (u)| ≥ ‖(I− Th) f‖p,γ
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and hence
‖(I− Th) f‖p,γ ≤ maxu∈Ih0
|(I− Th)Ff (u)| ≤ 72C2 ‖(I− Tv) f‖p,γ .
We consider the operator ([27, 36]), defined for f ∈ Lp,γ, γ ∈ AS1p, 1 ≤ p ≤ ∞,
(Rvf) (x) :=
2
v
∫ v
v/2
(
1
h
∫ h
0
f (x+ t) dt
)
dh, x ∈ T, v > 0.
Note that for 0 < v ≤ 1, γ ∈ AS1p, 1 ≤ p ≤ ∞ we know that
‖Rvf‖p,γ ≤ C1 ‖f‖p,γ
and, hence, f −Rvf ∈ Lp,γ for f ∈ Lp,γ. We set Rrvf := (Rvf)r .
Lemma 23 Let 0 < v, γ ∈ AS1p, 1 ≤ p ≤ ∞ and f ∈ Lp,γ. Then
‖f −Rvf‖p,γ ≤ 72C2 ‖(I − Tv) f‖p,γ .
Proof of Lemma 23. If f ∈ Lp,γ, using generalized Minkowski’s integral inequality
and Lemma 22 we obtain
‖f −Rvf‖p,γ =
∥∥∥∥2v
∫ v
v/2
(
1
h
∫ h
0
(f (x+ t)− f (x)) dt
)
dh
∥∥∥∥
p,γ
=
∥∥∥∥2v
∫ v
v/2
(Thf (x)− f (x)) dh
∥∥∥∥
p,γ
≤ 2
v
∫ v
v/2
‖Tvf − f‖p,γ dh
≤ 72C2 ‖Tvf − f‖p,γ
2
v
∫ v
v/2
dh = 72C2 ‖(I − Tv) f‖p,γ . (32)
Remark 24 Note that, the function Rvf is absolutely continuous ([36]) and differ-
entiable a.e. on T.
Lemma 25 Let 0 < v ≤ 1, γ ∈ AS1p, 1 ≤ p ≤ ∞ and f ∈ W 1p,γ. Then
d
dx
Rvf (x) = Rv
d
dx
f (x) and
d
dx
Tvf (x) = Tv
d
dx
f (x) , a.e. on T.
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Proof of Lemma 25. The first result follows from
d
dx
Rvf(x) =
d
dx
(
2
v
∫ v
v/2
(
1
h
∫ h
0
f (x+ t) dt
)
dh
)
=
d
dx
(
2
v
∫ v
v/2
(
1
h
∫ x+h
x
f (τ) dτ
)
dh
)
=
(
2
v
∫ v
v/2
(
1
h
∫ h
0
d
dx
f (x+ t) dt
)
dh
)
= Rv
d
dx
f (x) .
For the second one we find
d
dx
Tvf(x) =
d
dx
(
1
h
∫ h
0
f (x+ t) dt
)
=
d
dx
(
1
h
∫ x+h
x
f (τ) dτ
)
=
1
h
∫ x+h
x
d
dx
f (τ) dτ = Tv
d
dx
f(x).
Lemma 26 Let 0 < v ≤ 1, γ ∈ AS1p, 1 ≤ p ≤ ∞ and f ∈ Lp,γ be given. Then
v
∥∥∥∥ ddxRvf(x)
∥∥∥∥
p,γ
≤ 2 (1 + 36C2 + 144C2 ln 2) ‖(I− Tv) f‖p,γ . (33)
Proof of Lemma 26. By ([36, p. 426]) we know that
v
2
∥∥∥∥ ddxRvf(x)
∥∥∥∥
p,γ
≤
∥∥∥∥Tvf (x)− f (x)− 12 (Tv/2f (x)− f (x))
∥∥∥∥
p,γ
+
+
∥∥∥∥
∫ v
v/2
1
h
(
Thf (x)− f (x)− v
2h
(
Th/2f (x)− f (x)
))
dh
∥∥∥∥
p,γ
. (34)
If f ∈ Lp,γ, using (34) we obtain
v
2
∥∥∥∥ ddxRvf(x)
∥∥∥∥
p,γ
≤ ‖(I− Tv) f‖p,γ +
1
2
∥∥(I− Tv/2) f∥∥p,γ +
+
∥∥∥∥
∫ v
v/2
1
h
(
|Thf (x)− f (x)|+ v
2h
∣∣Th/2f (x)− f (x)∣∣) dh
∥∥∥∥
p,γ
.
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One can find by Lemma 22 and generalized Minkowski’s integral inequality
v
2
∥∥∥∥ ddxRvf(x)
∥∥∥∥
p,γ
≤ ‖(I− Tv) f‖p,γ +
1
2
∥∥(I− Tv/2) f∥∥p,γ +
+
∥∥∥∥
∫ v
v/2
1
h
|Thf (x)− f (x)| dh
∥∥∥∥
p,γ
+
∥∥∥∥
∫ v
v/2
1
h
∣∣Th/2f (x)− f (x)∣∣ dh
∥∥∥∥
p,γ
≤ (1 + 36C2) ‖(I− Tv) f‖p,γ +
∫ v
v/2
1
h
(
‖Th − f‖p,γ +
∥∥Th/2 − f∥∥p,γ) dh
≤ (1 + 36C2)
{
‖(I− Tv) f‖p,γ + 144C2 ‖Tvf − f‖p,γ
∫ v
v/2
1
h
dh
}
≤ (1 + 36C2 + 144C2 ln 2) ‖(I− Tv) f‖p,γ
Lemma 27 Let 0 < v ≤ 1, r − 1 ∈ N, 1 ≤ p ≤ ∞, γ ∈ AS1p and f ∈ Lp,γ be given.
Then
dr
dxr
Rrvf (x) =
d
dx
Rv
dr−1
dxr−1
Rr−1v f (x) , x ∈ T. (35)
Proof of Lemma 27. For r = 2, by Lemma 25,
d2
dx2
R2vf =
d
dx
d
dx
RvRvf =
d
dx
d
dx
RvΨ [Ψ := Rvf ]
=
d
dx
Rv
d
dx
Ψ =
d
dx
Rv
d
dx
Rvf
and the result (35) follows. For r = 3, by Lemma 25,
d3
dx3
R3vf =
d
dx
d2
dx2
R2vRvf =
d
dx
d2
dx2
R2vΨ =
d
dx
d
dx
Rv
d
dx
RvΨ
=
d
dx
d
dx
Rv
d
dx
R2vf =
d
dx
Rv
d
dx
d
dx
R2vf =
d
dx
Rv
d2
dx2
R2vf
and (35) holds. Let (35) holds for k ∈ N:
dk
dxk
Rkvf =
d
dx
Rv
dk−1
dxk−1
Rk−1v f. (36)
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Then, for k + 1, (36) and Lemma 25 implies that
dk+1
dxk+1
Rk+1v f =
d
dx
dk
dxk
RkvRvf =
d
dx
dk
dxk
RkvΨ =
d
dx
d
dx
Rv
dk−1
dxk−1
Rk−1v Ψ
=
d
dx
d
dx
Rv
dk−1
dxk−1
Rkvf =
d
dx
Rv
d
dx
dk−1
dxk−1
Rkvf =
d
dx
Rv
dk
dxk
Rkvf.
Let n ∈ N and
Dnf(x) :=
1
π
∫
T
f(x− t)J2,⌊n
2
⌋+1(t)dt ∈ Tn (37)
be the Jackson operator (polynomial) where J2,n is the Jackson kernel
J2,n(x) :=
1
κ2,n
(
sin(nx/2)
sin(x/2)
)4
, κ2,n :=
1
π
∫ pi
−pi
(
sin(nt/2)
sin(t/2)
)4
dt.
It is known that ([12, p.147])
3
2
√
2
n3 ≤ κ2,n ≤ 5
2
√
2
n3.
Lemma 28 We suppose that γ is a 2π-periodic weight on T so that γ is belong to
the class AS1p. If 1 ≤ p ≤ ∞, f ∈ W 1p,γ, then
‖f −Dnf‖p,γ ≤C1
1
n
‖f ′‖p,γ (38)
holds for n ∈ N.
Proof of Lemma 28. From (37), Theorem 16, and (39) below, we have
‖f −Dnf‖p,γ =
∥∥∥∥ 1π
∫
T
(f(x)− f(x− t))(1/t)tJ2,⌊n
2
⌋+1(t)dt
∥∥∥∥
p,γ
=
∥∥∥∥ 1π
∫
T
tJ2,⌊n
2
⌋+1(t)
1
t
∫ x
x−t
f ′(τ)dτdt
∥∥∥∥
p,γ
≤ 1
π
∫
T
tJ2,⌊n
2
⌋+1(t)
∥∥∥∥1t
∫ x
x−t
f ′(τ)dτ
∥∥∥∥
p,γ
dt
≤C1 ‖f ′‖p,γ
1
π
∫ pi
0
tJ2,⌊n
2
⌋+1(t)dt≤ C1
2
(⌊n
2
⌋+ 1) ‖f ′‖p,γ ≤ C1n ‖f ′‖p,γ .
Hence, required inequality (38) holds.
As a corollary of Lemma 28 we have
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Corollary 29 For every r ∈ N, 1 ≤ p ≤ ∞, γ ∈ AS1p, f ∈ W 1p,γ, n ∈ N, the
inequality
En (f)p,γ ≤
C1
n
‖f ′‖p,γ
holds.
Jackson kernel J2,n satisfies the relations
1
pi
∫
T
J2,n(u)du = 1,
|J2,n(u)|≤ 2
√
2
3
π4, n−3/4 ≤ u ≤ π,
maxu∈T |J2,n(u)| ≤
(
pi
2
)4
n,
1
pi
∫ pi
0
uJ2,n(u)du≤ 12n ,


(39)
and properties (21) are satisfied with λ = n, ρ = 3/4. Now, Theorem 15 gives
Lemma 30 If γ is a 2π-periodic weight on T so that γ is belong to the class AS1p,
then the sequence of Jackson operators {Dnf}1≤n<∞ is uniformly bounded (in n) in
Lp,γ:
‖Dnf‖Lp,γ ≤ ‖Dn‖Lp,γ→Lp,γ ‖f‖Lp,γ
where
‖Dn‖Lp,γ→Lp,γ ≤ C10 :=


2 · 91+ 1p [γ]1/pp + (2pi)
4
√
2
3
(2π)1−
r
p ‖γ‖
p−1
p
1 [γ]r , 1 < p <∞,
‖γ‖1 (2pi)
4
√
2
3
C−18 + 162 [γ]1 C
−1
8 , p = 1,
π , p =∞.
Theorem 31 We suppose that γ is a 2π-periodic weight on T so that γ is belong to
the class AS1p. If f ∈ Lp,γ, 1 ≤ p ≤ ∞, and n ∈ N, then
‖f −Dnf‖p,γ≪Ω1
(
f,
1
n
)
p,γ
(40)
holds with some constant depending only on p and [γ]p.
Proof of Theorem 31. From (32), (38), Lemma 30 we get
‖f −Dnf‖p,γ =
∥∥f − R1/nf +R1/nf −DnR1/nf +DnR1/nf −Dnf∥∥p,γ
≤ ∥∥f − R1/nf∥∥p,γ + ∥∥R1/nf −DnR1/nf∥∥p,γ + ∥∥Dn(R1/nf − f)∥∥p,γ
21
≤72C2Ω1
(
f,
1
n
)
p,γ
+ C1
1
n
∥∥(R1/nf)′∥∥p,γ + C10 ∥∥R1/nf − f∥∥p,γ
≤ (72C2 + 2 (1 + 36C2 + 144C2 ln 2) (1+)C1 + 72C10C2) Ω1
(
f,
1
n
)
p,γ
which is give (40).
Proposition 32 Let 1 ≤ p ≤ ∞, γ ∈ AS1p and Un ∈ Tn, and n ∈ N. Then∥∥U (r)n ∥∥p,γ ≤ 2r ‖Fn−1‖rp,γ→p,γ nr ‖Un‖p,γ (41)
holds with some constant dependent only on p, r and [γ]p where ‖Fn‖p,γ→p,γ is the
operator norm of Feje´r mean
Fn(f, ·) := 1
n+ 1
{S0(·, f) + S1(·, f) + ...+ Sn(·, f)}
Proof of Proposition 32. Since
|U ′n(·)| ≤ 2nFn−1(·, |Un|),
we obtain the Bernstein’s inequality
‖U ′n‖p,γ ≤ 2 ‖Fn−1‖p,γ→p,γ n ‖Un‖p,γ
if
‖Fn−1‖p,γ→p,γ <∞. (42)
But, the first arithmetic mean (Feje´r) kernel
kn (u) =
2
(n+ 1)
[
sin ((n + 1)u/2)
sin (u/2)
]2
satisfies (21) with ρ = 1/2 since
1
π
∫
T
kn(u)du = 1, max
t∈T
kn(t) ≤ n+ 1,
kn(t) ≤ C11
(n + 1) t2
for 0 < t ≤ π.
Here C11 is an absolute constant from [45, p.90, (3.10)]. Hence
‖Fn(f, ·)‖p,γ ≤ ‖Fn‖p,γ→p,γ ‖f‖p,γ , n ∈ N
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and (42) holds with
‖Fn‖p,γ→p,γ ≤ C12 :=


181+1/p [γ]1/pp + C11 (2π)
1− r
p ‖γ‖
p−1
p
1 [γ]r , 1 < p <∞,
‖γ‖1C11C−18 + 324 [γ]1C−18 , p = 1,
π , p =∞.
(43)
Then ∥∥U (r)n ∥∥p,γ ≤ 2rCr12nr ‖Un‖p,γ
for r ∈ N.
We suppose that γ is a 2π-periodic weight on T so that γ is belong to the class
AS1p. Let
f (x) ∽
a0 (f)
2
+
∞∑
k=1
(ak (f) cos kx+ bk (f) sin kx) =:
∞∑
k=0
Ak (x, f) (44)
be the Fourier series of f ∈ W 1p,γ and Sn (f) := Sn (x, f) :=
n∑
k=0
Ak (x, f) , n =
0, 1, 2, . . . be the partial sum of the Fourier series (44). We define, for n ∈ N ∪ {0},
De la Valle´e-Poussin mean as
Vn(f, ·) = 1
n
n−1∑
i=0
Sn+i(·, f).
Since
Vn(f, ·) = 2F2n−1(f, ·)− Fn−1(f, ·)
using (43) we get
Lemma 33 If γ is a 2π-periodic weight on T so that γ is belong to the class AS1p,
then Vnf is uniformly bounded (in n) in Lp,γ:
‖Vnf‖Lp,γ ≤ ‖Vn‖Lp,γ→Lp,γ ‖f‖Lp,γ
where
‖Vn‖Lp,γ→Lp,γ ≤ 3C12.
Theorem 34 For every r ∈ N, 1 ≤ p ≤ ∞, γ ∈ AS1p, f ∈ W rp,γ, n ∈ N, the
inequality
En (f)p,γ ≪ n−rEn
(
f (r)
)
p,γ
holds with some constant depending only on p, r and [γ]Ap .
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Proof of Theorem 34. We will use the classical approach. Suppose that Θn ∈ Tn,
En (f
′)p,γ = ‖f ′ −Θn‖p,γ and β/2 is the constant term of Θn, namely,
β =
1
π
∫
T
Θn (t) dt =
1
π
∫
T
(Θn (t)− f ′ (t)) dt.
We get
|β/2| ≤ 1
2π
‖f ′ −Θn‖1 ≤
C9
2π
‖f ′ −Θn‖p,γ =
C9
2π
En (f
′)p,γ .
Furthermore
‖f ′ − (Θn − β/2)‖p,γ ≤ En (f ′)p,γ + ‖β/2‖p,γ
≤ En (f ′)p,γ +
C9
2π
‖γ‖1En (f ′)p,γ
=
(
1 +
C9
2π
‖γ‖1
)
En (f
′)p,γ .
We set un ∈ Tn so that u′n = Θn − β/2. Then
En (f)p,γ = En (f − un)p,γ ≤
C1
n
‖f ′ − (Θn − β/2)‖p,γ
≤
(
C1 +
C1C9
2π
‖γ‖1
)
1
n
En (f
′)p,γ .
The last inequality gives
En (f)p,γ ≤ Cr1
(
1 +
C9
2π
‖γ‖1
)r
1
nr
En
(
f (r)
)
p,γ
= C13
1
nr
En
(
f (r)
)
p,γ
.
As a corollary of the last lemma we have
Corollary 35 We suppose that γ is a 2π-periodic weight on T so that γ is belong to
the class AS1p. Then for every f ∈ W rp,γ, 1 ≤ p ≤ ∞, n ∈ N, r ∈ {0} ∪ N,
‖f(·)− Vn(f, ·)‖p,γ ≤C14
1
nr
En
(
f (r)
)
p,γ
holds with C14 := (1 + 3C12)C13.
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Proof of Corollary 35. Let u∗n ∈ Tn, En (f)p,γ ≥ ‖f − u∗n‖p,γ. We have
‖f − Vn (f, ·)‖p,γ ≤‖f − u∗n + u∗n − Vn (f, ·)‖p,γ
≤ En (f)p,γ + ‖Vn (u∗n, ·)− Vn (f, ·)‖p,γ
≤ En (f)p,γ + 3C12 ‖f − u∗n‖p,γ ≤ (1 + 3C12)En (f)p,γ ≤ C14
1
nr
En
(
f (r)
)
p,γ
.
Theorem 36 We suppose that γ is a 2π-periodic weight on T so that γ is belong to
the class AS1p. Let n, r ∈ N, 1 ≤ p ≤ ∞, and f ∈ W rp,γ. Then for all k = 0, 1, . . . , r
∥∥f (k) − (u∗n)(k)∥∥p,γ≪ C15nr−kEn (f (r))p,γ
holds for any u∗n ∈ Tn satisfying En (f)p,γ ≥ ‖f − u∗n‖p,γ, with a constant depending
only on p, r and [γ]p .
Proof of Theorem 36. Let q ∈ Tn and En
(
f (k)
)
p,γ
=
∥∥f (k) − q∥∥
p,γ
. Then using
(Vn (f, ·))(k) = Vn
(
f (k), ·) ,
Vn (u
∗
n, ·) = u∗n, Vn (q, ·) = q
(41) one can obtain∥∥f (k) − (u∗n)(k)∥∥p,γ ≤ ∥∥f (k) − Vn (f (k), ·)∥∥p,γ + ∥∥(Vn (f, ·))(k) − (u∗n)(k)∥∥p,γ
≤ ∥∥f (k) − q∥∥
p,γ
+
∥∥q − Vn (f (k), ·)∥∥p,γ +
∥∥∥(Vn (f, ·)− u∗n)(k)∥∥∥
p,γ
≤En
(
f (k)
)
p,γ
+
∥∥Vn (q − f (k), ·)∥∥p,γ + 2k ‖F2n−1‖rp,γ→p,γ (2n− 1)k ‖Vn (f, ·)− u∗n‖p,γ
≤En
(
f (k)
)
p,γ
+ 3C12
∥∥f (k) − q∥∥
p,γ
+ 22kCr12n
k ‖Vn (f, ·)− Vn (u∗n, ·)‖p,γ
≤ (1 + 3C12)En
(
f (k)
)
p,γ
+ 22kCr12n
k ‖Vn (f − u∗n, ·)‖p,γ
≤C13 (1 + 3C12)nk−rEn
(
f (r)
)
p,γ
+ 22kCr12n
k3C12 ‖f − u∗n‖p,γ
≤C13 (1 + 3C12)nk−rEn
(
f (r)
)
p,γ
+ 3 · 22kCr+112 nkEn (f)p,γ
≤ C13
(
1 + 3C12 + 3 · 22kCr+112
)
nk−rEn
(
f (r)
)
p,γ
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and the proof of Theorem 36 is completed with
C15 := C13
(
1 + 3C12 + 3 · 22kCr+112
)
.
We define ([42]) the operator
(Υlf) (x) :=
2
l2
∫ l
0
∫ h
0
f (x+ t) dtdh, Υ0 = I, x ∈ T,
for 1 ≤ p ≤ ∞, γ ∈ AS1p, 0 ≤ l ≤ 1, and f ∈ Lp,γ. In this case (Υl1) (x) = 1,
Υlf ∈ W rp,γ,
(Υlf)
(r) (x) =
2
l2
∫ l
0
∫ h
0
f (r) (x+ t) dtdh =
(
Υlf
(r)
)
(x)
and
lr (Υlf)
(r) (x) = 2r (Tl − I)r f (x)
for any f ∈ W rp,γ ([42]). In the particular case, if 0 ≤ l ≤ 1, r ∈ N, and g ∈ (C [T])r,
then
lr (Υlg)
(r) = 2r (Tl − I)r g.
Theorem 37 If 1 ≤ p ≤ ∞, γ ∈ AS1p, 0 ≤ l ≤ 1, r ∈ N, f ∈ W rp,γ ∩ (C [T])r, then
lr
∥∥f (r)∥∥
p,γ
≪ ‖(Tl − I)r f‖p,γ .
Proof of Theorem 37. Let 0 ≤ l ≤ 1. For g ∈ (C [T])r
(Υlg)
(r) (x) =
2
l2
∫ l
0
∫ h
0
g(r) (x+ t) dtdh
and there exists a h0 ∈ (0, h) so that (Mean Value Theorem for integrals)
(Υlg)
(r) (x) =
2
l2
∫ l
0
hg(r) (x+ h0) dh = g
(r) (x+ h0) .
Therefore,
(Tl − I)r g (x) = 2−rlr (Υlg)(r) (x) = 2−rlrg(r) (x+ h0)
and
‖(Tl − I)r g‖C[T] = 2−rlr
∥∥g(r)∥∥
C[T]
. (45)
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Then
max
u∈Ih0
∣∣F(Tl−I)rf (u)∣∣ = max
u∈Ih0
|(Tl − I)r Ff (u)|
(45)
= 2−rlr max
u∈Ih0
∣∣∣∣ drdurFf (u)
∣∣∣∣ = 2−rlr maxu∈Ih0
∣∣Ff(r)∣∣ .
Using Theorem 14
lr
∥∥f (r)∥∥
p,γ
≤ 2rC2 ‖(Tl − I)r f‖p,γ (46)
for any f ∈ W rp,γ ∩ (C [T])r. (The reverse inequality
2−rCr1 l
r
∥∥f (r)∥∥
p,γ
≥ ‖(Tl − I)r f‖p,γ
has already been proven in Corollary 18.)
Theorem 38 If
En (f)p,γ ≤n−β, β > 0, n = 1, 2, ...,
then, for any f ∈ Lp,γ, we get
Ωk (f, δ)p,γ≪


δβ , k > β,
δβ |log δ| , k = β,
δk , k < β.
Definition 39 We suppose that γ is a 2π-periodic weight on T so that γ is belong
to the class AS1p. For 0 < β we define
Lipβ (p, γ) := {f ∈ Lp,γ : Ω⌊β⌋+1 (f, δ)p,γ≪δβ, δ > 0}.
Theorem 40 Let 0 < β. Under the conditions of Theorem 4, we have
f ∈ Lipβ (p, γ) iff En (f)p,γ≪n−β, n ∈ N.
5 Proofs of the results
We need the following theorem for the proof of Theorem 2.
Theorem 41 [30, Th. 5.4] Let γ be an A∞ weight, 1 ≤ p <∞ and Λ0, C0, c0 three
positive constants. Then there is a constant C (depending only on Λ0, C0, c0, the A∞
constant of γ and p) such that the following holds. For n = 1, 2, 3, · · · let En be
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arbitrary measurable subsets of T such that for all points of T, except possibly for
points in a set of measure at most Λ0/n, we have∣∣∣∣
(
x− C0
n
, x+
C0
n
)
∩ En
∣∣∣∣ ≥ c0n .
Then for every trigonometric polynomial Un of degree at most n we have∫
T
|Un (x)|p γ (x) dx ≤ C
∫
T\En
|Un (x)|p γ (x) dx.
holds.
Note that here the set En need not have to have small measure, in fact, they can
have measure≥2π − c.
Proof of Theorem 2. Let n ∈ N and Un (x) =
∑n
k=1 (ak cos kx+ bk sin kx) be in
the class Tn. We set M := sup {Un (x) : x ∈ T}. Taking ε ∈ (0,M) so close to 0 such
that the set
G∗ := {ξ ∈ T : |Un (ξ)| ≥ ε}
(i) have measure b := mes (G∗) > 2π − π/n and
(ii) supξ∈T\G∗ |Un (ξ)| < |Un (x)| for all x ∈ G∗ and
(iii) satisfies ∣∣∣∣
(
x− C0
n
, x+
C0
n
)
∩G∗
∣∣∣∣ ≥ c0n
with some positive constants C0, c0.
We take T := supξ∈T\G∗ |Un (ξ)| . Then
‖Un‖qq,γ ≥
∫
G∗
|Un (x)|q γ (x) dx ≥ T q
∫
G∗
γ (x) dx
Since γ ∈ A∞ there exist C7 and p0 > 1 so that∫
G∗
γ (x) dx ≥ γ (T)
C7 (2π)
p0 b
p0
we find
‖Un‖qq,γ ≥ T q
γ (T)
C7 (2π)
p0 b
p0 ≥ T q γ (T)
C7 (2π)
p0 b
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and, hence,
T ≤ ‖Un‖q,γb
−1
q
(
C7 (2π)
p0
γ (T)
) 1
p
.
On the other hand∫
T\G∗
( |Un (x)|
T
)q
γ (x) dx ≥
∫
T\G∗
( |Un (x)|
T
)p
γ (x) dx
≥ T−pC−p‖Un‖pp,γ. (by Theorem 41)
Then
‖Un‖pp,γ ≤ T p−qCp‖Un‖qq,γ ≤
(
C7 (2π)
p0
γ (T)
) p−q
p
Cpb−
(p−q)
q ‖Un‖pq,γ.
‖Un‖p,γ ≤
(
C7 (2π)
p0
γ (T)
) p−q
p2
Cb−
(p−q)
pq ‖Un‖q,γ
≤
(
C7 (2π)
p0
γ (T)
) p−q
p2
Cn
1
q
− 1
p‖Un‖q,γ = C16n
1
q
− 1
p‖Un‖q,γ.
Lemma 42 Let 1 ≤ p < q ≤ ∞, γ ∈ A∞, Un is the near best approximating
trigonometric polynomial for the function f ∈ Lp,γ. Then for any m,n ∈ N the
following inequality holds
∥∥∥∥∥
m∑
l=1
(Un2l − Un2l−1)
∥∥∥∥∥
q,γ
≪
(
m∑
l=1
((
n2l
)( 1p− 1q ) ‖Un2l − Un2l−1‖p,γ
)q∗) 1q∗
(47)
where
q∗ :=
{
q, 1 < p <∞,
1, q =∞ or p = 1.
Proof of Lemma 42. Using inequality (5) this can be proved by the same lines
of the proof of Lemma 4.2 in [10]. The constant in (47) is
C17 :=

 (C16)
2
(⌊q⌋+1)⌊q⌋
[
Ψ
(
(q−p)
2(p+q)⌊q⌋
)] ⌊q⌋
q
, 1 < p <∞,
C16, q =∞ or p = 1,
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where
Ψ (θ) := 2
∞∑
l=0
2−lθ
and p0 is given in (23).
Proof of Theorem 3. Let r = 1, γ ∈ AS1p, 1 ≤ p ≤ ∞, and f ∈ Lp,γ. Since
K1 (f, v, p, γ)p,γ ≤ ‖f − Rvf‖p,γ + v
∥∥∥∥ ddxRvf(x)
∥∥∥∥
p,γ
,
from Lemma 23 and (33) we find
K1 (f, v, p, γ)p,γ ≤ 2 (1 + 36C2 + 144C2 ln 2) ‖(I− Tv) f‖p,γ .
From Lemma 17, for g ∈ W 1p,γ,
Ω1 (f, v)p,γ ≤ Ω1 (f − g, v)p,γ + Ω1 (g, v)p,γ ≤ (1 + C1) ‖f − g‖p,γ +
C1
2
v ‖g′‖p,γ ,
and taking infimum on g ∈ W 1p,γ in the last inequality we get
Ω1 (f, v)p,γ ≤ (1 + C1)K1 (f, v, p, γ)p,γ
and the equivalence of ‖(I− Tv) f‖p,γ with K1 (f, v, p, γ)p,γ is established.
Now we will consider the case r > 1. For r = 2, 3, . . . we consider the operator
([2, 13])
Arδ := I− (I− Rrv)r =
∑r−1
j=0
(−1)r−j+1
(
r
j
)
Rr(r−j)v .
From the identity I− Rrv = (I− Rv)
∑r−1
j=0R
j
v we find
‖(I−Rrv) g‖p,γ ≤
(∑r−1
j=0
Cj1
)
‖(I− Rv) g‖p,γ
≤
(
72C2
(∑r−1
j=0
Cj1
))
‖(I− Tv) g‖p,γ = C18 ‖(I− Tv) g‖p,γ (48)
when 0 < v ≤ 1, γ ∈ AS1p, 1 ≤ p ≤ ∞ and g ∈ Lp,γ. Since ‖f − Arvf‖p,γ =
‖(I−Rrv)r f‖p,γ, a recursive procedure gives
‖f −Arvf‖p,ω = ‖(I− Rrv)r f‖p,γ =
∥∥(I− Rrv) (I− Rrv)r−1 f∥∥p,γ
(48)
≤ C18
∥∥(I− Tv) (I− Rrv)r−1 f∥∥p,γ ≤ · · ·
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≤ C218
∥∥(I− Tv)2 (I− Rrv)r−2 f∥∥p,γ ≤ · · ·
≤ C318
∥∥(I− Tv)3 (I−Rrv)r−3 f∥∥p,γ ≤ · · · ≤
≤ Cr18 ‖(I− Tv)r f‖p,γ .
On the other hand, using (33), Lemmas 27 and 25, recursively,
vr
∥∥∥∥ drdxrRrvf
∥∥∥∥
p,γ
= vr−1v
∥∥∥∥ ddxRv d
r−1
dxr−1
Rr−1v f
∥∥∥∥
p,γ
≤ 2 (1 + 36C2 + 144C2 ln 2) vr−1
∥∥∥∥(I− Tv) dr−1dxr−1Rr−1v f
∥∥∥∥
p,γ
= C19v
r−2v
∥∥∥∥ dr−1dxr−1Rr−1v (I− Tv) f
∥∥∥∥
p,γ
= C19v
r−2v
∥∥∥∥ ddxRv d
r−2
dxr−2
Rr−2v (I− Tv) f
∥∥∥∥
p,γ
≤ C219vr−2
∥∥∥∥(I− Tv) dr−2dxr−2Rr−2v (I− Tv) f
∥∥∥∥
p,γ
= C219v
r−2
∥∥∥∥ dr−2dxr−2Rr−2v (I− Tv)2 f
∥∥∥∥
p,γ
≤ · · · ≤ Cr−119 v
∥∥∥∥ ddxRv (I− Tv)r−1 f
∥∥∥∥
p,γ
≤ Cr19 ‖(I− Tv)r f‖p,γ .
Thus
Kr (f, v, p, γ)p,γ ≤ ‖f − Arvf‖p,γ + vr
∥∥∥∥ drdxrArvf (x)
∥∥∥∥
p,γ
≤ max {Cr18, Cr19} ‖(I− Tv)r f‖p,γ .
For the reverse of the last inequality, when g ∈ W rp,γ, (from Lemma 17)
Ωr (f, v)p,γ ≤ (1 + C1)r ‖f − g‖p,γ + Ωr (g, v)p,γ
≤ (1 + C1)r ‖f − g‖p,γ + 2−rCr1vr
∥∥g(r)∥∥
p,γ
, (49)
and taking infimum on g ∈ W rp,γ in (49) we get
Ωr (f, v)p,γ ≤ (1 + C1)rKr (f, v, p, γ)p,γ
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and hence
Ωr (f, v)p,γ ≈ Kr (f, v, p, γ)p,γ . (50)
Proof of Theorem 14. Let 0 < v ≤ 1, u ∈ T, γ ∈ AS1p, 1 ≤ p <∞ and f ∈ Lp,γ.
In this case
‖Fg‖C[Ih0] ≤ C20 ‖Ff‖C[Ih0]
= C20
∥∥∥∥
∫
T
S 1
h0
f (x+ u) |G (x)| γ (x) dx
∥∥∥∥
C[Ih0 ]
= C20 max
u∈Ih0
∣∣∣∣
∫
T
S 1
h0
f (x+ u) |G (x)| γ (x) dx
∣∣∣∣
≤ C20 max
u∈Ih0
∥∥∥S 1
h0
f (·+ u)
∥∥∥
p,γ
‖G‖q,γ∗ ≤ C2C20 ‖f‖p,γ .
by Theorem 10.
On the other hand, for any ε, η > 0 and appropriately chosen G ∈ Lq,γ∗ with∫
T
g (x)G (x) γ (x) dx ≥ ‖g‖p,γ − ε, ‖G‖q,γ∗ = 1, one can find
‖Fg‖C[Ih0 ] ≥ |Fg (0)| ≥
∫
T
S 1
h0
g (x) |G (x)| γ (x) dx
>
∫
T
g (x)G (x) γ (x) dx− η ‖γ‖1/p1
≥ ‖g‖p,γ − η ‖γ‖1/p1 C9 − ε.
Since ε, η > 0 are arbitrary we have
‖Fg‖C[Ih0] ≥ ‖g‖p,γ
and hence
‖g‖p,γ ≤ ‖Fg‖C[Ih0] ≤ C2C20 ‖f‖p,γ .
This gives required result.
Proof of Theorem 4. Let n, r ∈ N. For g ∈ W rp,γ we have by Lemma 35 that
En (f)p,γ ≤ En (f − g)p,γ + En (g)p,γ ≤‖f − g‖p,γ + C13
1
nr
∥∥g(r)∥∥
p(·) .
Taking infimum in the last inequality with respect to g ∈ W rp,γ, one can get, by (50),
En (f)p,γ ≤C13Kr (f, 1/n, p, γ)p,γ ≤C13max {Cr18, Cr19}Ωr
(
f, 1
n
)
p,γ
as required.
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Proof of Theorem 5. Using Theorem 4 we obtain
En (f)p,γ ≤
C213max {Cr18, Cr19}
nr
Ωr
(
f r,
1
n
)
p,γ
= C21
1
nr
Ωr
(
f r,
1
n
)
p,γ
.
Proof of Theorem 6. Let Un be the near best approximating trigonometric
polynomial to f. By Theorem 4 and (46)
Rr (f, 1/n, p, γ)
/
Ωr (f, 1/n)p,γ =
(
‖f − Un‖p,γ + 1nr
∥∥U (r)n ∥∥p,γ)/Ωr (f, 1/n)p,γ
≤ C13max {Cr18, Cr19}+ 2rC2.
For the reverse of the last inequality we get
Ωr (f, 1/n)p,γ ≤
(
Ωr (f − Un, 1/n)p,γ + Ωr (Un, 1/n)p,γ
)
≤ (1 + C1)r ‖f − Un‖p,γ + 2−rCr1 1nr
∥∥U (r)n ∥∥p,γ
≤ 2 (1 + C1)r Rr (f, 1/n, p, γ)
and Rr (f, 1/n, p, γ) ≈ Ωr (f, 1/n)p,γ .
Theorem 43 We suppose that γ is a 2π-periodic weight on T so that γ is belong
to the class AS1p. Let n, r, l ∈ N, 1 ≤ p ≤ ∞ and f ∈ W rp,γ. Then there exists a
Φ ∈ T2n−1 such that for all k = 0, 1, . . . , r
∥∥f (k) − Φ(k)∥∥
p,γ
≪ 1
nr−k
Ωl
(
f (r),
1
n
)
p,γ
holds, with a constant depending only on p, l, r and [γ]p .
Proof of Theorem 43. Let u∗n ∈ Tn, En (f)p,γ ≥ ‖f − u∗n‖p,γ and Φ (·) = Vn (f, ·).
We have
‖f − Vn (f, ·)‖p,γ ≤C14
1
nr
En
(
f (r)
)
p,γ
≤ C14C13max
{
C l18, C
l
19
} 1
nr
Ωl
(
f (r), 1/n
)
p,γ
,
‖f − u∗n‖p,γ ≤En (f)p,γ ≤ C213max
{
C l18, C
l
19
} 1
nr
Ωl
(
f (r), 1/n
)
p,γ
and, hence,
‖Vn (f, ·)− u∗n‖p,γ ≤2C14C13max
{
C l18, C
l
19
} 1
nr
Ωl
(
f (r), 1/n
)
p,γ
.
33
Then, by (41), Theorems 36 and 4 we find∥∥∥f (k) − (Vn (f, ·))(k)∥∥∥
p,γ
≤
∥∥∥f (k) − (u∗n)(k)∥∥∥
p,γ
+
∥∥∥(Vn (f, ·))(k) − (u∗n)(k)∥∥∥
p,γ
≤C15nk−rEn
(
f (r)
)
p,γ
+ 2rCr12 (2n− 1)k ‖Vn (f, ·)− u∗n‖p,γ
≤C15nk−rEn
(
f (r)
)
p,γ
+ 2r+kCr12n
k ‖Vn (f, ·)− u∗n‖p,γ
≤C15nk−rEn
(
f (r)
)
p,γ
+ 2r+kCr122C14C13max
{
C l18, C
l
19
}
nkn−rΩl
(
f (r), 1/n
)
p,γ
≤ C13max
{
C l18, C
l
19
} (
C15 + 2
r+k+1Cr12C14
)
nk−rΩr
(
f, 1
n
)
p,γ
and the proof is completed.
Proof of Theorem 8. For γ ∈ Ap, 1 < p <∞, r ∈ N, and f ∈ Lp,γ we know that
Ωˇr
(
f, 1
n
)
p,γ
≪ n−r
n∑
ν=0
(ν + 1)r−1Eν (f)p,γ holds. Since Ω1
(
f, 1
n
)
p,γ
≤ Ωˇ1
(
f, 1
n
)
p,γ
and Ωr
(
f, 1
n
)
p,γ
≈ Ωˇr
(
f, 1
n
)
p,γ
(r ≥ 2) we get
Ωr
(
f, 1
n
)
p,γ
≪ n−r
n∑
ν=0
(ν + 1)r−1Eν (f)p,γ
in case γ ∈ Ap, 1 < p < ∞. In our case of 1 ≤ p ≤ ∞ and γ ∈ AS1p, we can
outline the proof of Theorem 8 with concrete constants: Let Un ∈ Tn be the best
approximating polynomial of f and let m ∈ N. We choose n with 2m ≤ n < 2m+1.
Then
Ωr (f, 1/n)p,γ ≤ Ωr (f − U2m , 1/n)p,γ + Ωr (U2m , 1/n)p,γ
≤ (1 + C1)r E2m (f)p,γ + Ωr (U2m , 1/n)p,γ
≤ (1 + C1)r E2m (f)p,γ +
Cr1
2r
1
nr
∥∥∥U (r)2m∥∥∥
p,γ
.
Since
U
(r)
2m (·) = U (r)1 (·) +
m−1∑
ν=0
{
U
(r)
2ν+1 (·)− U (r)2ν (·)
}
,
we get ∥∥∥U (r)2m∥∥∥
p,γ
≤
∥∥∥U (r)1 ∥∥∥
p,γ
+
m−1∑
ν=0
∥∥∥U (r)2ν+1 − U (r)2ν ∥∥∥
p,γ
.
≤
∥∥∥U (r)1 − U (r)0 ∥∥∥
p,γ
+ 2rCr12
m−1∑
ν=0
2(ν+1)r ‖U2ν+1 − U2ν‖p,γ
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≤ 2rCr12 ‖U1 − U0‖p,γ + 2r+1Cr12
m−1∑
ν=0
2(ν+1)rE2ν (f)p,γ
≤ 2r+1Cr12E0 (f)p,γ + 2r+1Cr12
m−1∑
ν=0
2(ν+1)rE2ν (f)p,γ .
Hence ∥∥∥U (r)2m∥∥∥
p,γ
≤ 2r+1Cr12
(
E0 (f)p,γ +
m−1∑
ν=0
2(ν+1)rE2ν (f)p,γ
)
.
It is easily seen that
2(ν+1)rE2ν (f)p,γ ≤ 22r
2ν∑
µ=2ν−1+1
µr−1Eµ (f)p,γ , ν = 1, 2, 3, . . . .
Therefore
1
nr
∥∥∥U (r)2m∥∥∥
p,γ
≤
≤ 2
r+1Cr12
nr

E0 (f)p,γ + 2rE1 (f)p,γ + 22r
m∑
ν=1
2ν∑
µ=2ν−1+1
µr−1Eµ (f)p,γ


≤ 2
3r+1Cr12
nr
{
E0 (f)p,γ +
2m∑
µ=1
µr−1Eµ (f)p,γ
}
=
23r+1Cr12
nr
2m−1∑
j=0
(j + 1)r−1Ej (f)p,γ
≤ 2
3r+1Cr12
nr
n∑
j=0
(j + 1)r−1Ej (f)p,γ .
Using
E2m (f)p,γ <
2r
nr
n∑
ν=0
(ν + 1)r−1Eν (f)p,γ ,
we have
Ωr (f, 1/n)p,γ ≤ 2r
(
(1 + C1)
r + Cr1C
r
122
r+1
) 1
nr
n∑
ν=0
(ν + 1)r−1Eν (f)p,γ .
the last two inequalities complete the proof.
Proof of Corollary 9. Let 1 ≤ p ≤ ∞, γ ∈ AS1p, f ∈ Lp,γ, k ∈ N and 0 < t < 1/2.
Assume that 2m ≤ 1
t
< 2m+1 for some m ∈ N. Then
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Ωk(f, t)p,γ ≤ (1 + C1)r E2m (f)p,γ +
2Cr1C
r
12
2mk
(
E0 (f)p,γ +
m−1∑
ν=0
2(ν+1)rE2ν (f)p,γ
)
≤ 2max {(1 + C1)r , 2Cr1Cr12} 2−mk
(
m∑
ν=0
2νrE2ν (f)p,γ + E0 (f)p,γ
)
≤ 2max {(1 + C1)r , 2Cr1Cr12}C13max
{
C1+k18 , C
1+k
19
}×
×2−mk
(
E0 (f)p,γ +
m∑
ν=0
2νrΩk+1(f,
1
2ν
)p,γ
)
≤ 2k+2max {(1 + C1)r , 2Cr1Cr12}C13max
{
C1+k18 , C
1+k
19
}×
×2−mk

Ωk+1(f, 1)p,γ + m∑
ν=1
2−v+1∫
2−v
Ωk+1(f, u)p,γ
uk+1
du


≤ 3k+12k4max {(1 + C1)r , 2Cr1Cr12}C13max
{
C1+k18 , C
1+k
19
}×
×tk

Ωk+1(f, 1
2
)p,γ +
2−m+1∫
2−1
Ωk+1(f, u)p,γ
uk+1
du


≤ 3k+12k+14max {(1 + C1)r , 2Cr1Cr12}C13max
{
C1+k18 , C
1+k
19
}×
×tk


1∫
1/2
Ωk+1(f, u)p,γ
uk+1
du+
1∫
t
Ωk+1(f, u)p,γ
uk+1
du


≤ 3k+12k+24max {(1 + C1)r , 2Cr1Cr12}C13max
{
C1+k18 , C
1+k
19
}
tk
1∫
t
Ωk+1(f, u)p,γ
uk+1
du
= C22t
k
1∫
t
Ωk+1(f, u)p,γ
uk+1
du.
Proof of Theorem 38. For the proof we use Theorem 8. As for constants we
have:
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If En (f)p,γ ≤ 1nα , α > 0, n = 1, 2, ...,then, for any f ∈ Lp,γ, we get
Ωk (f, δ)p,γ ≤


C23δ
α , k > α,
C24δ
α |log δ| , k = α,
C25δ
k , k < α,
where
C23 =
(
(1 + C1)
r + 2Cr1C
r
12 ‖f‖p,γ +
2r+1Cr1C
r
12
2r−α − 1
)
2α,
C24 =
(
(1 + C1)
r + 2α+1Cr1C
r
12 ‖f‖p,γ
)
2α,
C25 =
(
(1 + C1)
r + 2Cr1C
r
12 ‖f‖p,γ +
2r+1Cr1C
r
122
α−r
2α−r − 1
)
2r.
Proof of Theorem 40. ”⇒” part is a corollary of Theorems 4 and 38:
En (f)p,γ ≤C13max {Cr18, Cr19}Ω⌊β⌋+1
(
f,
1
n
)
p,γ
≤ C25C13max
{
C
⌊β⌋+1
18 , C
⌊β⌋+1
19
}
n−β, n ∈ N.
”⇐” part is a corollary of Theorem 38.
Proof of Theorem 11. (16) is corollary of Theorem 16. Since
(I− Tv)r+k = (I− Tv)r (I− Tv)k
(17) follows from
Ωr+k (f, v)p,γ ≤ (1 + C1)r Ωk (f, v)p,γ
Proof of Theorem 12. If r ∈ N, 1 ≤ p ≤ ∞, γ ∈ AS1p, f ∈ Lp,γ, then
Ωr (f, λv)p,γ ≤ 4 (1 + C1)rmax {Cr18, Cr19} (1 + ⌊λ⌋)r Ωr (f, v)p,γ , v, λ > 0.
and hence
Ωk (f, v)p,γ v
−k ≤ 2kC26Ωk (f, δ)p,γ δ−k, 0 < δ ≤ v.
Proof of Theorem 16. Let 1 < p < ∞, N := ⌊1/v⌋, xk := (kv − 1)π and
Uk := [xk, xk+1). Then
T = ∪2N−1k=0 Uk
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where the length of Uk is mes (Uk) = |xk+1 − xk| = πv. Minkowski’s inequality for
integrals give
‖Tvf‖pp,γ ≤
2N−1∑
k=0
∫ xk+1
xk
γ(x)
∣∣∣∣1v
∫ v+x
x
f(t)dt
∣∣∣∣
p
dx
≤
2N−1∑
k=0
∫ xk+1
xk
γ(x)
(
1
v
∫ x+v
x
γ
1
p (t) |f(t)| γ −1p (t)dt
)p
dx
≤
2N−1∑
k=0
xk+1∫
xk
γ(x)
(
1
v
(∫ x+v
x
γ(t) |f(t)|p dt
) 1
p
(∫ x+v
v
γ
−p′
p (t)dt
) 1
p′
)p
dx
=
2N−1∑
k=0
∫ xk+1
xk
γ(x)
1
vp
∫ x+v
x
γ(t) |f(t)|p dt
(∫ x+v
x
γ
−p′
p (t)dt
) p
p′
dx
=
2N−1∑
k=0
∫ xk+1
xk
γ(x)
1
vp
∫ x+v
x
γ(t) |f(t)|p dt
(∫ x+v
x
γ−
1
p−1 (t)dt
)p−1
dx
=
2N−1∑
k=0
1
v
∫ xk+1
xk
γ(x)
(
1
v
∫ x+v
x
γ−
1
p−1 (t)dt
)p−1(∫ x+v
x
γ(t) |f(t)|p dt
)
dx
≤
2N−1∑
k=0
(
2π
2πv
∫ xk+2
xk
γ(x)dx
)(
2π
2πv
∫ xk+2
xk
γ−
1
p−1 (t)dt
)p−1 ∫ xk+2
xk
γ(t) |f(t)|p dt
≤ (2π)p
2N−1∑
k=0

 1
2πv
xk+2∫
xk−1
γ(x)dx



 1
2πv
xk+2∫
xk−1
γ−
1
p−1 (t)dt


p−1 xk+2∫
xk−1
γ(t) |f(t)|p dt
≤ (2π)p [γ]p
(
2N−1∑
k=0
{∫ xk+1
xk
+
∫ xk+2
xk+1
}
γ(t) |f(t)|p dt
)
≤ 2 · (2π)p [γ]p
∫
T
γ(t) |f(t)|p dt = 2 · (2π)p [γ]p ‖f‖pp,γ and
‖Tvf‖p,γ ≤ 21/p2π [γ]1/pp ‖f‖p,γ .
Furthermore, for p = 1, the proof goes similarly and
‖Tvf‖1,γ ≤ 2 [γ]1E4 ‖f‖1,γ .
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For p =∞ clearly
‖Tvf‖∞,γ = ‖Tvf‖∞ ≤ ‖f‖∞ = ‖f‖∞,γ .
Proof of Theorem 7. Using Theorems 2, 4, 6 and Lemma 42, this theorem can
be proved by the same lines of the proofs of Theorems 4.1-4.4 of [10]. The constant
in (10) is
En (f)q,γ ≤ C172
1
q1


∞∑
k=⌊n
2
⌋+1
kq
∗θ−1Ek (f)
q∗
p,γ


1/q∗
, n ≥ 1,
The constants in (11) and (12) are the same:
‖f‖q,γ ≤ C172
1
q1
+q∗θ
{ ∞∑
k=1
kq
∗θ−1Ek (f)
q∗
p,γ
}1/q∗
+ 2C16 ‖f‖p,γ ,
‖f‖q,γ ≤ C172
1
q1
+q∗θ
{∫ ∞
1
vq
∗θ−1Ev (f)
q∗
p,γ dv
}1/q∗
+ 2C16 ‖f‖p,γ
The constants in (13) and (14) are the same:
‖f‖q,γ ≤ C172
1
q1
+q∗θ
C13max
{
Cj18, C
j
19
}{∫ 1
0
(
u−θΩj(f, u)p,γ
)q∗ du
u
}1/q∗
+2C16 ‖f‖p,γ ,
‖f‖q,γ ≤ C172
1
q1
+q∗θ
C13max
{
Cj18, C
j
19
}{ ∞∑
k=1
kq
∗θ−1Ωj
(
f,
1
k
)q∗
p,γ
}1/q∗
+ 2C16 ‖f‖p,γ .
Proof of Theorem 10. For p =∞ clearly
‖Sλ,τf‖∞,γ = ‖Sλ,τf‖∞ ≤ ‖f‖∞ = ‖f‖∞,γ .
Let 1 < p < ∞, 1 ≤ λ < ∞, N := ⌊λρ⌋, h := 1/N , xk := (kh− 1) π and Uk :=
[xk, xk+1). Then
T = ∪2N−1k=0 Uk
where the length of Uk is l (Uk) = |xk+1 − xk| = π/⌊λρ⌋. Minkowski’s inequality for
integrals give
‖Sλ,τf‖pp,γ ≤
2N−1∑
k=0
xk+1∫
xk
γ(x)
∣∣∣∣∣∣∣λ
x+τ+1/(2λ)∫
x+τ−1/(2λ)
f(t)dt
∣∣∣∣∣∣∣
p
dx
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≤
2N−1∑
k=0
xk+1∫
xk
γ(x)

λ
x+τ+1/(2λ)∫
x+τ−1/(2λ)
γ
1
p (t) |f(t)| γ −1p (t)dt


p
dx
≤
2N−1∑
k=0
xk+1∫
xk
γ(x)

λ


x+τ+1/(2λ)∫
x+τ−1/(2λ)
γ(t) |f(t)|p dt


1
p


x+τ+1/(2λ)∫
x+τ−1/(2λ)
γ
−p′
p (t)dt


1
p′


p
dx
=
2N−1∑
k=0
xk+1∫
xk
γ(x)λp
x+τ+1/(2λ)∫
x+τ−1/(2λ)
γ(t) |f(t)|p dt


x+τ+1/(2λ)∫
x+τ−1/(2λ)
γ
−p′
p (t)dt


p
p′
dx
=
2N−1∑
k=0
xk+1∫
xk
γ(x)λp
x+τ+1/(2λ)∫
x+τ−1/(2λ)
γ(t) |f(t)|p dt


x+τ+1/(2λ)∫
x+τ−1/(2λ)
γ−
1
p−1 (t)dt


p−1
dx
=
2N−1∑
k=0
λ
xk+1∫
xk
γ(x)

λ
x+τ+1/(2λ)∫
x+τ−1/(2λ)
γ−
1
p−1 (t)dt


p−1

x+τ+1/(2λ)∫
x+τ−1/(2λ)
γ(t) |f(t)|p dt

 dx
≤
2N−1∑
k=0

3λπ/⌊λρ⌋
3π/⌊λρ⌋
xk+2∫
xk−1
γ(x)dx



3λπ/⌊λρ⌋
3π/⌊λρ⌋
xk+2∫
xk−1
γ−
1
p−1 (t)dt


p−1 xk+2∫
xk−1
γ(t) |f(t)|p dt
≤ (12π)p
2N−1∑
k=0

 1
3π/⌊λρ⌋
xk+2∫
xk−1
γ(x)dx



 1
3π/⌊λρ⌋
xk+2∫
xk−1
γ−
1
p−1 (t)dt


p−1 xk+2∫
xk−1
γ(t) |f(t)|p dt
≤ (12π)p [γ]p

2N−1∑
k=0


xk∫
xk−1
+
xk+1∫
xk
+
xk+2∫
xk+1

 γ(t) |f(t)|p dt


≤ 3 · (12π)p [γ]p
∫
T
γ(t) |f(t)|p dt = 3 · (12π)p [γ]p ‖f‖pp,γ and
‖Sλ,τf‖p,γ ≤ 31/p12π [γ]1/pp ‖f‖p,γ .
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Furthermore, for p = 1, the proof goes similarly:
‖Sλ,τf‖1,γ ≤
2N−1∑
k=0
xk+1∫
xk
γ(x)
∣∣∣∣∣∣∣λ
x+τ+1/(2λ)∫
x+τ−1/(2λ)
f(t)dt
∣∣∣∣∣∣∣ dx
≤
2N−1∑
k=0
xk+1∫
xk
γ(x)

λ
x+τ+1/(2λ)∫
x+τ−1/(2λ)
γ(t) |f(t)| γ−1(t)dt

 dx
≤ C−18
2N−1∑
k=0
λ
xk+2∫
xk−1
γ(x)dx
xk+2∫
xk−1
γ(t) |f(t)|p dt
≤ C−18
2N−1∑
k=0

λ3π/⌊λρ⌋
3π/⌊λρ⌋
xk+2∫
xk−1
γ(x)dx

 xk+2∫
xk−1
γ(t) |f(t)| dt
≤ 12πC−18
2N−1∑
k=0

 1
3π/⌊λρ⌋
xk+2∫
xk−1
γ(x)dx

 xk+2∫
xk−1
γ(t) |f(t)| dt
≤ 12πC−18 [γ]1

2N−1∑
k=0


xk∫
xk−1
+
xk+1∫
xk
+
xk+2∫
xk+1

 γ(t) |f(t)| dt


≤ 36πC−18 [γ]1
∫
T
γ(t) |f(t)| dt = 36πC−18 [γ]1 ‖f‖1,γ and
‖Sλ,τf‖p,γ ≤ 36πC−18 [γ]1 ‖f‖p,γ .
Then
‖Sλ,τ‖Lp,γ→Lp,γ ≤ C2 =


4π · 3(1/p)+1 [γ]1/pp , 1 < p <∞, λ ≥ 1,
36πC−18 [γ]1 , p = 1, λ ≥ 1,
1 , p =∞.
Proof of Theorem 15. For p =∞ clearly
‖Kλf‖∞,γ = ‖Kλf‖∞ =
∥∥∥∥∥∥
∫
T
f(t)kλ(t− x)dt
∥∥∥∥∥∥
∞
≤ C3 ‖f‖∞ = C3 ‖f‖∞,γ .
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Let N := ⌊λ⌋, h := 1/N , x ∈ T and
Θx :=


T \(x− pi⌊λρ ⌋ , x+ pi⌊λρ⌋) , (x− pi⌊λρ ⌋ , x+ pi⌊λρ ⌋) ⊂ T,
T \
{
(−π, x+ pi⌊λρ ⌋) ∪ (x− pi⌊λρ ⌋ + 2π, π)
}
, x− pi⌊λρ ⌋ < −π,
T \
{
(x− pi⌊λρ ⌋ , π) ∪ (−π, x+ pi⌊λρ ⌋ − 2π)
}
, x+ pi⌊λρ ⌋ > π.
Since
1
2
π
⌊λ⌋ <
π
⌊λρ ⌋ ≤ 4
π
⌊λ⌋ ,
then
‖Kλf‖p,γ =
∥∥∥∥∥∥
∫
T
f(t)kλ(t− x)dt
∥∥∥∥∥∥
p,γ
≤
∥∥∥∥∥∥


x+4pih∫
x−4pih
+
∫
Θx

 f(t)kλ(t− x)dt
∥∥∥∥∥∥
p,γ
≤
≤
∥∥∥∥∥∥
x+4pih∫
x−4pih
f(t)kλ(t− x)dt
∥∥∥∥∥∥
p,γ
+
∥∥∥∥∥∥
∫
Θx
f(t)kλ(t− x)dt
∥∥∥∥∥∥
p,γ
=: I1 + I2.
We estimate I2 firstly. If 1 < p < ∞, x ∈ T and t ∈ Θx, then, from (21)
|kλ(t− x)| ≤C5 and there exists a r ∈ (1, p) so that
Ip2≤Cp5
∥∥∥∥∥∥
∫
Ex
f(t)dt
∥∥∥∥∥∥
p
p,γ
≤Cp5
∣∣∣∣∣∣
∫
T
f(t)dt
∣∣∣∣∣∣
p
‖1‖pp,γ
≤ ‖γ‖p1Cp5
∣∣∣∣∣∣
∫
T
f(t)dt
∣∣∣∣∣∣
p
= ‖γ‖p1Cp5 ‖f‖p1 ≤ ‖γ‖p1Cp5 (2π)p−r [γ]r ‖γ‖−11 ‖f‖pp,γ
≤
(
C5 (2π)
1− r
p ‖γ‖
p−1
p
1 [γ]r
)
‖f‖p,γ .
If p = 1 and t ∈ Θx, then
I12≤C5
∥∥∥∥∥∥
∫
Ex
f(t)dt
∥∥∥∥∥∥
1,γ
≤C5
∣∣∣∣∣∣
∫
T
f(t)dt
∣∣∣∣∣∣ ‖1‖1,γ ≤ ‖γ‖1C5
∣∣∣∣∣∣
∫
T
f(t)dt
∣∣∣∣∣∣
= ‖γ‖1C5 ‖f‖1 ≤
(‖γ‖1C5C−18 ) ‖f‖1,γ .
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We can pass to the case I1 and write T = ∪2N−1k=0 Uk where xk := (kh− 1)π, Uk :=
[xk, xk+1) and |xk+1 − xk| = π/⌊λ⌋. For 1 < p < ∞, Minkowski’s integral inequality
gives
Ip1 ≤
2N−1∑
k=0
∫ xk+1
xk
γ(x)
∣∣∣∣∣∣
x+4pih∫
x−4pih
f(t)kλ(t− x)dt
∣∣∣∣∣∣
p
dx
≤
2N−1∑
k=0
∫ xk+1
xk
γ(x)

 x+4pih∫
x−4pih
γ
1
p (t) |f(t)| |kλ(t− x)| γ
−1
p (t)dt


p
dx
≤
2N−1∑
k=0
∫ xk+1
xk
γ(x)



 x+4pih∫
x−4pih
γ(t) |f(t)|p |kλ(t− x)|p dt


1
p

 x+4pih∫
x−4pih
γ
−p′
p (t)dt


1
p′


p
dx
≤ C4
2N−1∑
k=0
∫ xk+5
xk−4
γ(x)dxλp
∫ xk+5
xk−4
γ(t) |f(t)|p dt
(∫ xk+5
xk−4
γ
−p′
p (t)dt
) p
p′
= C4
2N−1∑
k=0
∫ xk+5
xk−4
γ(x)dxλp
∫ xk+5
xk−4
γ(t) |f(t)|p dt
(∫ xk+5
xk−4
γ−
1
p−1 (t)dt
)p−1
= C4
2N−1∑
k=0
(
λ
∫ xk+5
xk−4
γ(x)dx
)(
λ
∫ xk+5
xk−4
γ−
1
p−1 (t)dt
)p−1(∫ xk+5
xk−4
γ(t) |f(t)|p dt
)
≤ C4
2N−1∑
k=0

9λh
9h
xk+5∫
xk−4
γ(x)dx



9λh
9h
xk+5∫
xk−4
γ−
1
p−1 (t)dt


p−1 xk+5∫
xk−4
γ(t) |f(t)|p dt
≤ 18pC4
2N−1∑
k=0

 1
9h
xk+5∫
xk−4
γ(x)dx



 1
9h
xk+5∫
xk−4
γ−
1
p−1 (t)dt


p−1 xk+5∫
xk−4
γ(t) |f(t)|p dt
≤ 18pC4 [γ]p

2N−1∑
k=0


xk−3∫
xk−4
+... +
xk+5∫
xk+4

 γ(t) |f(t)|p dt


≤ 18pC4 [γ]p 9
∫
T
γ(t) |f(t)|p dt = 2p9p+1C4 [γ]p ‖f‖pp,γ and
I1 ≤ 2 · 91+(1/p)C1/p4 [γ]1/pp ‖f‖p,γ .
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Furthermore, for p = 1, the proof goes similarly.
I1 ≤
2N−1∑
k=0
∫ xk+1
xk
γ(x)
∣∣∣∣∣∣
x+4pih∫
x−4pih
f(t)kλ(t− x)dt
∣∣∣∣∣∣ dx
≤
2N−1∑
k=0
∫ xk+1
xk
γ(x)

 x+4pih∫
x−4pih
|f(t)| |kλ(t− x)| dt

 dx
≤ C4
2N−1∑
k=0
λ
∫ xk+5
xk−4
γ(x)dx
∫ xk+5
xk−4
|f(t)| dt
≤ C4
2N−1∑
k=0
(
9λh
9h
∫ xk+5
xk−4
γ(x)dx
)∫ xk+5
xk−4
|f(t)| dt
≤ 18C4
2N−1∑
k=0
(
1
9h
∫ xk+5
xk−4
γ(x)dx
)∫ xk+5
xk−4
|f(t)| dt
≤ 18C4 [γ]1
(
2N−1∑
k=0
{∫ xk−3
xk−4
+...+
∫ xk+5
xk+4
}
|f(t)| dt
)
≤ 18 · 9C4 [γ]1
∫
T
|f(t)| dt = 18 · 9C4 [γ]1 ‖f‖1 and
I1 ≤ 162C4 [γ]1C−18 ‖f‖1,γ .
These are give the result
‖Kλf‖p,γ ≤‖Kλ‖p,γ→p,γ ‖f‖p,γ
where 

‖Kλ‖Lp,γ→Lp,γ ≤ 2 · 91+(1/p)C
1/p
4 [γ]
1/p
p + C5 (2π)
1− r
p ‖γ‖
p−1
p
1 [γ]r ,
‖Kλ‖L1,γ→L1,γ ≤ ‖γ‖1C5C−18 + 162C4 [γ]1C−18 ,
‖Kλ‖L∞→L∞ ≤ C3.
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Proof of Theorem 1. Using Theorems 2, 4, 6 and Lemma 42, this theorem can
be proved by the same lines of the proofs of Theorems 2.1-4.1-4.3-4.4 of [10]. We can
give constant as follows.
Ωk(f, δ)q,γ
/{∫ δ
0
[(
t−θΩk(f, t)p,γ
)]q∗ dt
t
}1/q∗
≤ 6kC2max
{
2kCk2C16, C172
1
q1
+1
C13max
{
Ck18, C
k
19
}}
.
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