individual probabilities of fire occurrence within each grove, estimated from the observed centennial fire frequencies (annual fire probability equals the number of fires per century divided by 100). This approach is a simplification, because the true fire probabilities were not stationary through time. In addition to the influence of climate change on fire ignition and spread, the accumulation of fuels tends to increase the probability of fire occurrence as a function of time since the last fire. Nevertheless, this test provided a useful measure of how different the observed levels of fire synchrony were among groves, relative to fire synchrony that might have been observed by chance if fire occurrence were random and independent within and among the groves. 14. The observed frequency dependency is not always consistent. Both precipitation and temperature interact to produce droughts and fire responses lasting years to decades. For example, an extreme drought lasting several decades coincided with the largest difference between the regional fire and temperature records during the mid-1 200s (Fig. 3) . This was one of the driest periods in the tree-ring reconstructions (6, 8) , and past lake levels in this region also indicate that the mid-1200s were extremely dry [S. Stine, Palaeogeogr. Palaeoclimatol. Palaeoecol. 78, 333 (1990) ]. 15. R. A. Minnich, Science 219, 1287 (1983 . In this case, the shift to lower fire frequency on the U.S. side of the border, and consequent larger chaparral patches and fires, was primarily a result of fire suppression rather than climate. (1 -S) pJ, r refers to the porous medium (rock), s refers to steam, w refers to liquid water, and sat refers to saturated conditions. These coupled equations are solved numerically, with constitutive relations that describe hw sat(Psat) y hs(psat) a T(P, hw) y pw( hw), ps(P, As), .w (T), and g, (T) (10) .
This model conserves mass and energy and allows countercurrent and cocurrent flow of steam and liquid water at variable rates. It does not account for capillary pressure differences between phases and assumes that fluid and rock are in thermal equilibrium (11) . With respect to the geyser problem, a more important limitation is the assumption of Darcian (linear laminar) flow. This assumption is probably appropriate for parts of the geyser cycle and possibly for conditions at depth throughout the cycle. However, nearvent flow rates during geyser eruptions are such that much energy is dissipated by turbulence. For turbulent conditions, our simulations overestimate the flow rates associated with a particular hydraulic gradient.
We simulated the subsurface geyser system as a deep fracture zone surrounded by a less permeable matrix (Fig. 2) . The lower boundary of the geyser conduit has a constant heat flux or steam flux, and the upper boundary of the system is set to a constant pressure and enthalpy. Pressures and enthalpies at the edges of our two-dimensional model slice are maintained at the hydrostatic boiling point, and the faces of the slice are treated as closed and insulated. In most simulations there was no mass flux at the lower boundary of the system, so the upper and lateral boundaries were the sources of mass recharge. The representation of the upper boundary is most appropriate for geysers that erupt through pools with nearconstant depths.
The initial conditions for all simulations involved boiling-point temperatures corresponding to the hydrostatic pressure at a given depth. Parameters that were varied in the course of our numerical simulations included the permeability, porosity, and dimensions of the fracture zone; the permeability contrast between fracture zone and matrix; basal heat input at the lower boundary (12); and the temperature and pressure at the upper boundary.
The geyser simulations achieved a fairly constant eruption interval (± 10%) within two to three eruption cycles. Two representative geyser cycles for a laterally isolated fracture zone are shown in Fig. 3 . Before an eruption, the fracture zone is almost entirely liquid-saturated (Fig. 4) (Fig. 4) . For the parameters shown in Fig. 3 , the eruption interval is about 21 min and maximum discharge rates are about 50 kg s-1 (Fig. 3A) . At mid-eruption the geyser conduit is filled with a two-phase mixture (Fig.  4) . Mid-eruption discharge at the exit plane is only about 6% steam by mass (Fig. 3A) but 99% steam by volume, because of the 1600-fold density difference between the phases at 1000C and about 1 bar pressure.
Liquid discharge ceases when the pressure gradient in the upper part of the geyser conduit drops below the hydrostatic state, but minor steam discharge continues (Fig.  3A) as long as a steam phase is present in the upper part of the conduit (Figs. 3B and 4). As long as the pressure gradient remains subhydrostatic, the fracture zone receives mass recharge. Before the next eruption, it is again nearly liquid-saturated (Fig. 4) (13, 14) . The simulated discharge is periodic rather than steady because the loss of mass and energy during an eruption is faster than the recharge rates. For the isolated fracture zone of Figs. 3 and 4 there is no mass recharge during an eruption, because the upper boundary is the only source of mass.
We next examined the influence of lateral recharge to the fracture zone by varying the permeability contrast between the fracture zone and matrix (Fig. 5) . zone and matrix (Fig. 5A) , the eruption frequency (20 min) and magnitude were constant and nearly identical to those shown for the isolated fracture zone in Fig.  3 . For a permeability contrast of 103, the eruption interval was reduced by about 15%. A further, small decrease in the permeability contrast extinguished the periodic behavior of the system (Fig. 5A ) and led to weak (about 0.1 kg s'1), steady discharge from the fracture zone. Analogous results were obtained when matrix permeability was held constant and distance to the lateral boundaries was decreased (Fig. 5B) zone was completely isolated from the surrounding matrix, fracture-zone permeability exerted the strongest control on geyser behavior, with eruption frequency scaling with permeability (Fig. 6A) . Increasing the permeability from 0.35 x 10-8 to 5.0 x 10-8 m2 reduced the eruption interval from 70 to 4 min (15). Porosity (Fig. 6B ) also influenced eruption frequency; varying the porosity from 0.01 to 1.0 increased the eruption interval from 6 to 27 min. The sensitivity to permeability and porosity of the fracture zone can also be interpreted as a recharge effect; decreasing permeability and increasing porosity both retard migration of the recharge front and thus favor less frequent, larger eruptions. In contrast to the sensitivity of eruption frequency to permeability and porosity, alterations in the basal heat input and temperature of the recharging fluid had little effect (Fig. 6, C and D) . However, varying basal heat input between 0.0025 and 5.0 MW did cause maximum mass discharge rates to vary from -0.5 to 80 kg s' and time-averaged heat discharge to vary from -0.005 to 10 MW, a range that encompasses most natural hot springs and geysers. Varying the temperature of the recharging fluid also caused changes in eruption magnitude.
Fracture-zone geometry can exert a strong influence on eruption frequency and magnitude (Fig. 6, F and G) . For a small enough conduit area, intermittent liquiddominated discharge gives way to steadier, steam-dominated flow, interspersed with shorter recharge intervals. This transition takes place because, given a constant basal heat input, the enthalpy of the discharge must increase as conduit area is reduced. The eruption interval and magnitude increase with conduit depth; although discharge is dominated by water that origi- nates at shallow depths (Fig. 4) , heat transfer from greater depths is an important part of the geyser cycle (16).
We now consider the responsiveness of geysers to small strains in light of the simulation results. The strains induced by atmospheric loading, Earth tides, and remote seismicity (< 10-6) translate to small porosity changes. It follows that elastic response to such strains is unlikely to cause significant changes in fracture permeability or in the permeability of an open conduit (17). As an altemative, we invoke fluid-pressure changes to explain geyser response to cyclic loading and ground-motion effects to explain the response to remote seismicity.
The influence of recharge rate (Fig. 5 ) may help to explain why small strains induced by atmospheric loading can sometimes influence eruptive behavior. If the geyser conduit is more compliant than the surrounding matrix, pore fluids in the conduit likely pressurize more than pore fluids in the surrounding rock in response to increases in atmospheric loading (18). This differential response causes a net reduction in lateral recharge to the geyser conduit. The eruption frequency can be expected to be inversely correlated with atmospheric pressure (4) Fig. 2, a 0. 2-m change in water level translates to a fluid contribution of <200 kg, or <2% of the mass discharged during one of the eruptions shown in Figs. 3 and 4 . The influence of cyclic loading should be more significant for geysers with smaller time-averaged discharge rates and could be amplified if water levels in the geyser conduit varied within a relatively large "chamber."
The simulation results may also suggest why geyser behavior can be modified by seismicity. Both increases and decreases in eruption magnitude and frequency have been observed (7-8). Increases in frequency may be caused by ground-motion-induced permeability increases in the fracture zone (Fig. 6A ) or in the surrounding matrix (Fig.  5A ) (20). Our simulations suggest that permeability increases in the fracture zone would lead to roughly proportional increases in frequency (Fig. 6A) . However, if ground motion is sufficient to reopen sealed fractures at depth and the fracture zone is lengthened, eruption frequency may decline (Fig. 6G ). Significant declines would seem to indicate large changes in effective conduit length. Because the dynamic and static shear strains caused by distant earthquakes are small (21), such lengthening might be related to the reopening of a network of preexisting fractures rather than the creation of new fractures.
Changes in eruptive behavior induced by seismicity are not permanent. Even in the absence of seismicity, geysers evolve over time. Our results indicate that the geyser process can take place in fracture zones that have a much higher permeability than the surrounding rock and that geyser periodicity is highly sensitive to changes in hydraulic properties. Thus relatively gradual processes such as silica deposition also change geyser behavior. The existence and character of a geyser depends on a unique set of physical conditions that should not be long-lived. 11. It would be difficult to determine an appropriate capillary-pressure function for this system; relevant data are limited. The assumption of fluid-rock thermal equilibrium has a minor effect on our simulations. For the simulation depicted in Figs. 3 and 4, cyclic temperature variations range from -2'C at 190 m in depth to~10'C at 10 m in depth. About 7 x 105 kJ per cycle is exchanged with the rock (relative to a throughflow rate of -7 x 106 kJ per cycle). Models that explicitly calculate fluid-rock heat exchange would tend to predict lesser values, depending on the assumed fracture spacing. 12. The injection of pure heat over much of the range of simulated rates (0.0025 to 5.0 MW per 0.9 M2) seems physically implausible; focused steam upflow and condensation are a more likely heatinput mechanism. The geyser cycles shown in Figs. 3 and 4 involved the injection of 2.5 MW, which could be supplied by <1 kg s-1 (0.893 kg se1) of steam at 215'C (2800 kJ kg-'). Nearly identical geyser cycles were obtained when saturated steam was injected at the base of the column. Basal heat input rates as low as 0.0025 MW, corresponding to <0.001 kg s-1 of steam injection, were sufficient to induce periodic behavior (Fig. 6C) , albeit with drastically reduced eruption magnitudes. 13. For the simulations in Figs. 2 and 3 , the mass discharge is about 11,000 kg per eruption, or 30,000 kg per hour, similar to that estimated for Old Faithful, Yellowstone (24,000 kg per hour; R. A. Hutchinson, oral communication) . The timeaveraged heat discharge is 5.5 MW, also similar to the Old Faithful rate, calculated on the basis of an estimated steady recharge rate of 6 kg s5-(2) from a liquid reservoir at 215'C (14). The simulated heat discharge is much larger than the heat input at the base of the fracture zone (2.5 MW) because about 3.0 MW is obtained from recharge water at 1 000C. 14. R. 0. Fournier, Annu. Rev. Earth Planet. Sci. 17, 13 (1989 (2, 3, (7) (8) (9) , it has been unclear whether this species actually participates in kinetic folding events. Apomyoglobin (apoMb) (Fig. 1) is one of the few proteins studied that forms an equilibrium molten globule. The molten globule state is populated at low pH and temperature (8, 10, 11) , is compact, and contains substantial secondary structure (-35% helix) that appears to be largely associated with folding of the A, G, and H helices (4). To ApoMb is well suited for studies of folding mechanisms. The absence of the heme group makes folding unimolecular, the protein is stable under various conditions, and the NMR spectrum of the carbon-monoxy complex of the holoprotein has been assigned (12). Although the structure of apoMb has not been determined, all available data (4, 10, 13, 14) indicate that it has a compact hydrophobic core that resembles the tertiary structure of the holoprotein. The differences between the apo and holoproteins appear to be largely confined to the F helix region, which abuts the heme and provides the proximal histidine ligand (4, 14). 
