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Abstract
There is a trend to move the frequency band for wireless transmission to ever higher frequencies
in the radio frequency (RF) spectrum to fulfil the exponentially increasing demand in wireless
communication capacity. Research work has gone into improving the spectral efficiency of
wireless communication system to use the scarce and expensive re ources in the most efficient
way. However, to make wireless communication future-proof, it is essential to explore ways
to transmit wirelessly outside the traditional RF spectrum. The visible light (VL) spectrum
bandwidth is 1000 times wider than the entire 300 GHz RF spectrum and is, therefore, a viable
alternative. Visible light communication (VLC) enables existing lighting infrastructures to pro-
vide not only illumination but also wireless communication. I conjunction with the concept
of cell densification, a networked VLC system, light fidelityattocell (LAC) network, has been
proposed to offer wide coverage and high speed wireless datatransmission. In this study, many
issues related to the downlink system in LAC networks have been investigated.
When analysing the downlink performance of LAC networks, a large number of random chan-
nel samples are required for the empirical calculation of some system metrics, such as the
signal-to-interference-plus-noise ratio (SINR). However, using state-of-the-art approaches to
calculate the non-line-of-sight (NLoS) channel componentl ads to significant computational
complexity and prolonged computation time. An analytical method has been presented in this
thesis to efficiently calculate the NLoS channel impulse respon e (CIR) in VLC systems. The
results show that the proposed method offers significant reduction in computation time com-
pared to the state-of-the-art approaches.
A comprehensive performance evaluation of the downlink system of LAC networks is carried
out in this thesis. Based on the research results in the literature in the field of optical wireless
communication (OWC), a system level framework for the downlink system in LAC networks
is developed. By using this framework, the downlink performance subject to a large number
of parameters is evaluated. Additionally, the effect of varying network size, cell deployment
and key system parameters are investigated. The calculation of downlink SINR statistics, cell
data rate and outage probability are considered and analysed. The results show that the down-
link performance of LAC networks is promising in terms of achievable data rate per unit area
compared to other state-of-the-art RF small-cell networks.
It is found that co-channel interference (CCI) is a major source of signal impairment in the
downlink of LAC network. In order to mitigate the influence ofCCI on signal distortion in
LAC networks, widely used interference mitigation techniques for RF cellular systems are bor-
rowed and extensively investigated. In this study, fractional frequency reuse (FFR) is adapted
to the downlink of LAC networks. The SINR statistics and the sp ctral efficiency in LAC
downlink system with FFR schemes are evaluated. Results show that the FFR technique can
greatly improve the performance of cell edge users and as well the overall spectral efficiency.
Further performance improvements can be achieved by incorporating angular diversity trans-
mitters (ADTs) with FFR and coordinated multi-point joint transmission (JT) techniques.
Lay summary
With the development of mobile communication technology and the emergence of smart de-
vices, the number of mobile users and wireless service demand h ve increased significantly
in the past two decades. The radio frequency (RF) resources for wireless communication is
over-crowded nowadays, which motivates the development ofthe mobile communication using
other unexplored frequency bands. Visible light communication (VLC) is one of such tech-
nologies, which enables daily lighting infrastructures toalso transmit data, and maintains the
lighting functionality at the same time. In order to adapt VLC to future mobile communication
network, light fidelity (LiFi) system has been proposed to prvide high speed and reliable wire-
less broadband services with full network functionality. Despite the advancement in VLC, a lot
of questions regarding LiFi network research still remain open.
Efficient method to simulate wireless channels is importantin many VLC and LiFi studies. Us-
ing conventional ray-tracing methods requires a large amount f time for computation. Thus,
a novel efficient channel calculation method has been proposed in this thesis. The detailed
analyses lead to a number of tractable expressions, which are str ightforward to use in other re-
search. In addition, the calculation accuracy and the computation time of the proposed method
have been evaluated and compared with the state-of-the-artmethods.
The current work focuses on the fundamental downlink characte istics of LiFi network. A
number of system metrics related to the downlink performance of a LiFi network have been
considered in this thesis, such as the connection quality and the download speed. In addition,
the effects of varying several system parameters, such as the size of the area that a single access
point (AP) covers, are studied. Furthermore, tractable expressions for calculating the downlink
signal-to-interference-plus-noise ratio (SINR) statistics are derived, and an initial performance
evaluation is conducted.
From the analysis and performance evaluation of LiFi networks, it has been found that the co-
channel interference (CCI) between adjacent links poses a major limitation to the performance
of a LiFi network. It is intuitive to adopt interference mitigation techniques used in RF mobile
communications to LiFi networks to control CCI in a minimum level. In this thesis, two such
techniques, fractional frequency reuse (FFR) and multi-point j int transmission (JT), are con-
sidered and studied in LiFi. In this work, the downlink performance of LiFi network with FFR
and JT schemes are evaluated and studied. The results show that FFR and JT techniques can
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th
2 UE in
the PFS Algorithm 2
ε̄ average spectral efficiency calculated using Shannon Hartley formula
ε̄c average spectral efficiency calculated using Shannon Hartley formula for the
UEs in the cell centre area
ε̄e average spectral efficiency calculated using Shannon Hartley formula for the
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relative to the optical power received by cell centre UE which is right beneath
the O-BS
σ2Rx variance of the receiver noise
σ2shot variance of the shot noise
σ2thermal variance of the thermal noise
σx electrical signal amplification factor
ς power control factor in SFR scheme
τ̂ variable recording transmission time
τc LED response time constant
φ radiant angle from an optical source
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ψ incident angle to a receiving element
ψ1 incident angle from the source element to the point(x, y, 0) on the reflector
ψ2 incident angle from the point(x, y, 0) on the reflector to the receiving element
ψFoV FoV of a receiver
ψn incident angle from transmitter sourceSTx to nth block element in the deter-
ministic NLoS simulation method
ω variable of a characteristic function
ωc Cartesian coordinates rotation angle
Ω solid angle variable
I the set of indices of O-BSs causing CCI
IA O-BS group A in a 2-layer HEX LAC network with FFR schemes
IB O-BS group B in a 2-layer HEX LAC network with FFR schemes
IC O-BS group C in a 2-layer HEX LAC network with FFR schemes
K a valid region for a random variable
Li a set including the indices of the LED chip ofith O-BS that is transmitting






With the increasing popularity of ‘smart devices’, mobile data service become an important
part of everyone’s daily life [1]. It has been estimated thatt e global mobile data traffic would
be 30.6 exabytes per month by 2020 [1]. In parallel, current radio frequency (RF) spectrum
resource from 300 kHz to 30 GHz is becoming saturated. As a result of these conflicting
trends, existing wireless communication systems based on RF spectrum are not able to fulfil
the demands for mobile data traffic in the future. In order to deal with this looming spectrum
shortage, mobile operators have been expanding the capability of their 4th-generation (4G)
networks and building more wireless fidelity (WiFi) - hotspots to offload wireless traffic [1]. In
addition, researchers consider various innovative technologies to improve the spectral efficiency
of existing RF wireless networks, such as multiple-input multiple-output (MIMO) techniques.
However, on the account of the continuing increase of wireless traffic, it can be anticipated that
the current RF spectrum resource will no longer fulfil the future wireless data traffic demand in
spite of the efforts on further developments in RF wireless communication technology.
Therefore research has been focused on higher frequency spetrum resources. In particular, the
millimetre-wave (mmWave) communication and optical wireless communication (OWC) [2]
are two of the most popular research areas. In mmWave communication, the spectrum in the
range from 30 GHz to 300 GHz has been considered for high speedbroa band services [3]. A
considerable amount of spectrum resources are expected to be released for wireless communi-
cation. In mmWave links, signal propagation experiences significant atmospheric loss due to
the absorption by water vapour and oxygen [3]. Furthermore,according to the Friis transmis-
sion equation, the wireless transmission path loss increases proportionally to the square of the
signal frequency. For these reasons, the mmWave systems rely on line-of-sight (LoS) channels
in most of the cases, and have a relatively small coverage area. In order to compensate for
the weak signal strength caused by high path loss, multiple steerable and directional antennas
with beam-forming techniques are required in mmWave system. This characteristic makes
mmWave communication complex in system design and signal processing.
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Figure 1.1: The electromagnetic spectrum [6].
The optical spectrum for OWC includes the infrared (IR) and visible light (VL) [4]. Figure 1.1
shows that the total frequency bandwidth of optical spectrum is several hundred THz, which is
much wider than any RF spectrum [5, 6]. With further development in coherent transmission
and detection techniques in OWC, the huge capacity with thiswide spectrum bandwidth is pos-
sible to be achieved in the future. The main advantages of OWCover RF communication can
be concluded as follows [4]: i) the optical signal does not interfere with any RF-based wire-
less systems; ii) OWC can be used in any radio radiation restricted area, such as intrinsically
safe environments; iii) and the optical spectrum resource is unlicensed. In particular, OWC
using VL, namely visible light communication (VLC), has thepotential to be densely deployed
using the existing lighting infrastructures, which is expected to be cost-effective. In addition,
transmission directionality is obtained by beam-forming techniques with multiple antennas in
RF-based communication systems, while VL sources and detectors provide directionality in
nature with cost-effective optics. Therefore, VLC is a promising technology for future wireless
communication systems.
In the development of RF wireless communication technology, various techniques have been
explored to improve the data capacity of the wireless networks [7], such as developing advanced
modulation schemes, coding schemes, equalisation techniques, MIMO techniques and ‘cell
densification’ approaches. Among these techniques, the most effective approach is expected
to be ‘cell densification’. ‘Cell densification’ refers to deploying more access points (APs) in
a certain area so that the spectrum resource can be shared among fewer number of mobile
users [8]. With ‘cell densification’, a significant gain in spectral efficiency per unit area is
expected [9]. During the early stage of cellular wireless communication, macro cells covered
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Cell type Macro Micro Pico Femto
Typical cell radius > 1 km 250 m - 1 km 100 m - 300 m 10 m - 50 m
Table 1.1: Typical cell radius of cellular networks [11].
an area of several blocks in a city. In the latest cellular wireless communication systems, the
smallest cells, femtocells [10], are designed and deployedcovering one or more rooms in an
indoor environment. Table 1.1 shows the typical cell radiusof different cellular networks [11].
This trend of high spatial reuse is expected to continue in the design of mmWave and VLC
systems, where a cell radius of a few metres are expected.
Combining the concept of small-cell network and VLC techniques, a fully networked VLC
system can be established, and this is termed light-fidelity(L Fi) attocell (LAC) network [12].
In addition to the characteristics of a VLC system, a LAC network is able to achieve bi-direction
transmission, serve multiple users with a single AP, and support mobility [12]. In other words,
roaming and smooth handover functions are required. In a room f moderate size, multiple
lighting infrastructures are typically available, which can be used as VLC APs. Additionally,
due to the directionality of the light source, co-channel interference (CCI) is expected to be low
compared with other RF cellular systems with the same spatial reuse strategy. Therefore, LAC
networks have similar characteristics of a small-cell system based on mmWave communication,
but the cell size is even smaller, which means LAC systems cana hieve a much higher data
capacity per unit area [6]. Deploying LAC networks as an extra layer in a future heterogeneous
network is a very promising solution to offload the greatly increased mobile data traffic in the
future wireless communication networks.
Since LAC network is a newly proposed concept, many questions related to this networked
VLC system still remain open. In order to understand the characte istics of LAC networks,
comprehensive theoretical studies are required. This thesis focuses on the analysis of LAC
downlink performance, which is motivated by the following considerations. On the one hand,
promising downlink performance could validate the effectiveness of applying LAC networks for
off-loading wireless data traffic. On the other hand, there is a large body of research on physical
layer techniques for point-to-point VLC transmission systems, which can be incorporated into
the network downlink performance analyses of this work. Furthermore, a successful downlink
analysis of LAC networks in physical layer could be used as a basis of future network layer or
other higher layer studies on LAC networks.
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In the downlink performance analysis, a system metric may beevaluated for a massive number
of times with different random user positions. The differenc in transmission geometry for each
evaluation leads to different channel state information (CSI). If the effect of light propagation in
indoor environment is taken into account, using the state-of-the-art methods to generate the CSI
would lead to significantly long simulation time as these methods are primarily based on ray-
tracing techniques. Therefore, an analytical approach is con idered in this research to efficiently
calculate the channel impulse response (CIR), which gives astraightforward indication of the
CSI. A significant reduction in non-line-of-sight (NLoS) channel simulation time is expected by
using the proposed method. In addition, the proposed methoddecomposes the CIR into multiple
components with unique characteristics, which aids the analysis of VLC channel characteristics
in future research.
Among a number of system metrics for the downlink performance of LAC systems, signal-to-
interference-plus-noise ratio (SINR) offers a straightforward indication of the downlink quality
in LAC systems. In addition, a number of other important metrics, such as cell data rate, can be
estimated based on SINR. Furthermore, SINR can be used as a system metric to determine the
impact of a number system factors, such as cell size, light source beamwidth, cell deployment.
Knowing the effects of varying these system factors helps tofind the optimal system configura-
tion for LAC networks. For these reasons, a series of theoretical studies related to the downlink
SINR in LAC networks are conducted in this research.
CCI poses a major limiting factor to the system performance ithe LAC downlink. It is intu-
itive to adopt existing interference mitigation techniques used in RF cellular systems to achieve
an improved downlink performance especially for cell edge us rs. Fractional frequency reuse
(FFR) technique offers a reasonable balance between complexity and performance in inter-
ference mitigation. Additionally, the size of receiver photodiode (PD) detector is significantly
large compared to the wavelength of the light signal, which introduces spatial diversity and pre-
vents the effect of ‘multi-path (MP) fading’ in an intensitymodulation (IM) / direct detection
(DD) system [13]. For the same reason, it is unnecessary to consider the issue of destructive
combination of multiple signals from different sources. This characteristic makes coordinated
multi-point joint transmission (JT) a good candidate for the interference mitigation in LAC





This thesis focuses on investigating the characteristics of the LAC downlink systems. In a
systematic approach I aim at addressing the following threeres arch objectives:
• Establishing a system model for LAC downlink systems.
• Evaluating the downlink performance of LAC networks.
• Improving the downlink performance of LAC networks.
By following these objectives, several contributions havebe n established.
With regard to the first objective, suitable models have beenfou d in the existing research pub-
lications for each component in the LAC downlink system except for the efficient model for
NLoS channel. As the first contribution of this thesis, an analytical method for the calculation
of VLC NLoS CIR is proposed. In this proposed channel calculation method, the overall NLoS
channel is decomposed into multiple components according to the number of undergoing reflec-
tions and light propagation categories. The analytical expr ssions for the CIR with a number
of categories that dominate the NLoS channel are developed.Each expression includes one or
two 1-dimensional (1-D) integrals, which can be solved efficiently by using standard numerical
methods. An expression for the overall NLoS CIR is obtained by combining the CIR results
for each propagation category. The results of the proposed method are compared with those
of the state-of-the-art method in terms of CIR, frequency response and computation time. The
derivation of the proposed analytical CIR calculation method as led to the publication of [14]
and the submitted paper [15].
Following the second research objective leads to the secondcontribution of this thesis: the com-
prehensive performance evaluation of the downlink in LAC networks for the first time. A major
concern in the performance of a LAC system is whether the omission of NLoS channel causes
significant error in the estimation of the downlink performance. This issue is investigated in a
case study simulation. In addition, the effects of varying anumber of factors, such as network
size, cell deployment, reuse factor and other important system parameters, are considered. In
the performance evaluation, SINR, cell data rate, outage probability, and area data rate are cal-
culated. In particular, the analytical expression for the SINR statistics in the LAC networks with
hexagonal (HEX) and Poisson point process (PPP) cell deployment are obtained. Furthermore,
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the downlink performance of LAC networks are compared with other state-of-the-art small-cell
systems in terms of area data rate. The work conducted on the downlink SINR calculation
expression and the downlink performance analysis in LAC networks has led to the publication
of [16–18].
Regarding the third objective, CCI is found to be a major issue in the LAC downlink with dense
spatial reuse. Therefore, interference mitigation techniques used in RF systems are considered
to be adopted in the LAC downlink. This leads to the third contribu ion of this thesis: adopting
FFR and JT schemes into the LAC downlink. In the study of usingFFR, unique character-
istics in LAC downlink, such as low user density issue, are considered. Tractable analytical
tools have been developed to efficiently calculate the downlink SINR statistics and spectral
efficiency with FFR. In contrast to the case with universal frequency reuse (UFR), the LAC
system with FFR offers cell edge users with improved signal qu lity and higher data rate. In
contrast to the case with traditional resource partitioning considered in [19], the LAC system
with FFR offers an improved overall spectral efficiency. To further improve the effectiveness
of FFR, the combination of the FFR technique and angular diversity transmitters (ADTs) is
investigated using computer simulations. The research conducted on the adaptation of FFR in
LAC networks has led to the publication of [20, 21]. In the study of using JT in conjunction
with ADTs, appropriate hardware configuration and frequency plans have been proposed. The
performance improvement is evaluated by using computer simulations. The research conducted
on the adaptation of JT in LAC networks has led to the publication of [22].
1.3 Thesis Layout
The remainder of this thesis is organised as follows. In Chapter 2, the concept of LAC sys-
tem and the functionalities of LAC systems are briefly introduced. For the modelling of the
downlink transmission of LAC network, the characteristicsof several system components and
a number of basic concepts are provided. In each individual section, the knowledge of LiFi or
LAC network technology, the characteristics of the front-ed lements, channel, sources of re-
ceiver noise, optical-orthogonal frequency division multiplexing (O-OFDM) transmission, cell
deployment and spatial reuse, signal clipping and the downlink SINR in a LAC network are
presented.
In Chapter 3, the issue of computational complexity in the NLoS channel calculation is intro-
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duced. The description of the methodology of the proposed calculation approach is presented.
Motivated by the result in [23], an extended analytical exprssion for the calculation of the
CIR with a single diffuse reflection is derived. Based on thissingle reflection CIR model, the
calculation of CIRs resulted from the1st and a fraction of the2nd order reflections are derived.
By combining the derived CIR results, an expression to estimate the overall NLoS VLC CIR is
obtained. The proposed method is compared with the state-of-the-art methods both in accuracy
and computation time.
In Chapter 4, the downlink performance evaluation of LAC networks is considered. Firstly,
the effects of NLoS signal propagation and the effects of varying network size are evaluated.
Furthermore, the critical effects of varying cell radius and half-power semi-angle of the VL
source are analysed. Next, the network performance with different cell deployments are as-
sessed. Furthermore, the statistics of the downlink SINR ofLAC networks are analysed. The
cases with HEX / PPP cell deployments in an infinite network are considered in this analysis
of SINR statistics. In addition, the cell data rate and the outage probability based on the SINR
statistics are analysed and evaluated. Finally, The downlink performance of LAC networks are
compared with those achieved by other state-of-the-art small-cell systems in terms of area data
rate.
In Chapter 5, interference mitigation techniques for the downlink of LAC networks are con-
sidered. The basic concept of FFR and JT are introduced. For the study of using FFR in LAC
networks, the downlink SINR statistics and spectral efficien y in a LAC network with FFR
schemes are analysed. The numerical results are presented,a d this exposed a low user den-
sity issue. The addition of a modified proportional fairnessscheduling (PFS) method to the
system is proposed to compensate for this issue. As an extension, an ADT is considered in
combination with FFR scheme. For the study of using JT in LAC networks, The system setup
for the deployment of JT algorithms is presented. The simulation results in terms of the SINR
distribution, user throughput and cell throughout are considered. The results overwhelmingly
demonstrate the achievable performance gain by using JT techniques in LAC systems.
Chapter 6 summarises key findings of this thesis. Additionally, the limitations of the research




The combination of VLC technology and the deployment of small cel s is a promising solution
to deal with the looming crisis in “spectrum shortage” in wireless communication. Despite
the research efforts spent on many aspects in the field of VLC or OWC using analysis and
experiments, very limited research has been conducted on the performance evaluation of a
networked VLC system – a LiFi system or a LAC network. The research presented in this thesis
provides a comprehensive downlink performance analysis ofa LAC network in the physical
layer. The motivation and the main contributions, togetherwith the layout of the thesis are





Optical communication is defined as any information transmis ion between two distant loca-
tions using electromagnetic radiation in optical spectrum. The earliest examples of optical
communications can be traced back to the period before the century, when the fire beacons
were used by ancient Greeks and Romans for signalling purposes [24]. In ancient China, the
Great Wall was built to protect against the enemies from the north. A smoke signalling relay
was used with a series of beacon towers to transmit the invasion messages efficiently. In 1880,
the Scottish-born inventor Alexander Graham Bell inventeda photophone [25], which can be
considered as the first official record of using optical signals for wireless communication pur-
pose. The voice signal was transmitted with a distance of about 200 m via sunlight. In the late
19th century, the British Navy started to use signal lamps to communicate using light. These
early methods have been significantly improved, and widely used today.
The high speed optical communications were achieved with the advance in optoelectronics,
such as light-emitting diode (LED), laser diode (LD), and photodiode (PD), which can support
efficient conversion between optical signal and electricalsignal with sufficient wide modula-
tion bandwidth [24]. For the applications of optical communications, free-space point-to-point
long distance transmissions were first considered, which isknown as free-space optical (FSO)
communication [24]. A number of FSO links have been successfully demonstrated in 1960s
and 1970s. FSO technologies have also been considered for military use because of its secu-
rity characteristics. The optical wireless communication(OWC) technologies for short-range
indoor applications are pioneered by the early work of Gfeller and Bapst, which demonstrated
that a diffused infrared (IR) radiation communication system can achieve a data rate of around
100 kbps [26]. With the development of IR-based technology,the infrared data association
(IrDA) founded in 1993 formulated a set of protocols for wireless IR communications between
electronic devices [27]. With the emergence of energy-effici nt white-LED, solid state lighting
(SSL) is gaining popularity in the lighting industry [28]. It is expected that LED-based lighting
9
Background
infrastructures will replace all conventional lighting infrastructures, such as fluorescent lamps,
in the coming decades. This trend provides an opportunity topiggyback the wireless com-
munication functionality on to the future lighting networks, which is known as visible light
communication (VLC) [29]. With significant research efforts, links with multi-Gbps data rate
have been experimentally demonstrated [30,31]. In 2011, Institute of Electrical and Electronics
Engineers (IEEE) published a set of standard for short-range VLC applications [32].
A cellular system is an infrastructure-based wireless network [7]. The coverage area of a cel-
lular system is divided into many non-overlapping cells. A base station (BS) or access point
(AP) is typically located in the centre of each cell, and serves mobile user equipments (UEs)
in the cell where the BS is located. In addition, BSs are connected to the backhaul network,
which allows the UEs connected to the wired network. Compared to a single AP wireless
system, cellular system provides a much larger coverage area and allows multiple UEs to be
connected simultaneously [33]. Additionally, the area spectral efficiency (ASE) of a cellular
system is higher as the available transmission resources can be reused as long as the links
are spatially separated. Compared to a wireless network without infrastructure (no backhaul
connections) such as ad-hoc network, cellular systems are operated with a centralised control
mechanism [7]. Thus, the implementation of adaptive resource allocation, power control, han-
dover and many other system functions is possible with central control in a cellular system.
Therefore, cellular systems achieve better communicationperformance and more flexibility
than non-infrastructure-based systems. Because of these benefits, today’s cellular systems are
widely deployed in the world. Furthermore, research on improving the performance of cellular
networks shows that network densification is one of the most effective methods to improve the
capacity of cellular system [34]. With the development of various advanced wireless commu-
nication technologies, more APs are densely deployed to cater ever increasing wireless data
traffic demands. This leads to modern heterogeneous networks and small-cell systems [35].
2.2 LiFi Attocell Networks
Although VLC systems offer a number of advantages over radiofrequency (RF) wireless sys-
tems, a typical point-to-point VLC link has a very limited coverage range, which is undesired
from mobility and flexibility perspective. An intuitive solution to this issue is to connect the
multiple VLC infrastructures as a networked system, light fidelity (LiFi) attocell (LAC) net-
work [6, 12]. Figure 2.1 illustrates the concept of a LAC network. Each VLC infrastructure
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Figure 2.1: Concept of LiFi attocell network.
serves a number of UEs within its local coverage area, which operates as an optical base station
(O-BS). The size of the combined coverage area is expected tobe as large as that provided
by any WiFi or femtocell systems, as lighting infrastructures are everywhere in modern indoor
environments. This cellular design not only alleviates thecoverage constraint, it also agrees
with the trend of network densification. As a cellular network, VLC technology offers two
more benefits. Unlike omnidirectional antennas radiating RF signal to all directions, a light
source typically radiates optical power to a specified direction with a specified beam-width.
Therefore, the radiation of the visible light (VL) signal can be confined within a limited region,
typically the area underneath the light source. In contrast, RF small-cell network such as a
millimetre-wave (mmWave) system requires complicated beam-forming techniques to achieve
the same objective. Secondly, LAC networks can be implemented by modifying existing light-
ing networks. However, building a RF small-cell network with the same AP density, the cost
for hardware is much higher. In addition, a LAC network couldbe designed as an extra layer
of heterogeneous networks, and this new layer of access network causes and receives zero in-
terference to and from existing RF access networks. This combination of using unlicensed
spectrum and cell densification is desired from spectral effici ncy perspective, which makes
LAC network a promising future wireless access network design.
A LAC network is expected to have the full functionality of a cellular system [12]. Therefore,
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Figure 2.2: Key components in a LAC downlink transmission system.
many important research problems related to LAC network remain open for further studies,
such as the issues pertaining to downlink / uplink transmission, interference mitigation tech-
niques, multiple access techniques, mobility support, handover schemes and backhaul connec-
tion.
2.2.1 Downlink Transmission
In cellular systems, downlink connection is defined as the data tr nsmission from a BS to a UE
[7]. In LAC networks, it refers to a forward link from an O-BS to a LiFi UE. Intuitively, LAC
system downlink is achieved by using a VLC connection. A basic setup for a LAC downlink
system is shown in Figure 2.2. This study will focus on the downlink system of LAC networks
in physical layer for the following reasons. Promising downlink performance is one of the most
important motivations of using LAC networks in the future wireless communication system. In
addition, the research of other higher layer issues like handover has to be conducted based on
the physical layer characteristics. Furthermore, a lot of research resources in the field of single
link VLC are available to support the LAC downlink study.
The downlink system in a LAC network is largely similar to that in a RF cellular network
except for the front-end elements. In RF cellular systems, amodulated electrical signal is
converted to a RF electromagnetic wave signal via a RF-chain. In a LAC downlink system,
a modulated electrical signal is converted to a light signalby transmitter front-end elements,
and the transmitted light signal is converted back to the modulated electrical signal via receiver
front-end elements as shown in Figure 2.2 [36]. Most of the cost-effective incoherent LiFi
front-ends determine that using intensity modulation (IM)with direct detection (DD) is appro-
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priate in the downlink transmission. The use of IM/DD techniques partially determines the
characteristics of downlink transmission channel. A number of candidate modulation schemes
include on-off keying (OOK), pulse position modulation (PPM), pulse-amplitude-modulated
discrete multi-tone modulation (PAM-DMT) and optical orthogonal frequency-division multi-
plexing (O-OFDM) [4, 37]. Since the downlink connection of LAC networks is expected to
provide high data rate transmission, spectral efficient O-OFDM are considered in this study.
In addition, different spatial cell deployments in a LAC system are considered in the downlink
analysis.
2.2.2 Uplink Transmission
In a cellular system, uplink connection refers to a reverse link from an UE to one or more
nearby BSs. In order to achieve a full-duplex communicationsystem in a LAC network, an
uplink is also essential. Wireless IR link is considered to be one of the options for uplink
communication of LAC networks. Since IR signal has a different optical spectrum, it causes
zero interference to the downlink transmission as long as appropriate optical filters are used
at the receivers. The uplink signal output power should be kept to a low level due to the
optical radiation safety constraint and limited power capacity of the UE. For this reason, energy-
efficient modulation schemes, such as ACO-OFDM, are suitable for IR uplink transmission. In
order to improve the spectral efficiency, an enhanced unipolar-OFDM (eU-OFDM) can be used
[38]. A real-time full-duplex VLC system has been designed an manufactured by pureLiFiTM
limited [39]. Another viable uplink solution is using conventional RF transmission. In some
applications, such as downloading large size files, the requir ment for downlink capacity is
typically much higher than that for the uplink. In this case,a small proportion of RF spectrum
can be borrowed for a reliable uplink connection, while licens -free VL spectrum is used to
offload crowded downlink traffic. Studies show that a system with VLC downlink only can
off-load a considerable wireless traffic from the existing RF networks [40].
2.2.3 Interference Mitigation
In cellular networks, dense spatial reuse is used for highersp ctral efficiency. Consequently,
the links using the same channel in adjacent cells interferewith each other, which is known as
co-channel interference (CCI) [7]. The light radiation pattern of a VL source with strong di-
rectionality makes the majority of the radiated optical power confined within the coverage area
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of the O-BS. Thus, as long as adjacent cells use different trasmission resources, a LAC net-
work would experience negligible CCI. However, in order to maximise the spectral efficiency
in a LAC system, it is unavoidable to reuse the same channel inadjacent cells. Therefore, CCI
poses major challenges to the downlink connections in LAC networks with dense spatial reuse.
To address this CCI issue, studies of interference mitigation techniques in networked OWC sys-
tems have been conducted. In [41], an interference coordination scheme based on busy-burst
signalling has been proposed to be used in an OWC network in anaircraft cabin. Furthermore,
angular diversity can be explored to achieve interference management [42]. In this thesis, frac-
tional frequency reuse (FFR) and joint transmission (JT) inco junction with angular diversity
transmitter for LAC networks are analysed and evaluated.
2.2.4 Multiple Access
In a cellular network, multiple UEs are likely to be located at the same cell. In this case,
the AP should be able to serve multiple UEs at the same time, which is known as multiple
access. A number of multiple access techniques have been devlop d in cellular systems such
as time-division multiple access (TDMA), code-division multiple access (CDMA) [7] and more
advanced orthogonal frequency division multiple access (OFDMA) [43].
One of the solutions to the suitable multiple access scheme in a LAC network is to adopt the
multiple access techniques used in RF cellular systems. A number of studies have been car-
ried out to investigate the multiple access techniques in networked OWC systems [19, 44]. In
TDMA, each UE is given a time slot for transmission. This scheme can be directly used in an
IM/DD-based LAC system. In CDMA, the signal for each UE is assigned a unique orthogonal
code, and the desired signal can be retrieved by using the assigned code. A number of designs
of orthogonal code are available to accommodate CDMA in a LACnetwork, such as optical
orthogonal code, unipolar m-sequences and Walsh-Hadamardcodes. In O-OFDM-based LAC
system, it is also viable to use OFDMA by distributing different groups of orthogonal sub-
carriers to multiple UEs. In addition, wavelength-division multiple access (WDMA) can also
be considered, if the corresponding front-end elements support splitting signals with different
colours [4].
The selection of multiple access scheme in LAC networks should take the unique characteristics
of LAC system into account, such as the low pass effects of thefront-end elements, indoor free-
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space transmission channel and low user density per cell. For example, in the4th generation
(4G) RF cellular system, OFDMA is widely used as it is able to explore the multi-user diversity
gain. However, the multi-user diversity in a LAC system has not been studied. Therefore,
whether OFDMA is worth using in a LAC system requires furtherinvestigation. In [44], it has
been found that OFDMA outperforms CDMA in a multi-user VLC system, but OFDMA does
not show any superiority compared to TDMA.
2.2.5 Handover
Handover is defined as the process of transferring the authority of an ongoing wireless trans-
mission session from the current AP to another AP [33]. Handover is normally required in the
case that a UE is moving out of the coverage area of an AP and is moving into the coverage
area of an adjacent AP. In some cases, handover is also required as the transmission channel
is severely degraded due to fading / interference or the current cell is fully loaded. Handover
occurs in these two scenarios is usually classified as horizontal handover as it happens between
APs in the same network [45]. There is another case happeningi a heterogeneous network
with multiple tiers. Different tiers means different typesof access nodes in a heterogeneous
network. For example, a heterogeneous network may include ahigh tier macro cell network
and multiple low tier femtocell networks. If a UE is covered by a low tier AP when it is moving
along the edge of the low tier AP coverage area, frequent handover may occur, which causes
loss in throughput and low user service quality. Therefore,th UE should be transferred to
a higher tier AP which has a larger coverage to avoid unnecessary handover. This handover
between APs of different systems are categorised as vertical handover [45]. Generally, there
are two types of handover schemes – hard handover and soft handover. In a hard handover
process, the UE is disconnected from the current AP before itconnects to the next AP, which is
simpler to implement and has lower hardware requirement [33]. However, the service will be
interrupted with hard handover scheme. In a soft handover process, the UE remains its connec-
tion to the current AP until successful connection to the next AP is established. Soft handover
offers better user experience with more handover overhead.Furthermore, cooperation between
APs and extra hardware are required.
With a decrease of cell size, handover frequency is expectedto increase for moving UEs. In-
creased number of handover sessions causes losses in systemthroughput and degraded quality
of service. In a LAC network, this handover issue is more critical as LAC can be considered as
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the smallest cell compared to other types of small-cells. However, O-BSs are physically closed
to each other, which implies that the backhaul constraints for centralised control and cooper-
ation among O-BSs are easier to fulfil relative to the case in RF cellular systems. Since the
handover frequency in LAC networks is high, soft handover should be preferred for better qual-
ity of service. The quality of service refers to the overall communication performance that the
LAC users experienced. Novel handover decision algorithm for LAC networks is expected to
be designed to decrease the number of handover session and tovoid the ping-pong effect [45].
Another solution to the issue of handover and mobility support is to operate a LAC network in
conjunction with other RF wireless networks that has largercoverage. Static UEs are served by
the LAC system to offload the wireless traffic as long as they arin the coverage of one of the
O-BSs. On the other hand, moving UEs are assigned to RF wireless AP to reduce the number
of handover process. In such heterogeneous system, not onlythe horizontal handover between
a pair O-BSs should be considered, but also the vertical handover between an O-BS and a RF
AP should be considered. A study of dynamic load-balancing schemes with handover in such
hybrid system is presented in [46].
2.2.6 Backhaul Connection
Backhaul connection can be defined as the connection betweencellular AP and radio con-
troller [47]. Generally, backhaul connections are able to provide reliable high speed low la-
tency transmission to accommodate the busy wireless trafficfrom the APs. If high speed access
networks are densely deployed in the future, the requirement of backhaul capacity will increase
significantly [48]. A straightforward solution to the backhaul issue is to increase the deploy-
ment of optical fibre, which offers excellent performance. Alternative backhaul solutions based
on ethernet and powerline communication (PLC) have also been considered [49,50].
As the smallest cellular system, a LAC network faces the backh ul issue to a larger extent.
Furthermore, there are multiple APs in a single room, which makes the construction of back-
haul connection more complicated. A LAC network is expectedto be a cost-effective system.
Thus, expensive and complex backhaul design should be avoided. Therefore, optical fibre and
ethernet backhaul could be a promising solutions. With the advancement in optical fibre man-
ufacturing techniques, the cost of the optical fibre has beensig ificantly reduced. Ethernet
infrastructure is easy to install and is convenient for maintenance, while the latest ethernet con-
nection could provide a data rate of multiple Gbps [49]. In addition, it is possible to implement
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power-over-ethernet (PoE) to supply the electrical power for lighting and communication to
each O-BS. Moreover, cost-effective backhaul designs based on OWC are also under investiga-
tion [51].
2.3 Front-end Elements
Currently, a major limiting factor to the performance of a VLC system is the front-end elements.
The key front-end element at the transmitter side is the light source that converts electrical
signal to light signal. Additionally, optics are used to shape the radiation pattern of the light
source. Light sensing device is the key front-end element atthe receiver side. Furthermore,
optical filter and concentrator are used to improve the connection quality. In this section, the
characteristics of the key front-ends elements at the transmitter and receiver side in the LAC
downlink system are briefly introduced.
2.3.1 Transmitter Front-end
At the transmitter side, commonly used front-end elements to convert electrical signal to opti-
cal signal include LED and LD. A typical LED is made of semiconductor with ap-n junction.
Here the ‘p’ and ‘n’ refer to thep-type semiconductor andn-type semiconductor, which con-
tain an excess of electron holes and electrons, respectively. When a LED is excited by elec-
trons, incoherent photons are generated by spontaneous radiation [24]. Generally, a LED has
a diffused radiation profile. A radiation profile defines the optical power output in a specified
radiation direction. With decades of research and development, high efficiency VL LED has
been developed, which has massively propelled the uptake ofVL LEDs in the modern lighting
industry. A LD is composed of an optical cavity which can bounce the photons back and forth
to cause a stimulated radiation [24]. Compared to LEDs, LDs can operate under a higher level
of driving current. Moreover, LDs have a higher electrical-to-optical conversion efficiency and
a wider modulation bandwidth, which is very promising in terms of communication capability.
However, LDs are currently more expensive than LEDs. In addition, LDs have a very focused
radiation pattern, which is undesired in terms of eye-safety [52]. For indoor communication and
lighting applications, appropriate optics are necessary to convert the LD output into a diffused
radiation pattern. Some research shows that it is possible to convert LDs as communication and
lighting sources for indoor application [53,54]. However,fu ther research and development are
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required to reduce the cost of such source. LEDs are widely accepted as a suitable candidate
for indoor VLC techniques and considered in most of related su ies [55,56]. Therefore, LEDs
are considered as the default optical source in this thesis.Since a LED is a type of incoherent
source, it is impossible to control the phase of the output electromagnetic wave. Therefore,
IM in conjunction with DD is considered in this thesis. This means the signal amplitude is
proportional to the power of the optical signal. A number of basic characteristics of LED will
be briefly introduced in this subsections.
2.3.1.1 Lambertian Radiation Pattern
The light emission from a LED can be modelled by a radiation pattern defined by a generalised
Lambertian law [26]. Relative to a given source location andorientation, the received optical





wherePopt is the total optical output of the LED source, andm denotes the Lambertian emis-
sion order, which is determined by the half-power semi-angle bym = −1/ log 2(cos φ1/2).
In the case of naked LED source, the half-power semi-angle isφ1/2 = 60
◦. In other cases,
appropriate optics can be applied to the LED source to shape the radiation pattern with nar-
rower beamwidth (φ1/2 < 60
◦) according to the application specifications. This characteristic
is found to be very important to the CCI level in the downlink of LAC network. The two
dimensional (2-D) and three dimensional (3-D) radiation patterns of three LED sources with
φ1/2 = 60
◦, 40◦, 20◦ are shown in Figure 2.3.
2.3.1.2 LED Optical Output
The output of the installed LED lamp should fulfil the indoor illumination standard and pho-
tobiological safety standard [52, 57]. In practice, many detail d metrics should be considered,
such as colour appearance, unified glare rating, illuminance level, uniformity, retinal blue light
hazard exposure limit, retinal thermal exposure limit and etc. The value of these metrics have
to be kept within the permitted range. In this study, it is unnecessary to consider all of these
metrics as they are not the major interest in a communicationsystem. One of the most impor-
tant metrics in a communication perspective is the optical output of the lamp as it determines
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Figure 2.3: 2-D and 3-D views of LED source radiation patterns. (a)φ1/2 = 60◦. (b) φ1/2 =
40◦. (c)φ1/2 = 20◦.
the maximum strength of the transmitted signal. Therefore,a simple method is used to estimate
the light output that the lamp can provide.
According to [57], the required average illuminance in the task area1 for working place, typ-
ically 0.75 m above the floor, should not be less than 500 lux. Illuminance is defined as the
incident luminous flux per unit area [58], and is denoted asEv. The illumination performance
of a single lamp is evaluated. Equation (2.1) implies that the emitted optical power per steradian
2 reaches the maximum whenφ = 0◦ as long asm ≥ 13. In a LAC system, this case corre-
sponds to the location that is straight below the lamp. So it is assumed that the illuminance
in the task area right below the lamp equals the minimum requid value specified in [57].
Firstly, the luminous output flux of the source can be calculated byΦv = PoptKe/v, where








whereV (λ) is the luminosity function against wavelengthλ; andP̃opt(λ) is the spectral radiant
power density function of the lamp. With a given luminous output fluxΦv, the radiant luminous
1The area where illumination is required [57].
2unit of solid angle
3This configuration is preferred to reduce CCI, which will be introduced in Section 4.3.1 in Chapter 4.
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wherez is the vertical separation between light source and the height of the task area, andAr is










With this configuration for the total optical power that the lamp outputs, the resulting average
illuminance would be typically lower than the required value. So it is assumed that the area
where illuminance level is not sufficient is complemented byother lamps which have no com-
munication functionality. Considering a room height of3 m, with aφ1/2 of 20
◦ to 45◦, the
required luminous flux for a minimum illuminance of 500 lux isin the range of1300 lumen
to 5300 lumen. This amount of power agrees with the specification of commercially available
LED downlighters and LED panels for lighting in offices and public areas [59, 60]. This high
optical power output of the LED sources ensures sufficient signal strength for reliable commu-
nication. Note that the rated power of LED lamp for residential home is typically lower than
this level (< 1000 lumen). In the case of low optical power output, a number of methods can be
used to guarantee enough signal strength, such as using energy efficient modulation schemes.
A typical LED chip offers an optical power of about several mW, which is far lower than the
value that is required for standard lighting function. In order to build a lamp with several
thousands of lumens, multiple small LED chips should be integrated to form a LED array,
which is equivalent to a single high power light source. Mostof the high power LED products
are implemented with this method [59, 60]. Therefore, it is as umed that the low output of a
single LED chip does not limit the performance of the LAC downlink system.
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Figure 2.4: A typical relationship between driving current and output op ical power of a LED.
The red curve shows a typical non-linear relationship betwen the driving current
and the optical output power. The blue curve shows an ideal linearised conversion
after pre-distortion.
2.3.1.3 LED Non-linearity
In the process of IM with LED source, there is a non-linear relationship between the input sig-
nal and the output signal [61]. A number of sources could possibly lead to this non-linearity
characteristic. Firstly, the LED device has a limited dynamic range. In addition, the conversion
from forward voltage to forward current and the conversion fr m forward current to light power
have a non-linear transfer relationship. Furthermore, thetransition between digital signal and
analogue signal has a quantisation effect, which also introduces non-linearity. Figure 2.4 shows
the relationship between input current and output optical power of a typical LED device. When
the input current is in the range of[Îmin, Îmax], the LED linearly convert the forward current
into the optical power within the range of[P̂opt,min, P̂opt,max]. In order to maximise the out-
put electrical signal power per unit optical output, pre-distortion techniques can be used [61].
For the convenience of the following analysis in this thesis, it is assumed that by using pre-
distortion technique, an idealised linear relationship betwe n input current and optical output





ηledI : 0 ≤ I ≤ Imax
Popt,max : I > Imax
, (2.6)
whereI denotes the input current to the LED, andηled denotes the conversion coefficient from
the input current to the optical output power, which includes the electrical signal amplification
and the LED quantum efficiency. An idealised linear relationship between input current and
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output optical power is assumed on the condition thatI ≤ Imax. The optical output power
is saturated at a fixed level ofPopt,max on the condition thatI > Imax. Therefore, in order
to avoid signal being saturated, the input current has to fulfil 0 ≤ I(t) ≤ Imax, whereI(t)
represents the instantaneous input current at time instantt. Thus, the relationship between the
input current and the average optical output power can be given as:
P̄opt = ηledEt[I(t)]. (2.7)
The electrical signal power conveyed in the light wave can beestimated based on the relation-
ship in (2.7) with a specified dynamic range of LED and a specified clipping configuration for
O-OFDM.
2.3.1.4 LED Modulation Bandwidth
The output frequency response of a LED typically shows a low-pass characteristic. This is
because of the long carrier lifetime in the device active region and the large capacitance of the
LED device [62]. In order to characterise the LED low pass frequency response, a number of
expressions are used as approximations. For example, the normalised magnitude response is





wheref represents the frequency,τc represents the response time constant, which is related to
the diode capacitance of the LED device and the carrier lifetime in the device active region. The
optical output waveform using LEDs transmitting a periodicsquare-wave signal with different
response time constant is shown in Figure 2.5 (a). It impliesthat the raise and falling time of
the output signal determines the modulation speed of the LED. Thus, The magnitude response
results corresponding to Figure 2.5 (a) is shown in Figure 2.5 (b). These figures show that a
LED with shorter response time constant has a shorter raise and fall time, thereby achieving
wider modulation bandwidth. Commercially available LEDs can achieve a 3-dB bandwidth
of 2 to 20 MHz. As a result of significant research efforts on developing high speed LEDs, a
number of advanced LED sources emerge [56,63,64]. For instance, the micro-LED achieves a
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Figure 2.5: (a) A typical LED low-pass response in time-domain. (b) A typical LED low-pass
response in terms of normalised magnitude response.
2.3.2 Receiver Front-end
In order to achieve high speed transmission in LAC systems, receiving front-end elements
with high sensitivity and wide bandwidth are required. Currently, a PD is the most promising
front-end element in the receiver to fulfil these requirements. A PD is a type of optoelectronic
semiconductor that is able to produce a photocurrent that isproportional to the power of the
detected optical electromagnetic wave [24], which is suitable for the DD scheme.
2.3.2.1 Photodiode Characteristics
In most of the indoor VLC applications, only a very small fraction of the emitted optical power
can be detected by a PD. Therefore, a PD with high sensitivityto light signal is required to
achieve desired performance. To quantify the light to current conversion efficiency, the amount
of generated photocurrent per unit incident optical power is defined as PD responsivity,ηpd,





whereq = 1.602× 10−19 C is the charge of an electron,ηpd,qe refers to the quantum efficiency
of the PD,h = 6.626 × 10−34 Js denotes the Planck’s constant, andc refers to the speed of
light. Thus, the generated photocurrent can be calculated as: Iphoto = ηpdPopt,r, wherePopt,r
denotes the optical power that is collected by the PD detector.
The selection of semiconductor materials leads to different l vels of responsivity at different
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ranges of wavelengths. Similar to the characteristics of a LED, a PD is a capacitive electronic
device. Hence, a receiver with PD detector also exhibits a low-pass characteristic. In the
conversion from light to electrical signal via PD, the incident light excites free carriers. The
transit time of these carriers also leads to the low-pass response of the PD [24]. High response
speed of the PD is essential to accommodate high data rate transmission. Furthermore, the PD
design should be robust to temperature variation and cause as little noise as possible.
The optical power collected by a PD detector from the incident light is proportional to the
physical area of the PD. Therefore, in order to get a strongerelectrical signal, a large PD is
preferred. However, the capacitance of the PD is proportional to its physical area. Thus, in the
communication speed perspective, the size of the PD should be as small as possible to ensure
a sufficient wide modulation bandwidth. Consequently, a trade-off between the sensitivity of
the PD and the modulation bandwidth has to be considered in the design of the PDs. A viable
solution to this trade-off is to operate multiple PDs at the same time. In this way, the equivalent
physical area is the combined area of each PD, while the response speed remains the same as
that of an individual PD.
2.3.2.2 Types of Photodiodes
In general, there are two types of PDs. The first one is called positive-intrinsic-negative (PIN)
PD. A PIN diode is constructed byp-type andn-type semiconductor materials [24]. Between
these two parts, an intrinsic region with a lightn-type dope inserted. For normal operation of
PIN diode, a large reverse biased voltage is applied across the PD, which results in the depletion
of free charges in the intrinsic region. The collected photons are concentrated on the intrinsic
region. The energy of the incident photons excite electron-h le pairs. Under the electrical
field caused by the voltage across the PD, the flow of the free electrons and holes leads to the
generation of the photocurrent. In VL spectrum region, the achieved responsivity of a PIN PD
is in the range of0.2 to 0.4 A/W [24]. Responsivities of more than0.6 A/W can be achieved
in the IR spectrum range. The achievable 3-dB bandwdith of PIN D ranges from several
hundreds MHz to more than 100 GHz.
The other type of PD is called avalanche photodiode (APD) [24], which operates with a much
higher reverse bias voltage than PIN PD. It triggers an impact ionisation effect, which offers
a significant internal gain in the range of 50-300 [24]. Consequently, APD can have a much
higher responsivity. However, this ‘avalanche’ effect also leads to excessive noise and extra
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sensitivity to temperature change. Due to the internal current gain, the resulting responsivity is
typically greater than unity.
2.3.2.3 Optical Concentrator and Optical Filter
In addition to the PD, an optical concentrator is normally included in the receiver. The concen-






wheren denotes the internal refractive index,ψ is the incident angle to the receiver, andψFoV





1 : u ∈ D
0 : u /∈ D
. (2.11)
Although the PD is able to detect the desired optical signal,it may also detect some unwanted
signal such as the excessive background optical noise. If the spectrum of this unwanted signal
is different from that of the desired signal, an optical filter made of glass or plastic can be used
to remove the undesired signal [13]. This process causes an amount of power loss due to filter
reflection or absorption. A filter loss factorgf is defined to account for the power loss due to
the addition of optical filter. Therefore, for an amount of optical powerPopt,Ω incident on the
receiver, the optical power that is collected by the PD detector, Popt,r, can be calculated as
follows:
Popt,r = Popt,Ωgfgc. (2.12)
2.4 Channel
In the considered LAC downlink system in this study, O-OFDM is used for higher spectral
efficiency. In order to maximise the achievable data rate, different numbers of bits are assigned
to each subcarrier [30]. The maximum permitted number of bits depends on the channel gain
at the frequency associated with the subcarrier. Therefore, it is essential to have the knowledge
of the frequency response of the LAC downlink channel.
As mentioned in Section 2.3.1.4 and Section 2.3.2.1, the front-end elements, LED and PD, in-
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troduce low-pass responses. In addition, due to the reflective indoor environment, the downlink
receiver collects signal from multiple paths. The effect ofd wnlink channel is equivalent to
a number of filters connected in series, which include the filtr corresponding to the effect of
front-end elements, the effect of free-space propagation and other factors. Here the properties
of this channel filter can be characterised by its impulse respon e as:
h(t) = hfe(t) ⊗ hfs(t), (2.13)
wherehfs(t) denotes the channel impulse response (CIR) due to the free-space light propagation
in the considered indoor environment, andhfe(t) denotes the CIR due to the effects of front-
end elements. With the knowledge of CIRh(t), the corresponding frequency response can be




h(t) exp (−j2πft) dt = Hfe(f)Hfs(f). (2.14)
2.4.1 Channel of Front-end Elements
The net-effects of multiple front-end elements at both the transmitter side and the receiver
side lead to a channel with low-pass characteristics which is considered in this subsection.
The front-end low-pass characteristics can be estimated from a number of experimental results
[30,56,65,66]. In the considered experimental results, a line-of-sight (LoS) point-to-point link
was considered. Consequently, the free-space light propagation in these experiments causes
a scalar attenuation to the received signal. Therefore, as long as the frequency response is
normalised with respect to the gain at direct-current (DC),the effect of free-space propagation
and other gain or attenuation effects can be removed. Figure2.6 shows the normalised channel
gains against frequency,f in the aforementioned experimental results. The 3-dB bandwidth of
these systems are in the range from 10 MHz to 60 MHz. Since the highest sampling frequency
considered in this study is about 1 GHz, this low-pass effectwill significantly decrease the
signal strength when high modulation bandwidth are used. Therefore, the low-pass effect of
the front-end elements is crucial to the downlink performance of a LAC system.
In this subsection, a simple function is adopted to approximate the normalised channel gain due





















































Figure 2.6: Normalised channel gain caused by the effects of front-end elements. The channel
gain information of ‘FE 1’,‘FE 2’,‘FE 3’ and ‘FE 4’ is extrapolated from [56],
[66], [65] and [30], respectively.
whereFfe controls the frequency characteristics of the front-end elem nts. The higher the value
of Ffe, the wider the modulation bandwidth. As shown in Figure 2.6,the approximations offer
a good estimation of the low-pass characteristics measuredin the experiments. The property of
each front-end element may vary with different specifications r even with different copies of
the same specification. Therefore, it is trivial to characterise the exact property of the front-end
elements.
2.4.2 Channel of Indoor Free-space Light Propagation
In this subsection, the major components of the free-space propagation channel are introduced.
Primarily, if there is no obstruction between the transmitter and the receiver, a line-of-sight
(LoS) channel exists. Secondly, there is a NLoS channel due to the reflections by room internal
surfaces and other objects. For the convenience of characterising LoS and NLoS channels,




Figure 2.7: Channel DC gain geometry.
2.4.2.1 Channel DC Gain
As shown in Figure 2.7, an optical source,S, with a location vector of~as, a direction vector
of ~os and an emission mode numberm is defined. In addition, a receiving element,R with a
location vector of~ar, a direction vector of~or, a FoV ofψFoV and a physical area ofAr is defined.
Considering the source as origin, the emitted power within acertain solid angle will incident






whereD denotes the euclidean distance between theS andR. Since it is known that the emitted
power with a solid angle ofΩ and a radiant angle ofφ at a source can be calculated by (2.1).




cosm φ cosψ1ψ≤ψFoV (ψ) . (2.17)
where the quantitiesD, φ andψ can be calculated as [67]:
D = ||~as − ~ar||, (2.18)
cosφ = ~as · (~ar − ~as) /D, (2.19)
cosψ = ~ar · (~as − ~ar) /D. (2.20)
where the operator· represents the dot product operation.
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Figure 2.8: Illustration of LoS propagation channel and NLoS propagation channel.
2.4.2.2 Line-of-Sight Channel Impulse Response
The setup for LoS channel is illustrated in Figure 2.8. The LoS CIR can be directly calculated











whereδ(u) represents the Dirac delta function andApd refers to the physical area of the PD.
Note that the resulted CIR should be scaled by the optical filter lossgf and optical concentrator
gaingc at the receiver side as introduced in Section 2.3.2.3.
2.4.2.3 Diffused Channel Impulse Response
A number of studies have been carried out to evaluate the NLoSchannel due to the reflections
by the indoor internal surfaces [23, 67–70]. Generally, a cuboid room is defined with a certain
size and internal surfaces with fixed reflectance, as shown inFigure 2.8. Typical room inter-
nal surface such as plaster wall causes a diffused reflection. The specular reflections caused
by mirror or windows are considered as rare and special cases. Therefore, the research in this
study focuses on the channel caused by diffused reflections.The NLoS channel due to human
body and other objects are difficult to predict and model. Developing more comprehensive
channel models including these extra NLoS components requires further investigation. Thus,
the effects of human body and other objects are not considered in this study. There are two
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popular methods based on ray-tracing technique to calculate the NLoS CIR due to the internal
surface reflections. The first approach uses a deterministicmethod to calculate the NLoS chan-
nel [67], while the other approach is based on a Monte Carlo method [68]. For the convenience
of description, these two methods are termed as deterministic method and Monte Carlo method,
respectively.
2.4.2.4 Deterministic NLoS CIR Calculation Method
In the deterministic method, the CIR is decomposed of multiple components due to different





h[i] (t,STx,RRx) , (2.22)
whereh[i] (t,S,R) is the CIR fromS to receiving elementR undergoing exactlyi reflections.
In the case ofi = 0, it refers to the LoS CIR. To accommodate the numerical evaluation of CIR,
the entire internal surface is divide intoNe blocks. The location vector and orientation vector
of each block are denoted as~n and~on, respectively. These blocks operate in both transmitting
mode and receiving mode in the considered NLoS channel. In the transmitting mode, thenth
block is treated as a source element,Sn with a radiation mode number of1. In the receiving
mode, thenth block is treated as a receiving element,Rn. The maximum incident angle can be
as large asπ/2 (ψFoV = π/2), and the receiving block has a physical area of∆A. In addition,
the received power should be scaled by the reflectivity of theblock ρn. The CIR component

























whereDn, φn andψn refers to the quantities betweenSTx andRn. The accuracy of this
method increases asNe increases or equivalently∆A decreases. However, the calculation of
an accurate CIR result requires a high computational complexity, thereby taking a very long
time to generate a single CIR.
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Algorithm 1 : CIR simulation with Monte Carlo method
1: InitialisePopt,h(t) = 0 for all t ∈ (0, tmax).
2: for niter = 1, 2, · · · , Niter do
3: Start to trace a light ray with a unity power and a random direction, τ̂ = 0, P̂opt = 1
4: while τ̂ < tmax do
5: Propagate the light ray until it reach any obstacle with a travelling distance ofD,
τ̂ = τ̂ + Dc .
6: Attenuate the power of the light ray with the reflectance of the surface,P̂opt = ρP̂opt.
7: Calculate the CIR contribution to the receiver using (2.24).
8: Generate a new direction for the following propagation of the light ray.
9: end while
10: end for
11: Normalise the result CIR withNiter ashfs(t) = Popt,h(t)/Niter.
2.4.2.5 Monte Carlo NLoS CIR Calculation Method
In the Monte Carlo method, a random propagation path is traced in ach Monte Carlo iteration
[68]. By repeating the tracing process for a large number of times, a stable CIR result can be
generated. The Monte Carlo method is summarised in Algorithm 1. In step 1 of Algorithm 1,
an empty vectorPopt,h(t) recording the received optical power at time instantt is initialised
with a maximum delay oftmax. In step 3,P̂opt is defined to record the optical power loss in the
propagation, and it is initialised with a value ofP̂opt = 1. τ̂ is defined to record the time that
the ray has experienced, and it is initialised with a value ofzero. As long as the transmission
time has not reachedtmax, the propagation continues. For each transmission from onep int to
another, the propagation distanceD is calculated. Based onD, the experienced transmission
time τ̂ can be updated. In addition, the output power for the next propagation will be attenuated
by the reflectivity of the contacted surfaceρ. Furthermore, the power contribution to the CIR
optical power vector from the current point is updated using2.24. For the next propagation, a
new random direction should be generated. In step 3 and step 8of Algorithm 1, the probability
of each possible direction is proportional to the radiationintensity along that direction. With
a large number of iterations of the same tracing process forNiter times, the final CIR can be
calculated by normalisingPopt,h(t) with the number of iterationsNiter. The details of the
Monte Carlo method are provided in [68]. As long asNiter is large enough, an accurate CIR
with low noise can be obtained. This method requires less computational complexity. However,
due to the randomness in the calculation, minor simulation error is inevitable.
Popt,h(τ̂) = Popt,h(τ̂ ) +
P̂optApd
πD2




In an OWC system, a number of quantities vary with wavelengthλ, such as the LED electrical
to optical conversion efficiency,ηled, PD responsivity,ηpd, receiver optical filter loss,gf , and
room internal surface reflectance,ρ. In wireless IR communication, the spectrum range used is
typically narrow. Therefore, the variance of these parameters with wavelength is negligible. In
some cases, VLC systems are also using narrow spectrum range. For xample, the white LED-
based VLC system using blue light component [71] and RGB LED-based VLC system [31]
belong to this category. Since the used wavelength range is narrow, the assumptions used in
IR system still hold. In another case, the VL signal includesa wider optical spectrum range.




fλ (ηled(λ), ηpd(λ), gf (λ), ρ(λ)) dλ, (2.25)
wherefλ represents a metric that is a function of the listed parameters. Note that the limitsλmax
andλmin are typically determined by the passband of the optical filter. The dependency of the
system parameters on wavelength is complex and not tractable. Including it in the analysis of a
LAC system significantly increases the computational complexity. Therefore, an approximation
is used in the remainder of this thesis for the system using wide optical spectrum as [72]:
f̄λ ≈ fλ (η̄led, η̄pd, ḡf , ρ̄) , (2.26)
which calculates the metricfλ using the averaged parameters over the spectrum range of inter-
est. Here,̄x refers to the average value of parameterx over the considered spectrum range. In
the remainder of this thesis, any parameter that vary with wavelength refers to the value that is
averaged over the spectrum of interest.
2.5 Sources of Receiver Noise
In the point-to-point VLC link, noise at the receiver side causes impairment to the system
performance. The effects of receiver noise also exist in LACsystems. In this subsection,
different sources of receiver noise are introduced. Additionally, the calculation of receiver noise
power spectral density (PSD)N0 is considered. Thorough studies on the components and their
characteristics were presented in the literature [24, 55].However, current study focuses on the
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effect of CCI. Thus, the major source of receiver noise with asimplified model is considered.
2.5.1 Shot Noise
One of the considered receiver noise is the so-called ‘shot-noise’. Shot noise is resulted from
the particle characteristic of photon [24]. For an incidentlight with constant power, the number
of incoming photons per unit time fluctuates with a Poisson distribution. This randomness in
number of arriving photons leads to the shot noise. If the number of photons that the PD detector
received per unit time is large enough, the shot noise can be modelled as an additive white
Gaussian noise (AWGN). The variance of the shot noise is proporti nal to the instantaneous
optical power received by the PD detector. However, the receiv d optical power is dominated
by the constant background light and the DC component of the signal. Therefore, the varying
of the shot noise variance is negligible, and the shot noise is assumed to follow a Gaussian
distribution with zero mean and a variance ofσ2shot = N0,shotFs. The parameterFs represents
the modulation bandwidth. The termN0,shot is the corresponding shot noise PSD which can be
calculated as:
N0,shot = 2qPopt,Rxηpd, (2.27)
wherePopt,Rx denotes the incident optical power to the PD detector at the rec iver. The source
of the incident light powerPopt,Rx includes the light from the transmitters and the light from
the background, such as the skylight from the window. Therefore, the incident optical power
can be estimated as:
Popt,Rx = Popt,led +Er,bgApd (2.28)
wherePopt,led accounts for the power from the transmitters, which can be calculated based on
the method introduced in Section 2.4;Er,bg represents the incident background light irradiance,
which can be obtained from existing data or experimental measur ment. Note that the effect
of ambient light in practice will be smaller as only the lightwith the signal spectrum causes
distortion as long as an appropriate optical filter is used. In addition, APD is more sensitive to
the shot noise due to its Avalanche amplification effect.
2.5.2 Thermal Noise
Another receiver noise is termed as thermal noise. Thermal noise is mainly due to the tem-
perature fluctuation caused by the resistive units in the reciv r circuit [24]. In most of the
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Figure 2.9: LiFi attocell downlink system configuration.
optical receiver, a transimpedance amplifier (TIA) is included to amplify the received signal.
The resistance of the TIA is a major source of thermal noise. The thermal noise can also be
modelled as an AWGN with a variance ofσ2thermal = N0,thermalFs, where the thermal noise





whereKB denotes the Boltzmann’s constant with a value of1.38 × 10−23 J/K; T denotes the
absolute temperature; andRL denotes the load resistance in the receiver circuit. Finally, the
total receiver noise PSD can be concluded as:




2.6 O-OFDM-based Downlink Transmission
The downlink connection involves the transmitter of an O-BSand the receiver of an UE. In order
to take the effect of downlink CCI into account, multiple O-BS transmitters are defined. In the
vertical dimension, these transmitters are typically at the height of the ceiling. In addition, the
downlink transmitters are directed to the floor. The desiredreceiver is defined with a specified
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height, typically at the desktop level. In the horizontal space, the location of the receiver is
randomly distributed in the room. In the downlink transmission, the desired receiver interacts
with multiple O-BSs. To distinguish the signals from different transmitters, an indexi =
0, 1, 2, · · · is added to mark different O-BS transmitters. Generally, the O-BS offering the
strongest downlink is selected as the serving O-BS. The index of this ‘tagged’ O-BS is defined
asi = 0. For the remaining O-BSs, if theith O-BS is transmitting using the resources that is
used in the transmission for the desired receiver, the downlink signal from theith transmitter
causes CCI to the desired receiver, which is indicated byi ∈ I. Here,I denotes the set of
the O-BSs using the same transmission resource. Otherwise,it causes zero interference to the
desired UE. This downlink system is illustrated in Figure 2.9.
2.6.1 O-OFDM Transmission
As mention in Section 2.2.1, to ensure the high spectral effici ncy in the LAC downlink, O-
OFDM modulation is expected to be used. In this subsection, the downlink transmission with
O-OFDM is analysed in link level. Figure 2.10 illustrates the key elements of an O-OFDM
communication system. At the beginning of the transmission, the bit stream is coded and
mapped to QAM symbolŝX with unity average symbol energy. Then, everyK̃ QAM symbols
are grouped and converted to a parallel sequence which formsan OFDM frame~X as [73]:
~X = [X(0),X(1), · · · ,X(K − 1)] , (2.31)
whereX(k) is thekth QAM symbol in the OFDM frame~X. According to the introduction in
Section 2.3.1, the limiting factor at the transmitter side is the output power and limited dynamic
range of the light source. The electrical to optical conversion is carried out in time domain,
and the time domain signal strength associated with a specified l ght source configuration is























Figure 2.11: An example of OFDM signal conversion from time domain to frequency domain
with Hermitian symmetry. (a) Frequency-domain OFDM frame with QAM sym-
bols before IFFT. (b) Time-domain OFDM signal after IFFT.
important to the subsequent calculation. Therefore, the tim -domain OFDM symbol should be
normalised. In order to make the time-domain OFDM symbol have unity power after inverse
fast Fourier transform (IFFT) operation, each QAM symbol isamplified by a factor ofξ as







X̂2(k) = 1. (2.32)
In an IM/DD-based O-OFDM system, the time-domain signal hasto be a real and positive
signal. Consequently, in the formation of the OFDM frame, Hermitian symmetry should be
satisfied as:X(0) = X(K2 ) = 0 andX(K − k) = X∗(k) for k = 1, 2, · · · , K2 − 1,
where [·]∗ denotes the complex conjugate operation. An example of OFDMsignal conver-
sion with Hermitian symmetry is illustrated in Figure 2.11.There are two types of basic O-
OFDM schemes, namely direct-current-biased optical orthogonal frequency division multiplex-
ing (DCO-OFDM) and asymmetrically clipped optical orthogonal frequency division multi-
plexing (ACO-OFDM) [73]. DCO-OFDM and ACO-OFDM use different frame structures and
methods to avoid negative samples in time-domain. In DCO-OFDM frame,K̃ = K2 −1 symbols
are mapped to~X with k = 1, 2, · · · , K̃. Thus, the scaling factorξ =
√
K/(K − 2). In ACO-
OFDM frame,K̃ = K4 symbols are mapped to
~X with odd subcarriers
(
k = 1, 3, 5, · · · , K̃
)
.
This leads toξ =
√
2. All QAM symbols in the OFDM frame are associated with their unique
subcarriers. The combination of the QAM symbols on carriersforms the discrete time-domain















Through this operation, the bi-polar discrete time-domainOFDM signal can be obtained. Next,
a cyclic-prefix (CP) is added to the beginning of everyK-samples of the discrete time-domain
OFDM signal, which allows the impairment of dispersive channel to be removed by a single-
tap equalisation at the receiver. Before the conversion from electrical signal to optical signal
with IM, the bi-polar time-domain signal should be converted o a unipolar signal with limited
amplitude range via clipping and biasing. This process can be described by the following
equation:
I(t) = σx (V (x(t)) + ǫDC) , (2.34)
whereǫDC denotes a normalised DC-bias level,σx denotes a signal amplification factor that
makes the forward current fit the dynamic range of the LED front-end element, andV(u) rep-









ǫmax : u ≥ ǫmax
u : ǫmax > u > ǫmin
ǫmin : u ≤ ǫmin
, (2.35)
whereǫmax andǫmin are the normalised top and bottom clipping levels, respectiv ly [74]. The
realisation of unipolar signal is achieved differently in the two considered O-OFDM schemes.
An example of the bi-polar discrete time-domain signal after th IFFT in DCO-OFDM is shown
in Figure 2.12 (a). The basic concept of DCO-OFDM is adding a positive DC-bias to make the
majority of the negative samples to be positive as shown in Figure 2.12 (b), and the remaining
negative samples are clipped to zeros. Therefore, in DCO-OFDM, ǫDC is configured with
a positive value. An example of the bi-polar discrete time-domain signal after the IFFT in
t




































(a) (b) (c) (d)
Figure 2.12: Illustration of unipolar signal conversion in DCO-OFDM andACO-OFDM. (a)
Time-domain OFDM signal after IFFT operation in DCO-OFDM. (b) Time-
domain OFDM signal with DC-bias in DCO-OFDM. (c) Time-domain OFDM
signal after IFFT operation in ACO-OFDM. (d) Time-domain OFDM signal with
negative samples clipped in ACO-OFDM.
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ACO-OFDM is shown in Figure 2.12 (c). It shows that the first half s mples are the opposite
numbers of the second half samples(x(t+K/2) = −x(t)). Therefore, after the clipping of
all negative samples (Figure 2.12 (d)), the information of all s mples can be recovered based
on this relationship. With a linear dynamic range of[0, Imax], DC-bias is zero in ACO-OFDM
(ǫDC = 0). Then the electrical signal with unity power is amplified by afactor of σx and
converted to optical signal by the LED front-end element with IM. The output optical signal
can be calculated as:Popt(t) = ηledI(t).
According to the Bussgang theorem, the non-linear clipped signal can be modelled as follows
[74]:
V(x(t)) = ηclipx(t) + nclip(t), (2.36)
whereηclip is a signal attenuation factor due to the clipping operationandnclip(t) is the time-
domain clipping noise sample which follows a Gaussian distribution with zero mean and a
variance ofσ2clip according to the Bussgang theorem.
2.6.2 Received Signal
A full buffer traffic model is assumed in the LAC downlink system. Thus, each O-BS is trans-
mitting signal concurrently. Therefore, the desired UE receives the signals from the0th O-BS
and the O-BSs withi ∈ I. The received signal sample at time instantt can be written as:
y(t) = ηpd
(






wherenRx(t) represents the time-domain noise samples at the receiver. Based on the noise
characteristics introduced in Section 2.5, this receiver noise can be modelled as an AWGN.
In conjunction with the clipping process modelling in (2.36), the frequency domain received

















(ηclipXi(k) +Nclip,i(k))Hi(k) +NRx(k), (2.38)
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whereHi(k) is the frequency response of the VLC channel on thekth subcarrier;Nclip,i(k)
represents the FFT ofnclip,i(t). Thus,Nclip,i(k) follows a Gaussian distribution with zero mean
and a variance ofσ2clip, as well; andNRx(k) represents the frequency domain receiver noise,
which is modelled as an AWGN with zero mean and a variance ofσ2Rx. The receiver noise
PSD,N0, can be estimated by (2.30) introduced in Section 2.5. With asampling frequency
(modulation bandwidth) ofFs, the receiver noise variance can be calculated asσ2Rx =
N0FS
ξ2 .
Note that for the transmission of each OFDM frame, only1/ξ2 of the totalK subcarriers carries
information symbols and the corresponding symbols for Hermitian symmetry. Consequently,
the variance of the noise should be scaled by a factor of1/ξ2. After a single-tap equalisation, the
desired signal can be recovered to the original QAM symbolsX0(k) with distortion, while the
summation of CCI from different interfering O-BSs is assumed to be converted into a Gaussian
noise. The Gaussian CCI assumption is based on the central limit theorem (CLT) and because
of the fact that the interfering signal is not synchronised with the desired UE.
2.7 Signal Clipping
In O-OFDM transmission, the time-domain signal has been converted to an approximated
Gaussian waveform, which has a very high peak-to-average power ratio (PAPR). However,
the LED has a limited dynamic range as described in Section 2.3.1.3. Consequently, to reach a
compromise between signal power and signal distortion, thesamples with high amplitude are
clipped to make sure the signal varies within the permitted range. This non-linear distortion is
expected to cause minor impairment to the transmission as the probability of generating signal
samples with high amplitude is typically low. A number of studies have been carried out to
investigate the effects of this clipping process [37,74].
In this study, the results in [74] are used to calculate the eff cts caused by the signal clipping
process. It is assumed that the ideal OFDM follows a Gaussiandistribution. As shown in
Figure 2.13, a top clipping levelǫmax, a bottom clipping levelǫmin and a DC-bias levelǫDC are
defined. The configuration of these parameters should fulfil the following relationship:
σx(ǫDC + ǫmax) = Imax, (2.39)
σx(ǫDC + ǫmin) = Imin, (2.40)
whereImax and Imin denote the maximum and minimum forward current for the LED. The
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Figure 2.13: (a) A clipped bi-polar signal with unity power. (b) A clippedsignal after the
addition of DC-bias and signal amplification to match the LEDdynamic range.
assumption made in Section 2.3.1.3 thatImin = 0 leads toǫmin = −ǫDC andǫmax = Imaxσx −
ǫDC.
2.7.1 Optical Power Requirement
One of the important issues in the LAC downlink is how much optical output power is required
to transmit a signal with certain strength and clipping distortion. According to (2.7) and (2.34),
the output optical power can be calculated as:
P̄opt = ηledEt[σx (V (x(t)) + ǫDC)] = ηledσx (Et[V (x(t))] + ǫDC) , (2.41)
whereEt[V (x(t))] can be calculated based on the characteristics of truncatedGaussian distri-
bution as [74]:
















is the probability density function (PDF) of the standard normal distribution. Note that in
the calculation ofE [V(x(t))] with ACO-OFDM, ǫmin = ǫDC = 0. A parameter denoted as
∆ǫ is defined to evaluate the effective signal amplitude range.In the case of DCO-OFDM,
∆ǫ = ǫmax − ǫmin. In the case of ACO-OFDM, despite the clipping of negative samples, the
missing samples can be recovered at the receiver side. Therefore, the effective signal range
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Signal amplitude range ∆ǫ































DCO-OFDM, ǫDC = 0.1∆ǫ
DCO-OFDM, ǫDC = 0.3∆ǫ
DCO-OFDM, ǫDC = 0.5∆ǫ
DCO-OFDM, ǫDC = 0.7∆ǫ
DCO-OFDM, ǫDC = 0.9∆ǫ
ACO-OFDM
Figure 2.14: Normalised optical output power varies with∆ǫ.
should be∆ǫ = 2ǫmax. Consider∆ǫ as given parameters, the required normalised optical
output power P̄optηledσx is calculated and the results are shown in Figure 2.14. It show that with
the increase of∆ǫ, the required output optical power increases. For the same signal amplitude
range, DCO-OFDM requires a much higher optical output powerrelative to the case of ACO-
OFDM. Furthermore, with the increase of DC-bias levelǫDC, the required output optical power
increases in DCO-OFDM system.
2.7.2 Clipping Distortion
As introduced in Section 2.6.1, the time-domain clipped signal can be modelled as (2.36). The
attenuation factor can be derived as [37]:
ηclip = E[x(t)V(x(t))] =
∫ ∞
−∞
x(t)V(x(t))fN (x(t))dx(t) = Q(ǫmin) −Q(ǫmax). (2.43)
The clipping noise variance in the frequency domain can be calculated as [37]:
σ2clip = E[n
2
clip(t)] − E2[nclip(t)] (2.44)
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Signal amplitude range ∆ǫ


















DCO-OFDM, ǫDC = 0.1∆ǫ
DCO-OFDM, ǫDC = 0.3∆ǫ
DCO-OFDM, ǫDC = 0.5∆ǫ
DCO-OFDM, ǫDC = 0.7∆ǫ
DCO-OFDM, ǫDC = 0.9∆ǫ
ACO-OFDM
Figure 2.15: Signal-to-clipping noise ratio varies with∆ǫ.
whereE[n2clip(t)] = E[V2(x(t))] − η2clipE[x2(t)] andE[nclip(t)] = E[V(x(t))]. With further
equation expansion, the clipping noise variance can be written as:
σ2clip = ǫ
2
min (1 −Q(ǫmin)) + ǫ2maxQ(ǫmax) + ǫminfN (ǫmin) − ǫmaxfN (ǫmax) − η2clip
+ Q(ǫmin) −Q(ǫmax) − (ǫmin (1 −Q(ǫmin)) + ǫmaxQ(ǫmax) + fN (ǫmin) − fN (ǫmax))2 .
(2.45)
In the calculation ofηclip and σ2clip with ACO-OFDM, the recovered signal at the receiver
side is considered. Therefore,ǫmin = −ǫmax is used in the calculation. In order to evaluate
the clipping distortion with different clipping configurations, the signal-to-clipping noise ratio
(SCNR) is defined as:γclip =
ξ2η2clip
σ2clip
. Figure 2.15 shows the results of SCNR varies with∆ǫ.
It shows that in order to avoid significant clipping distortin, ∆ǫ has to be sufficiently large.
It also shows that to achieve the same SCNR, ACO-OFDM requires less∆ǫ than the case of
DCO-OFDM. In the cases of DCO-OFDM, with the same∆ǫ, a DC-bias ofǫDC = 0.5∆ǫ
offers the lowest clipping distortion.
The results shown in Figure 2.14 implies that with a limited amount of average optical output
P̄opt, the output signal strength gets weaker with the increase of∆ǫ. On the other hand, the
results shown in Figure 2.15 implies that less clipping distortion can be achieved with a higher
value of∆ǫ. Therefore, there is a trade-off between signal strength and clipping distortion with
42
Background
the configuration of forward electrical signal.
2.8 Cell Deployments and Spatial Reuse
In Section 2.4.2, it is noted that the characteristics of indoor free-space channel depends on
positions / orientations of the transmitters and the receivers. Therefore, the channel frequency
responseHi(k) and the performance of the LAC downlink system are strongly dependent on
the spatial layout of the O-BSs. The significance of CCI is onef the most important factors to
the downlink performance, and the significance of CCI is determined directly by the distance
from the closest source of the CCI to the desired receiver. This distance is closely related to the
cell deployment and the spatial reuse plan in the network which are introduced in the following
subsections.
2.8.1 Different Cell Deployments
In RF cellular studies, a number of cellular models have beenconsidered. Wyner model is
an one-dimensional (1-D) model, which defines the BS on a linear array [75]. It offers good
tractability for cellular study. However, the over-simplification causes considerable accuracy
issue. Wyner model is suitable for studying the network thatextends in one dimension, such as
cellular systems along highway or railway. The most commonly used model in cellular study
is the grid-based model [7]. In the grid-based model, BSs areplaced on a 2-D hexagonal or
square grid. Grid-based model offers ideal 2-D BS layout, and is widely used in system level
cellular Monte-Carlo simulations. However, due to the nature of the model, the position of
each BS is highly correlated and leads to intractability to the analysis based on this model. In
practice, the placement of BSs has a number of extra constrait , such as geometric limitation,
population density, and output power. Therefore, non-homogeneous layout of BSs has been
proposed [76], and tools in stochastic geometry can be used in the analysis to get tractable
result. Homogeneous Poisson Point Process (PPP) has been proposed in [77] to model the cell
deployment as a pessimistic estimation. However, the case that two BSs are placed closely is
not very likely in practice. To compensate the drawback of homogeneous PPP cell deployment,
point processes offer better approximation to cellular network, such as hard-core point process
(HCPP), have been considered [78].
In a LAC network, the cell deployments used in RF cellular system can be adopted. In this
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Figure 2.16: Different cell deployments considered in LAC networks. (a)HEX cell deployment.
(b) Homogeneous PPP cell deployment. (c) Square cell deployment. (d) HCPP
cell deployment.
study, two grid-based models and two point process-based models have been considered. The
grid-based model includes the Hexagonal (HEX) and square cell deployments as shown in
Figure 2.16 (a) and (c). Square cell deployment is the simplest layout, which is perfectly
compatible to a cuboid room. It has been used in many OWC studies and practical lighting
networks. HEX cell deployment is less common in lighting network, but it is a desired layout
for LAC network as a hexagon shape offers a best approximation to a circle. An optimised
performance is expected with a HEX cell deployment, but it may require extra engineering
work to redesign the lighting infrastructure in a room. Grid-based network is expected to offer
good modelling to a well-designed LAC network with dedicated O-BS layout.
The considered point process-based models include the homogene us PPP cell deployment and
the Mat́ern type II HCPP cell deployment as shown in Figure 2.16 (b) and(d). The spatial dis-
tribution of points in a homogeneous PPP is uniformly distributed, and the number of points
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per unit area follows a Poisson distribution. A HCPP is similar to a PPP except an extra con-
straint that any pair of two points have a separation no less than a specified threshold. The
irregular placement of luminaries is mainly motivated by the following considerations: firstly,
the placement of a luminary may be limited by the wiring structure in the room. Secondly, in
some cases, non-uniform illumination is required, which means that the lighting is enhanced in
certain parts of the room, but not in other parts. Also, even for a uniform cell deployment, a
user may be absent in some cells. In that case, the downlink tra smission can be switched off,
which results in a non-uniform cell deployment. Similar to the cases in RF cellular systems,
the point process-based models are expected to offer pessimistic estimation. The case with PPP
cell deployment is expected to offer the worst case performance, and in the case with HCPP
cell deployment, the consideration that two lamps are less likely to be co-located is included. In
the LAC network cell deployment modelling, it should be noted hat LAC network is bounded
by the room edges.
2.8.2 Spatial Reuse Plan
The other critical factor to the reuse distance is the spatial reuse plan of the transmission re-
sources. In order to avoid CCI in a cellular network, a commonethod is to divide the entire
network into multiple cell clusters [7]. Figure 2.17 shows aHEX cellular network as an exam-
ple. In the cluster,κrf cells are deployed close together. The different colours ofthe cells in
the cluster show that the UEs in each cell use different transmission resources. The network is
formed by tessellation with the cell cluster. This resourceallocation method leads to a decrease
in the number of neighbouring cells using the same transmission resource as shown in Fig-
Figure 2.17: An example of spatial reuse plan.
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ure 2.17. On the one hand, the CCI level is reduced. On the other hand, the spectral efficiency
(available transmission resource per cell) is decreased. This method is also known as static
resource partitioning. The number of cells in a cell clusterκrf is defined as the spatial reuse
factor, which is a key parameter to the performance of a cellular network. Note that the case
of κrf = 1 is also known as universal frequency reuse (UFR). Since highspectral efficiency is
considered as the main objective in this study, only the cases withκrf ≤ 3 are considered.
2.9 Downlink SINR in LiFi Attocell Networks
In order to evaluate the downlink performance in a LAC network, it is essential to determine the
downlink signal-to-interference-plus-noise ratio (SINR). A number of other important down-
link system metrics, such as cell data rate, SINR statistics, require the SINR calculation for a











wherePelec,0(k) denotes the received desired signal power;Pelec,i(k) denotes the received in-
terfering signal power from theith O-BS;P clipelec,0(k) denotes the power of the received clipping

















= ξ2. Similarly, the received interfering signal power on subcarrier k




















= 1. This is because of the
assumption that the CCI is converted to a complex Gaussian signal. The power of the received
clipping noise componentsP clipelec,0(k) can be calculated as:










clip |H0(k)|2 . (2.49)
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2 is the reciprocal of SCNR. According to (2.14), the channel gain on
subcarrierk can be written as:
|H(k)|2 = |Hfe(k)|2 |Hfs(k)|2 . (2.51)







for k = 1, 2, · · · , K̃. In addition, the noise variance can be written asσ2Rx = N0FSξ2 . Therefore,



















































x is related to the characteristics of the LED. If the limitingfactor
is the available average optical output power, the value ofη2ledσ
2






(Et[V (x(t))] + ǫDC)2
. (2.54)
If the limiting factor is the linear dynamic range with a maximum optical output power of
Popt,max, the value ofη2ledσ
2










In this chapter, the basic concept of a LAC network system hasbeen introduced. The essential
technologies to establish a complete LAC network have been discussed. The characteristics of
the front-end elements for the LAC network downlink have been introduced. The downlink
channel components have been analysed, and the related channel simulation methods have
been briefly introduced. The O-OFDM transmission scheme with the presence of CCI has been
introduced. The major source of receiver noise has been presented. The effects of adding signal
clipping have been introduced and evaluated. Finally, the downlink SINR expression in a LAC





Response in Visible Light
Communication
3.1 Introduction
In order to accurately estimate the performance of a downlink connection in a light fidelity
attocell (LAC) network, the characterisation of downlink channel is important. However, the
light propagation in an indoor environment is a complex process, which leads to the difficulties
in modelling of the visible light communication (VLC) channel. The primary component of a
VLC channel is the line-of-sight (LoS) link which can be accurately characterised by a simple
function [55]. In addition, the non-line-of-sight (NLoS) channel components caused by the in-
door surface reflection leads to a major effects on the frequency response of the VLC channel.
A number of methods have been developed to characterise thisdiffu ed channel [67–69]. How-
ever, most of these methods can only provides numerical results with a long computation time.
It is difficult to achieve a reasonable compromise between tractability and modelling accuracy.
Furthermore, reflection and blockage caused by other objects, such as human body, furnitures,
are rarely considered in the literatures. Thus, their effects and significance remains unknown.
Therefore, further research efforts are required for the dev lopment of VLC channel modelling.
In the LAC network downlink study, the LoS channel and the NLoS channel due to the indoor
internal surface reflections are considered. Other factorsto the free-space light propagation
channel is not considered due to the lack of available modelsto include these factors. Wireless
infrared (IR) communication and VLC are similar in many aspects. Firstly, low-cost light-
emitting diodes (LEDs) and photodiodes (PDs) are used. Secondly, the signal propagation
characteristics in wireless IR and VLC systems are similar as both systems use adjacent optical
spectrum. Consequently, a number of methods developed for simulating wireless IR commu-
nication channel can be used for VLC studies [55, 79]. A widely used deterministic NLoS
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channel impulse response (CIR) calculation method has beenproposed in [67]. In this method,
a cuboid room with internal surfaces causing diffusing reflections is considered. The internal
surfaces are divided into large number of small reflecting elem nts. With a given locations and
orientations of transmitter and receiver, accurate CIR result can be obtained by calculating the
interaction between each pair of elements. The main drawback of this approach is its extremely
high computational complexity. A significant time in the magnitude of days are required to
calculate a CIR result of a small room considering up to3rd order reflections with a moderate
time resolution. In order to reduce the computation time, improved methods based on DUSTIN
algorithm [69] and Monte Carlo simulation [68] have been proposed. Both methods reduce
the computation time significantly. Especially for Monte Carlo method, an accurate CIR result
can be obtained within a period of several minutes. A physical model of the IR channel us-
ing a sphere model has been proposed in [70] to approximate the frequency response of NLoS
channels. With respect to VLC channels, few studies have been conducted in the geometric
channel modelling. It has been pointed out in [72] that sincethe visible light spectrum in-
clude a wide range of optical spectrum, the methods developed in wireless IR communications
cannot be directly used in VLC channel calculation. The dependency on light wavelength is
considered in the deterministic CIR calculation method forthe CIR calculation in VLC [72]. A
method calculating NLoS channels in frequency domain has been proposed in [80]. Despite the
significantly computational complexity introduced by the inversion operation of an extremely
large matrix, it has been shown that this complexity can be significantly reduced by using nu-
merical methods. User mobility is taken into account in [81]. VLC channel characterisations
based on a commercial optical design software Zemaxr is considered in [82]. A number of
the aforementioned studies of VLC channel modelling offer numerical results for a number of
configurations, where generalisations are not straightforward.
In the analysis of a LAC network downlink, some important system metrics, such as SINR
statistics, average cell data rate, need to be evaluated. However, the evaluation of these metrics
requires large number of SINR samples, and each SINR sample requires the information of
multiple free-space channels between each downlink transmitter and the considered downlink
receiver. If the deterministic or Monte Carlo method is usedto generate the channel with NLoS
components, a considerable amount of time would be required. Similar issues also exist in
many other VLC studies which require to calculate the major metric of the study that takes the
effects of NLoS channel into account. For example, in a studyhat evaluate the performance
of a multiple-input multiple-output (MIMO) VLC system at various positions in a room with
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the consideration of NLoS channel [83], the calculation of alarge number of channels based
on wall reflections is required. Therefore, there is a demandof efficient method to calculate
the NLoS VLC channel, which motivates the research presented i this chapter. An analytical
closed-form expression of the LoS CIR with a ceiling-bouncemodel in a diffused IR link has
been derived in [23]. Motivated by this approach, in this study, we extend the work in [23]
and propose an analytical model to generate the NLoS CIR for VLC links. Firstly, we decom-
pose the complicated NLoS channel into a number of components with less-complicated light
propagation categories. These propagation categories aredefined according to the number of
reflections and the reflective surfaces that the light undergoes. Secondly, the analysis of the
channel with each category is carried out, and the CIR analytic expressions are obtained for
each category. Finally, the overall CIR is approximated as asuperposition of these CIRs for
each category. It is shown in this chapter that this method prvides an efficient tight approxi-
mation for NLoS VLC CIRs considering up to2nd order reflections.
The remainder of this chapter is arranged as follows. The analysis methodology presented
in this study is introduced in Section 3.2. A preliminary single reflection CIR calculation is
introduced in Section 3.3. The detailed analysis of the component NLoS CIRs and the cor-
responding analytical results are presented in Section 3.4. The final approximated NLoS CIR
calculation is presented in Section 3.5. In addition, the calcul tion accuracy and computation
time is evaluated and compared with the state-of-the-art method in this section. This chapter is
summarised in Section 3.6.
3.2 Non-line-of-sight Channel Analysis Methodology
In this section, the methodology of the proposed approach toanalyse the NLoS channel in typ-
ical indoor environments such as cuboid rooms is presented.An indoor environment in this
study is presented. Multi-path reflections caused by internal surfaces inflicts major NLoS chan-
nel components. It is assumed that the room internal surfaces cause diffused reflections with
fixed reflectance. In addition, a transmitter and a receiver ar defined with specified locations.
The considered orientation of the light source in this studyis towards the floor as this is the most
common light deployment in practice. The considered orientation of the PD detector is towards
the ceiling. The reason for this is two-fold. Firstly, the pro osed method aims at providing
efficient CIR calculation for other VLC research, and a PD detector orientation of directing
upwards is used in many VLC studies. In addition, this configuration leads to CIR results with
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reasonable complexity, which is one of the research objective of this study. In practice, the
fixed direction of PD detector can be achieved by using a mechani al design or by installing
multiple PD detectors with different orientations on the receiver.
For the convenience of analysis, the entire NLoS CIR can be decomposed into multiple com-






whereh[i](t) represents the component CIR with light undergoing exactlyi reflections. Despite
the decomposition according to the number of reflections, the complexity of each component
is still too high for conducting a mathematically tractableanalysis. In order to further decrease
the analytical complexity, each component CIRh[i](t) is further decomposed according to the




Figure 3.1: (a) Light propagation in the case of transmitter-to-wall-to-receiver. (b) Light prop-
agation in the case of transmitter-to-floor-to-ceiling-to-receiver. (c) Light propa-
gation in the case of transmitter-to-wall-to-ceiling-to-receiver. (d) Light propaga-
tion in the case of transmitter-to-wall-to-wall-to-receiv r. (e) Light propagation in
the case of transmitter-to-floor-to-wall-to-receiver. (f) The notations of important
geometric parameters
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In the case ofh[1](t), there is only one category that the light propagate from thetransmitter,
reflected by one of the four walls, and incident to the receiver, as shown in Figure 3.1 (a). This
light propagation category is termed as transmitter-to-wall to-receiver (TWR). For the channel
of this category, the signal only interacts with a single surface. Consequently, the relation-
ship between the geometric characteristics and the time delay characteristics of the channel
is tractable for analysis as demonstrated in [23]. In the casof h[2](t), light propagation be-
tween different surfaces exists. The different combinations f these propagations between dif-
ferent surfaces lead to four light propagation categories as hown in Figure 3.1 (b), (c), (d)
and (e). For example, in one of the categories, the emitted light from the transmitter propa-
gates via the floor and ceiling surfaces and incidents to the rec iver. For short, this category
is termed as transmitter-to-floor-to-ceiling-to-receiver (TFCR). Similarly, the other three cat-
egories are the transmitter-to-wall-to-ceiling-to-receiver (TWCR), the transmitter-to-wall-to-
wall-to-receiver (TWWR) and the transmitter-to-floor-to-wall-to-receiver (TFWR) categories.
The analytical complexity of these categories is higher than that of TWR as the CIR calcu-
lation of these categories requires two two-dimensional (2-D) integrations over two surfaces.
However, it is demonstrated that via appropriate approximations and simplifications, analytical
CIR expressions can be obtained for several dominant categories. Often these expressions have
one or two one-dimensional (1-D) integrations with finite limits. The channel categories due
to higher order reflections can also be defined in a similar manner, but omitted due to the ex-
ponential growth of analytical complexity as the order of reflections increases. Fortunately, it
is shown in the final results that the omission of these higherorder reflection CIR components
causes acceptable loss in accuracy.
Ideally, the entire NLoS CIR should be the superposition of the CIR components considering
all propagation categories. However, because of the unavailability of the expressions for the
channel with some of the categories and the complexity constrai t, the superposition of the
CIRs with part of the categories that dominate the NLoS channel is used to approximate the
overall NLoS CIR. In this chapter, the expressions for the CIR with TWR, TFCR and TWCR
categories are derived and used to estimate the NLoS CIR. Thechannels with TFWR, TWWR
categories and the categories corresponding to higher orderefl ctions are omitted in this study.
The reason is two-fold: the expressions for the CIR with these categories cannot be simplified
and contains three or more unsolvable integrals. These unsolvable integrals would lead to
a significant increase in numerical calculation complexity; in addition, the simulation results
show that the omission of these CIRs causes minor error in theNLoS CIR estimation in the
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cases with lower average room internal surface reflectivityor with room with medium / large
size. The analysis of reflection and obstruction caused by other opaque objects, such as human
bodies or furnitures, is complicated, and the generic modelfor these effects have not been
developed yet. Therefore, it is assumed that the random objects in the room cause minor effects
on the channel.
3.3 Preliminary
In the following CIR analysis, the same method is used in partof each CIR calculation with
TWR, TFCR and TWCR. In this common method, a link from a light source element via a
single diffused reflection by an infinite plane to a receivingelement is considered. A closed-
form expression for calculating the impulse response of this link in a special case is presented
in [23]. However, the CIR result for the general case has not been presented in detail. For the
convenience of presenting the NLoS CIR results with TWR, TFCR and TWCR, we extend the
work in [23] and present the expression for the general case in the following subsection.
Figure 3.2: The deployment of a single reflection light propagation channel.
Figure 3.2 shows the setup for a single reflection channel. A light source with a Lambertian
emission order ofm and an orientation of~os = [xs ys zs] isLs away from the plane. A receiving
element with a physical area ofAr and an orientation of~or = [xr yr zr] is Lr away from the
plane. Both the light source and the receiving element have the projection points on the plane.
The distance between the two projection points isLb. The effective reflectivity of the surface
is ρ. The CIR for this single reflection link is concluded in the following proposition.
Proposition 1 With specified values form, Ar, ρ, Ls, Lr, Lb, ~os and~or, the impulse response
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In Proposition 1,c represents the speed of light,U (u) is the the unit step function, andR (u)
is the the ramp function which is defined as:R (u) = 12 (u+ |u|). The expression off(r, θ)
is proportional to the power loss of the transmission through the path via the point(r, θ) on
the plane. All of the photons reflected by the points at(rθ(t), θ) reach the receiving element
with a delay oft. Formuladrθ(t)dt simply denotes the first derivative ofrθ(t) respect tot. The
detailed proof of Proposition 1 is given in Appendix A. Note that the orientation vectors~os and
~or are defined based on the Cartesian coordinate system shown inFigure A.1 in Appendix A.
Figure 3.3 shows three example CIRs simulated using Monte Carlo method and that using (3.2).
In the simulation of these CIR results, a receiving element physical area ofAr = 1 cm2 and a
effective reflectance ofρ = 0.74 are defined. The configurations for different setups are listd
in Table 3.1. The agreement between the curves generated using (3.2) and that simulated using
Monte Carlo method proved the calculation accuracy of the proposed method with various link
configurations. The impulse response in a continuous time system is considered in this study.
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Proposed method, setup 1
Proposed method, setup 2
Proposed method, setup 3
Figure 3.3: Single reflection CIR simulation results calculated using(3.2)and the Monte Carlo
method. A receiving element physical area ofAr = 1 cm2 and a effective re-
flectance ofρ = 0.74 are defined. The configurations for different setups are listd
in Table 3.1.
Note that the unit of the impulse response is ‘1/s’. The output of a continuous time system can
be written asy(t) = h(t)⊗x(t), wherex(t) refers to the input signal. In order to make sure the
input signal and output signal have the same unit, the integral
∫
h(t)dt has to be dimensionless.
Since the variable time is in the unit of ‘second’, the impulse response function should use the
unit of ‘1/s’.
Parameter φ1/2 Ls Lr Lb ~os ~or
Setup 1 60◦ 3 m 2 m 1 m [0 0 1] [0 0 1]
Setup 2 40◦ 1 m 1 m 1 m [0 0 1] [0 1 0]
Setup 3 60◦ 2 m 1 m 3 m [1 0 0] [-1 0 0]
Table 3.1: Single reflection CIR simulation parameters
3.4 Detailed Analysis of Component Non-line-of-sight Chanel Im-
pulse Response
In this section, the CIR analysis for the channel with TWR, TFCR and TWCR categories are
presented. A cuboid room with a size oflx × ly × lz is defined. For the convenience of
description, a number of parameters related to the positionof the transmitter and the receiver
are defined. As shown in Figure 3.1 (f), the ceiling, the floor and one of the walls are used as
references.zs denotes the distance from the transmitter (ceiling) to the floor plane;zr denotes
the distance from the receiver to the floor plane;Ds denotes the distance from the transmitter to
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the wall plane;Dr denotes the distance from the receiver to the wall plane; thetransmitter and
the receiver have projections on the line where the floor plane and the wall plane intersect, and
the distance between these two projection points is denotedasW ; considering the projections
of the transmitter and the receiver on the floor plane, the distance between these two projection
points are denoted aŝW . These parameters are also illustrated in Figure 3.1 (f).
3.4.1 Transmitter-to-Wall-to-Receiver Channel Impulse Response
The CIR of TWR can be readily calculated using (3.2) with a serie of specified parameters. The
configuration of these parameters in (3.2) for TWR category is closely related to the positions
of the transmitter and receiver in the defined room. Figure 3.4 shows the TWR geometry
associated with a Cartesian Coordinate system. From the geometry shown in this figure, the
configuration to (3.2) in the TWR CIR calculation can be foundas:
h
[1]
























Figure 3.4: Light propagation geometry in TWR category.
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Figure 3.5: NLoS CIR results with TWR category calculated using(3.8) and the Monte Carlo
method. The configurations for different setups are listed in Table 3.2.
Figure 3.5 shows a number of CIRs in TWR category with different setups calculated using
(3.8). The corresponding CIR results generated using the Monte Carlo method are also pre-
sented in Figure 3.5. The configuration of these setups is listed in Table 3.2. The configuration
of the remaining common parameters are listed in Table 3.3. The agreement between the CIR
results generated by different methods validates the CIR calculation expression in TWR cate-
gory (3.8).
Parameter φ1/2 Ds Dr W zr
Setup 1 60◦ 1 m 1 m 1 m 0.75 m
Setup 2 60◦ 2 m 1.5 m 1 m 0.75 m
Setup 3 60◦ 1 m 1 m 2 m 0.75 m
Setup 4 40◦ 1 m 1 m 1 m 1.5 m
Table 3.2: Setup configuration for the CIR with TWR category.
Parameter Symbol Value
PD area / receiving area Apd / Ar 1 cm2
Wall effective reflectance ρw 0.74
Ceiling effective reflectance ρc 0.38
Floor effective reflectance ρf 0.61
Room height zs 3 m
Time delay step ∆t 0.1 ns
Table 3.3: Default system parameters in the simulation of the NLoS CIR or part of the NLoS
CIR.
3.4.2 Transmitter-to-Floor-to-Ceiling-to-Receiver Channel Impulse Response
In the TFCR channel category, the light undergoes two reflections bounced by an infinite ceiling
and an infinite floor, respectively. Therefore, the CIR calcul tion is decomposed into two parts.
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Figure 3.6: Light propagation geometry in TFCR channel.
The first part of the CIR is a line-of-sight (LoS) propagationfrom the transmitter to a point
~ab,tfcr on the floor as shown in Figure 3.6. The CIR of the first part of the c annel is denoted as
h
[2]
t2f(t). The second part of the channel can be treated as a single reflection link from the point
~ab,tfcr bounced by the ceiling to the receiver. The corresponding CIR is denoted ash
[2]
fcr(t),
which can be calculated using the single reflection CIR model. The overall CIR with TFCR
















where⊗ denotes the convolution operation, andWf denotes the area over an infinite floor. For
the convenience of converting the 2-D integral into two 1-D integrals, the whole space is de-
fined by a three-dimensional (3-D) Cartesian coordinate systemx-y-z and a cylinder coordinate
systemr-θ-z. Both coordinate systems are shown in Figure 3.6. The originis defined at the
point right below the transmitter on the floor. Thus, in the Cartesian coordinate system, the
coordinates of the point~ab,tfcr can be defined as(r cos θ, r sin θ, 0). In conjunction with the

















whereδ(u) represents the Dirac delta function. The CIR of the second part of channel can be
calculated using (3.2) as:
h
[2]
fcr(t) = h{1,Apd,ρc,zs,zs−zr,r̃,~ob,tfcr,~or,tfcr}(t), (3.14)
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where the floor has a mode numberm = 1; ρc denotes the reflectance of the ceiling; both
the orientations of the floor and the receiver are upward towards the ceiling~ob,tfcr = ~or,tfcr =
(0, 0, 1); andr̃ can be calculated using the law of Cosine as:
r̃ =
√
r2 + Ŵ 2 − 2rŴ cos θ. (3.15)
In order to reduce the computational complexity of the CIR calcul tion, the following approxi-





























The derivation of (3.16) and its accuracy are presented in Appendix B. Next, (3.13) and (3.16)

























































where the termDtfcr denotes the shortest propagation path via point~ab,tfcr in the TFCR chan-
nel. Its value can be calculated as:
Dtfcr =
√
r2 + z2s +
√
(2zs − zr)2 + r2 + Ŵ 2 − 2rŴ cos θ. (3.19)
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The term with unit step function in (3.18) indicates that a non-zero value ofh[2]tfcr(t) requires
ct ≥ Dtfcr, which can be expanded as:
(











c2t2 − Ŵ 2 − (2zs − zr)2 + z2s
)2
≤ 0. (3.20)
With the satisfaction of (3.20), the integration range in (3.18) should be changed to a limited
region, and the unit step function in (3.18) can be modified tobe U (t−D0,tfcr/c), where
D0,tfcr =
√



































Note that in the modification (3.21), the expression is multiplied by a factor of2, and the
lower limit of the integral withθ is change to0. This is because expression (3.18) is reflection
symmetric respect to thex-axis. The integration limitsr1 andr2 in (3.21) can be calculated
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.
To ensure the existence of real values ofr1 andr2, the termc2tfcr,2 have to be greater than zero,














: r ≥ ctctfcr,2−Ŵ(c
2t2−c2tfcr,1)
2(c2t2−Ŵ 2)




A further simplification to (3.21) can be carried out by solving the integral respect toθ. There-
fore, the final CIR expression for the TFCR category can be written n a form with a 1-D integral
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Figure 3.7: NLoS CIR results with TFCR category calculated using(3.25)and the Monte Carlo
method. The configurations for different setups are listed in Table 3.4.
Figure 3.7 shows a number of CIRs in TFCR category with different setups calculated using
(3.25). In addition, the corresponding CIR results generated using the Monte Carlo method
are also presented in Figure 3.7. The configuration of these stup are listed in Table 3.4.
The configuration of the remaining common parameters are listed n Table 3.3. The agreement
between the CIR results generated by different methods validate the CIR calculation expression
in TFCR category (3.25).
Parameter φ1/2 Ŵ zr
Setup 1 60◦ 0 m 0.75 m
Setup 2 60◦ 3 m 0.75 m
Setup 3 40◦ 0 m 0.75 m
Setup 4 60◦ 0 m 1.5 m
Table 3.4: Setup configuration for the CIR with TFCR category.
3.4.3 Transmitter-to-Wall-to-Ceiling-to-Receiver Channel Impulse Response
In the TWCR category, a half infinite ceiling and a half infinite wall are considered as shown in
Figure 3.8. The bound of the ceiling and wall planes is the linof their intersection, and these
two planes extend infinitely to any other directions. Similar to the case in TFCR category, the
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Figure 3.8: Light propagation geometry in TWCR channel.
TWCR channel is divided into two parts. The first part of the channel is from the transmitter
reflected by the wall to a point~ab,twcr on the ceiling. The corresponding CIR is denoted as
h
[2]
twc(t), which can be calculated using the single reflection CIR exprssion (3.2). The second
part of the channel is a LoS propagation from the ceiling point ~ab,twcr to the receiver which is
















whereWc denotes the entire area of the ceiling plane. Similar to the cas of TFCR category, a 3-
D Cartesian coordinate systemx-y-z used to define the space as shown in Figure 3.8. The origin
is defined at the projection point of the transmitter on the wall pl ne. Thus, in the Cartesian
coordinate system, the coordinates of the ceiling point~ab,twcr can be written as(x, y, 0). In
conjunction with the source position of~as,twcr = (Ds, 0, 0) and the wall planex = 0, the CIR
calculus of the first part channel can be calculated using (3.2) as:
dh
[2]
twc(t) = ℏ{m,dA,ρw,Ds,x,|y|,~o⋆s,twcr,~o⋆b,twcr} (t) , (3.27)
whereρw denotes the reflectance of the wall. Note that the orientation vectors~o⋆s,twcr =
~o⋆b,twcr = (0, 1, 0) are based on the Cartesian coordinate system defined in Appendix A. They
are converted from~os,twcr = ~ob,twcr = (0, 0,−1) which are based on the Cartesian coordi-
nate system defined in Figure 3.8. Similar to the case in TFCR channel, an approximation to
dh
[2]
twc(t) is used to reduce the computational complexity. The approximated expression is given
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D̂s denotes the modified distance from the transmitter to the wall surface;x̂ denotes the mod-
ified distance from the~ab,twcr to the wall surface; the shortest propagation distance fromthe
transmitter via the wall plane to~ab,twcr is denoted asD0,twc =
√
(Ds + x)


























2 + 4y2 (m0.045 − 1)

 . (3.31)










whereβtwc = 0.8088 exp(−0.6878m) + 0.5304 exp(−0.007006m). The derivation of (3.28)
and the evaluation of its accuracy is presented in Appendix C. The second part of the TWCR












where the propagation distance from point~ab,twcr to the receiverDc2r is calculated as:
Dc2r =
√
(zs − zr)2 + (x−Dr)2 + (y −W )2. (3.34)
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where the unit step function indicates that a non-zero valueof h[2]twcr(t) requiresct ≥ D0,twc +






c2t2 + 2 (Ds +Dr)x− (zs − zr)2 −W 2 −D2r +D2s
)
y




c2t2 + 2 (Ds +Dr) x− (zs − zr)2 −W 2 −D2r +D2s
)2
≥ 0. (3.36)
With the satisfaction of (3.36), the integration range in (3.35) should be changed to a limited











(zs − zr)2 +D2r
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denotes the shortest propagation path in the




















































The integration limitsy1 andy2 in (3.37) can be calculated by solving the inequality (3.36)with




c2t2 − c2twcr,1 + 2 (Ds +Dr) x
)
+ ctctwcr,2




c2t2 − c2twcr,1 + 2 (Ds +Dr) x
)
− ctctwcr,2
2 (c2t2 −W 2) , (3.39)
wherec2twcr,1 = (zs − zr)2+W 2+D2r −D2s andc2twcr,2 =
(







2. To ensure the existence of the real-value solution toy1 andy2, the
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termc2twcr,2 have to be greater than zero, which leads to the solution to the in egration limitx:
x =
(√
c2t2 −W 2 −Ds
)2
− (zs − zr)2 −D2r
2
(√
c2t2 −W 2 −Ds −Dr
) . (3.40)
Delay [ns]



















Figure 3.9: NLoS CIR results with TWCR category calculated using(3.37) and the Monte
Carlo method. The configurations for different setups are listed in Table 3.4..
Figure 3.9 shows a number of CIRs in TFCR category with different setups calculated using
(3.37). In addition, the corresponding CIR results generated using the Monte Carlo method
are also presented in Figure 3.9. The configuration of these stup are listed in Table 3.5.
The configuration of the remaining common parameters are listed n Table 3.3. The agreement
between the CIR results generated by different methods validate the CIR calculation expression
in TWCR category (3.37).
Parameter φ1/2 Ds Dr W zr
Setup 1 60◦ 0.5 m 0.5 m 0.5 m 0.75 m
Setup 2 60◦ 2 m 1 m 0.5 m 0.75 m
Setup 3 40◦ 0.5 m 0.5 m 0.5 m 1.5 m
Setup 4 60◦ 0.5 m 0.5 m 2 m 0.75 m
Table 3.5: Setup configuration for the CIR with TWCR category.
3.5 Overall Non-line-of-sight Channel Impulse Response
In conjunction with analytical results for component CIRs in d fferent light propagation cate-
gories, the overall CIR can be accurately approximated. Firstly, the geometric parameters with
respect to each wall, such asDs,Dr,W , Ŵ , should be calculated as what follows. The defined
cuboid room with a size oflx× ly× lz is shown in Figure 3.10. The space in the room is defined
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by a 3-D Cartesian coordinate system. The transmitter location is defined at~as = (x̂s, ŷs, ẑs)
and the receiver location is defined at~ar = (x̂r, ŷr, ẑr). Each wall is marked with a number
n = 1, 2, 3, 4. The case withn = 1 andn = 2 correspond to the wall withy = 0 andy = ly,
respectively. The case withn = 3 andn = 4 correspond to the wall withx = 0 andx = lx,
respectively. Thus, the calculation of the geometric parameters can be found as the expressions




















tfcr (t) can be calculated using (3.8),
(3.25) and (3.37), respectively.
Figure 3.10: A cuboid room of sizelx × ly × lz with transmitter and receiver location of~as and
~ar, respectively.
















(x̂s − x̂r)2 + (ŷs − ŷr)2
Table 3.6: Expressions for the geometric parameters in the proposed NLoS CIR calculation
method.
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3.5.1 Calculation Accuracy Evaluation
Figure 3.11 shows the NLoS CIR results based on (3.41) in comparison to the results of using
Monte Carlo method. The setups of the analytical calculations and corresponding simulations
are listed in Table 3.7. In Setup 1 and setup 2, a small square room and a longer rectangular
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Monte Carlo, any order
Monte Carlo, 1st & 2nd order
Proposed
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Figure 3.11: NLoS CIR results with different configurations. The sub-plot (a), (b), (c) and (d)
correspond to the link setup 1, 2, 3 and 4, respectively. In addition to the results
generated using the proposed method, those generated usingthe Monte Carlo
method considering all reflections and considering1st and2nd order reflections
are also presented.
room are considered, respectively. In setup 3 and setup 4, a much larger room is considered with
various transmitter / receiver positions. In setup 1, the transmitter and the receiver are close to
each other, and due to the small size of the room, the link is clo e to the walls. Consequently,
the overall magnitude of the NLoS CIR is relatively higher, and the responses due to1st order
reflections dominate the NLoS CIR, especially for the respone with short delays. In setup 2,
the increased indoor space and the increased transmitter rec iver separation leads to a NLoS
CIR with a decreased magnitude. In setup 3 and setup 4, the considered transmitter / receiver
positions are further away from the walls. As expected, the magnitude of the CIRs due to1st
order reflections decreases significantly. Compared to the cas of setup 3, the distance between
the transmitter and the receiver in setup 4 is longer, and thebeam width of the transmitter is
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narrower. Therefore, the resulting NLoS CIR has a very low response magnitude.
The accuracy of the approximation using the proposed methodvaries with the time delay. For
the responses with short delays (roughly the first 10 ns), theproposed method offers excellent
accuracy. For the responses with medium delay (roughly another 10 ns after the short delay),
the proposed method underestimate the CIR due to the omission of the response caused by
part of the2nd reflections with TWWR, TFWR categories and higher order reflections. For the
responses with long delay, the proposed method over-estimate the CIR compared to the results
generated using the Monte Carlo method considering the1st and2nd order reflections. This is
because the proposed CIR calculation method with each propagation category omits the effects
of the boundary of the surfaces, which introduces extra responses with long delay. However,
this over-estimation is lower than the responses caused by higher order reflections. In another








Setup 1 5 m× 5 m× 3 m (2.5, 2.5, 3) (2 1.5 0.75) 60◦
Setup 2 5 m× 8 m× 3 m (2, 2, 3) (2.5, 6, 0.75) 60◦
Setup 3 10 m× 10 m× 3 m (4, 4, 3) (5, 7, 0.75) 60◦
Setup 4 10 m× 10 m× 3 m (2, 3, 3) (8, 7, 0.75) 40◦
Table 3.7: Link configurations correspond to the NLoS CIR results shownin Figure 3.11.
Figure 3.12 shows the corresponding magnitude response of the NLoS channels. It can be
observed that with the presence of LoS path between the transmitter and the receiver, the accu-
racy of the approximation using the proposed method varies wth frequency. For the magnitude
response with extremely low frequency (< 5 MHz), the proposed method underestimate the
response relative to the case with the Monte Carlo method considering any order of reflections,
but roughly the same as the case with the Monte Carlo method considering the1st and2nd
order reflections. For the magnitude response with low frequency (5– 50 MHz), the trend of the
three curves is similar with a slight mismatch. For the magnitude response with high frequency
(> 50 MHz), the three curves are virtually identical.
3.5.2 Computational Time Evaluation
The calculation of (3.8), (3.25) and (3.37) requires solving only one or two 1-D numerical
integrals. Therefore, the computational complexity of (3.41) is quite modest. In this section,
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Figure 3.12: NLoS magnitude response results correspond to the four setup shown in Fig-
ure 3.11.
the computation time of the proposed method is evaluated compared with that of the state-of-
the-art methods. In this study, the numerical integrationsin (3.41) are implemented based on
the Trapezoidal rule, and the interval for each definite integral is divided intoN bins. The
more number of the bins, the more accurate the calculated result. Sinceθ is the variable in the
integral (3.8), the number of bins in the integral (3.8) is defined asNθ. Similarly, the numbers
of bins in the calculation of (3.25) and (3.37) are defined asNr andNx (Ny), respectively. It
has been empirically identified thatNθ = 50 , Nr = 50 andNx = Ny = 30 offer reasonably
accurate NLoS CIR results with short computation time.
The impulse response of a channel is in a form of a continuous signal. In the actual CIR calcu-
lation, the result with a fixed time resolution is produced. By increasing the time resolution, a
more clear view of the CIR can be obtained to characterise thechannel with a wider frequency
range. Two link setups are simulated to test the computationtime of using different methods.
The indoor environment configuration is listed in Table 3.8.The defined half-power semi-angle
is φ1/2 = 60
◦, and the remaining parameters are the same as those listed inTable 3.3. The first
link considers a small room with closely located transmitter and receiver in the room centre.
The second link considers a larger room with a distant separation between the transmitter and
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the receiver. Figure 3.13 shows the required computation time in Matlab varies with the time
resolution∆t.
Parameters Room size Transmitter coordinate Receiver coordinate
Setup 1 5 m× 5 m× 3 m (2.5, 2.5, 3) (2.5, 2.5, 0.75)
Setup 2 10 m× 10 m× 3 m (2.5, 2.5, 3) (7.5, 7.5, 0.75)
Table 3.8: Setup configurations in the computation time evaluation.
The considered calculation methods include the deterministic method proposed in [67], the
Monte Carlo method proposed in [68] and the proposed method in this study. To ensure the fair-
ness of the comparison, up to2nd order reflections are considered in the deterministic method
and the Monte Carlo method. In the case of deterministic method, the block size is configured
based on the time resolution asAe = 2c2∆t2 [69]. In the case of Monte Carlo method, the ray-
tracing process is repeated until the normalised mean square error (NMSE) of the CIR result
is less than2.5 × 10−3. Calculating low time resolution CIR (∆t > 0.7 ns), the deterministic
and Monte Carlo methods are able to calculate the results with a computation time in the range
from a few seconds to about100 s. With the same time resolution, the proposed method is
able to finish the calculation with a computation time of lessthan0.1 s. With the decrease of
∆t, the required computation time for all three methods increases. The required time for the
deterministic method increases significantly. In the case of ∆t = 0.1 ns, the computation time
for the deterministic method is in the range from several hours to more than three days. This is
because the increased time resolution leads to a significantly increased number of blocks with
smaller size. Since the deterministic method considers allpossible propagation paths between
blocks and their combinations, the increased number of blocks significantly increases the com-
putational complexity. In addition, increasing the room size requires more number of blocks to
fill the larger internal surface area. Therefore, for the deterministic method, the computation
time also increases significantly with the increase of the room size. In the case of the Monte
Carlo method, the increase of computation time with the decrease of∆t is not as significant as
that of the deterministic method. With∆t = 0.1 ns, several minutes are required for obtaining
an accurate CIR result. This increase in computation time isbecause the time bin width gets
narrower with higher time resolution. A narrower bin width requires more samples to average
out the noise caused by the random process. In setup 2, the receiver is further away from the
transmitter. Consequently, the traced ray has a lower probability to reach the region close to
the receiver. Therefore, more computation time is requiredfor the Monte Carlo method if the
separation between the transmitter and receiver increases. In contrast, the computation time
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for the proposed method increases slightly with the decrease of ∆t. With a ∆t = 0.1 ns, the
computation time for the proposed method is still less than asecond. Furthermore, the required
computation time varies slightly for different link setups.
∆t [ns]

























Monte Carlo, setup 1
Monte Carlo, setup 2
Deterministic, setup 1
Deterministic, setup 2
Figure 3.13: NLoS CIR computation time with different calculation methods.
3.6 Summary
In this chapter, a computationally efficient analytical method was proposed to calculate the
NLoS CIR in typical indoor VLC deployments. In the proposed method, the NLoS channel are
decomposed into multiple components with different categori s. The categorisation is based on
the terminals and surfaces that the light undergoes. Based on a single reflection CIR expression,
the CIR calculations for TWR, TFCR and TWCR propagation categori s are presented. In
order to reduce the computational complexity, suitable approximation functions are used in the
calculation. By combining the CIR calculation for different propagation categories, the final
NLoS CIR calculation scheme is proposed. The CIR results calculated using the proposed
method are compared with those generated by using the Monte Carlo method proposed in [68]
and the deterministic ray-tracing method proposed in [67].In comparison with the benchmark
methods, the proposed method can provide accurate CIR results for NLoS channels with up to
2nd order reflections. Furthermore, the required time for the proposed method is significantly
shorter than the benchmarks (typically less than a second).Because of this computational
efficiency, the proposed method will be used in Chapter 4 to evaluate the effects of the NLoS
light propagation on the downlink performance of LAC networks.
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Chapter 4
Downlink Performance of LiFi Attocell
Networks
4.1 Introduction
With the recent great advancements in research of optical wire ess communication (OWC) tech-
nologies and the demand of wide coverage OWC service, a few studie on the subject of net-
worked OWC have been conducted by other researchers. The autors of [19] have proposed a
cellular OWC scheme with traditional resource partitioning to mitigate co-channel interference
(CCI) using a larger spatial reuse distance in an indoor infrared (IR) wireless communication
system. In [84], the performance of optical wireless hotspot was compared to that achieved by
a radio frequency (RF) system. That study also investigatedth relationship between signal-to-
noise ratio (SNR) and the horizontal distance of a user equipment (UE) from the cell centre. A
visible light communication (VLC) system adopting cellular characteristics using a light shap-
ing diffuser was proposed in [85]. As one of the networked OWCsystems, a light fidelity (LiFi)
attocell (LAC) network not only provides high data transmission and wide coverage, but also
offers a number of more advanced features as introduced in Chapter 2. Since a LAC network is
a newly proposed concept, many related research questions sll remain open.
In this study, a number of fundamental issues related to the downlink performance of LAC net-
works are investigated using the downlink framework based on optical-orthogonal frequency
division multiplexing (O-OFDM) introduced in Chapter 2. Firstly, a LAC network is deployed
within a single room surrounded by walls, ceiling, floor and other objects. Thus, the effects of
non-line-of-sight (NLoS) channel and network size are investigated by conducting simulations
using the proposed method in Chapter 3. In addition, the effects of varying a number of key
system parameters, such as cell radius and light source radiation pattern, are considered. This
is particularly important when piggy-backing the LAC network n existing lighting infrastruc-
tures which leaves little possibilities to optimise the network for communication. Furthermore,
the downlink performance with different cell deployments (regulated or randomly distributed)
are evaluated. A series of downlink system metrics, such as signal-to-interference-plus-noise
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ratio (SINR) statistics, cell data rate, are analysed and evaluated. Analytical expressions are
derived to efficiently calculate the values of these metricswithout using time consuming simu-
lations. Finally, the performance of LAC networks are compared with that of other small-cell
networks to demonstrate the potential of LAC networks.
The remainder of this chapter is arranged as what follows: the s udies of the effects of NLoS
channel and network size are presented in Section 4.2. In Section 4.3, the effects of varying
key system parameters and their configurations are analysedand discussed. The downlink
performance of the LAC networks with various cell deployments are evaluated in Section 4.4.
The analysis of the SINR statistics with hexagonal (HEX) andPoisson point process (PPP)
cell deployments are presented in Section 4.5. The analysisof the average cell data rate and
outage probability with O-OFDM and bit-loading is presented in Section 4.6. The comparison
between the downlink performance of LAC networks and that ofthe other small-cell systems is
presented in Section 4.7. In the following LAC downlink simulation or calculation results in this
chapter, the case with direct-current-biased optical orthogonal frequency division multiplexing
(DCO-OFDM) scheme is used as an example, and the system paramete s listed in Table 4.1 are
used if they are not specified. The orientations of the transmitters and the receivers are directed
downwards and directed upwards, respectively. The justifica ion is the same as that introduced
in Chapter 3 Section 3.2.
Parameters Symbol Values
Transmitter height zs 3 [m]
Receiver height zr 0.75 [m]
Receiver field of view ψmax 90◦
Modulation bandwidth Fs 360 [MHz]
Front-end device bandwidth factor Ffe 31.7 [MHz]
DC-bias level ǫDC 0.5∆ǫ
Signal amplitude range ∆ǫ 6.4
PD responsivity ηpd 0.4 [A/W]
PD physical area Apd 1 [cm2]
Number of subcarriers K 512
Cell centre illuminance from O-BS Ẽv 500 [lux]
Background illuminance Ev,bg 100 [lux]
Absolute temperature T 300 [K]
Receiver load resistance RL 500 [Ω]
Table 4.1: Default LAC downlink system parameters.
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Setup 2 Setup 1
Figure 4.1: Transmitter and receiver locations in a square room with3 × 3 square cells.
4.2 Effects of Non-line-of-sight Channel and Network Size
In Chapter 3, an analytical method to calculate the NLoS channel impulse response in VLC
systems has been introduced. In this section, the downlink SINRs based on the free-space
light propagation channel including the line-of-sight (LoS) and NLoS light propagations are
evaluated in a case study. In addition, the corresponding downlink SINRs based on the channel
with only LoS propagation are also presented for comparison. In addition, the performance of
the LAC downlink system deployed in rooms with different number of cells is evaluated. In
other words, the effects of varying the network size is considered.
4.2.1 Effects of Non-line-of-sight Channel
In this subsection, the effects of NLoS channel is investigated using a case study with sim-
ulations. A LAC network deployed in a square room is considere in this case study, and
3 × 3 square cells are deployed in the room as shown in Figure 4.1. An edge length of4.5 m
for a square cell and a half-power semi-angle ofφ1/2 = 40
◦ for the downlink transmitter are
assumed. The simulated UEs are located at(6.75, 6.75), (3.375, 6.75) and(1.125, 1.125) in
setup 1, 2 and 3, respectively. Each UE selects the closest optical-base station (O-BS) as its
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Figure 4.2: SINR varies with frequency in setup 1, 2 and 3.
serving access point (AP). The reflectance of wall, floor and ceiling are0.74, 0.61 and0.38,
respectively [82]. The LAC downlink system parameters are list d in Table 4.1.
The vertical separation between transmitter and receiver is defined as∆z = zs − zr. According
to the configuration listed in Table 4.1, the corresponding∆z is 2.25 m. The downlink SINR
is calculated by using (2.53) in Section 2.9 of Chapter 2. Note that the method introduced in
Chapter 3 is used to calculate the NLoS channel impulse response (CIR) of the link between
each transmitter and the receiver. The CIR due to the LoS channel component is calculated
using (2.17) in Section 2.4.2.1 of Chapter 2. The free-spaceCIR from theith O-BS to the
receiver is denoted ashfs,i(t), and the free-space channel frequency responseHfs,i(k) in (2.53)









The net-effect of the optical filter loss and optical concentrator gain at the receiver side is
assumed to provide a unity gain for simplicity. The field of view (FoV) of the receiver is
assumed to be90◦.
The results of the downlink SINR varying with frequency is shown in Figure 4.2. Due to the
low pass characteristics of the front-end elements, the overall trend of the SINR decreases with
the increase of the frequency. Setup 1 represents the performance of a UE in the cell centre
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in the room centre, which offers the highest SINR results. Setup 2 and setup 3 represent the
performance of UEs close to the room edge, which offers lowerdownlink SINR. Compared to
setup 2, the UE in setup 3 is closer to the room corner, but further away from the interfering
O-BSs. Consequently, the SINR at low frequency for setup 3 ishigher than that achieved in
setup 2. Comparing the case with LoS+NLoS and the case with LoS only, the SINRs with these
two cases match each other at frequency higher than100 MHz. With an increase of frequency
in the low frequency range, the result with LoS+NLoS oscillates around the result with LoS
only. The variance of the observed oscillation is up to a few dB. In addition, the SINR with
LoS+NLoS is always lower than that with LoS only at DC.
Next, the achievable data rate is considered in this case study. Taking the advantage of O-
OFDM system, adaptive modulation and coding (AMC) schemes [30] are used to assign differ-
ent number of bits on each subcarrier according to the corresponding SINR level. In this study,
the AMC schemes listed in Table 4.2 are considered, whereTn denotes the SINR threshold for
thenth level modulation and coding, andεn denotes the spectral efficiency (bits/symbol) of the
nth level modulation and coding.
AMC scheme 1 AMC scheme 2
n Tn [dB] εn [bits/symbol] Tn [dB] εn [bits/symbol]
0 - 0 - 0
1 9.8 2 -6 0.1523
2 13.4 3 -5 0.2344
3 16.5 4 -3 0.3770
4 19.6 5 -1 0.6016
5 22.5 6 1 0.8770
6 25.5 7 3 1.1758
7 28.4 8 5 1.4766
8 31.3 9 8 1.9141
9 34.3 10 9 2.4063
10 37.2 11 11 2.7305
11 - - 12 3.3223
12 - - 14 3.9023
13 - - 16 4.5234
14 - - 18 5.1151
15 - - 20 5.5547
Table 4.2: Adaptive Modulation and Coding
The AMC scheme 1 is the uncoded quadrature amplitude modulation (QAM) [86] achieving a
maximum bit error rate (BER) target of1 × 10−3. This scheme is reliable and simple to im-
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AMC 1, LoS only
Figure 4.3: Adaptive modulation and coding scheme in setup 1.
plement, and has been used in several experimental studies [30, 65, 66]. However, this scheme
achieves a relatively low spectral efficiency and the minimum required SINR is as high as
9.8 dB. The AMC scheme 2 is used in the Long Term Evolution (LTE) system [87], which is
more spectrally efficient, and the lowest acceptable SINR is−6 dB. However, it is more com-
plex to implement. Figure 4.3 shows an example for setup 1 with AMC scheme 1. The results
with LoS+NLoS and the results with LoS only are presented. Inaddition, the corresponding
results of using Shannon capacity are also provided for comparison.
The SINR with LoS+NLoS is higher than that with LoS only on some subcarriers, but lower
on the other subcarriers. In other words, more number of bitsare loaded in the case with
LoS+NLoS on some carriers compared with the case with LoS only, but fewer on the remaining
subcarriers. However, the accumulated sum rates includingall subcarriers for both cases are
very close. This is demonstrated in Figure 4.4, which shows the accumulated data rate in
setup 1, 2 and 3 in the case with LoS+NLoS and the case with LoS only. The accumulated data
rate results show little difference between the case with LoS+NLoS and the case with LoS only.
Thus, it can be concluded that in the downlink analysis of LACnetworks, the omission of NLoS
channel components would not introduce significant error inthe estimation of the accumulated
data rate. Therefore, the case with channel considering only L S light propagation is considered
in the remaining analysis and simulations for lower simplicity and better tractability. However,
this does not mean the effects of NLoS channel are negligiblein LAC systems for all cases.
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Figure 4.4: Accumulated data rate in setups 1, 2 and 3.
The importance of NLoS channel depends on the metric that is con idered in the research. For
example, if the exact bit-loading solution for highest datarate demonstrated in this section is
the major concern, the effect of NLoS would be important and should not be omitted.
According to (2.17), the free-space light propagation channel gain with only LoS component in




cosm φ cosψ1ψ≤ψFoV (ψ) . (4.2)
Assume a horizontal offsetr between the O-BS and the UE, which is related to the Euclidean
distance between the O-BS and the UE asr2 + ∆z2 = D2. Therefore, the free-space signal









4.2.2 Effects of Network Size
In this subsection, the downlink performance of UEs with random user locations is evaluated.
With large number of iterations in UE positions, the averagechievable data rate per cell can be
calculated for the considered LAC networks. Except the spatial location of UEs, the remaining
configurations and parameters are the same as those considered n Section 4.2.1. Furthermore,
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Figure 4.5: Cell data rate varies with network size.
Figure 4.5 shows the simulated downlink cell data rate of LACnetworks with3 × 3, 5 × 5,
7 × 7 and9 × 9 square cells. It can be observed that with the increase of network size, the cell
data rate decreases. This is because, there would be more interf ri g O-BSs around each cell if
the network size increases, especially for cells away from the room edges. Consequently, the
increase of the CCI level leads to a decrease of SINR and cell data rate. In an extreme case,
the network extend infinitely in the horizontal space. The corresponding cell data rate result is
also shown in Figure 4.5, which exhibits the minimal compared to the cases with smaller finite
network size. This is because the number of surrounding interfering O-BSs is maximised for
each cell in this worst case, thereby causing a maximised CCIlevel in each cell. Note that the
simulation of ‘infinite’ network is achieved by consideringa single cell surrounded by a large
number of interfering O-BSs. Only the interfering O-BSs that is sufficiently far away from
the considered cell (introduce negligible CCI) are not included in the simulation. This way of
simulation uses the characteristic that the downlink setup(the number and spatial distribution
of interfering O-BSs) respect to each cell is identical in aninfinite network.
Therefore, in the following analysis in this thesis, LAC networks with infinite network size are
considered. The reasons are two fold. Firstly, the LAC system with infinite network shows
a worst case performance in terms of connection quality compared to the cases with smaller
finite network. On the other hand, the performance characteristics in each cell is identical
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in an infinite network. In other words, the analysis of a single cell is sufficient to reflect the
performance in the whole network. This introduces significant reduction in analysis complexity,
which leads to tractable theoretical results in the downlink performance analysis.
4.3 System Parameters Evaluation
The performance of a LAC network depends on many factors as implied by formula (2.53) in
Chapter 2. Some of the parameters can be controlled by a predefin system configuration.
In this section, two key parameters closely related to the network configuration are studied.
One of the parameters is the cell radiusR in a grid based LAC network or O-BS densityΛ in
a point process based LAC network. It determines the averagenumber of UEs that an O-BS
should serve and the number of cells in a room. The other parameter is the radiation pattern
of the light source, which is controlled by the Lambertian emission orderm. The radiation
pattern defines the signal strength in any radiation direction from the light source. These two
parameters determine spatial distribution of the receiveddesired signal strength by a UE within
each cell and the significance of CCI to other cells. Therefore, two configuration objectives are
considered which include the maximisation of desired signal strength and the minimisation of
introduced CCI in this section.
4.3.1 Co-Channel Interference Minimisation
Here a mathematical analysis is used to determine the appropriate setting forR andm with the
objective of CCI minimisation. Considering an O-BS with an optical output ofPopt serving a
circular cell underneath it, part of the radiated signal power received by the desired coverage
area, while the remaining signal power is incident on other cells as CCI. Note that the received
electrical signal power monotonically increases with the corresponding received optical power.
Therefore, in this section, the received optical power is considered instead of the received elec-
trical signal power for simplicity. Figure 4.6 shows the geometry of this setup.
The considered O-BS is∆z away from the cell centre. In order to minimise CCI, it is preferred
to allow more radiated signal power from the O-BS to stay within t e coverage area of that
O-BS, and to let less signal power leak into other cells. If the optical power reaching the
desired coverage area is defined asPopt,d, the objective becomes maximisingPopt,d. Firstly,
the calculation ofPopt,d should be determined. By considering the O-BS as the origin,the
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Figure 4.6: Optical base station radiation geometry.
circular coverage area of the cell corresponds to a certain sol d angle. According to (2.1) in








The differential of this solid angle in (4.4)dΩ can be derived according to the geometry shown







= dθdφ sinφ. (4.5)
By inserting (4.5) into (4.4), the 2-dimensional (2-D) integration can be decomposed into two


















whereφd can be calculated byφd = arctan(R/∆z) as shown in Figure 4.6. The partial
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which implies thatPopt,d is a monotonically increasing function ofR andm. This means
that less CCI can be achieved by using a larger cell size as a larger cell size will increase the
distance between each neighbouring interfering O-BS and the esired UE. In addition, using a
source with a narrower beam width would also decrease the level of CCI as smaller half-power
semi-angle leads to a more collimated beam pointing to the desired coverage area.
4.3.2 Desired Signal Strength Maximisation
Since the Lambertian radiation pattern is used to model the lig t emission from the source, the
further the UE is away from the cell centre, the weaker the desired signal received. Conse-
quently, the UE at the cell edge receives the weakest signal from the O-BS. In other words,
as long as the signal strength of the cell edge UE is high enough, all of the UEs in the cell
coverage area should have sufficient signal power. Therefore, the objective can be converted
to maximising the signal power received by the cell edge UE which isR away from the cell
centre. According to the analysis in Section 2.4.2.1 of Chapter 2, the received optical power by
a cell edge UEPopt,e can be determined as:
Popt,e = PoptHfs,r=R =
PoptApd(m+ 1)∆z
m+1








= −PoptApd(m+ 1)(m+ 3)R∆z
m+1





















which implies thatPopt,e is a monotonically decreasing function ofR. Therefore, for a source
with a specified radiation pattern, a smaller cell offers higher received signal power for the cell
edge UEs. This is because a smaller cell size reduces the distance from the cell edge UE to
the cell centre. On the other hand,Popt,e is a concave function ofm, which means there is an
optimal value form to maximise the cell edge UE signal strength. By letting∂Popt,e∂m = 0, the
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For the case of using a source with narrower beam width(m > m̃), the beam is over con-
centrated, which causes significant signal strength variance between cell centre UEs and cell
edge UEs, and the signal strength for the cell edge UE would betoo weak for reliable commu-
nication. For the case of using a source with wider beam width(m < m̃), the beam is over
diffused, which causes too much power leakage to other cellsand the overall signal strength in
the desired cell is not sufficient.
4.3.3 Parameter Configurations
From the analysis in Section 4.3.1 and Section 4.3.2, it can be found that appropriate settings for
R andm also depend on the value of each other. Therefore, the configurations of cell size and
source beam width should be interconnected. Apart from the requi ement of communication,
there are many other constraints on the configuration of cellsize. For example, if the cell size is
too large, the illumination performance will be undesired.An extremely small cell size leads to
too many required O-BSs in the room, which increases the installation complexity and increases
the load of the handover process. In contrast, beam width of te source is more flexible, which
can be simply achieved by appropriate optical diffuser design. Therefore, the configuration of
R is considered as a given parameter, and the suitable settingof m is analysed.
According to (4.8) and (4.12), ifm is smaller thañm, both CCI increases and cell edge signal
strength decreases. Ifm equals or greater thañm, there is a trade-off between the two objec-
tives. Therefore,̃m can be considered as a lower bound form. In a noise limited system, a
m closer tom̃ is preferred. In the case of a CCI limited system, equation (4.8) shows thatm
should be maximised to minimise the CCI level. However, an upper bound should be set to
allow the cell edge UE signal strength to be high enough to achieve the minimum acceptable
SNR. In order to find this upper bound, a simple metric is defined: the ratio between the SNR
of the cell centre UE(r = 0) to that of the cell edge UE(r = R), which is denoted asσP.
From the analysis in Section 2.9 of Chapter 2, it can be deduced thatσP is proportional to the
square of the ratio of received optical power by the cell centre UE to that received by the cell
84
Downlink Performance of LiFi Attocell Networks
Cell radius R [m]



























































Figure 4.7: The configuration of half-power semi-angleφ1/2 and the corresponding Lamber-



















) − 3. (4.14)
According to [30] and [66], the achievable cell centre SNR isaround 30 dB. For uncoded
4 QAM, the minimum required SNR is approximately 10 dB. Therefor ,σP = 20 dB is chosen
in this study. The result of̃m, m̂ and the correspondingφ1/2 againstR based on (4.12) and
(4.14) are plotted in Figure 4.7. It can be seen that the area between the two curves is the
appropriate configuration region, which is the preferred settings forφ1/2. In the case that CCI is
the main limiting factor,m can be set to a value that is close or equal tom̂, which is calculated
using (4.14). In the case that receiver noise is the limitingfactor,m can be configured to a
value that is close or equal tõm, which is calculated using (4.12). Note that the cell shape in
different cell deployments varies from hexagon to irregular polygon, which is different from
the desired circular cell considered in this section. However, it has been found that the general
characteristics identified in the case of circular cell are also valid in the case with other cell
shapes using simulation studies. Furthermore, configuringLAC networks with different cell
deployments using (4.12) and (4.14) generally leads to desired performance.
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4.4 Cell Deployment
In Chapter 2 Section 2.8.1, a number of cell deployments considered in this study are intro-
duced, which include the HEX, PPP, square and hard-core point rocess (HCPP) cell deploy-
ment. In this section, the downlink SINR statistics of the LAC systems with these cell de-
ployments are evaluated and compared. Infinite networks areassumed for the cases with all
cell deployments. In order to achieve a fair comparison betwe n the cases with different cell
deployments, the cell size used with each cell deployment should be the same. In the cases
of HEX and square cell deployments, the coverage area for each cell is identical. Despite the
difference in cell shape, the same cell size can be achieved by letting the area of different cell
shape to be the same. Assume a circular cell radius ofR. In a HEX cell, the distance from the
centre to one of the vertex is defined asR̃. In a square cell, the edge length of the cell is defined











In the cases of PPP and HCPP cell deployments, the cell size isa random variable, and the size
of each cell is different in the same network. A fixed O-BS density Λ is defined to determine the
average number of O-BS per unit area. Since it is impossible to ensure the cell size constraint
for every cell in the cases with PPP and HCPP cell deployments, a alternative method is to
let the average cell size to be the same as the coverage area ofthe equivalent circular cell as
Λ = 1
πR2
. In the simulation of HCPP cell deployment, a PPP with a density of Λ0 is applied
first. Then each point is tagged with a random number, and a depen nt thinning process is
carried out for each marked node as follows: retain the marked node if there is no other node
within the circle centred at the marked node with a radius ofRthin. After the thinning, the
HCPP nodes density would be reduced. Therefore, to generatea set of O-BS locations with
HCPP of densityΛ, the initial PPP densityΛ0 has to be [88]:
Λ0 =
− ln(1 − ΛπR2thin)
πR2thin
. (4.17)
In Figure 4.8, the statistics of the SINR in terms of cumulative distribution function (CDF)
of the systems with different cell deployments are shown andcompared. The SINR statistics
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HCPP, Rthin = 1 m
HCPP, Rthin = 1.7 m
HCPP, Rthin = 2.4 m
HEX
PPP
Figure 4.8: Compare the SINR statistics in terms of CDF at DC of systems with different cell
deployments. An equivalent circular cell radius ofR = 3 m and a half-power
semi-angle ofφ1/2 = 40
◦ are used. For the results of the HCPP networks,Rthin =
1, 1.7, 2.4 m. Other parameters are the same as those listed in Table 4.1.
on different subcarriers have a similar trend. Here only theSINR on the DC subcarrier is
demonstrated as an example. An equivalent circular cell radius ofR = 3 m and a half-power
semi-angle ofφ1/2 = 40
◦ are used. The remaining system parameters are listed in Table 4.1.
Figure 4.8 shows that the SINR distributions of the square network and HCPP network are
bounded by the curves for the cases of the PPP network and the HEX network within the SINR
region of interest. Similar to the conclusion drawn in [76],the SINR distribution of a PPP
(HEX) network can be considered as a lower (upper) bound for the SINR statistics of the LAC
systems with other cell deployments. Therefore, it is important to analyse the LAC system
downlink performance with HEX and PPP cell deployments, which are the two extreme cases
among all cell deployments.
4.5 Downlink SINR Statistics Analysis
When a UE has access to a network, the UE will have a random level of s rvice quality because
of the random location of the UE. The probability of receiving a certain service quality level
can be determined by calculating the statistics of the achievabl downlink SINR. This metric is
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important as it directly determines the performance of a LACnetwork, such as achievable data
rate and outage probability. The SINR statistics vary with large number of parameters, and it
also varies with different cell deployments. In this study,the SINR statistics with HEX and PPP
cell deployments are studied as they are the two extreme cases as introduced in Section 4.4.
4.5.1 System Model Simplification
In order to simplify the following analysis and make the evaluation tractable, the SINR ex-
pression (2.53) in Section 2.9 of Chapter 2 has to be modified.Firstly, the NLoS channel
components are omitted as it is shown in Section 4.2.1 that this omission introduces little vari-
ance in the downlink system performance. In addition, the function1ψ≤ψFoV (ψ) in (4.3) makes
the SINR expression a piecewise function, which causes extra mathematical complexity in the
analysis. Therefore, the worst case with a full FoV ofψFoV = 90◦ is assumed, thereby making
1ψ≤ψFoV(ψ) always equal to 1 in the region of interest. Thus, by inserting (4.3) into (2.53), the
















































4.5.2 Hexagonal Cell Deployment SINR Statistics
An infinite HEX network is considered in this analysis as the performance of a LAC system
with an infinite network exhibits a worst case performance compared to the system with smaller
finite network size. However, it is unnecessary to consider interfering O-BSs that are too far
away from the considered cell as they introduce negligible CCI, and considering these O-BSs
leads to significant increase of analysis complexity. Instead, a2-layer HEX cell deployment is
considered to approximate the infinite network as shown in Figure 4.9, and the user performance
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tier1
tier2
Figure 4.9: 2-layer HEX network model with polar coordinates.
in the central cell is analysed. In this study, all networks are ssumed to be heavily loaded. In
addition, the cases withκrf = 1 andκrf = 3 are considered, since these cases are more likely to
achieve a spectral efficient system. In this model, a polar coo dinate system is used to represent
the location of the UE and O-BSs. Each 2-D location has a specified distance to the origin and a
polar angle. A UE isr0 away from the origin and has a polar angle ofθ, as shown in Figure 4.9.
Similarly, theith O-BS is located at(Ri,Θi). Then the horizontal offset between theith O-BS





i − 2Rir0 cos(θ − Θi). (4.22)
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The UE at(r0, θ) in the central cell is served by the0th O-BS. The remaining O-BSs using
the same transmission resource (i ∈ I) causes CCI to the desired UE. Since the coordinates
of all O-BSs are known, by inserting (4.22) into (4.18), the SINR γ(k) can be calculated as
a function of the UE location. Thus, the statistics of the SINR can be converted from the
random distribution of UE location(r0, θ). Since the UEs are uniformly distributed in the





2π . The objective is defined asP[γ(k) < T ], which calculates the probability that the
downlink SINR is less than a thresholdT . In conjunction with (4.18) and letting the probability
conditioning onr0, the following probability calculation can be obtained:

























































Figure 4.10: Approximation to the CCI term in the case of HEX cell deployment. In configura-
tion (a)R = 3 m,κrf = 1 andr = Rm.m is calculated using(4.14). Relative to
configuration (a), configuration (b) changesr toR/2, configuration (c) changes
R to 2 m, and configuration (d) changesκrf to 3.
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The combination of (4.22) and (4.18) makesI an extremely complex function ofθ for carrying
out a PDF transformation. Therefore, this relationship betwe nI andθ should be simplified
in order to make the calculation tractable. Figure 4.10 shows the CCI termI in a HEX net-
work againstθ with a givenr0. It can be observed that with an increase ofθ, I(θ|r0) oscillates
between two extreme values with a period of60◦. This is because of the central symmetric de-
ployment of the interfering O-BSs. Therefore, an approach that is similar to the ‘flower’ model
introduced in [89] is used to simplify the relationship betwenI andθ. The concept is to use
a cosine function to approximate the oscillation of the function I(θ|r0). Firstly, I0◦(r0) and
I30◦(r0) are calculated, which are the functionI of r0 assuming aθ of 0◦ and of30◦, respec-
tively. Both values constitute the oscillation bounds of the functionI(θ|r0). The expressions
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, (4.25)







Then, the approximated CCI term can be calculated using the following expression:
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Figure 4.10 compares the exact conditional CCI termI(θ|r0) to the approximated onêI(θ|r0)
with different system configurations. In the system with each of the configurations, the approx-
imated model̂I(θ|r0) matches well with the exact modelI(θ|r0). The difference between the
two curves is minimal as shown in each plot of Figure 4.10. Thus, it is reasonable to replaceI
with Î. By replacingI in (4.23) with (4.27), the conditional probabilityP[γ(k) < T |r0] can
be written as:
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1 : x > 1
arcsin(x) : |x| ≤ 1
−1 : x < −1
. (4.29)
The final CDF of SINR can be calculated by averaging (4.28) over r0 as:
P[γ(k) < T ] =
∫ R
0
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which can be solved efficiently by using numerical methods. In this integration, the range of
r0 is from 0 to R, which corresponds to the integration over the equivalent circular cell. This
approximation is made for simplicity.
4.5.3 Poisson Point Process Cell Deployment SINR Statistics
Similar to the HEX network, an infinite extending network is considered. However, the origin
of the coordinates is placed at a random UE [76] in the PPP case. Th horizontal positioning
of the nearby optical O-BSs follows a 2-D homogeneous PPP with a density ofΛ, as shown
in Figure 4.11. In the PPP case, a similar method is used to retriev the SINR statistics by
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Figure 4.11: Poisson point process network geometry.
calculatingP[γ(k) < T |r0] using (4.23). Similar to the case of HEX network, the distribution
of I is necessary. The exact distribution ofI is complicated to solve. However, the method
presented in [90] can be used to calculate the characteristic function (CF) ofI conditioned on
r0.
Since there is no dependency between the location of O-BSs, the only significant variable in
this model is the Euclidean distance between an O-BS and the desire UEDi. The CCI power
termI in (4.18) can be rewritten as:I = ∑ g1(Di), where functiong1(x) = x−2(m+3). It is
assumed that the furthest O-BS isa away from the UE and the interfering O-BS is not closer
than the desired O-BS which isr0 away from the UE. As shown in Figure 4.11,ri is within the





, r0 ≤ ri ≤ a. (4.31)







2 ≤ Di ≤
√
a2 + ∆z2. (4.32)




. Since the number of interfering





ejωIa |Ni = n
]]
. (4.33)
Since eachDi in I is independent of each other,ϕIa(ω) conditioned onNi can be factorised
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BecauseNi follows a Poisson distribution with a mean ofΛκrf , the corresponding probability
mass function ofNi can be written as follows:






































































κrf(n(m+ 3) − 1)
)
. (4.37)
The proof for (4.37) is provided in Appendix D. Theoretically, (4.37) can be converted to
the corresponding PDF. However, this operation is intractable. Therefore, an alternative ap-
proximation approach is used to obtain the PDF of the CCI. Thecumulant generating function
















κrf(n(m+ 3) − 1)
. (4.39)
With all cumulants known, the correspondingth raw moment can be calculated recursively by
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κlµn−l : n ≥ 2
. (4.40)
With all moments of the CCI power distribution known, an expansion of the PDF as a sum of
Gamma densities proposed in [91] can be used. This expansionis based on the Gram-Charlier
series and Laguerre polynomials. The Gamma density used in this expansion isfV (v) =
vα−1e−v
























 (−1)n−lvlSnl , (4.42)





1 : l > n− 1
∏n−1
ι=l (α + ι) : l ≤ n− 1
. (4.43)

































 (−1)lSnl µVl . (4.44)
The expansion (4.41) requires the random variableV to have its mean and variance equal toα
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as:
E[V ] = σ2V = α. (4.45)
Therefore, the CCI random variableI has to be scaled to satisfy the condition in (4.45). So








2 equal to the mean and variance ofI, respectively. Then the mean and
variance ofV should beβκI1 andβ
2κI2 , respectively. The value ofα andβ can be calculated in











































































































Becauser0 equals to the distance between the UE (origin) and the serving O-BS (closest node
to origin), the PDF ofr0 with node density ofΛ should befr0(r0,Λ) = 2πΛr0e
−Λπr20 in a
PPP [92]. Then, the final SINR CDF can be calculated by combining (4.52) with (4.23) and
averagingP[γ(k) < T |r0] overr0 as:
P[γ(k) < T ] =
∫ ∞
0


































Note that there is a summation with an upper bound of infinity in (4.54) which makes the
calculation intractable. Therefore, the infinity upper bound of the summation is replaced by a
finite integer numberN. With the increase ofN, equation (4.54) quickly converges to the case
of N = ∞. When calculating the results,N = 10 is found to be sufficient to provide accurate
analytical results. With this approach, (4.54) can be solved using standard numerical methods.
4.5.4 SINR Statistics Results and Discussions
Figure 4.12 shows the SINRs statistics in terms of CDF achieved by different system setups
considering HEX and PPP cell deployments. The SINR at DC is shown as an example, and the
SINR at other frequencies decreases with an increase of frequency due to the low-pass effect of
the front-end elements. The values shown in Table 4.1 are used if the system parameter is not
specified for each setup, where the configuration ofFs andFfe are in accordance with the setup
in [66]. It can be found that the numerical results calculated using (4.30) and (4.54) agree with
the corresponding Monte Carlo simulation in the region of interests.
In setup 1,R = 2.5 m, φ1/2 = 40
◦ andκrf = 1. The results for both the HEX and the
PPP networks are shown. It can be observed that with the same system configuration, a PPP
network performs worse than a HEX network. In addition, the considered background light
level is 100 lux in illuminance. Therefore, the O-BSs operatwith their full power to provide
enough illumination. The highest SINR of above30 dB shows that the noise at the receiver side
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SINR at DC γ(0) [dB]
























Figure 4.12: The CDF of the SINR at DC. Setup 1:R = 2.5 m,φ1/2 = 40◦, κrf = 1, 100%
output. Setup 2: same as setup 1 except∆ǫ = 5. Setup 3:R = 3 m,φ1/2 = 50
◦,
κrf = 3, 100% output. Setup 4: same as setup 1 except15% output and1000 lux
ambient light illuminance. Other parameters are listed in Table 4.1 if they are not
specified.
causes little effect to the system performance. In setup 2, the signal amplitude range is modified
to 5. This results in a more serious signal clipping distortion.Consequently, the highest SINR
in this system is limited by the clipping noise. In setup 3,R = 3 m, φ1/2 = 50
◦, κrf = 3.
Other parameters are the same as setup 1. The high reuse factor le ds to a lower level of CCI
and the overall SINR level improved significantly compared with that of setup 1. Therefore,
the corresponding SINR is improved compared to the case of setup 1 for both HEX and PPP
networks. Setup 4 considers a special case with sufficient illumination from ambient light with
an illuminance of1000 lux. Thus, the O-BS works in a dimmed mode with only15% of its
normal output. Due to the reduced signal power and increasednoise level, the overall SNR
level is decreased to a range of−3 dB to22 dB. This demonstrates that the system will work in
strong background light conditions, and even in dimmed mode.
4.6 Downlink Cell Data Rate and Outage Probability
In this section, the average cell data rate and outage probability are calculated and analysed.
Since the information about the per subcarrier SINR and its statistics is known, different modu-
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lation and coding schemes can be assigned to each subcarrieradaptively according to the value














































whereWsc is the bandwidth on each subcarrier. In the case of DCO-OFDM,K̃ = K2 −
1 and k̃ = k. In the case of asymmetrically clipped optical orthogonal frequency division
multiplexing (ACO-OFDM),K̃ = K4 and k̃ = 2k − 1. The two AMC schemes listed in
Table 4.2 are used here.
Outage probability is defined as the probability that the recived signal SINRs on all subcarriers
are below the lowest SINR requirement for an AMC scheme. Since we know that the value of
γ(1) is the highest compared with the SINR on the remaining subcarriers, the outage probability
can be calculated as:
Pout = P[γ(1) < Tout]. (4.56)
Cell radius R [m]

























κrf = 1, AMC 1
κrf = 3, AMC 1
κrf = 1, AMC 2
PPP
HEX
Figure 4.13: Achievable cell data rate against cell radiusR. The emission orderm is con-
figured based on(4.14). Other system parameters are listed in Table 4.1 if not
specified.
99
Downlink Performance of LiFi Attocell Networks
Next, the accuracy of the cell data rate calculation is evaluated, and the cell data rate / outage
probability performance of a LAC network is analysed. The results with DCO-OFDM are
presented as examples as this modulation scheme offers higher spectral efficiency. The results
include the systems with the HEX / PPP network model and the system with reuse factor of
κrf = 1 andκrf = 3. The cell radiusR and the modulation bandwidthFs are considered as the
variables for study. Figure 4.13 shows the cell data rate against the cell radiusR. As shown
in Section 4.5.4, a network operating with full transmission power from O-BSs will not be
limited by noise. Therefore, according to the analysis in Section 4.3.3, the emission orderm is
configured based on (4.14) to achieve a better performance. All edge UE optical power drop
factorσP = 20 dB is used, which has been justified in Section 4.3.3. Other system parameters
are the same as those listed in Table 4.1 if they are not specified. For all of the systems, the
Monte Carlo simulation results show close agreement with the analytical calculations, which
prove the accuracy of (4.55). As expected, a HEX network system performs better than a PPP
network system with the same remaining system configuration. The cell data rate generally
decreases with the increase ofR. This is because a system with a smaller cell has a higher value
ofm according to (4.14), which introduces less CCI to nearby O-BSs. Firstly, the system using
AMC scheme 1 is considered. With the same cell deployment, the system withκrf = 1 always
achieves a higher data rate than the system withκrf = 3. In the case of HEX cell deployment,
Cell radius R [m]



























PPP, κrf = 1, AMC 1
HEX, κrf = 1, AMC 1
PPP, κrf = 3, AMC 1
HEX, κrf = 3, AMC 1
HEX, κrf = 1, AMC 2
Figure 4.14: Outage probability against cell radiusR. The emission orderm is configured
based on(4.14). Other system parameters are listed in Table 4.1 if not specified.
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theκrf = 1 system achieves 40% to 100% more data rate than theκrf = 3 system. However,
the κrf = 1 system always has a much higher outage probability than theκrf = 3 system
as shown in Figure 4.14. For example, in the case of the HEX cell deployment, theκrf = 1
system has an outage probability of about 30% – 45%. In contrast, theκrf = 3 system has
an outage probability of zero. In Section 4.5, it has been demonstrated that aκrf = 1 system
with an appropriate configuration, the minimum SINR can be kept above−5 dB. Therefore,
using AMC scheme 2 in a HEX network, the zero outage probability can be achieved even with
κrf = 1. In addition, the cell data rate is further improved by 60 to 140 Mbps.
Modulation bandwidth Fs [MHz]
























PPP, κrf = 1
HEX, κrf = 1
PPP, κrf = 3
HEX, κrf = 3
Figure 4.15: Achievable cell data rate against modulation bandwidthFs with R = 2.5 m,
φ1/2 = 40
◦ and AMC scheme 1. Other parameters are listed in Table 4.1 if they
are not specified.
The relationship between cell data rate / outage probability and the modulation bandwidth is
examined, as shown in Figure 4.15 and Figure 4.16. A cell radius ofR = 2.5 m, a half-
power semi-angle ofφ1/2 = 40
◦ and AMC scheme 1 are used in this system. Other system
parameters are the same as those listed in Table 4.1 if they are not specified. With an increase
of the modulation bandwidthFs, the cell data rate increases when modulation bandwidth is
low. This is because the more bandwidth that the system uses,the higher the data rate that the
system can achieve. However, when the modulation bandwidthincreases further, the channel
quality on the high frequency subcarriers becomes worse. Meanwhile, the total transmission
power is spread to a wider frequency band. Thus the signal power n each subcarrier decreases.
101
Downlink Performance of LiFi Attocell Networks
Consequently, the increasing speed of the cell data rate with modulation bandwidth becomes
slower. In addition, with a further increase of modulation bandwidth, the SINR of the cell
edge UE becomes below the threshold for reliable transmission. Consequently, the outage
probability also increases with the bandwidth increase, asshown in Figure 4.16. When the
modulation bandwidth is far beyond the 3-dB bandwidth, too much signal power is wasted on
the subcarriers that are subject to unfavourable channel coditi ns with the degradation of the
signal quality on the subcarriers which exhibit good channel conditions. Consequently, the cell
data rate starts to decrease.
Modulation bandwidth Fs [MHz]



























PPP, κrf = 1
HEX, κrf = 1
PPP, κrf = 3
HEX, κrf = 3
Figure 4.16: Outage probability against modulation bandwidthFs with R = 2.5 m, φ1/2 =
40◦ and AMC scheme 1. Other parameters are listed in Table 4.1 if they are not
specified.
4.7 LiFi Attocell Network versus Other Small-cell Networks
In this subsection, the performance of LAC networks are compared to those achieved by RF
femtocell networks and millimetre wave (mmWave) indoor networks. A LAC network achieves
a high communication performance due to its extremely densespatial reuse (R ∈ [1, 3] m).
Compared with RF femtocell systems, LAC networks have a relativ y large license-free mod-
ulation bandwidth (100 MHz to> 1 GHz) availability. In contrast, a femtocell has a relatively
larger cell size (Rfemto ∈ [10, 40] m) and a limited downlink bandwidth of about10 MHz [93].
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The modulation bandwidth of an indoor mmWave system, such as60 GHz wireless personal
area network (WPAN), is generally in the range of500 MHz to > 2 GHz, which is typically
wider than that used by LAC networks. Therefore, a data rate of up to 7 Gbps achieved by a
mmWave system for a single link has been validated by simulations [94], while the maximum
data rate that has been achieved by a single LED source is about 3 Gbps [30], which can be fur-
ther improved with the development of high-speed front-endlements. One of the motivations
of using mmWave spectrum for indoor wireless communicationis using walls between adja-
cent rooms to attenuate the mmWave signal, thereby avoidingsignificant CCI. In other words,
installing multiple mmWave APs in the same room for dense spatial reuse is unlikely due to
CCI issue. Consequently, the coverage area of each mmWave APis equal to the room area. In
contrast, multiple O-BSs (luminaries) can be installed in asingle room. This means the cov-
erage area of each LiFi AP is a fraction of the room area. Due tothe differences in downlink
capability per AP and in coverage area per AP, a normalised metric t rmed area data rate is






which determines the ratio of downlink data rate per cell to the coverage area per cell. Since
different type of small-cell networks have different amount of available modulation bandwidth,
the area data rate is estimated with various modulation bandwidth Fs.
Figure 4.17 shows the area data rate performance of different systems. The results of the fem-
tocell systems and mmWave systems are extrapolated from [93,95–97] and [94,98,99], respec-
tively. In these publications, many networks with different performances have been presented.
Some of the networks are optimised with dense spatial reuse and various interference mitigation
/ resource allocation techniques, while others with worst ca e performance are used as compari-
son benchmarks. Among these available data, the information of the best case performance and
of the worst case performance is collected for comparison asthese extreme values can indicate
the range of the performance that different small-cell networks can achieved. However, the in-
formation of area data rate is not directly available in the literature, but can be estimated based
on other provided data. In order to calculate the area data rate with any possible modulation
bandwidth, area spectral efficiency (ASE) of the system should be estimated. In some publi-
cations, the information about the average spectral efficiency and the cell radius is available.
Thus, the ASE can be estimated by the ratio of average spectral fficiency to the cell coverage
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Modulation bandwidth Fs [MHz]































Figure 4.17: Area data rate comparison among LAC networks, RF femtocell networks and
mmWave networks. The configuration of the LAC downlink systems are listed in
Table 4.3. The remaining parameters are specified in Table 4.1.
area. In some other publications, spectral efficiency is notpr vided, but the cell data rate and
the used bandwidth is given, which can also be used to estimate the spectral efficiency. How-
ever, the information about the coverage area is not provided in some mmWave publications.
In this case, a room of size10 m × 10 m (coverage area per cell) is assumed. A coverage area
smaller than this size is not considered as it is unlikely to have a massive number of users in a
small room. High data density will be pointless if the network is lightly loaded.
As shown in Figure 4.17, the ASE achieved by the femtocell network is generally in the range
from 0.03 to 0.0012 bps/Hz/m2. With a bandwidth of10 MHz, the area data rate achieved by
femtocell networks is in the range from0.012 to 0.3 Mbps/m2. The spectral efficiency achieved
by the mmWave system is generally in the range from3.24 to 11.25 bps/Hz. Considering a
room of size10 m× 10 m, with a bandwidth in the range of400 MHz to 2 GHz, the achievable
area data rate is in the range of13 to 225 Mbps/m2.
The downlink area data rate of three LAC systems are also present d in Figure 4.17. The cor-
responding configurations are listed in Table 4.3. The remaining parameters are configured
according to Table 4.1. In setup 1, a low performance LAC system with unregulated cell plan-
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Parameter Cell deployment Ffe φ1/2 R κrf AMC scheme
Setup 1 PPP 15.2 MHz 40◦ 2.5 m 3 1
Setup 2 HEX 31.7 MHz 30◦ 2 m 1 2
Setup 3 HEX 81.5 MHz 15◦ 1 m 1 2
Table 4.3: Configuration of LAC downlink systems in the comparison withother small-cell
networks.
ning is considered. The low speed front-end element parameterFfe = 15.2 MHz corresponds
to the results presented in [56]. Figure 4.17 shows that the performance of the LAC system
with setup 1 is within the femtocell performance range. It isworth noting that the maximum
achievable data rate of3.82 Mbps/m2 with a bandwidth of200 MHz in LAC system setup 1
is much higher than those achieved by the femtocells with a bandwidth of10 MHz. Also note
that the performances of the systems using different bandwidth are compared. This is because
of the difference in the costs and availability of the two types of frequency bands. For the
VLC system, the intensity modulation frequency band is totally unlicensed and does not cause
any interference to a system in an adjacent frequency band. Therefore, there is no requirement
for spectrum masks or leakages into neighbouring bands usedby other systems. In contrast,
the RF spectral resources are scarce and hence expensive. Ins tup 2 and setup 3, two LAC
systems with moderate and high performance are demonstrated. The front-end configuration
Ffe = 31.7 MHz corresponds to the results presented in [66], and the high performance front-
end elementsFfe = 81.5 MHz corresponds to an experimental measurement of the same system
presented in [30] which uses a50-µm gallium nitride LED. As shown in Figure 4.17, both LAC
systems perform better than the femtocell systems. For the LAC system with setup 2, a maxi-
mum achievable area data rate of49 Mbps/m2 with a modulation bandwidth of501 MHz can be
achieved, which is in the range that a mmWave system can achieve. In particular, a maximum
area data rate of469 Mbps/m2 is achieved by the system with setup 3 with a modulation band-
width of 1.26 GHz. This is about2 times higher than the high performance mmWave system
with a spectral efficiency of11.25 bps/Hz and a bandwidth of2 GHz. This result highlights the
huge potential of LAC networks in terms of downlink data density, which is extremely useful
when the user density is very high and the network is heavily loaded.
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4.8 Summary
In this chapter, the downlink performance of LAC networks was evaluated. In order to opti-
mally design a LAC system, it is important to understand how key network parameters such as
cell size and network deployments affect the system performance. An analysis of the SINR dis-
tribution and the corresponding data rate assuming different c ll deployments was performed.
The analysis in this chapter offers an accurate estimation of the downlink performance of a LAC
system that is subject to a large number of parameters. This study provides detailed guidelines
for appropriate configurations of these parameters. Becausof the potential benefits of combin-
ing LAC networks with existing lighting infrastructures and due to other practical constraints,
optimised regular HEX cell deployments may not be always achievable. Therefore, in this
study, several other network topologies such as square and random cell deployments were also
considered. In particular, a LAC network with PPP cell deployment was considered to closely
model a random scenario where there are no underlying network planning considerations. The
extensive simulation study confirms that the HEX and PPP celldep oyments represent the best
and the worst case performance of practical LAC deployments, respectively. The simulation
results also demonstrate that the LAC networks deployed in afi ite room offer better perfor-
mance than the networks which are horizontally infinite because the CCI in the room edges is
very low. In addition, the simulation results also imply that in the downlink analysis of a LAC
network, the omission of NLoS channel components causes little error in the evaluation of the
system performance. Because LACs can be deployed densely ina room, the LAC networks
can typically achieve very high data rate density. In order to demonstrate this advantage, the
downlink performance of LAC systems is compared with that achieved by RF femtocell net-
works and indoor mmWave systems in terms of area data rate. The result shows that the LAC
networks generally outperform the femtocell network. In particular, a high performance LAC
network can achieve an area data rate of469 Mbps/m2 which is twice as that achieved by a
high performance mmWave system. The high performance mmWave system uses a spectral
efficiency of11.25 bps/Hz and a bandwidth of2 GHz in a room of size10 m × 10 m.
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Interference Mitigation Techniques in
LiFi Attocell Networks
5.1 Introduction
In order to maximise the spectral efficiency of the downlink system in a light fidelity attocell
(LAC) network, a short reuse distance is preferred. Becauseof this short reuse distance, the
downlink connections in adjacent cells using the same transmission resources interfere with
each other. This is known as co-channel interference (CCI).Consequently, it causes high outage
probability and low data rate, especially for cell edge userequipments (UEs). Comparing to the
CCI level in the RF cellular systems, the CCI introduced in LAC networks is lower, which is
implied in the results presented in Chapter 4. However, in the case of using dense spatial reuse,
CCI still poses a major impairment to the downlink performance of LAC networks relative to
the impairment caused by other factors.
Therefore, interference mitigation techniques are requird to alleviate the effects of CCI in the
downlink of LAC systems. Many researchers have studied interfer nce mitigation techniques
in optical wireless communication (OWC) systems. In [19], the use of static resource partition-
ing was proposed to avoid CCI in a cellular optical wireless sy tem. This technique assigns
different sub-bands to neighbouring cells to avoid CCI. In [100], an optical femtocell system
was proposed, which uses transmission with different wavelengths in adjacent cells to avoid
CCI. The methods used in these two studies effectively mitigate the impairment of CCI. How-
ever, this technique significantly reduces the available bandwidth in each cell and restricts the
achievable peak data rates of the downlink system [101]. In [41], a self-organising interfer-
ence coordination based on the busy-burst signalling technique was proposed to be used in an
optical wireless cellular system in an aircraft cabin environment. This method offers improve-
ments both in cell edge user performance and in average spectral fficiency, but it requires a
considerable overhead for the transmission of channel statinformation (CSI).
Another interference mitigation method, termed fractional frequency reuse (FFR), strikes a rea-
sonable trade-off among the overall spectral efficiency, the cell-edge user performance and the
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system complexity [102]. Over the past few years, the FFR technique has been studied for
applications in RF cellular networks. The FFR scheme does not require precise instantaneous
CSI and is of low computational complexity. There are two typical FFR schemes: i) strict frac-
tional frequency reuse (sFFR) and ii) soft frequency reuse (SFR) [103]. sFFR divides the whole
frequency band into multiple protected sub-bands and one common sub-band. Cell centre UEs
in each cell experience minor interference from nearby basestations (BSs), so the common
sub-band is assigned to them. Since cell edge UEs receive high r interference power, protected
sub-bands are assigned to the cell edge UEs, and the sub-bands are arranged such that there is
a minimum spatial reuse distance between them. The SFR applies an even shorter reuse dis-
tance compared to the sFFR scheme. In addition to the use of a different sub-band for cell edge
UEs in each adjacent cell, the SFR scheme allows the centre UEs to take the sub-bands that
are assigned to cell edge UEs in adjacent cells. To protect thcell edge UEs, the transmission
power for cell edge UEs is typically higher than that for the transmission for cell centre UEs.
In [104], an optical access point (AP) using two LED sources with different beam-width is
considered. A VLC cellular system using a SFR scheme based onsuch an AP is proposed. The
corresponding bit error rate (BER) performance and the effect of changing LED beam-width
is evaluated. In this chapter, a first analytical framework for the evaluation of FFR in a LAC
network is presented. In the analysis, the effect of user density is considered. In addition, an-
gular diversity transmitter (ADT) is considered in conjunction with FFR to further improve the
downlink performance in a LAC network.
In addition to the FFR techniques, the concept of coordinated multi-point joint transmission
(JT) technique [105] can also be adapted to LAC networks to miigate CCI. In a JT system,
a UE can be served by multiple nearby BSs, thereby improving the acquired signal quality.
Since this approach substitutes interference signals withdesired signals, the received signal-to-
interference-plus-noise ratio (SINR) can be significantlyimproved, especially for the cell-edge
UEs. However, many challenges such as backhaul constraints, ccurate synchronisation and
multi-path fading effects limit the performance of JT systems. In a LAC system, due to the
special features of intensity modulation and direct detection (IM/DD) [13], it is possible to
overcome these difficulties. The authors in [106] demonstrate that it is possible to achieve a
multi-point cooperative transmission scheme in a single user VLC system in a small indoor
environment with improved optical power gain and reduced BER. In this study, JT is adapted to
the downlink transmission in a LAC network in order to mitigae CCI and improve the cell-edge
user performance in terms of received SINR and system througput.
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The remainder of this chapter is organised as follows: The application of FFR in the downlink
of LAC systems is presented Section 5.2. It includes the introduction of the considered FFR
schemes, the analysis of SINR statistics and spectral efficiency, and the combination of FFR
and ADT. The application of JT in conjunction with ADT is presented in Section 5.3, which
includes the characteristics of JT scheme in a LAC network, and the corresponding simulation
results. Finally, the key points in this chapter are summarised in Section 5.4.
5.2 Fractional Frequency Reuse
In a LAC system with FFR, the serving optical base station (O-BS) needs to know whether the
UE is in the cell centre or is in the cell edge. This can be simply realised by determining the
average signal strength of the downlink pilot signal. If thepilot signal power is higher than
a threshold, it is categorised as a cell centre UE. Otherwise, it is categorised as a cell edge
UE. The movement of UEs within the period between two adjacent pilot signal transmissions
is assumed to be negligible. In addition, a FFR scheme is based on a specified multiple ac-
cess scheme. According to the analysis in Section 2.2.4, thepotential multiple access scheme
for LAC networks could be time-division multiple access (TDMA) or orthogonal frequency
division multiple access (OFDMA) if optical-orthogonal frequency division multiplexing (O-
OFDM) is used. FFR can be used in both multiple access schemes. If TDMA is used, the
sub-band is divided in time. If OFDMA is used, the sub-band isivided by grouping part of the
available subcarriers. In this study, FFR based on OFDMA is considered as an example.
5.2.1 Fractional Frequency Reuse Schemes
The first considered FFR is the sFFR scheme, which divides thewhole frequency band to three
protected sub-bands and an individual common sub-band as shown in Figure 5.1 (a). The
number of subcarriers of each sub-band is set to be proportional t the area of the central or
edge regions, which offers good fairness and optimal performance [103]. The common sub-
band is reused by the centre UEs in each cell. As shown in Figure 5.1 (a), one of the three
protected sub-bands is assigned to the edge UEs of each cell.This assignment also ensures
that the same protected sub-band is not reused in adjacent cells. Therefore, the number of
subcarriers assigned to the cell centre UEsKc and the number of subcarriers assigned to the
cell edge UEsKe are given as:
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Figure 5.1: (a) Strict fractional frequency reuse (b) Soft frequency reuse with̺2 > 23 (c) Soft











where̺ denotes a parameter determines the size of cell central and edge area, and̃K is the
number of subcarriers carrying information. With a total number ofK subcarriers in the O-
OFDM system, the number of information carriers can be calcul ted asK̃ = K
2ξ2
. ξ denotes
a power scaling factor in the OFDM frame, which is introducedin Section 2.6.1 in Chapter 2.
In the frequency plan, subcarriers in each sub-band are equally distributed to the UEs in the
corresponding coverage region for simplicity and user fairness.
In the SFR scheme, the protected sub-bands for cell edge UEs are also reused in adjacent cells.
In order to guarantee the performance of the cell edge UEs, the transmission power for the
cell edge UE is increased with a gain ofς. In addition, the different groups of subcarriers are
assigned to edge UEs in adjacent cells. Similar to the sFFR scheme, for fairness, the number
of subcarriers assigned to different user groups is proportional to the area of the corresponding













which is shown in Figure 5.1 (b) and (c). Note that the maximumavailable bandwidth for edge
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UEs isK̃/3 to ensure the orthogonality of the protected sub-bands.
5.2.2 Signal-to-Interference-Plus-Noise Ratio Statistics and Spectral Efficiency
In this subsection, the downlink SINR statistics and the system spectral efficiency in the LAC
systems with FFR are considered. Since interference mitigation techniques are considered in
this chapter, the impairment of CCI should be the primary issue of concern, and the effects of
other form of distortions can be simplified or omitted as longas it is reasonable to do so.
Figure 5.2: 2-layer LAC network model with 19 cells and FFR schemes. The patt rns in the
edge regions of every cell demonstrate the frequency reuse patt rn for the FFR
schemes, and the corresponding reuse factor is 3.
5.2.2.1 System Models
Firstly, the effects of non-line-of-sight (NLoS) channel components are omitted in this chap-
ter. This is because the omission of NLoS channel causes negligible error in the evaluation of
downlink data rate, which has been demonstrated in Section 4.2.1 of Chapter 4. Secondly, a
LAC system with an optimised hexagonal (HEX) cell deployment is considered in this study.
111
Interference Mitigation Techniques in LiFi Attocell Networks
The analysis based on point process based cell deployments ar also possible [102], and it will
be the subject of future research. In addition, the analysisis based on a network extending in-
finitely in the horizontal directions as it offers the worst case performance and leads to reduction
in analysis complexity. This has been demonstrated in Section 4.2.2 of Chapter 4.
Similar to the case in Section 4.5.2 of Chapter 4, a 2-layer HEX network is considered in this
study, and the performance of the UEs in the central cell is evaluated. Higher layer O-BSs are
omitted as they causes little CCI with a very long signal propagation distance to the central
cell. In the 2-layer network model, the coverage area of eachcell is divided into a cell central
area and a cell edge area as shown in Figure 5.2. In order to further simplify the analysis, a
circular cell approximation is applied to the considered central cell as shown in Figure 5.3. The
radius of the HEX cell is defined as̃R. The approximated circular cell has the same coverage
area as the original HEX cell. Therefore, the equivalent radius of the circular cell is defined
asRe ≈ 0.91R̃. In the system using FFR, the radius of the central area is defined asRc. The
parameter̺ is defined as̺ = RcRe . For the convenience of the following analysis in this section,
the indices of the 18 nearby O-BSs are grouped into three setsbased on the reuse pattern
shown in Figure 5.2. They includeIA = {13, 14, 15, 16, 17, 18}, IB = {2, 4, 6, 7, 9, 11}
andIC = {1, 3, 5, 8, 10, 12}. Note that the edge UEs in the0th cell reuse the same spectral
resources as those inIA in the FFR systems.
Figure 5.3: Geometric model with polar coordinates in a LAC network withFFR schemes.
The location of a UE and interfering O-BSs are defined using a two dimensional (2-D) polar
coordinate system, which is similar to the case in Section 4.5.2 of Chapter 4. The origin of
the coordinates is placed at the location of the centre of thecentral cell. The orientation of
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the polar axis is shown in Figure 5.3. The location of a UE in the central cell is defined by
(r0, θ), wherer0 is the horizontal separation between the UE and the origin which as a range
of r0 ∈ [0, Re], andθ is the polar angle corresponding to the location of the UE which has
a range ofθ ∈ [0, 2π). The location of theith O-BS is defined in a similar way as(Ri,Θi),
whereRi is the horizontal separation between theith O-BS and the origin, andΘi is the polar
angle ofith O-BS. Since the network deployment and the cell radiusR̃ are given, the values of
(Ri,Θi) are fixed and can be readily calculated. In order to estimate the signal power fromith
O-BS to the observed UE, the horizontal separation betweenith O-BS and the UE at(r0, θ) is
essential, which is defined asri(r0, θ). Since the positions of the origin, the observed UE and
the ith O-BS form a regular triangle in the case ofi 6= 0, ri(r0, θ) can be calculated using the





i − 2Rir0 cos(θ − Θi). (5.5)
The simplified SINR expression and the corresponding assumptions in Section 4.5.1 of Chap-
ter 4 are used here. According to the analysis in Chapter 2 Section 2.7, the effects of clipping
distortion can be omitted as long as the used signal amplitude range∆ǫ is wide enough. Thus,
a clipping attenuation ofηclip = 1 and a clipping noise variance ofσ2clip = 0 are assumed. The
low-pass channel characteristics caused by front-end elements make the subcarriers with higher
frequency offers lower channel gains. This variance of channel gain with frequency causes ex-
tra complexity in the division of sub-band in FFR schemes. Therefore, it is assumed that the
front-end elements offers a relatively wide3-dB bandwidth and the modulation bandwidth is
relatively narrow. This assumption leads toFsFfe → 0, and the exponential term inZ(k) can
be considered to have a value of one. In other words, a flat frequency response is assumed
over the entire modulation frequency range. With the fore-mentioned simplification, the SINR



























Note that the SINR on each subcarrier is identical if an equalpower allocation is applied.
Therefore, the variablek in the function (4.18) is removed in the simplified expression.
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5.2.2.2 Universal Frequency Reuse
The most straightforward spectral efficient frequency planis universal frequency reuse (UFR),
which reuses the whole frequency band in each cell. With UFR scheme, a reuse factor of
κrf = 1 is used. In this study, the LAC downlink system with UFR is used as the benchmark.
Since all of the neighbouring O-BSs introduces CCI to the desired UE, expression (5.6) is
readily available for the calculation of the downlink SINR with UFR, which is denoted as
γUFR. In the UFR case, the set of interfering O-BSs can be defined asI = IA ∪ IB ∪IC.
In this study, a semi-analytical method is used to calculatethe downlink SINR statisticsP[γUFR <
T ], whereT is a threshold value. Assuming a specified polar angle ofθ, the function of the
SINR on a subcarrier is monotonically decreasing with respect to r0 in the region of interest.
Therefore, the conditional probability density function (PDF) of SINR can be calculated by



















wherefr0|r0∈K(r0) is the PDF ofr0 with a range ofr0 of K; fr0|r0∈K(r0) is determined by the
locations of the considered UEs (cell edge / centre UEs);γ−1(γ̂|θ) is the inverse function of the
SINR function with respect tor0 for a givenθ, in whichγ(rmax, θ) ≤ γ̂ ≤ γ(rmin, θ). Here,
rmax (rmin) is the maximum (minimum) ofr0 in its feasible regionK. A closed-form solution
to γ−1(γ̂|θ) is unavailable. Thus, numerical methods are used to computethe function. Then
the cumulative density function (CDF) of SINR can then be calcul ted as follows:






It is assumed that the spatial location of the UEs in each cellfollows a homogeneous Poisson
point process (PPP). Therefore, the PDF ofθ should follow:fθ(θ) = 12π .
In the case of the UFR scheme, the statistics in the whole cellis calculated, which leads to aK





In the case of FFR systems, statistics in part of the cell is requi d. In the calculation of
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, r0 ∈ [Rc, Re], (5.12)
whereP[r0 < Rc] (P[r0 ≥ Rc]) is the probability that the UE is in the cell central (edge) area.
It is shown in [107] that:
P[r0 < Rc] = ̺
2, (5.13)
P[r0 ≥ Rc] = 1 − ̺2. (5.14)
In this chapter, the Shannon Hartley formula is used to estimate the wireless capacity of the
system. This method slightly overestimate the actual achievabl spectral efficiency compared
with the adaptive bit-loading used in Section 4.2.1 of Chapter 4. However, the relative improve-
ment by using FFR is of concern, which should not vary with themethod of spectral efficiency
calculation. Therefore, Shannon Hartley formula is selectd as it has a lower calculation com-
plexity. In an O-OFDM system, the spectral efficiency of a UE at (r0, θ) can be calculated by a
function ofγ(r0, θ) andκrf as:
ε (γ(r0, θ), κrf) =
1
2ξ2κrf
log2 (1 + γ(r0, θ)) . (5.15)
The average spectral efficiency for the UEs in the whole cell can be calculated as:





ε(γ(r0, θ), κrf)fr0|0≤r0≤Re(r0)dr0fθ(θ)dθ. (5.16)
In addition, the average spectral efficiency for the UEs in the cell centre area can be calculated
as:






ε(γ(r0, θ), κrf)fr0|r0<Rc(r0)dr0fθ(θ)dθ. (5.17)
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Similarly, in the case of UEs in the cell edge area,






ε(γ(r0, θ), κrf)fr0|r0≥Rc(r0)dr0fθ(θ)dθ. (5.18)
In the case of UFR scheme, we haveκrf = 1. By using (5.16), the corresponding average
spectral efficiency can be calculated as:
ε̄UFR = E[ε(γUFR(r0, θ), 1)]. (5.19)
For comparison purpose, the cell edge UE spectral efficiencyin the case of UFR scheme can
be calculated as:
ε̄eUFR = E[ε(γUFR(r0, θ), 1)|r0 ≥ Rc]. (5.20)
5.2.2.3 Strict Fractional Frequency Reuse


















According to the frequency plan defined in Section 5.2.1, theSINR on a subcarrier in protected
sub-bandsγe(r0, θ) can also be calculated using (5.21) except for substitutingIA for I. The
factor 1+2̺
2
3 of Z is due to the change of the number of used subcarriers in sFFR compared to
the case of the UFR system. Since a fixed amount of available electrical power and an equal
power distribution on each subcarrier are assumed, varyingthe number of used subcarriers
causes change in the available power for the transmission oneach subcarrier.
When determining the distribution of SINR for a sFFR system,both cases of a UE in the cell
central area and a UE in the cell edge area need to be considered. Th overall CDF of the SINR
can be calculated as:
P[γsFFR < T ] = P[r0 < Rc]P[γ
c < T |r0 < Rc]
+ P[r0 ≥ Rc]P[γe < T |r0 ≥ Rc], (5.22)
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whereP[γc < T |r0 < Rc] andP[γe < T |r0 ≥ Rc] are the CDF of the SINR with the conditions
that the user is in the cell centre using common sub-band and is i the cell edge using protected
sub-band, respectively. They can be calculated using the same method as that described in
Section 5.2.2.2.
Since the average spectral efficiency varies in different sub-bands, the overall average spec-
tral efficiency should be the average over the whole frequency band. When there are users in
both the cell central area and the cell edge area, the overallaverage spectral efficiency can be
calculated as [107]:
ε̄sFFR,nor = ζ
cε̄c + ζeε̄e, (5.23)
where ε̄c (ε̄e) is the average spectral efficiency for the users taking the common (protected)
sub-band for transmission;ζc andζe are the averaging weights forε̄c andε̄e, respectively. The





whereKε̄ refers to the number of subcarriers on which achieve an average spectral efficiency
of ε̄. All ζ for FFR can be simply derived according to the FFR frequency reuse schemes
described in Section 5.2.1. Since all of the averaging weights ζ follow the same rule as (5.24),
and the derivations of eachζ is long but very simple, it would be unnecessary to list all ofthe
derivations ofζs. Instead, only the final results are listed. In the case of sFFR here,ζc andζe
can be found asζc ∼= ̺2 andζe ∼= 1 − ̺2, respectively [107].
The cell centre UEs use the common sub-band withκrf = 1, while the cell edge UEs use the
protected sub-band withκrf = 3. Therefore, in conjunction with (5.17) and (5.18),ε̄c andε̄e in
sFFR case can be calculated as:
ε̄c = E[ε(γc(r0, θ), 1)|r0 < Rc], (5.25)
ε̄e = E[ε(γe(r0, θ), 3)|r0 ≥ Rc]. (5.26)
A LAC network is a small-cell cellular network in which each O-BS serves several UEs and
these UEs are fewer than those in a normal RF cell. Consequently, the problem of an uneven
load in different cells is more critical in a LAC network. In some extreme cases, there may be
no UE in a cell when the user density is very low. The use of the FFR technique makes this
117
Interference Mitigation Techniques in LiFi Attocell Networks
issue even worse. Since the cell coverage area is divided into centre and edge areas, which are
smaller compared with the total cell coverage area, the chance that no active user is present in
a specified region (a cell centre or a cell edge area) will be much higher. Consequently, in the
case of no UE present in a specified area, the corresponding assigned sub-band remains idle,
which is a waste of transmission resources. Therefore, the cas of no UE present in the cell
central or edge area needs to be considered. Since the commonsub-band is restricted to the cell
edge users, for the case that there is no UE in the central area, the common sub-band is wasted
andζc = 0. Therefore, the corresponding average spectral efficiencyis onlyζeε̄e. For the same
reason, when there is no UE present in the cell edge area, the average spectral efficiency is only
ζcε̄c. Thus, the final average spectral efficiency achieved by a sFFR system can be calculated
as:
ε̄sFFR = Pcζcε̄c + Peζeε̄e + (1 − Pc − Pe)ε̄sFFR,nor, (5.27)
wherePc (Pe) denotes the probability that all of the observed UEs fall into the cell centre (edge)
area. It is assumed that the UE spatial distribution followsa PPP with a user density ofχ. By
limiting the UEs in a specified area ofA, the average number of UEs within this area isAχ.
According to the probability mass function (PMF) of the Poiss n distribution, the probability
that no UE in this area is given as:
P0 = e−Aχ. (5.28)
The area of a cell can be found asAcell = πR2e according to the geometry shown in Figure 5.3.










Since the cell edge UEs only use the protected sub-band for transmission, the cell edge spectral
efficiency for sFFR can be calculated using (5.26).
5.2.2.4 Soft Frequency Reuse
In a SFR system, due to the more complex SFR frequency reuse scheme, there are five condi-
tions in the SFR system SINR calculation. In order to efficiently present these SINR expres-
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sions, a function is defined as follows:



















wherep0, p1, p2, p2 are the power control factors which equalsς or 1 or 0, and






















According to the five cases shown in Figure 5.1 (b) and (c), thecorresponding SINR in each
cases can be calculated as follows:γe1(r0, θ) = Fγ(ς, ς, 1, 1, r0 , θ), γe2(r0, θ) = Fγ(ς, ς, 0, 0, r0 , θ),
γc1(r0, θ) = Fγ(1, 1, 1, 1, r0 , θ), γc2(r0, θ) = Fγ(1, 1, ς, 1, r0 , θ) andγc3(r0, θ) = Fγ(1, 1, 1, ς, r0 , θ).
According to the frequency plan described in Section 5.2.2.4 and (5.24), the corresponding av-









































Similar to the case of sFFR,Z is multiplied by a scaling factor to compensate for the change i
transmission power on each subcarrier.
The SINR CDF of a SFR system can be calculated by:
P[γSFR < T ] =P[r0 < Rc]P[γSFR < T |r0 < Rc]
+P[r0 ≥ Rc]P[γSFR < T |r0 ≥ Rc]. (5.35)
According to the resource plan described in Section 5.2.1, it is noted that a UE in a SFR system
receives the signal on multiple subcarriers with differentSINR. To simplify the calculation, the
SINR experienced by a UE in a SFR system is defined as follows: the UE randomly selects
one of the available subcarriers for transmission, and the SINR experienced on the selected
subcarrier is̃γ. In (5.35), the cell edge UE SINR distributionP[γSFR < T |r0 ≥ Rc] can be
119
Interference Mitigation Techniques in LiFi Attocell Networks
calculated as:
P[γSFR < T |r ≥ Rc] = P[γ̃ = γe1]P[γe1 < T |r ≥ Rc]
+ P[γ̃ = γe2]P[γ
e
2 < T |r ≥ Rc], (5.36)
whereP[γ̃ = γ] refers to the probability that the subcarrier with a SINR ofγ is selected.
P[γ̃ = γe1] andP[γ̃ = γ
e
2] can be calculated as:

























Similarly, the centre UE SINR CDFP[γSFR < T |r < Rc] can be calculated as:
P[γSFR < T |r < Rc] = P[γ̃ = γc1]P[γc1 < T |r < Rc] + P[γ̃ = γc2]P[γc2 < T |r < Rc]
+ P[γ̃ = γc3]P[γ
c
3 < T |r < Rc], (5.39)
where


























) − 1. (5.41)
All the conditional CDF of the SINR in each case can be calculated using the method described
in Section 5.2.2.2.
When there are UEs in both the cell central and the cell edge areas, the overall average spectral






























3 denote the achievable average spectral efficiency corresponding to
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3, respectively. They can be calculated using (5.17) and (5.18) as:
ε̄e1 = E[ε(γ
e
1(r0, θ), 1)|r0 ≥ Rc], (5.43)
ε̄e2 = E[ε(γ
e
2(r0, θ), 3)|r0 ≥ Rc], (5.44)
ε̄c1 = E[ε(γ
c
1(r0, θ), 1)|r0 < Rc], (5.45)
ε̄c2 = E[ε(γ
c
2(r0, θ), 1)|r0 < Rc], (5.46)
ε̄c3 = E[ε(γ
c
3(r0, θ), 1)|r0 < Rc]. (5.47)
Similar to the sFFR case, the problem of no UE in a specified area needs to be considered.
Accounting for no UE in the cell edge and also the cell centrala ea, the final average spectral
efficiency of a SFR system can be found as:
ε̄SFR = Pc(ζc1 ε̄c1 + ζc2 ε̄c2 + ζc3 ε̄c3) + Pe(ζe1 ε̄e1 + ζe2 ε̄e2)
+ (1 − Pc − Pe)ε̄SFR,nor. (5.48)















1 − ̺2 . (5.49)
Parameters Symbol Values
Transmitter height zs 3 [m]
Transmitter half-power semi-angle φ1/2 60
◦
Receiver height zr 0.85 [m]
Modulation bandwidth Fs 40 [MHz]
DC-bias level ǫDC 0.5∆ǫ
Signal amplitude range ∆ǫ 6
PD responsivity ηpd 0.1 [A/W]
PD physical area Apd 1 [cm2]
Number of subcarriers K 512
Cell centre illuminance from O-BS Ẽv 500 [lux]
Noise power spectral density N0 1 × 10−21 [A2/Hz]
Table 5.1: LAC system parameters with FFR schemes
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5.2.2.5 Results and Discussions
In the remainder of this section, the downlink performance results of LAC networks with
direct-current-biased optical orthogonal frequency division multiplexing (DCO-OFDM) and
FFR schemes in terms of SINR statistics, average spectral efficiency and cell edge spectral ef-
ficiency are presented. The system parameters of the evaluated systems are listed in Table 5.1.
These values are the default settings in the results presented i this section if the parameters
are not otherwise specified. Aφ1/2 of 60
◦ is reasonable for lighting performance. A photo-
diode (PD) physical areaApd of 1 cm2 is the generally acceptable in VLC systems [55, 108].
The 40 MHz modulation bandwidth agrees with the 20 MHz flat bandwidth that is provided
by a phosphorescent white light LED with equalisation [71].A PD responsivityRpd of 0.1 is
suitable when the receiver only accepts the blue component of light [108]. According to the
analysis in Section 2.7 of Chapter 2, aǫDC of 0.5∆ǫ and a∆ǫ of 6 leads to a signal-to-clipping
noise ratio (SCNR) of34 dB. This signal clipping configuration is sufficient for the omission
of clipping distortion as the achieved SINR in the followingresults is in the range from−5 dB
to 25 dB. A receiver noise PSD ofN0 = 1 × 10−21 A2/Hz is based on the results presented
in [79]. The optical output of the O-BSs are configured based on an illuminance requirement
of 500 lux using the method introduced in Section 2.3.1.2 of Chapter 2
SINR γ [dB]

























Figure 5.4: SINR statistics for different reuse schemes. System parameters: R̃ = 2.5 m, ̺ =
0.7 andς = 2.
Figure 5.4 shows the results of the SINR statistics based on the 2-layer HEX network with a
HEX cell radius ofR̃ = 2.5 m. In the FFR systems,̺ = 0.7 andς = 2. These results include
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the calculation using (5.9), (5.22) and (5.35) using the numerical method, and the correspond-
ing empirical statistics obtained by Monte Carlo simulation. The agreements between the two
results validate the mathematics in the analysis. In addition, the simulation results of the sys-
tems with networks deployed in a room with finite number of cells are presented to validate
the accuracy of the estimation by using a 2-layer network model. As expected, there is an ac-
ceptable difference, less than 2 dB, between the results of 2-layer network model and those of
the network deployed in a 10.8 m×12.5 m room with 12 cells. However, with an increase of
the number of cells, the difference between the curves of thefinit networks and that for the
2-layer network diminishes, which agrees with the results of varying network size presented
in Section 4.2.2 of Chapter 4. In the case of 58 cells (room size 26 m×30 m), the SINR CDF
differences decrease to be in a range between 0.3 dB to 0.7 dB.Note that another source of
mismatch is the circular cell approximation of the0th cell in the 2-layer network model. This
mismatch is considered reasonable in many cellular system analysis [107]. Therefore, the per-
formance of the 2-layer network model is a reasonable estimation to the practical LAC system.
As shown in Figure 5.4, the UFR system offers the worst SINR asexpected. In contrast, FFR
schemes offer the LAC network an improved SINR. The sFFR system and the SFR system
show improvements of 9.74 dB and 3.54 dB in terms of minimum SINR (at10th percentile),
respectively. In addition, they also show improvements of 10.3 dB and 2.07 dB in terms of
medium SINR, respectively. Note that the bends in the FFR curves are the results of combining
different SINR statistics in multiple regions in a cell and idifferent sub-bands.
Figure 5.5 shows the average spectral efficiency and the celledge spectral efficiency results
with different HEX cell radiusR̃. In these results,̺ = 0.7 andχ = 1 UE/m2. Both the analyti-
cal calculation and the simulation are presented. The analytic l average spectral efficiencies are
calculated using (5.19), (5.27) and (5.48). The analyticalcell edge spectral efficiencies are cal-
culated using (5.20), (5.26) and (5.49). The close agreement between analytical calculation and
simulation validates the related analysis. With a fixedφ1/2, the increase of cell radius results
in a decrease in the interference between UEs in adjacent cells [16]. In other words, a larger
cell provides better overall signal quality. In addition, asmaller cell leads to a higher value of
Pc andPe, which results in loss in average spectral efficiency in FFR systems. Therefore, both
the average spectral efficiency and the cell edge spectral efficiency for any reuse scheme is an
increasing function of̃R.
Figure 5.6 shows the average spectral efficiency against̺. In the results,R̃ = 2.5 m, χ =
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Figure 5.5: Average spectral efficiency and cell edge spectral efficiency against cell radiusR̃.
System parameters:̺ = 0.7 andχ = 1 UE/m2.
1 UE/m2 andς = 2 in SFR systems. According to the FFR scheme introduced in Section 5.2.1,
the channel assignment is proportional to the corresponding coverage area for FFR systems.
When̺ is too small, the majority of the UEs are cell edge UEs which are assigned a reuse
factor of3, which considerably decreases the spectral efficiency of the system. When̺ is too
large, fewer UEs can be covered by the cell edge area. Consequently, average spectral efficiency
decreases significantly due to the increased interference received by the cell centre UEs which
are close to the edge of the cell central area (0 → Rc). In addition, when̺ is close to0 or 1,
eitherPc orPe is significant, which also causes a decrease in spectral efficiency.
Figure 5.6 also shows the cases with different noise levels.Intuitively, the higher the noise
level, the lower the average spectral efficiency for systemswith any reuse schemes. In addition,
the higher the noise level, the less improvement that can be obtained from the FFR schemes.
For example, when considering the improvement of the sFFR scheme with optimal̺ , the im-
provement in terms of average spectral efficiency is15% if there is no receiver noise. However,
this improvement decreases to8% if the noise level is increased toN0 = 2 × 10−21 A2/Hz.
Furthermore, it is noted that the noise level may affect the optimal configuration of̺ . When
noise is zero, the optimal̺ for sFFR is around 0.7 and this is in line with [107]. In the case of
SFR, the optimal̺ is around 0.55. However, with the increase in the noise level, optimal̺s for
FFR systems increase to a slightly higher level.
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Figure 5.6: Average spectral efficiency against̺. System parameters:̃R = 2.5 m, χ =
1 UE/m2 andς = 2.
5.2.2.6 Effects of Active User Density and Proportional Fairness Scheduling
As implied in (5.29) and (5.30), the user densityχ is crucial to the value ofPc andPe, which
may cause a significant effect on the system spectral efficiency. Figure 5.7 shows the effect of
user density on the average spectral efficiency of differentsys ems. In the results,̺ = 0.7,
R̃ = 2.5 m andς = 2 in SFR systems. Both FFR systems show a similar trend with respect
to the variations in theχ. Generally, ifχ is too small, the average spectral efficiency of FFR
systems decreases significantly. For example, in the case ofχ = 0.1 UE/m2, the FFR system
exhibits an average spectral efficiency lower than 1 bps/Hz,which is much lower than the
benchmark.
In order to solve the issue caused by low user density, proporti nal fairness scheduling (PFS)
[109] is considered in conjunction with the FFR techniques.With a given frequency reuse
scheme, there areNW different sub-bands for transmission. The sub-bandn1 hasKn1 subcar-
riers, wheren1 = 1, 2, · · · , NW. Assuming there areNu UEs,Kn1,n2 subcarriers in sub-band
n1 are assigned to thenth2 UE. Thus
∑Nu
n2=1
Kn1,n2 = Kn1 . Therefore, the data rate achieved
by thenth2 UE can be calculated as follows:
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Figure 5.7: Average spectral efficiency against user densityχ. System parameters:̺ = 0.7,
R̃ = 2.5 m andς = 2.
whereεn1,n2 is the achievable data rate by UEn2 on a subcarrier in sub-bandn1. With a
given system realisation, UE locations are determined. Therefore, allεn1,n2 are fixed for that





ln (sn2 (K1,n2 , · · · ,KNW,n2)) . (5.51)
Conventional per subcarrier PFS requires channel frequency selectivity to converge to a robust
solution. However, the assumptions used in this study make the channel gain flat within each
sub-band. This causes problems in the convergence of the scheduling solution by using the
per subcarrier based PFS. Therefore, an alternative algorithm is used to achieve the same PFS



















which lists theKn1,n2 for all UEs in every sub-bands. Based on a specifiedK, the correspond-
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Algorithm 2 : Proportional fairness scheduling
1: for n1 = 1, 2, · · · , NW do
2: Kn1,1 = Kn1,2 = · · · = Kn1,Nu = Kn1/Nu
3: end for
4: s̄ = s{K}















7: nmax = arg maxn2
~Cn2 andnmin = arg minn2 ~Cn2.
8: if Kn1,nmax = Kn1 then
9: Exclude~Cnmax from ~C and go back to step 7.
10: else
11: if Kn1,nmin = 0 then
12: Exclude~Cnmin from ~C and go back to step 7.
13: else




18: s̄ = (1 − αpfs)s̄ + αpfss̄{K}
19: Iterate from step 6 to step 18 untilK converge.







s1(K1,1, · · · ,KNW ,1)
...








The modified PFS algorithm is listed in Algorithm 2. Theαpfs in Algorithm 2 is a forgetting
factor for the calculation of average user data rates̄. The proof of Algorithm 2 maximising
(5.51) is shown in Appendix E.
PFS can achieve a good balance between spectral efficiency and user fairness. More impor-
tantly, it can dynamically distribute spectral resources dpending on the current load condition.
With this benefit of PFS, the sub-band availability constraint can be adjusted as follows: the
whole sub-band assigned to a cell is available to any active UE in that cell. In the case of
no UE in the edge (centre) area of the cell, PFS will assign theresources preserved for edge
(centre) UEs to centre (edge) UEs. Note that although cell edge UEs achieve low SINR by
using the sub-band prepared for centre UEs, through appropriate modulation and coding ad-
justment, transmission with low spectral efficiency can be established [87], which is better than
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the sub-band being unused. This is the reason for the PFS approach improving the FFR sys-
tem performance when user density is low. Under conditions where UEs are present in both
areas, PFS avoids assigning subcarriers in sub-bands for centre UE to edge UEs, because these
resources are extremely inefficient for cell edge UEs. Consequently, the majority of the trans-
mission resources are assigned to the cell centre UEs. SincePFS has the ability to keep the
fairness between centre and edge UE, it will prevent the centre UEs accessing ‘good’ resources
in the protected sub-band. Therefore, PFS also avoids assigning subcarriers in sub-bands for
cell edge UEs to centre UEs. This is the reason why the sub-band availability constraint can be
lessened when PFS is used in FFR systems. Additionally, due to the small number of UEs in a
LAC, the computational complexity of the PFS will be much lower than the PFS in conventional
RF cellular systems.
In Figure 5.7, the average spectral efficiency of the FFR system with PFS are also demon-
strated. It can be observed that PFS effectively alleviatesth spectral efficiency decrease for
FFR systems under the condition of lowχ. In addition, it is noted that the performance of
sFFR with PFS andχ = 1 UE/m2 is slightly worse compared with that without PFS. This is
because the data rate difference between centre UEs and edgeUEs is significant. Therefore, the
PFS trades some spectral efficiency for better fairness. In the case of SFR withχ = 1 UE/m2,
PFS further increases the average spectral efficiency. Thisis because the data rate gap between
centre UEs and edge UEs is small. Therefore, the PFS can gain additional spectral efficiency
with a low loss of fairness.
5.2.3 Fractional Frequency Reuse with Angular Diversity Transmitter
High directionality of light source with appropriate optics makes it possible to further mitigate
CCI by exploring spatial diversity with low complexity. Motivated by this idea, an ADT is
considered to be used in O-BSs in a LAC networks in conjunctiowith the FFR scheme. Further
improvement in cell edge UE signal quality and overall spectral efficiency are expected by using
this approach. In this subsection, the combination of FFR scheme with ADT transmitter in the
application of LAC networks is investigated using simulations.
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5.2.3.1 Angular Diversity Transmitter Configuration
In this study, an ADT with 19 narrow beam-width (φ1/2 = 10
◦) LED chips is assumed. Each
LED chip has a different beam direction, which covers a smallregion of the HEX cell coverage
area. The configuration of the ADT is illustrated in Figure 5.8. Thus, each small region of
the cell can be defined as a sub-cell. The spatial alignment ofall the beams of the LED chips


































Figure 5.8: The inlay figure at the top left corner illustrates the arrangement of the ADT. The
main figure illustrates the coverage arrangement in a cell. Each LED chip in the
ADT covers a different region of a cell.
Due to the addition of ADT, each O-BS has multiple light sources. In conjunction with the
assumptions stated in Section 5.2.2.1, the downlink SINR expression can be modified based on




















whereHDC,i,l denotes the line-of-sight (LoS) DC gain of the free-space propagation channel
from the lth LED chip in ith O-BS to the desired UE, andLi denotes the set including the
indices of the LED chip ofith O-BS that is transmitting using the considered transmission
resources.
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5.2.3.2 Fractional Frequency Reuse Scheme Modification
Taking the advantages of ADT and the further division of sub-cells, a modified FFR scheme
based on SFR scheme is considered. The entire modulation band is partitioned into three sub-
bands. The links for the cell centre UEs are assigned a reuse factor of1 as they experience better
signal quality and less CCI. The links for the cell edge UEs are assigned a reuse factor of3 and
an amplification of signal power with a factor ofς. In addition to these SFR characteristics,
each sub-cell is categorised as a cell centre sub-cell or a cell edge sub-cells. The categorisation
is as what follows: Considering a UE in thelth sub-cell in the0th cell, the desired signal is
transmitted by thelth LED chip of the0th O-BS only. In addition, all LED chips of all remain-
ing O-BS are transmitting at the same frequency. If the considered UE experiences a SINR that
is lower than a threshold valueTe in any location in the sub-cell, this sub-cell is categorised as
a cell edge sub-cell. Otherwise, it is categorised as a cell centre sub-cell. Figure 5.9 illustrates
the reuse scheme and the categorisation of the sub-cells. Thi categorisation of sub-cells can
be pre-configured, thereby causing no extra system complexity. Furthermore, the LED chips
covering the cell centre (edge) sub-cells are grouped and marked s cell centre (edge) sources.
The UEs in cell centre (edge) sub-cells are covered by the cell centre (edge) sources only. Note
that this configuration could effectively confine CCI in a minimum region, thereby significantly
improve the overall downlink SINR experienced by each UE.
Figure 5.9: The modified FFR scheme in a LAC downlink system with ADT.
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Figure 5.10: The cellular network arrangement in the simulated room.
5.2.3.3 Results and Discussions
Next, the performance of LAC systems with ADT is evaluated using simulations. A cellular
network is assumed in a 16 m× 9 m × 3 m large office. The coverage area in the room is
divided into13 HEX cells and served by13 O-BSs with ADT, as shown in Figure 5.10. DCO-
OFDM with OFDMA is used in the simulation. The remaining system parameters are listed in
Table 5.2.
Parameters Symbol Values
Transmitter height zs 3 [m]
LED-chip half-power semi-angle φ1/2 10
◦
Receiver height zr 0.85 [m]
Receiver field of view ψmax 70◦
Modulation bandwidth Fs 40 [MHz]
DC-bias level ǫDC 0.5∆ǫ
Signal amplitude range ∆ǫ 6
PD responsivity ηpd 0.28 [A/W]
PD physical area Apd 1.5 [cm2]
Number of subcarriers K 512
Cell centre illuminance from O-BS Ẽv 500 [lux]
Noise power spectral density N0 1 × 10−21 [A2/Hz]
edge region SINR threshold Te 10 dB
Table 5.2: LAC system parameters with FFR schemes and ADT.
The downlink SINR spatial distributions in the room with UFRand FFR are illustrated in Fig-
ure 5.11 and Figure 5.12, respectively. As previously mentioned, the bandwidth is equally
partitioned into sub-band A, B and C for interference coordination in the edge region of the cell
in the FFR technique. The first three SINR spatial distributions depicted in Figure 5.12 corre-
spond to the distributions of SINR on the sub-carriers in sub-bands A, B and C, respectively.
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Figure 5.11: The spatial distributions of the received SINR on the whole frequency band in the
room for the system applying UFR.
Figure 5.12: Plot (A), (B) and (C) correspond to the spatial distributions of the received SINR
on the sub-band A, B and C for the system using FFR, respectively. The value
of ς is 16. The black region indicates the sub-band is unavailable to the users in
that region. Plot D corresponds to the average SINR distribuion over all three
sub-bands
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The last distribution shown in Figure 5.12 (D) is the averageSINR distribution over all three
sub-bands. In the UFR system, the cell-edge UE SINR falls in the range of -2.6 dB to 9 dB. In
contrast, in the FFR system, since interference is mitigated for the exterior sub-cells by apply-
ing traditional resource partitioning, there is an increase in the SINR. Consequently, the SINR
for the exterior region of the cell is within the range of 26 dBto 36 dB. On the one hand, in the
UFR system, the cell-centre SINR is within the range of 10 dB to 29 dB. On the other hand, in
the FFR system, the interference mitigation also improves th cell-centre average SINR to the
range of 24 dB to 32 dB, as shown in Figure 5.12 (D). Therefore,significant improvement in
terms of overall SINR is achieved by using FFR relative to theUFR system.
Interference mitigation technique ASE Guaranteed user throughput
technique [bps/Hz/m2] [Mbps]
κrf = 1 0.2607 0.6
κrf = 3 0.1776 4.1
FFR,ς = 4 0.3389 4.3
FFR,ς = 16 0.3211 5.2
FFR,ς = 64 0.2937 5.6
Table 5.3: Area spectral efficiency and guaranteed user throughput.
It is assumed that 40 UEs are uniformly distributed in the network. The PFS introduced in
Algorithm 2 is used to allocate the sub-carriers to multipleUEs in each cell to solve the issue of
low user density. Table 5.3 shows the area spectral efficiency (ASE) of the LAC networks and
the guaranteed user throughput (measured at the first percentile of the user throughput) achieved
by the systems with different techniques and parameters. Figure 5.13 shows the CDF of the
User throughput [Mbps]
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Figure 5.13: The CDF of user downlink throughput in a LAC network with ADT.
downlink user throughput.Figure 5.14 shows the CDF of the downlink cell throughput. In the
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systems with FFR, the cases withς values of 4, 16 and 64 are considered. For the cell edge UEs
in the system applying FFR, a power gain ofς increases the signal quality further. This results
in a better performance for the cell edge UEs in the FFR systemrelative to a system applying
only traditional resource partitioning. The improvement in erms of guaranteed user throughput
is in the range of 5% to 37%. All three sub-bands are availablefor transmission for the cell
centre UEs in the system applying FFR. In addition, due to theinterference mitigation, the
average SINR in the FFR system is higher than the SINR in the UFR system. This improves the
performance of the FFR system relative to the two benchmark systems in terms of both the user
throughput and cell throughput, as shown in Figure 5.13 and Figure 5.14. The improvement
relative to the UFR system in terms of ASE is in the range of 13%to 30%.
Cell throughput [Mbps]
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Figure 5.14: The CDF of cell downlink throughput in a LAC network with ADT.
On the one hand, whenς = 64, the cell-edge user throughput is enhanced at the cost of cell-
centre user throughput. In this case, a guaranteed user throughput of 5.6 Mbps is achieved.
However, the ASE is only 0.2937 bps/Hz/m2. On the other hand, whenς is decreased to 4, the
SINR of the cell-centre users is improved. This results in a higher ASE of 0.3389 bps/Hz/m2
and a lower guaranteed user throughput of 4.3 Mbps. In Figure5.14, it is shown that there is a
small proportion of the cells which have a relatively lower system throughput of about 35 Mbps.
This occurs when all UEs in these cells are in the cell edge region, which is reasonable due to
the low user density in each cell. In this case, the sub-band for cell centre users remains idle
which wastes transmission resources and results in a lower cell throughput.
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5.3 Coordinated Multi-point Joint Transmission Based on Angular
Diversity Transmitter
In a LAC network, many system specific properties support theimplementation of JT: i) a very
high-speed low-latency backhaul connection between O-BSsis easy to realise due to the short
physical distance between O-BSs; ii) an IM/DD system is not impaired by small-scale fading
effect due to constructive combination of intensity modulated signals; Therefore, extra coding
and strict synchronisation requirement are unnecessary; iii) since the LoS signal component
is significant, the time differences between the arrival of signal components from different O-
BSs are small relative to a symbol period; iv) the inter-symbol interference (ISI) introduced
by the slight difference in time delay of each signal component can be inherently removed by
O-OFDM system. Applying JT not only improves the communication quality at cell-edges, but
also makes the connection more reliable. Since multiple LoStransmission paths exist simul-
taneously as a result of the proposed cellular structure, data connection can still be guaranteed
for the case that one or two LoS paths are blocked. In this section, the application of JT in LAC
networks with ADTs is investigated using simulations.
5.3.1 Joint Transmission Configurations and Frequency Plans
For the convenience of analysis, the same assumptions made in Section 5.2.1 are also used here.
The basic configuration of the considered JT in LAC networks is illustrated in Figure 5.15. The
network deployment is similar to that assumed in Section 5.2.3, where multiple O-BSs cover a
numbers of HEX cells in the considered LAC system. Each O-BS is equipped with a 7-LED
chip ADT. Among the 7 LED-chips in an ADT, the central LED chipis directed to the cell
centre and covering the cell centre UEs. Each of the remaining 6 exterior LED chip faces one
of the 6 vertices of the HEX cell. Since every three adjacent clls have a common vertex,
three exterior LED chips of different adjacent O-BSs cover acell corner region. This region
is defined as a JT region which is centred at a vertex of a cell. If the UE is in the centre of a
cell, the system works in a single point transmission mode, and the UE receives signal from the
central LED chip. In the case that the UE is far away from any O-BS receiving weak downlink
signal, the system works in a multi-point JT mode, and the UE is served by three closest O-BSs.
Each O-BS transmit the signal using one of the exterior LED chips as shown in Figure 5.15.
Similar to the case in Section 5.2.3.1, a narrow half-power semi-angle of20◦ is assumed for
each LED chip to avoid the wide spread of CCI.
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Figure 5.15: Illustration of coordinated multi-point joint transmission in LAC downlink system.
The working mechanisms of the system are described as follows: 1) the central LED chip of
each O-BS transmits a pilot signal to all UEs with a unique sequence to identify the corre-
sponding O-BS; 2) each UE selects the BS providing the strongest signal as a primary AP and
selects the O-BSs providing the second and the third strongest signals as the secondary APs; 3)
a UE estimates the received SINR by considering the signal from the primary AP as a desired
signal and the other signals as interference; 4) if the SINR is above a pre-determined thresh-
old Tjt which determines the maximum BER for reliable data transmision, the UE replies to
the O-BSs through uplink channel requesting single point transmission from the primary BS;
5) otherwise, the UE replies to the O-BSs requesting JT from the primary and the secondary
APs. Then, the BSs use a predetermined look up table to selectthe appropriate LED chips for
transmission. With a given O-BS cooperation set, the look uptable provides the information of
LED chips that are used to serve the UE using JT.
Since the magnitude response of the channel is assumed to be flat, scheduling algorithm is
simplified. We assume that the subcarriers are evenly distributed among the user population in
the coverage area. Figure 5.16 illustrates the frequency reuse pattern. For the first plan shown in
Figure 5.16 (A), the frequency band is divided into two sub-bands. The first sub-band is reused
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Figure 5.16: Frequency plans considered in the LAC downlink system with JT. (A) plan 1 (B)
plan 2
in each single point transmission region, while the second sub-band is reused in each multi-
point JT region. Considering a total of̃K subcarriers carrying information bits, the number of







whereAst denotes the total combined area of single point transmission regions, andAsys de-
notes the entire coverage area of the LAC system. The number of subcarriers in the JT sub-band,
Kjt, is calculated as:
Kjt = K̃ −Kst. (5.54)
This frequency allocation plan ensures spatially uniform avail bility of frequency resources,
which supports the assumptions of a uniform UE distributionas well as equal target data rate
of all UEs in the network. However, there is no interference mitigation between adjacent JT
regions. Therefore, low SINRs are achieved at the boundaries of two adjacent JT regions. For
the second plan shown in Figure 5.16 (B), the sub-band for JT regions is divided into two
partitions as follows:







The two JT sub-bands are reused in a pattern such that adjacent JT regions always use different
sub-bands in order to mitigate CCI. The sub-band for single point transmission remains the
same. This frequency plan offers improved receiver SINR performance, but fewer number of
subcarriers are available in the JT regions. For the convenience of presentation, the JT systems
with frequency plan 1 and 2 are defined as JT 1 system and JT 2 system, respectively.
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Figure 5.17: The area of the region specified by the blue dashed lines (cellcoverage area)
equals the area of the region specified by the red solid curves. This implies that
the JT 2 system has the same reuse factor as that of a UFR system.
In a UFR system, the whole frequency band is permitted to be used in each cell. Within a cell
coverage area (hexagon indicated by blue dashed line boundaries in Figure 5.17), subcarriers
are not reused. In a JT 2 system, the entire set of subcarriersar prevented from being reused
within the region bounded by red solid curves in Figure 5.17.The area of this region is exactly
equal to the coverage area of a HEX cell. Therefore, the reusefactor of a JT 2 system is
equivalent to the one in a UFR system.
Parameters Symbol Values
Transmitter height zs 3 [m]
LED-chip half-power semi-angle φ1/2 20
◦
Receiver height zr 0.85 [m]
Receiver field of view ψmax 70◦
Modulation bandwidth Fs 40 [MHz]
DC-bias level ǫDC 0.5∆ǫ
Signal amplitude range ∆ǫ 6
PD responsivity ηpd 0.28 [A/W]
PD physical area Apd 1.5 [cm2]
Number of subcarriers K 512
Cell centre illuminance from O-BS Ẽv 500 [lux]
Noise power spectral density N0 1 × 10−21 [A2/Hz]
JT SINR threshold Tjt 10 dB
Number of users Nu 40
Table 5.4: LAC system parameters with JT schemes and ADT.
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5.3.2 Simulation Results and Discussions
The simulated LAC network is assumed to be deployed in a room of size 16 m× 9 m× 3 m.
The coverage area in the room is divided into13 HEX cells and served by13 O-BSs with ADT,
as shown in Figure 5.10. DCO-OFDM with OFDMA is used in the simulation. For simplicity,
no power control is applied and all LEDs have the same averageoptical transmit power. The
remaining system parameters are listed in Table 5.4.
The simulation of the SINR spatial distribution and throughput statistics are based on the mod-
ified SINR expression (5.52). The JT systems are compared against two benchmark systems.
One of the benchmark systems uses UFR with a reuse factor of one. The other system uses
traditional static resource partitioning with a reuse factor of 3 [19]. The simulation parameters
for them are the same as those for the JT systems in order to guarantee a fair comparison.
Figure 5.18: SINR spatial distribution of the LAC system using (A) UFR (B)JT 1 (C) JT 2.
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Figure 5.18 shows the SINR spatial distribution for the different systems. The benchmark UFR
system achieves the worst SINRs. For the JT 1 system, the cell- dge SINRs are improved com-
pared to the UFR system, especially for the UEs near the centre of JT regions. However, due
to the lack of interference mitigation between adjacent JT regions, the UEs at the boundaries
between adjacent JT regions achieve low SINR. In contrast, in the JT 2 system, the same fre-
quency band is not reused in adjacent JT regions. Therefore,the cell-edge UE SINR is further
improved (above 30 dB) compared to the JT 1 system at the cost of less available spectrum
resource per JT region.
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Figure 5.19: The CDF of user downlink throughput in a LAC network with ADT.
Figure 5.19 and Figure 5.20 show the CDF of the downlink cell throughput and the user
throughput in different systems. The cell throughput is defined as the aggregate data rate in
a cell, while the user throughput is defined as the transmission data rate achieved by a single
UE. With the largest reuse factor, the resource partitioning system achieves the lowest median
cell throughput of 34.9 Mbps. In contrast, a UFR system with areuse factor of one achieves
a higher median system throughput of 42.3 Mbps. The JT 2 system has the same reuse factor
as the UFR system. In addition, the JT 2 system exhibits strong bustness to CCI. Therefore,
the JT 2 technique achieves a median system throughput of 56.3 Mbps, which is significantly
higher than both benchmark systems. However, the maximum number of subcarriers that a UE
could use is determined by its location and is limited by the siz of the respective sub-band.
Therefore, the peak user throughput for the JT 2 system is lower than the JT 1 system. Since
the JT 1 system enforces a more aggressive frequency reuse, it achieves the highest median
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system throughput of 58.5 Mbps. The JT 1 and the JT 2 systems show a 67.6% and a 61.3%
improvement compared to the resource partitioning system,r spectively. The JT scheme also
shows improvement in terms of the guaranteed user throughput, defined as the minimum data
rate with 90% confidence, compared to the benchmarks. The JT 1and the JT 2 systems achieve
a 6.3 Mbps and a 7.5 Mbps guaranteed user throughput, respectively. These numbers are 100%
to 140% higher than the guaranteed user throughput achievedby a UFR system.
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Figure 5.20: The CDF of cell downlink throughput in a LAC network with ADT.
5.4 Summary
In this chapter, two interference mitigation techniques for LAC networks have been introduced.
The first technique is FFR. An analytical framework of the FFRapplication in a LAC network
was proposed. Both the sFFR and SFR schemes were considered.A method of calculating
the statistics of the achievable SINR and the average spectral fficiency in a 2-layer HEX cell
network was presented. The numerical results show a close agre ment with the results of the
Monte Carlo simulations. The performance of the LAC networkwith FFR was evaluated and
compared with a benchmark system with UFR. The results showed that FFR schemes can
effectively improve the downlink SINR in a LAC network. In addition, FFR schemes offer
significant improvements in the cell edge spectral efficiency. Furthermore, the average spectral
efficiency is slightly improved. Also, the effects of the keyparameters were studied, such as
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cell radius, cell centre / radius ratio and active use density. It was identified that the optimal
value for cell centre / radius ratio is 0.7 for sFFR and 0.55 for SFR in a typical setup considered
in this study. With an increase in the noise level, these optimal values become greater and the
gain from FFR schemes decreases. In addition, a low user density significantly decreases the
achievable average spectral efficiency. However, PFS can beused to effectively alleviate this
problem. Furthermore, the combination of ADT and FFR is considered for further improvement
in interference mitigation and system performance. The results howed that the combination of
FFR and ADT significantly improves the downlink performanceof the considered LAC system
in terms of overall SINR level, user throughput and cell throughput, especially for the cell-edge
UEs. The second considered interference mitigation technique is known as coordinated multi-
point JT. Its application in a LAC network is achieved by using ADT in the O-BSs. The results
showed that JT schemes can also effectively improve the performance of the cell edge UE in
LAC systems. In addition, a joint transmission system also achieved 67.6% improvement in
terms of median system throughput compared to a static resource partitioning system.
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Chapter 6
Conclusions, Limitations and Future
Research
6.1 Summary and Conclusions
In this thesis, a series of fundamental studies related to the downlink performance of light fi-
delity (LiFi) attocell (LAC) networks at the physical layerhave been presented. To the best of
the author’s knowledge, this is the first comprehensive study of a LAC downlink. The study
includes an analysis and evaluation of the downlink performance of LAC networks based on
signal-to-interference-plus-noise ratio (SINR). In addition, an efficient analytical method for
the calculation of the non-line-of-sight (NLoS) channel impulse response (CIR) in a visible
light communication (VLC) system was proposed, which has been used to estimate the free-
space propagation channel in LAC downlink systems. Finally, two interference mitigation tech-
niques, namely fractional frequency reuse (FFR) and multi-point joint transmission (JT) were
introduced at the downlink of LAC networks in order to mitigate the detrimental effects of
co-channel interference (CCI).
In Chapter 2, the relevant background related to the LAC network downlink has been presented.
Firstly, a brief history of optical wireless communication(OWC) has been provided. Further-
more, the essential subsystems to establish a complete LAC network have been introduced and
discussed. Then the focus is put on the basic concepts underpi ning the LAC network down-
link, which include the VLC front-ends, channel, receiver noise, optical-orthogonal frequency
division multiplexing (O-OFDM) transmission, signal clipping effects in O-OFDM, and cellu-
lar system. Based on the introduced basic concepts, a new expression for a key system metric,
downlink SINR, has been proposed. In contrast to the existing SINR models, the new SINR
expression is based on O-OFDM transmission. Therefore, theeffects of signal clipping, signal
power adjustment and the frequency characteristics of the front-end elements have been taken
into account in the new expression. The proposed SINR expression forms the foundation for
the studies in the subsequent chapters. It could also be potentially used in future research. For
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example, the SINR expression could be used as the metric / object function of simulations /
optimisation in future LAC network studies.
In Chapter 3, an efficient novel method was proposed to calculate the NLoS CIR in VLC sys-
tems. This method is an analytical approach to calculate theCIR for VLC NLoS channel. In
particular, the proposed method provides tractable expression for the CIR calculation. Using
these expressions calculating the CIR is straightforward and requires extremely short time to
compute (< 1 s). In many VLC studies, it is required to consider NLoS CIRs for the accuracy
of the research results, but it takes too much time to calculate the NLoS CIR using state-of-
the-art ray-tracing simulations. In addition, in the proposed CIR calculation method, the CIR
is decomposed into multiple components corresponding to the signals that interact with differ-
ent room surfaces. Therefore, researchers working on VLC channel characterisation could use
the expressions and results proposed in this thesis in orderto analyse the effects of different
surfaces on the NLoS channel in different cases.
In Chapter 4, based on the downlink SINR expression in Chapter 2 and the proposed analyti-
cal CIR calculation method in Chapter 3, a comprehensive downlink performance analysis and
an evaluation of LAC networks has been presented. Firstly, asimulation including the effects
of NLoS channel has been conducted. The results show that theSINR decreases with signal
frequency due to the low pass characteristics of the front-end elements. At the same time, the
NLoS channel has minor effect on the SINR. Therefore, when modulation bandwidth is beyond
the 3-dB bandwidth of the front-end elements, it is essential to take the effect of the front-end
elements into account. However, the lack of NLoS channel analysis leads to minor variance in
the downlink performance analysis of LAC networks as long asthere exists a relatively reliable
line-of-sight (LoS) path for the communication signal. In addition, the study on the size of
the network shows that the larger the network size, the worsethe downlink performance. The
downlink performance with different cell deployments was evaluated and compared. Among
the considered cell deployments, hexagonal (HEX) cell deployment and Poisson point process
(PPP) cell deployment were found to offer the best and worst ca e in terms of SINR statistics,
respectively. Tractable expressions for the SINR statistics of the system with these two cell
deployments have been derived. These expressions could be used by researchers to quickly
estimate the potential downlink performance of a LAC network with a certain system spec-
ification. It has been found that the effects of varying cell radius and the light beamwidth
(half-power semi-angle) are vital to the downlink performance of LAC networks, and the con-
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figuration of these two variables should be interconnected.A esired configuration to the source
beamwidth for a specified cell radius has been proposed. Furthermore, the cell data rate of the
LAC downlink has been evaluated. It has been found that with asm ller cell size, a smaller half-
power semi-angle should be used, which leads to a decreased CCI level and an improvement in
the cell data rate. Additionally, there is always an optimalvalue for the modulation bandwidth
to allow the LAC network to achieve a maximum downlink data rate. These results help to
select suitable parameters for a LAC network in both computation simulation and actual sys-
tem implementation. Finally, the downlink performance of LAC networks has been compared
with the performance achieved by the state-of-the-art small-cell systems. The result shows that
the LAC networks generally outperform femtocell networks.In particular, a high performance
LAC network can achieve an area data rate of 469 Mb/(s·m2) which is twice the area data rate
achieved by a high performance millimetre wave (mm-Wave) system. The mmWave system as-
sumes a spectral efficiency of 11.25 b/(s·Hz) and uses a bandwidth of 2 GHz in a room of size
10 m × 10 m. This study demonstrates that LAC networks are capable to off-l ad a significant
amount of downlink traffic from the existing radio frequency(RF) network. The study can also
support future studies on LAC networks at the data-link and network layers, where the focus
could be on handover algorithms or network load balancing.
In Chapter 5, interference mitigation techniques for LAC downlink have been considered.
Firstly, a FFR technique is considered, and it achieves a reasonable compromise between com-
plexity and interference mitigation performance. Two types of FFR schemes, strict FFR (sFFR)
and soft frequency reuse (SFR), were introduced. A series ofanalytical tools have been devel-
oped to calculate the SINR statistics and spectral efficiency of the LAC downlink using FFR.
The presented results show that FFR provides an improvementof 2 dB to 10 dB in down-
link SINR and a 20% to 50% improvement in cell edge spectral effici ncy in a LAC network
compared with the case using universal frequency reuse (UFR). These results justify that it is
effective to use a FFR scheme to mitigate CCI in a LAC downlink. It is also found that sFFR
offers better gain in almost every aspect when compared to SFR. In addition, it is found that
using FFR leads to a low active user density issue. Given a user density lower than 0.2 user/m2,
the average spectral efficient of the system using FFR schemes decrease significantly. This re-
sult implies that a FFR is not suitable to be used in a lightly loaded LAC system. A modified
proportional fairness scheduling (PFS) scheme has been introduced to alleviate the low user
density issue. To further improve the effectiveness of the FFR, an angular diversity transmit-
ter (ADT) was introduced at the transmitter side. Consequently, an improvement of 20 dB in
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the cell edge user SINR and an improvement of up to 30% in termsof area spectral efficiency
(ASE) have been observed in the simulation results. Secondly, the multi-point JT technique
with ADTs is considered. It converts harmful CCI into usefuldesired signal at the cell edge.
Similar to the case of using FFR and ADTs, an improvement of 30dB at the cell edge SINR
and an improvement of 60% to 70% in medium user throughput rela iv to the case of UFR
can be observed in the simulation results. The results of thesystems using ADTs shows that
exploring spatial diversity can significantly improve the system performance in LAC networks.
The presented study offers two solutions to the interference issues in future LAC networks with
dense spatial reuse, and proves their effectiveness. Furthermore, the research results of this
study could be used as benchmarks for future research on interference mitigation techniques in
LAC networks.
6.2 Limitations and Future Research
In the analysis presented in this thesis, a large number of factors have been taken into account
to give insights into the actual downlink performance of LACsystems in practice. However,
a number of assumptions have been made to reduce the analytical complexity. In some cases,
the related analytical tool is unavailable in the literature. Consequently, idealised assumption
has to be made so that the analysis can be tractable. In addition, the studies in this thesis are
purely based on analysis or simulations. Therefore, more exp rimental research is needed to
validate the presented results. Furthermore, a number of the research findings and limitations
inspire potential future research directions, which is important for the further development of
LiFi technology.
In the development of the analytical method for the NLoS CIR calculation, cost-effective mod-
elling of the channel components undergoing three or more number of reflections with low
complexity was not available. With the omission of these channel components, a noticeable
underestimation of the NLoS CIR components with long time delay can be observed. Sim-
plified geometric models may be considered to approximate the characteristics of the channel
components with higher order reflections. In addition, the proposed method considers light
source with Lambertian radiation pattern, diffused reflection only, a vertical receiver orienta-
tion and a full receiver field of view (FoV). More general modelling considering other light
source, specular reflection, receiver rotation and limitedFoV can be the subjects in the future
work.
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Currently, most of the study on indoor NLoS VLC channel modelling or simulation considers
the effects of room internal surfaces only. In order to simulate a more accurate NLoS channel,
the effects of other random objects, such as human bodies, furnitures, should be thoroughly
studied. Despite a number of related evaluation studies conidering several specified environ-
ments [110], the generic characteristics of the influences of these objects still remains unknown.
A significant challenge for characterising the effects of random objects is the difficulty of defin-
ing the generic model for the random objects. On the one hand,there are too many uncertainties
about the random objects (type of objects, reflectivity of the objects). On the other hand, the
geometry of the random objects are not as simple as a flat plane. Consequently, it is much more
difficult to capture its effects on the channel compared to the case considering internal surfaces
only.
In addition, the majority of the state-of-the-art channel simulation / modelling methods consid-
ers a static setup, where the geometry of transmitter, receiv r and the environment does not vary
with time. Comprehensive Evaluation of the time-varying characteristics of the VLC channel
can also be the future research topic. The related research result, such as coherence time, will
be useful to the design of channel estimation algorithm, handover algorithm, etc..
Another important issue in the VLC channel modelling is the eff cts of the user equipment
(UE) orientation and position. However, very few study has worked on the statistics of the
distance from the floor to the UE and of the latitude angle of the UE. These statistics strongly
depends on the height of the user, poses / habits of using the UE. A comprehensive study on
these statistics using experiments can be carried out in thefu ure research.
In the analysis of the downlink performance of LAC networks,perfect reliable backhaul and
uplink connections with infinite capacity are assumed. A full b ffer traffic model has been
assumed for all UEs in the LAC networks. In addition, the effects of handover and mobility
are omitted. Limited backhaul, uplink capacities, different traffic model or handover / mobility
issues can be added to the analysis in the future research in the downlink perspective. It is
unlikely to jointly consider all these issues with a detailed model as it will lead to significant
increase in analysis complexity. Therefore, detailed analysis / performance evaluation of each
algorithms / subsystem with a number of case studies is more practical in the future research.
In conventional RF cellular network, several dozens or evenhu dreds of UEs are connected
to a single base station (BS). In contrast, the number of active UEs within a LAC is much
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smaller because of the smaller cell size. This issue can potentially affect the LAC system
performance. For example, in an extreme case that the numberof users is much fewer than
the number of optical-base stations (O-BSs), the O-BS serving no UE is not transmitting which
leads to a reduced CCI level. Therefore, evaluating the effect of active UE density is worth
considering in the future research. In chapter 4, an infinitenetwork in an indoor environment is
considered. In order to accurately reflect the performance of LAC network in practice, a number
of typical indoor application scenes can be defined, which may have different room dimension,
UE density or number of available light source. The performance evaluation regarding each
specified scene can be carried out independently.
In addition, the LAC downlink system configuration considered in Chapter 4 is adjusted in order
to achieve an improved wireless communication performance. Th only constraint considering
the lighting performance is the illuminance level right underneath the O-BS. Each O-BS has
a circular ‘foot-print’ on the serving plane. In the communicat on perspective, the overlap-
ping between adjacent ‘foot-prints’ should be avoided to prevent significant CCI. On the other
hand, in the lighting perspective, the cell edge has a reduced illuminance level. The overlap-
ping between adjacent ‘foot-prints’ is preferred to superpose the light from multiple sources
to enhance the illumination and the illuminance uniformity. Therefore, new design which can
accommodate both communication and lighting functionalities should be considered in future
research.
In the analysis of interference mitigation techniques, perfect channel state information (CSI) at
the O-BS and perfect centralised control unit are assumed. In addition, idealised channel with
flat frequency response is assumed. The detailed analyticalframework developed in Chapter 4
can be used in the study of the interference mitigation techniques in LAC systems to provide
more accurate performance estimation. Furthermore, only the cases with infinite HEX network
are considered. The cases with other point process based cell deployments can be investigated
in future research. In the study of using JT, multiple signals from different O-BSs via LoS paths
arrive the receiver with different time delays. This may introduce frequency selectivity to the
JT channel. Therefore, studying the JT channel characteristics can also be a future research
topic.
In Chapter 5, the analysis shows that using the static low complexity, such as FFR technique, in
LAC network may leads to the waste of spectrum resources due to the low active user density
issue. In order to avoid such waste, the centralised / distributed dynamic resource allocation
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schemes developed for RF cellular network can be consideredin LAC networks. In a LAC
network, all O-BSs are physically close to each other and thenumber of UEs per cell is smaller
relative to RF cellular systems. These facts imply that the backhaul communication latency
issue and the computation complexity issue of the resource allocation solution will not restrict
the implementation of these dynamic schemes in LAC networks.
In RF wireless system, the random small-scale fading leads to ifferent frequency selectivity
for each user, which is known as multi-user diversity. In most of the dynamic resource alloca-
tion schemes, multi-user diversity is explored to significantly improve the system performance.
However, the small-scale fading introduces little frequency selectivity in VLC transmission
due to the large size of photodiode (PD) detector relative tothe wavelength of the light and
the use of incoherent intensity modulation (IM) and direct de ection (DD). Therefore, when
using resource allocation schemes in VLC systems, the unique characteristics of VLC system
in frequency domain should be taken into account.
In the field of VLC research, the majority of the experimentalstudies are considering a point-
to-point single link. However, there is little work has beencarried out on the networked VLC
system. In the future experimental studies on LAC networks,the following issues should be
considered in particular: 1. validation of the CCI characteris ics. 2. light source coverage
validation. Regarding the first issue, the effects of a certain level of CCI can be experimentally
evaluated. For example, the bit error rate (BER) performance with a specified level of CCI
and modulation scheme can be measured and compared with the corresponding BER distorted
by the same level of additive white Gaussian noise (AWGN). Inaddition, the CCI spatial dis-
tribution can be experimentally measured within the coverag rea of interest. Regarding the
second issue, the effective coverage area of the light source can be experimentally validated. In
a single link VLC experiment, the light beam is typically focused on the receiver detector using
appropriate optics to increase the collected optical poweras much as possible. However, in a
networked VLC system based on non-directed configuration, the system design should take the
case with low signal-to-noise ratio (SNR) into account. This means that a high power, diffused
optical source should be used in a networked VLC experiment.Thus, it is valid to measure the





Derivation of the Single Reflection
Channel Impulse Response
Figure A.1: Single reflection channel in Cartesian coordinates.
Firstly, the setup shown in Figure 3.2 is placed in a Cartesian coordinate system. As shown
in Figure A.1, the locations of the source element and the reciving element are defined in
the coordinates as~as =
(









orientations of the source element and the receiving element ar defined as~os = (xs, ys, zs) and
~or = (xr, yr, zr). All orientation vectors have a unity modulus. Consideringa amount of light
power incident to a point on the reflector at~ab = (x, y, 0), the Euclidean distance between the
source and this point isD1 and the Euclidean distance between the receiver and this point isD2.
Intuitively, the orientation of the reflector~ob is opposite to the direction ofz-axis. According






cosm φ1 cosψ1 cosφ2 cosψ2, (A.1)
whereφ1 andψ1 denote the radiant angle and incident angle from the light source and to the
point at~ab on the reflector, respectively;φ2 andψ2 denote the radiant angle and incident angle
from the the point at~ab on the reflector to the receiving element, respectively; anddA denotes
the calculus of the physical area of the reflecting point. Therel vant terms in (A.1) can be
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where the ramp functionR(x) is used to prevent the negative value ofc sφ1 andcosψ2 in the
case ofφ1 > π2 andψ2 >
π
2 . The total received signal power can be calculated by integra ing
(A.8) over the entire reflector.
However, channel impulse response is a quantity closely related to delayt. In order to make
the received signal power involve the time delay, we firstly consider calculating the power of
the received signal experienced a delay of less than. This amount of power is denoted as
P̂opt,h(t). The time delay is in conjunction with the length of the transmission path. With a
given positions of light source element and receiving element, all of the single reflection paths
with a delay less thant are within an ellipsoid with the foci at the positions of light source and
the receiving element as shown in Figure A.2. The ellipsoid is central symmetric respect to the
line via the light source and the receiving element positions. For the convenience of defining
this ellipsoid, another Cartesian coordinate systemx′-y′-z′ is defined. Inx′-y′-z′ system, the
centre of the ellipsoid is placed at the origin of the coordinates, and the two foci are placed on
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Figure A.2: Single reflection transmission geometry with considering the paths experiencing a
delay less than a certain valuet.
thex′ axis with the coordinates of
(





2 , 0, 0
)
, whereL̂2b = L
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b + (Ls − Lr)
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)2 ≤ 1, (A.9)
With a given coordinate inx-y-z, the corresponding coordinate inx′-y′-z′ can be obtained by




























































with (A.10), the ellipsoid equation in thex-y-z system can be written as:
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)2 ≤ 1. (A.11)
In the case that the signal is reflected by a single diffusing surface, all reflected point have to
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This ellipse defines the integration limits forx andy when calculatingP̂opt,h(t). Therefore,







Thus, the channel impulse response can be calculated asℏ(t) = dP̂opt,h(t)dt . For the convenience
of calculatingℏ(t), a polar coordinate system with a radiusr and a polar angleθ is used. The
polar coordinates can be calculated based on the following relationships:
x = r cos θ, (A.14)
y = r sin θ. (A.15)























































where the value of the limitr can be calculated by evaluating the bound value ofr in W0(t). It
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is determined by making the inequalityW0(t) into an equality, and solving this equation with
consideringr as the unknown. Thus, this solution tor is rθ(t) which can be concluded as (3.4).
According the Chain ruleddt
∫ f1(t)
0 f2(r)dr = f2(f1(t))
df1(t)







In this approximation, a special case floor-to-ceiling-to-receiver (FCR) channel impulse re-
sponse (CIR) result in closed-form is used as a base function. The FCR CIR expression with

















which is a modification to the result derived in [23]. In orderto find the suitable approximation
to the case with anỹr ≥ 0, three CIR examples with̃r = 0, 3, 6 m are shown in Figure. B.1. In
these examples,zr = 0.75 m and the configuration of the remaining parameters are the sam as
those listed in Table 3.3. It shows that the shapes of the curves with different̃r are similar. With
the increase of̃r the delay of the beginning of the response is larger. In addition, he magnitude
of the CIR is slightly increased compared to the case withr̃ = 0 m. Therefore, the CIR with













whereU (t−D0,FCR/c) correct the minimum delay of the CIR, andFfcr is a scaling factor to
linearly amplify the overall magnitude ofU (t−D0,FCR/c)h[2]fcr,r̃=0(t) to matchh
[2]
fcr(t). The
shortest path in the FCR link isD0,FCR =
√
(2zs − zr)2 + r̃2. A number of suitable function
of Ffcr causing little error has been found by using curve fitting tools. The following function







v2 + 1, (B.3)
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200Exact, r̃ = 0 m
Exact, r̃ = 3 m
Exact, r̃ = 6 m
Approximation
Figure B.1: CIRs with FCR categoryh[2]fcr(t) with r̃ = 0 m, r̃ = 3 m andr̃ = 6 m. The results
of the approximated calculation are also shown in this figure.
whereu = zs−zrzs andv =
r̃
zs
. Therefore, the final approximated expression can be found as
(3.16). In Figure. B.1, the approximated CIR results are presented in addition to their corre-
sponding exact CIR results. It can be observed that the approximated curve offers an accurate
estimation to the exact expression of the FCR CIR. In order tofurther evaluate the accuracy of
the approximation with various configurations. The normalised mean square error (NMSE) of










whereĥ(t) denotes the approximated CIR result. Figure B.2 shows results of NMSE varies
with r̃/zs and withzr/zs. It shows that with most of the configurations, the NMSE is negligi-
zr/zs






















Figure B.2: NMSE of the FCR CIR approximation.
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ble. When both̃r/zs andzr/zs are significantly large, the NMSE start to increase. However,
compared with other significant channel component in the following calculation, the magnitude
of the FCR CIR is extremely small in this case. Therefore, this approximation error will not








In this approximation, a special case transmitter-to-wall-to-ceiling (TWC) channel impulse re-
sponse (CIR) result in closed-form is used as a base function. The TWC CIR expression with
y = 0 m can be calculated as:
h
[2]












































Considering a TWC channel withy 6= 0, the overview of the channel geometry is shown in




The base function (C.1) with the modified separation betweenth wall and transmitter (receiver)
Figure C.1: (a) Top view of the TWC channel geometry withy 6= 0 m. (b) Top view of the
approximated TWC channel geometry withy = 0 m; Note that the distance from
the transmitter / ceiling point~ab,twcr to the wall surface is modified aŝDs / x̂.
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twc,y=0 (t), setup 1
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[2],{D̂s,x̂}




Figure C.2: CIR results of the first part of the Channel in TWCR caseℏ[2]twc(t). Setup 1:Ds =
1 m, x = 1 m, y = 1 m,φ1/2 = 60
◦. Setup 2:Ds = 1 m, x = 1 m, y = 1 m,
φ1/2 = 40
◦. Setup 3:Ds = 2 m, x = 0.5 m, y = 1 m, φ1/2 = 60
◦. The
results of the approximated curves are also shown in this figure. Setup 1 is used to
demonstrate the approximation method.
of D̂s (x̂) is used to approximate the exact TWC channel as shown in Figure C.1 (b). To ensure
that the approximated CIR and the exact CIR have the same minimum delay, the corresponding
shortest propagation distances in the exact and approximated TWC channel should be the same:
D0,twc = D̂s + x̂. Due to the difference in the incident (radiant) angles to (fr m) the wall in
the exact and approximated channel, a scaling factorFtwc is required to adjust the power level




twc (t) ≈ Ftwch
[2],{D̂s,x̂}
twc,y=0 (t). (C.3)
Next, an example setup is considered to demonstrate this approximation. A TWC channel with
Ds = 1 m, x = 1 m, y = 1 m andφ1/2 = 60
◦ is assumed. The remaining channel parameters
are the same as those listed in Table 3.3. The CIR result calculated using (3.27) is shown in
Figure C.2. In addition, the CIR result calculated using thebase function (C.1) witĥDs =
1.118 m andx̂ = 1.118 m is presented, which shows a similar response to that calculated using
(3.27) with a greater magnitude as shown in Figure C.2. By scaling the CIR result calculated
using the base function with a factor of0.8882, the approximated CIR curve shows a reasonable
approximation to the exact CIR curve. This example shows theeffectiveness of the TWC CIR
approximation method of using (C.3). Appropriate functions for the calculation of̂Ds, x̂ and
Ftwc are important to the accuracy of the approximation. In this study, curve fitting tool is used
to develop these functions. With the relationshipD0,twc = D̂s + x̂, the values ofD̂s andx̂ can
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y/D0,twc































































D̂s = αtwcD0,twc, (C.4)
x̂ = (1 − αtwc)D0,twc, (C.5)






2 + 4y2 (m0.045 − 1)
. (C.6)










whereβtwc = 0.8088 exp(−0.6878m) + 0.5304 exp(−0.007006m). In Figure C.2, the CIRs
of another two setups calculated using (C.3) in conjunctionwith (C.4), (C.5), (C.6) and (C.7)
are demonstrated. Both results agree with the exact result calculated using (3.27). In order to
proof that the functions (C.6) and (C.7) offer reasonable approximation with the configurations
of interest, the normalised mean square error (NMSE) of the approximation is evaluated, which
is defined by (B.4) in Appendix B. The results of NMSE varies with y/D0,twc andx/D0,twc
in the case ofφ1/2 = 20
◦, 40◦, 60◦ are shown in Figure C.3. It shows that with majority
of the configurations, the NMSE level is negligible. It is noted that in the case ofy/D0,twc is
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significant andx/D0,twc is very close to zero, the NMSE start to increase, especiallywhenφ1/2
is small. However, in the calculation of transmitter-to-wall-to-ceiling-to-receiver (TWCR) CIR,
the power contribution from the TWC channel with this configuration is very little. Therefore,
this approximation error will not significantly affect the accuracy of the final result of the CIR
calculation with the TWCR category.
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Appendix D
Derivation of the Characteristic
Function of the Interference Term



















































































































where in (a), integration by substitution is used. By using (D.1), the characteristic function of



































































































Derivation of the Characteristic Function of the Interferenc Term
where in (a), the Taylor series forex is used, and in (b), the two summations can be combined.
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Appendix E
Proof of the Modified Proportional
Fairness Scheduling
In step 12 of Algorithm 2,Kn1,nmax andKn1,nmin are adjusted while other elements inK
remain the same. In this proof, we only consider varying one of theNW sub-bandŝn1. The
resource allocation plan for other sub-bands remains the same. Since
∑
n2
Kn̂1,n2 = Kn̂1 ,
Kn̂1,nmin varies ifKn̂1,nmax changes its value. Their relationship is shown as follows:
Kn̂1,nmin = M −Kn̂1,nmax , (E.1)




A variableK̂ is defined to replaceKn̂1,nmax . ThenΞ can be considered to be a function ofK̂.









































































will increase is high. To guarantee the convergence of Algorithm 2,
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the increment ofK̂ is minimised to one, since the number of subcarriers has to bean integer.
With the updating ofK in Algorithm 2, the values of elements in~C in step 6 of Algorithm 2
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Downlink Performance of Optical Attocell Networks
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Abstract—An optical attocell network is proposed as an indoor
small-cell cellular network based on visible light communication. In
this paper, the downlink performance of optical attocell networks
is comprehensively analyzed. In particular, signal-to-interference-
plus-noise ratio, outage probability, and the resulting achievable
cell data rates of optical attocell networks with optical orthogo-
nal frequency division multiplexing are analyzed. With different
lighting network designs, the cell deployments of optical attocell
networks may vary considerably. Hence, attocell networks with dif-
ferent cell deployments are considered and compared. The results
show that the hexagonal and Poisson point process random cell
deployments represents the best- and the worst-case performance
of practical optical attocell deployments, respectively. In addition,
the performance of optical attocell networks is compared with that
achieved by other radio frequency small-cell networks. The results
show that a well-designed optical attocell network can perform bet-
ter than the state-of-the-art femtocell network or millimeter-wave
system in terms of indoor area data rate (data rate per unit area).
Index Terms—Cellular network, optical attocell network, or-
thogonal frequency division multiplexing (OFDM), Poisson point
process (PPP), visible light communication (VLC).
I. INTRODUCTION
W
ITH the introduction of mobile communication tech-
nologies, the number of wireless data services and users
have increased significantly. This has resulted in a consider-
able increase in wireless data traffic [1]. If this trend continues,
the limited available radio frequency (RF) spectrum would no
longer fulfill the future wireless data traffic demand. One of the
solutions to this challenge is to explore the visible light region
of the electromagnetic spectrum for wireless data communica-
tion. This is generally referred to as visible light communica-
tion (VLC) [2]. It has been recognized that wireless data mostly
originates in indoor environments (70%) [3]. Therefore, using
indoor luminaries for wireless data transmission offers a promis-
ing solution to alleviate the exponentially increasing traffic of
existing RF wireless systems. In addition, VLC has advantages
such as license-free bandwidth and secure data transmission. In
addition, the visible light spectrum is 1000 times larger than
the entire 300 GHz RF spectrum, and it use does not generate
interference to existing RF systems [4].
Key techniques to enhance spectral efficiency of wire-
less communication systems include advanced transmission
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schemes that harness the spatial dimension, channel aggre-
gation, improved resource allocation, and cell densification.
Among these techniques, cell densification has been shown to
be the most effective approach, which can potentially achieve
over 1000-fold area spectral efficiency (ASE) gains [3]. There-
fore, the small-cell concept as part of heterogeneous wireless
networks is a key enabling element. A femtocell network is
one such indoor small-cell system. Research has shown that the
femtocell system can significantly increase the ASE of a cellu-
lar system [5]. VLC enables a step-change improvement of the
small-cell concept while completely avoiding interference to in-
cumbent wireless networks [6]. Each light fixture in a room is
used as an optical base station (BS) to serve multiple users. This
VLC cellular network is termed an optical light fidelity (LiFi)
attocell network. Similar to a femtocell network, an optical atto-
cell exhibits full functionality offered by a cellular system (full
duplexing, multiple access and handover). However, its cell size
is smaller, and it uses the license-free visible light spectrum.
With the development of solid state lighting technology, a light
emitting diode (LED) is now commonly used by the lighting
industry due to its high energy efficiency and long lifetime.
Therefore, an LED is considered to be used as the main ele-
ment of the transmitter side. Since an LED is a non-coherent
light source, intensity modulation (IM) is the most appropriate
method to encode digital information [7]. A photo-diode (PD)
is used as the main element at the receiver side, which directly
converts the received optical intensity into an electrical current
signal. This mechanism is referred to as direct detection (DD).
One of the main factors that limits the maximum achievable
data rate of an LED/PD based VLC system is the available mod-
ulation bandwidth, which is mainly limited by the response time
of the front-end devices, primarily the LED device. Thus, re-
search has been carried out to expand the bandwidth of the LED.
In [8], a commercially available phosphor-based LED is con-
sidered. By filtering out the phosphor component of the optical
output, a 3-dB bandwidth of 20 MHz can be achieved with only
the blue component of the optical output. In [9], a single 50-µm
gallium nitride LED is used in an experimental VLC link. The
measured channel 3 dB bandwidth is about 60 MHz. Modulation
techniques that ensure non-negativity of the signal while achiev-
ing close to optimum practical data rates are developed [10]. In
[11], two types of optical-orthogonal frequency division multi-
plexing (O-OFDM) are introduced, namely, DC (direct current)-
biased optical (DCO)-OFDM and asymmetrically clipped
optical (ACO)-OFDM. In [10], [12], enhanced unipolar OFDM
(eU-OFDM) is proposed. eU-OFDM combines the advantages
of DCO-OFDM and ACO-OFDM in a unique way. This results
in both excellent spectral and also energy efficiency. In an
attempt to study the achievable data rate of a single link VLC, an
0733-8724 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
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adaptive DCO-OFDM/discrete multitone (DMT) transmission
scheme is used in [9], [13], [14]. In particular, in [9], adaptive
DCO-OFDM is combined with a large bandwidth µLED, and
this system achieves a data rate of 3 Gb/s. One of the limiting
factors for the performance of an optical attocell network
is co-channel interference (CCI) caused by using the same
transmission resources in adjacent cells. Therefore, several
methods have been studied to mitigate CCI in optical attocell
networks. In [15] and [16], the concept of fractional frequency
reuse and joint transmission is introduced in an optical attocell
network, respectively. The results show an improvement in
terms of both signal quality and spectral efficiency. In addition,
a busy-burst signaling approach is applied in an optical wireless
system deployed in an aircraft cabin environment [17]. Spatial
diversity is explored in an optical attocell system: in [18]
and [19], an angular diversity receiver and spatial division
multiple access are considered in an optical attocell network,
respectively. Multiple-input multiple-output techniques are
considered in VLC systems in [20]–[22]. In addition, the
application of orbital angular momentum technique to optical
wireless communication is studied in [23].
An optical attocell network is a newly proposed concept
which has great potential. There is very little research on the
performance of such systems. In [24], an analytical framework
for the downlink of an optical attocell network with hexag-
onal (HEX) cell deployment is proposed. A semi-analytical
approach was presented to calculate the statistics of the signal-
to-interference-plus-noise ratio (SINR) and spectral efficiency.
This work extends [24] by providing an in-depth analysis of the
downlink performance of an optical attocell network.
A. Main Contributions
The main contributions of this study are summarized as fol-
lows:
1) A system level downlink framework based on DCO-
OFDM is introduced. This framework considers several
important issues related to the calculation of the SINR.
These issues include the available output signal power,
the channel characteristics and signal clipping.
2) The effects of varying key network system parameters on
the performance are studied. These parameters include the
cell radius and Lambertian emission order of the LED light
source. This study also provides guidelines for appropriate
configurations of these aforementioned parameters.
3) Analytical expressions for the SINR statistics with
HEX/Poisson point process (PPP) random networks are
derived. HEX cell deployment is considered to be the
idealized cellular structure. In contrast, the PPP network
model represents the worst case cellular deployment. The
analysis of the system performance of both cell deploy-
ments provides useful insights in the performance of prac-
tical optical attocell networks.
4) The performance of optical attocell networks in terms
of data rate and coverage probability is evaluated and
compared to the performance achieved by other RF small-
cell systems.
The remainder of this paper is organized as follows: the
downlink transmission framework is introduced in Section II.
The effects of key parameters are presented in Section III. The
statistics of SINR with different cell deployment is presented
in Section IV. The cell data rate and the outage probability of
an optical attocell system are analyzed in Section V. The simu-
lation results with infinite network model is compared to those
with a finite network deployed in a room in Section VI. The
multi-path (MP) effect due to room surface reflections is taken
into account. The performance of the optical attocell systems
with different cell deployments is compared in Section VII, and
the significance of each cell deployment is discussed. The per-
formance of optical attocell networks are compared to those
achieved by other small-cell networks in Section VIII. Finally,
the conclusions are given in Section IX.
The following notations are used in this paper: (·)∗ is the
complex conjugate operation;⊗ is the convolution operator; E[·]
is the statistical expectation; P [·] is the statistical probability.
II. DOWNLINK FRAMEWORK
This study focuses on evaluating the downlink capacity of an
optical attocell network. Generally, most of the system metrics
are based on the achievable SINR. Therefore, this paper devel-
ops a framework to analyse the SINR in the system. Handover
is important in optical attocell systems. However, mobile users
in indoor environments are generally static or moving slowly.
Therefore, handover is outside the scope of this study. The cost-
effective back-haul network can be realized by using power line
communication or ethernet—in particular, power-over-ethernet
where the same connection powers the light and provides gi-
gabit connectivity. Alternatively, a high throughput back-haul
network can be realized by optical fiber connection with passive
optical networking or point-to-point wireless millimeter-wave
(mmWave) connection [25]. It is assumed these back-haul con-
nections can provide enough data capacity and would not limit
the performance of the optical attocell network. Since this study
focuses on the performance of the access network, the effect of
the back-haul network is outside the scope of this study. The
uplink connection is typically achieved by using wavelength di-
vision duplexing with wireless infrared or RF transmission [26],
[27]. An in-depth analysis of the uplink performance of a LiFi
attocell network is subject to future studies. It has been shown
that using VLC in the downlink can off-load a large portion of
traffic from RF communication systems [26]. Since the spec-
trum used for the uplink (infrared or RF) is sufficiently distant
from the visible light spectrum, there is negligible interference
between the uplink and the downlink.
A. O-OFDM Transmission
In this study, O-OFDM systems are considered. Since the
main objective is to achieve high data rates, a spectrum efficient
DCO-OFDM system is analyzed as a candidate system. How-
ever, the analysis also applies to other types of O-OFDM systems
in a similar manner. The block diagram of the downlink system
is shown in Fig. 1. For each OFDM frame, K quadrature am-
plitude modulation (QAM) symbols are fed into the modulator.
Since the 0th and K/2th samples require no energy, this amount
of energy is equally distributed to the remaining samples to en-
sure that the time-domain signal is normalized. Therefore, the
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Fig. 1. An optical attocell network DCO-OFDM downlink system.
OFDM frame is normalized by a factor of ξ =
√
K/(K − 2).
After the inverse fast Fourier transform (IFFT) operation, the
real time domain signal x(t) follows a Gaussian distribution
with zero mean and a unity variance. Next, a cyclic-prefix (CP)
with a length based on the length of the maximum delay of the
channel is added to the frame. Furthermore, the time domain
signal x(t) is clipped, amplified by a factor of σx and biased
by a DC component IDC in order to modulate the signal by the
intensity of the light. The optical signal sample at time slot t can
be written as:
x̂(t) = ηled (σxU(x(t)) + IDC) , (1)
where ηled denotes the electrical to optical conversion coeffi-
cient. Note that the output optical power is proportional to the
input signal current; σx is equivalent to the standard deviation of






λt : v > λt
v : λt ≥ v ≥ λb
λb : v < λb
, (2)
where λt and λb are the normalized top and bottom clipping
levels, respectively [28]. According to the Bussgang theorem,
the non-linear clipped signal can be modeled as follows:
U(x(t)) = ρx(t) + nclip(t), (3)
where ρ is an attenuation factor and nclip(t) is the time domain
clipping noise sample.
In this study, multiple optical BSs are considered. Among
these BSs, the one offering the highest signal power is assigned
to serve the desired user, and the BSs that use the same trans-
mission resources within the remaining BSs causes CCI to the
desired user. To distinguish the signals from different BSs, a sub-
script i = 0, 1, 2, . . . is added. The case of i = 0 corresponds to
the case of the desired BS, while i ∈ И corresponds to the case
of the interfering BSs, in which И denotes the set of the BSs us-
ing the same transmission resources. Subsequently, the signals
pass through the free-space optical channels and are received
by the receiver of the desired user. The received signal sample










where ηpd is the PD responsivity of the receiver; hi(t) denotes
the channel impulse response of the VLC system from the ith
BS to the desired user; nRx(t) represents the time domain noise
samples at the receiver. In conjunction with the clipping process
modeling in (3), the frequency domain received signal sample
on subcarrier k after the fast Fourier transform (FFT) operation
can be written as:




(ρXi(k) + Nclip,i(k)) Hi(k), (5)
where Hi(k) is the frequency response of the VLC channel on
the kth subcarrier; NRx(k) corresponds to the frequency domain
receiver noise which follows a Gaussian distribution with zero
mean and variance of σ2Rx . Here a noise power spectral density
(PSD) of N0 is defined. With a sampling frequency (modulation




ξ 2 ; and
Nclip,i(k) represents the FFT of nclip,i(t). According to the
central limit theorem, Nclip,i(k) follows a Gaussian distribution
with zero mean and a variance of σ2clip . After the single-tap
equalization, the desired signal can be recovered to the original
QAM symbols X0(k), while the CCI is converted to Gaussian
noise Xi(k) since the interfering signal is not synchronized with
the desired user.
SINR is an important metric to evaluate the communication
link quality and the transmission capacity in a cellular system.
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where the channel gain |H(k)|2 , the electrical signal variance
σ2x , the clipping related parameters ρ, σ
2
clip and the receiver noise
PSD N0 are analyzed in the following sections. The general
ways of calculating these terms are concluded.
B. Channel Model
As implied by formula (6), the VLC channel gain |H(k)|2 has
an important role in the value of the SINR. The characteristics
of |H(k)|2 is influenced by the response of the front-end de-
vices (LED, PD) and of the free-space transmission. Therefore,
|H(k)|2 can be modeled as:
|H(k)|2 = |Hfe(k)|2 |Hfs(k)|2 , (7)
where Hfe(k) is the frequency response due to the filtering
of the front-end device; and Hfs(k) represents the frequency
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Fig. 2. Normalized channel gain due to the front-end device filtering. The
channel gains of the FE1, FE2 and FE3 are presented in [8], [14], [13], re-
spectively. Commercially available white LEDs are used in these systems. The
channel gain of FE4 is an experimental measurement of the same system pre-
sented in [9] which uses a 50-µm gallium nitride LED.
1) Front-End Device Filtering: The general effect of the
front-end device filtering shows low-pass characteristics. The
corresponding bandwidth is typically limited by the response
speeds of the LED and the PD. Four normalized channel gains
due to the front-end device filtering in [8], [14], [13] and [9] are
demonstrated in Fig. 2. The 3-dB bandwidth of these systems
are in the range from 10 to 60 MHz. Since the highest sampling
frequency is about 1 GHz, this low-pass effect will significantly
decrease the signal strength when using a high sampling rate.
Therefore, the low-pass effect of the front-end device filtering
is crucial to the performance of an optical attocell system.
However, it is trivial to characterize the exact front-end device
property. The device property may vary with different specifi-
cations or even with different copies of the same specification.
Therefore, a first order function is adopted to approximate the








where Ffe controls the frequency characteristics of the front-end
device. The higher the value of Ffe , the wider the modulation
bandwidth. As shown in Fig. 2, the approximations offer a good
estimation of the low-pass characteristics. Converting (8) to the







for k = 1, 2, . . . ,K/2 − 1. In the remainder of this paper, sys-
tems with different front-end device are considered. For the
convenience of description, the front-end device used in [8] is
denoted as FE1 with a corresponding Ffe of 15.2 MHz. Simi-
larly, the front-end devices used in [14], [13] and [9] are denoted
Fig. 3. Transmission geometry in an optical attocell system.
as FE2, FE3 and FE4 with corresponding Ffe of 35.6, 31.7 and
81.5 MHz, respectively.
2) Free-Space Transmission: In this study, a geometric ray-
tracing method is used to analyze the channel characteristics.
The wireless transmission geometry is given in Fig. 3. The op-
tical BS, oriented to the floor, is installed on the ceiling of the
room. At the user side, the user receiver is placed at a certain
height with the PD detector facing upward. This results in a ver-
tical separation between user and the BS of h. The fixed direction
of the PD detector can be achieved by using a mechanical design
or by installing multiple PD detectors on the receiver. This is
possible given the small size of PD detectors. Due to the limited
space here, the effect of receiver rotation variance of vertical
separation will be the subject of future research.
As shown in Fig. 3, the line-of-sight (LOS) path transmission
between a pair of BS and user is considered here. This LOS path
free-space transmission channel can be calculated using the DC















where m denotes the Lambertian emission order which is given
by m = − ln(2)/ ln(cos(φ1/2)) in which φ1/2 is the half-power
semi-angle of the LED. This quantity determines the beam width
of the light source; Apd is the physical area of the receiver PD;
D is the Euclidean distance between the BS and the user; φ is
the corresponding light radiance angle; ψ is the corresponding
light incidence angle; and the function 1Д(x) is defined as:
1Д(x) =
{
1 : x ∈ Д
0 : x /∈ Д.
(12)
In (10), Д1 = [0, ψmax ], where ψmax is the field of view
(FOV) of the receiver. According to the geometry shown
in Fig. 3, Hlos can be rewritten as a function of the hor-
izontal offset r between the BS and the user, as implied
by (11).
As shown in Fig. 3, another source of the received signal is
from the reflected paths, which mainly result from reflections
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Fig. 4. (a) Channel impulse response in time domain. (b) Normalized channel
gain in frequency domain.
by the room internal surfaces (walls, ceiling and floor). Diffuse
reflections are considered in this study as typically these inter-
nal surfaces have a rough surface campared to the considered
wavelengths. A large room with edge length of 5 m to 50 m
is considered to accommodate the multi-cell VLC system. In
this case, most of the users and BSs are away from the room
edges. Consequently, in most cases (in the cells not near walls)
the signal contribution from the first order reflection would be
negligible. Therefore, the MP effect is mainly caused by the
second order reflections bounced by the floor and ceiling.
In order to evaluate the effect of the reflected signals on the
channel, computer simulations based on [30] are carried out.
To simplify the problem, an extreme case is simulated with the
floor and ceiling extending infinitely in all directions. A pair of
serving BS and user is considered with a horizontal offset of r.
The transmission geometry is given in Fig. 3. The simulation
time bin width is 0.1 ns and the number of iterations is 5 × 105 .
The results of four example channels with r = 0, 1, 2, 3 m are
shown in Fig. 4 in the form of the time domain impulse response
and the frequency domain normalized channel gain. A dispersive
source with φ1/2 of 60
◦ is simulated. The reflectivity of the
ceiling is 0.7 and the reflectivity of the floor is 0.3. The height of
the room is 3 m and the measured plane is 0.75 m above the floor.
In Fig. 4(a), the impulse response results show that the first
received signal is a strong LOS component, followed by a period
of no signals until the first reflected signal reaches the receiver.
Then, it is followed by a stream of closely spaced reflected sig-
nals. This is because the signal propagation delay of the LOS
path is much shorter than the delay incurred by the reflected
paths. To show the strength of the LOS component, a parameter
plos is defined. plos represents the ratio of the received optical
power of the LOS signal component to the total received opti-
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as shown in Fig. 4(b). The maximum channel gain al-
ways appears at DC. With an increase of frequency, the channel
gain decreases and reaches a minimum value at about 20 MHz.
With a further increase of the frequency, the channel gain
Fig. 5. (a) Maximum channel gain variance σH against power proportion of
LOS component plos . (b) plos against transmission horizontal offset r0 and
half-power semi-angle φ1/2 .
oscillates at a constant level and the magnitude of this oscil-
lation diminishes. The constant level corresponds to the channel
gain considering the LOS component only. It can be observed
that the maximum variance in the channel gain σH is less than
2.5 dB. This means that the variation of the channel gain due to
the reflected signal is minor compared to the effect due to the
limitation of the front-end device filtering.
It is known that the flatness of the channel gain is strongly
related to the strength of the LOS component [31]. Therefore,
the relationship between the maximum channel gain variance
σH and the proportion of the LOS power plos is evaluated us-
ing simulation with different transmitter half-power semi-angles
φ1/2 . It can be observed that σH is a decreasing function of plos ,
as shown in Fig. 5(a). As long as plos is above 80%, σH can be
kept below 4 dB. Instead of evaluating the channel gain directly,
plos can be evaluated to estimate the flatness of the channel gain.
In addition to the case shown in Fig. 4, the performance with all
of the configurations of interest needs to be considered. Specifi-
cally, plos is evaluated using different r and φ1/2 . In conjunction
with the analysis in Section III, it is shown that in this study, plos
is always high in the region of interest as shown in Fig. 5(b).
This is due to the longer traveling distance ℓ in combination
with the high electrical path loss in IM/DD systems, L ∝ (ℓ)4 ,
and the high absorption by the floor and ceiling.
The results shown in Figs. 4 and 5 do not cover the per-
formance of users near the edge of the room. Therefore, plos
considering reflections from all surfaces of a room is calculated
in an example room, in order to validate the assumption that the
first order reflection is negligible in most cases. In this example,
23 HEX cells in a room of size of 26 m × 26 m × 3 m are con-
sidered. A half-power semi-angle φ1/2 of 60
◦, and cell radius
R of 3 m are used. The result is shown in Fig. 6(a). Users in
the cells not close to the room edges have plos above 85%. In
addition, users in the center of the room edge cells also have
high plos . The remaining users in the cells close to the walls
have a lower value of plos , but generally above 50%. The results
given in Fig. 6(a) are also presented in the form of the cumula-
tive distribution function (CDF), shown as the setup 1 curve in
Fig. 6(b). Fig. 6(b) shows that nearly 80% of the users experience
plos above 80%. Although the indoor signal propagation causes
176
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Fig. 6. (a) Spatial distribution of plos in setup 1: φ1/2 = 60
◦, R = 3 m,
Lro om = 26 m. (b) plos distribution in the form of CDF. Setup 2: φ1/2 = 20
◦,
R = 1 m, Lro om = 8.5 m. Setup 3: φ1/2 = 20
◦, R = 1 m, Lro om = 14.5 m.
some considerable frequency selectivity in the channel for the
remaining 20% of the low plos users, the inter-symbol interfer-
ence can be easily removed by the use of OFDM in conjunction
with a well-designed CP. In addition, the plos distribution with
smaller φ1/2 of 20
◦ and R = 1 m is demonstrated. When the
number of cells is the same as the φ1/2 = 60
◦ case (setup 2), the
room size is decreased to 8.5 m × 8.5 m × 3 m. The resulting
plos CDF shows that about 99% of the users have plos above
80%. If the room size is increased to 14.5 m × 14.5 m × 3 m
with 67 cells (setup 3), plos is further improved. Therefore, it
can be concluded that the reflected signal causes negligible MP
effect on the channel for the majority of the users as long as
the user experiences a dominant LOS signal component. Thus,
|Hfs(k)| ≈ Hlos for any k.
Occasionally, the LOS path may be shadowed or completely
blocked. In these cases, a user may need an alternative serving
BS or a diffused link.
C. Light Source Output Power
The relationship between the electrical signal standard devi-
ation σx and the output optical power Popt from the light source
can be written as [28]:
Popt = E [x̂(t)] = ηled (σxE [U(x(t))] + IDC) . (13)
Generally, a fixed ratio of DC-bias level to the electrical signal
standard deviation is defined as ζ = ID Cσx . By combining (13)
with ζ, it can be found that:
σ2x =
P 2opt
η2led (ζ + E [U(x(t))])
2 , (14)
which represents the maximum possible σ2x with a given Popt . To
get more electrical signal power, more optical power is needed
assuming that the denominator in (14) is constant. However,
optical power is finite and is typically constrained by the il-
lumination requirement. This requirement is specified by the
indoor lighting regulation [32], which requires a maintained
illuminance of 500 lux in a typical working indoor environ-
ment for writing and reading purposes. To accommodate this
requirement, the illuminance in the area below the luminary
(cell center) should be at least 500 lux. According to the anal-









where Φv is the output luminous flux of the luminary. It is
the output power measure in photometry which corresponds to
the optical power in radiometry [33]. The conversion between










where Ke/v is called luminous efficacy; V (λ) is the luminosity
function against wavelength λ; and Φe(λ) is the spectral radiant
power density function. The value of Ke/v is determined by the
characteristic of the specific LED chip in the system. Therefore,









Considering a room height of 3 m, with a φ1/2 of 20
◦ to 45◦, the
required luminous flux for a minimum illuminance of 500 lux
is in the range of 1300 to 5300 lumen. This amount of power
agrees with the specification of commercially available LED
downlighters and LED panels for lighting in offices and public
areas [34], [35]. Note that the LED lamp output level for resi-
dential home is typically lower than this level (< 1000 lumen).
However, this does not necessarily affect the communication
performance as only a fraction of the optical output power,
modelled by ζ, is used for the communication link. Moreover,
by closer inspection of (3) and (14) it can be found that the
performance also depends on the signal clipping, i.e., the linear-
ity of the LED transfer characteristic. An optimization of these
parameters is beyond the scope of this work, and the interested
reader is referred to [7].
D. Signal Clipping
In this study, the results in [28] are used to calculate the effects
caused by the signal clipping process in (1). First, clipping
affects the transfer relationship between BS output optical power
and electrical signal power as shown in (14). The expectation of
the clipped signal E [U(x(t))] in (14) can be calculated by [28]:
E [U(x(t))]=(fN (λb)−fN (λt) + λtQ(λt)+λb(1−Q(λb)))
(18)















is the probability density function
(PDF) of the unit normal distribution. In addition, the transmit-
ted signal is attenuated by a factor of ρ which can be calculated as
ρ = Q(λb) −Q(λt). Finally, the clipping noise variance σ2clip
can calculated as:
σ2clip = Q(λb) −Q(λt) + fN (λb)λb − fN (λt)λt
+ (1 −Q(λb))λ2b + Q(λt)λ2t − ρ2
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E. Noise at Receiver
Three noise sources at the receiver side is considered in this
study. The considered noise PSD N0 can be calculated as:
N0 = N0,s + N0,ab + N0,th , (20)
where N0,s corresponds to the shot noise caused by the received
optical signal from the BS; N0,ab corresponds to the shot noise
caused by the received ambient light (mainly daylight); and
N0,th corresponds to the thermal noise in the receiver circuit.
The PSD of the shot noise caused by the signal can be calculated
as [29]:
N0,s = 2qPopt,Rxηpd , (21)
where q is the charge of an electron, 1.6 × 10−19 C; Popt,Rx
denotes the incident optical power to the PD detector at the
receiver from the optical BS. Intuitively, the main contrib-
utor of this amount of optical power is from the desired
BS. To avoid unnecessary calculation complexity, the inci-
dent optical power from the remaining BSs is omitted. Thus,
Popt,Rx = PoptHlos(r0), where r0 denotes the horizontal offset
between the desired BS and the considered user. The PSD of
the shot noise caused by the ambient light can be calculated
as [29]:
N0,ab = 2qEr,abApdηpd , (22)
where Er,ab denotes the incident irradiance in the indoor en-
vironment. Note that the actual effect of ambient light will be
smaller as only the light with the signal spectrum causes distor-
tion as long as an appropriate optical filter is used. Finally, the





where KB denotes the Boltzmann’s constant with a value of
1.38 × 10−23 J/K; T denotes the absolute temperature; and RL



































By inserting (7), (9), (11), (14) and (17) into the SINR











K F f e
)




Note that N0 is a function of r0 as the shot noise varies with
user locations with different received signal strength.
Fig. 7. Optical BS radiation geometry.
F. Multiple-Access and Spatial Reuse Schemes
Since it is recognized that the channel magnitude response
is mainly affected by the front-end device, the magnitude
response excluding the path loss changes little with the location
of the user. In other words, there is little multi-user diversity
and therefore time-division is assumed to be used to separate
the multiple users within a cell. In addition, in the system with
reuse factor ∆ larger than 1, the resources are also divided in
the frequency domain.
III. SYSTEM PARAMETERS EVALUATION
The performance of an optical attocell network depends on
many factors as implied by (24). Some of the parameters can
be controlled by a predefined system configuration. In this
section, two key parameters closely related to the network
configuration are studied. One of the parameters is the cell
radius R or BS density Λ of a network. These determine the
number of users per cell and the number of cells in a room.
The other parameter is the radiation pattern of the source,
which is controlled by the Lambertian emission order, m.
The pattern determines the signal strength distribution within
each cell and the level of CCI to other cells. Appropriate
configuration of these two parameters offers higher probabil-
ity of achieving the desired system performance. Two con-
figuration objectives are considered which include the maxi-
mization of desired signal strength and the minimization of
introduced CCI.
A. CCI Minimization
In this section, a mathematical analysis is used to determine
the appropriate setting for R and m with the objective of CCI
minimization. Considering an optical BS with an optical output
of Popt serving a cell underneath it, part of the radiated signal
power falls within the desired coverage area, while the remaining
signal power is incident on other cells as CCI. Fig. 7 shows the
geometry of this setup. The considered BS is h away from
the cell center. In order to minimize CCI, it is preferred to
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allow more radiated signal power from the BS to stay within the
coverage area of that BS, and to let less signal power leak into
other cells. If the optical power reaching the desired coverage
area is defined as Popt,d , the objective becomes maximizing
Popt,d . First, the calculation of Popt,d should be determined. By
considering the BS as the origin, the circular coverage area of
the cell corresponds to a certain solid angle. Then, the desired









where Ω represents the solid angle of the radiation. The differ-
ential of this solid angle dΩ can be derived as (27) according to







= dθdφ sin(φ). (27)
By inserting (27) into (26), the two-dimensional (2-D) integra-



















where φd can be calculated by φd = arctan(R/h) as shown in























which implies that Popt,d is a monotonically increasing function
of R and m. This means that less CCI can be achieved by using
a larger cell size as a larger cell size will increase the distance
between each neighboring interfering BS and the desired user.
In addition, using a source with a narrower beam width would
also decrease the level of CCI as smaller half-power semi-angle
leads to a more collimated beam pointing to the desired coverage
area.
B. Desired Signal Strength Maximization
Since the Lambertian radiation pattern is used to model the
light emission from the source, the further the user is away
from the cell center, the weaker the received desired signal.
Consequently, the user at the cell edge receives the weakest
signal from the BS. In other words, as long as the signal strength
of the cell edge user is high enough, all of the users in the cell
coverage area should have sufficient signal power. Therefore,
the objective can be converted to maximizing the signal power
received by the cell edge user who is R away from the cell
center. According to the analysis in Section II-B2, Popt,e can be
determined as:
Popt,e = PoptHlos(R) =
PoptApd(m + 1)h
m+1








= −PoptApd(m + 1)(m + 3)Rh
m+1





















which implies that Popt,e is a monotonically decreasing function
of R. Therefore, for a source with a specified radiation pattern,
a smaller cell offers higher received signal power for the cell
edge users. This is because a smaller cell size reduces the dis-
tance from the cell edge user to the cell center. On the other
hand, Popt,e is a concave function of m, which means there is
an optimal value for m to maximize the cell edge user signal
strength. By letting
∂Po p t , e
∂m = 0, the optimal radiation pattern
can be calculated as:






For the case of using a source with narrower beam width
(m > m̃), the beam is over concentrated, which causes sig-
nificant signal strength variance between cell center users and
cell edge users, and the signal strength for the cell edge user
would be too weak for reliable communication. For the case of
using a source with wider beam width (m < m̃), the beam is
over-diffused, which causes too much power leakage to other
cells and the overall signal strength in the desired cell is not
sufficient.
C. Parameter Configurations
From the analysis in Sections III-A and B, it can be found
that appropriate settings for R and m also is mutually depen-
dant. Therefore, the configurations of cell size and source beam
width should be interconnected. Apart from the requirement of
communication, there are many other constraints on the config-
uration of cell size. For example, if the cell size is too large, the
illumination performance will be undesired. An extremely small
cell size leads to too many required BSs in the room, which in-
creases the installation complexity and increases the load of the
handover process. In contrast, beam width of the source is more
flexible, which can be simply achieved by appropriate optical
diffuser design. Therefore, the configuration of R is considered
as a given parameter, and the suitable setting of m is analyzed.
According to (30) and (34), if m is smaller than m̃, CCI
increases and cell edge signal strength decreases. If m is equal
or greater than m̃, there is a trade-off between the two objectives.
Therefore, m̃ can be considered as a lower bound for m. In a
noise limited system, a m closer to m̃ is preferred. In the case of
a CCI limited system, (30) shows that m should be maximized
to minimize CCI. However, an upper bound should be set to
allow the cell edge user signal strength to be high enough to
179
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Fig. 8. The configuration of half-power semi-angle φ1/2 and the correspond-
ing Lambertian emission order m against the cell radius R.
achieve the minimum acceptable signal-to-noise ratio (SNR).
In order to find this upper bound, a simple metric is defined: the
ratio between the SNR of the cell center user (r = 0) to that of
the cell edge user (r = R), which is denoted as σP . From the
analysis in Section II, it can be deduced that σP is proportional
to the square of the ratio of received optical power by the cell



















) − 3. (36)
According to [9] and [13], the achievable cell center SNR is
around 30 dB. For uncoded 4 QAM, the minimum required
SNR is approximately 10 dB. Therefore, σP = 20 dB is chosen
in this study. The result of m̃, m̂ and the corresponding φ1/2
against R based on (34) and (36) are plotted in Fig. 8. It can
be seen that the area between the two curves is the appropriate
configuration region, which is the preferred settings for φ1/2 .
In the case that CCI is the main limiting factor, m can be set
to a value that is close or equal to m̂, which is calculated using
(36). In the case that receiver noise is the limiting factor, m can
be configured to a value that is close or equal to m̃, which is
calculated using (34).
IV. SINR STATISTICS EVALUATIONS
The probability of receiving a certain service quality level
can be determined by calculating the statistics of the achievable
SINR. This metric is important as it directly determines the per-
formance of an optical attocell network, such as achievable data
rate and outage probability. The SINR statistics vary with large
number of parameters, as noted in Sections II and III. In addi-
tion, it also varies with different cell deployment (BS placement
topology). In order to provide a comprehensive characterization
of the SINR statistics, two extreme cases are studied. For one
of the cases, the placement of BSs is optimized with a HEX
deployment. Such cell deployment most likely may require ex-
tra engineering work to redesign the lighting infrastructure in
a room, which may be more difficult to implement, but offers
the best performance. For the other case, the placement of BSs
is completely random. The 2-D spatial distribution of BSs fol-
lows a homogeneous PPP. The irregular placement of luminaries
is mainly motivated by the following considerations: first, the
placement of a luminary may be limited by the wiring structure
in the room. Second, in some cases, non-uniform illumination
is required, which means that the lighting is enhanced in certain
parts of the room, but not in other parts. Also, even for a uniform
cell deployment, some cells may not have users. In that case,
the downlink transmission can be switched off, which results in
a non-uniform active cell deployment. Due to practical issues,
the cell deployments of these two extreme cases (HEX and PPP)
would be very rare in practice. Therefore, similar to [37], we
expect that the downlink SINR achieved by the system with PPP
(HEX) cell deployment works as a lower (upper) bound for the
cases with other potential cell deployments that may be used
in practice. In different cell deployments, the shape of the cell
varies. In order to guarantee a fair comparison, the average cell
size of the systems with each cell deployment is scaled to be the
same as a circular cell with a radius of R.
A. System Model Simplification
In order to simplify the following analysis and to make the
analysis tractable, the SINR expression (24) has to be modified.
First, it is assumed that the non-linear characteristic of the rela-
tionship between the input current to the output optical power is
minimized by using pre-distortion techniques [38], [39]. There-
fore, a linear dynamic range from 0 to 2IDC is considered. This
leads to a clipping level of λt = −λb = ζ and E [U(x(t))] = 0.
In addition, the 1Д2
(x) function makes (24) a piecewise func-
tion, which causes extra mathematical complexity in the anal-
ysis. Therefore, the worst case with a full FOV of ψmax = 90
◦
is assumed, thereby making 1Д2
(x) always equal to 1 in the




























B. HEX Cell Deployment
Instead of considering a specified network in a room, an in-
finite extending HEX network is considered in this analysis.
There are two reasons for considering this deployment. First,
since the main concern in this study is CCI from neighboring
BSs, the number of neighboring BSs causing CCI is maximized
in an infinite network. Consequently, an infinite network should
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Fig. 9. Two-layer HEX network model with polar coordinates.
exhibit a worst case system performance. Second, removing the
boundary effect of the network significantly reduces the com-
plexity of the analysis. However, it is unnecessary to consider
neighboring BSs that are too far away from the considered cell
as they cause negligible CCI to the considered users and cause
greater analysis complexity. Instead, a two-layer HEX cellular
cell deployment is considered to approximate the infinite net-
work as shown in Fig. 9 and the user performance in the central
cell is analyzed. In this study, all networks are assumed to be
heavily loaded. In addition, the cases with ∆ = 1 and ∆ = 3
are considered, since these cases are more likely to be used in
practice. In this model, a polar coordinate system is used to rep-
resent the location of the user and BSs. Each 2-D location has
a specified distance to the origin and a polar angle. A user at z
is r0 away from the origin and has a polar angle of θ, as shown
in Fig. 9. Similarly, the ith BS is located at (Ri ,Θi). In order
to make the area of the HEX cell equal to that of the equivalent
circular cell, the HEX cell radius satisfies R̃ ≈ 1.1R, as shown
in Fig. 9. Then the horizontal offset between the ith BS and the





i − 2Rir0 cos(θ − Θi). (38)
The user at z = (r0 , θ) in the central cell is served by the 0th
BS. The remaining BSs using the same transmission resource
(i ∈ И) causes CCI to the desired user at z. Since the coordinates
of all BSs are known, by inserting (38) into (37), the SINR γ(k)
can be calculated as a function of the user location z. Thus,
the statistics of the SINR can be converted from the random
distribution of user location z. Since the users are uniformly
distributed in the cell, the PDFs of r0 and θ follow: fr0 (r0) =
2r0
R2 and fθ (θ) =
1
2π , respectively. The objective is defined as
P [γ(k) < T ], which calculates the probability that the downlink
SINR is less than a threshold T . Using (37) and conditioning on
Fig. 10. CCI term approximation. In configuration (a) R = 3 m, ∆ = 1 and
r = R m. m is calculated using (36). Relative to configuration (a), configura-
tion (b) changes r to R/2, configuration (c) changes R to 2 m, and configura-
tion (d) changes ∆ to 3.
r0 , this yields:

























The combination of (38) and (37) makes I an extremely
complex function of θ for carrying out a PDF transformation.
Therefore, this relationship between I and θ should be simpli-
fied in order to make the calculation tractable. Fig. 10 shows the
CCI term I in a HEX network against θ with a given r0 . It can be
observed that with the increase of θ, I(θ|r0) oscillates between
two extreme values with a period of 60◦. This is because of the
central symmetric deployment of the interfering BSs. Therefore,
an approach that is similar to the “flower” model introduced in
[40] is used to simplify the relationship between I and θ. The
concept is to use a cosine function to approximate the oscil-
lation of the function I(θ|r0). First, I0◦(r0) and I30◦(r0) are
calculated, which are the function I of r0 assuming a θ of 0◦
and of 30◦, respectively. Both values constitute the oscillation
bounds of the function I(θ|r0). The expressions for I0◦(r0) and
I30◦(r0) can be calculated in a closed form, as shown in Ap-
pendix A. Then, the approximated CCI term can be calculated
using the following expression:
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Fig. 10 compares the exact conditional CCI term I(θ|r0) to the
approximated one Î(θ|r0) with different system configurations.
In the system with each of the configurations, the approximated
model Î(θ|r0) matches well with the exact model I(θ|r0). The
difference between the two curves is minimal as shown in each
plot of Fig. 10. Thus, it is reasonable to replace I with Î.
By replacing I in (39) with (40), the conditional probability
P [γ(k) < T |r0 ] can be written as:
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1 : x > 1
arcsin(x) : |x| ≤ 1
−1 : x < −1
. (42)
The final CDF of SINR can be calculated by averaging (41) over
r0 as described in (43), which can be solved efficiently by using
numerical methods. In this integration, the range of r0 is from
0 to R, which corresponds to the integration over the equivalent
circular cell. This approximation is made for simplicity.
P [γ(k) < T ]=
∫ R
0

























|I30◦ − I0◦ |
− I30◦ +I0◦|I30◦−I0◦ |
)
dr0 . (43)
C. PPP Cell Deployment
Similar to the HEX network, an infinite extending network
is considered. However, the origin of the coordinates is placed
at a random user [37]. The horizontal positioning of the nearby
optical BSs follows a 2-D homogeneous PPP with a density of
Λ, as shown in Fig. 11. In the PPP case, a similar method is used
to retrieve the SINR statistics by calculating P [γ(k) < T |r0 ]
using (39). Similar to the case of HEX network, the distribution
of I is necessary. The exact distribution of I is complicated to
solve. However, the method presented in [41] can be used to
calculate the characteristic function (CF) of I conditioned on
r0 . The details are as follows.
Fig. 11. PPP network geometry.
Since there is no dependency between BSs, the only signif-
icant variable in this model is the Euclidean distance between
a BS and the user Di . According to the geometry shown in
Fig. 3, the CCI term I in (37) can be rewritten as: I = ∑ g(Di),
where g(x) = x−2(m+3) . It is assumed that the furthest BS is
a away from the user and the interfering BS is not closer than
the desired BS which is r0 away from the user. As shown in
Fig. 11, ri is within the range of [r0 , a]. Since the interfer-
ing BSs are uniformly distributed, then the PDF of ri can be
found as:
fr i (ri) =
2ri
a2 − r20
, r0 ≤ ri ≤ a. (44)
Then the PDF of Di can be calculated using the PDF transfor-
mation rule from (44) as:






2 ≤ Di ≤
√
a2 + h2 . (45)





Since the number of interfering BSs I is a non-negative integer
random variable, ϕIa (ω) can be extended as:




ejωIa |I = n
]]
. (46)
Since each Di in I is independent of each other, ϕIa (ω) condi-
tioned on I can be factorized as follows:
E
[























Because I follows a Poisson distribution with a mean of Λ∆ , the
corresponding probability mass function of I can be written as
follows:
P [I = n] =
e−
Λ π
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, (49)
where (a) uses the Taylor series for ex . By limiting a → ∞, the












∆(n(m + 3) − 1)
)
. (50)
The proof for (50) is provided in Appendix IX-B. Theoretically,
(50) can be converted to the corresponding PDF. However, this
operation is intractable. Therefore, an alternative approximation
approach is used to obtain the PDF of CCI. Since the cumulant









By comparing (51) and (50), the nth cumulant of I conditioning







∆(n(m + 3) − 1) . (52)
With all cumulants known, the corresponding nth raw moment









1 : n = 0









κlµn−l : n ≥ 2
. (53)
With all moments of the CCI distribution known, an expansion
of the PDF as a sum of Gamma densities proposed in [42] can
be used. This expansion is based on the Gram-Charlier series
and Laguerre polynomials. The Gamma density used in this
expansion is fV (v) =
vα −1 e−v
Γ(α) for a random variable V . The








where the Laguerre polynomial Lαn (v) can be calculated as:















where l is a non-negative integer, and
Snl =
{
1 : l > n − 1
∏n−1
ι= l (α + ι) : l ≤ n − 1
. (56)
































(−1)lSnl µVl . (57)
The expansion (54) requires the random variable V to have its
mean and variance equal to α:
E[V ] = σ2V = α. (58)
Therefore, the CCI random variable I has to be scaled to satisfy
the condition in (58). So V = βI is defined, where β is the






Note that κI1 and κ
I
2 are equal to the mean and variance of I,
respectively. Then the mean and variance of V should be βκI1
and β2κI2 , respectively. The value of α and β can be calculated


















By substituting βI for V in (54) and after rearranging, the
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Fig. 12. The CDF of the SINR at DC. Setup 1: R = 2.5 m, φ1/2 = 40
◦,
∆ = 1, 100% output. Setup 2: same as setup 1 except ζ = 2.5. Setup 3: R =
3 m, φ1/2 = 50
◦, ∆ = 3, 100% output. Setup 4: same as setup 1 except 15%
output and 1000 lux ambient light illuminance. Other parameters are listed in
Table I if they are not specified.
where Γ(ν, ǫ) =
∫∞
ǫ e













Because r0 equals the distance between the user (origin) and
the serving BS (closest node to origin), the PDF of r0 with node
density of Λ should be fr0 (r0 ,Λ) = 2πΛr0e
−Λπr 20 in a PPP
[43]. The final SINR CDF can be calculated by combining (65)
with (39) and averaging P [γ(k) < T |r0 ] over r0 as (67).
P [γ(k) < T ] =
∫ ∞
0
































 dr0 . (67)
Note that there is a summation with infinite upper bound
in (67) which makes the calculation intractable. Therefore, the
infinity upper bound of the summation is replaced by a finite in-
teger number N . With the increase of N , (67) quickly converges
to the case of N = ∞. When calculating the results, N = 10 is
found to be sufficient to provide accurate analytical results. With
this approach, (67) can be solved using numerical methods.
D. SINR Statistics Results and Discussions
Fig. 12 shows the CDF of the SINRs at dc achieved by differ-
ent system setups considering HEX and PPP cell deployments.
The SINR at DC is shown as an example. The SINR at other
frequencies decreases with an increase of frequency due to the
low-pass effect of the front-end devices. The values shown in
TABLE I
Parameters Symbol Values
Vertical Separation h 2.25 [m]
Receiver FOV ψm a x 90
◦
Sampling frequency Fs 360 [MHz]
Front-end device bandwidth factor F f e 31.7 [MHz]
DC-bias level ζ 3.2
PD responsivity ηp d 0.4 [A/W]
PD physical area Ap d 1 [cm
2 ]
Number of subcarriers K 512
Power decrease factor σP 20 [dB]
Cell center illuminance from BS Ev 500 [lux]
illuminance from ambient light Ev , a b 100 [lux]
Absolute temperature T 300 [K]
Receiver load resistance RL 500 [Ω]
Table I are used if the system parameter is not specified for each
setup, where the configuration of Fs and Ffe are in accordance
with the setup in [13]. The configuration of σP is justified in
Section III-C. It can be found that the numerical results calcu-
lated using (43) and (67) agree with the corresponding Monte
Carlo simulation in the region of interests.
In setup 1, R = 2.5 m, φ1/2 = 40
◦ and ∆ = 1. The results
for both the HEX and the PPP networks are shown. It can be
observed that with the same system configuration, a PPP net-
work performs worse than a HEX network. In addition, the
considered ambient light level is 100 lux in illuminance. There-
fore, the BSs works with their full power to provide enough
illumination. The highest SINR of above 30 dB shows that the
noise at the receiver side causes little effect to the system per-
formance. In setup 2, the DC-bias level is modified to 2.5. This
results in a higher signal clipping level. Consequently, the high-
est SINR in this system is limited by the clipping noise. In
setup 3, R = 3 m, φ1/2 = 50
◦, ∆ = 3. Other parameters are the
same as setup 1. The high reuse factor leads to a lower level
of CCI and the overall SINR level improved significantly com-
pared with that of setup 1. Therefore, the corresponding SINR
is improved compared to the case of setup 1 for both HEX and
PPP networks. Setup 4 considers a special case with sufficient
illumination from ambient light with a illuminance of 1000 lux.
Thus, the BS works in a dimmed mode with only 15% of its
normal output. Due to the reduced signal power and increased
noise level, the overall SNR level is decreased (−3 dB – 22 dB).
This demonstrates that the system will work in strong ambi-
ent light conditions, and even in dimmed mode. Furthermore,
energy-efficient modulation techniques such as eU-OFDM [12]
may be used to further improve performance when the lights
are dimmed.
V. CELL DATA RATE AND OUTAGE PROBABILITY
In this section, the average cell data rate and outage proba-
bility are calculated and analyzed. Since the information about
the per subcarrier SINR and its statistics is known, different
modulation and coding schemes can be assigned to each sub-
carrier adaptively according to the value of γ(k). The average
184
Selected Publications
150 JOURNAL OF LIGHTWAVE TECHNOLOGY, VOL. 34, NO. 1, JANUARY 1, 2016
TABLE II
ADAPTIVE MODULATION AND CODING
AMC1 AMC2
n Tn [dB] εn [bits/symbol] Tn [dB] εn [bits/symbol]
0 – 0 – 0
1 9.8 2 −6 0.1523
2 13.4 3 −5 0.2344
3 16.5 4 −3 0.3770
4 19.6 5 −1 0.6016
5 22.5 6 1 0.8770
6 25.5 7 3 1.1758
7 28.4 8 5 1.4766
8 – – 8 1.9141
9 – – 9 2.4063
10 – – 11 2.7305
11 – – 12 3.3223
12 – – 14 3.9023
13 – – 16 4.5234
14 – – 18 5.1151
15 – – 20 5.5547





















εn (P [γ(k)<Tn+1 ]−P [γ(k)<Tn ]) , (68)
where Wsc is the bandwidth on each subcarrier; εn is the spectral
efficiency (bits/symbol) of the nth adaptive modulation and
coding (AMC) level; and Tn is the corresponding minimum
required SINR to achieve εn . In this study, two AMC schemes
are considered, which are listed in Table II. The AMC scheme 1
is the uncoded QAM modulation [44] achieving a maximum bit
error rate target of 1 × 10−3 . This scheme is reliable and simple
to implement, and has been used in several experimental studies
[9], [13], [14]. However, this scheme achieves a relatively low
spectral efficiency and the minimum required SINR is as high
as 9.8 dB. The AMC scheme 2 is used in the long term evolution
(LTE) system [45], which is more spectrally efficient, and the
lowest acceptable SINR is −6 dB. However, it is more complex
to implement.
Outage probability is defined as the probability that the re-
ceived signal SINRs on all subcarriers are below the lowest
SINR requirement for an AMC scheme. Since we know that
the value of γ(1) is the highest among the SINR on the all the
subcarriers, the outage probability can be calculated as:
Pout = P [γ(1) < T1 ]. (69)
Next, the accuracy of the cell data rate calculation is eval-
uated and the cell data rate/outage probability performance of
an optical attocell is analyzed. The results include the systems
with the HEX/PPP network model and the system with reuse
factor of ∆ = 1 and ∆ = 3. The cell radius R and the sam-
pling frequency (modulation bandwidth) Fs are considered as
the variables for study. Fig. 13 shows the cell data rate against
Fig. 13. Achievable cell data rate against cell radius R. The emission order
m is configured based on (36). Other system parameters are listed in Table I if
not specified.
the cell radius R. As shown in Section IV-D, a network operat-
ing with full BS power will not be limited by noise. Therefore,
according to the analysis in Section III-C, the emission order
m is configured based on (36) to achieve a better performance.
Other system parameters are the same as those listed in Table I
if they are not specified. For all of the systems, the Monte Carlo
simulation results show close agreement with the analytical cal-
culations, which prove the accuracy of (68). As expected, a
HEX network system performs better than a PPP network sys-
tem with the same remaining system configuration. The cell data
rate generally decreases with the increase of R. This is because
a system with a smaller cell has a higher value of m accord-
ing to (36), which introduces less CCI to nearby BSs. First, the
system using AMC1 is considered. With the same cell deploy-
ment, the system with ∆ = 1 always achieves a higher data rate
than the system with ∆ = 3. In the case of the HEX cell de-
ployment, the ∆ = 1 system achieves 40% to 100% higher data
rate than the ∆ = 3 system. However, the ∆ = 1 system always
has a much higher outage probability than the ∆ = 3 system as
shown in Fig. 14. For example, in the case of the HEX cell de-
ployment, the ∆ = 1 system has an outage probability of about
30% – 45%. In contrast, the ∆ = 3 system has an outage prob-
ability of zero. In Section IV, it has been demonstrated that a
∆ = 1 system with an appropriate configuration, the minimum
SINR can be kept above −5 dB. Therefore, using AMC2 in a
HEX network, the zero outage probability can be achieved even
with ∆ = 1. In addition, the cell data rate is further improved
by 60 Mb/s to 140 Mb/s.
The relationship between cell data rate/outage probability and
the sampling frequency (modulation bandwidth) is examined,
as shown in Figs. 15 and 16. A cell radius of R = 2.5 m, a
half-power semi-angle of φ1/2 = 40
◦ and AMC1 are used in
this system. Other system parameters are the same as those
listed in Table I if they are not specified. With an increase of
the sampling frequency Fs , the cell data rate increases when
sampling frequency is low. This is because the more bandwidth
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Fig. 14. Outage probability against cell radius R. The emission order m is
configured based on (36). Other system parameters are listed in Table I if not
specified.
Fig. 15. Achievable cell data rate against sampling frequency Fs with R =
2.5 m, φ1/2 = 40
◦ and AMC1. Other parameters are listed in Table I if they
are not specified.
that the system uses, the higher the data rate that the system
can achieve. However, when the sampling frequency increases
further, the channel quality on the high frequency subcarriers be-
comes worse. Meanwhile, the total transmission power is spread
to a wider frequency band. Thus the signal power on each sub-
carrier decreases. Consequently, the increasing speed of the cell
data rate with sampling frequency becomes slower. In addition,
with a further increase of sampling frequency, the SINR of the
cell edge user becomes below the threshold for transmission.
Consequently, the outage probability also increases with the
bandwidth increase, as shown in Fig. 16. When the sampling
frequency is far beyond the 3-dB bandwidth, too much signal
power is wasted on the subcarriers that are subject to unfavorable
channel conditions with the degradation of the signal quality on
Fig. 16. Outage probability against sampling frequency Fs with R = 2.5 m,
φ1/2 = 40
◦ and AMC1. Other parameters are listed in Table I if they are not
specified.
Fig. 17. Cell deployment of the finite HEX network in a room of size 20 m ×
11 m × 3 m.
the subcarriers which exhibit good channel conditions. Conse-
quently, the cell data rate starts to decrease.
VI. PERFORMANCE OF FINITE NETWORKS AND MP EFFECT
In previous sections, infinite networks are analyzed to approx-
imate the performance of the practical system. In this section,
the performance of a finite network deployed in a room is com-
pared with the corresponding infinite network with the same
system configurations. The MP effects due to room internal
surface reflections are considered here.
The considered finite network is deployed in a room of size
20 m × 11 m × 3 m with HEX model as shown in Fig. 17. The
reflectivity of the ceiling and walls is 0.7, and the reflectivity
of the floor is 0.3. A cell radius of R = 2.5 m, a half-power
semi-angle of φ1/2 = 40
◦ and AMC2 are used in this system.
The remaining parameters are as given in Table I if they are
not specified. First, two typical users in a room edge cell in this
finite HEX network are considered, as shown in Fig. 17. Both
of the two users are 1.5 m away from the cell center and they
are close to one of the edges of the hexagon cell boundary. A
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Fig. 18. SINR on subcarrier k. User 1 and user 2 are located at the bottom
left cell in the considered finite network as shown in Fig. 17.
Fig. 19. Cell data rate statistics. AMC2 is used in these systems. The consid-
ered finite network corresponds to the system shown in Fig 17. The considered
room edge cell corresponds to the cell in the bottom left cell shown in Fig 17.
third user at (1.5, 40◦) in an infinity HEX network, denoted as
user 3, corresponding to the positions of user 1 and user 2 is also
considered for comparison. Fig. 18 shows the achieved SINR
on each subcarrier with and without the MP effect. Due to the
low-pass effect of the front-end device filtering, the achieved
SINR decreases with the increase of subcarrier index. It can be
observed that the SINRs calculated without MP effect offers
a very close estimation to those calculated with MP effect for
each user. Compared with user 2, user 1 is closer to the room
edge and further away from the interfering BSs. Consequently,
the overall SINR achieved by user 1 is much higher than that
achieved by user 2. However, due to the stronger MP effect,
the SINR calculated without MP effect slightly over-estimates
the one with MP effect. In contrast, user 2 is closer to the
room center, which is similar to the case in an infinite network.
Therefore, the performances of user 2 and user 3 are very similar.
Next, the performance of this finite network in terms of data
rate is considered. Fig. 19 shows the simulated statistics of the
Fig. 20. Cell deployment for comparison. (a) Square network. (b) HCPP
network.
cell data rate. Both the results with and without MP effect are
simulated, and as shown, the MP effect does not cause any
significant variance in the cell data rate performance of the
systems. It can be observed that the infinite network offers the
worst cell data rate. In contrast, the finite network achieves a
slightly improved cell data rate. Furthermore, the cell data rate
achieved in the room edge cell offers the highest cell data rate
because of the lower CCI level. Therefore, it can be concluded
that MP effect does not limit the performance of an optical
attocell system. In addition, a worst case performance can be
obtained by evaluating an infinite network.
VII. SYSTEM PERFORMANCE COMPARISON WITH DIFFERENT
CELL DEPLOYMENT
On the one hand, in a practical network arrangement where
the existing lighting infrastructure is used, a BS layout with
regular HEX lattice is possible but unlikely. On the other hand,
a PPP network is also not entirely practical, because having
light fixtures deployed in a completely random manner is not
standard. In order to demonstrate the significance of the ana-
lyzed HEX/PPP network, the following two cell deployments
are considered in addition in order to model typical optical at-
tocell systems with potential cell deployments in practice.
A. Square Network
The first potential practical network model considered is the
square lattice cellular model, in which BSs are placed on a square
lattice, as shown in Fig. 20(a). This arrangement is common in
indoor lighting network deployment for several reasons includ-
ing design simplicity, good illumination uniformity and com-
pliance with rectangular-shaped rooms. In the square network,
the cell size is controlled by a parameter Rsq which is defined
as the distance between the two closest BSs. In order to have
a fair comparison, Rsq needs to be consistent with the circular





B. Hard-Core Point Process (HCPP) Network
In a PPP network, two BSs can be extremely close to each
other, which is unlikely in practice. This is the main drawback
of the PPP network model. Therefore, the Matérn type I HCPP
is considered to approximate the network model, as shown in
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Fig. 21. Compare the SINR statistics at dc of systems with different cell
deployments. An equivalent circular cell radius of R = 3 m and a half-power
semi-angle of φ1/2 = 40
◦ are used. For the results of the HCPP networks,
c = 1, 1.7, 2.4 m. Other parameters are listed in Table I.
Fig. 20(b). The HCPP is based on a PPP with the condition that
the shortest distance between any two nodes is greater than a
specified threshold, c. To generate a set of nodes according to a
HCPP, a PPP with a density of Λ0 is applied. Then each point is
tagged with a random number, and a dependent thinning process
is carried out for each marked node as follows: retain the marked
node if there is no other node within the circle centered at the
marked node with a radius of c. After the thinning, the HCPP
nodes density would be reduced. Therefore, to generate a HCPP
with density of Λ, the initial PPP density Λ0 has to be [46]:
Λ0 = − ln(1 − Λπc2)/πc2 . In order to have a fair comparison,
the configuration of Λ0 also has to make sure that the average
cell area is the same as the equivalent circular cell area with the
radius of R. Therefore, Λ0 = − ln(1 − c2/R2)/πc2 .
C. Performance Comparison
In Fig. 21, the CDF of the SINR at DC level of the systems
with difference cell deployments are given and compared. An
equivalent circular cell radius of R = 3 m and a half-power
semi-angle of φ1/2 = 40
◦ are used. The remaining system pa-
rameters are listed in Table I. Fig. 21 shows that the SINR distri-
butions of the square network and HCPP network are bounded
by the curves for the cases of the PPP network and the HEX
network within the SINR region of interest. Similar to the con-
clusion drawn in [37], the SINR performance of a PPP (HEX)
network can be considered as a lower (upper) bound for the case
of practical optical attocell systems.
VIII. OPTICAL ATTOCELL NETWORK VERSUS OTHER
SMALL-CELL NETWORK
In this section, the performance of the optical attocell
networks are compared to those achieved by RF femtocell net-
works and mmWave indoor networks. An optical attocell net-
work achieves a high communication performance due to its
extremely dense spatial reuse (Ratto ∈ [1, 3] m). Compared with
Fig. 22. Area data rate comparison among optical attocell networks, RF femto-
cell networks and mmWave networks. Optical attocell network setup 1: FE1 with
Ffe = 15.2 MHz, PPP network, ∆ = 3, AMC1, R = 2.5 m and φ1/2 = 40
◦.
Setup 2: FE3 with Ffe = 31.7 MHz, HEX network, ∆ = 1, AMC2, R = 2 m
and φ1/2 = 30
◦. Setup 3: FE4 with Ffe = 81.5 MHz, HEX network, ∆ = 1,
AMC2, R = 1 m and φ1/2 = 15
◦.
RF femtocell systems, optical attocell networks have a relatively
large license-free modulation bandwidth (100 MHz to > 1 GHz)
availability. In contrast, a femtocell has a relatively larger cell
size (Rfemto ∈ [10, 40] m) and a limited downlink bandwidth
of about 10 MHz [3]. The modulation bandwidth of an indoor
mmWave system, such as 60 GHz wireless personal area net-
work, is generally in the range of 500 MHz to > 2 GHz, which
is typically wider than that used by optical attocell networks.
Therefore, a data rate of up to 7 Gb/s can be achieved by a
mmWave system for a single link [47], while the maximum data
rate that can be achieved by a single LED source is about 3 Gb/s
[9]. However, due to hardware limitation and CCI issues, typi-
cally only one mmWave access point is available for each room.
In contrast, multiple optical BSs can be installed in a room. This
makes an optical attocell network advantageous in terms of data
density. The benefits of high data density are obvious when a
large number of devices in a room need high speed wireless
service. To demonstrate the high data density achieved by an






Fig. 22 shows the area data rate performance of different sys-
tems. The results of the femtocell are extrapolated from [3], [5],
[48], [49]. As shown, the indoor ASE achieved by the femto-
cell network is generally in the range from 0.03 to 0.0012 b/
(s·Hz·m2). With a bandwidth of 10 MHz, the area data rate
achieved by femtocell networks is in the range from 0.012 to
0.3 Mb/(s·m2). The results of the mmWave systems are extrap-
olated from [47], [50], [51]. The spectral efficiency achieved
by the mmWave system is generally in the range from 3.24 to
11.25 b/(s·Hz). Considering a room of size 10 m × 10 m, with
a bandwidth in the range of 400 MHz to 2 GHz, the achiev-
able area data rate is in the range of 13 to 225 Mb/(s·m2). The
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estimated minimum and maximum values for these two systems
are used as the benchmarks.
First, a low performance optical attocell system with setup 1
is considered, which uses the FE1 with Ffe = 15.2 MHz and a
PPP cell deployment with R = 2.5 m, φ1/2 = 40
◦ and ∆ = 3.
The modulation and coding scheme is AMC1. Fig. 22 shows
that the performance of this system is within the femtocell per-
formance range. Note that the maximum achievable area data
rate of 3.82 Mb/(s·m2) with a bandwidth of 200 MHz is much
higher than those achieved by the femtocells with a bandwidth
of 10 MHz. Note that the performance of the systems using dif-
ferent bandwidth is compared. This is because of the difference
in the costs and availability of the two type of frequency bands.
For the VLC system, the frequency band is totally unlicensed
and does not cause any interference to a system in an adjacent
frequency band. Therefore, there is no requirement for spectrum
masks or leakages into neighboring bands used by other systems.
In contrast, the RF resources are scarce and hence require tight
spectrum masks. Next, two optical attocell systems with moder-
ate (setup 2) and high (setup 3) performance are demonstrated.
In setup 2, a HEX cell deployment with R = 2 m, φ1/2 = 30
◦,
∆ = 1 and AMC2 is used. In setup 3, a HEX cell deployment
with R = 1 m, ∆ = 1, φ1/2 = 15
◦ and AMC2 is used. As shown
in Fig. 22, both optical attocell systems perform better than the
femtocell systems. For the attocell system with setup 2, the max-
imum achievable area data rate of 49 Mb/(s·m2) at a sampling
frequency of 500 MHz is in a similar range of what the mmWave
system can achieve. In particular, a maximum area data rate of
469 Mb/(s·m2) is achieved by the system with setup 3 with a
sampling frequency of 1.26 GHz. This is about two times higher
than the high performance mmWave system with a spectral effi-
ciency of 11.25 b/(s·Hz) and a bandwidth of 2 GHz. This result
highlights the huge potential of optical attocell networks.
IX. CONCLUSION
In this paper, the downlink performance of an optical atto-
cell network was evaluated. In order to be able to optimally
design an optical attocell system, it is important to understand
how key network parameters such as cell size and network de-
ployments affect the system performance. This is particularly
important when piggy-backing the optical attocell network on
existing lighting infrastructures which leaves little possibilities
to optimise the network for communication. To this end, an
analysis of the SINR distribution and the corresponding data
rate assuming different cell deployments was performed. The
analysis in this paper offers an accurate estimation of the down-
link performance of an optical attocell system that is subject
to a large number of parameters. This study provides detailed
guidelines for appropriate configurations of these parameters.
Because of the potential benefits of combining optical attocell
networks with existing lighting infrastructures and due to other
practical constraints, optimized regular HEX cell deployments
may not always be achievable. Therefore, in this study, sev-
eral other network topologies such as square and random cell
deployments were also considered. In particular, an optical atto-
cell network with PPP cell deployment was considered to closely
model a random real-world scenario where there are no underly-
ing network planning considerations. The extensive simulation
study confirms that the HEX and PPP cell deployments repre-
sent the best and the worst case performance of practical attocell
deployments, respectively. The simulation results also demon-
strate that the attocell networks deployed in a finite room offer
better performance than the networks which are horizontally in-
finite because the CCI in the room edges is very low. In addition,
the simulation results also imply that the MP effect due to the
room internal surface reflections is minor relative to the effect
of CCI. Because optical attocells can be deployed densely in a
room, the optical attocell networks can typically achieve very
high data rate density. In order to demonstrate this advantage,
the downlink performance of optical attocell systems is com-
pared with that achieved by RF femtocell networks and indoor
mmWave systems in terms of area data rate (achievable data
rate per unit area). The result showed that the optical attocell
networks generally outperform the femtocell network. In par-
ticular, a high performance optical attocell network can achieve
an area data rate of 469 Mb/(s·m2) which is twice that achieved
by a high performance mmWave system. The mmWave system
assumes a spectral efficiency of 11.25 b/(s·Hz) and uses a band-
width of 2 GHz in a room of size 10 m × 10 m. The system
improvement by a reduction in cell size is more pronounced in
regular HEX network deployments than in random PPP network
deployments. Future research will continue with the studies on
the effect of handover and system uplink performance.
APPENDIX
A. HEX Network Interference Approximation
The closed form expressions of I0◦(r0) and I30◦(r0) are cal-







B. Derivation of (50)
The derivations start from the term with bracket in the expo-
nent of (49). By limiting a → ∞, this term can be calculated as
(A.4), where in (a), integration by substitution is used. By using
(A.4), the CF of the CCI can be found as (A.5), where in (a),
the Taylor series for ex is used.
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Abstract—In this paper a fractional frequency reuse (FFR)
technique is considered in a direct-current optical orthogonal
frequency-division multiplexing-based optical attocell network.
An optical attocell network is proposed as a special type of visible
light communication system that has the complete function of a
cellular network. The cellular network is composed of many cells
of extremely small size—the optical attocells. Two FFR schemes,
strict fractional frequency reuse and soft frequency reuse, are
considered. The signal-to-interference-plus-noise ratio (SINR)
statistics and the spectral efficiency of the optical cellular system
with FFR are analyzed. The performance of the systems with full
frequency reuse and FFR is evaluated and compared. The results
show that the FFR scheme can effectively achieve interference
mitigation in an optical attocell network. The cell edge user SINR
and spectral efficiency are significantly improved. Additionally,
FFR provides improvements in average spectral efficiency. The
effects of important parameters such as cell radius are also studied.
Index Terms—Cellular network, fractional frequency reuse, or-




he level of data traffic in wireless communication networks
has increased exponentially in the past two decades. If this
trend continues in the future, the limited radio frequency (RF)
spectrum will no longer meet the wireless data transmission
demand [1]. One of the emerging solutions to this spectrum crisis
is the migration of wireless communication techniques into the
visible light spectrum due to its many promising advantages
[2]. For example, visible light communication (VLC) can be
embedded in the existing lighting infrastructure.
In a typical VLC system, a low-cost commercially available
light emitting diode (LED) and photodiode (PD) can be used as
the front-end devices [2]. Since an LED is an incoherent opti-
cal source, information is encoded using intensity modulation
(IM). At the receiver side, the light intensity is converted to an
electrical signal by a PD using direct detection (DD). A limiting
factor of such an IM/DD system is the bandwidth of the LED
and PD devices. Various techniques have been considered to
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boost the transmission speed of VLC systems. Some researchers
have explored the spatial diversity gain by using multiple-input
multiple-output techniques [3], [4]. Advanced spectral efficient
modulation techniques have also been considered [5], [6]. An-
other approach to improve the spectral efficiency of a wireless
communication system is to increase the spatial reuse of the
spectrum resources [7]. In many large indoor environments,
multiple light fixtures are installed, and this provides the oppor-
tunity to set up a VLC system with dense spatial reuse of the
limited modulation bandwidth. An optical attocell network uses
each of the luminaries as a small base station (BS) or access point
(AP) serving multiple wireless users within the illuminated area
[8]. Such a cellular system would have an uplink connection
to achieve full-duplexing and provide handovers to allow users
to roam within the room or an entire building. This is similar
to a RF femtocell network, but an optical attocell network uses
smaller cell sizes.
Direct-current optical orthogonal frequency division multi-
plexing (DCO-OFDM) has been considered for optical attocell
networks because of its advantages: i) it can eliminate the effect
of the time dispersive channel with low complexity equalisa-
tion [5]; ii) adaptive power and bit loading can be used in an
OFDM system, thus the available spectral resources can be used
with their full potential [9]; iii) a multiple access scheme can
be easily achieved in an optical attocell network by dividing
time and frequency resources among multiple users, which in
RF is known as orthogonal frequency division multiple access
(OFDMA) [10].
Similar to other cellular systems, co-channel interference
(CCI) is an important issue that affects the user performance in
an optical attocell network. Interference mitigation techniques
have been extensively researched for optical wireless systems.
In [11], the use of static resource partitioning was proposed
to avoid CCI in a cellular optical wireless system. In [12], an
optical femtocell system was proposed, which uses different
wavelengths in adjacent cells to avoid CCI. The methods used
in these two studies effectively mitigate CCI. However, the loss
in spectral efficiency is also significant. In [13], a self-organising
interference coordination technique based on the busy-burst sig-
nalling was proposed for an optical wireless cellular system in
an aircraft cabin environment. This method offers improvements
both in cell edge user performance and in average spectral ef-
ficiency, but it requires additional overhead for the busy burst
time slot.
The fractional frequency reuse (FFR) technique is a cost-
effective approach to achieve interference mitigation in a cellu-
lar system. It maintains the balance between the average spectral
0733-8724 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
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efficiency and cell edge user performance with low system com-
plexity [14]. Over the past few years, the FFR technique has
been studied for applications in RF cellular networks. The FFR
scheme does not require precise instantaneous channel state in-
formation (CSI) and is of low computational complexity. There
are two typical FFR schemes: ii) strict fractional frequency reuse
(sFFR) and ii) soft frequency reuse (SFR) [15]. sFFR divides
the whole frequency band into multiple protected sub-bands and
one common sub-band. Cell centre users in each cell experience
minor interference from nearby BS, so the common sub-band is
assigned to them. Since cell edge users receive higher interfer-
ence power, protected sub-bands are assigned to the cell edge
users, and the sub-bands are arranged such that there is a mini-
mum spatial reuse distance between them. The SFR applies an
even shorter reuse distance compared to the sFFR scheme. In
addition to the use of a different sub-band for cell edge users
in each adjacent cell, the SFR scheme allows the centre users
to take the sub-bands that are assigned to cell edge users in
adjacent cells. To protect the cell edge users, the transmission
power for cell edge users is typically higher than that for the
cell centre users.
In [16], an optical AP using two LED sources with different
beam-width is considered. A VLC cellular system using a SFR
scheme based on such an AP is proposed. The corresponding bit
error rate performance and the effect of changing LED beam-
width is evaluated. In a previous study [17], an FFR scheme is
considered in a VLC cellular system using adaptive LED ar-
rays with specified LED orientations as APs. The simulation
results show that the FFR scheme achieves effective interfer-
ence mitigation and improves the spectral efficiency. However,
the improvements reported in these studies result partly from
the spatial diversity. In order to evaluate the benefit solely from
FFR schemes, a more general case is presented in this paper.
A VLC system with APs that only transmit using a LED lumi-
nary with Lambertian radiation pattern is considered. This paper
presents a first analytical framework for the evaluation of FFR
in a DCO-OFDM-based optical attocell network.
The remainder of this paper is organised as follows: the sys-
tem model, including the light propagation model, network
model, modulation and multiple access schemes is presented
in Section II. The statistics of signal-to-interference-plus-noise
ratio (SINR) and spectral efficiency for FFR schemes are anal-
ysed in Section III. The results are presented in Section IV and
the effects of key parameters are discussed. Conclusions are
given in Section V.
II. SYSTEM MODEL
In this study, a system level analysis is carried out to eval-
uate the performance of an optical attocell network. Since the
transmission data rate is much faster than the channel variation
due to user movement, users are considered to be quasi-static.
In addition, this study focuses on the downlink performance of
the system, so the effects on the system performance and the
operation of handover schemes are outside the scope of this
study. User equipment is placed at the desktop height where
a typical height of 0.85 m is used. A PD receiver with a field
Fig. 1. LOS light propagation geometry.
of view (FOV) of 90◦ (full FOV) is mounted on the top of
the user equipment. The FOV of the receiver is defined as the
angle between the normal of the PD surface and the direction
with the maximum incident angle to the receiver, which is illus-
trated in Fig. 1. The receiver is orientated upwards. All BS are
mounted on the ceiling where a typical value for ceiling height
of 3 m is used. The direction of the BS optical transmitter is
vertically downwards.
A. Light Propagation Model
In order to estimate the signal power from a specified BS
to a user, a propagation model is necessary to calculate the
path loss. The dominant transmitted signal component in this
system is the light through the line-of-sight (LOS) path. This
channel can be modelled using the direct-current (dc) channel
gain. The corresponding two-dimensional (2-D) geometry is
shown in Fig. 1. The dc gain from the ith BS to the observed





where m denotes the Lambertian emission order which is given
by m = − ln(2)/ ln(cos(φ1/2)) in which φ1/2 is the half-power
semi-angle of the LED; Apd is the physical area of the receiver
PD; di denotes the Euclidean distance between BSi and the
user; φi denotes the corresponding light radiance angle; and ψi
is the corresponding light incidence angle. The optical source
has a half-power semi-angle φ1/2 of 60
◦, which is sufficient
for a diffused luminary. The variables di , φi and ψi can be






2 . As shown in Fig. 1, ri refers to the hor-
izontal separation between the user and the ith BS. The LOS








)−m + 32 . (1)
Occasionally, the LOS path may be shadowed or completely
blocked. In these cases, a user may need an alternative serving
BS or rely on a diffused link. Due to the modelling complexity
and the limited space in this paper, these issues are treated
as special cases for future study. Therefore, we assume that
shadowing and non-LOS transmission issues are outside the
scope of this work.
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Fig. 2. An optical attocell network embedded in a large room of size 23 m ×
26 m × 3 m. The number of cells is 27. The cell radius R = 3.3 m and the cell
radius definition is shown in Fig. 7.
In addition to the LOS transmission, light from reflec-
tions (mainly from walls, ceiling and floor) causes multi-
path distortion to the optical channel. In order to observe this
multi-path distortion effect, information about the channels
considering multi-path reflection is required. An effective way to
estimate this information is by using the multi-path ray-tracing
simulation [19] to generate the channel data. However, it is
time-consuming and difficult to show cases for all indoor en-
vironments and all user positions. Therefore, a number of ex-
amples are demonstrated to reflect the typical and worst cases.
In these examples, the simulated environment is a large empty
room of size 23 m × 26 m × 3 m. The room size is related to
the cell size and the number of cells in the network. The op-
tical source of each BS has a half-power semi-angle φ1/2 of
60◦, which is sufficient for a diffused luminary. The reflectivity
of walls and the ceiling is 0.7, and the reflectivity of the floor
is 0.3. Reflected signal components up to the third order are
considered in the simulation. The network deployment and the
user receiver positions are shown in Fig. 2. Each user in the
room is served by the closest BS. Among all of the tessellating
shapes, a hexagon cell shape shows a reasonable approximation
to a circle [20]. Therefore, the hexagonal network deployment is
preferred in the modelling of the cellular network. In this initial
performance evaluation of a VLC based cellular system, it is
intuitive to adopt the same network deployment.
Based on the method introduced in [19], the initial generated
data are in the form of impulse responses. It is observed from
these impulse responses that the overall signal power contribu-
tion from wall reflections is not as significant as those shown in
[19] due to the large size of the considered room. Furthermore,
the contribution from the third and higher order reflections is
negligible due to the significant path loss and absorptions. The
second order reflection generally corresponds to the reflections
between floor and ceilings, and contributes significantly to the
reflected signal power. The first order reflection corresponds
to the reflections by the walls to the receiver. Its significance
Fig. 3. Normalised channel gain against frequency. The corresponding re-
ceiver locations are shown in Fig. 2.
strongly depends on whether the transmitter and the receiver is
close to one or more walls of the room. When a user is in the
edge of the room, the first order reflection contributes signifi-
cantly to the reflected signal. Therefore, the channel frequency
response of the users in the room edge would be the worst case
due to wall reflections. The channels corresponding to ‘Rx5’
and ‘Rx6’ are in the centre of the room as shown in Fig. 2. Their
performance would reflect the typical channel characteristics in
an optical attocell network. The user positions for the remaining
nine channels are in the edge of the room, which would reflect
the characteristics of the worst case channel.
It is important to assess whether the channel is flat in a wide
frequency range, and therefore the simulated results are shown
in the form of channel gain calculated as a function of frequency
|H(f)|2 . Conventionally, the channel gain is normalised with
the channel gain at dc. In this study, two cases are compared:
with, and without the reflected signal. In order to highlight the
difference, the channel gain is normalised by the channel gain
with only a LOS component. The normalised channel gain is
calculated by
|H (f )|2
|HL O S (f )|2
. The result is shown in Fig. 3.
With an increase of frequency, all of the normalised channel
gains fluctuate around 0 dB (channel gain with LOS only). The
variation of the fluctuation is less than 3 dB. In addition, for
users that are further away from the room edges, due to the
lower significance of the first order reflection, the channel gain
variation with frequency is less significant compared with the
room edge user case. For example, the channel gain variation
for Rx5 and Rx6 are less than 1.5 dB as shown in Fig. 3.
The maximum achievable signal-to-noise ratios (SNRs) in many
VLC experiments are around 30 dB [9], [21], [22]. However,
the received SNR decreases when the user is away from the cell
centre due to a larger path loss. In order to ensure that the system
is not limited by the receiver noise, the considered systems in
this study are configured to have a worst case SNR (user at cell
edge) of more than 10 dB. In the case of a SNR of 10 dB, uncoded
four-quadrature amplitude modulation is used, which requires a
minimum SNR of about 10 dB. Therefore, compared with the
considered SNR range of 10 to 30 dB, the variation in channel
gain is minor. In addition, the effect of adding reflected signals
offers extra channel gain at some frequencies while it decreases
the channel gain at other frequencies. On average, adaptive bit
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Fig. 4. Two-layer optical attocell network model with 19 cells. The patterns in
the edge regions of every cells demonstrate the FR pattern for the FFR schemes,
and the corresponding reuse factor is 3.
loading in OFDM can compensate for the variation in channel
gain. Therefore, approximating the frequency domain channel
gain to be flat would not cause significant inaccuracy in the
analysis. The reason for this minor multi-path distortion is the
dominance of the LOS in the channel. When the Rician factor
is high enough, the channel gain can be approximated to be flat
in the frequency domain [23]. Therefore, the multi-path effect
caused by wall reflections is assumed to be negligible and can
be mitigated by OFDM [24] in this study.
B. Cellular Network Model
When evaluating the user performance in the room shown in
Fig. 2, the serving BS changes depending on the position of a
user. In addition, for users in different cells, the set of interfering
BS is different. Furthermore, the coverage area of cells in the
edge of the room is part of a hexagon. All of these factors mean
that it is complex to analyse the system performance. Therefore,
an alternative simplified model is considered to estimate the per-
formance of a realistic system. Here, a network which extends
to infinity in the 2-D plane is considered. In this case, the layout
of the interfering BS and the cell shape would be identical for
the users in any cell. As the interference is generally dominated
by the closest interfering BS, the interference from BS further
away from the user is not considered for simplicity. Thus, a
two-layer hexagonal network model shown in Fig. 4 is used to
analyse the user performance. In this two-layer network model,
19 BS with index i are considered, where i = 0, . . . , 18. The
performance of the users in the central cell served by the 0th
BS is evaluated to estimate the performance of users in the net-
work deployed in a room. For the convenience of description,
the network deployed in a room is termed as a ‘deployed net-
work’ in the remainder of this paper. Some of the neighbouring
Fig. 5. The 2-D spatial distribution of D in the deployed networks with
different network sizes. (a) 11.4 m × 13.2 m room with seven cells. (b)
14.3 m × 16.5 m room with 12 cells. (c) 17.1 m × 19.8 m room with 17 cells.
(d) 22.9 m × 26.4 m room with 27 cells. The used cell radius is R = 3.3 m.
Fig. 6. Statistics of the horizontal separation between the serving BS and
the user in different networks. ‘two-layer network’ refers to the results for
the two-layer network model. ‘7 cells’, ‘12 cells’, ‘17 cells’ and ‘27 cells’
refer to the results for the deployed networks with different network sizes. The
corresponding network deployments are shown in Fig. 5.
BSs cause interference to the users in the central cell. Whether
the ith BS causes interference depends on the reuse scheme in
the system.
Despite the difference in the user performance in the two-layer
network model and the deployed networks, the results shown in
Figs. 5 and 6 demonstrate that this is minor. Firstly, the closer
the considered cell is to the room edge, the less the number of
interfering BS to the users. Consequently, it would seem that
the two-layer network model only offers a good estimation to
the user performance in the cells in the room central area. How-
ever, as mentioned above, the interference is dominated by the
closest interfering BS. Even if the user is in the cell in the edge
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TABLE I
INTERFERENCE LEVEL DIFFERENCE
number of cells 7 12 17 27
D < 0.5 dB 48% 64% 76% 77%
D < 3 dB 75% 89% 95% 94%
of the room, as long as it is close to the cell edge towards the
room centre, the received interference should be close to that
received in the two-layer network model. To demonstrate the
accuracy of the interference estimation by using the two-layer
network model, simulations of the 2-D spatial distribution of
the interference power in the deployed networks with full fre-
quency reuse (FR) are carried out. In addition, the interference
power estimated by using the two-layer network model in all
positions in the deployed network is calculated and compared to
the simulated interference. The interference calculation is based
on (1). The interference in the deployed network is defined as
Ĩ. The interference estimated for the two-layer network model
is defined as I. The difference between Ĩ and I is defined as
D = |10log10(Ĩ/I)|. A lower value of D indicates a better ap-
proximation of the interference by using the two-layer network
model. The spatial distributions of D in rooms with 7, 12, 17
and 27 cells are shown in Fig. 5. It shows that a significant inter-
ference difference occurs only in the room edges. The notable
results are summarized in Table I, and it shows that the propor-
tion of the area showing significant deviation in the interference
estimation decreases with an increase of the number of cells in
a room. In the case of 27 cells, 77% of the area has D lower
than 0.5 dB and 94% of the area has D lower than 3 dB. In
other words, the interference level is poorly estimated by the
two-layer network model in only 6% of the room area. Since a
large number of deployed cells is the typical case in an optical
attocell network, the two-layer network model is considered to
offer good approximation in terms of interference.
In addition, due to the limitation of the room edge, the non-
hexagon cells in the edge of the room cause a deviation in the
statistics of the path loss corresponding to the transmission of
the desired signal in the deployed network from the case in the
two-layer network model. In order to evaluate this difference,
the empirical statistics of r0 based on random user locations in
different cases are simulated and compared. The random loca-
tion of users follows a Possion point process (PPP). As described
in Section II-A, r0 refers to the horizontal separation between
the user and the 0th BS in the two-layer network model. For the
deployed network, r0 refers to the horizontal separation between
the user and its serving BS. It can be observed in Fig. 6 that
the difference between the probability density function (PDF)
of r0 in a deployed network and that in the two-layer network
model diminishes with an increase of the number of cells in the
deployed network. Except for the case with 7 cells, the PDFs of
r0 in the deployed network shows a close agreement with that
in the two-layer network model. Therefore, the performance
in the two-layer network is considered to be a reasonable
estimation of the deployed network. The estimation accuracy is
Fig. 7. Geometric model with polar coordinates.
also demonstrated in the SINR results in Section IV as shown
in Fig. 10.
In the two-layer network model, the coverage area of each cell
is divided into a cell central area and a cell edge area as shown
in Fig. 4. In order to further simplify the analysis, a circular
cell approximation is applied to the considered central cell as
shown in Fig. 7. The radius of the hexagonal cell is defined
as R. The approximated circular cell has the same coverage
area as the original hexagonal cell. Therefore, the equivalent
radius of the circular cell is defined as Re ≈ 0.91R. In the
system using FFR, the radius of the central area is defined as
Rc . A parameter δ =
R c
R e
is defined to determine the size of cell
central and edge area. For the convenience of the analysis in
Section III, the indices of the 18 nearby BS are grouped into three
sets based on the reuse pattern shown in Fig. 4. They include
IA = {13, 14, 15, 16, 17, 18}, IB = {2, 4, 6, 7, 9, 11} and IC =
{1, 3, 5, 8, 10, 12}. Note that the edge users in the 0th cell reuse
the same spectral resources as those in IA in the FFR systems.
The location of a user and interfering BS are defined using
a 2-D polar coordinate system. The origin of the coordinates is
placed at the location of BS0 . The orientation of the polar axis
is shown in Fig. 7. The location of a user in the central cell
is defined by z = (r, θ), where r is the horizontal separation
between the user and the origin and r ∈ [0, Re ]; and θ is the
polar angle of the user and θ ∈ [0, 2π). The location of the ith
BS is defined in a similar way as (Ri ,Θi), where Ri is the
horizontal separation between BSi and the origin, and Θi is the
polar angle of BSi . Since the network deployment and the cell
radius R are given, the values of (Ri ,Θi) are fixed and can be
readily calculated. In order to estimate the signal power from
BSi to the observed user, the horizontal separation between
BSi to the user at z is essential, which is defined as ri(z). For
i = 0, r0(z) = r. The observed user, the serving BS, and the
interfering BSi form a triangle in the case of i = 0, ri(z) can
be calculated using the rule of cosine as:
ri(z) =
√
r2 + R2i − 2Rir cos(θ − Θi).
C. DCO-OFDM and Multiple Access
The application of optical-OFDM can be extended to an
OFDMA system to realise multiple access in an optical atto-
cell network. Due to the relatively high spectral efficiency of
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DCO-OFDM, this modulation scheme is used in this study. In
an OFDM frame, the K frequency domain quadrature ampli-
tude modulated data symbols before the inverse discrete Fourier
transform (IDFT) are defined as: X = [X0 X1 X2 · · · XK−1 ].
Since an intensity modulated signal is a real-value signal, Hermi-
tian symmetry is required to make the OFDM symbols contain
only real samples. This requires Xk = X
∗
K−k , where [·]∗ is the
complex conjugate operation. In addition, X0 and XK/2 are set
to zero [6]. Consequently, only K̃ = K/2 − 1 symbols carry
information. Also, the intensity modulated signal is unipolar.
In order to avoid negative samples, a dc-bias is required. After
carrying out the K-point IDFT and the addition of a dc-bias, the
time domain OFDM symbol can be calculated as:














where xDC is the dc-bias; xk (t) represents the signal component
which accounts for the modulated symbol on subcarrier k at time
slot t; and j is the imaginary unit. After the addition of dc-bias,
the remaining negative samples are set to zero. According to
the results of the simulated channel impulse responses noted in
Section II-A, no significant signal is received when the delay
exceeds 50 ns. If a sampling frequency of 40 MHz is used, the
length of the cyclic-prefix (CP) is only two OFDM symbols.
Since the required CP length is short, the effect of adding a CP
is omitted in this study. In a multiple access version of DCO-
OFDM, the K̃ transmission channels (subcarriers) are shared
by a number of users. In the FFR schemes, these subcarriers
are divided into multiple sub-bands. Then the subcarriers in
each sub-band are distributed to users who are permitted to use
that sub-band for data transmission. Assuming perfect sampling
and synchronization, the intensity modulated sample received
at time slot t on subcarrier k can be expressed as:
yk (t) = x0,k (t)G0Rpd +
∑
i∈И
xi,k (t)GiRpd + zk (t), (2)
where xi,k (t) is the transmitted signal sample from BSi on
subcarrier k at time slot t. In the case of i = 0, x0,k (t) is the
transmitted signal sample for the desired user; Rpd denotes the
responsivity of the PD and zk (t) represents the user receiver
noise on subcarrier k. The second term of yk accounts for the
received interference signal, where И is the set of all the inter-
fering BS. The receiver noise is modelled as an additive white
Gaussian noise with noise power spectral density of N0 . There-
fore, zk is drawn from a Gaussian distribution with zero mean
and variance of σ2k = N0W/K, where W is the total IM band-
width. Clipping noise and non-linearities are crucial when there
is a requirement to minimise the output power of the transmit-
ter. However, it is assumed that the high output power of the
BS is sufficient for the indoor lighting function in this study.
In other words, there is enough margin for the minimisation of
both effects by increasing the clipping threshold [25] and ap-
Fig. 8. (a) sFFR. (b) SFR with δ2 > 23 . (c) SFR with δ
2 < 23 .
plying pre-distortion techniques [26]. Thus, clipping noise and
non-linearities are not considered in this study.
D. FFR Schemes
In a FFR system, the serving BS needs to know whether the
user is in the cell centre or is in the cell edge. This can be sim-
ply realised by determining the average signal strength of the
downlink pilot signal. If the pilot signal power is higher than
a threshold, this particular user is categorized as a cell centre
user. Otherwise, the user is categorized as a cell edge user. It
is assumed there is no movement of users within the period
between two adjacent pilot signal transmissions. In the follow-
ing frequency plan, subcarriers in each sub-band are equally
distributed to the corresponding users for simplicity and user
fairness.
1) Strict FFR: The considered sFFR divides the whole fre-
quency band to three protected sub-bands and an individual
common sub-band as shown in Fig. 8(a). The number of sub-
carriers of each sub-band is set to be proportional to the area
of the central or edge regions, which offers good fairness and
optimal performance [15]. The common sub-band is reused by
the centre users in each cell. As shown in Fig. 8(a), one of the
three protected sub-bands is assigned to the edge users of each
cell. This assignment also ensures that the same protected sub-
band is not reused in adjacent cells. Therefore, the number of
subcarriers assigned to the cell centre users Kc and the number












2) Soft Frequency Reuse: In SFR, the protected sub-bands
for cell edge users are also reused in adjacent cells. In order to
guarantee the performance of the cell edge users, the transmis-
sion power for the cell edge user is increased with a gain of β.
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In addition, the different groups of subcarriers are assigned to
edge users in adjacent cells. Similar to the sFFR scheme, for
fairness, the number of subcarriers assigned to different user
groups is proportional to the corresponding area. Therefore, the










, K̃ − Kc
)
,
which is shown in Fig. 8(b) and (c). Note that the maximum
available bandwidth for cell edge users is K̃/3 to ensure the
orthogonality of the protected sub-bands.
III. ASSESSMENT OF SINR AND SPECTRAL EFFICIENCY
Electrical SINR is an important metric to measure the quality
of a wireless connection. Similar to the definition of SNR in an
IM/DD optical wireless communication system, SINR is defined
as the ratio of the received desired signal electrical power to the
summation of noise and interference electrical power. Based on
the SINR level, the spectral efficiency can be estimated in order
to evaluate the wireless capacity of the system.
A. Full Frequency Reuse
1) Signal-to-Interference-Plus-Noise Ratio: The most
straightforward frequency plan is FR, which reuses the whole
frequency band in each cell. Here ∆ is used to represent the
reuse factor. In this case the reuse factor equals one (∆ = 1).
In this study, the FR system is used as the benchmark system.
According to (2), the SINR of the user at location z on
subcarrier k can be written as:















where Pelec,i,k denotes the electrical signal power transmitted






where E[·] represents the expectation operation. Since ∆ = 1,
the set И = ИA ∪ ИB ∪ ИC . To simplify the analysis, an equal
electrical power allocation is used. Assuming a total electrical
transmission power of Pelec,AC , Pelec,i,k = Pelec,AC/(K − 2).
Then, the subscript k can be dropped and (3) can be modified





















The derivation of (4) and (5) is shown in Appendix A. Based
on (4), the probability P [γFR < T ] can be calculated, where T
is the threshold value.
2) SINR Statistics: In this study, a semi-analytical method
is used to calculate the SINR statistics of the optical attocell
systems. Assuming a polar angle of θ, the function of the SINR
on a subcarrier is monotonically decreasing with respect to r in
the region of interest. Therefore, the conditional PDF of SINR
can be calculated by using the PDF transformation rule as:















where f(r) is the PDF of r; f(r) is determined by the loca-
tions of the considered users (cell edge/centre users); γ−1(γ̂|θ)
is the inverse function of the SINR function with respect to r for
a given θ, in which γ(rmax , θ) ≤ γ̂ ≤ γ(rmin , θ). Here, rmax
(rmin ) is the maximum (minimum) of r in its feasible region.
A closed form solution to γ−1(γ̂|θ) is unavailable. Numerical
methods are used to compute the function. Then the cumula-
tive density function (CDF) of SINR can then be calculated as
follows:





fγ (γ̂, f(r)|θ)dγ̂fθ (θ)dθ. (6)
Since the spatial location of the users in each cell follows a PPP,
the PDF of θ should follow: fθ (θ) =
1
2π . This semi-analytical
approach is presented in [27] in detail.
In the case of the FR scheme, the statistics in the whole cell
is calculated. Therefore, the PDF f(r) is given as:
f(r) = fr (r) =
2r
R2e
, r ∈ [0, Re ].
In the case of FFR systems, statistics in part of the cell is
required. In the calculation of P [γ < T |r < Rc ] and P [γ <
T |r ≥ Rc ], the PDF f(r) should be calculated as:
fr |r<R c (r) =
fr (r)
P [r < Rc ]
, r ∈ [0, Rc ],
fr |r≥R c (r) =
fr (r)
P [r ≥ Rc ]
, r ∈ [Rc , Re ],
where P [r < Rc ] (P [r ≥ Rc ]) is the probability that the user is
in the cell central (edge) area. It is shown in [28] that:
P [r < Rc ] = δ
2 ,
P [r ≥ Rc ] = 1 − δ2 .
3) Spectral Efficiency: In this study, the Shannon-Hartley
formula is used to estimate the wireless capacity of the system.
In a DCO-OFDM system, the spectral efficiency of a user at z




log2 (1 + γ(z)) .
The average spectral efficiency for the users in the whole cell
can be calculated as:






ρ(γ(r, θ),∆)fr (r)drfθ (θ)dθ. (7)
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In addition, the average spectral efficiency for the users in the
cell centre area can be calculated as:






ρ(γ(r, θ),∆)fr |r<R c (r)drfθ (θ)dθ. (8)
Similarly, in the case of users in the cell edge area,






ρ(γ(r, θ),∆)fr |r≥R c (r)drfθ (θ)dθ. (9)
In the case of FR scheme, we have ∆ = 1. By using (7), the
corresponding average spectral efficiency can be calculated as:
ρ̄FR = Ez [ρ(γFR(z), 1)]. (10)
For comparison purpose, the cell edge user spectral efficiency
in the case of FR scheme can be calculated as:
ρ̄eFR = Ez [ρ(γFR (z), 1)|r ≥ Rc ]. (11)
B. Strict Fractional Frequency Reuse
1) SINR and Its Statistics: In a sFFR system, the SINR at z















According to the frequency plan defined in II-D1, the SINR
at z on a subcarrier in protected sub-bands γe(z) can also be
calculated using (12) except for substituting ИA for И. The
factor 1+2δ
2
3 of Ω is due to the change of the number of used
subcarriers in sFFR compared to the case of the FR system.
Since a fixed amount of available electrical power and an equal
power distribution on each subcarrier are assumed, varying the
number of used subcarriers causes change in the available power
on each subcarrier.
When determining the distribution of SINR for a sFFR sys-
tem, both cases of a user in the cell central area and a user in the
cell edge area need to be considered. The overall CDF of the
SINR can be calculated as follows:
P [γsFFR < T ] = P [r < Rc ]P [γ
c < T |r < Rc ]
+ P [r ≥ Rc ]P [γe < T |r ≥ Rc ], (13)
where P [γc < T |r < Rc ] and P [γe < T |r ≥ Rc ] are the CDF
of the SINR with the conditions that the user is in the cell centre
using common sub-band and is in the cell edge using protected
sub-band, respectively. They can be calculated using the same
method as that described in Section III-A2.
2) Spectral Efficiency: Since the average spectral efficiency
varies in different sub-bands, the overall average spectral effi-
ciency should be the average over the whole frequency band.
When there are users in both the cell central area and the cell
edge area, the overall average spectral efficiency can be calcu-
lated as [28]:
ρ̄sFFR ,nor = ζ
c ρ̄c + ζe ρ̄e ,
where ρ̄c (ρ̄e) is the average spectral efficiency for the users
taking the common (protected) sub-band for transmission; ζc
and ζe are the averaging weights for ρ̄c and ρ̄e , respectively.






where Kρ̄ refers to the number of subcarriers that achieve an
average spectral efficiency of ρ̄. All ζ for FFR can be simply
derived according to the FFR schemes described in Section II-
D. Since all of the averaging weights ζ follow the same rule
as (14), and the derivations of each ζ is long but very sim-
ple, it would be unnecessary to list all of the derivations of
all of the ζs. Only the final results are listed. In the case of
sFFR here, ζc and ζe can be found as ζc ∼= δ2 and ζe ∼= 1 − δ2 ,
respectively [28].
The cell centre users use the common sub-band with ∆ = 1,
while the cell edge users use the protected sub-band with ∆ = 3.
Therefore, in conjunction with (8) and (9), ρ̄c and ρ̄e in sFFR
case can be calculated as:
ρ̄c = Ez [ρ(γ
c(z), 1)|r < Rc ],
ρ̄e = Ez [ρ(γ
e(z), 3)|r ≥ Rc ]. (15)
An optical attocell network is a small-cell cellular network
in which each BS serves several users and these users are fewer
than those in a normal RF cell. Consequently, the problem of
an uneven load in different cells is more critical in an optical
attocell network. In some extreme cases, there may be no user
in a cell when the user density is very low. The use of the FFR
technique makes this issue even worse. Since the cell coverage
area is divided into centre and edge areas, which are smaller
compared with the total cell coverage area, the chance that no
active user is present in a specified region (a cell centre or a cell
edge area) will be much higher. Consequently, in the case of no
user present in a specified area, the corresponding assigned sub-
band remains idle, which is a waste of transmission resources.
Therefore, the case of no user present in the cell central or edge
area needs to be considered. Since the common sub-band is
restricted to the cell edge users, for the case that there is no user
in the central area, the common sub-band is wasted and ζc = 0.
Therefore, the corresponding average spectral efficiency is only
ζe ρ̄e . For the same reason, when there is no user present in the
cell edge area, the average spectral efficiency is only ζc ρ̄c . Thus,
the final average spectral efficiency achieved by a sFFR system
can be calculated as:
ρ̄sFFR = Pcζc ρ̄c + Peζe ρ̄e
+ (1 − Pc − Pe) (ρ̄sFFR ,nor) , (16)
where Pc (Pe) denotes the probability that all of the observed
users fall into the cell centre (edge) area. It is assumed that the
user spatial distribution follows a PPP with a user density of λ.
By limiting the users in a specified area of A, the mean number
of users within this area is Aλ. According to the probability
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mass function of the Possion distribution, the probability that
no user in this area is given as:
P0 = e−Aλ.
The area of a cell can be found as Acell = πR
2
e according to
the geometry shown in Fig. 7. Then, the cell central area and






Therefore, Pc and Pe can be calculated as:
Pc = e−A c e l l(1−δ
2 )λ,
Pe = e−A c e l l δ
2
λ.
Since the cell edge users only use the protected sub-band for
transmission, the cell edge spectral efficiency for sFFR can be
calculated using (15).
C. Soft Frequency Reuse
1) SINR and Its Statistics: In a SFR system, due to the more
complex SFR scheme, there are five conditions in the SFR sys-
tem SINR calculation. In order to efficiently present these SINR
expressions, a function is defined as follows:


















where p0 , p1 , p2 , p2 are the power control factors which equals
β or 1 or 0, and






















According to the five cases shown in Fig. 8(b) and (c),
the corresponding SINR in each cases can be calculated
as follows: γe1(z) = χ(β, β, 1, 1, z), γ
e
2(z) = χ(β, β, 0, 0, z),
γc1(z) = χ(1, 1, 1, 1, z), γ
c
2(z) = χ(1, 1, β, 1, z) and γ
c
3(z) =
χ(1, 1, 1, β, z). According to the frequency plan described in
Section II-D2 and (14), the corresponding averaging weights









































Similar to the case of sFFR, Ω is multiplied by a scaling factor
to compensate for the change in transmission power on each
subcarrier.
The SINR CDF of a SFR system can be calculated by:
P [γSFR < T ] = P [r < Rc ]P [γSFR < T |r < Rc ]
+ P [r ≥ Rc ]P [γSFR < T |r ≥ Rc ]. (17)
According to the resource plan described in Section II-D2, it
is noted that a user in a SFR system receives the signal on
multiple subcarriers with different SINR. To simplify the cal-
culation, the SINR experienced by a user in a SFR system is
defined as follows: the user randomly selects one of the avail-
able subcarriers for transmission, and the SINR experienced on
the selected subcarrier is γ̃. In (17), the cell edge user SINR
distribution P [γSFR < T |r ≥ Rc ] can be calculated as:
P [γSFR < T |r ≥ Rc ] = P [γ̃ = γe1 ]P [γe1 < T |r ≥ Rc ]
+ P [γ̃ = γe2 ]P [γ
e
2 < T |r ≥ Rc ],
where P [γ̃ = γ] refers to the probability that the subcarrier
with a SINR of γ is selected. P [γ̃ = γe1 ] and P [γ̃ = γ
e
2 ] can be
calculated as:

























Similarly, the centre user SINR CDF P [γSFR < T |r < Rc ] can
be calculated as:
P [γSFR < T |r < Rc ] = P [γ̃ = γc1 ]P [γc1 < T |r < Rc ]
+ P [γ̃ = γc2 ]P [γ
c
2 < T |r < Rc ] + P [γ̃
= γc3 ]P [γ
c
3 < T |r < Rc ],
where



























All the conditional CDF of the SINR in each case can be calcu-
lated using the method described in Section III-A2.
2) Spectral Efficiency: When there are users in both the cell
central and the cell edge areas, the overall average spectral
efficiency of a SFR system can be determined as follows:





























3 denote the achievable average spec-









tively. They can be calculated using (8) and (9) as:
ρ̄e1 = Ez [ρ(γ
e
1(z), 1)|r ≥ Rc ],
ρ̄e2 = Ez [ρ(γ
e
2(z), 3)|r ≥ Rc ],
ρ̄c1 = Ez [ρ(γ
c
1(z), 1)|r < Rc ],
ρ̄c2 = Ez [ρ(γ
c
2(z), 1)|r < Rc ],
ρ̄c3 = Ez [ρ(γ
c
3(z), 1)|r < Rc ].
Similar to the sFFR case, the problem of no user in a specified
area needs to be considered. Accounting for no user in the cell
edge and also the cell central area, the final average spectral
efficiency of a SFR system can be found:
ρ̄SFR = Pc(ζc1 ρ̄c1 + ζc2 ρ̄c2 + ζc3 ρ̄c3) + Pe(ζe1 ρ̄e1 + ζe2 ρ̄e2)
+ (1 − Pc − Pe)ρ̄SFR ,nor . (18)
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LED half-power semi-angle φ1 / 2 60
◦
Vertical separation h 2.15 m
PD area Ap d 1 cm
2
Modulation bandwidth W 40 MHz
PD responsivity Rp d 0.1 A/W
DC bias factor κ 3
















1 − δ2 . (19)
IV. RESULTS AND PERFORMANCE ANALYSIS
In this section, the performance of the considered FFR
schemes in an optical attocell network in terms of SINR CDF,
average spectral efficiency and cell edge spectral efficiency
are evaluated. Interference mitigation and improvement in cell
edge and average spectral efficiency are expected by using FFR
schemes.
A. Parameter Configurations
The system parameters of the evaluated systems are listed
in Table II. These values are the default settings in the results
presented in this section if the parameters are not otherwise
specified. A φ1/2 of 60
◦ is reasonable for lighting performance.
A vertical separation between a BS and a user h of 2.15 m
is considered due to a user equipment height of 0.85 m and a
ceiling height of 3 m. A PD physical area Apd of 1 cm
2 is the
generally acceptable in VLC systems [3], [29]. The 40 MHz
modulation bandwidth agrees with the 20 MHz flat bandwidth
that is provided by a phosphorescent white light LED with
equalisation [30]. A PD responsivity Rpd of 0.1 is suitable when
the receiver only accepts the blue component of light [3]. Since
only the negative samples of the OFDM signal after adding
the dc-bias is clipped, the dc-bias level κ is equivalent to the
bottom clipping level; κ is set to 3, since this value is sufficient
to minimise the clipping noise to a level that causes negligible
distortion in the transmission [31].
A single LED chip with a typical low rated output optical
power cannot provide sufficient optical power to meet the stan-
dard lighting requirements. Therefore, multiple LED chips are
integrated within an LED luminary, which provide much higher
power than a single chip. To simplify the radiation model, each
LED light luminary is treated as a point source. In this study,
the configuration of the BS output power takes the illumination
requirement into account. An average illuminance of at least
500 lx and an illuminance uniformity of at least 0.6 is required
in an room used for writing or reading purposes [32]. In this
study, the required optical output power that fulfils the illumi-
nance requirement is found to be highly related to the cell radius
R. Therefore, the BS output optical power Popt is configured
TABLE III
BS OUTPUT OPTICAL POWER CONFIGURATION
cell BS output average illuminance
radius optical power illuminance uniformity
R [m] Po p t [W] Ēv [lx] U0
2 24 519 0.84
2.25 29 513 0.83
2.5 35 509 0.81
2.75 41 507 0.77
3 48 506 0.73
3.25 56 505 0.69
Fig. 9. Illuminance distribution in a room with 27 cells. The network deploy-
ment is the same as that shown in Fig. 2, except for the difference in cell radius.
The illuminance spatial distribution with R = 2 m is shown in the sub-figure
on the bottom right. The relative intensity of the LED output against wavelength
is shown in the sub-figure on the top left, which is used for the calculation of
illuminance.
based on the value of R. The considered configuration in this
study is listed in Table III. The corresponding illuminance dis-
tribution in a room with 27 cells (the cell deployment is shown
in Fig. 2) in the form of CDF is presented in Fig. 9. The notable
illumination results are summarised in Table III.
B. SINR Statistics Results
Fig. 10 shows the results of the SINR statistics based on
the two-layer hexagonal network model. Here the noise level is
N0 = 1 × 10−21 A2 /Hz and cell radius is R = 2.5 m. In the
FFR systems, δ = 0.7 and β = 2. These results include the
calculation using (6), (13) and (17) in the analysis presented in
Section III using the numerical method, and the corresponding
empirical statistics obtained by Monte Carlo simulation. The
agreement between the two results validate the analysis. In ad-
dition, the simulation of the deployed networks are presented
to validate the accuracy of the estimation by using two-layer
network model. As expected, there is an acceptable difference,
less than 2 dB, between the results of two-layer network model
and those of the deployed network with only 12 cells (room
size 10.8 m × 12.5 m) due to the room edge effects. However,
with an increase of the number of cells, the difference between
the curves of the case with deployed network and that for the
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Fig. 10. SINR statistics for different reuse schemes. The network deployment
in the room with 12 and 27 cells are the same as those shown in Fig. 5, except
for the difference in cell radius. System parameters: N0 = 1 × 10−21 A2 /Hz,
R = 2.5 m, δ = 0.7 and β = 2.
two-layer network diminishes. In the case of 58 cells (room
size 26 m × 30 m), the SINR CDF differences decrease to be
in a range between 0.3 to 0.7 dB. Note that another source of
mismatch is the circular cell approximation of the 0th cell in
the two-layer network model. This mismatch is considered rea-
sonable in many cellular system analysis [28]. Therefore, the
performance of the two-layer network model is a reasonable
estimation to the practical optical attocell system.
As shown in Fig. 10, the FR system exhibits the worst SINR
as expected. In contrast, FFR schemes offer an improved SINR.
The sFFR system and the SFR system show improvements of
9.74 and 3.54 dB in terms of minimum SINR (at 10th per-
centile), respectively. In addition, they also show improvements
of 10.3 and 2.07 dB in terms of medium SINR, respectively.
Note that the bends in the FFR curves are the results of combin-
ing different SINR statistics in multiple regions in a cell and in
different sub-bands. These combinations can be observed in the
analysis in Sections III-B1 and III-C1.
C. Spectral Efficiency Results
In this section, average spectral efficiency, calculated using
(10), (16) and (18), is the metric to demonstrate the improve-
ment in the overall system capacity. In addition, average spectral
efficiency in the cell edge area, calculated using (11), (15) and
(19), is the metric to show the improvement in cell edge user
experience.
1) Effect of Cell Radius: Fig. 11 shows the average spec-
tral efficiency and the cell edge spectral efficiency results
with different cell radius R. In these results, δ = 0.7, N0 =
1 × 10−21 A2 /Hz, and λ = 1 user/m2 . Both the analytical cal-
culation and the simulation are presented. The close agreement
validates the related analysis. With a fixed φ1/2 , the increase
of cell radius results in a decrease in the interference between
users in adjacent cells [27]. In other words, a larger cell provides
better overall signal quality. In addition, a smaller cell leads to
a higher value of Pc and Pe , which results in loss in average
Fig. 11. Average spectral efficiency and cell edge spectral efficiency against
cell radius R. System parameters: δ = 0.7, N0 = 1 × 10−21 A2 /Hz and
λ = 1 user/m2 .
Fig. 12. Average spectral efficiency against δ. System parameters: R =
2.5 m, λ = 1 user/m2 and β = 2.
spectral efficiency in FFR systems. Therefore, both the average
spectral efficiency and the cell edge spectral efficiency for any
reuse scheme is an increasing function of R.
The improvement of using sFFR is in the range from 5% to
14% in terms of average spectral efficiency and is in the range
from 19% to 47% in terms of cell edge spectral efficiency. The
improvement of using SFR is in the range from 0% to 5% in
terms of average spectral efficiency and is in the range from 21%
to 57% in terms of cell edge spectral efficiency. Generally, the
sFFR system achieves the highest average spectral efficiency.
The SFR system is more flexible, since it can achieve a good
balance between cell edge user performance and overall system
performance by adjusting parameter β. Both sFFR and SFR
schemes improved the cell edge user experience significantly.
2) Effects of δ and Noise Level: Fig. 12 shows the average
spectral efficiency against δ. In the results, R = 2.5 m, λ =
1 user/m2 and β = 2 in SFR systems. As shown in Section II-
D, the channel assignment is proportional to the corresponding
coverage area for FFR systems. When δ is too small, the majority
of the users are cell edge users who are assigned a reuse factor
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Fig. 13. Average spectral efficiency against user density λ. System parameters:
δ = 0.7, R = 2.5 m, N0 = 1 × 10−21 A2 /Hz and β = 2.
of 3, which considerably decreases the spectral efficiency of
the system. When δ is too large, fewer users can be covered
by the cell edge area. Consequently, average spectral efficiency
decreases significantly due to the increased interference received
by the cell centre users who are close to the edge of the cell
central area (r → Rc). In addition, when δ is close to 0 or 1,
either Pc or Pe is significant, which also causes a decrease in
spectral efficiency.
Fig. 12 also shows the cases with different noise levels. Intu-
itively, the higher the noise level, the lower the average spectral
efficiency for systems with any reuse schemes. In addition, the
higher the noise level, the lower improvement that can be ob-
tained from the FFR schemes. For example, when considering
the improvement of the sFFR scheme with optimal δ, the im-
provement in terms of average spectral efficiency is 15% if
there is no receiver noise. However, this improvement decreases
to 8% if the noise level is increased to N0 = 2 × 10−21 A2 /Hz.
Furthermore, it is noted that the noise level may affect the op-
timal configuration of δ. When noise is not considered, the
optimal δ for sFFR is around 0.7 and this is in line with [28]. In
the case of SFR, the optimal δ is around 0.55. However, with the
increase in the noise level, optimal δs for FFR systems increase
to a slightly higher level.
3) Effects of Active User Density and Proportional Fairness
Scheduling (PFS): As shown in Section III-B2, the user den-
sity λ is crucial to the value of Pc and Pe , which may cause
a significant effect on the system spectral efficiency. Fig. 13
shows the effect of user density on the average spectral effi-
ciency of different systems. In the results, δ = 0.7, R = 2.5 m,
N0 = 1 × 10−21 A2 /Hz and β = 2 in SFR systems. Both FFR
systems show a similar trend with respect to the variations in the
λ. Generally, if λ is too small, the average spectral efficiency of
FFR systems decreases significantly. For example, in the case of
λ = 0.1 user/m2 , the FFR system exhibits an average spectral
efficiency lower than 1 bps/Hz, which is much lower than the
benchmark.
In order to solve the issue caused by low user density, PFS
[33] is considered in conjunction with the FFR techniques.
With a given FR scheme, there are L different sub-bands for
transmission. The sub-band l has Kl subcarriers, where l =
1, 2, · · · , L. Kl,n subcarriers in sub-band l are assigned to user
n. Thus
∑N
n=1 Kl,n = Kl . Therefore, the data rate achieved






where sl,n is the achievable data rate by user n on a subcarrier
in sub-band l. With a given system realisation, user locations
are determined. Therefore, all sl,n are fixed for that realisation.






ln (Cn ) . (20)
Conventional per subcarrier PFS requires channel frequency
selectivity to converge to a robust solution. However, the as-
sumptions used in this study make the channel gain flat within
each sub-band. This causes problems in the convergence of
the scheduling solution by using the per subcarrier based PFS.
Therefore, an alternative algorithm is used to achieve the same
PFS function. The details of this modified PFS is introduced as
















which lists the Kl,n for all users in every sub-bands. Based on







C1(K1,1 · · · KL,1)
...






The modified PFS algorithm is listed in Algorithm 1. The α in
Algorithm 1 is a forgetting factor for the calculation of average
user data rate C̄. The proof of Algorithm 1 maximising (20) is
shown in Appendix B.
PFS can achieve a good balance between spectral efficiency
and user fairness. More importantly, it can dynamically dis-
tribute spectral resources depending on the current load con-
dition. With this benefit of PFS, the sub-band availability con-
straint can be adjusted as follows: the whole sub-band assigned
to a cell is available to any active user in that cell. In the case of
no user in the cell edge (centre) area of the cell, PFS will assign
the resources preserved for edge (centre) users to centre (edge)
users. Note that although cell edge users achieve low SINR
by using the sub-band prepared for centre users, through ap-
propriate modulation and coding adjustment, transmission with
low spectral efficiency can be established [34], which is better
than the sub-band being unused. This is the reason for the PFS
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approach improving the FFR system performance when user
density is low. Under conditions where users are present in both
areas, PFS avoids assigning subcarriers in sub-bands for cen-
tre user to edge users, because these resources are extremely
inefficient for cell edge users. Consequently, the majority of
the transmission resources are assigned to the cell centre users.
Since PFS has the ability to keep the fairness between centre
and edge user, it will prevent the centre users accessing ‘good’
resources in the protected sub-band. Therefore, PFS also avoids
assigning subcarriers in sub-bands for cell edge users to centre
users. This is the reason why the sub-band availability constraint
can be lessened when PFS is used in FFR systems. Addition-
ally, due to the small number of users in an optical attocell, the
computational complexity of the PFS will be much lower than
the PFS in conventional RF cellular systems.
In Fig. 13, the average spectral efficiency of the FFR systems
with PFS are also demonstrated. It can be observed that PFS
effectively alleviates the spectral efficiency decrease for FFR
systems under the condition of low λ. In addition, it is noted
that the performance of sFFR with PFS and λ = 1 user/m2 is
slightly worse compared with that without PFS. This is because
the data rate difference between centre users and edge users is
significant. Therefore, the PFS trades some spectral efficiency
for better fairness. In the case of SFR with λ = 1 user/m2 , PFS
further increases the average spectral efficiency. This is because
the data rate gap between centre users and edge users is small.
Therefore, the PFS can gain additional spectral efficiency with
a low loss of fairness.
V. CONCLUSION
A DCO-OFDM-based optical attocell network with FFR
schemes was considered in this paper. An analytical frame-
work of the FFR application in an optical attocell network was
proposed. Both the sFFR and SFR schemes were considered. A
method of calculating the statistics of the achievable SINR and
the average spectral efficiency in a two-layer network model was
presented. The numerical results show a close agreement with
the results of the Monte Carlo simulations. By comparing with
the networks deployed in a rectangular room, the performance of
the two-layer model was demonstrated to be a good estimation
of the practical optical attocell network. The performance of the
optical attocell network with FFR was evaluated and compared
with a benchmark system with full frequency reuse scheme. The
results showed that FFR schemes can effectively improve the
downlink SINR in an optical attocell network. In addition, FFR
schemes offer significant improvements in the cell edge spectral
efficiency of an optical attocell system. Furthermore, the aver-
age spectral efficiency is slightly improved. Also, the effects
of the key parameters were studied, such as cell radius R, cell
centre/radius ratio δ and active use density λ. It was identified
that the optimal value for δ is 0.7 for sFFR and 0.55 for SFR.
With an increase in the noise level, these optimal values become
greater and the gain from FFR schemes decreases. In addi-
tion, a low user density λ significantly decreases the achievable
average spectral efficiency. However, PFS can be used to effec-
tively alleviate this problem.
Algorithm 1 : Proportional fairness scheduling
1: for l = 1, 2, . . . , L do
2: Kl,1 = Kl,2 = · · · = Kl,N = Kl/N
3: end for
4: C̄ = C{K}
5: for l = 1, 2, . . . , L do
6: S =
[
s l , 1
C̄1
,
s l , 2
C̄2
, . . . ,




s l , n
C̄n
.
7: nmax = arg maxn Sn and nmin = arg minn Sn .
8: if Kl,nm a x < Kl then
9: if Kl,nm in = 0 then
10: Exclude Snm in from S and go back to step 8.
11: end if
12: Kl,nm a x = Kl,nm a x + 1, Kl,nm in = Kl,nm in − 1
13: end if
14: end for
15: C̄ = C̄(1 − α) + C{K}α
16: Iterate from step 6 to step 16 until K converge.
APPENDIX
A. SINR Simplification: ∆ = 1
In VLC systems, the limiting factor of the LED transmitter is
its average optical power output. Therefore, it is reasonable to
calculate the maximum acceptable signal electrical power based
on the available optical power output of the LED transmitter. In







where Popt is the average optical output of the LED trans-
mitter and κ is a parameter reflecting the dc-bias level which is
given as κ = xDC/
√





(K − 2)κ2 . (A.1)
Insert (A.1) and (1) in (3), it can be found that:
γFR(z)=
P 2o p t (m+1)
2 A 2p d R
2
p d h





P 2o p t (m+1)
2 A 2p d R
2
p d h
2 m + 2 (r 2i (z )+h2 )
−m −3

























B. Proportional Fairness Scheduling
In step 12 of Algorithm 1, Kl,nm a x and Kl,nm in are adjusted
while other elements in K remain the same. In this proof, we
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only consider varying one of the L sub-bands l̂. The resource
allocation plan for other sub-bands remains the same. Since
∑
n Kl̂ ,n = Kl̂ , Kl̂ ,nm in varies if Kl̂ ,nm a x changes its value.
Their relationship is shown as follows:
Kl̂ ,nm in = M − Kl̂ ,nm a x ,
M = Kl̂ −
∑
n =nm in ,nm a x
Kl̂ ,n .
A variable K̂ is defined to replace Kl̂ ,nm a x . Then Λ can be























K̂sl̂ ,nm a x +
∑
l = l̂









sl̂ ,nm in +
∑
l = l̂





n =nm in ,nm a x
ln (Cn ) .





















≥ 0. This means that Λ(K̂) is an increasing
function at Kl̂ ,nm a x . Therefore, if we slightly increase K̂, the
probability that Λ(K̂) will increase is high. To guarantee the
convergence of Algorithm 1, the increment of K̂ is minimised
to one, since the number of subcarriers has to be an integer. With
the updating of K in Algorithm 1, the values of elements in S
in step 6 of Algorithm 1 will converge to a same value. When S
converge for all sub-bands, Λ is maximised.
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Abstract—One of the important issues in an indoor visible
light communication (VLC) system is the multi-path (MP) effect
due to reflections. Generally, the MP effect can be charac-
terised by the channel impulse response (CIR). Methods based
on ray-tracing/Monte Carlo simulations are primarily used to
obtain these impulse responses, but this generally leads to time
consuming computer simulations. In this study, an analytical
approach is proposed to directly and accurately calculate the
non-line-of-sight (NLOS) components of the CIR due to the
interior surface reflections in a room. The proposed method
could be used in system-level simulations of a networked VLC
system (also referred to as a LiFi attocell network), which
requires a large number of channels with different transmitter
and receiver deployments to be generated in a computationally
efficient manner.
Index Terms—visible light communications, channel impulse
response, multipath effect.
I. INTRODUCTION
Wireless broadband Internet has become an essential com-
modity like electricity and water. At least a tenfold increase
of mobile data traffic is expected in next five years [1]. The
massive increase of the number of wireless access points
(APs) in the network, also referred to as network densification,
has been identified as a simple yet very effective method
to meet this exponentially increasing in wireless data traffic
demand. Human behavioural research shows that most of the
time people are in an indoor environment [2] when they
generate or consume wireless data. Hence, from the human
behavioural perspective, transforming the existing illumination
sources into wireless APs that provide both illumination and
broadband Internet access is a very effective method to densify
wireless networks. Visible light communication (VLC) is a
technology which enables the transformation of conventional
lighting infrastructures into high speed APs [3]. Such network
formed by visible light APs is also referred to as a LiFi attocell
network.
One of the most critical and limiting issues in an indoor
VLC system is the multi-path (MP) effect due to interior
surface reflections, which has often been neglected in research
studies. Knowledge of the channel information due to non-
line-of-sight (NLOS) paths is important in LiFi attocell sys-
tems which cover a wide area, and is important to produce
more realistic results. In addition, it is also useful when de-
signing specialized modulation schemes for NLOS VLC links.
Therefore, many researchers have explored methods to deter-
mine the channel impulse response (CIR) due to NLOS paths.
A number of simulation methods are widely used to obtain the
CIRs. The most commonly used method was proposed in [4],
and it splits the reflection surfaces into large number of small
elements. The interactions between each pair of elements are
calculated. Although an accurate CIR can be obtained with a
very small element size, the computational complexity is very
high which leads to time consuming computer simulations. In
some studies on multiple input multiple output (MIMO) or
networked VLC systems, a large number of random channel
realisations are required. Therefore, a method to calculate VLC
indoor channels with a reasonable balance between accuracy
and efficiency is required. Some improved methods have been
proposed in [5], [6], which lead to shorter simulation time.
However, the gains are still not sufficient for large-scale system
level simulations. Some researchers have explored channel
models with lower complexity [7], [8]. However, for some
link deployment or frequency range, the accuracy of these
models is insufficient. VLC channel characterisation using a
commercial optical software named Zemax has also been
considered by researchers [9].
In [10], an analytical ceiling bounce model was proposed
to characterise the NLOS CIR for diffused wireless infrared
links. In a VLC system, the deployment of the transmitter
and receiver is typically different from that in a diffused
infrared system. Motivated by this approach and the issues
mentioned, in this study, the work in [10] is extended and an
analytical model to generate the NLOS CIR for VLC links is
proposed. Firstly, the complicated NLOS paths are classified
into a number of categories. The signals travelling via the
paths in the same category are simpler to analyse. Then the
overall CIR is approximated as a superposition of these CIRs
for each category. In this paper, the CIR due to the paths
via a single wall reflection is considered. It is shown that
by combining the CIRs due to multiple wall reflections in
a room, the dominate characteristics of the overall CIR can
be obtained. Due to space limitations here, the calculations of
the CIRs due to higher order reflections will be presented in
a forthcoming publication.
The remainder of this paper is organised as follows: the
analytical results for the first order wall reflection CIR are
presented in Section II. In Section III, the NLOS CIR in
a cuboid room is considered. Also, the proposed method is
compared with a conventional method [6] in this case study.
Finally, the conclusions are given in Section IV.




Fig. 1. The geometry of the transmission deployment with a single wall
reflection. The key geometric parameters required in the calculation include
DTx, DRx, R and H .
II. SINGLE WALL REFLECTION CHANNEL IMPULSE
RESPONSE
In a typical indoor VLC system, the transmitters are in-
stalled in the ceiling of a room and facing downwards, while
the receivers are lower heights depending on the use of the
mobile device. The receiver detector is assumed to be facing
upwards to the ceiling.
The transmission paths due to first order reflection are an
important factor in the NLOS channel, especially when the
link is close to the edge of the room. Due to the nature of the
transmitter and receiver deployment in VLC, the walls of the
room become the main reflectors for the first order reflections.
Therefore, the channel due to a single wall reflection is
considered. A scenario of a transmitter, a receiver and a wall
extending infinitely to the horizontal directions are assumed,
as shown in Fig. 1. In this scenario, the transmitter is DTx, and
the receiver is DRx away from the wall. The projection of the
transmitter on the wall is denoted as pTx, and the projection
of the receiver on the wall is denoted as pRx. The Euclidean
distance between pTx and pRx is Ĥ . In the considered wall
plane, point pTx is R away from point pRx in the horizontal
direction; and point pTx is H away from point pRx in the
vertical direction. It can be concluded that:
Ĥ2 = H2 + R2. (1)
The considered light source is assumed to follow a Lamber-
tian radiation pattern [11]. The mode number of the light
source of the considered transmitter is denoted as m, which
is determined by the half-power semiangle φ1/2 as m =
−1/ log 2(cosφ1/2). The physical area of the photodiode (PD)
of the receiver is denoted as Apd. The case with full receiver
field of view (FOV) of ψFOV = 180
◦ is considered. The
smaller the receiver FOV, the less the received NLOS signal
Delay [ns]































Fig. 2. Single wall reflection channel impulse response results. Channel 1
parameters: H = 2 m, R = 1.5 m, DTx = 1.5 m, DRx = 1.5 m, φ1/2 =
45◦. Channel 2 parameters: H = 2.25 m, R = 2 m, DTx = 2 m, DRx =
2 m, φ1/2 = 60
◦.
power, as the range of the incident angle is reduced. The
reflectivity of the wall is denoted as ρ.
Proposition 1. Considering a VLC single wall reflection chan-
nel with the given parameters of H , R, DTx, DRx, ρ, m and
Apd, the channel impulse response h{H,R,DTx,DRx,ρ,m,Apd}(t)












where f(r, θ) is defined as (4), where R(v) is the ramp
function which is defined as:
R(v) =
{
v : v ≥ 0
0 : v < 0
. (3)
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where c denotes the speed of light; t denotes the time delay;




































Fig. 3. The top view and the side view of the geometry of the transmission
deployment in a cuboid room.
tT can be calculated as:
t0 =
√











In addition, the terms drmaxdt and
drmin
dt are given as (12) and
(13), respectively.
The proof of this proposition is given in the Appendix. Ex-
pression (2) includes a single integration operation, which can
be efficiently calculated using a standard numerical method.
Fig. 2 shows the results of the single wall reflection CIR
generated by the numerical calculation using (2). In addition,
the corresponding simulated results are presented for compar-
ison. In the remainder of this paper, all simulated results are
produced using the approach introduced in [6]. In the results,
the reflectivity of the walls and the physical area of the PD are
ρ = 0.7 and Apd = 1 cm
2, respectively. For the first presented
channel, H = 2 m, R = 1.5 m, DTx = 1.5 m, DRx = 1.5 m,
φ1/2 = 45
◦. For the second presented channel, H = 2.25 m,
R = 2 m, DTx = 2 m, DRx = 2 m, φ1/2 = 60
◦. In
both cases, the analytical results show close agreement to the







1 |xTx − xRx| yTx yRx
2 |yTx − yRx| xTx xRx
3 |xTx − xRx| Wr − yTx Wr − yRx
4 |yTx − yRx| Lr − xTx Lr − xRx
TABLE II
quantities Symbol Value
Room size Lr × Wr × Hr 5 m × 5 m × 3 m
Transmitter location (xTx, yTx, Hr) (2, 2.5, 3) m
Receiver location (xRx, yRx, zRx) (2.5, 1, 0.75) m
Half-power semiangle φ1/2 60
◦
PD physical area Apd 1 cm
2
Surface reflectivity [ρceil ρfloor ρwall] [0.7 0.3 0.7]
this section.
III. NLOS CHANNEL IMPULSE RESPONSE IN A ROOM
In this section, the analytical CIR in a cuboid room based
on the expressions introduced in Section II is demonstrated
and compared with the corresponding simulated NLOS CIR.
Since there are four walls in a cuboid room, the analytical
NLOS CIR is approximated by the superposition of the single









Assume a cuboid room with a size of Lr × Wr × Hr, a
transmitter located at (xTx, yTx, Hr) and a receiver located at
(xRx, yRx, zRx). The origin of the coordinates is placed at one





Rx in (14) are determined based on those
given in Table I, and H is calculated as H = Hr − zRx.
Fig. 4 shows the result of a NLOS CIR in a cuboid room
calculated using (14). The corresponding parameters are listed
in Table II. Considering the CIR results with delay less
than 20 ns, the analytically calculated CIR offers an accurate
estimation of the simulated CIR. The four spikes in the curves
correspond to the four first order reflections bounced by walls.
In the case of a delay greater than 20 ns, the simulated
result exhibits a higher received signal power due to higher
order reflections. The results further show that the accuracy
of the analytical CIR specially after 20 ns can be significantly
improved if part of the CIRs of second order paths are included
into (14). Because of space limitations, the analysis of the
NLOS CIR caused by higher order reflections is not presented
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Fig. 4. NLOS channel impulse responses in a cuboid room.
IV. CONCLUSIONS
In this paper, an analytical method with low computa-
tional complexity for calculating the NLOS channel impulse
response was proposed. It has been successfully used to
approximate the impulse response of a NLOS VLC channel
in a cuboid room as an example. The analytical result is
compared with the channel impulse response generated using
a conventional ray tracing simulation, and it has been shown
that the proposed method offers very high accuracy for the
dominated first order multi-path components. The model will
be extended to higher order reflections in future studies.
APPENDIX
PROOF OF PROPOSITION 1
For a transmission via a single wall reflection path, the
optical power is radiated from the source to one of the points
on the considered reflector. Then, some of the reflected signal
power can be collected by the PD of the receiver. A different
point on the reflector gives a different length of the reflection
path, which results in different delay of the received optical
power. In order to relate the receiver optical power to the time
delay, the following problem is considered: which set of points
on the reflector offers a received power P collected by the PD
with a delay less than time t? Assuming that the reflector plane
is defined by a Cartesian coordinate x-y, the received power




W (t) is the set of points giving delays less than t; f(x, y)
denotes the channel direct-current (DC) gain of the reflection
path via point (x, y) on the reflector. Intuitively, the impulse
response could be obtained by calculating the derivative of
P (t) with respect to the delay t [10]. Therefore, the CIR can












Next, the objective is to calculate the expressions f(x, y) and







cosm φ1 cosψ1 cosφ2 cosψ2,
where D1 denotes the Euclidean distance between the trans-
mitter and the considered point on the reflector; φ1 and ψ1
denote the radiant angle and the incident angle corresponding
to the transmission before the reflection; D2 denotes the Eu-
clidean distance between the considered point on the reflector
and the receiver; φ2 and ψ2 denote the radiant angle and
the incident angle corresponding to the transmission after
the reflection. In order to retrieve f(x, y), the location and
orientation of all of the important points need to be defined
in a 3-dimensional (3-D) Cartesian coordinate system x-y-z.
As shown in Fig. 5, the points on the reflector are within the
x-y plane, the x-axis is defined on the straight line across
the projection points pTx and pRx. The direction of the x-
axis is from pRx to pTx. The origin is defined at the mid-
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Fig. 6. The geometry of the transmission deployment with W (t) and V (t).
point of the segment between pTx and pRx. Therefore, the














. The receiver has a
location of nRx =
(
− Ĥ2 , 0,−DRx
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. The considered point on the re-
flector is located at np = (x, y, 0) and the orientation is
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cosφ1 =

































Therefore, the channel DC gain f(x, y) can be written as
(A.2), where the ramp functions are used to avoid the cases
of negative channel gain due to the incident angle or radiant
angle being greater than π/2.
Then the expression for W (t) is calculated. Parameter L
denotes the Euclidean distance between the transmitter and
the receiver, which can be calculated as:
L2 = Ĥ2 + (DTx − DRx)2 . (A.3)
A photon travelling from the transmitter to the receiver via a
single reflection using less than time t requires the reflection
points to fall in the interior of an ellipsoid [10], as shown
in Fig. 6. The foci of this ellipsoid are the locations of the
transmitter and the receiver. The function of this ellipsoid is
denoted as V (t). Then the integration region W (t) should be
the intersection between the wall plane (z = 0) and the interior
ellipsoid V (t) as shown in Fig. 6.
In the 3-D Cartesian coordinates x-y-z, the transmit-







− Ĥ2 , 0,−DRx
)
, respectively. For the convenience of calcu-
lating the function of W (t), another 3-D Cartesian coordinates
x′-y′-z′ system is used. In this coordinate system, the trans-
mitter and the receiver is located at
(
L




−L2 , 0, 0
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By inserting (A.3), (A.5) and (A.6) into (A.4), the following
inequality can be obtained:











c2t2 − Ĥ2 − 2D2Tx − 2D2Rx
)
≤ 0. (A.7)
For the convenience of the following calculation, a polar
coordinate system r-θ is used to redefine the points on the
plane of the reflector, where r denotes the radius and θ denotes
the polar angle. The origin of the polar coordinate is located
at the origin of the x-y Cartesian coordinate system. The
direction of the polar axis is superposed upon the x-axis.
Therefore, these two coordinate systems have the following
relationship:
x = r cos θ, (A.8)
y = r sin θ. (A.9)
In addition, the 2-dimensional integration in (A.1) is decom-
















































Fig. 7. (a) Path 1 corresponds to the minimum delay t0. path 2 corresponds
to the threshold delay tT. (b) Two cases of W (t) with different ranges of θ
and r. left: t0 < t < tT, right: t ≥ tT.
where f(r, θ) can be calculated by inserting (A.8) and (A.9)
into (A.2). The expression of f(r, θ) is as shown in (4).
Eventually, equation (A.10) can be simplified by using the
chain rule as shown in (2). Next, the objective is to calculate





values are highly related to the value of time delay t. Among
all of the first order reflection paths, there is a shortest path,
shown as path 1 in Fig. 7 (a). Therefore, any time delay has
to be greater than the time that is required for the photon to
travel via this path t0. Intuitively, this minimum time delay
can be calculated by (10). In addition, there is another path
for the light reflected by the point located at the origin of the
coordinates, shown as path 2 in Fig. 7 (a). The time required
for the photon to travel via path 2 is defined as tT, which can
be calculated by (11). Fig. 7 (b) shows that with a given θ
there is a limited range for r. In order to find the two bounds
rmin and rmax, the inequality (A.7) is converted to an equation
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r2 = 0.
Then r is treated as the unknown of the equation. Two
solutions of r can be calculated by solving the equation. In
the case of t0 < t < tT, the origin is outside the region of
W (t) as shown in the plot on the left-hand side of Fig. 7 (b).
The range of r is between the two solutions of r. Moreover, to
make sure the existence of the solution to r, term (7) should










c2t2 − Ĥ2 − 2D2Tx − 2D2Rx
) .
In the case of t ≥ tT, the origin is inside the region of W (t)
as shown in the plot on the right-hand side of Fig. 7 (b). The
range of r is from 0 to one of the two solutions of r. In this
case, term (7) is always greater than zero. Therefore, there is





dt , θmin and θmax can be calculated as
expression (5), (6), (12), (13), (8) and (9), respectively.
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Abstract—In this paper, an indoor visible light communication
(VLC) cellular network, referred to as an optical attocell network,
is analysed at system level. A line-of-sight (LOS) ray-tracing
model is used to characterise the light propagation and its effect
on the performance of an intensity modulation (IM) and direct
detection (DD) communication system. Orthogonal frequency
division multiple access (OFDMA) based on direct-current optical
orthogonal frequency division multiplexing (DCO-OFDM) is used
as a multi-user access scheme. The signal-to-interference-plus-
noise ratio (SINR) for a user with a random location in an
optical attocell is studied. An analytical approach to calculate
the statistics of the SINR is presented and verified by Monte
Carlo simulations. Moreover, average spectral efficiency is also
studied in order to estimate the downlink wireless capacity
of the optical attocell network. The spectral efficiency of the
system has been found to be strongly dependent on the radius
of an optical attocell and on the half-power semi-angle of the
light transmission profile. Guidelines for the configuration of the
relevant attocell parameters are provided. An optical attocell with
an average spectral efficiency of 5.9 bits/s/Hz is demonstrated for
an appropriate set of attocell parameters.
Index Terms—visible light communications, cellular networks,
optical orthogonal frequency division multiplexing and orthogo-
nal frequency division multiple access.
I. INTRODUCTION
The shortage of spectral resources in the radio frequency
(RF) region has sparked considerable research interest in the
field of optical wireless communications (OWC) for indoor
applications [1]. In particular, a lot of interest has been
directed towards the visible light spectrum. VLC can offer
data transmission and lighting functionality concurrently. A
VLC system can be realised with a light emitting diode (LED)
as a transmitter and a photodiode (PD) as a detector. Due
to the incoherent emission of the LED, coherent modula-
tion/detection techniques are not possible in VLC. Therefore,
intensity modulation with direct detection techniques have
to be used to encode data. VLC offers several advantages
over RF communication systems [2]. For example, a VLC
system generates virtually no electromagnetic radiation in
the RF spectrum region. Additionally, VLC is inherently
robust against eavesdropping. Furthermore, due to the intrinsic
properties of light there is no co-channel interference (CCI)
between VLC systems in adjacent rooms, which indicates that
the optical spectral resources can be reused aggressively in
space.
It is widely recognised that an increased spatial reuse
of spectral resources offers a considerable gain in wireless
capacity [3]. VLC offers a unique opportunity to create a
small-scale cellular network that can be embedded into a room
with multiple light fixtures, thereby further reducing the reuse
distance of the optical spectral resource. In this type of cellular
networks, each spatially separated lighting element is used
as a base station (BS), which covers multiple users in the
small area (typically 1-10 m2) underneath it. A system of this
kind offers full coverage to users in an indoor environment.
It is also expected to provide a considerable improvement in
wireless system capacity compare to RF communication. Op-
tical orthogonal frequency division multiplexing (O-OFDM)
has been researched as one of the prime candidates for
signal modulation in VLC [4], [5]. It provides an optimal
utilization of the communication resources through adaptive
modulation and coding (AMC). Moreover, O-OFDM offers a
straightforward multi-user access scheme which is referred to
as: OFDMA. Since the DC-bias in DCO-OFDM is harnessed
for illumination purposes [6], DCO-OFDM can be used to
achieve a high spectral efficiency in the downlink transmission.
When illumination is not required such as in the uplink, an
power and spectral efficient OFDM variant named enhanced
unipolar OFDM [7] can be used.
A number of studies on optical wireless networks have
been carried out. The authors of [8] have proposed a cellular
scheme to mitigate CCI using a larger spatial reuse distance
in an indoor infrared wireless communication system. In [9],
the performance of optical wireless hotspots was compared to
that achieved by an RF system. That study also investigated
the relationship between signal-to-noise ratio (SNR) and the
horizontal distance of a user from the cell centre. A VLC
system adopting cellular characteristics using a light shaping
diffuser was proposed in [10]. A small-cell optical cellular
network with full function of an RF cellular system has been
proposed in [6]. In an RF cellular system, a personal femtocell
is known as an attocell [11]. In [6], the optical small-cell
network is referred to as an optical attocell network. However,
unlike the personal RF attocell, the light properties and the
existing infrastructure readily allow for full wireless indoor
networking, but with cell sizes much smaller than that used
in heterogeneous RF wireless networks. An optical attocell
978-1-4799-3512-3/14/$31.00 ©2014 IEEE




network is characterised by multiple optical access points
(APs) where one AP serves multiple users, and multiple users
can communicate to one or more optical APs in the uplink. In
addition, it also allows for user mobility and enables handover.
In this paper, a system level analysis of the downlink trans-
mission in an optical attocell network based on DCO-OFDM
is proposed. The SINR for a user and system average spectral
efficiency are considered and investigated. Analytical method
to calculate the cumulative distribution function (CDF) of the
SINR and for the average spectral efficiency are provided and
validated by Monte Carlo simulation. The impact of important
parameters such as the radius of an optical attocell and the
half-power semi-angle of the light emission profile is also
studied.
The remainder of the paper is organized as follows: Sec-
tion II presents the system model of the considered optical
attocell network. Section III presents the analysis of the
SINR. Section IV presents the analysis of the average spectral
efficiency. Finally, conclusions are presented in Section V.
II. SYSTEM MODEL
The downlink geometric deployment in an optical attocell
network is illustrated in Fig. 1. The following assumptions are
made in order to simplify the analysis: i) BSs are placed in a
regular hexagonal lattice, since this deployment minimises the
overlap between coverage areas of adjacent BSs; ii) the ceiling
luminaries (BS downlink transmitters) are considered as point
sources and are facing downward; iii) each user has a downlink
receiver with a PD facing straight up; iv) the concentrator and
optical filter are assumed to have unity gain; v) the vertical
separation between a BS and a user is fixed with a specified
distance h; vi) the receiver field of view (FOV) is wide enough
for the users in a given cell to receive the signal from the
tagged BS and from the BSs in the six neighbouring cells
only. This FOV configuration guarantees a seamless coverage
of the system with a minimum number of interference sources.
A. Propagation Model
The reflection paths are omitted in this study for a number of
reasons. First of all, the optical OFDM techniques are adopted.
One of the motivations for using OFDM is that it is more
resilient to inter-symbol interference (ISI) with low complexity
equalisation in the frequency domain. Secondly, a deployment
in a large indoor environment with sparse reflection objects
(e.g. walls, furnitures) is assumed in this study, which has a
less dispersive channel power delay profile in the major part of
the room. In addition, a commercially available white LED is
assumed to be used in the considered system. A typical white
LED has a 3 dB bandwidth of about 20 MHz when combined
with a blue filter at the receiver side [12]. This means that
the sample period is long enough to have the signal power
from the LOS path and the short reflected paths (at most
15 m longer than the LOS path) fall into a single symbol
time slot. On the other hand, the ISI power caused by the rest
of the reflection paths is negligible (more than 30 dB smaller
compared to the LOS signal power). Therefore, only the LOS
Fig. 1. Downlink system link in an optical attocell network.
path is considered in the light propagation for the downlink
transmission. In other words, the users generally experience a
communication channel with a near-flat frequency response.
As shown in [13], the LOS optical channel can be well-
characterised by its direct-current (DC) gain. The DC gain





where m denotes the Lambertian emission order, which is
given by m = − ln(2)/ ln(cos(Φ1/2)) where Φ1/2 is the half-
power semi-angle of the LED; Apd is the physical area of
the user receiver PD; di represents the Euclidean distance
between BSi and the user; φi denotes the corresponding light
radiance angle; and ψi is the light incidence angle, in which
i = 0, 1, 2, · · · . BS0 corresponds to the tagged BS, while the
rest of the BSs are interfering BSs.
B. Orthogonal Frequency Division Multiple Access
The application of DCO-OFDM can be extended to an
OFDMA system to realise multi-user access in an optical atto-
cell network. The K frequency domain quadrature amplitude
modulated data symbols before the inverse discrete Fourier
transform (IDFT) are defined as X = [X0 X1 X2 · · · XK−1].
Since an intensity modulated signal is a real-valued signal,
Hermitian symmetry is required to make the OFDM symbols
contain only real samples. This requires that Xk = X
∗
K−k,
where [·]∗ is the complex conjugate operation. In addition,
X0 and XK/2 are set to zero [5]. Consequently, only Kt =
K/2 − 1 symbols carry information. Through the K-point
IDFT and the addition of a DC-bias, the time domain OFDM
symbol can be described as follows:


















where xDC is the DC-bias and xk(t) represents the signal
component at time t which accounts for the modulated symbol
on subcarrier k. After the addition of a DC-bias, any remaining
negative samples are set to zero. Since the required cyclic-
prefix (CP) length is typically short in OWC [14], the effect
of adding a CP is omitted in this study. In a multiple access
version of DCO-OFDM, the Kt transmission channels are
shared by a number of users. Each user is allocated one or
more subcarriers for transmission. Assuming perfect sampling
and synchronization, the sample received at time t of the
intensity modulated signal received by an given user on
subcarrier k can be expressed as:
yk(t) = x0,k(t)G0Rpd +
∑
i∈I
xi,k(t)GiRpd + nk(t), (4)
where xi,k(t) is the transmitted signal from BSi on subcarrier
k at time t; In the case of i = 0, x0,k(t) is the desired
transmitted signal for the given user; Rpd denotes the re-
sponsivity of the PD; and nk(t) represents the user receiver
noise signal on subcarrier k. The noise is dominated by shot
noise and thermal noise with a noise power spectral density
(PSD) of N0. Therefore, nk has zero mean and a variance of
σ2k = N0Wsc, where Wsc is the bandwidth of each subcarrier.
Assuming a total intensity modulation bandwidth of W , Wsc
can be expressed as Wsc = W/K . The second term of yk
accounts for the received interference signal, where I is the
set of all of the interfering BSs. Because the channel has a
near-flat frequency response, the maganitude response over the
whole frequency band is assumed to be unity. Clipping noise
and non-linearities of the LED are not considered as these are
outside the scope of this study.
III. SIGNAL-TO-INTERFERENCE-PLUS-NOISE RATIO
ASSESSMENT
A. SINR model Setup
SINR is an important metric to measure the quality of
a wireless connection. Similar to the definition of SNR in
an IM/DD OWC system, SINR is defined as the ratio of
the received desired signal electrical power to the noise and
interference electrical power. Based on (4), the SINR for the















where Pelec,i,k denotes the electrical signal power transmitted
by BSi on subcarrier k. The conversion between the average
electrical power and the average optical power obeys the










where Popt = E[x(t)] = xDC is the average transmitted










Fig. 2. Optical attocell network geometry model with a polar coordinate
system.
total electrical power for transmission excluding the DC-bias.





It is assumed that an equal power allocation is conducted over
theK−2 subcarriers that carry signals, and all BS transmitters





B. SINR Statistics Analysis
In this subsection, we conduct an analysis of the statistics of
the SINR based on the randomness of the user locations. It is
assumed that the user location follows a uniform distribution
in an optical attocell. The objective is to find the CDF of the
SINR for a user. However, there are a number of variables
present in (1) which are related to user location. In order
to simplify the analysis, the following modification in (1) is
carried out. From Fig. 1, it can be found that:








where ri is the horizontal separation between BSi and the user.









With this step, the number of variables in the light propagation
model is reduced to one. By inserting (12) into (5) and by























BS LED optical power Popt 10 W
vertical separation h 2.15 m
Noise PSD N0 1× 10−21 A2/Hz
PD area Apd 1 cm
2
PD responsivity Rpd 0.6 A/W
DC bias factor κ 3
Since the observed optical attocell coverage area is rotational
symmetric, it is reasonable to determine the user location with
a polar coordinate system as shown in Fig. 2. The pole of
the coordinate is defined at the centre of the tagged cell. The
direction of the polar axis is shown in Fig. 2. The location
of a user is defined by two variables r and θ. The variable r
denotes the horizontal separation between user and the pole.
The variable θ represents the polar angle corresponding to
the user location. The location of a user in an optical attocell
is confined within a hexagon. Therefore, for a user with a
specified θ, the possible r should be within a in a specified
region. The smallest r is intuitively zero, while the maximum
possible r can be calculated as a function of θ as:









where Rc is defined as the distance between the pole and
an edge of the optical attocell. The radius of the the cell is
denoted by R, which is defined as the distance between the
pole and a vertex of the cell boundary. The variables Rc and
R satisfy the following relationship: Rc =
√
3R/2, see Fig. 2.
Furthermore, ri in (13) can be calculated from the user
location variables r and θ. Since the tagged BS is just located
at the pole of the coordinate, r0 equals r. According to the
hexagonal layout of the BSs, we can find that BSi is located







, i = 1, 2, . . . , 6. (16)
By considering the triangle with vertices at the pole, the given
user and the BSi, it can be shown that r, θ and ri are related
to each other by the law of cosines as demonstrated in Fig. 2.
Therefore, ri can be calculated with the following expression:
ri(r, θ) =
√
r2 − 4Rcr cos(θ − αi) + 4R2c . (17)
By applying the above variable substitution, (13) can be






(ri(r, θ)2 + h2)−m−3 + Ω
. (18)
In order to find the distribution of γ(r, θ), the statistics of r
and θ should be known. The determination of the distribution
of r and θ can be fomulated as a problem in geometric
probability. This can be solved by evaluating the volume ratio
[16]. For example, a point is uniformly distributed within a
given set X. Set D is defined as a subset of X. Then the
Fig. 3. Cumulative distribution function of the SINR per subcarrier with
(R = 2.25 m, Φ1/2 = 60
◦), (R = 2.5 m, Φ1/2 = 20
◦), (R = 1 m,
Φ1/2 = 20
◦) and (R = 2.5 m, Φ1/2 = 15
◦).
probability that the point falls in D can be calculated as the
ratio of the volume of D to the volume of X. Following this
approach, the conditional probability density function (PDF)












The conditional PDF of the SINR achieved by users located
at a position with a polar angle of θ can be derived from (19)















where Γ(γ̂|θ) is the inverse function of (18) with respect to
the variable r in the interval γ̂∈[γ(rmax(θ), θ), γ(0, θ)]. Using
(20) and (21), the joint PDF of γ and θ can be calculated by
adopting Bayes’ theorem as:
fγ,θ(γ, θ) = fγ(γ|θ)fθ(θ). (22)
Furthermore, by integrating (22) from 0 to 2π, the PDF of γ




fγ,θ(γ, θ) dθ. (23)





Fig. 3 shows the SINR CDF numerical results of the analytical
approach for optical attocells with different configurations.
The system parameters are listed in Table. I. For each optical
attocell configuration, a Monte Carlo simulation of the system
is also carried out. The good agreement between the Monte
Carlo simulation results and the numerical results validates
the accuracy of the presented analytical approach. In order to




demonstrate the effects of varying R and Φ1/2, systems with
four specified configurations are presented.
A typical R of 2.25 m and a general Lambertian source
transmitter (Φ1/2 = 60
◦) are used in the configuration 1
system, which achieves a median SINR of only 6.6 dB. By
adjusting R and Φ1/2, the median SINR achieved by a system
with the configuration 2 (R = 2.5 m, Φ1/2 = 20
◦) increases
to 27.1 dB. This shows a 20.5 dB improvement relative
to the configuration 1. Using configuration 2 as a baseline,
configuration 3 and 4 systems are demonstrated to see the
effect of changing the value of R or Φ1/2, respectively. For
configuration 3 (R = 1 m, Φ1/2 = 20
◦), the decrease of R
causes a significant drop of 18.8 dB in median SINR relative
to the configuration 2 system. In an RF cellular network, a
user in the cell centre always has an overwhelmingly shorter
distance to the tagged BS than the distance to any interfering
BS regardless of the cell radius. However, in an optical attocell,
this feature of proximity to the tagged BS for a cell centre user
is not so prominent. This is because the transmission distance
in an optical attocell network is determined not only by the
horizontal separation between a user and a BS, but also is
determined by the vertical separation h. Therefore, in the case
of which h is significant relative to the horizontal separations,
the users may experience interference power which is as high
as the desired signal power. For configuration 4 (R = 2.5 m,
Φ1/2 = 15
◦), the further dcrease of Φ1/2 causes a significant
drop of 14.2 dB in the guaranteed SINR (at the 10th percentile)
compared to the configuration 2 system. The variable Φ1/2
determinesm, which controls the radiation pattern of the LED,
thereby controlling the optical power spatial distribution at the
observed horizontal surface. For a specified R, Φ1/2 should
be carefully adjusted in order to guarantee enough power to
achieve full coverage in the cell and at the same time not to
introduce too much interference in adjacent cells. In the system
with configuration 4, Φ1/2 = 15
◦ is too small for edge users in
the optical attocell to have sufficient signal power to overcome
the noise level, which causes the poor system performance.
The parameters Apd, Popt, κ and Rpd determine the effect
of receiver noise only, since all of these parameters only exist
in the denominator of the noise term Ω in (18). As long
as practical constraints permit, these parameters should be
as large as possible to minimise the effect of the receiver
noise. In case the performance is limited by interference,
changing these parameters shows a minor impact on the user
performance. The configuration of h is complicated and it is
typically determined by the indoor environment geometry and
the height of the user equipment. Therefore, its impact on the
user performance is outside the scope of this work, but it will
be considered in future work.
IV. AVERAGE SPECTRAL EFFICIENCY ASSESSMENT
The wireless downlink capacity of the optical attocell net-
work is also considered and studied in this work. A sim-
ple estimation can be conducted using the Shannon-Hartley
theorem to calculate the spectral efficiency of the optical
attocell network. Since the optical attocell network is based
Fig. 4. α1 is located at the pole, α2 has a radius of δR. Φ1/2 is configured
to make the received optical power at α1 two times higher than the received
optical power at α2.
on DCO-OFDM in the downlink, the spectral efficiency can




log2 (1 + γ(r, θ)) . (25)










The results in III-B show that the appropriate configura-
tions of R and Φ1/2 are interdependent. Therefore, instead
of controlling Φ1/2, a parameter δ, which characterises the
relationship between R and Φ1/2, can be manipulated in order
to evaluate its effects on the average spectral efficiency. The
general function of δ is to achieve coarse control of the
spatial distribution of the received optical power in an optical
attocell. It is realised by forcing the received optical power at
a specified region of the optical attocell to be half of the power
that is received at the cell centre. This concept is illustrated in
Fig. 4. The parameter δ is defined as a real number between 0
and 1. At the same time, α1 and α2 are defined as two points
with r = 0 and r = δR, respectively. The polar angle of
the point is independent of the corresponding received optical
power. For a specified δ, m needs to be adjusted to fulfil the
following criterion:
PoptGs,α1 = 2PoptGs,α2 . (27)
By inserting (12) in (27), m can be determined as a function
of δ as follows:









The impact of the configuration of δ and R on the achievable
average spectral efficiency is shown in Fig. 5. The relationship
between the average spectral efficiency and δ for R=1 m,
1.5 m, 2 m and 2.5 m is demonstrated. The other system
parameters used in this study are listed in Table. I. The
results show that as δ increases from 0.2, the average spectral


















































Fig. 5. Average spectral efficiency versus δ for R=1 m, 1.5 m, 2 m, 2.5 m. The
notation ‘ana’ denotes the analytical result, while ‘sim’ denotes the simulated
result.
efficiency also increases initially. However, when δ approaches
a value of around 0.3, the average spectral efficiency reaches
a peak value. With a further increase in δ, the average spectral
efficiency decreases. All of the four cases for different values
of R show this same trend. It is interesting to note that with
a fixed δ, the average spectral efficiency of the system is
higher for smaller values of R, which is a desired outcome
as it favours small cell deployment. Among the demonstrated
systems, the system for R = 1 m offers the highest average
spectral efficiency of 5.9 bits/s/Hz at δ = 0.3. These results
indicate a general way to configure R and Φ1/2 with a given
setting for the other parameters. This can be achieved by
initially setting R to be as small as possible. Then, by finding
the value of δ for which the optical attocell network achieves
the highest average spectral efficiency. Fig. 5 also shows that
the optimal value of δ varies little with R. Finally, based on
the optimal δ, the corresponding Φ1/2 can be evaluated using
(28).
Although the described method for optimising R and Φ1/2
can lead to high average spectral efficiency, there are many
practical factors which further limit these parameters. For
example, R cannot be too small, since this would lead to
excessive handover requirements for moving users and would
lead to massive optical hardware installations. Moreover, a
LED with small Φ1/2 is undesired for illumination purposes.
V. CONCLUSION
This paper proposed a framework for the system-level
analysis of the downlink transmission in a DCO-OFDM-based
optical attocell network. An analysis for a LOS link in terms
of SINR and average spectral efficiency was proposed. The
impact of an optical attocell radius R and the impact of
the LED half-power semi-angle were analysed in terms of
achievable SINR and average spectral efficiency for a down-
link transmission. The results showed that these parameters
play key roles in achieving high SINR and spectral efficiency.
Guidelines for the configuration of R and Φ1/2 to achieve
high average spectral efficiency were provided. An optical
attocell network achieving an average spectral efficiency of
5.9 bits/s/Hz was demonstrated. However, the impact of the
variations in the vertical separation between a BS and a user
and the impact of the variations in the receiver orientation
were not considered in this study. In addition, the effects of
shadowing and link blockage were omitted. These issues will
be considered in future work.
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Abstract—In this paper, the downlink signal-to-interference-
plus-noise ratio (SINR) statistics are analysed in a direct current-
biased optical orthogonal frequency division multiplexing (DCO-
OFDM) based optical attocell network with a Poisson point
process (PPP) cell deployment. An optical attocell system utilises
existing lighting fixtures in an indoor environment to function
as a small-cell cellular network. It uses each luminary as a base
station (BS) to serve multiple nearby mobile users. Similar to
a conventional radio frequency (RF) cellular system, the grid
cell deployment is restricted by many practical issues in an
optical attocell network. Therefore the performance of the system
with PPP cell deployment is considered in this study in order
to identify a lower bound for practical attocell networks with
irregular cell deployment. An analytical framework is presented
and compared with the computer simulations. Also the SINR
statistics with different cell deployments are compared and
discussed.
Index Terms—cellular network, optical attocell network, Pois-
son point process, visible light communication.
I. INTRODUCTION
With the development of wireless communication technol-
ogy and emergence of advanced mobile devices, there is a sig-
nificant increase in data traffic in wireless networks. The radio
frequency (RF) spectral resources is becoming insufficient to
meet the future demand. Researchers aim to solve this ‘spectral
crisis’ in two ways. One of the methods is to explore new
spectral resources for wireless transmission. The commonly
considered frequency ranges are at the 60 GHz and optical
region. In particular, visible light communication (VLC) has
been researched because of three main characteristics [1]:
i) using visible light for wireless transmission is licence-
free; ii) it reuses the energy for lighting to provide an extra
data transmission function, which means it is energy-efficient.
iii) visible light cannot penetrate opaque objects. This property
means that VLC offers security benefits. Also it intuitively
avoids co-channel interference (CCI) between VLC systems
in adjacent rooms. In this study, light emitting diodes (LEDs)
and photodiodes (PDs) are used as the core components of the
VLC transceivers, and intensity modulation/direct detection
(IM/DD) techniques are used. The other method to deal with
the challenge of the limited spectrum is to improve the usage
efficiency of the existing spectral resource, such as adaptive
resource allocation and cognitive radio. In particular, reducing
the reuse distance of the spectrum resource offers significant
improvements in terms of area spectral efficiency [2].
The concept of optical attocell network combines the meth-
ods mentioned above. It uses the licence-free visible light
frequency band as the data transmission medium and an
extremely small spatial reuse distance [3]. In a large indoor
environment, typically many lighting devices are installed.
This gives a unique opportunity to set up a cellular system in
a single room, and this is termed an optical attocell network.
An optical attocell network uses each luminary as a base
station (BS) to serve multiple nearby users. This cellular sys-
tem achieves bi-directional communication links and supports
handover for moving users. The main limiting factors for the
performance of an optical attocell network are the modulation
bandwidth and the CCI between users in adjacent cells. To
solve the bandwidth issue, wide-band LEDs have been re-
searched and manufactured. A gallium nitride micro LED with
a much wider bandwidth than typical commercially available
white LED was considered in [4]. In addition, bandwidth-
efficient modulation schemes were proposed to maximise the
achievable throughput. In [5], [6], a data rate of 513 Mbps and
1 Gbps were achieved experimentally by using rate-adaptive
discrete multi-tone modulation with white LEDs, respectively.
In [4], a data rate of 3 Gbps was achieved by using a
similar modulation scheme with a micro LED. Another energy
efficient orthogonal frequency-division multiplexing (OFDM)
scheme was proposed in [7], termed enhanced unipolar OFDM
(eU-OFDM). It can enable energy and spectrum efficient
communication in scenarios where lighting is not required.
CCI degrades the signal quality received by users, especially
for cell edge users. Several interference mitigation techniques
were considered in optical attocell networks such as busy-burst
signalling [8] and fractional frequency reuse [9].
In a previous study, a semi-analytical approach was carried
out to evaluate the downlink transmission performance in an
optical attocell network with hexagonal cell deployment [10].
Such a hexagonal grid cell deployment is highly idealised in
RF cellular systems, which is considered to be obsoleted in




the difference in transmission power, mobile user density and
some geometric constraints such as obstacles for placing BS
in an ideal position. Therefore, Poisson point process (PPP)
cell deployment was introduced to analyse the performance of
cellular networks. The results show that the performance of
PPP model is a lower bound for a practical cellular system.
In addition, by considering the PPP cell deployment allows
tools from stochastic geometry to be used, which makes the
performance of the cellular network more tractable. The same
issue is also true for an optical attocell system. In an optical
attocell network, the hexagonal grid cell deployment is pos-
sible, but unlikely due to wiring complexity, uneven lighting
requirements and aesthetic quality. Therefore, in this study, a
worst case random cell deployment with PPP is considered
in an optical attocell network. An analytical framework for
the downlink signal-to-interference-plus-noise ratio (SINR)
statistics with PPP cell deployment is presented. In addition,
the results of the systems with different cell deployments are
compared to show the significance of the results with PPP cell
deployment.
The remainder of this paper is organised as follows: the
downlink system model in an optical attocell network is
presented in Section II. The PPP cell deployment and the
analytical SINR statistical results are introduced in Section III.
The performance of the systems with different cell deploy-
ments are compared in Section IV. Conclusions are given in
Section V.
II. DOWNLINK SYSTEM MODEL
A. Propagation Model
In this study, a room with large number of luminaries are
considered. Each luminary is treated as a point source. It is
assumed that the PD detector installed on the user mobile
device is facing upward. A full receiver FOV of 180◦ is
assumed as it can reflect the performance in the worst case
CCI. In addition, a wide FOV reduces the chance that the
serving BS is outside the FOV of the desired receiver. The
existence of line-of-sight (LOS) path is very likely due to
the existence of multiple nearby accessible BSs. Therefore,
the LOS channel direct current (DC) gain is used as the path
loss model [12]. Some experiments show that reliable VLC
connection without LOS path is also achievable [13], which
implies that the optical attocell cellular system is not just a
LOS system. Considering the ith BS and a user of interest,





where i = 0, 1, · · · ; Apd is the physical area of the PD; di
represents the Euclidean distance between the ith BS and the
user; φi is the angle of radiance from the i
th BS; ψi is the
angle of incidence to the user; and m denotes the Lambertian
emission order, which is related to the LED half-power semi-
angle by m = − ln(2)/ ln(cos(Φ1/2)). The LED half-power
semi-angle Φ1/2 indicates the angle of radiance at which the
emitted optical power is half of that emitted with φi = 0. In
Fig. 1. LOS light propagation geometry.
this study, a fixed vertical separation h between BSs and the
user mobile device is assumed. The geometry of the above
model is illustrated in Fig. 1, which also shows the following




where ri is the horizontal separation between the i
th BS
and the user. Therefore, expression (1) can be converted to









Since the detector area is much larger than the wavelength,
small scale fading does not exist in an IM/DD VLC system.
Shadowing and the blockage issues are not considered in the
channel model in this study.
B. DCO-OFDM Transmission
In an optical attocell system, a strong LOS connection
between a BS and a user is likely to be established as each
BS only covers the users close to it. Consequently, the multi-
path effect due to wall reflection is minor [14]. In addition,
OFDM is used in this system, which can eliminate the inter-
symbol interference (ISI) caused by the multi-path effect. This
offers a near-flat frequency response of the wireless channel.
Therefore, the multi-path effect due to wall reflection is omit-
ted in this study and the magnitude response over the whole
frequency band is assumed to be unity. Among several optical
OFDM schemes, DC-biased optical (DCO)-OFDM achieves
a high spectral efficiency. Therefore, it is used in the optical
attocell system to maximise the achievable data rate. Typically,
in order to overcome the distortion of the clipping noise, a high
optical power is required in a DCO-OFDM system. In this
study, it is assumed that both illumination and communication
functions are provided by the optical attocell system, which
means the optical power for downlink communication is high
[3]. It has been shown that a signal-to-noise ratio (SNR)
up to 70 dB is achievable in a single cell deployment with
such high output optical power [15]. At the transmitter side
of an OFDM system, a frequency domain symbol sequence
with K quadrature amplitude modulation (QAM) data symbols
are defined as: X = [X0 X1 X2 · · · XK−1]. An IM/DD
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system requires the time-domain OFDM signal to be real
and unipolar. In a DCO-OFDM system, Xk = X
∗
K−k and
X0 = XK/2 = 0 are required to ensure that the transmitted
signal is real [16], which is termed as Hermitian symmetry.
Here [·]∗ is the complex conjugate operation. Consequently,
only K̃ = K/2 − 1 symbols carry information bits. On the
other hand, an unipolar signal is achieved by adding a DC-bias.
After the K-point inverse discrete Fourier transform (IDFT)
operation and the addition of the DC-bias, the time domain
OFDM symbol at time slot t can be calculated as:








, t = 0, 1, · · · ,K − 1, (3)
where xDC denotes the DC-bias component; and j represents
the imaginary unit. After the addition of DC-bias, the re-
maining negative samples are set to zero. Since it is assumed
that the ISI caused by reflection is negligible, the required
cyclic-prefix (CP) length would in turn be short in an optical
attocell network. Therefore, the penalty of adding a CP is
also omitted in this study. Assume that the sampling and the
synchronization are perfect, the time-domain signal received
by the user device at time slot t can be expressed as:
y(t) = x0(t)G0Rpd +
∑
i∈I
xi(t)GiRpd + n(t), (4)
where xi(t) denotes the transmitted signal from the ith BS
at time slot t. In the case of i = 0, x0 represents the
desired transmitted signal for the user of interest; Rpd denotes
the responsivity of the PD; and n(t) represents the receiver
noise sample at time slot t. The second term of y(t) denotes
the received interference signal, where I is the set of all
the interfering BSs. The receiver noise is modelled as an
Additive White Gaussian Noise (AWGN) with a noise power
spectral density (PSD) of N0. Since the 0
th subcarrier and the
K/2
th
subcarrier are not used, n(t) is drawn from a Gaussian
distribution with zero mean and variance of σ2 = K−2K N0W ,
where W is the total available intensity modulation bandwidth.
By using appropriate DC-bias level, clipping noise can be
minimised to a level that causes negligible distortion in the
transmission [17]. Non-linearity effects of the LED can be
effectively mitigated by using pre-distortion techniques [18].
Therefore, it is trivial to consider these minor effects in this
study.
C. Signal-to-Interference-plus-Noise Ratio
SINR is an important metric to evaluate the connection
quality and the transmission capacity in a cellular system.















where Pelec,i denotes the electrical signal power transmitted
by BSi excluding the DC component, which is calculated




, where E[·] represents the expectation
Fig. 2. (a) Hexagonal cell deployment. (b) PPP cell deployment. (c) square
cell deployment. (d) HCPP cell deployment. The circles in the figure represent
the positions of the BSs, while the dots represent the positions of the users.
operation. In this study, no power control is considered, and
a fixed electrical power for each BS is considered, which
means Pelec,0 = Pelec,1 = · · · = Pelec. The cases with
different electrical power for each BS can also be handled
by the analysis described in this paper, but it is omitted here
for simplicity. The relationship between the average electrical
power and the average optical power in a DCO-OFDM system










where η represents a DC-bias factor, which determines the
level of DC-bias depth. Increasing η would decrease the
clipping noise, but also decrease the amount of available
electrical power for a certain amount of average optical power.





By inserting (8) and (2) into (5), the downlink SINR received


























Fig. 3. PPP network deployment. Choose the closest BS as the serving BS.







denotes the effect of desired







denotes the effect of
interfering signal power; and Ω denotes the effect of receiver
noise variance.
III. POISSON POINT PROCESS NETWORK MODEL AND
SINR STATISTICS
The optical attocell cellular network model considered in
this study is similar to that presented in [11]. The two-
dimensional (2-D) positions of both the BS and the mobile user
are arranged according to a stationary homogeneous Poisson
point process with a fixed density. Each user is associated
with the closest BS to it. This results in coverage areas of
BSs following a Voronoi tessellation on the 2-D plane. The
cell deployment is shown in Fig. 2 (b).
Without loss of generality, the network model is simplified
as follows. The desired user is assumed to be located at the
origin. BSs are randomly distributed around the user based
on a PPP of density Λ. The network extends to infinity in all
directions. Note that CCI is the main concern of this study.
Thus, it is important to consider the users experiencing the
worst case CCI. Since interference is higher with an increase
of the neighbouring BSs, an infinite network offers this worst
case CCI condition. The first closest BS to the user (r0 away
from the user) serves the user. A cellular system with a reuse
factor of ∆ divides the available transmission resource into
∆ equal blocks. In a grid network, these resource blocks are
assigned to cells with a reuse pattern that avoids adjacent cells
using the same resource, thereby mitigating the CCI. However,
such a reuse pattern cannot be used in a PPP network as the
BS locations are independent from each other. Therefore, each
cell randomly selects one of the the ∆ resource blocks for
transmission regardless of the location of these cells. This is
equivalent to amending the density of the interfering BSs to be
Λ
∆ . The simplified cellular network model is shown in Fig. 3.
Next, the main results of the SINR statistics achieved by
the system with PPP cell deployment is presented. Firstly,
the calculation of the probability density function (PDF) of
interference Υ conditioning on r0, fΥ(υ|r0), is considered.
However, the exact expression of fΥ(υ|r0) is difficult to




BS LED optical power Popt 10 W
vertical separation h 2.25 m
Noise PSD N0 1× 10
−20 A2/Hz
PD area Apd 1 cm
2
PD responsivity Rpd 0.6 A/W
DC-bias factor η 3
number of subcarriers K 512
an expansion based on the Gram-Charlier series and Laguerre
polynomials proposed in [19] is used to approximate the
distribution. In this approximation, the PDF is expanded as
a sum of gamma densities, which can be calculated if the
row moments of the distribution are known. Therefore, the





Based on the relationship between the characteristic function
and the cumulant generating function, the expression of the







∆(n(m + 3) − 1) . (11)
Then the corresponding nth row moment can be calculated









1 : n = 0









κlµn−l : n ≥ 2
. (12)
Since the row moments are known, the approximated expres-
sion for fΥ(υ|r0) can be calculated. Then the SINR CDF can
be calculated using the following equation:









where fr0(b) = 2πΛbe
−Λπb2 is the PDF of the distance
between the origin and the nearest node [20]. The final result
of P[γ < T ] is concluded in (14). The detailed derivation will
be presented in a future publication.
The accuracy of (14) is evaluated by comparing its results to
the corresponding Monte Carlo simulations. The main system
parameters are listed in Table I. In the results, three systems
with different configurations are considered, as shown in
Fig. 4. Although the cell does not have a regular coverage area
for the system with the PPP cell deployment, it is important to
make sure that systems with different cell deployments have
the same BS density in order to achieve a fair comparison.
Assuming the system with a hexagonal grid cellular model
has a cell radius of R, the corresponding PPP network should




9R2 . It can be found
that the numerical results of the analysis calculated using (14)
generally matches the corresponding Monte Carlo simulation,
except for a minor mismatch at the high SINR region. This
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(−1)n−lβlSnl , Snl =
{
1 : l > n − 1
∏n−1
ι=l (α + ι) : l ≤ n − 1
.




























R = 1.5m,Φ1/2 = 40
◦,
RF=1,with noise
R = 2.5m,Φ1/2 = 60
◦,
RF=3,with noise
R = 2.5m,Φ1/2 = 60
◦,
RF=1,without noise
Fig. 4. The analytical and simulated results of the CDF of the downlink
transmission SINR achieved by PPP networks.
mismatch is caused by the approximation for fΥ(υ|r0) which
uses the expansion introduced in [19]. The mismatch becomes
obvious when the overall interference level is very low.
Therefore, the best match can be observed for the system
with R = 1.5 m, Φ1/2 = 40
◦, ∆ = 1 and noise distortion.
This is because, the noise variance is much higher than the
interference in the high SINR region. In another case with
R = 2.5 m, Φ1/2 = 60
◦, ∆ = 1 and without noise distortion,
the differences between analysis and simulation in the high
SINR region becomes significant due to the absence of noise
distortion. In the case with R = 2.5 m, Φ1/2 = 60
◦, ∆ = 3
and noise distortion, the interference level is lower relative to
the cases with ∆ = 1. Consequently, the differences become
even greater despite the presence of noise. However, generally
the distribution at low SINR region is of higher importance.
Thus, it is still valid to consider (14) to be an accurate result.
IV. SINR STATISTICS COMPARISON
For a system with a hexagonal cell deployment, the loca-
tions of BSs are fully correlated, which guarantees a minimum
distance between the desired user and the interfering BSs, as
shown in Fig. 2 (a). One of the fundamental characteristics of
light propagation from an optical source is that the received
signal power is constant along a circle centred at the source.
The hexagon shape provides the best approximation to this
circle compared to square or triangle. Therefore, CCI is
minimised in a hexagonal network. In contrast, the locations
of BSs are completely uncorrelated in a PPP network as shown






















Fig. 5. The SINR statistics of systems with PPP, hexagonal, square and HCPP
cell deployments. The half-power semi-angle Φ1/2 = 60
◦ and the reuse
factor ∆ = 1. The BS station density Λ = 0.062 BS/m2 which corresponds
to R = 2.5 m in the case of hexagonal network. In the case of HCPP, the
protection distance c = 2 m.
in Fig. 2 (b). In the worst case, BSs are extremely close to
each other, which causes significant CCI. Thus, similar to
[11], we expect to use the performance of the system with the
hexagonal (PPP) cell deployment as an upper (lower) bound
of the practical system performance. In order to demonstrate
this expectation, systems with these two cell deployments are
compared to the systems with the cell deployments that are
likely to be used in practice.
A. Square Network
The first potential cell deployment in practice considered
here is the square lattice cellular model, in which BSs are
placed on a square lattice as shown in Fig. 2 (c). This ar-
rangement is common in indoor lighting network deployment
due to several advantages, which include design simplicity,
providing good illumination uniformity and compliance to the
shape of a room.
In the square network, the cell size is controlled by a
parameter L which is defined as the distance between the two
closest BSs. In order to have a fair comparison, the density of
the BSs should be the same as the case with hexagonal network
and PPP network. This requires: L =
√
Acell ≈ 1.61R.
B. Hard-Core Point Process Network
In some cases, the room may not need uniform illumination.
For example, illumination is enhanced in the task areas1, while
1Area within which the visual task is carried out.
223
Selected Publications
less lighting is required in the remaining areas. This fact
would introduce an uneven lighting network deployment. In
this case, the position of BSs may be unregulated, but it is
unlikely to place two luminaries extremely close to each other.
Therefore, the Matérn type I hard-core point process (HCPP)
is considered to model the BSs position, as shown in Fig. 2 (d).
The HCPP is based on a PPP with the condition that the
shortest distance between any two nodes is greater than a
specified threshold c. To generate a set of nodes according
to a HCPP, a set of nodes following a PPP with a density of
Λ0 is necessary. Then each point is marked with a random
number. A dependent thinning process is carried out for each
marked node as follows: retain the marked node if there
is no other node within the circle centred at the marked
node with a radius of c. After the thinning, the HCPP nodes
density would be reduced. Therefore, to generate a HCPP
with density of Λ, the initial PPP density Λ0 has to be [21]:
Λ0 = − ln(1 − Λπc2)/πc2.
C. Results and Discussions
Fig. 5 shows the SINR CDF results with four different cell
deployments, namely hexagonal, PPP, square and HCPP cell
deployments. The system parameters follow those listed in Ta-
ble I. As expected, due to the independence of BS placement,
the PPP network shows the worst performance. It exhibits a
median SINR of about 2.5 dB. In contrast, the strict control of
BS location with hexagonal lattice mitigates the CCI, thereby
providing the best SINR performance with a median SINR of
about 6.9 dB. Due to the undesired approximation of a square
to a circle, the system with a square network offers a slightly
worse SINR than the the case of a hexagonal network. The
achieved median SINR is 6.5 dB. For the case of the HCPP
network, the achieved median SINR is about 4.6 dB, which
is better than the case of the PPP network because of the
minimum distance constraint. Therefore, it is concluded that
the downlink SINR performance in an optical attocell network
with a PPP (hexagonal) cell deployment can be considered as
a lower (upper) bound for the case of practical systems.
V. CONCLUSION
This paper presents a new analytical framework for the
system performance of an optical attocell network. The down-
link SINR statistics in a DCO-OFDM based optical attocell
network with PPP cell deployment have been considered.
An analytical expression for the statistics of SINR in PPP
network has been presented. The result shows the accuracy
of the expression. In addition, the SINR statistics of the PPP
network are compared to systems with hexagonal, square and
HCPP cell deployments. The results have demonstrated that
the system with PPP (hexagonal) cell deployment behaves as
an lower (upper) bound for the systems with square and HCPP
cell deployments. These results can be used to estimate the per-
formance of a practical optical attocell system without using
time-consuming computer simulations. Furthermore, they can
be used as benchmarks for further research on optical attocell
systems, and as a guideline for setting up a practical system.
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Abstract—Interference coordination in optical wireless cellular
networks using different frequency reuse techniques are discussed
and compared in this paper. On the one hand, full frequency
reuse maximises the system throughput at the cost of poor cell-
edge user performance. On the other hand, cluster-based static
resource partitioning offers good cell-edge user performance
at the cost of low system throughput. Fractional frequency
reuse (FFR) is introduced as a compromise between cell-edge
user performance and the system throughput with low system
complexity. Simulation results show that a guaranteed user
throughput of 5.6 Mbps and an average area spectral efficiency
(ASE) of 0.3389 bps/Hz/m2 are achieved by the FFR optical
wireless system with appropriate power control factors. These
results show considerable throughput improvement compared to
both benchmark systems. It is also shown that by adjusting the
LED transmission optical power of a system using visible light
spectrum, the illumination requirement for an office room can
be satisfied without extra lighting facilities.
Index Terms—optical wireless communications, fractional fre-
quency reuse, co-channel interference and orthogonal frequency
division multiple access.
I. INTRODUCTION
Recent work has shown many advantages of optical wireless
(OW) technology [1]. These advantages make OW a suitable
candidate for improving the performance of heterogeneous
networks. OW uses visible light or infrared light which are
unregulated. Furthermore, inexpensive incoherent light emit-
ting diodes (LED) and photo diodes (PD) can be applied at the
transceiver, which lower the cost of the OW systems. In par-
ticular, OW system can be used in safety critical environments
where radio frequency (RF) transmissions are restricted. In ad-
dition, optical signals cannot penetrate opaque objects, which
means that the optical signal is confined to a single room or a
specific area. This makes OW particularly suitable for security
critical applications. In addition to security, this mitigates the
interference to adjacent rooms. In the multi-user OW system,
optical orthogonal frequency division multiplexing (O-OFDM)
based on optical intensity modulation (IM) and direct detection
(DD) can be used to realise an orthogonal frequency division
multiple access (OFDMA) cellular network [2].
The limited bandwidth of the IM/DD systems makes it
essential to reuse the finite available bandwidth to meet
the high throughput requirements. However, full frequency
reuse and ubiquitous system coverage result in co-channel
interference (CCI) between users in adjacent cells. Therefore,
cellular interference coordination must be considered. Several
interference coordination techniques have been investigated in
the literature. On the one hand, the simplest method is to
apply traditional cluster-based resource partitioning [3]. This
technique assigns different sub-bands to neighbouring cells to
avoid CCI. However, this technique significantly reduces the
available bandwidth in each cell and restricts the achievable
peak data rates in the cell [4]. On the other hand, a self-
organising interference mitigation technique is proposed in [5].
It uses busy burst (BB) signalling and channel reciprocity of
the time division duplex (TDD) technique to define a dynamic
interference aware resource allocation solution for interfer-
ence coordination. However, its dynamic decision relies on
channel information feedback, which increases the overhead
of the transmission. A method that strikes a reasonable trade-
off between the overall spectral efficiency and the cell-edge
user throughput is fractional frequency reuse (FFR) [6]. It
partitions the available bandwidth for the cell-edge users to
avoid CCI and uses the full system bandwidth for the cell
centre users in an attempt to maximise the system throughput.
Once the system is established, users can simply choose
their transmission modes by comparing the received signal
to interference plus noise ratio (SINR) with a pre-determined
threshold. The system employing the BB protocol requires
extra mini time slots to feedback the channel information. In
contrast, FFR system exploits regular feedback to transmit the
mode decision. Therefore, FFR has the potential to achieve
effective interference coordination with low complexity and
better quality of service for the cell-edge users, thereby making
it a fairer system than full frequency reuse system.
To the best of our knowledge, this paper introduces FFR as
an interference coordination technique in an optical cellular
network for the first time. The corresponding simulations
demonstrate that FFR effectively improves the cell-edge user
throughput and the overall system throughput, relative to the
systems applying full frequency reuse and standard cluster-
based resource partitioning schemes.
The remainder of the paper is organised as follows. Sec-
tion II introduces the system model including LED array
deployment, transmission model and metrics. Section III in-
troduces the FFR applied to the OW system. Simulation
results and discussions are presented in Section IV. Finally,
we conclude the paper in Section V.
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Fig. 1. The inlay figure at the left top corner illustrates the arrangement of
the LED array. The main figure illustrates the coverage arrangement in a cell.
Each LED cluster in the LED array covers a different region of a cell.
II. SYSTEM MODEL
A. LED array deployment
Multiple LED arrays are used as APs serving the users
underneath them. They are distributed on the ceiling using
the hexagonal grid model to form a cellular network. An
LED array is composed of multiple LEDs with different beam
directions. Accordingly, the coverage area in the room is
divided into multiple cells. Each cell is divided into multiple
sub-cells to enable the discrete cell region division that will be
discussed in Section III. In addition, several low power LEDs
are integrated with the same beam direction to form a higher
power LED cluster to guarantee enough signal strength. An
LED cluster provides coverage for a single sub-cell. The spa-
tial alignment of all the beams of the LED clusters establishes
the cell coverage. Furthermore, the half-power angle should
be small (typically 10◦) to confine most of the signal power
within each sub-cell [7]. An example LED array deployment
and the sub-cell coverage arrangement are illustrated in Fig. 1.
There are several advantages that result from using this
LED array deployment: 1) a small half-power angle results
in less CCI, 2) the received optical power distribution in the
cell is relatively uniform compared to an AP composed of a
single LED with wide half-power angle, 3) the deployment of
multiple sub-cells leads to a more accurate approximation of
the hexagonal cell shape.
B. Optical channel DC gain
The free space channel model between a transmitter at the
AP side and a receiver at the user side is introduced. Since the
signal at the receiver is dominated by the line-of-sight (LOS)
component, only the LOS path is considered while any multi-
path effects are disregarded. The optical channel DC gain from





Fig. 2. Deployment of fractional frequency reuse in an optical wireless
system.
where m denotes the Lambertian emission order which is
given by m = − ln(2)/ ln(cos(Φ1/2)), where Φ1/2 is the half-
power angle of the LED; A is the area of the PD; d is the
distance between the transmitter and receiver; φ is the radiant
angle; ψ is the incident angle; Ts(ψ) is the optical filter gain





0 ≤ ψ ≤ Ψc,
0 ψ > Ψc,
(2)
where Ψc is the concentrator FOV and n denotes the internal
refractive index.
C. Metrics
The OFDMA system is assumed to experience a flat-fading
channel. This is valid for intensity modulated OW systems
which do not suffer from fading effects as the information
carrying signal is encoded in the intensity of the signal as
opposed to the in-phase and quadrature electric fields in


















where Rpd is the PD responsitivity; Pn,i,u is the LED optical
transmission power per sub-carrier from LED cluster i of LED
array n to the user u; Gn,i,u is the channel DC gain from LED
cluster i of LED array n to the user u; Foe denotes the optical
to electrical conversion factor; L(n) is the set containing the
LED clusters contributing to the desired signal of LED array
n; I(n) is the set of the LED clusters contributing to the
interfering signal in LED array n and σ2 denotes the power
of the noise which is dominated by ambient light shot noise.
Modulation schemes are not considered in this paper. Instead,




Fig. 3. The cellular network arrangement in the simulated room.
bound on the downlink capacity. The achievable data rate per
sub-carrier is given by
Rsc = Bsc log2(1 + γ), (4)
where Bsc denotes the bandwidth of a sub-carrier. The consid-
ered data rate metrics are the user throughput and the system
throughput that refers to the aggregate throughput of all users
in a cell. To account for the average spectral efficiency in the
whole network and to highlight the short reuse distance in the
room, area spectral efficiency (ASE) is also considered as one








where Ruser(u) is the data rate achieved by user u, S is the
set of all the users within the room, Bsys denotes the total
system bandwidth and Aroom is the area of the room.
III. FRACTIONAL FREQUENCY REUSE IN OPTICAL
WIRELESS
The considered FFR technique is similar to the soft fre-
quency reuse (SFR) applied in an RF system. The entire
bandwidth is partitioned into several sub-bands, depending on
the reuse factor. In this case, the deployment with a reuse
factor of 3 for the cell-edge users is illustrated in Fig. 2. One
practical and simple method to partition a cell region is to
compare the received SINR of the user using full frequency
reuse with a pre-determined threshold [6]. The same approach
is applied in an OW system to achieve frequency reuse.
However, in an OW system the allocation of the sub-bands
is performed in a discrete manner rather than a continuous
one. In particular, the transmission of users in each sub-cell
is dominated by a single LED cluster. If any section of the
sub-cell experiences an SINR that is less than the threshold,
then the sub-cell is included in the exterior region and the
dominating LED cluster transmits on one of the available sub-
bands. Otherwise, the sub-cell is included in the interior region
and the corresponding LED cluster is permitted to use the
entire bandwidth for transmission. In this manner, each cell
is partitioned into an interior region and an exterior region.
Indeed, the interior/exterior user partitioning is a discrete
approximation of the continuous process when compared to


























Fig. 4. The spatial distribution of the received horizontal illuminance on the
measurement plane in the room.
one cell share sub-band with edge users in adjacent cells,
the transmission power for edge users should be higher than
that for the centre users. Therefore, a coarse power control is





where the LED cluster i belongs to the set that dominates
the coverage of the exterior sub-cells while the LED cluster j
belongs to the set that dominates the coverage of the interior
sub-cells.
IV. RESULTS AND DISCUSSIONS
A cellular network is assumed in a 15.6 m × 9.0 m × 3 m
large office. The coverage area in the room is divided into 13
hexagonal cells and served by 13 LED arrays, as shown in
Fig. 3. The optical receivers are placed at a height of 0.85 m.
This is a typical desk height and defines the measurement
plane. The PD receiver is facing upward toward the ceiling.
The system uses OFDMA based on DC-biased optical OFDM
(DCO-OFDM) [2]. To achieve the lighting function concur-
rently, visible light is used. The system bandwidth is divided
into 512 sub-carriers. However, only 255 sub-carriers are
used for information data transmission due to the Hermitian
symmetry constraint. The performance of the system applying
FFR with a reuse factor of 3 for edge users is compared to
the benchmark systems which use full frequency reuse and
traditional resource partitioning with a static reuse factor of 3.
For simplicity, the downlink transmission power of each LED
is equally distributed among the sub-carriers that are used. For
the benchmark systems, this transmission power is fixed. For
the FFR system, the transmission power of the LEDs serving
the interior and exterior users are adjusted to maintain the
value of β. The SINR threshold for FFR is set to 10 dB which,
after some initial investigations, was found to achieve a good
compromise between the edge user throughput and the overall
system throughput. To guarantee a fair comparison, the total
downlink transmission power of all systems is normalised. The







Optical transmitter radiant power for transmission 63 mW
Transmitter semi-angle 10◦
PD responsitivity 0.28 A/W
PD area 1.5 cm2
Optical filter gain 1.0
Concentrator refractive index 1.5
System bandwidth 20 MHz
Number of sub-carriers 512
Number of users 40
Noise power spectral density 1 × 10−21A2/Hz
A. Illuminance requirement
Aside from data transmission, the system should also guar-
antee the required illumination levels, which are 400 lx for
reading purposes [9]. The spatial distribution of the horizontal
illuminance on the measurement plane is depicted in Fig. 4.
Above 90% of the area in the room receives illuminance of
above 400 lx, which indicates that the illumination requirement
is mostly satisfied.
B. SINR performance
The SINR distributions in the room with full frequency
reuse and FFR are illustrated in Fig. 5 and Fig. 6, respectively.
As previously mentioned, the bandwidth is equally partitioned
into sub-band A, B and C for interference coordination in the
exterior region of the cell in the FFR technique. The first three
SINR spatial distributions depicted in Fig. 6 correspond to the
distributions of SINR on the sub-carriers in sub-bands A, B
and C, respectively. The last distribution D shown in Fig. 6 is
the average SINR distribution over all three sub-bands. In the
full frequency reuse system, the cell-edge user SINR falls in
the range of -2.6 dB to 9 dB. In contrast, in the FFR system,
since interference is mitigated for the exterior sub-cells by
applying traditional resource partitioning, there is an increase
in the SINR. Consequently, the SINR for the exterior region
of the cell is within the range of 26 dB to 36 dB. On the one
hand, in the full frequency reuse system, the cell-centre SINR
is within the range of 10 dB to 29 dB. On the other hand,
in the FFR system, the interference mitigation also improves
the cell-centre average SINR to the range of 24 dB to 32 dB,
as shown in Fig. 6.D. Therefore, significant improvement in
terms of overall SINR is achieved by using FFR relative to
the full frequency reuse system.
C. Throughput performance
It is assumed that 40 users are uniformly distributed in the
network. A proportional fair scheduler is used to allocate the
sub-carriers to multiple users in each cell. This achieves a good
trade-off between fairness and system throughput performance
[10]. Table II shows the average ASE of the entire network and
the guaranteed user throughput (measured at the first percentile
of the user throughput) achieved by the systems with differ-
ent techniques and parameters. Fig. 7 shows the cumulative
distribution function (CDF) of the downlink user throughput.
Fig. 8 shows the CDF of the downlink system throughput.
Fig. 5. The spatial distributions of the received SINR on the whole frequency
band in the room for the system applying full frequency reuse with a receiver
FOV of 70◦ .
Fig. 6. Plot A, B and C correspond to the spatial distributions of the
received SINR on the sub-band A, B and C for the system using FFR,
respectively. The receiver FOV is 70◦ and the value of β is 4, which provides
a balanced performance in terms of overall system throughput and cell-edge
user throughput. The black region indicates the sub-band is unavailable to the
users in that region. Plot D correspond to the average SINR distribution over
all three sub-bands
In each figure, “FR” denotes the full frequency reuse system,
“RP” denotes the traditional resource partitioning system and
“FFR” denotes fractional frequency reuse system. In particular,





























Fig. 7. The CDF curves of the user throughput. “FR” denotes the full
frequency reuse system, “RP” denotes the traditional resource partitioning
system and “FFR” denotes the fractional frequency reuse system.
TABLE II
AREA SPECTRAL EFFICIENCY AND GUARANTEED USER THROUGHPUT




FFR, β = 2 0.3389 4.3
FFR, β = 4 0.3211 5.2
FFR, β = 8 0.2937 5.6
of 2, 4 and 8 are presented in each figure. For the exterior
users in the system applying FFR, a power gain of β increases
the signal quality further. This results in a better performance
for the exterior sub-cells in the FFR system relative to a
system applying only traditional resource partitioning. The
improvement in terms of guaranteed user throughput is in the
range of 5% to 37%. All three sub-bands are available for
transmission for the interior users in the system applying FFR.
In addition, due to the interference mitigation, the average
SINR in the FFR scenario is higher than the SINR in the full
frequency reuse scenario as discussed in Section IV-B. This
improves the performance of the FFR system relative to the
two benchmark systems in terms of both the user throughput
and system throughput, as shown in Fig. 7 and Fig. 8. The
improvement relative to the full frequency reuse system in
terms of average ASE is in the range of 13% to 30%. On
the one hand, when β = 8, the cell-edge user throughput is
enhanced at the cost of cell-centre user throughput. In this
case, a guaranteed user throughput of 5.6 Mbps is achieved.
However, the average ASE is only 0.2937 bps/Hz/m2. On the
other hand, when β is decreased to 2, the SINR of the cell-
centre users is improved. This results in a higher average ASE
of 0.3389 bps/Hz/m2 and a lower guaranteed user throughput
of 4.3 Mbps. In Fig. 8, it is shown that there is a small
proportion of the cells which have a relatively lower system
throughput of about 35 Mbps. This occurs when all users in
these cells are in the exterior sub-cells, which is reasonable due
to the low user density in each cell. In this case, the interior
sub-bands are idle which wastes bandwidth and results in a
lower system throughput. In future work, we will address this
issue.




















Fig. 8. The CDF curves of the system throughput.
V. CONCLUSIONS
This paper addressed the issue of interference coordination
in an optical wireless OFDMA cellular network deployed in
an office environment by using FFR. The performance of the
system applying FFR was compared to systems that used full
frequency reuse and cluster-based resource partitioning with
a reuse factor of 3. The results showed that FFR improves
the system in terms of cell-edge users throughput and overall
system throughput relative to the two benchmark systems. In
addition, by adjusting the power control factor β, the perfor-
mances of cell-centre and cell-edge users can be balanced to
meet the design requirements.
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Abstract—In future visible light communication (VLC)
systems, networked multi-cell operation is required to
achieve seamless coverage and high data rate in typical
indoor environments. We refer to this type of cellular
network as optical atto-cell network. In such network, co-
channel interference (CCI) between adjacent optical atto-
cells limits the performance of the network. In order to
maximise system throughput and improve signal quality in
the whole coverage area, it is necessary to mitigate CCI.
In this paper, the concept of multi-point joint transmission
(JT) is adapted to a VLC cellular network. It can generally
be described as concurrent data transmission from multiple
cooperating base stations (BSs) to a mobile station (MS). In
a VLC JT system, strong CCI is avoided by co-ordinated
transmission and, in addition, we exploit a particular
characteristic of intensity modulation (IM) systems. This
is that signals always superimpose constructively which is
in stark contrast to radio frequency (RF)-based systems.
Therefore, the cell-edge user signal to interference plus
noise ratios (SINRs) can be improved. The results show
that the JT scheme improves the median SINR by 16.4 dB
compared to a full frequency reuse system. Additionally,
a JT system exhibits a 67.6% improvement in terms of
median system throughput compared to a static resource
partitioning system with a reuse factor of 3.
Index Terms—visible light communications, joint trans-
mission, co-channel interference and orthogonal frequency
division multiple access.
I. INTRODUCTION
Recent work has shown that optical wireless (OW)
technology has significant potential to provide high
speed wireless transmission in an indoor environment
[1]. In addition, an OW system uses unregulated band-
width and can be applied where radio frequency (RF)
transmission is restricted. Therefore, OW is a suitable
candidate for a complementary technology to RF com-
munications. Inexpensive light emitting diodes (LEDs)
and photo diodes (PDs) can serve as front-end elements.
Visible light communication (VLC) technology has the
potential to realise the functions of illumination and data
transmission at the same time. This could lead to lower
installation costs and improved power efficiency. In order
to achieve communication to multiple roaming mobile
stations (MSs) in an office or home indoor environment,
a cellular network composed of small optical atto-cells
is proposed. The goal is to achieve seamless coverage
and high spectral efficiency. An optical atto-cell network
can be realised by installing multiple LED access points
(APs) in the ceiling of a room with careful alignment.
Each AP acts as a base station (BS) and covers the
users within its illumination region. If a MS moves out
of the coverage region of an AP, handover techniques
will guarantee seamless wireless service provision by
ensuring that the MS is always served by the most
suitable AP.
In an optical atto-cell network, using the same fre-
quency resources in adjacent cells causes co-channel
interference (CCI). This significantly degrades the sig-
nal to interference plus noise ratio (SINR) available
to a cell-edge user, thereby resulting in high outage
probability and low data rate. Therefore, interference
coordination techniques are required to mitigate CCI.
Several approaches are considered in the literature. The
simplest approach is applying traditional static resource
partitioning [2] by splitting cells into clusters. Within
a cluster, frequency resources are allocated in an or-
thogonal fashion. In this manner, interfering users are
separated in space to mitigate CCI. Decreased available
bandwidth in each cell is the main drawback of this
approach, which significantly limits the user data rate.
A busy-burst-based self-organised interference coordi-
nation technique is proposed in [3]. It uses the uplink
signal to acquire channel information and applies a
dynamic interference-aware resource allocation scheme.
The busy-burst signalling approach shows significant
improvements in terms of fairness and spectral efficiency
relative to the static resource partitioning approach. An-
other technique to mitigate CCI is to adapt the concept of
joint transmission (JT) [4] to optical atto-cell networks.
In a JT system, a MS can be served by multiple nearby
BSs, thereby improving the acquired signal quality.
Since this approach substitutes interference signals with
desired signals, the received SINR can be significantly
improved, especially for the cell-edge MSs. However,
many challenges such as backhaul constraints, accurate




synchronisation and multi-path fading effects limit the
performance of JT systems. In a VLC system, due to
the special features of intensity modulation and direct
detection (IM/DD) [5], it is possible to overcome these
difficulties in an optical atto-cell network. The authors
in [6] demonstrate that it is possible to achieve a
multi-point cooperative transmission scheme in a single
user VLC system in a small indoor environment with
improved optical power gain and reduced bit error rate
(BER). The contribution of this work is to adapt JT to
the downlink transmission in an optical atto-cell network
in order to mitigate CCI and improve the cell-edge
user performance in terms of received SINR and system
throughput.
The remainder of the paper is organised as follows.
Section II describes the system models. Section III
describes the proposed JT scheme. This includes the
system characteristics, JT framework and frequency
resource planning. Section IV presents the simulation
results and discussions. Finally, we conclude the paper
in section V.
II. SYSTEM MODEL
The system of interest is deployed in a large indoor
environment. The entire coverage area is divided into
Nap cells with hexagonal shape.Nap BSs each equipped
with an LED array are located at the centres of their
corresponding cells providing two-way communication
to MSs. Each LED array is composed of 7 LED clusters.
Since a single LED cannot provide sufficient optical
power for communication or illumination, multiple low
power LEDs with the same beam direction form a high
power LED cluster, which works as a large LED to
reach the required power level. Despite the small half-
power semiangle of a single LED (20◦ LED semiangle
at half power), each cluster has a slightly different beam
direction to cover a different small region of the total
coverage area. Each LED cluster is denoted by a tuple
v = (i, n) showing that it is the ith LED cluster within
the nth LED array, where i ∈ [1, 2, · · · , 7] and n ∈
[1, 2, · · · , Nap]. Direct-current-biased optical orthogonal
frequency division multiplexing (DCO-OFDM) [7] is
used in order to realise orthogonal frequency division
multiple access (OFDMA) which provides the means
to achieve multiple access and combat inter-symbol
interference (ISI).
A. Channel
Due to the employment of highly directional LEDs,
the signal power from reflected paths is low. Besides, a
cyclic prefix is considered in the OFDM frame which
mitigates the impact of inter-symbol interference (ISI)
and a single tap equaliser can be used. Therefore, the
Fig. 1. Multi-point joint transmission.
optical channel can be accurately approximated by the
line-of-sight (LOS) path. It is valid to consider the
channel DC gain only. The channel DC gain G from





where A denotes the physical area of the PD detector; d
is the distance between the LED and the PD detector; φ
represents the radiation angle at the transmitter side; ψ
represents the incidence angle at the receiver side; Ts(ψ)
models the optical filter gain which is assumed to be 1
in this work; gc(ψ) denotes the concentrator gain and m
is the Lambertian emission order. The ideal concentrator





0 ≤ ψ ≤ Ψc,
0 ψ > Ψc,
(2)
where Ψc models the receiver FOV and n denotes the
internal refractive index. The Lambertian emission order
is related to the transmitter semiangle at half-power Φ1/2
by m = − ln(2)/ ln(cos(Φ1/2)).
B. OFDMA
In an OFDM system, the modulation symbols are con-
verted to OFDM symbols by using the inverse discrete















where xk denotes each of the K data symbols that are
used to compose the OFDM symbol, xt. Due to the re-
quirement for real-valued OFDM symbols, a Hermitian
symmetry constraint must be imposed in the frequency
domain. Therefore, only half of the total subcarriers




Fig. 2. Plot A and B are the joint transmission frequency plan 1 and
2, respectively.
carry information. Multiple access is realised by allocat-
ing different subcarriers to different users. Additionally,
a DC-bias and signal clipping are introduced to ensure
that the OFDM symbols are positive. The DC-bias and
signal clipping are set in a manner that the additional
noise is negligible [8]. Although the DC bias carries no
information, this portion of power is not wasted since
the luminous power must be high enough to meet the
illumination requirement. The illuminance should be at
least 400 lx for reading purposes [9].
C. SINR
SINR is used as the metric to evaluate the received
signal quality at a specified user on each of the allocated
subcarriers. The received SINR γk(u) of MS u on


















where Nl denotes the number of LEDs per cluster;
Popt,k is the optical power of an LED used on subcarrier
k; V (u) is the set which contains all the tuples of LED
clusters serving user u, and the number of the serving
LED clusters for a user varies from 1 to 3; Rpd models
the PD responsitivity; Gv,u is the channel DC gain from
LED cluster v to MS u; û denotes the users that reuses
the same subcarrier k in the system, FOE is the optical
to electrical conversion factor and σ2 represents the
electrical additive white Gaussian noise (AWGN) power
on each subcarrier. The noise power is dominated by
ambient light shot noise and receiver thermal noise. The
effects of other noise sources such as clipping noise are
omitted since their contribution is negligible. Therefore,
the noise power is defined by [3],




where q is the charge of an electron; Ibg denotes the
current due to background light; Bsc denotes the band-
width of a subcarrier; Kb is the Boltzmann constant; T
Fig. 3. The area of the region specified by the blue dashed lines (cell
coverage area) equals the area of the region specified by the red solid
curves. This implies that the JT2 system has the same reuse factor as
that of a full frequency reuse system.
models the absolute temperature and Rf is the feedback
resistance of the transimpedance amplifier (TIA).
In this paper, the downlink user capacity is computed




Bsc log2(1 + γk(u)), (6)
where M(u) represents the set of subcarriers allocated
to user u. Lowpass frequency response and non-linear
current to optical power transfer function of the LED
are not considered here in order to simplify the system
model. It is assumed that the detrimental impact of these
imperfections are reduced by a proper system design [8].
III. JOINT TRANSMISSION IN VLC
A. Characteristics
In an optical atto-cell network, many system specific
properties support the implementation of JT: 1) a very
high-speed low-latency connection between BSs is easy
to realise due to the short physical distance between
BSs; 2) there is no fading effect in IM/DD systems due
to constructive combination of intensity modulated sig-
nals; Therefore, extra coding and strict synchronisation
requirement are unnecessary; 3) since only the LOS path
is significant, the time differences between the arrival of
signal components from different BSs are small relative
to a symbol period; 4) an OFDM-based system has an
inherent ability to combat ISI. Applying JT not only
improves the communication quality at cell-edges, but
also makes the connection more reliable. Since three
LOS channels exist simultaneously as a result of the
proposed cellular structure, data connection can still be
guaranteed for the case that one or two LOS paths are
blocked.
B. Framework
Fig. 1 shows the JT system model assumed in this
paper. Among the 7 LED clusters in an LED array, the
central one works in the single point transmission mode






























Fig. 4. Illuminance distribution.
covering the users in the cell-centre. Each of the other
6 exterior LED clusters in an array faces one of the 6
vertices of the hexagonal cell. Since every three adjacent
cells have a common vertex, three exterior LED clusters
from different adjacent arrays cover a cell corner region.
This region is defined as a JT region which is centred
at a vertex of a cell. Since there are 6 corners in each
cell, there are six JT regions around an LED array. We
assume that the system has an uplink system in order to
allow MSs to communicate with BSs, and each MS is
able to determine the downlink signal strength.
The working mechanisms of the system are described
as follows: 1) the central LED cluster of each array trans-
mits a pilot signal to all MSs with a unique sequence
to identify the corresponding LED array; 2) each MS
selects the BS providing the strongest signal as a primary
BS and selects the BSs providing the second and the
third strongest signals as the secondary BSs; 3) a MS
estimates the received SINR by considering the signal
from the primary BS as a desired signal and the other
signals as interference; 4) if the SINR is above a pre-
determined threshold which determines the maximum
BER for reliable data transmission, the user replies to
the BSs through uplink channel requesting single point
transmission from the primary BS; 5) otherwise, the user
replies to the BSs requesting JT from the primary and
the secondary BSs. Then, the BSs use a predetermined
look up table to select the appropriate LED clusters for
transmission. With a given BS cooperation set, the look
up table provides the tuples of LED clusters that are used
to serve the MS using JT. For example, if the cooperation
set includes BSs A, B and C, the LED clusters which
cover the region closest to the common vertex shared by
cell A, B and C are selected to provide JT.
C. Frequency Planning
Since the magnitude response of the channel is flat,
scheduling is simplified. We assume that the subcarriers
are evenly distributed among the user population in the
coverage area. Fig. 2 illustrates the frequency reuse
TABLE I
Parameters Symbol Values
Equivalent LED optical power Popt 63 [mW]
LED semiangle at half-power Φ1/2 20
◦
LED centre luminous intensity I(0) 57.7 [cd]
Number of LEDs per cluster Nl 40
PD responsitivity Rpd 0.28 [A/W]
PD physical area A 1.5 [cm2]
Receiver field of view Ψc 70◦
LED modulation bandwidth W 20 [MHz]
JT SINR threshold γth 10 dB
Current due to background light Ibg 5100 [µA]
Feedback resistance of TIA Rf 6 [kΩ]
LED cluster beam direction angle α 38.13◦
E/O conversion factor FOE 1/9
pattern. For the first plan shown in Fig. 2 (A), the
frequency band is divided into two subbands. The first
subband is reused in each single point transmission
region, while the second subband is reused in each multi-
point JT region. The number of subcarriers in single







where Ast denotes the total combined area of single
point transmission regions, Atotal denotes the total cov-
erage area and Nband denotes the number of all subcar-
riers. The number of subcarriers in the JT subband, Njt,
is calculated by (8) as
Njt = Nband −Nst. (8)
This frequency allocation plan ensures spatially uniform
availability of frequency resources. This is to support
the assumptions of a uniform user distribution as well
as equal target data rate of all users in the network.
However, there is no interference mitigation between
adjacent JT regions. Therefore, low SINRs are achieved
at the boundaries of two adjacent JT regions. For the
second plan shown in Fig. 2 (B), the subband for JT
regions is divided into two partitions as follows:
Njt1 = Njt2 = ⌊(Nband −Nst) /2⌋. (9)
The two JT subbands are reused in a pattern such that
adjacent JT regions always use different subbands in
order to mitigate CCI. The subband for single point
transmission remains the same. This frequency plan
offers improved receiver SINR performance, but fewer
number of subcarriers are available in the JT regions. For
convenience, the JT systems with frequency plan 1 and 2
are defined as JT1 system and JT2 system, respectively.
In a full frequency reuse system, the whole frequency
band is permitted to be used in each cell. Within a cell
coverage area (hexagon indicated by blue dashed line
boundaries in Fig. 3), subcarriers are not reused. In a
JT2 system, the entire set of subcarriers are prevented




Fig. 5. SINR distribution of the system using (A) full frequency reuse
(B) joint transmission 1 (C) joint transmission 2.
from being reused within the region bounded by red
solid curves in Fig. 3. The area of this region is exactly
equal to the coverage area of a cell. Therefore, the reuse
factor of a JT2 system is equivalent to the one in a full
frequency reuse system.
IV. RESULTS AND DISCUSSIONS
A. Simulation setup
The investigated downlink cellular network scenario
is deployed in a 15.6 m × 9 m × 3 m office room
with a total of 13 LED arrays. It is assumed that
mobile devices with a PD receiver are located 0.85 m
above the floor, which is the typical height of a desk
top. All PD receivers are facing upward towards the
ceiling. The IFFT/FFT size of the applied OFDMA
system is 512. For simplicity, no power control is applied
and all LEDs have the same average optical transmit
power. The phosphor-based white LED described in [9]
is used in the system model. Since only the optical
power of blue light is used for communication purposes,
the effective optical power is 50% of the total power.
40 users are uniformly distributed in the room. Key
simulation parameters are listed in Table I. Because the
main contribution of this paper is to demonstrate the
potential gain in terms of SINR and throughput achieved
by JT systems, some of the system parameters including
Φ1/2, α, γth and Ψc are determined empirically in order
to guarantee reasonable system performance while it
is recognised that an optimisation of these parameters
would potentially further enhance the system perfor-
mance.



















Fig. 6. Cumulative distribution function of received SINR. FR refers
to full frequency reuse system, RP, RF=3 refers to static resource
partitioning system with a reuse factor of three, JT1 refers to joint
transmission system 1 and JT2 refers to joint transmission system 2.
B. Benchmark systems
The JT systems are compared against two bench-
mark systems. One of the benchmark systems uses full
frequency reuse (FR) with a reuse factor of one. The
other system uses traditional static resource partitioning
(RP) with a reuse factor of three [2]. The simulation
parameters for them are the same as for the JT systems
in order to guarantee a fair comparison.
C. Illumination function
For a VLC system, it is important to fulfil the lighting
requirements. Fig. 4 illustrates that the majority of
the area (more than 90%) in the room benefits from
illuminance within the required range. For better lighting
performance, extra lighting fixtures without communi-
cation function can be installed to complement the low
illuminance at room edges.
D. Receiver SINR
Fig. 5 shows the SINR distribution for the different
systems. The benchmark FR system achieves the worst
SINRs. For the JT1 system, the cell-edge SINRs are
improved compared to the FR system, especially for the
users near the centre of JT regions. However, due to
the lack of interference mitigation between adjacent JT
regions, the users at the boundaries between adjacent
JT regions achieve poor SINR. In contrast, in the JT2
system, the same frequency band is not reused in adja-
cent JT regions. Therefore, the cell-edge user SINR is
further improved (above 30 dB) compared to the JT1
system at the cost of spectrum reuse. Fig. 6 presents
the cumulative distribution function (CDF) of the SINRs
in different systems. It demonstrates that JT1 and JT2
systems exhibit a 4.1 dB and a 16.4 dB improvement,
respectively, in terms of median SINR relative to an FR
system.
E. Downlink throughput
Fig. 7 and Fig. 8 show the CDF of the downlink
system throughput and the user throughput in the dif-





















Fig. 7. Cumulative distribution function of the system throughput.
ferent systems. The system throughput is defined as
the aggregate data rate in the given optical cell, while
the user throughput is defined as the transmission data
rate achieved by a single MS. With the largest reuse
factor, the RP system achieves the lowest median system
throughput of 34.9 Mbps. In contrast, an FR system with
a reuse factor of one achieves a higher median system
throughput of 42.3 Mbps. As discussed in section III-C,
the JT2 system has the same reuse factor as the FR
system. In addition, the JT2 system exhibits strong
robustness to CCI. Therefore, the JT2 technique achieves
a median system throughput of 56.3 Mbps, which is sig-
nificantly higher than both the FR and the RP systems.
However, the maximum number of subcarriers a user
could use is determined by his location and is limited by
the size of the respective subband. Therefore, the peak
user throughput for the JT2 system is lower than the JT1
system. Since the JT1 system enforces a more aggressive
frequency reuse, it achieves the highest median system
throughput of 58.5 Mbps. The JT1 and the JT2 systems
show a 67.6% and a 61.3% improvement compared to
the RP system, respectively. The JT scheme also shows
improvement in terms of the guaranteed user throughput
(defined as the minimum data rate with 90% confidence)
compared to the benchmarks. The JT1 and the JT2
systems achieve a 6.3 Mbps and a 7.5 Mbps guaranteed
user throughput, respectively. These numbers are 100%
to 140% higher than the guaranteed user throughput
achieved by an FR system.
V. CONCLUSIONS
This paper addressed multi-point joint transmission
in indoor optical atto-cell networks in order to achieve
seamless coverage, high data rate and multiple access.
The performance of a cellular system that applies joint
transmission was compared to the performance of a full
frequency reuse system and a static resource partitioning
system with a reuse factor of three. The results showed
that the joint transmission systems achieved higher cell-
edge SINRs compared to a full frequency reuse system.


















Fig. 8. Cumulative distribution function of the user throughput.
In addition, a joint transmission system also achieved
67.6% improvement in terms of median system through-
put compared to a static resource partitioning system.
However, the downside of joint transmission systems is
that they need extra signalling overhead.
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