Abstract. We investigate angles between Haagerup-Schultz projections of operators belonging to finite von Neumann algebras, in connection with a property analogous to Dunford's notion of spectrality of operators. In particular, we show that an operator can be written as the sum of a normal and an s.o.t.-quasinilpotent operator that commute if and only if the angles between its Haagerup-Schultz projections are uniformly bounded away from zero (and we call this the uniformly nonzero anlges property). Moreover, we show that spectrality is equivalent to this uniformly nonzero angles property plus decomposability. Finally, using this characterization, we construct an easy example of an operator which is decomposable but not spectral, and we show that Voiculescu's circular operator is not spectral (nor are any of the circular free Poisson operators).
Introduction
The existence of the Jordan canonical form for an n × n complex matrix T amounts to writing T as a sum of a diagonalizable operator plus a commuting nilpotent operator. Equivalently, it implies that T is similar to a normal operator plus a commuting nilpotent operator. In 1954, Dunford [4] introduced and studied spectral operators, which are operators T on a Banach space that admit idempotent valued spectal measures commuting with T that behave well with respect to the spectrum. (These definitions are briefly recalled in Section 3, below). With help of a result of Wermer [19] , he shows that on Hilbert space, this amounts to T being similar to the sum of a normal operator and a commuting quasinilpotent operator.
The notion of a decomposable operator was introduced by Foiaş and has been studied by many people (see, e.g., the book [14] ). The decomposable operators include the spectral ones.
Let M be a von Neumann algebra equipped with a normal, faithful, tracial state τ . In this paper, we study operators T belonging to M. The Brown measure of T is a sort of spectral distribution measure. In [13] , Haagerup and Schultz proved existence of projections onto hyperinvariant subspaces of T that behave well with respect to Brown measure: for each Borel subset B ⊆ C, there is a Haagerup-Schultz projection P (T, B). (See Section 2.2 for a brief summary of these and some other related results.) In [9] , the Haagerup-Schultz projections were used to prove a Schur type upper triangularization result. In particular, it was proved that every T ∈ M is can be written as a normal operator plus an s.o.t.-quasinilpotent operator, which has as hyperinvariant subspaces certain spectral projections of the normal operator. An s.o.t.-quasinilpotent operator is one whose Brown measure is concentrated at 0.
The main theme of this paper is angles between Haagerup-Schultz projections. Definition 1.1. Let V , W be closed non-zero subspaces of a Hilbert space H, with V ∩ W = {0}. Then, the angle between them is α(V, W ) := inf cos −1 (| v, w |) | v ∈ V, w ∈ W, ||v|| = ||w|| = 1
If p and q are projections in B(H) with p ∧ q = 0, then we let α(p, q) = α(pH, qH).
We say that T ∈ M has the uniformly nonzero angle property (or UNZA property), if there is κ > 0 such that for all Borel sets B ⊆ C, we have α(P (T, B), P (T, B c )) ≥ κ. We show that the UNZA property is analogous to spectrality for elements of finite von Neumann algebras. In particular (Theorem 4.7), we show that T ∈ M has the UNZA if and only if it is similar in M to an element of the form N + Q where N is normal and Q is s.o.t.-quasinilpotent and commutes with N . We also show (Corollay 4.9) that T is spectral if and only if it is decomposable and has the UNZA property.
We should note that this connection between spectrality of operators and angles between certain of their associated subspaces is not the first. In [5] , Dunford provided a set of four conditions (A)-(D), which are together equivalent to spectrality. As noted by Stampfli in [17] , condition (B) translates to saying that the angle between local spectral subspaces is uniformly bounded away from zero. However, although conditions (A) and (C) in Dunford's result are natural (they are now known as the single-valued extension property and Dunford's property (C) ), condition (D) is not. Moreover, it is not clear if properties (A), (C) and (D) together imply decomposability.
We go on to apply this characterization of spectrality for elements of finite von Neumann algebras in terms of the UNZA property to particular cases. It is easy to construct a direct sum of matrices that is decomposable but fails the UNZA property and is, thus, not spectral. We also show that Voiculescu's circular operator Z (which was known, from [7] , to be decomposable) fails to have the UNZA property. In fact, we show (Theorem 5.2) that for some Borel set B, α(P (Z, B), P (Z, B c )) = 0, and the same whenever Z is a circular free Poisson operator (a class which includes the circular operator). We do this by explicitly constructing vectors in the Haagerup-Schultz subspaces whose angles approach zero.
Here is a brief summary of the contents of the paper: In Section 2, we review some topics and earlier results that we will need. In Section 3, we consider Dunford's notions of spectral and scalar type operators in the context of finite von Neumann algebras. In Section 4, we prove several results about the angles between Haagerup-Schultz projections, including our characterizations mentioned above. In Section 5, we exhibit a direct sum of matrices that fails the UNZA property and we show that Voiculescu's circular operator also fails to have the UNZA property; thus, these operators are not spectral.
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Preliminaries
2.1. Notation. C denotes the complex plane, and A is its Borel σ-algebra. Given 0 ≤ r ≤ s ≤ ∞, we write A r,s = {z ∈ C | r ≤ |z| ≤ s} for the closed annulus centered at the orgin with radii r and s. Thus, when r = 0 < s this is the closed ball of radius s, when 0 < r = s < ∞ this is the circle of radius r and when r < s = ∞ this is the complement of the open ball of radius r.
Throughout, M will refer to a von Neumann algebra having a normal, faithful tracial state τ , and acting faithfully on the a Hilbert space. Oftentimes, this Hilbert space will be taken to be L 2 (M, τ ), which is the completion of M with respect to the norm x 2 := τ (x * x) 1/2 . We letx ∈ L 2 (M, τ ) denote the element corresponding to x ∈ M.
For T ∈ M, σ(T ) will denote its spectrum, µ T will denote its Brown measure, and for B ∈ A, P (T, B) will denote the corresponding HaagerupSchultz projection. By projection, we mean a bounded self-adjoint idempotent.
2.2.
Brown measure and Haagerup-Schultz projections. L.Brown [2] showed that there exists a generalization of the spectral distribution measure to non-normal operators in tracial von Neumann algebras:
Then there exists a unique probability measure µ T such that for every λ ∈ C,
where for a positive operator S, µ S denotes the spectral distribution measure τ • E, where E is the spectral measure for S.
The measure µ T is called the Brown measure of T . If T is normal, µ T equals the spectral distribution measure of T .
Haagerup and Schultz in [13] constructed a set of invariant projections for T , which behave well with the Brown measure:
Moreover, P (T, B) is T -hyperinvariant, and if
In Theorem 8.1 of [13] , Haagerup and Schultz also show the following convergence result: The following result is from the essential construction, found in [13] , which Haagerup and Schultz used to build P (T, B) for general Borel sets B. 
The Haagerup-Schultz projections satisfy nice lattice properties, as shown in [18] :
They also behave well with respect to compressions and similarities (Theorem 2.4.4, Theorem 12.3 in [3] ): Theorem 2.2.6. Let Q ∈ M be a non-zero T -invariant projection, and suppose A ∈ M is invertible. Then, for all Borel sets B ⊂ C, we have 
Theorem 2.2.8. For commuting operators S, T ∈ M, and a Borel set B ⊂ C 2 , there is a projection P ((S, T ) : B) ∈ M which is (S, T )-hyperinvariant, and which satisfies the following: 2.3. Decomposability of operators. Decomposability of operators was introduced by Foiaş [10] and studied by many authors, including Apostol [1] and Foiaş [11] . See the book [14] 
where the spectra are computed in the compressions of M by P (T, B) and
The local spectral subspaces of an operator play an important role in decomposability. We will not go into details here, (see [14] for more information), but we note the following result of Haagerup and Schultz (Proposition 9.2 of [13] ), which we will use. Proposition 2.3.3. Suppose T ∈ M is decomposable. Then for every Borel set B ⊆ C, the range of P (T, B) is the closure of the local spectral subspace H T (B).
R-diagonal operators.
The R-diagonal operators were first introduced and studied by Nica and Speicher [16] and are natural objects in free probability theory. In a finite von Neumann algebra, an R-diagonal operator x is one that has the same * -distribution as uh, where u is a Haar unitary, h = |x| is positive, and the pair (u, h) is * -free.
Here we collect some results and observations of Haagerup and Larsen [12] :
Proof. Assertions (i) and (ii) are from Proposition 3.10 of [12] , while the assertion (iii) follows from Proposition 4.1 of [12] and the fact that x Rdiagonal implies that x has the same * -distribution as vx when v is a Haar unitary that is * -free from x.
DT-operators.
In [7] , the first author and Uffe Haagerup introduced the class of DT-operators and proved that they are all strongly decomposable. For each compactly supported Borel probability measure µ on C and each c > 0, there is a DT(µ, c) operator Z, (or, more correctly, there is a DT(µ, c) * -distribution, and every element of a W * -noncommutative probability space having this * -distribution is called a DT(µ, c) operator). This operator can be realized as Z = D + cT , where D is a normal operator and T is the "upper triangular half" of a semicircular operator that is free from an abelian algebra containing D. See [7] for details.
For convenience, we collect some results (or easy observations) from [7] :
is the set map of multiplication by w −1 , (ii) the spectrum of Z equals the support of µ, (iii) the Brown measure of Z is µ.
Circular free Poisson operators.
In Definition 1.1 of [6] , a circular free Poisson operator of parameter c ≥ 1 is defined to be an R-diagonal operator x as above such that |x| 2 has moments equal to those of a free Poisson distribution ν c with paramenter c. Namely, this distribution is absolutely continuous with respect to Lebesgue measure and has density
where a = (
Theorem 7.3 of [7] shows that the DT-operators that are also R-diagonal are precisely scalar multiples of the circular free Poisson operators, and that a circular free Poisson operator of parameter c is a DT(µ, 1) operator, where µ is the uniform probability measure on the annulus A √ c−1, √ c centered at the origin and with radii √ c − 1 and √ c.
Proposition 2.6.1. Let Z be a circular free Poisson operator of parameter c. Then
Proof. By Proposition 2.4.1(iii), Z 2 equals the spectral radius of Z. By Proposition 2.5.1, Z has spectrum equal to the annulus A √ c−1, √ c . Similarly, if c > 1, then Z is invertible and using Proposition 2.4.1(i), Z −1 2 is the spectral radius of Z −1 . But Z −1 has spectrum equal to the annulus A c −1/2 ,(c−1) −1/2 .
Spectral operators in finite von Neumann algebras
Definition 3.1. Let A be the Borel σ-algebra of the complex plane C. A bounded idempotent valued spectral measure in M is a mapping σ → E(σ) that assigns to every σ ∈ A an idempotent E(σ) ∈ M so that
where the sum converges with respect to · 2 , (iv) sup σ∈A E(σ) < ∞.
Of course, a bounded idempotent valued spectral measure E where each E(σ) is self-adjoint is just called a spectral measure.
It is known that the analogous object, a bounded idempotent valued spectral measure in B(H), is similar to a spectral measure in B(H). This may be found in [15] (cf [19] ), but we have not been able to obtain a copy of [15] . For completeness, we provide a proof of the analogous result in M.
Proposition 3.2. Suppose E is a bounded idempotent valued spectral measure in M. Then there is an invertible
Proof. Fix a normal faithful representation M ֒→ B(H). Given a finite Borel partition π = {σ 1 , . . . , σ n } of C, we consider the sesquilinear form on H given by
and denote the corresponding norm by
for every x ∈ H, where M = sup σ∈A E(σ) .
Let Ω be the directed set of all finite Borel partitions of C, partially ordered by refinement. Consider the net
We identify each sesquilinear form ·, · π with its restriction to the Cartesian product S 1 × S 1 of the unit sphere of H with itself. Using the upper bound from (1), we have | x, y π | ≤ 2M for every (x, y) ∈ S 1 × S 1 . Thus, each sesquilinear form ·, · π is identified with an element of the product space X = S 1 ×S 1 2M D of copies of the closed disk of radius 2M , which is compact, by Tychonoff's Theorem. Thus, the net (2) has an accumulation point in X, and this extends to a bounded sesquilinear form ·, · α on H.
Let x, y ∈ H. If π = {σ 1 , . . . , σ n } ∈ Ω and σ = i∈I σ i for some I ⊆ {1, . . . , n}, then E(σ)x, y π = x, E(σ)y π . This implies that, for every
Since ·, · α is a bounded sesquilinear form, there is A ∈ B(H), A ≥ 0, so that for all x, y ∈ H, we have
x, y α = Ax, Ay .
Using (3), we see that A is invertible. From (4), we get
It remains to show A ∈ M. Suppose U is a unitary in the commutant of M. We see immediately that for every π ∈ Ω and for all x, y ∈ H we have U x, U y π = x, y π , so we must have AU x, AU y = U x, U y α = x, y α = Ax, Ay .
Thus, U commutes with A 2 , so A 2 ∈ M and A ∈ M. Definition 3.3. Following Dunford [4] , an operator T ∈ B(H) is called a spectral operator if there exists an idempotent valued spectral measure E such that (v) E(B)T = T E(B), for every Borel set B. (in particular, E(B)H is an invariant subspace for T ) (vi) The spectrum of T restricted to the range of E(B) is contained in the closure of B:
From Theorems 5 and 6 in [4] , if T is a spectral operator, its idempotent valued spectral measure is uniquely defined, and E(B) belongs to the bicommutant of {T }, for every Borel set B.
Definition 3.4. An operator S ∈ B(H) is said to be of scalar type if S is spectral and also satisfies the equation
where E is its associated spectral measure, and the integral is in the uniform operator norm topology.
Scalar type operators can be characterised precisely as those operators which are similar to normal operators. Proof. Note that if S ∈ M is of scalar type, then its idempotent valued spectral measure actually lies in M. Using the invertible element A constructed in Proposition 3.2, since A −1 E(·)A defines a spectral measure, the integral
defines a normal operator. Conversely, if A −1 SA = N is normal, then the map
defines an idempotent valued spectral measure. Clearly, E behaves well with respect to the spectrum for S, so S is a spectral operator. Moreover, equation (6) still holds, so (5) holds and S is of scalar type.
Spectral operators can be characterised by the following decomposition property (see [4] ). Proposition 3.6. If S ∈ M is a scalar type operator and Q ∈ M is quasinilpotent with SQ = QS, then T = S + Q is a spectral operator.
Conversely, if T ∈ M is a spectral operator, then T can be written as T = S + Q, where S, Q ∈ M, Q is quasinilpotent, S is scalar type and SQ = QS. Morever, we have
where E is the idempotent valued spectral measure associated to T .
The Haagerup-Schultz projections of spectral operators are determined by their idempotent valued spectral measures: Proposition 3.7. Let T ∈ M be a spectral operator with idempotent valued spectral measure E. Then, for every Borel set B,
Proof. It is known (see Corollary 1.2.25 in [14] ) that for a spectral operator T , and a closed set K, the range of the the spectral measure of K, E(K)H, is equal to the local spectral subspace H T (K). Then, since T is decomposable, by (Haagerup and Schultz's result) Proposition 2.3.3 and the fact that for decomposable operators, the local spectral subspaces for closed sets are closed, we have P (T, K)H = H T (K). Thus, the desired equality (7) holds for closed sets B. Now, given an arbitrary Borel set B, by inner regularity of µ T , there is an increasing family
Together with the lattice property Theorem 2.2.5, this implies
Thus, we have
Let p and, respectively, p ′ be the orthogonal projection from H onto E(B)H and, respectively, E(B c )H. Since E(B)E(B c ) = 0, we have p ∧ p ′ = 0. However, from (8) we have P (T, B) ≤ p and, likewise, P (T, B c ) ≤ p ′ . We also have
) and τ (p ′ ) = τ (P (T, B c ) ). This implies p = P (T, B), namely, that (7) holds.
Angles between Haagerup-Schultz projections
The following is well-known, but we provide a proof for completeness: 
There exists a bounded idempotent e ∈ B(H) such that eH = V and (1 − e)H = W.
Moreover, to refine the implication (i) =⇒ (iii), there is a continuous, strictly decreasing function
f : (0, 1] → [1, ∞) such that e ≤ f 1 − cos(α(V, W )) .
Proof. (i) implies (ii): Let
So either v or w is ≤ v + w / √ 2ǫ. If v is so bounded, then
By symmetry, we always have
Consider a sequence (v n + w n ) ∞ n=1 with v n ∈ V and w n ∈ W that converges in H to a vector z. We will show z ∈ V + W . Using (10), we have that the sequences (v n ) ∞ n=1 and (w n ) ∞ n=1 are Cauchy, hence, converge to some elements v ∈ V and w ∈ W , respectively. Hence, z = v + w ∈ V + W .
(ii) implies (iii): The map e : V + W → V which is the identity on V and has kernel equal to W is well defined. By the closed graph theorem, it is bounded.
(iii) implies (i): If the angle were zero, we would have unit vectors v n ∈ V and w n ∈ W such that v n , w n → 1. Then v n − w n → 0, but e(v n − w n ) = v n . This contradicts that e is bounded.
In order to bound the norm of e, let ǫ = 1 − cos(α(V, W )). Let w ∈ W and v ∈ V with w = 1 and v = a. Then, using the first inequality in (9), we get
which yields
The right hand side attains its maximum value of f (ǫ) := 2
when a = 2/(2 − ǫ).
We now examine angles between Haagerup-Schultz projections of disjoint closed sets.
Theorem 4.2. If T ∈ M is decomposable and if
, and consider the operator T p. Since T is decomposable, its spectrum σ pMp (T p) (in the compression pMp) is a subset of G. From Theorems 2.2.6 and 2.2.5,
Since σ(T p) ⊂ G, we can apply the holomorphic functional calculus for the function 1 F i to T p and the resulting operator e = 1 F 1 (T p) is a bounded idempotent. Since T p restricted to the range of e has spectrum contained in F 1 , we have e ≤ P (T p, F 1 ) and we get
Similarly, we have
Since e(pH) + (1 − e)(pH) = pH = P (T, F 1 )H + P (T, F 2 )H, we must have equality for both inclusions in (11) and (12) and that the sum of subspaces P (T, F 1 )H + P (T, F 2 )H is closed. By Lemma 4.1, this implies that the two projections have non-zero angle.
The next example shows that the nonzero angle conclusion of the previous theorem may fail if T is not decomposable.
where the algebra on the right is the ℓ ∞ sum embedded into a finite von Neumann algebra M and where T k is the k × k matrix
consisting of (−1, . . . , −1, 0) on the main diagonal, all entries on the diagonal above it being 1, and all other entries of the matrix being 0. Note that the Brown measure of T is supported on {−1, 0}, but it is easy to see that the spectrum of T is the closed disk of radius 1 centered at −1. Indeed, if
Note that this stays uniformly bounded in operator norm as k → ∞ if and only if |1 + z| > 1. From this, the assertion about the spectrum of T follows. In particular, T is not decomposable. The vector v k = (1, 1, . . . , 1) t lies in the kernel of T k while the vector w k = (1, 1, . . . , 1, 0) t lies ker(T k + I k ) k ) and the angle between v k and w k is arccos( 1 − 1 k ). This implies that angle between P (T, {−1}) and P (T, {0}) is zero. Definition 4.4. Let T ∈ M. Let P (T, B) denote the Haagerup-Schultz projection of T corresponding to a Borel set B. We say T has the non-zero angle property (or NZA property) if for every Borel set B ⊆ C satisfying P (T, B) = 0 and P (T, B c ) = 0, we have
We say T has the uniformly non-zero angle property (or UNZA property) if there exists κ > 0 such that for every B satisfying P (T, B) = 0 and P (T, B c ) = 0, we have 
(a) E(B)H = P (T, B)H and ker E(B) = P (T, B c )H, (b) T E(B) = E(B)T , (c) The Brown measure of the restriction of T to the range of E(B) is concentrated in B.
Proof. By Lemma 4.1, for any Borel set B there is a bounded idempotent E(B) satisfying condition (a). We verify that E is indeed an idempotent valued spectral measure by checking the conditions of Definition 3.1.
Clearly, E(C) = 1, so 3.1(i) holds. By Lemma 4.1 and the UNZA hypothesis, we have uniform boundedness of the E(B), so 3.1(iv) holds.
Note that if B 1 and B 2 are disjoint Borel subsets of C, then it follows from the UNZA property that α(P (T, B 1 ), P (T, B 2 )) > 0 and, thus, by Theorem 2.2.5 and Lemma 4.1, that
Iterating this, we see that if B 1 , . . . , B n are pairwise disjoint and B = n j=1 B j , then
We now show that property 3.1(ii) holds. Let B 1 , B 2 be Borel subsets of C. If ξ ∈ H then, by the above, we may write ξ = ξ 00 + ξ 01 + ξ 10 + ξ 11 , where
We have
We also have
Given ξ ∈ H and n ∈ N, using the property proved at (13), we may write ξ = η + ξ 1 + · · · + ξ n , where η ∈ P (T, A c n )H and ξ j ∈ P (T, B j )H. For each j, we have E(B j )ξ = ξ j and
Thus E(A n ) = n j=1 E(B j ) and in order to prove property 3.1(iii), it will suffice to show that E(A n ) converges to E(A) in strong operator topology as n → ∞. Given ξ ∈ H, we have ξ = ξ 0 + ξ 1 for ξ 0 ∈ P (T, A c )H and ξ 1 ∈ P (T, A)H. Then for all n, E(A n )ξ 0 = E(A)ξ 0 = 0. Since P (T, A n ) increases and converges in strong operator topology to P (T, A) as n → ∞, the vector ξ (n) 1 := P (T, A n )ξ 1 converges to P (T, A)ξ 1 = ξ 1 as n → ∞. Let ǫ > 0. For all n sufficiently large, we have
and for such n we have
This completes the proof of property 3.1(iii).
We now prove (b). Given ξ ∈ H, we write ξ = ξ 0 + ξ 1 where ξ 0 ∈ P (T, B c )H and ξ 1 ∈ P (T, B)H. Since E(B)H = P (T, B)H and P (T, B c )H are invariant subspaces for T , we have
This proves that T and E(B) commute.
The assertion (c) follows immediately from E(B)H = P (T, B)H and the property of Haagerup-Schultz projections. This integral exists, and S is a bounded operator, since, by construction, E(B) = 0 for B ⊂ σ(T ) c . Moreover, S is clearly an operator of scalar type. By Theorem 3.5, there exists an invertible A so that N = ASA −1 is normal. Let Q = T − S. Since T E(B) = E(B)T , it follows that Q and S commute. We claim that Q is s.o.t-quasinilpotent. Using Proposition 3.7 and Lemma 4.6, for every Borel set B we have
so the Haagerup-Schultz projections of S and T agree. Using the pushforward result from Proposition 2.2.9, we have
Since P (T, ·) = P (S, ·), and P ((T, S) : (c) =⇒ (a). Assume AT A −1 = N + Q ′ as described in (c). Let B be a Borel set in C. Then, from Theorem 2.2.6 and Proposition 2.2.9, we get
If UNZA fails, there exist sets B n so that
n )H such that v n , w n → 1, and ||v n || = ||w n || = 1. Since N is normal, its spectral subspaces are orthogonal. So, from (14), we have
which contradicts the fact that ||v n − w n || → 0. Proof. If T = N + Q as described, then, from Proposition 2.2.9, P (T, ·) = P (N, ·) is a spectral measure. On the other hand, if P (T, ·) is a spectral measure, then clearly T satisfies UNZA and the construction (a) =⇒ (b) in the proof of Theorem 4.7 yields T = S + Q with S actually normal.
It is well known and is also easily seen from the above that spectral operators are decomposable. With the help of Theorem 4.7, we get the following equivalance: Proof. It is clear from definitions that spectrality implies decomposability and, from Theorem 4.7 and the characterization in Proposition 3.6, that spectrality implies the UNZA property.
To prove the converse, suppose that T is decomposable and has the UNZA property. Let E be the idempotent valued spectral measure constructed in Lemma 4.6. By decomposability and Proposition 2.3.2, we see that for each Borel set B, the spectrum of the restriction of T to E(B) is contained in the closure of B. Thus, T is spectral.
Some non-spectral but strongly decomposable operators
The following simple example constructs an operator which is decomposable (even Borel and hence strongly decomposable), but not spectral.
Example 5.1. By a standard construction, we can realize the von Neumann algebra direct sum
as a von Neumann subalgebra of the hyperfinite II 1 factor. Let
We claim that σ(T ) = {1, 1/2, 1/3...} ∪ {0}. This is easily seen, for given λ / ∈ {0} ∪ {1/n} ∞ n=1 , we have
and this is uniformly bounded in norm as n → ∞. It is well known that every operator (like T ) with countable spectrum is decomposable. In fact (see [8] ) it is even Borel decomposable, which is stronger than decomposable.
The vector (1, 0) t is an eigenvector with eigenvalue 0 for each matrix block in (16) . For each n, the vector (1, 1/n) t is the other eigenvector of the nth matrix block in (16) , with eigenvalue 1/n. But the angle between (1, 1/n) t and (1, 0) goes to 0 as n → ∞. This implies α(P (T, {0}), P (T, C \ {0})) = 0.
So the operator T fails to have the nonzero angles property and, by Corollary 4.9, is not spectral. However, since T has countable spectrum, it is strongly decomposable. This concludes the example.
The rest of this section is devoted to showing that no circular free Poisson operator is spectral. This includes the case of Voiculescu's circular operator. 
) operator for a Borel probability measure µ j on C, • 1 N (µ 1 + · · · + µ N ) = µ and we are free to choose the µ j subject to these conditions. In particular, we may choose a measurable partition of the annulus A √ c−1, √ c into N equally weighted, pairwise disjoint sets, E 1 , . . . , E N and let µ j be the renormalized restriction of µ to E j . Let δ 1 , δ 2 be such that
We may choose such a partition E 1 , . . . , E N so that
Then √ N a j is a DT(μ j , 1)-operator, whereμ 1 andμ 2 are uniform measures on A √
, respectively. Namely, √ N a 1 and √ N a 2 are circular free Poisson of parameters N (c−δ 1 ) and N (c− δ 2 ) + 1, respectively. In partiular, a 2 is invertible and, by Proposition 2.6.1, we have
The upper left 2 × 2 corner of Z n is equal to
We regard M N (M) as acting on the Hilbert space H := L 2 (M, τ ) ⊕N , whose elements are thought of as column vectors of length N . For each n ∈ N, let η n , ξ n ∈ L 2 (M, τ ) be the elements
where the second equality is a result of * -freeness, the fourth equality is from Proposition 2.4.1, and the fifth is from (19) and (20). Thus, we may set
where convergence is with respect to · 2 , and we have
On the other hand, in a similar manner we have, in H,
By Proposition 2.2.4, this implies that x lies in the range of the HaagerupSchultz projection P (Z, A √ c−δ 2 ,∞ ). However, using Proposition 5.3 of [7] , we have the following inclusion involving local spectral subspaces:
where E 1 and E 2 are as in (18) . Thus, by Proposition 2.3.3, x belongs to the range of P (Z, E 1 ∪E 2 ). Using the lattice properties of the Haagerup-Schultz projections (Theorem 2.2.5), we have that x belongs to the range of P (Z, E 1 ∪ E 2 ) ∧ P (Z, A √ c−δ 2 ,∞ ) = P (Z, E 2 ). Again using Proposition 5.3 of [7] , we have
In particular, we have that Forcing θ to be arbitrarily close to zero is equivalent to forcing ζ to be arbitrarily large. We compute δ 2 ) ,
where for the second equality we used * -freeness of (a 1 , b 12 , a 2 ), for the third equality we used R-diagonality of a 1 , and the remaining part of the computation follows as in (21). To summarize, we have shown that given ǫ > 0 and N ≥ 3, by choosing δ 2 and δ 1 satisfying (17) and so that N (δ 1 − δ 2 ) is sufficiently small, we ensure This already implies that Z fails to have the UNZA property. It is now, however, an easy matter to show that Z also fails to have the NZA property. We recursively choose N 1 < N 2 < · · · and δ
and so that, letting 
1 , E
1 , . . . , E
2 , E 
2 )) = 0 so that, letting
j , we will have F 1 ∩ F 2 = ∅ and α(P (Z, F 1 ), P (Z, F 2 )) = 0.
This will imply that Z fails the NZA property.
To see that the recursive choices of N k , δ 2 , which will ensure pairwise disjointness of the annuli (23). For this, we will need c − δ
This will hold if we choose the quantities (25) so that 1
holds. This is possible. Indeed, we first choose N k+1 so that 2 N k+1 < δ
and then we choose δ
and, finally, we choose δ 
