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ASYMPTOTICS OF DISCRETE β-CORNERS PROCESSES VIA TWO-LEVEL
DISCRETE LOOP EQUATIONS
EVGENI DIMITROV AND ALISA KNIZEL
Abstract. We introduce and study stochastic particle ensembles which are natural discretizations of general
β-corners processes. We prove that under technical assumptions on a general analytic potential the global
fluctuations for the difference between two adjacent levels are asymptotically Gaussian. The covariance is
universal and remarkably differs from its counterpart in random matrix theory. Our main tools are certain
novel algebraic identities that are two-level analogues of the discrete loop equations.
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1. Introduction
1.1. Preface. A continuous β log-gas is a probability distribution on N -tuples of ordered real numbers
y1 < y2 < · · · < yN with density proportional to
(1.1)
∏
1≤i<j≤N
(yj − yi)β ·
N∏
i=1
exp(−NV (yi)),
where V (y) is a continuous function called the potential. The study of continuous log-gases for general
potentials is a rich subject that is of special interest to random matrix theory, see e.g. [2, 19, 31, 35]. For
example, when V (y) = βy
2
4 and β = 1, 2, 4, the distribution (1.1) is the joint density of the eigenvalues of
random matrices from the Gaussian Orthogonal/Unitary/Symplectic ensembles (GOE, GUE and GSE) [2,19].
The above random matrix ensembles at β = 1, 2, 4 come with an additional structure, which is a natural
coupling between the distributions (1.1) with varying number of particles N . In the case of the Gaussian
Unitary Ensemble, take M = [Mij ]Ni,j=1 to be a random Hermitian matrix with probability density propor-
tional to exp
(−Trace(M2/2)) . Let yk1 ≤ yk2 ≤ · · · ≤ ykk for k = 1, . . . , N , denote the set of (real) eigenvalues
of the top-left k× k corner [Mij ]ki,j=1. The eigenvalues satisfy the interlacing conditions yji ≤ yj−1i ≤ yji+1 for
all meaningful values of i and j, with the inequalities being strict almost surely.
In this way (1.1) is canonically extended to the measure on the Gelfand-Tsetlin cone
GTN := {y ∈ RN(N+1)/2 : yji < yj−1i < yji+1}
formed by the eigenvalues of corner submatrices. This ensemble is known as the GUE-corners process (the
term GUE-minors process is also used) [6, 20, 32].
Similar constructions are available for GOE and GSE (β = 1, β = 4). One can notice that in the resulting
formulas for the distribution of the corners process {yji }, i = 1, . . . , j, j = 1, . . . , N , the parameter β enters
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in a simple way (see e.g. [33, Proposition 1.1]). This readily leads to the generalization of the definition of
the corners process to the case of general β > 0 and general potential V and it is given by the formula
(1.2)
1
Z
∏
1≤i<j≤N
(yNj − yNi )
N−1∏
k=1
 ∏
1≤i<j≤k
(ykj − yki )2−β
k∏
a=1
k+1∏
b=1
|yka − yk+1b |β/2−1
 · N∏
i=1
e−NV (y
N
i ),
where Z is a normalization constant, see [33] and [34]. The fact that the projection of (1.2) to the top level
yN is given by (1.1) can be deduced from the Dixon-Anderson integration formula (see [3, 16]), which has
been studied in the context of Selberg integrals (see [39], [31] and [19, Chapter 4]). For V (y) = y2 the above
ensemble also carries the name Hermite β-corners process. If 1N log V (y) = −yp(1 − y)q where p, q > −1
then (1.2) is called the β-Jacobi corners process and describes the joint distribution of the eigenvalues of a
(different type) random matrix corners ensemble [41].
In [9] the authors proposed the following integrable discretizations of (1.1), called discrete β-ensembles
or discrete log-gases. These are probability distributions that depend on a parameter θ = β/2 > 0 and a
positive function w(x;N), and have the form
P(`1, . . . , `N ) ∝
∏
1≤i<j≤N
Γ(`i − `j + 1)Γ(`i − `j + θ)
Γ(`i − `j)Γ(`i − `j + 1− θ)
N∏
i=1
w(`i;N),(1.3)
where `i = λi + θ(N − i + 1) and λN ≤ λN−1 ≤ · · · ≤ λ1 are integers. Note that we have reversed the
order of the indices so that `1 is now largest and `N is the smallest – this convention is more consistent with
the symmetric function origin of (1.3). The interest in measures of the form (1.3) comes from integrable
probability; specifically, due to their connection to uniform random tilings, (z, w)-measures, Jack measures
— see [9, Section 1] for more details.
Central objects of interest to us in the present paper are certain extensions of (1.3) to multi-level settings
that are natural discrete analogues of (1.2) the same way that (1.3) is a discrete analogue of (1.1). The models
we study depend on a parameter θ = β/2 > 0, and N,M ∈ N as well as a positive function w(x;N).We
explain the construction below.
A Gelfand-Tsetlin scheme (pattern) is a triangular array of integers integers λki such that:
λNN λ
N
N−1 . . . . . . . . . . . . λN2 λN1
λN−1N−1 λ
N−1
N−2 . . . λ
N−1
2 λ
N−1
1
λN−2N−2 λ
N−2
1
≤≤≤
≤ ≤
≤
≤
≥≥ ≥
≥
≥
≥
≥
. . . . . . . . . . . .
λ11
(1.4)
Any two adjacent levels of a Gelfand-Tsetlin pattern satisfy the following interlacing property λi+1i+1 ≤ λii ≤
λi+1i ≤ · · · ≤ λi1 ≤ λi+11 , which we denote by λi  λi+1. The state space of our measure consists of Gelfand-
Tsetlin patterns such that 0 ≤ λNN ≤ λN1 ≤M . The measure we put on this space is more easily expressible
in terms of the shifted coordinates `ij = λ
i
j + (N + 1 − j) · θ and we will frequently use these coordinates,
going back and forth without mention. Abusing notation a bit we also write `i  `i+1 to mean λi  λi+1.
With the above data we define the following measure
(1.5) Pθ,NN (`
1, . . . , `N ) ∝
∏
1≤i<j≤N
Γ(`Ni − `Nj + 1)
Γ(`Ni − `Nj + 1− θ)
·
N−1∏
k=1
I(`k+1, `k) ·
N∏
i=1
w(`Ni ;N), with
2
I(`s, `s−1) =
∏
1≤i<j≤s
Γ(`si − `sj + 1− θ)
Γ(`si − `sj)
·
∏
1≤i<j≤s−1
Γ(`s−1i − `s−1j + 1)
Γ(`s−1i − `s−1j + θ)
×
×
∏
1≤i<j≤s
Γ(`s−1i − `sj)
Γ(`s−1i − `sj + 1− θ)
·
∏
1≤i≤j≤s−1
Γ(`si − `s−1j + θ)
Γ(`si − `s−1j + 1)
.
(1.6)
The fact that the projection of (1.5) to the top level `N is given by (1.3) is a consequence of the branching
relations for Jack symmetric functions [30] and can be deduced from [23, Section 2] as we show in Section 7.
Note that when θ = β/2 = 1 the terms I(`s, `s−1) all become 1 and the conditional distribution of
`1, `2, . . . , `N−1, given `N becomes uniform on the discrete set specified by the interlacing conditions `N 
`N−1  · · ·  `1. We view such an extension as a canonical Gibbsian extension of the measures in (1.3) to
multiple levels. One reason to view (1.6) as a canonical or integrable extension of (1.3) for general θ > 0 is due
to connections to different integrable models of 2d statistical mechanics, such as random tilings, ensembles
of non-intersecting paths and Jack ascending processes [22, 23, 26]. We will refer to the measures defined by
(1.5) as discrete β-corners processes.
Note that if we set `ij = M · yii+1−j then by [17] we have∏
1≤i<j≤N
Γ(`Ni − `Nj + 1)
Γ(`Ni − `Nj + 1− θ)
·
N−1∏
k=1
I(`k+1, `k) ∼
∼
∏
1≤i<j≤N
(yNj − yNi )
N−1∏
k=1
 ∏
1≤i<j≤k
(ykj − yki )2−2θ
k∏
a=1
k+1∏
b=1
|yka − yk+1b |θ−1
 ,
which mimics (1.2) for θ = β2 and is another reason one might consider (1.5) as a reasonable discretization.
The main goal of the present paper is to initiate a detailed study of the fluctuations of discrete β-corner
processes. We investigate the projections of (1.5) to the top two levels (`N , `N−1) and certain generalizations
of the latter. More specifically, we consider measures on pairs (`,m), where
` = (`1, . . . , `N ), m = (m1, . . . ,mN−1), with
`j = λj + (N + 1− j) · θ for i = 1 . . . , N, mi = µi + (N + 1− i) · θ for i = 1 . . . , N − 1 and
M ≥ λ1 ≥ µ1 ≥ λ2 ≥ · · · ≥ µN−1 ≥ λN ≥ 0, λi,mi ∈ Z
of the form
(1.7) PθN (`,m) = Z−1N ·Ht(`) ·Hb(m) · I(`,m), where
Ht(`) =
∏
1≤i<j≤N
Γ(`i − `j + 1)
Γ(`i − `j + 1− θ)
N∏
i=1
w(`i;N) ·
N−1∏
i=1
τ(mi;N), H
b(m) =
∏
1≤i<j≤N−1
Γ(mi −mj + θ)
Γ(mi −mj) ;
I(`,m) =
∏
1≤i<j≤N
Γ(`i − `j + 1− θ)
Γ(`i − `j) ·
∏
1≤i<j≤N−1
Γ(mi −mj + 1)
Γ(mi −mj + θ)×
×
∏
1≤i<j≤N
Γ(mi − `j)
Γ(mi − `j + 1− θ) ·
∏
1≤i≤j≤N−1
Γ(`i −mj + θ)
Γ(`i −mj + 1) .
(1.8)
In (1.8), w(x;N) is a positive function on [θ,M +Nθ] and τ(x;N) is a positive function on [2θ,M +Nθ]. If
τ ≡ 1 then the distribution of (`,m) in (1.7) is exactly the same as that of (`N , `N−1) in (1.5), see Section 7.
One can also think about ` and m as the locations of a collection of 2 types of particles on a line and then
(1.5) can be viewed as a certain discrete version of a two-component plasma on a line, see [1, 4, 5, 29].
In the present paper, we focus on the study of the asymptotics of the global fluctuations of the measures
1.7. Our main tools are certain novel two-level analogues of the discrete loop equations from [9]. Loop
equations (also known as Schwinger-Dyson equations) have proved to be a very efficient tool in the study of
3
global fluctuations of discrete and continuous log-gases, see [10, 11, 25, 28, 39] and references therein. In the
dicrete setup they are known as Nekrasov’s equations (see [9,15]). These are functional equations for certain
observables of the log-gases (1.1) that are related to the Stieltjes transforms of the empirical measure and
and their cumulants. Since their introduction loop equations have become a powerful tool for studying not
only global fluctuations but also local universality for random matrices [7, 12].
In the two-level setting our loop equations can be thought of as functional equations that relate the
Stieltjes transforms of the empirical measures on the two levels and their cumulants, and we can be used to
extract meaningful probabilistic information for various systems. To demonstrate their potential we use our
discrete loop equations to study the global fluctuations of the measures in (1.7) for a large class of weights,
establishing Gaussian fluctuations. In a different direction, through a diffuse limit of the equations we obtain
two-level analogues of the loop equations in [11], which to our knowledge are novel and might be of separate
interest.
We next turn to describing our results in more detail.
1.2. Main results. We start with the main algebraic component of our argument, which we call the two-
level Nekrasov’s equations. The equations take a different form depending on whether θ = 1 or θ 6= 1. We
forgo stating the equation for the case θ = 1 until the main text, see Theorem 2.3.
Theorem 1.1. Let PθN be a probability distribution as in (1.7) for θ 6= 1, M ≥ 1 and N ≥ 2. Let MN ⊂ C
be open and [θ,M + 1 + Nθ] ⊂ MN . Suppose there exist six functions φti, φbi and φmi for i = 1, 2 that are
analytic inMN and such that
(1.9)
φt1(z)
φm1 (z)
=
w(z − 1)
w(z)
,
φb1(zˆ)
φm1 (zˆ)
=
τ(zˆ)
τ(zˆ − 1) and
φt2(z)
φm2 (z)
=
w(z)
w(z − 1) ,
φb2(zˆ − θ)
φm2 (zˆ − θ)
=
τ(zˆ − 1)
τ(zˆ)
,
for all z ∈ [θ + 1,M +Nθ] and zˆ ∈ [2θ + 1,M +Nθ]. In addition we suppose that
(1.10) φt1(θ) = φ
b
1(M + 1 +Nθ) = φ
m
1 (M + 1 +Nθ) = φ
t
2(M + 1 +Nθ) = φ
m
2 (θ) = φ
b
2(θ) = 0.
Define R1(z) and R2(z) through
R1(z) =φ
t
1(z) · E
[
N∏
i=1
z − `i − θ
z − `i
]
+ φb1(z) · E
[
N−1∏
i=1
z −mi + θ − 1
z −mi − 1
]
+
θ
1− θ · φ
m
1 (z) · E
[
N∏
i=1
z − `i − θ
z − `i − 1
N−1∏
i=1
z −mi + θ − 1
z −mi
]
,
(1.11)
R2(z) = φ
t
2(z) · E
[
N∏
i=1
z − `i + θ − 1
z − `i − 1
]
+ φb2(z) · E
[
N−1∏
i=1
z −mi
z −mi + θ
]
+
θ
1− θ · φ
m
2 (z) · E
[
N∏
i=1
z − `i + θ − 1
z − `i
N−1∏
i=1
z −mi
z −mi + θ − 1
]
.
(1.12)
Then R1(z) and R2(z) are analytic inMN .
Theorem 1.1 is a two-level analogue of the discrete loop equations from [9] for the measures (1.3), and
we refer to the latter as one-level or single-level Nekrasov’s equations so as to distinguish them from our
equations. We prove a certain generalization of Theorem 1.1 in the main text as Theorem 2.1. While our
proof is similar in spirit to the one in [9], essentially performing a careful a residue calculation, we remark
that the computation is much more subtle in the two level-case. In addition, compared to the one-level case
the structure of the equations is richer, which made their discovery much harder.
Remark 1.2. One has the following asymptotic expansion
N∏
i=1
Nz − `i − θ
Nz − `i = exp
[
N∑
i=1
log
(
1− 1
N
θ
z − `i/N
)]
= exp
[
−θG
t
N (z)
N
+
θ2∂zG
t
N (z)
2N2
+O(N−2)
]
,(1.13)
4
where GtN (z) =
∑N
i=1
1
z−`i/N . If we denote G
b
N (z) =
∑N−1
i=1
1
z−mi/N we can perform similar expansions
for the other products in our two-level Nekrasov equations. In this sense, the expansion of the two-level
equations leads to certain functional equations involving GtN (z) and G
b
N (z), and our asymptotic results are
a consequence of a careful analysis of the lower order terms of this expansion.
Remark 1.3. The structure of the discrete loop equations is intimately related to the structure of the discrete
space that underlies it. In particular, the form of the equations we have written in Theorem 1.1 depend on
the fact that the underlying space is given by shifted integer lattices. One can extend the one-level loop
equations to the case of shifted q-lattices [9] or even shifted quadratic lattices [15]. We hope to extend our
two-level equations to such lattices in the future.
The next result we present is obtained by studying the diffuse limits of our two-level loop equations, which
lead to two-level analogues of the loop equations in [11]. We call these objects two level loop equations and
similarly to [11] they come with a different rank. While the usual loop equations have rank parametrized by
n ∈ N, the two level equations are parametrized by (m,n) ∈ Z≥0 × Z≥0. As the formulas are quite involved
we forgo stating them here, and only write down the equations of rank (0, 0). The interested reader is referred
to Section 6 for more details.
Theorem 1.4. Suppose that a−, a+ ∈ R with a− < a+ and let V t, V b be real analytic in a neighborhood M
of [a−, a+]. Suppose (X1, . . . , XN , Y1, . . . , YN−1) is a random (2N − 1)-dimensional vector with density
(1.14) f(x, y) =
1
Zc
∏
1≤i<j≤N
(xj −xi)
∏
1≤i<j≤N−1
(yj − yi)
N−1∏
i=1
N∏
j=1
|yi−xj |θ−1×
N−1∏
i=1
e−NθV
b(yi)
N∏
i=1
e−NθV
t(xi),
where f(x, y) is supported on the set G = {(x, y) ∈ R2N−1 : a− < x1 < y1 < x2 < y2 < · · · < yN−1 < xN <
a+} and Zc is a normalization constant such that the integral of f(x, y) over G is 1. Then if θ ≥ 1
Nθ
2pii
∫
Γ
dz(z − a−)(z − a+)
(v − z)(v − a−)(v − a+)
[
E[Gt(z)]∂zV t(z) + E[Gb(z)]∂zV b(z)
]
− N
2 + (1− θ)N(N − 1)
(v − a−)(v − a+)
E[Gt(v)2]
2
+
E[Gb(v)2]
2
− ∂vE[G
t(v)]
2
− ∂vE[G
b(v)]
2
+ (1− θ)E[Gt(v)Gb(v)] = 0,
(1.15)
where Gt(z) =
∑N
i=1
1
z−Xi and G
b(z) =
∑N−1
i=1
1
z−Yi .
Remark 1.5. The loop equation of rank 1, see e.g. [11], is the single level analogue of the equation in (1.15).
It is the main ingredient in establishing the global fluctuations of continuous β log-gases in [11, 25]. We are
hopeful that (1.15) and its higher rank versions in Theorem 6.2 can be used to study fluctuations of general
β corners processes.
Remark 1.6. We mention that we can only establish Theorem 1.4 and its more general version in the main
text – Theorem 6.2 when θ ≥ 1, because of technical difficulties. We hope to address these difficulties in the
future and remove the above restriction so that the result holds for all θ > 0.
We next turn to explaining our asymptotic results, for which we assume that τ(x;N) ≡ 1.. We start by
listing the limiting regime and corresponding regularity assumptions.
Assumption 1. We assume that we are given parameters θ > 0, M > 0. In addition, we assume that we
have a sequence of parameters MN ∈ N such that
(1.16) MN ≥ 0 and , |MN −NM| ≤ A1, for some A1 > 0.
We denote by PN measures defined by (1.7) for M = MN and τ(x;N) = 1 and θ,N .
Assumption 2. We assume that w(x;N) in the interval [θ,MN +Nθ] has the form
w(x;N) = exp (−NVN (x/N)) ,
for a function VN that is continuous in the interval [θ ·N−1,MN ·N−1 + θ] and such that
(1.17) |VN (s)− V (s)| ≤ A2 ·N−1 log(N), where V is continuous and |V (s)| ≤ A3,
5
for some constants A2, A3 > 0. We also require that V (s) is differentiable and for some A4 > 0
(1.18)
∣∣V ′(s)∣∣ ≤ A4 · [1 + |log |s||+ | log |s− M||] , for s ∈ [0, M] .
Remark 1.7. We believe that one can take more general remainders in the above two assumptions, without
significantly influencing the arguments in the later parts of the paper. However, we do not pursue this
direction due to the lack of natural examples.
Consider the random probability measure µN on R given by
(1.19) µN =
1
N
N∑
i=1
δ
(
`i
N
)
, where (`1, . . . , `N ) is PN -distributed.
Under Assumptions 1 and 2 we have the following result, which can be found in [9, Theorem 5.3].
Theorem 1.8. Suppose that Assumptions 1, 2 hold and τ(x,N) ≡ 1. Then the measures µN converge
weakly in probability to a certain deterministic probability measure µ(x)dx.∗ More precisely, for each Lipschitz
function f(x) defined in a real neighborhood of [0, M + θ] and each ε > 0 the random variables
N1/2−ε
∣∣∣∣∫
R
f(x)µN (dx)−
∫
R
f(x)µ(x)dx
∣∣∣∣
converge to 0 in probability and in the sense of moments. The measure µ(x)dx
(1) is supported in [0, M + θ];
(2) has density µ(x) such that 0 ≤ µ(x) ≤ θ−1
and is the unique minimizer of the functional
(1.20) IV [ρ] = θ
∫∫
x6=y
log |x− y|ρ(x)ρ(y)dxdy −
∫
R
V (x)ρ(x)dx
among all measures that satisfy these above two properties.
We call the measure µ in Theorem 3.2 the equilibrium measure.
Assumption 3. We assume that we have an open set M ⊂ C, such that [0, M + θ] ⊂ M. In addition, we
require for all large N the existence of analytic functions Φ+N ,Φ
−
N onM such that
w(Nx;N)
w(Nx− 1;N) =
Φ+N (Nx)
Φ−N (Nx)
, ,(1.21)
whenever x ∈ [θ ·N−1, (MN + 1) ·N−1 + θ]. Moreover,
Φ−N (Nz) = Φ
−(z) + ϕ−N (z) +O
(
N−2
)
and Φ+N (Nz) = Φ
+(z) + ϕ+N (z) +O
(
N−2
)
,
where ϕ±N (z) = O(N
−1) and the constants in the big O notation are uniform over z in compact subsets of
M. All aforementioned functions are holomorphic inM.
Assumption 3 implies that Theorem 1.1 holds for large N enough.
We may now state our main asymptotic result.
Theorem 1.9. Suppose Assumptions 1-3 and the technical Assumptions 4-6 (see Section 3) hold. Let U :=
C \ [0, M + θ]. For n ≥ 1 let f1, . . . , fn be real analytic functions in U and define
Ltfk =
N∑
i=1
fk(`i/N)− E
[
N∑
i=1
fk(`i/N)
]
, Lbfk =
N−1∑
i=1
fk(mi/N)− E
[
N−1∑
i=1
fk(mi/N)
]
and
Lmfk = N1/2 ·
[
Ltfk − Lbfk
]
for k = 1, . . . , n.
∗Throughout the paper we denote the density of a measure µ by µ(x).
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Then the random variables {Lmfi}ni=1, {Ltfi}ni=1, {Lbfi}ni=1 converge jointly in the sense of moments to an
3n-dimensional centered Gaussian vector ξ = (ξm1 , . . . , ξ
m
n , ξ
t
1, . . . , ξ
t
n, ξ
b
n, . . . , ξ
b
n) with covariance
Cov(ξti , ξ
m
j ) = Cov(ξ
b
i , ξ
m
j ) = 0; Cov(ξ
t/b
i , ξ
t/b
j ) =
1
(2pii)2
∮
Γ
∮
Γ
fi(s)fj(t)Cθ,µ(s, t)dsdt
and Cov(ξmi , ξ
m
j ) =
1
(2pii)2
∮
Γ
∮
Γ
fi(s)fj(t)∆Cθ,µ(s, t)dsdt,
(1.22)
for all i, j = 1, . . . , n, where
Cθ,µ(z1, z2) = − θ
−1
2(z1 − z2)2
(
1− (z1 − α)(z2 − β) + (z2 − α)(z1 − β)
2
√
(z1 − α)(z1 − β)
√
(z2 − α)(z2 − β)
)
and
∆Cθ,µ(z1, z2) = 1
2pii
∫
Γ
1
eθGµ(z) − 1 ·
[
2− 2 · θ−1
(z1 − z)3(z − z2) −
1
(z − z2)2(z − z1)2
]
,
(1.23)
where α and β are as in Assumption 4 and depend only on the equilibrium measure µ, Gµ(z) is the Stieltjes
transform of the equilibrium measure and Γ is a positively oriented contour that contains the segment [0, M+θ],
is contained inM as in Assumption 3 and excludes the points z1, z2.
Remark 1.10. Note that Cθ,µ depends on the equilibrium measure µ only through the quantities α, β, which in
the case when µ is the semicircle law denote the endpoints of its support. On the other hand, ∆Cθ,µ depends
on the Stieltjes transform of µ and not just its endpoints. In this sense the covariance is universal for systems
that have the same limiting equilibrium measure µ. We also remark that the form of the covariance Cθ,µ is
exactly the same as in the continuous setting, which was observed in related contexts in [9,15]. Consequently,
for fixed levels the global fluctuations of discrete and continuous corners processes are the same.
The situation is different for the differences of two consecutive levels. While the order of rescaling one needs
to do to get a non-trivial limit for the differences of two adjacent levels is the same as in the continuous setting
and the limiting behavior is still Gaussian, the covariance ∆Cθ,µ appears to be different. For example [18]
studied the analogue of our setup for Wigner matrices, and more specifically the GUE. Our computations
show that if we substitute µ with the semicircle law in ∆Cθ,µ we do not recover the same formula in [18]. In
this sense, it appears that for differences of two adjacent levels the limiting behavior feels the discreteness
of the model and behaves differently from the case of continuous corners processes. It would be very nice to
have a deeper understanding of this phenomenon and we hope to address this question in the future.
Remark 1.11. Similar quantities as in Theorem 1.9 have been considered in the context of random matrix
theory in [18,21,24]. In the Law of Large Numbers setting they were previously considered in [13] and [38].
Further directions. In the present paper we initiate the study of general discrete β-corners processes and
under certain assumptions compute the global fluctuations of two adjacent levels. We believe that that the
methods we develop give an access to address a number of other related questions which we discuss next.
First of all, a natural question is to consider the global fluctuations of (1.5) for an arbitrary k and study
the asymptotics as k grows linearly with N. We expect that the two-dimensional fluctuations are governed
by a suitable Gaussian field, and it would be very interesting to understand its covariance structure and how
it compares with that for random matrices. We we plan to address these questions in a subsequent work [14].
In addition, in our asymptotic computations we assume that τ(x;N) ≡ 1, however, the Nekrasov’s equa-
tions exist in a more general setup. We believe that our approach can be used in this case as well and it
would be worthwhile to understand the effect of the interplay between the two weights on the behavior of
the model.
Similarly to the discrete β-ensembles there is a natural q-deformation of discrete corners processes. It can
be obtained from an analogous construction to the one we give in Section 7 but carried out for Macdonald
symmetric functions. Based on the results of [15] we believe that for the q-deformed version of discrete
corners processes one should have an analogue of Theorem 1.9.
Acknowledgments. The authors are deeply grateful to Alexei Borodin, Vadim Gorin, Konstantin Matetski,
Nikita Nekrasov, Andrei Okounkov and Oleksandr Tsymbaliuk for very helpful discussions. For the second
author the financial support was partially available through NSF grant DMS:1704186.
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2. Nekrasov’s Equations
In this section we present the main algebraic component of our argument, which we call the two-level
Nekrasov’s equations. The equations have different formulations when θ 6= 1 – see Theorem 2.1, and when
θ = 1 – see Theorem 2.3.
2.1. Preliminary computations. Let us introduce some useful notation for the state space of the measure
PθN from (1.7). For N,M ∈ N and θ > 0 we define
ΛN = {(λ1, . . . , λN ) : λ1 ≥ λ2 ≥ · · · ≥ λN , λi ∈ Z and 0 ≤ λi ≤M},
WθN,k = {(`1, . . . , `k) : `i = λi + (N + 1− i) · θ, with (λ1, . . . , λk) ∈ Λk},
XθN = {(`,m) ∈WθN,N ×WθN,N−1 : `  m},
(2.1)
where `  m means that if `i = λi + (N + 1− i) · θ and mi = µi + (N + 1− i) · θ then λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥
· · · ≥ µN−1 ≥ λN . The set XθN is the state space of our point configuration (`,m).
Fix i ∈ {1, . . . , N} and ` ∈WθN,N . If `i = s we define
`− = (`1, . . . , `i−1, s− 1, `i+1, . . . , `N ) and `+ = (`1, . . . , `i−1, s+ 1, `i+1, . . . , `N ),
where we suppress the dependence on i from the notation, whenever it is clear from context. We assume in
the first case that s > mi and in the second one that mi−1 − θ > s, as otherwise (`±, µ) 6∈ XθN . Using the
functional equation Γ(z + 1) = zΓ(z) and (1.8) one readily observes that
Ht(`−)
Ht(`)
=
i−1∏
j=1
s− `j − 1
s− `j + θ − 1 ·
N∏
j=i+1
s− `j − θ
s− `j ·
w(s− 1)
w(s)
;
I(`−,m)
I(`,m)
=
i−1∏
j=1
`j − s+ 1− θ
`j − s
N∏
j=i+1
s− `j − 1
s− `j − θ
i−1∏
j=1
mj − s
mj − s+ 1− θ
N−1∏
j=i
s−mj
s−mj + θ − 1 =
=
i−1∏
j=1
s− `j + θ − 1
s− `j
N∏
j=i+1
s− `j − 1
s− `j − θ ·
N−1∏
j=1
s−mj
s−mj + θ − 1 ,
where, to ease notation, we suppress the dependence of w and τ on N . Therefore,
(2.2)
PθN (`−,m)
PθN (`,m)
=
N∏
j 6=i
s− `j − 1
s− `j ·
N−1∏
j=1
s−mj
s−mj + θ − 1 ·
w(s− 1)
w(s)
.
Analogously, for m ∈WθN,N−1 and i ∈ {1, . . . , N − 1} we define
m− = (m1, . . . ,mi−1, t− 1,mi+1, . . . ,mN−1) and m+ = (m1, . . . ,mi−1, t+ 1,mi+1, . . . ,mN−1),
where mi = t. We assume t− θ > `i+1 in the first case and `i > t in the second, as, otherwise (`, µ±) 6∈ XθN .
As before we observe that
Hb(m−)
Hb(m)
=
i−1∏
j=1
t−mj − θ
t−mj ·
N−1∏
j=i+1
t−mj − 1
t−mj + θ − 1 ·
τ(t− 1)
τ(t)
;
I(`,m−)
I(`,m)
=
i−1∏
j=1
t−mj − 1
t−mj − θ
N−1∏
j=i+1
t−mj + θ − 1
t−mj
N∏
j=i+1
t− `j − θ
t− `j − 1
i∏
j=1
`j − t+ θ
`j − t+ 1 =
=
i−1∏
j=1
t−mj − 1
t−mj − θ
N−1∏
j=i+1
t−mj + θ − 1
t−mj ·
N∏
j=1
t− `j − θ
t− `j − 1 .
We conclude
(2.3)
PθN (`,m−)
PθN (`,m)
=
N−1∏
j 6=i
t−mj − 1
t−mj ·
N∏
j=1
t− `j − θ
t− `j − 1 ·
τ(t− 1)
τ(t)
.
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Finally, suppose we have `i = mi = s and assume s > `i+1 + θ. Then we get
PθN (`−,m−)
PθN (`,m)
=
PθN (`,m−)
PθN (`,m)
PθN (`−,m−)
PθN (`,m−)
=
∏
j 6=i
s−mj − 1
s−mj ·
∏
j 6=i
s− `j − θ
s− `j − 1 ·
∏
j 6=i
s− `j − 1
s− `j ·
∏
j 6=i
s−mj
s−mj + θ − 1 ·
w(s− 1)τ(s− 1)
w(s)τ(s)
=
∏
j 6=i
s−mj − 1
s−mj + θ − 1 ·
∏
j 6=i
s− `j − θ
s− `j ·
w(s− 1)τ(s− 1)
w(s)τ(s)
.
(2.4)
2.2. Two-level Nekrasov’s equations: θ 6= 1. The goal of this section is to state and prove the two-level
Nekrasov’s equations for the case θ 6= 1. We write the equations and proof for θ = 1 in the next section.
Theorem 2.1. Let PθN be a probability distribution as in (1.7) for θ 6= 1, M ≥ 1 and N ≥ 2. Let MN ⊂ C
be open and [θ,M + 1 + Nθ] ⊂ MN . Suppose there exist six functions φti, φbi and φmi for i = 1, 2 that are
analytic inMN and such that
(2.5)
φt1(z)
φm1 (z)
=
w(z − 1)
w(z)
,
φb1(zˆ)
φm1 (zˆ)
=
τ(zˆ)
τ(zˆ − 1) and
φt2(z)
φm2 (z)
=
w(z)
w(z − 1) ,
φb2(zˆ − θ)
φm2 (zˆ − θ)
=
τ(zˆ − 1)
τ(zˆ)
,
for all z ∈ [θ + 1,M +Nθ] and zˆ ∈ [2θ + 1,M +Nθ]. Define R1(z) and R2(z) through
R1(z) =φ
t
1(z) · E
[
N∏
i=1
z − `i − θ
z − `i
]
+ φb1(z) · E
[
N−1∏
i=1
z −mi + θ − 1
z −mi − 1
]
+
θ
1− θ · φ
m
1 (z) · E
[
N∏
i=1
z − `i − θ
z − `i − 1
N−1∏
i=1
z −mi + θ − 1
z −mi
]
− r
−
1
z − θ −
r+1
z − (M + 1 +Nθ) ,
(2.6)
R2(z) = φ
t
2(z) · E
[
N∏
i=1
z − `i + θ − 1
z − `i − 1
]
+ φb2(z) · E
[
N−1∏
i=1
z −mi
z −mi + θ
]
+
θ
1− θ · φ
m
2 (z) · E
[
N∏
i=1
z − `i + θ − 1
z − `i
N−1∏
i=1
z −mi
z −mi + θ − 1
]
− r
−
2
z − θ −
r+2
z − (M + 1 +Nθ) .
(2.7)
where
r+1 = φ
t
1(θ) · (−θ) · PθN (`N = θ) · E
[
N−1∏
i=1
−`i
θ − `i
∣∣∣`N = θ]
r−1 = φ
m
1 (s) · θ · PθN (`1 = s− 1) · E
[
N∏
i=2
s− `i − θ
s− `i − 1
N−1∏
i=1
s−mi + θ − 1
s−mi
∣∣∣`1 = s− 1]+
φb1(s) · θ · PθN (m1 = s− 1) · E
[
N−1∏
i=2
s−mi + θ − 1
s−mi − 1
∣∣∣m1 = s− 1]
r−2 = φ
b
2(θ) · (−θ) · PθN (mN−1 = 2θ) · E
[
N−2∏
i=1
θ −mi
2θ −mi
∣∣∣mN−1 = 2θ]+
φm2 (θ) · (−θ) · PθN (`N = θ) · E
[
N−1∏
i=1
2θ − `i − 1
θ − `i
N−1∏
i=1
θ −mi
2θ −mi − 1
∣∣∣`N = θ]
r+2 = φ
t
2(s) · θ · PθN (`1 = s− 1) · E
[
N∏
i=2
s− `i + θ − 1
s− `i − 1
∣∣∣`1 = s− 1] , with s = M + 1 +Nθ.
(2.8)
Then R1(z) and R2(z) are analytic inMN .
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Remark 2.2. From (2.8) we see that if φt1(θ) = φb1(M + 1 +Nθ) = φm1 (M + 1 +Nθ) = 0 then r
+
1 = r
−
1 = 0.
Analogously, if φt2(M + 1 +Nθ) = φm2 (θ) = φb2(θ) = 0 then r
+
2 = r
−
2 = 0. Consequently, Theorem 2.1 implies
Theorem 1.1.
2.2.1. Analyticity of R1(z). The function R1(z) has possible poles at s = a+(N+1− i)θ where i = 1, · · · , N
and a ∈ {0, . . . ,M + 1}. Note that all of these poles are simple. This is obvious for the expectations in the
first line of (2.6). In addition, for the third expectation since for (`,m) ∈ XθN we have that `i,mi separately
are strictly increasing each of the two products has simple poles. We still need to consider the case when the
two products share a pole. The latter would be possible only if mi = `j + 1. Therefore,
µi − iθ = (λj + 1)− jθ ⇐⇒ µi − λj − 1 = (i− j)θ.
Since µi ≥ λj for i < j and λi ≥ µj for i ≤ j the above equality can only happen for i < j and µi = λj . But
then necessarily mj−1 = `j − 1 + θ producing an extra zero in the second product and reducing the order of
the pole by 1. Next, we compute the residues at these possible poles and show that they sum to zero.
Fix a possible pole s and assume s 6= θ, (M+1)+Nθ. The expectation E is a sum over elements (`,m) ∈ XθN .
Such an element contributes to a residue if
(1) `i = s or `i = s− 1, for some i = 1, . . . , N or
(2) mi = s or mi = s− 1 for some i = 1, . . . , N − 1.
Then the residue at s is given by
(2.9) θ
(
N−1∑
i=1
Ai +Bi + Ci +AN + EN +D
)
, where
Ai =
∑
(`,m)∈Gi1
−φt1(s)PθN (`,m)
 N∏
j 6=i
s− `j − θ
s− `j
+ φm1 (s)PθN (`−,m)
 N∏
j 6=i
s− `j − θ
s− `j − 1
N−1∏
j=1
s−mj + θ − 1
s−mj
 ;
Bi =
∑
(`,m)∈Gi2
−φm1 (s)PθN (`,m+)
 N∏
j=1
s− `j − θ
s− `j − 1
N−1∏
j 6=i
s−mj + θ − 1
s−mj
+ φb1(s)PθN (`,m)
N−1∏
j 6=i
s−mj + θ − 1
s−mj − 1
 ;
Ci =
∑
(`,m)∈Gi3
−φt1(s)PθN (`,m)
 N∏
j 6=i
s− `j − θ
s− `j
+ ∑
(`,m)∈Gi4
φb1(s)PθN (`−,m−)
N−1∏
j 6=i
s−mj + θ − 1
s−mj − 1
 ;
D =φm1 (s)
∑
(`,m)∈G
PθN (`,m)Resz=s
[
N∏
i=1
z − `i − θ
z − `i − 1
N−1∏
i=1
z −mi + θ − 1
z −mi
]
;
EN =
∑
(`,m)∈GN3
−φt1(s)PθN (`,m)
 N∏
j 6=i
s− `j − θ
s− `j
 , where
Gi1 := {(`,m)|`i = s, (`,m) ∈ XθN , (`−,m) ∈ XθN},Gi2 := {(`,m)|mi = s− 1, (`,m) ∈ XθN , (`,m+) ∈ XθN},
Gi3 := {(`,m)|`i = s, (`−,m) 6∈ XθN , (`,m) ∈ XθN},Gi4 := {(`,m)|mi = s, (`−,m) 6∈ XθN , (`−,m−) ∈ XθN},
G := {(`,m) ∈ XθN |(`+,i,m) 6∈ Gi1 for i = 1, . . . , N, and (`,m−,i) 6∈ Gi2 for i = 1, . . . , N − 1 }.
In the above expressions the operations (`,m) → (`,m±) and (`,m) → (`±,m) are performed in the i-th
component. Also in the definition of G the notations (`+,i,m) and (`,m−,i) indicate, in which coordinate the
operation is performed.
We first observe that Ai = 0 for i = 1, . . . , N and Bi = 0 for all i = 1, . . . , N − 1 because each summand
equals zero as follows from (2.2), (2.3) and (2.5).
We next observe that we can restrict the two sums in Ci to be over Gi3 ∩ Gi4 without affecting the values
of each sum. For the first sum, we note that if (`,m) ∈ Gi3 then `i = s = mi and so (`,m) 6∈ Gi4 implies
that `i+1 = s− 1. The latter means that the product in the first sum vanishes for all (`,m) ∈ Gi3 such that
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(`,m) 6∈ Gi4 and so we do not affect the value of the sum by removing such terms. Similarly, if (`,m) ∈ Gi4
then mi = s = `i and so (`,m) 6∈ Gi3 implies either s = M +1+Nθ if i = 1 (which we ruled out) or mi−1 = s.
The latter means that the product in the second sum vanishes for all (`,m) ∈ Gi4 such that (`,m) 6∈ Gi3 and
so we do not affect the value of the sum by removing such terms. Finally, once we restrict the two sums in
Ci to the same set Gi3 ∩ Gi4 we can cancel the two sums term by term using (2.4) and (2.5).
We see next that EN = 0 since GN3 = ∅ by our assumption that s 6= θ.
Let us explain why each summand in D is zero. If (`,m) is such that `i 6= s − 1 for all i = 1, . . . , N and
mj 6= s for all j = 1, . . . , N−1 then the double product is analytic near s and the residue is zero. If `i = s−1
for some i and mj 6= s for all j then by the fact that (`+,i,m) 6∈ Gi1 we see that either s = M +1+Nθ if i = 1
(which we ruled out) or mi−1 = s − 1 + θ. It then follows that in the double product, both the numerator
and denominator have one factor of (z − s) coming from (z −mi−1 + θ − 1) and (z − `i − 1) respectively –
they cancel and so the residue is zero. Similarly, if `i 6= s − 1 for all i = 1, . . . , N and mj = s for some j
then since (`,m−,j) 6∈ Gj2 we conclude that `j+1 = s− θ. It then follows that in the double product, both the
numerator and denominator have one factor of (z− s), coming from (z− `j+1− θ) and (z−mj) respectively
– they cancel and so the residue is zero.
Suppose (`,m) is such that `i = s − 1 for some i ∈ {1, . . . , N} and mj = s for some j ∈ {1, . . . , N − 1}.
This is only possible when θ has the form θ = k−1 with k ≥ 2 (we know θ 6= 1), which we assume in
the remainder. If θ = k−1 then the previous situation implies i − j = k ≥ 2 and the denominator of the
product has two factors (z − s) coming from (z − `i − 1) and (z − mj). But because `  m, we know
that mi−1 = s + θ − 1 and `j+1 = s − θ, which means that the numerator in the double product has two
factors (z − s) coming from (z − `j+1 − θ) and (z −mi−1 + θ − 1). These factors cancel with those in the
denominator and so the residue is zero. Overall we conclude that R1(z) has no pole at s if s 6= θ, (M+1)+Nθ.
We finally consider the residues at s = θ and s = M + 1 + Nθ starting with the former. If s = θ we get
a contribution from the first expectation in (2.6) only when `N = θ and we get no contributions from the
other two expectations. Consequently, the residue is given by
φt1(θ) · (−θ) · PθN (`N = θ) · E
[
N−1∏
i=1
−`i
θ − `i
∣∣∣`N = θ]− r−1 ,
which vanishes by definition of r−1 . If s = M+1+Nθ then we get a contribution from the second expectation
in (2.6) only when m1 = M +Nθ and from the third expectation only when `1 = M +Nθ, and there is no
contribution from the first expectation. Thus the residue is
φb1(s) · θ · PθN (m1 = s− 1) · E
[
N−1∏
i=2
s− 1−mi + θ
s− 1−mi
∣∣∣m1 = s− 1]+
φm1 (s) · θ · PθN (`1 = s− 1) · E
[
N∏
i=2
s− `i − θ
s− 1− `i
N−1∏
i=1
s− 1−mi + θ
s−mi
∣∣∣`1 = s− 1]− r+1 ,
which is zero by the definition of r+1 . This proves the analyticity of R1(z).
2.2.2. Analyticity of R2(z). Our strategy is exactly the same as in the previous section, namely we compute
the residue of the right side of (2.7) at all possible poles and show that they are all zero. R2(z) has possible
poles at s = a + (N + 1 − i)θ where a = 0, . . . ,M + 1 and i = 1, · · · , N . Note that all of these poles are
simple. This is again obvious for the first two expectations in (2.7). In addition, for the last expectation
since for (`,m) ∈ XθN and `i,mi separately are strictly increasing each of the two products has simple poles.
We still need to consider the case when the two products share a pole. The latter would be possible only if
`i = mj + 1− θ. Therefore,
λi − iθ = (µj + 1)− (j + 1)θ ⇐⇒ λi − µj − 1 = (i− j − 1)θ.
Since µi ≥ λj for i < j and λi ≥ µj for i ≤ j the above equality can only happen for i ≤ j and µj = λi. But
then mi = `i producing an extra zero in the second product and reducing the order of the pole by 1. Next,
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we compute the residues at these possible poles and show that they sum to zero.
Fix a possible pole s and assume s 6= θ,M + 1 +Nθ. A pair (`,m) ∈ XθN will contribute to a residue if
(1) `i = s or s− 1, for some i ∈ {1, . . . , N}. or
(2) mi−1 = s+ θ or s+ θ − 1 for some i ∈ {2, . . . , N}.
Then the residue at s is given by
(2.10) θ
(
N∑
i=2
Ai +Bi + Ci +A1 + E1 +D
)
, where
Ai =
∑
(`,m)∈Gi1
φt2(s)PθN (`,m)
 N∏
j 6=i
s− `j + θ − 1
s− `j − 1
− φm2 (s)PθN (`+,m)
 N∏
j 6=i
s− `j + θ − 1
s− `j
N−1∏
j=1
s−mj
s−mj + θ − 1
 ;
Bi =
∑
(`,m)∈Gi2
φm2 (s)PθN (`,m−)
 N∏
j=1
s− `j + θ − 1
s− `j
N−1∏
j 6=i−1
s−mj
s−mj + θ − 1
− φb2(s)PθN (`,m)
 N−1∏
j 6=i−1
s−mj
s−mj + θ
 ;
Ci =
∑
(`,m)∈Gi3
φt2(s)PθN (`−,m−)
 N∏
j 6=i
s− `j + θ − 1
s− `j − 1
− ∑
(`,m)∈Gi4
φb2(s)PθN (`,m)
 N−1∏
j 6=i−1
s−mj
s−mj + θ
 ;
D = φm1 (s)
∑
(`,m)∈G
PθN (`,m)Resz=s
[
N∏
i=1
z − `i + θ − 1
z − `i
N−1∏
i=1
z −mi
z −mi + θ − 1
]
;
E1 =
∑
(`,m)∈G13
φt2(s)PθN (`,m)
 N∏
j 6=i
s− `j + θ − 1
s− `j − 1
 , where
Gi1 := {(`,m)|`i = s−1, (`,m) ∈ X1N , (`+,m) ∈ X1N},Gi2 := {(`,m)|mi−1 = s+θ, (`,m) ∈ X1N , (`,m−) ∈ X1N},
Gi3 := {(`,m)|`i = s, (`−,m−) ∈ X1N , (`,m−) 6∈ X1N},Gi4 := {(`,m)|mi−1 = s+ θ, (`,m−) 6∈ X1N , (`,m) ∈ X1N},
G := {(`,m) ∈ XθN |(`−,i,m) 6∈ Gi1 for i = 1, . . . , N and (`,m+,j−1) 6∈ Gj2 for j = 2, . . . , N}.
In the above expressions the operations `± are applied to the i-th component, while m± to the (i − 1)-th.
Also in the definition of G the notations (`−,i,m) and (`,m+,i) indicate, in which coordinate the operation
is performed.
We first observe that Ai = 0 for i = 1, . . . , N and Bi = 0 for all i = 1, . . . , N − 1 because each summand
equals zero as follows from (2.2), (2.3) and (2.5).
We next observe that we can restrict the two sums in Ci to be over Gi3 ∩ Gi4 without affecting the values
of each sum. For the first sum, we note that if (`,m) ∈ Gi3 then `i = s and mi−1 = s+ θ and so (`,m) 6∈ Gi4
implies that `i−1 = s− 1 + θ. The latter means that the product in the first sum vanishes for all (`,m) ∈ Gi3
such that (`,m) 6∈ Gi4 and so we do not affect the value of the sum by removing such terms. Similarly, if
(`,m) ∈ Gi4 then mi−1 = s + θ and `i = s and so (`,m) 6∈ Gi3 implies either s = θ if i = N (which we ruled
out) or mi = s. The latter means that the product in the second sum vanishes for all (`,m) ∈ Gi4 such that
(`,m) 6∈ Gi3 and so we do not affect the value of the sum by removing such terms. Finally, once we restrict
the two sums in Ci to the same set Gi3 ∩ Gi4 we can cancel the two sums term by term using (2.4) and (2.5).
We see next that E1 = 0 since G13 = ∅ by our assumption that s 6= M + 1 +Nθ.
Let us explain why each summand in D is zero. If (`,m) is such that `i 6= s for all i = 1, . . . , N and
mj 6= s+ θ− 1 for all j = 1, . . . , N − 1 then the double product is analytic near s and the residue is zero. If
`i = s for some i and mj 6= s + θ − 1 for all j then by the fact that (`−,i,m) 6∈ Gi1 we see that either s = θ
if i = N (which we ruled out) or mi = s. It then follows that in the double product, both the numerator
and denominator have one factor of (z − s) coming from (z − mi) and (z − `i) respectively – they cancel
and so the residue is zero. Similarly, if `i 6= s for all i = 1, . . . , N and mj = s + θ − 1 for some j then
since (`,mj,+) 6∈ Gj+12 we conclude that `j = s− 1 + θ. It then follows that in the double product, both the
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numerator and denominator have one factor of (z − s), coming from (z − `j + θ − 1) and (z −mj + θ − 1)
respectively – they cancel and so the residue is zero.
Suppose (`,m) is such that `i = s for some i ∈ {1, . . . , N} and mj = s+ θ−1 for some j ∈ {1, . . . , N −1}.
This is only possible when θ has the form θ = k−1 with k ≥ 2 (we know θ 6= 1), which we assume in the
remainder. If θ = k−1 then the previous situation implies j − i − 1 = k ≥ 2 and the denominator of the
product has two factors (z− s) coming from (z− `i) and (z−mj + θ− 1). But because `  m, we know that
mi = s and `j = s + θ − 1, which means that the numerator in the double product has two factors (z − s)
coming from (z − `j + θ − 1) and (z −mi). These factors cancel with those in the denominator and so the
residue is zero. Overall we conclude that R2(z) has no pole at s if s 6= θ, (M + 1) +Nθ.
We finally consider the residues at s = θ and s = M + 1 +Nθ starting with the former. If s = θ we get no
contribution from the first expectation in (2.7) and we get a contribution from the second expectation only
when mN−1 = 2θ and from the third expectation only when `N = θ. Consequently, the residue is given by
φb2(θ) · (−θ) · PθN (mN−1 = 2θ) · E
[
N−2∏
i=1
θ −mi
2θ −mi
∣∣∣mN−1 = 2θ]+
φm2 (θ) · (−θ) · PθN (`N = θ) · E
[
N−1∏
i=1
2θ − `i − 1
θ − `i
N−1∏
i=1
θ −mi
2θ −mi − 1
∣∣∣`N = θ]− r−2 ,
which is zero by the definition of r−2 .
If s = M + 1 +Nθ then we get a contribution from the first expectation in (2.7) only when `1 = M +Nθ
and we get no contributions from the other two expectations. Consequently, the residue is given by
φt(s) · PθN (`1 = s− 1)θ · E
[
N∏
i=2
s− `i + θ − 1
s− `i − 1
∣∣∣`1 = s− 1]− r+2
which is zero by the definition of r+2 . This proves the analyticity of R2(z).
2.3. Two-level Nekrasov equations: θ = 1. We present the two-level Nekrasov equations for θ = 1.
Theorem 2.3. Let P1N be a probability distribution as in (1.7) for θ = 1, M ≥ 1 and N ≥ 2. Let MN ⊂ C
be open and [1,M+1+N ] ⊂M. Suppose there exist six functions φti, φbi and φmi for i = 1, 2 that are analytic
inM and such that
(2.11)
φt1(z)
φm1 (z)
=
w(z − 1)
w(z)
,
φb1(zˆ)
φm1 (zˆ)
=
τ(zˆ)
τ(zˆ − 1) and
φt2(z)
φm2 (z)
=
w(z)
w(z − 1) ,
φb2(zˆ − 1)
φm2 (zˆ − 1)
=
τ(zˆ − 1)
τ(zˆ)
,
for all z ∈ [2,M +N ] and zˆ ∈ [3,M +N ]. Define R1(z) and R2(z) through
R1(z) =φ
t
1(z) · E
[
N∏
i=1
z − `i − 1
z − `i
]
+ φb1(z) · E
[
N−1∏
i=1
z −mi
z −mi − 1
]
+
φm1 (z) · E
[
N∑
i=1
1
z − `i − 1 −
N−1∑
i=1
1
z −mi
]
− r
−
1
z − 1 −
r+1
z − (M + 1 +N) ,
(2.12)
R2(z) = φ
t
2(z) · E
[
N∏
i=1
z − `i
z − `i − 1
]
+ φb2(z) · E
[
N−1∏
i=1
z −mi
z −mi + 1
]
+
φm2 (z) · E
[
N−1∑
i=1
1
z −mi −
N∑
i=1
1
z − `i
]
− r
−
2
z − 1 −
r+2
z − (M + 1 +N) .
(2.13)
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where
r−1 = φ
t
1(1) · (−1) · P1N (`N = 1) · E
[
N−1∏
i=1
−`i
1− `i
∣∣∣`N = 1]
r+1 = φ
b
1(s) · P1N (m1 = s− 1) · E
[
N−1∏
i=2
s−mi
s− 1−mi
∣∣∣m1 = s− 1]+ φm1 (s) · P1N (`1 = s− 1);
r−2 = φ
b
2(1) · (−1) · P1N (mN−1 = 2) · E
[
N−2∏
i=1
1−mi
2−mi
∣∣∣mN−1 = 2]+ φm2 (1) · (−1) · P1N (`N = 1);
r+2 = φ
t(s) · P1N (`1 = s− 1) · E
[
N∏
i=2
s− `i
s− `i − 1
∣∣∣`1 = s− 1] , with s = M + 1 +Nθ.
(2.14)
Then R1(z) and R2(z) are analytic inM.
Remark 2.4. From (2.14) we see that if φt1(1) = φb1(M + 1 + N) = φm1 (M + 1 + N) = 0 then r
+
1 = r
−
1 = 0.
Analogously, if φt2(M + 1 +N) = φm2 (1) = φb2(1) = 0 then r
+
2 = r
−
2 = 0.
2.3.1. Analyticity of R1(z). The function R1(z) has possible poles at s = a+ (N + 1− i) where i = 1, · · · , N
and a ∈ {0, . . . ,M + 1}. Note that all of these poles are simple, since `i,mi are strictly increasing.
Fix a possible pole s and assume s 6= 1,M +1+N. The expectation E is a sum over elements (`,m) ∈ X1N .
Such an element contributes to a residue if
(1) `i = s or `i = s− 1, for some i = 1, . . . , N or
(2) mi = s or mi = s− 1 for some i = 1, . . . , N − 1.
Then the residue at s is given by
(2.15)
N−1∑
i=1
Ai +Bi + Ci +Di +AN + EN , where
Ai =
∑
(`,m)∈Gi1
−φt1(s)P1N (`,m)
 N∏
j=1,j 6=i
s− `j − 1
s− `j
+ φm1 (s)P1N (`−,m);
Bi =
∑
(`,m)∈Gi2
−φm1 (s)P1N (`,m+) + φb1(s)P1N (`,m)
 N−1∏
j=1,j 6=i
s−mj
s−mj − 1
 ;
Ci =
∑
(`,m)∈Gi3
−φt1(s)P1N (`,m)
 N∏
j=1,j 6=i
s− `j − 1
s− `j
+ ∑
(`,m)∈Gi4
φb1(s)P1N (`−,m−)
 N−1∏
j=1,j 6=i
s−mj
s−mj − 1
 ;
Di = φ
m
1 (s)
 ∑
(`,m)∈Gi5
P1N (`−,m)−
∑
(`,m)∈Gi6
P1N (`,m+)
 ;
EN =
∑
(`,m)∈GN3
−φt1(s)P1N (`,m)
 N∏
j=1,j 6=i
s− `j − 1
s− `j
+ φm1 (s) ∑
(`,m)∈GN5
P1N (`−,m)
(2.16)
Gi1 := {(`,m)|`i = s, (`,m) ∈ X1N , (`−,m) ∈ X1N},Gi2 := {(`,m)|mi = s− 1, (`,m) ∈ X1N , (`,m+) ∈ X1N},
Gi3 := {(`,m)|`i = s, (`−,m) 6∈ X1N , (`,m) ∈ X1N},Gi4 := {(`,m)|mi = s, (`−,m) 6∈ X1N , (`−,m−) ∈ X1N},
Gi5 := {(`,m)|`i = s, (`−,m) ∈ X1N , (`,m) 6∈ X1N},Gi6 := {(`,m)|mi = s− 1, (`,m+) ∈ X1N , (`,m) 6∈ X1N}.
In the above expressions the operations (`,m) → (`,m±) and (`,m) → (`±,m) are performed in the i-th
component.
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We first observe that Ai = 0 for i = 1, . . . , N and Bi = 0 for all i = 1, . . . , N − 1 because each summand
equals zero as follows from (2.2), (2.3) and (2.5). We next observe that we can restrict the two sums in Ci to
be over Gi3 ∩ Gi4 without affecting the values of each sum. For the first sum, we note that if (`,m) ∈ Gi3 then
`i = s = mi and so (`,m) 6∈ Gi4 implies that `i+1 = s− 1. The latter means that the product in the first sum
vanishes for all (`,m) ∈ Gi3 such that (`,m) 6∈ Gi4 and so we do not affect the value of the sum by removing
such terms. Similarly, if (`,m) ∈ Gi4 then mi = s = `i and so (`,m) 6∈ Gi3 implies either s = M + 1 + N if
i = 1 (which we ruled out) or mi−1 = s. The latter means that the product in the second sum vanishes for
all (`,m) ∈ Gi4 such that (`,m) 6∈ Gi3 and so we do not affect the value of the sum by removing such terms.
Finally, once we restrict the two sums in Ci to the same set Gi3 ∩ Gi4 we can cancel the two sums term by
term using (2.4) and (2.5).
We further observe that for i = 2, . . . , N − 1 we have
Di = φ
m
1 (s)
[
P1N (`i = s− 1,mi−1 = s)− P1N (`i+1 = s− 1,mi = s)
]
,
while for i = 1 we have G15 = ∅ (by our assumption that s 6= M + 1 +N) and so
D1 = φ
m
1 (s) [−P (`2 = s− 1,m1 = s)] .
Putting everything together in (2.15) we conclude that the residue at s is given by
−φm1 (s)P1N (`N = s− 1,mN−1 = s) + EN .
The first sum in EN is empty, by our assumption that s 6= 1 and so EN = φm1 (s)P1N (`N = s− 1,mN−1 = s),
which in view of the above equation shows that the overall residue at s is zero provided s 6= 1 and s 6=
M + 1 +N .
We finally consider the residues at s = 1 and s = M + 1 + N starting with the former. If s = 1 we get
a contribution from the first expectation in (2.12) only when `N = 1 and we get no contributions from the
other two expectations. Consequently, the residue is given by
φt1(1) · (−1) · P1N (`N = 1) · E
[
N−1∏
i=1
−`i
1− `i
∣∣∣`N = 1]− r−1 ,
which vanishes by the definition of r−1 . If s = M + 1 + N then we get a contribution from the second
expectation in (2.12) only when m1 = M +N and from the third expectation only when `1 = M +N , and
there is no contribution from the first expectation. Thus the residue is
φb1(s) · P1N (m1 = s− 1) · E
[
N−1∏
i=2
s−mi
s− 1−mi
∣∣∣m1 = s− 1]+ φm1 (s) · P1N (`1 = s− 1)− r+1 ,
which is zero by the definition of r+1 . This proves the analyticity of R1(z).
2.3.2. Analyticity of R2(z). Our strategy is exactly the same as in the previous section, namely we compute
the residue of the right side of (2.13) at all possible poles and show that they are all zero. R2(z) has possible
poles at s = a+(N +1− i) where a = 0, . . . ,M +1 and i = 1, · · · , N . Note that all of these poles are simple,
since `i,mi are strictly increasing.
Fix a possible pole s and assume s 6= 1,M + 1 +N. A pair (`,m) ∈ XθN will contribute to a residue if
(1) `i = s or s− 1, for some i ∈ {1, . . . , N}. or
(2) mi−1 = s+ 1 or s for some i ∈ {2, . . . , N}.
Then the residue at s is given by
(2.17)
N∑
i=2
Ai +Bi + Ci +Di +A1 + E1, where
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Ai =
∑
(`,m)∈Gi1
φt2(s)P1N (`,m)
 N∏
j=1,j 6=i
s− `j
s− `j − 1
− φm2 (s)P1N (`+,m);
Bi =
∑
(`,m)∈Gi2
φm2 (s)P1N (`,m−)− φb2(s)P1N (`,m)
 N−1∏
j=1,j 6=i−1
s−mj
s−mj + 1
 ;
Ci =
∑
(`,m)∈Gi3
φt2(s)P1N (`−,m−)
 N∏
j=1,j 6=i
s− `j
s− `j − 1
− ∑
(`,m)∈Gi4
φb2(s)P1N (`,m)
 N−1∏
j=1,j 6=i−1
s−mj
s−mj + 1
 ;
Di = φ
m
2 (s) ·
− ∑
(`,m)∈Gi5
P1N (`+,m) +
∑
(`,m)∈Gi6
P1N (`,m−)

E1 =
∑
(`,m)∈G13
φt2(s)P1N (`−,m−)
 N∏
j=1,j 6=i
s− `j
s− `j − 1
− φm2 (s) · ∑
(`,m)∈Gi5
P1N (`+,m), where
(2.18)
Gi1 := {(`,m)|`i = s−1, (`,m) ∈ X1N , (`+,m) ∈ X1N},Gi2 := {(`,m)|mi−1 = s+1, (`,m) ∈ X1N , (`,m−) ∈ X1N},
Gi3 := {(`,m)|`i = s, (`−,m−) ∈ X1N , (`,m−) 6∈ X1N},Gi4 := {(`,m)|mi−1 = s+ 1, (`,m−) 6∈ X1N , (`,m) ∈ X1N},
Gi5 := {(`,m)|`i = s−1, (`+,m) ∈ X1N , (`,m) 6∈ X1N},Gi6 := {(`,m)|mi−1 = s+1, (`,m−) ∈ X1N , (`,m) 6∈ X1N}.
In (2.18) the operations `± are applied to the i-th component, while m± to the (i− 1)-th.
We first observe that Ai = 0 for i = 1, . . . , N and Bi = 0 for all i = 1, . . . , N − 1 because each summand
equals zero as follows from (2.2), (2.3) and (2.5). We next observe that we can restrict the two sums in Ci
to be over Gi3 ∩ Gi4 without affecting the values of each sum. For the first sum, we note that if (`,m) ∈ Gi3
then `i = s and mi−1 = s + 1 and so (`,m) 6∈ Gi4 implies that `i−1 = s. The latter means that the product
in the first sum vanishes for all (`,m) ∈ Gi3 such that (`,m) 6∈ Gi4 and so we do not affect the value of the
sum by removing such terms. Similarly, if (`,m) ∈ Gi4 then mi−1 = s + 1 and `i = s so (`,m) 6∈ Gi3 implies
either s = 1 if i = N (which we ruled out) or mi = s. The latter means that the product in the second sum
vanishes for all (`,m) ∈ Gi4 such tha (`,m) 6∈ Gi3 and so we do not affect the value of the sum by removing
such terms. Finally, once we restrict the two sums in Ci to the same set Gi3 ∩ Gi4 we can cancel the two sums
term by term using (2.4) and (2.5).
We further observe that for i = 2, . . . , N − 1 we have
Di = φ
m
1 (s)
[−P1N (`i = s,mi = s) + P1N (`i−1 = s,mi−1 = s)] ,
while for i = N we have G15 = ∅ (by our assumption that s 6= 1) and so
D1 = φ
m
1 (s)P (`N−1 = s,mN−1 = s) .
Putting everything together in (2.15) we conclude that the residue at s is given by
φm1 (s)P1N (`1 = s,m1 = s) + E1.
The first sum in E1 is empty, by our assumption that s 6= M + 1 +N and so E1 = −φm1 (s)P1N (`1 = s,m1 =
s), which in view of the above equation shows that the overall residue at s is zero provided s 6= 1 and
s 6= M + 1 +N .
We finally consider the residues at s = 1 and s = M + 1 +N starting with the former. If s = 1 we get no
contribution from the first expectation in (2.13) and we get a contribution from the second expectation only
when mN−1 = 2 and from the third expectation only when `N = 1. Consequently, the residue is given by
φb2(1) · (−1) · P1N (mN−1 = 2) · E
[
N−2∏
i=1
1−mi
2−mi
∣∣∣mN−1 = 2]+ φm2 (1) · (−1) · P1N (`N = 1)− r−2 ,
which is zero by the definition of r−2 .
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If s = M + 1 +N then we get a contribution from the first expectation in (2.13) only when `1 = M +N
and we get no contributions from the other two expectations. Consequently, the residue is given by
φt(s) · P1N (`1 = s− 1) · E
[
N∏
i=2
s− `i
s− `i − 1
∣∣∣`1 = s− 1]− r+2
which is zero by the definition of r+2 . This proves the analyticity of R2(z).
3. Particular setup
In this section we specialize the measures PθN that were defined in Section 1.1 to the case when τ(·) ≡ 1
– this is the main object in our asymptotic analysis. In Section 3.1 below we list some properties of this
measure as well as the particular assumptions we make about the way its parameters are scaled. In Section
3.2 we introduce certain deformations of the measure PθN that will be useful in our analysis.
3.1. Properties of the system. We begin with some necessary notation, some of it being recalled from
Sections 1 and 2. Let θ > 0,M ∈ Z≥0 and N ∈ N. For such parameters we set
ΛN = {(λ1, . . . , λN ) : λ1 ≥ λ2 ≥ · · · ≥ λN , λi ∈ Z and 0 ≤ xi ≤M},
WθN,k = {(`1, . . . , `k) : `i = λi + (N + 1− i) · θ, with (λ1, . . . , λk) ∈ Λk},
XθN = {(`,m) ∈WθN,N ×WθN,N−1 : `  m},
(3.1)
where `  m means that if `i = λi + (N + 1 − i) · θ and mi = µi + (N + 1 − i) · θ then λ1 ≥ µ1 ≥ λ2 ≥
µ2 ≥ · · · ≥ µN−1 ≥ λN . We interpret `i’s and mi’s as locations of two classes of particles. If θ = 1 then
all particles live on the integer lattice, while for general θ the particles of index i live on the shifted lattice
Z + (N + 1 − i) · θ. Throughout the text we will frequently switch from `i’s to λi’s and from mi’s to µi’s
without mention using the formulas
(3.2) `i = λi + (N + 1− i) · θ and mi = µi + (N + 1− i) · θ.
We define a probability measure PθN on XθN through
(3.3) P(`,m) = Z−1N ·Ht(`) ·Hb(m) · I(`,m), where
Ht(`) =
∏
1≤i<j≤N
Γ(`i − `j + 1)
Γ(`i − `j + 1− θ)
N∏
i=1
w(`i;N), H
b(m) =
∏
1≤i<j≤N−1
Γ(mi −mj + θ)
Γ(mi −mj)
I(`,m) =
∏
1≤i<j≤N
Γ(`i − `j + 1− θ)
Γ(`i − `j) ·
∏
1≤i<j≤N−1
Γ(mi −mj + 1)
Γ(mi −mj + θ)×∏
1≤i<j≤N
Γ(mi − `j)
Γ(mi − `j + 1− θ) ·
∏
1≤i≤j≤N−1
Γ(`i −mj + θ)
Γ(`i −mj + 1) .
(3.4)
Here ZN is a normalization function (called the partition function) and w(x,N) is a weight function, which
is assumed to be positive for x ∈ [θ,M +Nθ]. This is precisely the measure from (1.7) when τ ≡ 1.
The measure PθN satisfies the following important property. The projection of PθN on the partilces `1, · · · , `N
satisfies
(3.5) PθN (`1, . . . , `N ) ∝
Γ(`i − `j + 1)Γ(`i − `j + θ)
Γ(`i − `j)Γ(`i − `j + 1− θ)
N∏
i=1
w(`i;N).
The law in (3.5) is known as a discrete β-ensemble and its global fluctuations were studied in [9]. We will
prove (3.5) later in Proposition 7.1.
The fact that the projection of PθN to the `i’s is given by (3.5) is the main reason we consider τ ≡ 1 and
θ1 = 1, since it allows us to use the results that were already established in [9] about these measures. We
believe that one should be able to extend the results of [9] to the more general measures in (1.7), but we do
not pursue this direction in this paper as it deviates significantly from our main goal.
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We are interested in obtaining asymptotic statements about PθN as N → ∞. This requires that we scale
our parameter M and impose some regularity assumptions on the weight functions w(x;N). We list these
assumptions below.
Assumption 1. We assume that we are given parameters θ > 0, M > 0. In addition, we assume that we
have a sequence of parameters MN ∈ N such that
(3.6) MN ≥ 0 and , |MN −NM| ≤ A1, for some A1 > 0.
The measures PN will then be as in (3.3) for M = MN , θ and N .
Assumption 2. We assume that w(x;N) in the interval [θ,MN +Nθ] has the form
w(x;N) = exp (−NVN (x/N)) ,
for a function VN that is continuous in the interval [θ ·N−1,MN ·N−1 + θ] and such that
(3.7) |VN (s)− V (s)| ≤ A2 ·N−1 log(N), where V is continuous and |V (s)| ≤ A3,
for some constants A2, A3 > 0. We also require that V (s) is differentiable and for some A4 > 0
(3.8)
∣∣V ′(s)∣∣ ≤ A4 · [1 + |log |s||+ | log |s− M||] , for s ∈ [0, M + θ] .
Remark 3.1. We believe that one can take more general remainders in the above two assumptions, without
significantly influencing the arguments in the later parts of the paper. However, we do not pursue this
direction due to the lack of natural examples.
Consider the random probability measure µN on R given by
(3.9) µN =
1
N
N∑
i=1
δ
(
`i
N
)
, where (`1, . . . , `N ) is PN -distributed.
Under Assumptions 1 and 2 we have the following result, which can be found in [9, Theorem 5.3].
Theorem 3.2. Suppose that Assumptions 1 and 2 hold. Then the measures µN converge weakly in probability
to a certain deterministic probability measure µ(x)dx.† More precisely, for each Lipschitz function f(x)
defined in a real neighborhood of [0, M + θ] and each ε > 0 the random variables
N1/2−ε
∣∣∣∣∫
R
f(x)µN (dx)−
∫
R
f(x)µ(x)dx
∣∣∣∣
converge to 0 in probability and in the sense of moments. The measure µ(x)dx
(1) is supported in [0, M + θ];
(2) has density µ(x) such that 0 ≤ µ(x) ≤ θ−1
and is the unique minimizer of the functional
(3.10) IV [ρ] = θ
∫∫
x6=y
log |x− y|ρ(x)ρ(y)dxdy −
∫
R
V (x)ρ(x)dx
among all measures that satisfy the above two properties.
We call the measure µ in Theorem 3.2 the equilibrium measure.
Assumption 3. We assume that we have an open set M ⊂ C, such that [0, M + θ] ⊂ M. In addition, we
require for all large N the existence of analytic functions Φ+N ,Φ
−
N onM such that
w(Nx;N)
w(Nx− 1;N) =
Φ+N (Nx)
Φ−N (Nx)
, ,(3.11)
whenever x ∈ [(θ + 1) ·N−1,MN ·N−1 + θ]. Moreover,
Φ−N (Nz) = Φ
−(z) + ϕ−N (z) +O
(
N−2
)
and Φ+N (z) = Φ
+(Nz) + ϕ+N (z) +O
(
N−2
)
,
†Throughout the paper we denote the density of a measure µ by µ(x).
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where ϕ±N (z) = O(N
−1) and the constants in the big O notation are uniform over z in compact subsets of
M. All aforementioned functions are holomorphic inM.
The next assumption we require is about the equilibrium measure µ. A convenient way to encode µ is
through its Stieltjes transform
(3.12) Gµ(z) :=
∫
R
µ(x)dx
z − x .
The following two functions naturally arise in the asymptotic study of the measures µN
Rµ(z) = Φ
−(z) · e−θGµ(z) + Φ+(z) · eθGµ(z)
Qµ(z) = Φ
−(z) · e−θGµ(z) − Φ+(z) · eθGµ(z).
(3.13)
In [9, Section 5] the aurhors show that Rµ(z) is analytic in M while Qµ(z) is a branch of a two-valued
analytic function, which is the square-root of a holomorphic function in M. Similarly to [9, Section 4] we
impose the following technical condition on the function Qµ(z) and refer to that paper for a discussion on
its significance.
Assumption 4. Assume there are a holomorphic function H(z) and numbers α, β such that
• 0 ≤ α < β ≤ M + θ;
• H(z) 6= 0 for all z ∈ [0, M + θ];
• Qµ(z) = H(z)
√
(z − α)(z − β).‡
We will further impose a vanishing condition for the functions Φ±N . We believe that it can be relaxed, but
introduce it to simplify our arguments in the text.
Assumption 5. We have for all large N that Φ−N (θ) = Φ
+
N (MN + 1 +Nθ) = 0.
Assumption 6. We have that Φ−(z) + Φ+(z)−Rµ(z) 6= 0 insideM as in Assumption 3.
Remark 3.3. Assumptions 1-5 are essentially the same as those in [9]. We note that Assumption 4. is related
to Assumption 6. as follows. In typical examples one has that Φ±(z) and H(z) are in fact real analytic. This
means that Qµ(z)2 = H(z)2(z−α)(z−β) ≤ 0 for z ∈ [α, β]. On the other hand, if Φ−(z)+Φ+(z)−Rµ(z) = 0,
we can use (3.13) to obtain Qµ(z)2 = [Φ+(z) − Φ−(z)]2 ≥ 0. As Qµ(z) has simple roots at α and β and is
negative on (α, β) the latter statement leads to a contradiction. Thus Φ−(z) + Φ+(z)−Rµ(z) 6= 0 on [α, β]
and Assumption 6. strengthens this statement by 1. not requiring H(z) or Φ±(z) to be real analytic and 2.
extending the non-vanishing property to the full interval [0, M + θ]. We believe one might be able to weaken
or completely remove Assumption 6.; however, we keep it to simplify our arguments in the text.
We end this section by writing down the single level Nekrasov equation for PN , which is an analogue
of [9, Theorem 4.1]. Since the way we state the result is a bit different we also supply the proof.
Theorem 3.4. Suppose that Assumptions 1-3 hold. Define
(3.14) RN (z) = Φ−N (z) · EPN
[
N∏
i=1
z − `i − θ
z − `i
]
+ Φ+N (z) · EPN
[
N∏
i=1
z − `i − 1 + θ
z − `i − 1
]
− r
−
z − θ −
r+
z − s, where
‡Throughout the paper, given a, b ∈ R with a < b, we write f(z) =√(z − a)(z − b) to mean
f(z) =
{√
z − a√z − b when z ∈ C \ (−∞, b] ,
−√a− z√b− z when z ∈ (−∞, a) .
Observe that in this way f is holomorphic on C \ [a, b], cf. Theorem 2.5.5 in [40].
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r− = Φ−N (θ) · (−θ) · PN (`N = θ) · EPN
[
N−1∏
i=1
−`i
θ − `i
∣∣∣`N = θ] ;
r+ = Φ+N (θ) · θ · PN (`1 = s) · EPN
[
N∏
i=2
s− `i − 1 + θ
s− `i − 1
∣∣∣`1 = s] with s = M + 1 +Nθ.
(3.15)
Then RN (z) is a holomorphic function on the rescaled domain N · M in Assumption 3.
Proof. The function RN (z) has possible poles at s = a+(N+1−i)θ where i = 1, · · · , N and a ∈ {0, . . . ,M+
1}. Note that all of these poles are simple, since `i are strictly increasing. We will write `±,i for the N -tuple
(`1, . . . , `i−1, `±1i , `i+1, . . . `N ).
Fix a possible pole s and assume s 6= θ, (M + 1) +Nθ. The expectation E is a sum over elements ` ∈ Xt.
Such an element contributes to a residue if `i = s or `i = s− 1, for some i = 1, . . . , N . Then the residue at
s is given by
N∑
i=1
∑
`∈Gi1
Φ−N (s)PN (`) · (−θ) ·
N∏
j 6=i
s− `j − θ
s− `j + Φ
+
N (s)PN (`
−) · (θ) ·
N∏
j 6=i
s− `j − 1 + θ
s− `j − 1 +
N∑
i=1
∑
`∈Gi2
Φ−N (s)PN (`) · (−θ) ·
N∏
j 6=i
s− `j − θ
s− `j +
N∑
i=1
Φ+N (s)
∑
`∈Gi3
PN (`−) · (θ) ·
N∏
j 6=i
s− `j − 1 + θ
s− `j − 1 ,
(3.16)
where Gi1 = {` : `i = s and `, `i,− ∈WθN,N}, Gi2 = {` : `i = s, ` ∈WθN,N , `i,− 6∈WθN,N},
Gi3 = {` : `i = s, ` 6∈WθN,N , `i,− ∈WθN,N}.
Notice that the first sum vanishes term-wise as can be seen from (3.5) and Assumption 3. We next note that
if ` ∈ Gi2 then either s = θ in the case i = N , which we ruled out, or i 6= N and `i+1 = s − θ. This means
that the product in the second sum vanishes and so we get no contribution to the residue from this sum.
Similarly, if ` ∈ Gi3 then either i = 1 and s = M + 1 +Nθ, which we ruled out or i 6= 1 and `i−1 = s− 1 + θ.
This means that the product in the third sum vanishes and so we get no contribution to the residue from
this sum. Overall, the residue is zero provided s 6= θ and s 6= M + 1 +Nθ.
We finally consider the residues at s = θ and s = M + 1 + Nθ starting with the former. If s = θ then
we get no contribution from the second expectation and the first expectation in (3.14) only contributes if
`N = θ. Consequently, the residue is given by
Φ−N (θ) · (−θ) · PN (`N = θ) · EPN
[
N−1∏
i=1
−`i
θ − `i
∣∣∣`N = θ]− r−,
which is zero by the definition of r−.
If s = M + 1 + Nθ then we get no contribution from the first expectation, while the second expectation
in (3.14) only contributes if `1 = M + 1 +Nθ. Consequently, the residue is given by
Φ+N (θ) · θ · PN (`1 = M + 1 +Nθ) · EPN
[
N∏
i=2
s− `i − 1 + θ
s− `i − 1
∣∣∣`1 = s]− r+,
which is zero by the definition of r+. 
3.2. Deformed measures. If (`,m) is distributed according to 3.3 we denote
(3.17) GtN (z) =
N∑
i=1
1
z − `i/N and G
b
N (z) =
N−1∑
i=1
1
z −mi/N .
Our asymptotic analysis of PN goes through a detailed study of the joint distribution of Gt and Gb. From [9,
Theorem 7.1] we have the following result about Gt.
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Theorem 3.5. Suppose that Assumptions 1-5 hold. As N → ∞ the random field GtN (z) − EPN [GtN (z)],
z ∈ C\ [0, M+θ] converges (in the sense of joint moments uniformly in z over compact subsets of C\ [0, M+θ])
to a centered complex Gaussian field with second moment
(3.18) lim
N→∞
(
EPN
[
GtN (z1)G
t
N (z2)
]− EPN [GtN (z1)]EPN [GtN (z2)]) =: Cθ(z1, z2), where
Cθ(z1, z2) = − θ
−1
2(z1 − z2)2
(
1− (z1 − α)(z2 − β) + (z2 − α)(z1 − β)
2
√
(z1 − α)(z1 − β)
√
(z2 − α)(z2 − β)
)
,(3.19)
where α, β are as in Assumption 5.
We point out that the proof of Theorem 3.5 in [9] relies on the following moment bounds statement, which
is not written out explicitly in that paper.
Theorem 3.6. Suppose that Assumptions 1-5 hold and let U = C \ [0, M + θ]. Then for each k ∈ N we have
(3.20) E
[∣∣Gt(z)−NGµ(z)∣∣k] = O(1),
where Gµ(z) is as in (3.12) and the constant in the big O notation depends on k and is uniform as z varies
over compact subsets of U .
We will require Theorem 3.6 in our paper, and since its proof has not been written out in [9] we will give
it in Section 8, where we will also give the proof of Theorem 3.5. We remark that the arguments presented
in [9] are sufficient to establish these theorems and we will follow their ideas quite closely; however, there are
a few minor inaccuracies in the proof and for the sake of completeness we will supply the full proofs in the
present paper.
While Theorem 3.5 gives a complete answer to the question of the asymptotic distribution of GtN , we need
to study the joint distribution of Gt and Gb. Below we present a method for obtaining the joint cumulants
of these fields, which is inspired by [9].
Take 2m+2n parameters t1 = (t11, . . . , t1m), v1 = (v11, . . . , v1m), t2 = (t21, . . . , t2n), v2 = (v21, . . . , v2n) and such
that via + tia − y 6= 0 for all meaningful i, a and all y ∈ [0,MN ·N−1 + θ], and let the deformed distribution
Pt,vN be defined through
Pt,vN (`,m) = Z(t,v)
−1PN (`,m)
N∏
i=1
m∏
a=1
(
1 +
t1a
v1a − `i/N
)
·
N−1∏
i=1
n∏
a=1
(
1 +
t2a
v2a −mi/N
)
.(3.21)
If m = n = 0 we have Pt,vN = PN is the undeformed measure. In general, P
t,v
N may be a complex-valued
measure but we always choose the normalization constant Z(t,v) so that
∑
`,m Pt,v(`,m) = 1. In addition,
we require that the numbers tia are sufficiently close to zero so that Z(t,v) 6= 0.
For n bounded random variables ξ1, . . . , ξn we let M(ξ1, . . . , ξn) denote their joint cumulant. If n = 1 the
latter expression stands for the expectation E[ξ1].
The definition of the deformed measure Pt,vN is motivated by the following observation.
Lemma 3.7. Let ξ be a bounded random variable. For any m,n ≥ 0 we have
(3.22)
∂m+n
∂t11 · · · ∂t1m∂t21 · · · ∂t2n
EPt,vN [ξ]
∣∣∣∣
tia=0
= M(ξ,GtN (v
1
1), . . . , G
t
N (v
1
m), G
b
N (v
2
1), . . . , G
b
N (v
2
n)),
where the right side is the joint cumulant of the given random variables with respect to PN .
Remark 3.8. The above result is analogous to [9, Lemma 2.4], which in turn is based on earlier related work
in random matrix theory. We present a proof below for the sake of completeness.
Proof. One way to define the joint cumulant of bounded random variables ξ, ξ11 , . . . , ξ1m, ξ21 , . . . , ξ2n is through
∂m+n+1
∂t0∂t11 · · · ∂t1m∂t21 · · · ∂t2n
log
(
E exp
(
t0ξ +
m∑
i=1
t1i ξ
1
i +
n∑
i=1
t2i ξ
2
i
))∣∣∣∣∣
t0=0,tia=0
.
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Performing the differentiation with respect to t0 we can rewrite the above as
∂m+n
∂t11 · · · ∂t1m∂t21 · · · ∂t2n
E
[
ξ exp
(∑m
i=1 t
1
i ξ
1
i +
∑n
i=1 t
2
i ξ
2
i
)]
E
[
exp
(∑m
i=1 t
1
i ξ
1
i +
∑n
i=1 t
2
i ξ
2
i
)] ∣∣∣∣∣
tia=0
.
Set ξ1i = G
t
N (v
1
i ) for i = 1, . . . ,m and ξ
2
i = G
b(v2i ) for i = 1, . . . , n and observe that
exp
(
tGtN (z)
)
=
N∏
i=1
(
1 +
t
z − `i/N
)
+O(t2) and
exp
(
tGbN (z)
)
=
N−1∏
i=1
(
1 +
t
z −mi/N
)
+O(t2) as t→ 0.
The last statements imply the desired statement. 
4. Application of Nekrasov’s equations
We continue with the same notation as in Section 3. If GtN (z), G
b
N (z) are as in (3.17) and Gµ(z) is as in
(3.12) we define
(4.1) XtN = G
t
N (z)−NGµ(z), XbN (z) = GbN (z)−NGµ(z) and ∆XN (z) = N1/2(XtN (z)−XbN (z)).
The goal of this section is to use the Nekrasov’s equations to obtain certain formulas, given in (4.20) and
(4.30), which will play a central role in our asymptotic analysis.
4.1. Moment bounds for XtN (z) and X
t
b(z). In this section we establish that EPN
[|XtN (z)|k] = O(1)
and EPN
[|XbN (z)|k] = O(1) for all k ≥ 1. We will need these estimates together with some others for the
remainder of the paper.
Theorem 4.1. Suppose that Assumptions 1-5 hold. Then for each k ≥ 1 we have
(4.2) EPN
[
|XtN (z)|k
]
= O(1) and EPN
[
|XbN (z)|k
]
= O(1),
where the constants in the big O notation depend on k but not on N (provided it is sufficiently large) and are
uniform as z varies over compact subsets of C \ [0, M + θ].
The fact that EPN
[|XtN (z)|k] = O(1) for each k ≥ 1 uniformly as z varies over compact subsets of
C \ [0, M + θ] follows from Theorem 3.20. To establish the second statement we use the following result.
Lemma 4.2. Suppose that K is a compact subset of C \ [0, M+ θ]. Then there exists N0 ∈ N and C > 0 that
depend on K and M, θ, A1 as in Assumption 1 such that if N ≥ N0, z ∈ K then PN almost surely
(4.3)
∣∣∣XtN (z)−XbN (z)∣∣∣ ≤ C.
Proof. Let d > 0 be the distance between K and [0, M + θ]. We choose N0 to be sufficiently large so that
the distance between K and [θ · N−1,MN · N−1 + θ] is at least d/2 and assume N ≥ N0. We also let
C = 10(d+R0)
d2
, where R0 is sufficiently large so that K is contained in the disk of radius R0 at the origin. Let
z ∈ K and write z = x+ iy with x, y ∈ R. For brevity we set ai = `i/N for i = 1, . . . , N and bi = mi/N for
i = 1, . . . , N − 1. Then by definition we have
XtN (z)−XbN (z) = F (z) + iG(z), where F (z) =
N∑
i=1
x− ai
(x− ai)2 + y2 −
N−1∑
i=1
x− bi
(x− bi)2 + y2 and
G(z) =
N∑
i=1
y
(x− ai)2 + y2 −
N−1∑
i=1
y
(x− bi)2 + y2 .
In addition, by the interlacing property `  m we know that a1 > b1 > a2 > b2 > · · · > bN−1 > aN .
Let us denote A1(z) = {i ∈ {1, . . . , N} : x − ai ≤ −|y|}, A2(z) = {i ∈ {1, . . . , N} : −|y| < x − ai ≤ |y|}
and A3(z) = {i ∈ {1, . . . , N} : x − ai > |y|}. Observe that since the sequence ai is decreasing we know
that for each i ∈ {1, 2, 3} the set Ai(z) is either empty or consists of consecutive integers. Moreover,
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A1(z), A2(z), A3(z) are pairwise disjoint and A1(z) ∪ A2(z) ∪ A3(z) = {1, . . . , N}. We next define the sets
Bi(z) as follows. If |Ai(z)| ≤ 1 then Bi(z) = ∅, and if Ai(z) = {s1, . . . , s1 + k + 1} for k ≥ 0 then
Bi(z) = {s1, . . . , s1 + k}. We observe that by construction we have that B1(z), B2(z), B3(z) are pairwise
disjoint and N − 1 ≥ |B1(z)|+ |B2(z)|+ |B3(z)| ≥ N − 4.
If y ∈ R \ {0} then the function fy(t) = ty2+t2 has the derivative f ′y(t) = y
2−t2
y2+t2
and so we conclude that
fy(t) is decreasing on (−∞,−|y|], is increasing on (−|y|, |y|] and is decreasing on (|y|,∞). This combined
with the statement a1 > b1 > a2 > b2 > · · · > bN−1 > aN means that∣∣∣∣∣∣
∑
i∈A1(z)
x− ai
(x− ai)2 + y2 −
∑
i∈B1(z)
x− bi
(x− bi)2 + y2
∣∣∣∣∣∣ ≤ |x− a1|(x− a1)2 + y2 ≤ 2d.
One shows analogously that for j = 2, 3 we have∣∣∣∣∣∣
∑
i∈Aj(z)
x− ai
(x− ai)2 + y2 −
∑
i∈Bj(z)
x− bi
(x− bi)2 + y2
∣∣∣∣∣∣ ≤ 2d,
and so provided y 6= 0 we have
(4.4) |F (z)| ≤ 9
d
If y = 0 then F (z) =
∑N
i=1
1
x−ai −
∑N−1
i=1
1
x−bi and we must have either x > a1 or x < aN . Using the
monotonicity of the function f0(t) = t−1 on R+ or R− we see that (4.4) also holds in this case.
Let us denote A+(z) = {i ∈ {1, . . . , N} : x−ai ≥ 0}, A−(z) = {i ∈ {1, . . . , N} : x−ai < 0}. As before the
sets A+(z), A−(z) are either empty or consist of consecutive integers. Moreover, A+(z), A−(z) are pairwise
disjoint and A+(z) ∪ A−(z) = {1, . . . , N}. We next define the sets B±(z) as follows. If |A±(z)| ≤ 1 then
B±(z) = ∅, and if A±(z) = {s1, . . . , s1 + k + 1} for k ≥ 0 then B±(z) = {s1, . . . , s1 + k}. We observe that
by construction we have that B+(z), B−(z) are pairwise disjoint and N − 1 ≥ |B+(z)|+ |B−(z)| ≥ N − 3.
If y ∈ R\{0} then function gy(t) = 1t2+y2 is increasing on (−∞, 0] and decreasing on (0∞). This combined
with the statement a1 > b1 > a2 > b2 > · · · > bN−1 > aN means that∣∣∣∣∣∣
∑
i∈A±(z)
1
(x− ai)2 + y2 −
∑
i∈B±(z)
1
(x− bi)2 + y2
∣∣∣∣∣∣ ≤ 1(x− a1)2 + y2 ≤ 4d2 .
The latter implies
(4.5) |G(z)| ≤ 10R0
d2
If y = 0 then (4.5) holds trivially. Combining (4.4) and (4.5) and recalling that C = 10(d+R0)
d2
we conclude
the statement of the lemma. 
We finish this section by remarking that by Cauchy’s inequalities, see e.g. [40, Corollary 4.3], we have that
for each k ≥ 1 the quantities
(4.6) EPN
[
|XtN (z)|k
]
,EPN
[
|XbN (z)|k
]
,EPN
[
|∂zXtN (z)|k
]
,EPN
[
|∂zXbN (z)|k
]
are all O(1) uniformly over compact subsets of C \ [0, M + θ].
4.2. Asymptotic expansions. In this section we summarize several asymptotic expansions for the products
that appear in the Nekrasov’s equation – Theorem 2.3. We will use these several times in the rest of the
paper, specifically in the proof of Theorem 4.2. Below we will write ξN (z) to mean a generic random analytic
function on C \ [0,max(M + θ,MNN−1)], which is almost surely O(1) over compact subsets of C \ [0, M + θ].
In addition, we write ζN (z) to mean a generic random analytic function such that for each k ≥ 1 we have
E[|ζN (z)|k] = O(1) uniformly over compact subsets of C \ [0, M + θ]. Also, we denote
(4.7) F1(x) =
ex − 1− x
x2
.
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Using the definition of XtN and X
b
N from the beginning of this section and (4.6), we obtain the following
collection of asymptotic expansions.
N∏
i=1
Nz − `i − θ
Nz − `i = exp
[
N∑
i=1
log
(
1− 1
N
θ
z − `i/N
)]
=
exp
[
−θG
t
N (z)
N
+
θ2∂zG
t
N (z)
2N2
+
ξN (z)
N2
]
.
The above can be rewritten as
N∏
i=1
Nz − `i − θ
Nz − `i = e
−θGµ(z) ·
[
1− θX
t
N (z)
N
+
θ2∂zGµ(z)
2N
+
+
θ2[XtN (z)]
2
N2
F1
(
−θX
t
N (z)
N
)
+
θ2∂zX
t
N (z)
2N2
− θ
3XtN (z)∂zX
t
N (z)
2N3
+
+
θ4[XtN (z)]
2∂zG
t
N (z)
2N4
F1
(
−θX
t
N (z)
N
)]
+
ξN (z)
N2
=
= e−θGµ(z) ·
[
1− θX
t
N (z)
N
+
θ2∂zGµ(z)
2N
]
+
ζN (z)
N2
.
(4.8)
The second product is
N∏
i=1
Nz − `i − 1 + θ
Nz − `i − 1 = exp
[
N∑
i=1
log
(
1 +
1
N
θ
z − `i/N −N−1
)]
=
exp
[
θGtN (z)
N
+
[θ2 − 2θ]∂zGtN (z)
2N2
+
ξN (z)
N2
]
.
The above can be rewritten as
N∏
i=1
Nz − `i − 1 + θ
Nz − `i − 1 = e
θGµ(z) ·
[
1 +
θXtN (z)
N
+
[θ2 − 2θ]∂zGµ(z)
2N
+
+
θ2[XtN (z)]
2
N2
F1
(
θXtN (z)
N
)
+
[θ2 − 2θ]∂zXtN (z)
2N2
+
θ[θ2 − 2θ]XtN (z)∂zGtN (z)
2N3
+
+
θ2[θ2 − 2θ][XtN (z)]2∂zGtN (z)
2N4
F1
(
θXtN (z)
N
)]
+
ξN (z)
N2
=
= eθGµ(z) ·
[
1 +
θXtN (z)
N
+
[θ2 − 2θ]∂zGµ(z)
2N
]
+
ζN (z)
N2
.
(4.9)
The third prodict is
N∏
i=1
Nz − `i − θ
Nz − `i − 1 = exp
[
N∑
i=1
log
(
1 +
1
N
1− θ
z − `i/N −N−1
)]
=
+ exp
[
[1− θ]GtN (z)
N
+
[[1− θ]2 − 2[1− θ]]∂zGtN (z)
2N2
+
ξN (z)
N2
]
.
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The above can be rewritten as
N∏
i=1
Nz − `i − θ
Nz − `i − 1 = e
(1−θ)Gµ(z) ·
[
1 +
[1− θ]XtN (z)
N
+
[θ2 − 1]∂zGµ(z)
2N
+
[1− θ]2[XtN (z)]2
N2
F1
(
[1− θ]XtN (z)
N
)
+
[1− θ][θ2 − 1]XtN (z)∂zGtN (z)
2N3
+
+
[1− θ]2[θ2 − 1][XtN (z)]2∂zGtN (z)
2N4
F1
(
[1− θ]XtN (z)
N
)
+
[θ2 − 1]∂zXtN (z)
2N2
]
+
ξN (z)
N2
=
= e(1−θ)Gµ(z) ·
[
1 +
[1− θ]XtN (z)
N
+
[θ2 − 1]∂zGµ(z)
2N
]
+
ζN (z)
N2
.
(4.10)
The fourth product is
N∏
i=1
Nz − `i − 1 + θ
Nz − `i = exp
[
N∑
i=1
log
(
1 +
1
N
θ − 1
z − `i/N
)]
=
exp
[
[θ − 1]GtN (z)
N
+
[θ − 1]2∂zGtN (z)
2N2
+
ξN (z)
N2
]
.
The above can be rewritten as
N∏
i=1
Nz − `i − 1 + θ
Nz − `i = e
[θ−1]Gµ(z)
[
1 +
[θ − 1]XtN (z)
N
+
[θ − 1]2∂zGµ(z)
2N
+
[θ − 1]2[XtN (z)]2
N2
F1
(
[θ − 1]XtN (z)
N
)
+
[θ − 1]3XtN (z)∂zGtN (z)
2N3
+
[θ − 1]2[XtN (z)]2∂zGtN (z)
2N4
F1
(
[θ − 1]XtN (z)
N
)
+
[θ − 1]2∂zXtN (z)
2N2
]
+
ξN (z)
N2
=
e[θ−1]Gµ(z)
[
1 +
[θ − 1]XtN (z)
N
+
[θ − 1]2∂zGµ(z)
2N
]
+
ζN (z)
N2
.
(4.11)
The fifth product is
N−1∏
i=1
Nz −mi
Nz −mi + θ = exp
[
N−1∑
i=1
log
(
1− 1
N
θ
z −mi/N + θN−1
)]
=
exp
[
−θG
b
N (z)
N
− θ
2∂zG
b
M (z)
2N2
+
ξN (z)
N2
]
.
The above can be rewritten as
N−1∏
i=1
Nz −mi
Nz −mi + θ = e
−θGµ(z) ·
[
1− θX
b
N (z)
N
− θ
2∂zGµ(z)
2N
+
+
θ2[XbN (z)]
2
N2
F1
(
−θX
b
N (z)
N
)
− θ
2∂zX
b
N (z)
2N2
+
θ3XbN (z)∂zG
b
N (z)
2N3
−
− θ
4[XbN (z)]
2∂zG
b
N (z)
2N4
F1
(
−θX
b
N (z)
N
)]
+
ξN (z)
N2
= e−θGµ(z) ·
[
1− θX
b
N (z)
N
− θ
2∂zGµ(z)
2N
]
+
ζN (z)
N2
.
(4.12)
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The sixth product is
N−1∏
i=1
Nz −mi − 1 + θ
Nz −mi − 1 = exp
[
N−1∑
i=1
log
(
1 +
1
N
θ
z −mi/N −N−1
)]
=
exp
[
θGbN (z)
N
+
[θ2 − 2θ]∂zGbN (z)
2N2
+
ξN (z)
N2
]
.
The above can be rewritten as
N−1∏
i=1
Nz −mi − 1 + θ
Nz −mi − 1 = e
θGµ(z) ·
[
1 +
θXbN (z)
N
+
[θ2 − 2θ]∂zGµ(z)
2N
+
+
θ2[XbN (z)]
2
N2
F1
(
θXbN (z)
N
)
+
[θ2 − 2θ]∂zXbN (z)
2N2
+
θ[θ2 − 2θ]XbN (z)∂zGbN (z)
2N3
+
+
θ2[θ2 − 2θ][XbN (z)]2∂zGbN (z)
2N4
F1
(
θXbN (z)
N
)]
+
ξN (z)
N2
=
= eθGµ(z) ·
[
1 +
θXbN (z)
N
+
[θ2 − 2θ]∂zGµ(z)
2N
]
+
ζN (z)
N2
.
(4.13)
The seventh product is
N−1∏
i=1
Nz −mi
Nz −mi + θ − 1 = exp
[
N−1∑
i=1
log
(
1− 1
N
θ − 1
z −mi/N + (θ − 1)N−1
)]
=
exp
[
− [θ − 1]G
b
N (z)
N
− [θ − 1]
2∂zG
b
M (z)
2N2
+
ξN (z)
N2
]
.
The above can be rewritten as
N−1∏
i=1
Nz −mi
Nz −mi + θ − 1 = e
−[θ−1]Gµ(z) ·
[
1 +
−[θ − 1]XbN (z)
N
− [θ − 1]
2∂zGµ(z)
2N
+
+
[θ − 1]2[XbN (z)]2
N2
F1
(−[θ − 1]XbN (z)
N
)
+
[θ − 1]3XbN (z)∂zGbN (z)
2N3
−
− [θ − 1]
4[XbN (z)]
2∂zG
b
N (z)
2N4
F1
(−[θ − 1]XbN (z)
N
)
− [θ − 1]
2∂zX
b
N (z)
2N2
]
+
ξN (z)
N2
=
= e−[θ−1]Gµ(z) ·
[
1 +
−[θ − 1]XbN (z)
N
− [θ − 1]
2∂zGµ(z)
2N
]
+
ζN (z)
N2
.
(4.14)
The eight product is
N−1∏
i=1
Nz −mi − 1 + θ
Nz −mi = exp
[
N−1∑
i=1
log
(
1 +
1
N
θ − 1
z −mi/N
)]
=
exp
[
[θ − 1]GbN (z)
N
+
[θ − 1]2∂zGbN (z)
2N2
+
ξN (z)
N2
]
.
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The above can be rewritten as
N−1∏
i=1
Nz −mi − 1 + θ
Nz −mi = e
[θ−1]Gµ(z) ·
[
1 +
[θ − 1]XbN (z)
N
+
[θ − 1]2∂zGµ(z)
2N
+
+
[θ − 1]2[XbN (z)]2
N2
F1
(
[θ − 1]XbN (z)
N
)
+
[θ − 1]3XbN (z)∂zGbN (z)
2N3
+
+
[θ − 1]4[XbN (z)]2∂zGbN (z)
2N4
F1
(−[θ − 1]XbN (z)
N
)
− [θ − 1]
2∂zX
b
N (z)
2N2
]
+
ξN (z)
N2
=
= e[θ−1]Gµ(z) ·
[
1 +
[θ − 1]XbN (z)
N
+
[θ − 1]2∂zGµ(z)
2N
]
+
ζN (z)
N2
.
(4.15)
We will also need the following expansion for the θ = 1 case
(4.16)
N∑
i=1
1
Nz − `i − 1 =
GtN (z)
N
− ∂zG
t
N (z)
N2
+
ξN (z)
N2
=
GtN (z)
N
− ∂zG
µ(z)
N
+
ζN (z)
N2
.
4.3. Application of Nekrasov’s equations: Part I. In this and the next section we derive formulas for
the measure PN from Section 3 with θ 6= 1 using the Nekrasov’s equation – Theorem 2.1. The case θ = 1 is
handled in Section 4.5.
Let us fix a compact subset K of C \ [0, M+ θ] and suppose  > 0 is sufficiently small so that K is at least
distance  from [0, M + θ]. We also let v1a for a = 1, . . . ,m and v2a for a = 1, . . . , n be any m+ n points in K.
We apply Nekrasov’s equations, Theorem 2.1, to the measures Pt,vN from Section 3.2 for θ 6= 1 and obtain the
following statements. Suppose that R1N and R
2
N are given by
R1N (Nz) =
θ
1− θ · Φ
+
N (Nz) ·B1 ·B2 · E
[
N∏
i=1
Nz − `i − θ
Nz − `i − 1
N−1∏
i=1
Nz −mi + θ − 1
Nz −mi
]
+
Φ−N (Nz) ·A1 ·B2 · E
[
N∏
i=1
Nz − `i − θ
Nz − `i
]
+ Φ+N (Nz) ·B1 ·A2 · E
[
N−1∏
i=1
Nz −mi + θ − 1
Nz −mi − 1
](4.17)
R2N (Nz) =
θ
1− θ · Φ
−
N (Nz) ·A1 ·A3 · E
[
N−1∏
i=1
Nz −mi
Nz −mi + θ − 1
N∏
i=1
Nz − `i + θ − 1
Nz − `i
]
+
Φ+N (Nz) ·B1 ·A3 · E
[
N∏
i=1
Nz − `i + θ − 1
Nz − `i − 1
]
+ Φ−N (Nz) ·A1 ·B3 · E
[
N−1∏
i=1
Nz −mi
Nz −mi + θ
]
,
(4.18)
where all the expectations are with respect to the measure Pt,vN ,
A1 =
m∏
a=1
[
v1a + t
1
a − z +
1
N
] [
v1a − z
]
, B1 =
m∏
a=1
[
v1a + t
1
a − z
] [
v1a − z +
1
N
]
A2 =
n∏
a=1
[
v2a + t
2
a − z
] [
v2a − z +
1
N
]
, B2 =
n∏
a=1
[
v2a + t
2
a − z +
1
N
] [
v2a − z
]
A3 =
n∏
a=1
[
v2a + t
2
a − z −
1
N
] [
v2a − z
]
, B3 =
n∏
a=1
[
v2a + t
2
a − z
] [
v2a − z −
1
N
]
,
(4.19)
and Φ± are as in Assumption 3. Then for all large N functions R1N (Nz) and R
2
N (Nz) are holomorphic in
M as in Assumption 3, provided that the tij ’s are all smaller than /2.
Definition 4.3. We summarize some notation in this definition. LetK be a compact subset of C\[0, M+θ]. In
addition, we fix integers r, s, t ≥ 0 and let m = r+s and n = r+t. We fix points {va}ra=1, {ub}sb=1, {wc}tc=1 ⊂
K and set v1a = v2a = va for a = 1, . . . , r, v1b+r = ub for b = 1, . . . , s and v
2
c+r = wc for c = 1, . . . , t. In addition,
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we fix v ∈ K and let Γ be a positively oriented contour, which encloses the segment [0, M + θ], is contained
inM as in Assumption 3 and avoids K.
For integers p ≤ q, we will denote by Jp, qK the set of integers {p, p+ 1, . . . , q}.
For a bounded random variable ξ and sets A,B,C we let M(ξ;A,B,C) be the joint cumulant of the
random variables ξ, ∆XN (va), XtN (ub), X
b
N (wc) for a ∈ A, for b ∈ B and c ∈ C. If A = B = C = ∅ then
M(ξ;A,B,C) = E[ξ].
In the remainder of the section we use the notation in Definition 4.3. Our goal is to use (4.17), (4.18) and
our work from Sections 4.1 and 4.2 to derive the following result
M (∆XN (v); J1, rK, J1, sK, J1, tK)) = 1
2pii
∫
Γ
WN (z)+
+
∑
A⊂J1,rK
∑
B⊂J1,sK
∏
a∈Ac
[
1
(va − z)2
] ∏
b∈Bc
[
1
(ub − z)2
]
Φ−(z)e−θGµ(z)1{|A|+ |B| < r + s}
S(z)N (r−|A|−1)/2+s−|B|
×
·M
(
(−1)t−|C|XbN (z)− (−1)r+s−|A|−|B|XtN (z);A,B, J1, tK)+
+
∑
A⊂J1,rK
∑
C⊂J1,tK
∏
a∈Ac
[ −1
(va − z)2
] ∏
c∈Cc
[
1
(wc − z)2
]
Φ+(z)eθGµ(z)1{|A|+ |C| < r + t}
S(z)N (r−|A|−1)/2+t−|C|
×
·M
(
(−1)r−|A|XbN (z)−XtN (z);A, J1, sK, C)+ ∑
A⊂J1,rK
∑
B⊂J1,sK
∑
C⊂J1,tK
M
(
ζΓN (z);A,B,C
)
N r/2−|A|/2+1/2
,
(4.20)
where S(z) = (z − v) · (Φ+(z) + Φ−(z) − Rµ(z)) and ζΓN (z) stands for a generic random analytic function
such that for each k ≥ 1 we have E[|ζΓN (z)|k] = O(1) uniformly over z ∈ Γ. In addition, Ac = J1, rK \ A,
Bc = J1, sK \B and Cc = J1, tK \ C, and WN (z) is given by
N (r−3)/2WN (z) = 1{r + s+ t = 0}
(
Φ+N (Nz)
(1− θ)S(z) ·
(
1 +
θ[θ − 1]∂zGµ(z)
N
)
− Φ
−
N (Nz)
(1− θ)S(z)
)
+
+
r∏
a=1
[ −1
(va − z)(va − z +N−1)
] s∏
b=1
[ −1
(ub − z)(ub − z +N−1)
]
Φ−N (Nz)e
−θGµ(z)1{t = 0}
S(z)N s
[
1
θ
+
θ∂zGµ(z)
2N
]
+
+
r∏
a=1
[ −1
(va − z)(va − z +N−1)
] t∏
c=1
[
1
(wc − z)(wc − z +N−1)
]
Φ+N (Nz)e
θGµ(z)1{s = 0}
N tS(z)
[
1
θ
+
[θ − 2]∂zGµ(z)
2N
]
−
−
r∏
a=1
[
1
(va − z)(va − z +N−1)
] s∏
b=1
[
1
(ub − z)(ub − z +N−1)
]
Φ+N (Nz)e
θGµ(z)1{t = 0}
S(z)N s
[
1
θ
+
[θ − 2]∂zGµ(z)
2N
]
−
−
r∏
a=1
[
1
(va − z)(va − z −N−1)
] t∏
c=1
[ −1
(wc − z)(wc − z −N−1)
]
Φ−N (Nz)e
−θGµ(z)1{s = 0}
S(z)N t
[
1
θ
− θ∂zGµ(z)
2N
]
.
(4.21)
Equation (4.20) is the main output of the Nekrasov’s equations that we will need in this paper, and the rest
of the section is devoted to establishing it.
We start by dividing both sides of (4.17) by 2pii · S(z) ·B1 ·B2 and integrating over Γ. This gives
1
2pii
∫
Γ
R1N (Nz)dz
S(z) ·B1 ·B2 =
1
2pii
∫
Γ
θ
1− θ ·
Φ+N (Nz)dz
S(z)
· E
[
N∏
i=1
Nz − `i − θ
Nz − `i − 1
N−1∏
i=1
Nz −mi + θ − 1
Nz −mi
]
+
1
2pii
∫
Γ
Φ−N (Nz)A1dz
B1S(z)
· E
[
N∏
i=1
Nz − `i − θ
Nz − `i
]
+
1
2pii
∫
Γ
Φ+N (Nz)A2dz
B2S(z)
· E
[
N−1∏
i=1
Nz −mi + θ − 1
Nz −mi − 1
]
.
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Notice that by Assumption 6, we have Φ+(z) + Φ−(z)−Rµ(z) 6= 0 in a neighborhood of the region enclosed
by Γ and so by Cauchy’s theorem the left side of the above expression vanishes.
We next apply the operator
D := [∂t11 − ∂t21 ] · · · [∂t1r − ∂t2r ] · ∂t1r+1 · · · ∂t1r+s · ∂t2r+1 · · · ∂t2r+t
to both sides and set t1a = 0 for a = 1, . . . ,m and t2a = 0 for a = 1, . . . , n. Notice that when we perform the
differentiation to the second and third lines above some of the derivatives could land on the products and
some on the expectation. We will split the result of the differentiation based on subsets A,B,C. The set A
consists of indices a in {1, . . . , r} such that [∂t1a − ∂t2a ] differentiates the expectation. Similarly, B denotes
the set of indices b in {1, . . . , s} such that ∂t1r+b differentiates the expectation and C the set of indices in
{1, . . . , t} such that ∂t2r+c differentiates the expectation. The result of this procedure is as follows
0 =
1
2pii
∫
Γ
Φ+N (Nz) · θ
(1− θ)S(z)N r/2M
(
N∏
i=1
Nz − `i − θ
Nz − `i − 1
N−1∏
i=1
Nz −mi + θ − 1
Nz −mi ; J1, rK, J1, sK, J1, tK
)
+
+
∑
A⊂J1,rK
∑
B⊂J1,sK
∏
a∈Ac
[ −N−1
(va − z)(va − z +N−1)
] ∏
b∈Bc
[ −N−1
(ub − z)(ub − z +N−1)
]
Φ−N (Nz)
S(z)N |A|/2
×
M
(
N∏
i=1
Nz − `i − θ
Nz − `i ;A,B, J1, tK
)
+
∑
A⊂J1,rK
∑
C⊂J1,tK
∏
a∈Ac
[ −N−1
(va − z)(va − z +N−1)
] ∏
c∈Cc
[
N−1
(wc − z)(wc − z +N−1)
]
Φ+N (Nz)
S(z)N |A|/2
×
M
(
N−1∏
i=1
Nz −mi + θ − 1
Nz −mi − 1 ;A, J1, sK, C
)
.
We may now use (4.8, 4.10, 4.13, 4.15) to rewrite the above as
0 =
1
2pii
∫
Γ
Φ+N (Nz) · θ
(1− θ)S(z)N r/2M
(
1 +
1− θ
N3/2
·∆XN (z) + θ[θ − 1]∂zGµ(z)
N
; J1, rK, J1, sK, J1, tK)+
+
∑
A⊂J1,rK
∑
B⊂J1,sK
∏
a∈Ac
[ −N−1
(va − z)(va − z +N−1)
] ∏
b∈Bc
[ −N−1
(ub − z)(ub − z +N−1)
]
Φ−N (Nz)e
−θGµ(z)
S(z)N |A|/2
×
M
(
1− θX
t
N (z)
N
+
θ2∂zGµ(z)
2N
;A,B, J1, tK)
+
∑
A⊂J1,rK
∑
C⊂J1,tK
∏
a∈Ac
[ −N−1
(va − z)(va − z +N−1)
] ∏
c∈Cc
[
N−1
(wc − z)(wc − z +N−1)
]
Φ+N (Nz)e
θGµ(z)
S(z)N |A|/2
×
M
(
1 +
θXbN (z)
N
+
[θ2 − 2θ]∂zGµ(z)
2N
;A, J1, sK, C)+ ∑
A⊂J1,rK
∑
B⊂J1,sK
∑
C⊂J1,tK
M
(
ζΓN (z);A,B,C
)
N r−|A|/2+2
,
where we recall that ζΓN (z) stands for a generic random analytic function such that for each k ≥ 1 we have
E[|ζΓN (z)|k] = O(1) uniformly over z ∈ Γ and vij ∈ K.
We can now use the linearity of cumulants together with the fact that the joint cumulant of any non-empty
collection of bounded random variables and a constant is zero. In addition, we know that uniformly as z
varies over Γ and v ∈ K we have
1
(v − z)(v − z +N−1) =
1
(v − z)2 +O(N
−1) and Φ±N (Nz) = Φ
±(z) +O(N−1).
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Applying the last two statements we get
0 =
1
2pii
∫
Γ
Φ+(z) · θ
(1− θ)S(z)N r/2M
(
1− θ
N3/2
·∆XN (z); J1, rK, J1, sK, J1, tK)+
Φ+N (Nz) · θ
(1− θ)S(z)N r/2 · 1{r + s+ t = 0} ·
(
1 +
θ[θ − 1]∂zGµ(z)
N
)
+
r∏
a=1
[ −1
(va − z)(va − z +N−1)
] s∏
b=1
[ −1
(ub − z)(ub − z +N−1)
]
Φ−N (Nz)e
−θGµ(z)1{t = 0}
S(z)N r+s
[
1 +
θ2∂zGµ(z)
2N
]
+
+
r∏
a=1
[ −1
(va − z)(va − z +N−1)
] t∏
c=1
[
1
(wc − z)(wc − z +N−1)
]
Φ+N (Nz)e
θGµ(z)1{s = 0}
N r+tS(z)
[
1 +
[θ2 − 2θ]∂zGµ(z)
2N
]
+
+
∑
A⊂J1,rK
∑
B⊂J1,sK
∏
a∈Ac
[ −1
(va − z)2
] ∏
b∈Bc
[ −1
(ub − z)2
]
Φ−(z)e−θGµ(z)
S(z)N r−|A|/2N s−|B|
M
(
−θX
t
N (z)
N
;A,B, J1, tK)+
+
∑
A⊂J1,rK
∑
C⊂J1,sK
∏
a∈Ac
[ −1
(va − z)2
] ∏
c∈Cc
[
1
(wc − z)2
]
Φ+(z)eθGµ(z)
S(z)N r−|A|/2N t−|C|
M
(
θXbN (z)
N
;A, J1, sK, C)+
+
∑
A⊂J1,rK
∑
B⊂J1,sK
∑
C⊂J1,tK
M
(
ζΓN (z);A,B,C
)
N r−|A|/2+2
.
(4.22)
We next divide both sides of (4.18 by 2pii · S(z) ·A1 ·A3 and integrate over Γ to get
1
2pii
∫
Γ
R2N (Nz)dz
S(z) ·A1 ·A3 =
1
2pii
∫
Γ
θ
1− θ ·
Φ−N (Nz)dz
S(z)
· E
[
N−1∏
i=1
Nz −mi
Nz −mi + θ − 1
N∏
i=1
Nz − `i + θ − 1
Nz − `i
]
+
1
2pii
∫
Γ
Φ+N (Nz)B1dz
A1S(z)
· E
[
N∏
i=1
Nz − `i + θ − 1
Nz − `i − 1
]
+
1
2pii
∫
Γ
Φ−N (Nz)B3dz
A3S(z)
· E
[
N−1∏
i=1
Nz −mi
Nz −mi + θ
]
.
As before the left side of the above equation vanishes by Cauchy’s Theorem. Then we can apply D to both
sides and set t1a = 0 for a = 1, . . . ,m and t2a = 0 for a = 1, . . . , n. This gives
0 =
1
2pii
∫
Γ
Φ−N (Nz) · θ
(1− θ)S(z)N r/2M
(
N−1∏
i=1
Nz −mi
Nz −mi + θ − 1
N∏
i=1
Nz − `i + θ − 1
Nz − `i ; J1, rK, J1, sK, J1, tK
)
+
+
∑
A⊂J1,rK
∑
B⊂J1,sK
∏
a∈Ac
[
N−1
(va − z)(va − z +N−1)
] ∏
b∈Bc
[
N−1
(ub − z)(ub − z +N−1)
]
Φ+N (Nz)
S(z)N |A|/2
×
M
(
N∏
i=1
Nz − `i + θ − 1
Nz − `i − 1 ;A,B, J1, tK
)
+
+
∑
A⊂J1,rK
∑
C⊂J1,tK
∏
a∈Ac
[
N−1
(va − z)(va − z −N−1)
] ∏
c∈Cc
[ −N−1
(wc − z)(wc − z −N−1)
]
Φ−N (Nz)
S(z)N |A|/2
×
M
(
N−1∏
i=1
Nz −mi
Nz −mi + θ ;A, J1, sK, C
)
.
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We may now use (4.9, 4.11, 4.12, 4.14) to rewrite the above as
0 =
1
2pii
∫
Γ
Φ−N (Nz) · θ
(1− θ)S(z)N r/2M
(
1 +
[θ − 1]∆XN (z)
N3/2
; J1, rK, J1, sK, J1, tK)+
+
∑
A⊂J1,rK
∑
B⊂J1,sK
∏
a∈Ac
[
N−1
(va − z)(va − z +N−1)
] ∏
b∈Bc
[
N−1
(ub − z)(ub − z +N−1)
]
Φ+N (Nz)e
θGµ(z)
S(z)N |A|/2
×
M
(
1 +
θXtN (z)
N
+
[θ2 − 2θ]∂zGµ(z)
2N
;A,B, J1, tK)+
+
∑
A⊂J1,rK
∑
C⊂J1,tK
∏
a∈Ac
[
N−1
(va − z)(va − z −N−1)
] ∏
c∈Cc
[ −N−1
(wc − z)(wc − z −N−1)
]
Φ−N (Nz)e
−θGµ(z)
S(z)N |A|/2
×
M
(
1− θX
b
N (z)
N
− θ
2∂zGµ(z)
2N
;A, J1, sK, C)+ ∑
A⊂J1,rK
∑
B⊂J1,sK
∑
C⊂J1,tK
M
(
ζΓN (z);A,B,C
)
N r−|A|/2+2
.
As before, we may remove constant terms from second and higher order cumulants and also simplify the
above expression to get
0 =
1
2pii
∫
Γ
Φ−(z) · θ
(1− θ)S(z)N r/2M
(
1{r + s+ t = 0}+ [θ − 1]∆XN (z)
N3/2
; J1, rK, J1, sK, J1, tK)+
+
r∏
a=1
[
1
(va − z)(va − z +N−1)
] s∏
b=1
[
1
(ub − z)(ub − z +N−1)
]
Φ+N (Nz)e
θGµ(z)1{t = 0}
S(z)N r+s
[
1 +
[θ2 − 2θ]∂zGµ(z)
2N
]
+
+
r∏
a=1
[
1
(va − z)(va − z −N−1)
] t∏
c=1
[ −1
(wc − z)(wc − z −N−1)
]
Φ−N (Nz)e
−θGµ(z)1{s = 0}
S(z)N r+t
[
1− θ
2∂zGµ(z)
2N
]
+
+
∑
A⊂J1,rK
∑
B⊂J1,sK
∏
a∈Ac
[
1
(va − z)2
] ∏
b∈Bc
[
1
(vb − z)2
]
Φ+(z)eθGµ(z)
S(z)N r−|A|/2N s−|B|
M
(
θXtN (z)
N
;A,B, J1, tK)+
+
∑
A⊂J1,rK
∑
C⊂J1,tK
∏
a∈Ac
[
1
(va − z)2
] ∏
c∈Cc
[ −1
(wc − z)2
]
Φ−(z)e−θGµ(z)
S(z)N r−|A|/2N t−|C|
M
(
−θX
b
N (z)
N
;A, J1, sK, C)+
+
∑
A⊂J1,rK
∑
B⊂J1,sK
∑
C⊂J1,tK
M
(
ζΓN (z);A,B,C
)
N r−|A|/2+2
.
(4.23)
We next subtract (4.23) from (4.22) to get
0 =
1
2pii
∫
Γ
[Φ+(z) + Φ−(z)] · θ
S(z)N r/2
M
(
∆XN (z)
N3/2
; J1, rK, J1, sK, J1, tK)+ θN−(r+3)/2WN (z)+
+
∑
A⊂J1,rK
∑
B⊂J1,sK
∏
a∈Ac
[
1
(va − z)2
] ∏
b∈Bc
[
1
(ub − z)2
]
Φ−(z)e−θGµ(z)
S(z)N r−|A|/2N s−|B|
×
M
(
(−1)t−|C|θXbN (z)
N
− (−1)
r+s−|A|−|B|θXtN (z)
N
;A,B, J1, tK)+
+
∑
A⊂J1,rK
∑
C⊂J1,tK
∏
a∈Ac
[ −1
(va − z)2
] ∏
c∈Cc
[
1
(wc − z)2
]
Φ+(z)eθGµ(z)
S(z)N r−|A|/2N t−|C|
×
M
(
(−1)r−|A|θXbN (z)
N
− θX
t
N (z)
N
;A, J1, sK, C)+ ∑
A⊂J1,rK
∑
B⊂J1,sK
∑
C⊂J1,tK
M
(
ζΓN (z);A,B,C
)
N r−|A|/2+2
,
(4.24)
where WN (z) is as in (4.21).
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Finally, we can extract the terms corresponding to A = J1, rK and B = J1, sK from the first double sum in
(4.24) and to A = J1, rK and C = J1, tK from the second double sum in (4.24), and combine them using the
formula Rµ(z) = Φ−(z)e−θGµ(z) + Φ+(z)eθGµ(z) from (3.13). The resulting expression can be put in the first
line to get the first term in (4.24) to become
θ
(z − v0)N r/2
M
(
∆XN (z)
N3/2
; J1, rK, J1, sK, J1, tK) .
The latter expression is analytic outside of Γ and decays at least like |z|−2 as |z| → ∞, which means that we
can compute that integral as (minus) the residue at z = v as there is no residue at ∞. After performing this
computation and multiplying everything by θ−1N (r+3)/2 we arrive at (4.20).
4.4. Application of Nekrasov’s equations: Part II. In this section we derive a couple of results using
the Nekrasov’s equations. These will be used in key moments, when (4.20) does not give us the statements
we require. We continue with the same notation as in Section 4.3.
We start by dividing both sides of (4.17) by 2pii · S(z) ·A1 ·B2 and inetgrating over Γ. This gives
1
2pii
∫
Γ
R1N (Nz)dz
S(z) ·A1 ·B2 =
1
2pii
∫
Γ
θ
1− θ ·
B1
A1
· Φ
+
N (Nz)dz
S(z)
· E
[
N∏
i=1
Nz − `i − θ
Nz − `i − 1
N−1∏
i=1
Nz −mi + θ − 1
Nz −mi
]
+
1
2pii
∫
Γ
Φ−N (Nz)dz
S(z)
· E
[
N∏
i=1
Nz − `i − θ
Nz − `i
]
+
1
2pii
∫
Γ
Φ+N (Nz)B1 ·A2dz
A1 ·B2 · S(z) · E
[
N−1∏
i=1
Nz −mi + θ − 1
Nz −mi − 1
]
.
Notice that by Assumption 6, we have Φ+(z) + Φ−(z)−Rµ(z) 6= 0 in a neighborhood of the region enclosed
by Γ and so by Cauchy’s theorem the left side of the above expression vanishes.
We next apply the operator
D := [∂t11 − ∂t21 ] · · · [∂t1r − ∂t2r ] · ∂t1r+1 · · · ∂t1r+s · ∂t2r+1 · · · ∂t2r+t
to both sides and set t1a = 0 for a = 1, . . . ,m = r + s and t2a = 0 for a = 1, . . . , n = r + t. As before we will
split the result of the differentiation based on subests A,B,C. The set A consists of indices a in {1, . . . , r}
such that [∂t1a −∂t2a ] differentiates the expectation. Similarly, B denotes the set of indices b in {1, . . . , s} such
that ∂t1r+b differentiates the expectation and C the set of indices in {1, . . . , t} such that ∂t2r+c differentiates
the expectation. The result of this procedure is as follows
0 =
1
2pii
∫
Γ
∑
A⊂J1,rK,B⊂J1,sK
∏
a∈Ac
[
N−1
(va − z)(va − z +N−1)
] ∏
b∈Bc
[
N−1
(ub − z)(ub − z +N−1)
]
×
Φ+N (Nz) · θ
(1− θ)S(z)N |A|/2M
(
N∏
i=1
Nz − `i − θ
Nz − `i − 1
N−1∏
i=1
Nz −mi + θ − 1
Nz −mi ;A,B, J1, tK
)
+
+
Φ−N (Nz)
S(z)N r/2
M
(
N∏
i=1
Nz − `i − θ
Nz − `i ; J1, rK, J1, sK, J1, tK
)
+
+
∑
B⊂J1,sK
∑
C⊂J1,tK
∏
b∈Bc
[
N−1
(ub − z)(ub − z +N−1)
] ∏
c∈Cc
[
N−1
(wc − z)(wc − z +N−1)
]
Φ+N (Nz)
S(z)N r/2
×
M
(
N−1∏
i=1
Nz −mi + θ − 1
Nz −mi − 1 ; J1, rK, B,C
)
.
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We may now use (4.8, 4.10, 4.13, 4.15) to rewrite the above as
0 =
1
2pii
∫
Γ
∑
A⊂J1,rK,B⊂J1,sK
∏
a∈Ac
[
N−1
(va − z)(va − z +N−1)
] ∏
b∈Bc
[
N−1
(ub − z)(ub − z +N−1)
]
×
Φ+N (Nz) · θ
(1− θ)S(z)N |A|/2M
(
1 +
1− θ
N3/2
·∆XN (z) + θ[θ − 1]∂zGµ(z)
N
;A,B, J1, tK)+
+
Φ−N (Nz)e
−θGµ(z)
S(z)N r/2
M
(
1− θX
t
N (z)
N
+
θ2∂zGµ(z)
2N
; J1, rK, J1, sK, J1, tK)+
+
∑
B⊂J1,sK
∑
C⊂J1,tK
∏
b∈Bc
[
N−1
(ub − z)(ub − z +N−1)
] ∏
c∈Cc
[
N−1
(wc − z)(wc − z +N−1)
]
Φ+N (Nz)e
θGµ(z)
S(z)N r/2
×
M
(
1 +
θXbN (z)
N
+
[θ2 − 2θ]∂zGµ(z)
2N
; J1, rK, B,C)+ ∑
A⊂J1,rK
∑
B⊂J1,sK
∑
C⊂J1,tK
M
(
ζΓN (z);A,B,C
)
N r−|A|/2+2
.
(4.25)
We next divide both sides of (4.18 by 2pii · S(z) ·A1 ·B3 and integrate over Γ to get
1
2pii
∫
Γ
R2N (Nz)dz
S(z) ·A1 ·B3 =
1
2pii
∫
Γ
θ
1− θ ·
Φ−N (Nz) ·A3 · dz
B3 · S(z) · E
[
N−1∏
i=1
Nz −mi
Nz −mi + θ − 1
N∏
i=1
Nz − `i + θ − 1
Nz − `i
]
+
1
2pii
∫
Γ
Φ+N (Nz) ·B1 ·A3 · dz
A1 ·B3 · S(z) · E
[
N∏
i=1
Nz − `i + θ − 1
Nz − `i − 1
]
+
1
2pii
∫
Γ
Φ−N (Nz)dz
S(z)
· E
[
N−1∏
i=1
Nz −mi
Nz −mi + θ
]
.
As before the left side of the above equation vanishes by Cauchy’s Theorem. Then we can apply D to both
sides and set t1a = 0 for a = 1, . . . ,m and t2a = 0 for a = 1, . . . , n. This gives
0 =
1
2pii
∫
Γ
∑
A⊂J1,rK
∑
C⊂J1,tK
∏
a∈Ac
[ −N−1
(va − z)(va − z −N−1)
] ∏
c∈Cc
[
N−1
(wc − z)(wc − z −N−1)
]
×
Φ−N (Nz) · θ
(1− θ)S(z)N |A|/2M
(
N−1∏
i=1
Nz −mi
Nz −mi + θ − 1
N∏
i=1
Nz − `i + θ − 1
Nz − `i ;A, J1, sK, C
)
+
+
∑
A⊂J1,rK
∑
B⊂J1,sK
∑
C⊂J1,tK
∏
a∈Ac
[ −2N−2
(va − z)(va − z +N−1)(va − z −N−1)
] ∏
b∈Bc
[
N−1
(ub − z)(ub − z +N−1)
]
×
∏
c∈Cc
[
N−1
(wc − z)(wc − z −N−1)
]
Φ+N (Nz)
S(z)N |A|/2
M
(
N∏
i=1
Nz − `i + θ − 1
Nz − `i − 1 ;A,B,C
)
+
+
Φ−N (Nz)
S(z)N |r|/2
M
(
N−1∏
i=1
Nz −mi
Nz −mi + θ ; J1, rK, J1, sK, J1, tK
)
.
We may now use (4.9, 4.11, 4.12, 4.14) to rewrite the above as
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0 =
1
2pii
∫
Γ
∑
A⊂J1,rK
∑
C⊂J1,tK
∏
a∈Ac
[ −N−1
(va − z)(va − z −N−1)
] ∏
c∈Cc
[
N−1
(wc − z)(wc − z −N−1)
]
×
Φ−N (Nz) · θ
(1− θ)S(z)N |A|/2M
(
1 +
[θ − 1]∆XN (z)
N3/2
;A, J1, sK, C)+
+
∑
A⊂J1,rK
∑
B⊂J1,sK
∑
C⊂J1,tK
∏
a∈Ac
[ −2N−2
(va − z)((va − z)2 −N−2)
] ∏
b∈Bc
[
N−1
(ub − z)(ub − z +N−1)
]
×
∏
c∈Cc
[
N−1
(wc − z)(wc − z −N−1)
]
Φ+N (Nz)e
θGµ(z)
S(z)N |A|/2
M
(
1 +
θXtN (z)
N
+
[θ2 − 2θ]∂zGµ(z)
2N
;A,B,C
)
+
+
Φ−N (Nz)e
−θGµ(z)
S(z)N |r|/2
M
(
1− θX
b
N (z)
N
− θ
2∂zGµ(z)
2N
; J1, rK, J1, sK, J1, tK)+
∑
A⊂J1,rK
∑
B⊂J1,sK
∑
C⊂J1,tK
M
(
ζΓN (z);A,B,C
)
N r−|A|/2+2
.
(4.26)
4.5. Application of Nekrasov’s equations: Part III. In this section we derive the analogues of the
results of Sections 4.3 and 4.4 for the case θ = 1.
4.5.1. θ = 1 analogue of (4.20). Let us fix a compact subset K of C\[0, M+1] and suppose  > 0 is sufficiently
small so that K is at least distance  from [0, M + 1]. We also let v1a for a = 1, . . . ,m and v2a for a = 1, . . . , n
be any m+ n points in K. We apply Nekrasov’s equations, Theorem 2.3, to the measures Pt,vN from Section
3.2 for θ = 1 and obtain the following statements. Suppose that R1N and R
2
N are given by
R1N (Nz) = Φ
+
N (Nz) ·B1 ·B2 · E
[
N∑
i=1
1
z − `i − 1 −
N−1∑
i=1
1
z −mi
]
+
Φ−N (Nz) ·A1 ·B2 · E
[
N∏
i=1
Nz − `i − 1
Nz − `i
]
+ Φ+N (Nz) ·B1 ·A2 · E
[
N−1∏
i=1
Nz −mi
Nz −mi − 1
](4.27)
R2N (Nz) = Φ
−
N (Nz) ·A1 ·A3 · E
[
N−1∑
i=1
1
z −mi −
N∑
i=1
1
z − `i
]
+
Φ+N (Nz) ·B1 ·A3 · E
[
N∏
i=1
Nz − `i
Nz − `i − 1
]
+ Φ−N (Nz) ·A1 ·B3 · E
[
N−1∏
i=1
Nz −mi
Nz −mi + 1
]
,
(4.28)
where all the expectations are with respect to the measure Pt,vN ,
A1 =
m∏
a=1
[
v1a + t
1
a − z +
1
N
] [
v1a − z
]
, B1 =
m∏
a=1
[
v1a + t
1
a − z
] [
v1a − z +
1
N
]
A2 =
n∏
a=1
[
v2a + t
2
a − z
] [
v2a − z +
1
N
]
, B2 =
n∏
a=1
[
v2a + t
2
a − z +
1
N
] [
v2a − z
]
A3 =
n∏
a=1
[
v2a + t
2
a − z −
1
N
] [
v2a − z
]
, B3 =
n∏
a=1
[
v2a + t
2
a − z
] [
v2a − z −
1
N
]
,
(4.29)
and Φ± are as in Assumption 3. Then for all large N functions R1N (Nz) and R
2
N (Nz) are holomorphic in
M as in Assumption 3, provided that the tij ’s are all smaller than /2.
In the remainder of the section we use the notation in Definition 4.3 for θ = 1. Our goal is to use (4.27),
(4.28) and our work from Sections 4.1 and 4.2 to derive the following result
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M (∆XN (v); J1, rK, J1, sK, J1, tK)) = 1
2pii
∫
Γ
WN (z)+
+
∑
A⊂J1,rK
∑
B⊂J1,sK
∏
a∈Ac
[
1
(va − z)2
] ∏
b∈Bc
[
1
(ub − z)2
]
Φ−(z)e−Gµ(z)1{|A|+ |B| < r + s}
S(z)N (r−|A|−1)/2+s−|B|
×
M
(
(−1)t−|C|XbN (z)− (−1)r+s−|A|−|B|XtN (z);A,B, J1, tK)+
+
∑
A⊂J1,rK
∑
C⊂J1,tK
∏
a∈Ac
[ −1
(va − z)2
] ∏
c∈Cc
[
1
(wc − z)2
]
Φ+(z)eGµ(z)1{|A|+ |C| < r + t}
S(z)N (r−|A|−1)/2+t−|C|
×
M
(
(−1)r−|A|XbN (z)−XtN (z);A, J1, sK, C)+ ∑
A⊂J1,rK
∑
B⊂J1,sK
∑
C⊂J1,tK
M
(
ζΓN (z);A,B,C
)
N r/2−|A|/2+1/2
,
(4.30)
where S(z) = (z − v) · (Φ+(z) + Φ−(z) − Rµ(z)) and ζΓN (z) stands for a generic random analytic function
such that for each k ≥ 1 we have E[|ζΓN (z)|k] = O(1) uniformly over z ∈ Γ. In addition, Ac = J1, rK \ A,
Bc = J1, sK \B and Cc = J1, tK \ C, and WN (z) is given by
N (r−3)/2WN (z) =
Φ+N (Nz)
S(z)
· 1{r + s+ t = 0} ·
(
−∂zGµ(z)
N
)
+
+
r∏
a=1
[ −1
(va − z)(va − z +N−1)
] s∏
b=1
[ −1
(ub − z)(ub − z +N−1)
]
Φ−N (Nz)e
−Gµ(z)1{t = 0}
S(z)N s
[
1 +
∂zGµ(z)
2N
]
+
+
r∏
a=1
[ −1
(va − z)(va − z +N−1)
] t∏
c=1
[
1
(wc − z)(wc − z +N−1)
]
Φ+N (Nz)e
Gµ(z)1{s = 0}
N tS(z)
[
1− ∂zGµ(z)
2N
]
−
−
r∏
a=1
[
1
(va − z)(va − z +N−1)
] s∏
b=1
[
1
(ub − z)(ub − z +N−1)
]
Φ+N (Nz)e
Gµ(z)1{t = 0}
S(z)N s
[
1− ∂zGµ(z)
2N
]
−
−
r∏
a=1
[
1
(va − z)(va − z −N−1)
] t∏
c=1
[ −1
(wc − z)(wc − z −N−1)
]
Φ−N (Nz)e
−Gµ(z)1{s = 0}
S(z)N t
[
1− ∂zGµ(z)
2N
]
.
(4.31)
Equation (4.30) is the main output of the Nekrasov’s equations for θ = 1 that we will need in this paper,
and the rest of the section is devoted to establishing it.
We start by dividing both sides of (4.27) by 2pii · S(z) ·B1 ·B2 and integrated over Γ. This gives
1
2pii
∫
Γ
R1N (Nz)dz
S(z) ·B1 ·B2 =
1
2pii
∫
Γ
Φ+N (Nz)dz
S(z)
· E
[
N∑
i=1
1
z − `i − 1 −
N−1∑
i=1
1
z −mi
]
+
1
2pii
∫
Γ
Φ−N (Nz)A1dz
B1S(z)
· E
[
N∏
i=1
Nz − `i − 1
Nz − `i
]
+
1
2pii
∫
Γ
Φ+N (Nz)A2dz
B2S(z)
· E
[
N−1∏
i=1
Nz −mi
Nz −mi − 1
]
.
Notice that by Assumption 6, we have Φ+(z) + Φ−(z)−Rµ(z) 6= 0 in a neighborhood of the region enclosed
by Γ and so by Cauchy’s theorem the left side of the above expression vanishes.
We next apply the operator
D := [∂t11 − ∂t21 ] · · · [∂t1r − ∂t2r ] · ∂t1r+1 · · · ∂t1r+s · ∂t2r+1 · · · ∂t2r+t
to both sides and set t1a = 0 for a = 1, . . . ,m and t2a = 0 for a = 1, . . . , n. Notice that when we perform the
differentiation to the second and third lines above some of the derivatives could land on the products and
some on the expectation. We will split the result of the differentiation based on subsets A,B,C. The set A
consists of indices a in {1, . . . , r} such that [∂t1a − ∂t2a ] differentiates the expectation. Similarly, B denotes
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the set of indices b in {1, . . . , s} such that ∂t1r+b differentiates the expectation and C the set of indices in
{1, . . . , t} such that ∂t2r+c differentiates the expectation. The result of this procedure is as follows
0 =
1
2pii
∫
Γ
Φ+N (Nz)
S(z)N r/2
M
(
N∑
i=1
1
z − `i − 1 −
N−1∑
i=1
1
z −mi ; J1, rK, J1, sK, J1, tK
)
+
+
∑
A⊂J1,rK
∑
B⊂J1,sK
∏
a∈Ac
[ −N−1
(va − z)(va − z +N−1)
] ∏
b∈Bc
[ −N−1
(ub − z)(ub − z +N−1)
]
Φ−N (Nz)
S(z)N |A|/2
×
M
(
N∏
i=1
Nz − `i − 1
Nz − `i ;A,B, J1, tK
)
+
∑
A⊂J1,rK
∑
C⊂J1,tK
∏
a∈Ac
[ −N−1
(va − z)(va − z +N−1)
] ∏
c∈Cc
[
N−1
(wc − z)(wc − z +N−1)
]
Φ+N (Nz)
S(z)N |A|/2
×
M
(
N−1∏
i=1
Nz −mi
Nz −mi − 1;A, J1, sK, C
)
.
We may now use (4.8, 4.13, 4.16) to rewrite the above as
0 =
1
2pii
∫
Γ
Φ+N (Nz)
S(z)N r/2
M
(
∆XN (z)
N3/2
− ∂zGµ(z)
N
; J1, rK, J1, sK, J1, tK)+
+
∑
A⊂J1,rK
∑
B⊂J1,sK
∏
a∈Ac
[ −N−1
(va − z)(va − z +N−1)
] ∏
b∈Bc
[ −N−1
(ub − z)(ub − z +N−1)
]
Φ−N (Nz)e
−Gµ(z)
S(z)N |A|/2
×
M
(
1− X
t
N (z)
N
+
∂zGµ(z)
2N
;A,B, J1, tK)
+
∑
A⊂J1,rK
∑
C⊂J1,tK
∏
a∈Ac
[ −N−1
(va − z)(va − z +N−1)
] ∏
c∈Cc
[
N−1
(wc − z)(wc − z +N−1)
]
Φ+N (Nz)e
Gµ(z)
S(z)N |A|/2
×
M
(
1 +
XbN (z)
N
− ∂zGµ(z)
2N
;A, J1, sK, C)+ ∑
A⊂J1,rK
∑
B⊂J1,sK
∑
C⊂J1,tK
M
(
ζΓN (z);A,B,C
)
N r−|A|/2+2
,
where we recall that ζΓN (z) stands for a generic random analytic function such that for each k ≥ 1 we have
E[|ζΓN (z)|k] = O(1) uniformly over z ∈ Γ and vij ∈ K.
We can now use the linearity of cumulants together with the fact that the joint cumulant of any non-empty
collection of bounded random variables and a constant is zero. In addition, we know that uniformly as z
varies over Γ and v ∈ K we have
1
(v − z)(v − z +N−1) =
1
(v − z)2 +O(N
−1) and Φ±N (Nz) = Φ
±(z) +O(N−1).
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Applying the last two statements we get
0 =
1
2pii
∫
Γ
Φ+(z)·
S(z)N r/2
M
(
∆XN (z)
N3/2
; J1, rK, J1, sK, J1, tK)+ Φ+N (Nz)
S(z)N r/2
· 1{r + s+ t = 0} ·
(
−∂zGµ(z)
N
)
+
+
r∏
a=1
[ −1
(va − z)(va − z +N−1)
] s∏
b=1
[ −1
(ub − z)(ub − z +N−1)
]
Φ−N (Nz)e
−Gµ(z)1{t = 0}
S(z)N r+s
[
1 +
∂zGµ(z)
2N
]
+
+
r∏
a=1
[ −1
(va − z)(va − z +N−1)
] t∏
c=1
[
1
(wc − z)(wc − z +N−1)
]
Φ+N (Nz)e
Gµ(z)1{s = 0}
N r+tS(z)
[
1− ∂zGµ(z)
2N
]
+
+
∑
A⊂J1,rK
∑
B⊂J1,sK
∏
a∈Ac
[ −1
(va − z)2
] ∏
b∈Bc
[ −1
(ub − z)2
]
Φ−(z)e−Gµ(z)
S(z)N r−|A|/2N s−|B|
M
(
−X
t
N (z)
N
;A,B, J1, tK)+
+
∑
A⊂J1,rK
∑
C⊂J1,sK
∏
a∈Ac
[ −1
(va − z)2
] ∏
c∈Cc
[
1
(wc − z)2
]
Φ+(z)eGµ(z)
S(z)N r−|A|/2N t−|C|
M
(
XbN (z)
N
;A, J1, sK, C)+
+
∑
A⊂J1,rK
∑
B⊂J1,sK
∑
C⊂J1,tK
M
(
ζΓN (z);A,B,C
)
N r−|A|/2+2
.
(4.32)
We next divide both sides of (4.28) by 2pii · S(z) ·A1 ·A3 and integrate over Γ to get
1
2pii
∫
Γ
R2N (Nz)dz
S(z) ·A1 ·A3 =
1
2pii
∫
Γ
Φ−N (Nz)dz
S(z)
· E
[
N−1∑
i=1
1
z −mi −
N∑
i=1
1
z − `i
]
+
1
2pii
∫
Γ
Φ+N (Nz)B1dz
A1S(z)
· E
[
N∏
i=1
Nz − `i
Nz − `i − 1
]
+
1
2pii
∫
Γ
Φ−N (Nz)B3dz
A3S(z)
· E
[
N−1∏
i=1
Nz −mi
Nz −mi + 1
]
.
As before the left side of the above equation vanishes by Cauchy’s Theorem. Then we can apply D to both
sides and set t1a = 0 for a = 1, . . . ,m and t2a = 0 for a = 1, . . . , n. This gives
0 =
1
2pii
∫
Γ
Φ−N (Nz)
S(z)N r/2
M
(
N−1∑
i=1
1
z −mi −
N∑
i=1
1
z − `i ; J1, rK, J1, sK, J1, tK
)
+
+
∑
A⊂J1,rK
∑
B⊂J1,sK
∏
a∈Ac
[
N−1
(va − z)(va − z +N−1)
] ∏
b∈Bc
[
N−1
(ub − z)(ub − z +N−1)
]
Φ+N (Nz)
S(z)N |A|/2
×
M
(
N∏
i=1
Nz − `i
Nz − `i − 1;A,B, J1, tK
)
+
+
∑
A⊂J1,rK
∑
C⊂J1,tK
∏
a∈Ac
[
N−1
(va − z)(va − z −N−1)
] ∏
c∈Cc
[ −N−1
(wc − z)(wc − z −N−1)
]
Φ−N (Nz)
S(z)N |A|/2
×
M
(
N−1∏
i=1
Nz −mi
Nz −mi + 1;A, J1, sK, C
)
.
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We may now use (4.9, 4.12, 4.16) to rewrite the above as
0 =
1
2pii
∫
Γ
Φ−N (Nz)
S(z)N r/2
M
(−∆XN (z)
N3/2
; J1, rK, J1, sK, J1, tK)+
+
∑
A⊂J1,rK
∑
B⊂J1,sK
∏
a∈Ac
[
N−1
(va − z)(va − z +N−1)
] ∏
b∈Bc
[
N−1
(ub − z)(ub − z +N−1)
]
Φ+N (Nz)e
Gµ(z)
S(z)N |A|/2
×
M
(
1 +
XtN (z)
N
− ∂zGµ(z)
2N
;A,B, J1, tK)+
+
∑
A⊂J1,rK
∑
C⊂J1,tK
∏
a∈Ac
[
N−1
(va − z)(va − z −N−1)
] ∏
c∈Cc
[ −N−1
(wc − z)(wc − z −N−1)
]
Φ−N (Nz)e
−Gµ(z)
S(z)N |A|/2
×
M
(
1− X
b
N (z)
N
− ∂zGµ(z)
2N
;A, J1, sK, C)+ ∑
A⊂J1,rK
∑
B⊂J1,sK
∑
C⊂J1,tK
M
(
ζΓN (z);A,B,C
)
N r−|A|/2+2
.
As before, we may remove constant terms from second and higher order cumulants and also simplify the
above expression to get
0 =
1
2pii
∫
Γ
Φ−(z)
S(z)N r/2
M
(−∆XN (z)
N3/2
; J1, rK, J1, sK, J1, tK)+
+
r∏
a=1
[
1
(va − z)(va − z +N−1)
] s∏
b=1
[
1
(ub − z)(ub − z +N−1)
]
Φ+N (Nz)e
Gµ(z)1{t = 0}
S(z)N r+s
[
1− ∂zGµ(z)
2N
]
+
+
r∏
a=1
[
1
(va − z)(va − z −N−1)
] t∏
c=1
[ −1
(wc − z)(wc − z −N−1)
]
Φ−N (Nz)e
−Gµ(z)1{s = 0}
S(z)N r+t
[
1− ∂zGµ(z)
2N
]
+
+
∑
A⊂J1,rK
∑
B⊂J1,sK
∏
a∈Ac
[
1
(va − z)2
] ∏
b∈Bc
[
1
(vb − z)2
]
Φ+(z)eGµ(z)
S(z)N r−|A|/2N s−|B|
M
(
XtN (z)
N
;A,B, J1, tK)+
+
∑
A⊂J1,rK
∑
C⊂J1,tK
∏
a∈Ac
[
1
(va − z)2
] ∏
c∈Cc
[ −1
(wc − z)2
]
Φ−(z)e−Gµ(z)
S(z)N r−|A|/2N t−|C|
M
(
−X
b
N (z)
N
;A, J1, sK, C)+
+
∑
A⊂J1,rK
∑
B⊂J1,sK
∑
C⊂J1,tK
M
(
ζΓN (z);A,B,C
)
N r−|A|/2+2
.
(4.33)
We next subtract (4.33) from (4.32) to get
0 =
1
2pii
∫
Γ
Φ+(z) + Φ−(z)
S(z)N r/2
M
(
∆XN (z)
N3/2
; J1, rK, J1, sK, J1, tK)+N−(r+3)/2WN (z)+
+
∑
A⊂J1,rK
∑
B⊂J1,sK
∏
a∈Ac
[
1
(va − z)2
] ∏
b∈Bc
[
1
(ub − z)2
]
Φ−(z)e−Gµ(z)
S(z)N r−|A|/2N s−|B|
×
M
(
(−1)t−|C|XbN (z)
N
− (−1)
r+s−|A|−|B|XtN (z)
N
;A,B, J1, tK)+
+
∑
A⊂J1,rK
∑
C⊂J1,tK
∏
a∈Ac
[ −1
(va − z)2
] ∏
c∈Cc
[
1
(wc − z)2
]
Φ+(z)eGµ(z)
S(z)N r−|A|/2N t−|C|
×
M
(
(−1)r−|A|XbN (z)
N
− X
t
N (z)
N
;A, J1, sK, C)+ ∑
A⊂J1,rK
∑
B⊂J1,sK
∑
C⊂J1,tK
M
(
ζΓN (z);A,B,C
)
N r−|A|/2+2
,
(4.34)
where WN (z) is as in (4.31).
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Finally, we can extract the terms corresponding to A = J1, rK and B = J1, sK from the first double sum in
(4.34) and to A = J1, rK and C = J1, tK from the second double sum in (4.34), and combine them using the
formula Rµ(z) = Φ−(z)e−Gµ(z) + Φ+(z)eGµ(z) from (3.13). The resulting expression can be put in the first
line to get the first term in (4.34) to become
1
(z − v0)N r/2
M
(
∆XN (z)
N3/2
; J1, rK, J1, sK, J1, tK) .
The latter expression is analytic outside of Γ and decays at least like |z|−2 as |z| → ∞, which means that we
can compute that integral as (minus) the residue at z = v as there is no residue at ∞. After performing this
computation and multiplying everything by N (r+3)/2 we arrive at (4.30).
4.5.2. θ = 1 analogues of (4.25) and (4.26). In this section we derive a couple of results using the Nekrasov’s
equations for θ = 1. These will be used in key moments, when (4.30) does not give us the statements we
require. We continue with the same notation as in Section 4.5.
We start by dividing both sides of (4.27) by 2pii · S(z) ·A1 ·B2 and inetgrating over Γ. This gives
1
2pii
∫
Γ
R1N (Nz)dz
S(z) ·A1 ·B2 =
1
2pii
∫
Γ
B1
A1
· Φ
+
N (Nz)dz
S(z)
· E
[
N∑
i=1
1
z − `i − 1 −
N−1∑
i=1
1
z −mi
]
+
1
2pii
∫
Γ
Φ−N (Nz)dz
S(z)
· E
[
N∏
i=1
Nz − `i − 1
Nz − `i
]
+
1
2pii
∫
Γ
Φ+N (Nz)B1 ·A2dz
A1 ·B2 · S(z) · E
[
N−1∏
i=1
Nz −mi
Nz −mi − 1
]
.
Notice that by Assumption 6, we have Φ+(z) + Φ−(z)−Rµ(z) 6= 0 in a neighborhood of the region enclosed
by Γ and so by Cauchy’s theorem the left side of the above expression vanishes.
We next apply the operator
D := [∂t11 − ∂t21 ] · · · [∂t1r − ∂t2r ] · ∂t1r+1 · · · ∂t1r+s · ∂t2r+1 · · · ∂t2r+t
to both sides and set t1a = 0 for a = 1, . . . ,m = r + s and t2a = 0 for a = 1, . . . , n = r + t. As before we will
split the result of the differentiation based on subests A,B,C. The set A consists of indices a in {1, . . . , r}
such that [∂t1a −∂t2a ] differentiates the expectation. Similarly, B denotes the set of indices b in {1, . . . , s} such
that ∂t1r+b differentiates the expectation and C the set of indices in {1, . . . , t} such that ∂t2r+c differentiates
the expectation. The result of this procedure is as follows
0 =
1
2pii
∫
Γ
∑
A⊂J1,rK,B⊂J1,sK
∏
a∈Ac
[
N−1
(va − z)(va − z +N−1)
] ∏
b∈Bc
[
N−1
(ub − z)(ub − z +N−1)
]
×
Φ+N (Nz)
(1− θ)S(z)N |A|/2M
(
N∑
i=1
1
z − `i − 1 −
N−1∑
i=1
1
z −mi ;A,B, J1, tK
)
+
+
Φ−N (Nz)
S(z)N r/2
M
(
N∏
i=1
Nz − `i − 1
Nz − `i ; J1, rK, J1, sK, J1, tK
)
+
+
∑
B⊂J1,sK
∑
C⊂J1,tK
∏
b∈Bc
[
N−1
(ub − z)(ub − z +N−1)
] ∏
c∈Cc
[
N−1
(wc − z)(wc − z +N−1)
]
Φ+N (Nz)
S(z)N r/2
×
M
(
N−1∏
i=1
Nz −mi
Nz −mi − 1; J1, rK, B,C
)
.
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We may now use (4.8, 4.13, 4.16) to rewrite the above as
0 =
1
2pii
∫
Γ
∑
A⊂J1,rK,B⊂J1,sK
∏
a∈Ac
[
N−1
(va − z)(va − z +N−1)
] ∏
b∈Bc
[
N−1
(ub − z)(ub − z +N−1)
]
×
Φ+N (Nz)
S(z)N |A|/2
M
(
∆XN (z)
N3/2
− ∂zGµ(z)
N
;A,B, J1, tK)+
Φ−N (Nz)e
−Gµ(z)
S(z)N r/2
M
(
1− X
t
N (z)
N
+
∂zGµ(z)
2N
; J1, rK, J1, sK, J1, tK)+
+
∑
B⊂J1,sK
∑
C⊂J1,tK
∏
b∈Bc
[
N−1
(ub − z)(ub − z +N−1)
] ∏
c∈Cc
[
N−1
(wc − z)(wc − z +N−1)
]
Φ+N (Nz)e
Gµ(z)
S(z)N r/2
×
M
(
1 +
XbN (z)
N
− ∂zGµ(z)
2N
; J1, rK, B,C)+ ∑
A⊂J1,rK
∑
B⊂J1,sK
∑
C⊂J1,tK
M
(
ζΓN (z);A,B,C
)
N r−|A|/2+2
.
(4.35)
We next divide both sides of (4.28) by 2pii · S(z) ·A1 ·B3 and integrate over Γ to get
1
2pii
∫
Γ
R2N (Nz)dz
S(z) ·A1 ·B3 =
1
2pii
∫
Γ
Φ−N (Nz) ·A3 · dz
B3 · S(z) · E
[
N−1∑
i=1
1
z −mi −
N∑
i=1
1
z − `i
]
+
1
2pii
∫
Γ
Φ+N (Nz) ·B1 ·A3 · dz
A1 ·B3 · S(z) · E
[
N∏
i=1
Nz − `i
Nz − `i − 1
]
+
1
2pii
∫
Γ
Φ−N (Nz)dz
S(z)
· E
[
N−1∏
i=1
Nz −mi
Nz −mi + 1
]
.
As before the left side of the above equation vanishes by Cauchy’s Theorem. Then we can apply D to both
sides and set t1a = 0 for a = 1, . . . ,m and t2a = 0 for a = 1, . . . , n. This gives
0 =
1
2pii
∫
Γ
∑
A⊂J1,rK
∑
C⊂J1,tK
∏
a∈Ac
[ −N−1
(va − z)(va − z −N−1)
] ∏
c∈Cc
[
N−1
(wc − z)(wc − z −N−1)
]
×
Φ−N (Nz)
S(z)N |A|/2
M
(
N−1∑
i=1
1
z −mi −
N∑
i=1
1
z − `i ;A, J1, sK, C
)
+
+
∑
A⊂J1,rK
∑
B⊂J1,sK
∑
C⊂J1,tK
∏
a∈Ac
[ −2N−2
(va − z)(va − z +N−1)(va − z −N−1)
] ∏
b∈Bc
[
N−1
(ub − z)(ub − z +N−1)
]
×
∏
c∈Cc
[
N−1
(wc − z)(wc − z −N−1)
]
Φ+N (Nz)
S(z)N |A|/2
M
(
N∏
i=1
Nz − `i
Nz − `i − 1;A,B,C
)
+
+
Φ−N (Nz)
S(z)N |r|/2
M
(
N−1∏
i=1
Nz −mi
Nz −mi + 1; J1, rK, J1, sK, J1, tK
)
.
We may now use (4.9, 4.12, 4.16) to rewrite the above as
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0 =
1
2pii
∫
Γ
∑
A⊂J1,rK
∑
C⊂J1,tK
∏
a∈Ac
[ −N−1
(va − z)(va − z −N−1)
] ∏
c∈Cc
[
N−1
(wc − z)(wc − z −N−1)
]
×
Φ−N (Nz)
S(z)N |A|/2
M
(−∆XN (z)
N3/2
;A, J1, sK, C)+
+
∑
A⊂J1,rK
∑
B⊂J1,sK
∑
C⊂J1,tK
∏
a∈Ac
[ −2N−2
(va − z)((va − z)2 −N−2)
] ∏
b∈Bc
[
N−1
(ub − z)(ub − z +N−1)
]
×
∏
c∈Cc
[
N−1
(wc − z)(wc − z −N−1)
]
Φ+N (Nz)e
Gµ(z)
S(z)N |A|/2
M
(
1 +
XtN (z)
N
− ∂zGµ(z)
2N
;A,B,C
)
+
+
Φ−N (Nz)e
−Gµ(z)
S(z)N |r|/2
M
(
1− X
b
N (z)
N
− ∂zGµ(z)
2N
; J1, rK, J1, sK, J1, tK)+
∑
A⊂J1,rK
∑
B⊂J1,sK
∑
C⊂J1,tK
M
(
ζΓN (z);A,B,C
)
N r−|A|/2+2
.
(4.36)
5. Central limit theorem
In this section we formulate the main result of the paper as Theorem 5.1 and prove it in Sections 5.3 and
5.4 after establishing some necessary moment bounds in Section 5.2. We continue with the notation from
Sections 3 and 4.
5.1. Main result. We isolate the main result of the paper and deduce an easy corollary from it.
Theorem 5.1. Suppose Assumptions 1-5 hold and let U := C \ [0, M + θ]. For z ∈ U we define the random
field (Y tN (z), Y
b
N (z),∆YN (z)) through
(5.1) Y tN (z) = G
t
N (z)− E
[
GtN (z)
]
, Y bN (z) = G
b
N (z)− E
[
GbN (z)
]
,∆YN (z) = N
1/2[Y tN (z)− Y bN (z)].
Then as N →∞ the random field (Y tN (z), Y bN (z),∆YN (z)), z ∈ U , converges (in the sense of joint moments,
uniformly in z in compact subsets of U) to a centered complex Gaussian random field, whose covariance
structure is given by
lim
N→∞
Cov(Y tN (z1),∆YN (z2)) = lim
N→∞
Cov(Y bN (z1),∆YN (z2)) = 0
lim
N→∞
Cov(Y
t/b
N (z1), Y
t/b
N (z2)) = Cθ,µ(z1, z2) and
(5.2)
lim
N→∞
Cov(∆YN (z1),∆YN (z2)) = ∆Cθ,µ(z1, z2), where(5.3)
Cθ,µ(z1, z2) = − θ
−1
2(z1 − z2)2
(
1− (z1 − α)(z2 − β) + (z2 − α)(z1 − β)
2
√
(z1 − α)(z1 − β)
√
(z2 − α)(z2 − β)
)
and
∆Cθ,µ(z1, z2) = 1
2pii
∫
Γ
1
eθGµ(z) − 1 ·
[
2− 2 · θ−1
(z1 − z)3(z − z2) −
1
(z − z2)2(z − z1)2
]
,
(5.4)
where α and β are as in Assumption 4., Gµ(z) is as in (3.12) and Γ is a positively oriented contour that
contains the segment [0, M + θ], is contained inM as in Assumption 3. and excludes the points z1, z2.
Remark 5.2. Since Gt/bN (z) = G
t/b
N (z), we can use (5.4) to completely characterize the asymptotic covariance
of the field (Y tN (z), Y
b
N (z),∆YN (z)).
Remark 5.3. It is worth pointing out that Cθ,µ depends on the equilibrium measure µ only through the
quantities α, β , while ∆Cθ,µ depends on its Stieltjes transform.
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Theorem 5.4. Assume the same notation as in Theorem 5.1. For n ≥ 1 let f1, . . . , fn be real analytic
functions in U and define
Ltfk =
N∑
i=1
fk(`i/N)− E
[
N∑
i=1
fk(`i/N)
]
, Lbfk =
N−1∑
i=1
fk(mi/N)− E
[
N−1∑
i=1
fk(mi/N)
]
and
Lmfk = N1/2 ·
[
Ltfk − Lbfk
]
for k = 1, . . . , n.
Then the random variables {Lmfi}ni=1, {Ltfi}ni=1, {Lbfi}ni=1 converge jointly in the sense of moments to an
3n-dimensional centered Gaussian vector ξ = (ξm1 , . . . , ξ
m
n , ξ
t
1, . . . , ξ
t
n, ξ
b
n, . . . , ξ
b
n) with covariance
Cov(ξti , ξ
m
j ) = Cov(ξ
b
i , ξ
m
j ) = 0;Cov(ξ
t/b
i , ξ
t/b
j ) =
1
(2pii)2
∮
Γ
∮
Γ
fi(s)fj(t)Cθ,µ(s, t)dsdt
and Cov(ξmi , ξ
m
j ) =
1
(2pii)2
∮
Γ
∮
Γ
fi(s)fj(t)∆Cθ,µ(s, t)dsdt,
for all i, j = 1, . . . , n, where Cθ,µ and ∆Cθ,µ are as in (5.4).
Proof. Observe that when f is real analytic in U we have for all large N
Lt/b/mf =
1
2pii
∮
Γ
f(z) · Y t/b/mN (z)dz where we write Y mN (z) := ∆YN (z) for convenience,
and Γ is as in Theorem 5.1. Therefore, for any r, s, t ≥ 0 with r + s + t ≥ 1 and v1, . . . , vr, u1, . . . , us,
w1, . . . , wt ∈ {1, . . . , n} we have
E
[
r∏
a=1
Lmfva
s∏
b=1
Ltfub
t∏
c=1
Lbfwc
]
=
1
(2pii)r+s+t
∮
Γ
· · ·
∮
Γ
E
[
r∏
a=1
Y mN (xa)
s∏
b=1
Y tN (yb)
t∏
c=1
Y bN (zc)
]
×
r∏
a=1
fva(xa)dxa
s∏
b=1
fub(yb)dyb
t∏
c=1
fwc(zc)dzc.
(5.5)
Since cumulants of centered random variables are linear combinations of moments and vice versa, we conclude
that all third and higher order cumulants of {Lmfi}ni=1, {Ltfi}ni=1, {Lbfi}ni=1 vanish as N → ∞ (here we used
Theorem 5.1, which implies the third and higher order joint cumulants of Y t/b/mN (zi) vanish uniformly when
zi ∈ Γ). This proves the Gaussianity of the limiting vector ξ. Since Lt/b/mfi are centered for each N the same
is true for ξ. To get the covariance, we can set r + s+ t = 2 in (5.5) and use (5.2) and (5.3). 
5.2. Moment bounds. We establish the following moment estimates for ∆XN (z)− E[∆XN (z)].
Theorem 5.5. Suppose that Assumptions 1-5 hold. Then for each k ≥ 1 we have
(5.6) E
[
|YN (z)]|k
]
= O(1), with YN (z) = ∆XN (z)− E[∆XN (z)],
where the constants in the big O notation depend on k but not on N (provided it is sufficiently large) and
are uniform as z varies over compact subsets of C \ [0, M + θ]. Moreover, if Gµ, Rµ,Φ+(z),Φ−(z) are as in
Section 3.1 then
(5.7) E[∆XN (v)] =
N1/2
2pii
∫
Γ
[−θ · Φ+(z) + θ · Φ−(z)e−θGµ(z)]∂zGµ(z)
[Φ+(z) + Φ−(z)−Rµ(z)] +O(N
−1/2),
where Γ is a positively oriented contour that encloses the segment [0, M+θ], is contained inM as in Assumption
3 and excludes v; the constant in the big O notation is uniform as v varies over compact subsets in C\[0, M+θ].
Remark 5.6. The proof we present below is an adaptation of the one in [14, Section 6.2], which in turn relies
on ideas from [9]. We will only write out the proof when θ 6= 1, in which case we will use (4.20) and (4.21)
from Section 4. One can repeat the same arguments verbatim, and obtain the result when θ = 1, by replacing
in the proof below all uses of (4.20) and (4.21) with (4.30) and (4.31) respectively.
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For the sake of clarity we split the proof into several steps.
Step 1. In this step we prove (5.7). From (4.20) for the case r = s = t = 0 we get
E [∆XN (v)] =
1
2pii
∫
Γ
WN (z) +N
−1/2E
[
ζΓN (z)
]
, where(5.8)
WN (z) =
Φ+N (Nz)− Φ−N (Nz)
(1− θ)S(z)N−3/2 +
[−θΦ+N (Nz) + θΦ−N (Nz)e−θGµ(z)]∂zGµ(z)
S(z)N−1/2
.(5.9)
When we substitute (5.9) into (5.8) we see that the first term in WN (z) integrates to 0 by Cauchy’s theorem.
We thus get
E [∆XN (v)] =
N1/2
2pii
∫
Γ
[−Φ+N (Nz)θ + θΦ−N (Nz)e−θGµ(z)]∂zGµ(z)
[Φ+(z) + Φ−(z)−Rµ(z)] +O(N
−1/2),
which equals (5.7) since Φ±N (Nz) = Φ
−(z) +O(N−1).
Step 2. In this step we reduce the proof of (5.6) to the establishment of the following self-improvement
estimate claim.
Claim: Suppose that for some n,M ∈ N we have that
(5.10) E
[
m∏
a=1
|YN (va)|
]
= O(1) +O(Nm/2+1−M/2) for m = 1, . . . , 4n+ 4,
where the constants in the big O notation are uniform as va vary over compacts in C \ [0, M + θ]. Then
(5.11) E
[
m∏
a=1
|YN (va)|
]
= O(1) +O(Nm/2+1−(M+1)/2) for m = 1, . . . , 4n+ 4.
We prove the above claim in the following steps. For now we assume its validity and finish the proof of (5.6).
Notice that (4.6) and (5.7) imply that (5.10) holds for the pair n = 2k and M = 1. The conclusion is that
(5.10) holds for the pair n = 2k − 1 and M = 2. Iterating the argument an additional k times we conclude
that (5.10) holds with n = k − 1 and M = k + 2, which implies (5.6).
Step 3. In this step we prove that
(5.12) M(YN (v0), YN (v1), . . . , YN (vm)) = O(1) +O(Nm/2+1−M/2) for m = 1, . . . , 4n+ 2.
The constants in the big O notation are uniform over v0, . . . , vm in compact subsets of C \ [0, M + θ].
We start by fixing V to be a compact subset of C \ [0, M + θ], which is invariant under conjugation. We
also fix Γ to be a positively oriented contour, which encloses the segment [0, M + θ], is contained inM as in
Assumption 3 and excludes the set V.
From (4.20) for s = t = 0 and r = m = 1, . . . , 4n+ 2 and v0, v1 . . . , vm ∈ V we have
M (YN (v0), YN (v1), . . . , YN (vm)) =
1
2pii
∫
Γ
WN (z) +
∑
A⊂J1,rK
M
(
ζΓN (z);A
)
N r/2−|A|/2+1/2
+
+
∑
A$J1,mK
∏
a∈Ac
[
1
(va − z)2
]
Rµ(z)
S(z)N (m−|A|−1)/2
·M
(
XbN (z)− (−1)m−|A|XtN (z);A
)
.
(5.13)
In deriving the above we used that Rµ(z) = Φ−(z)e−θGµ(z) + Φ+(z)eθGµ(z) and that cumulants remain
unchanged upon shifts by constants. Since s = t = 0 we have suppressed the sets B and C from the
notation.
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We next use the fact that cumulants can be expressed as linear combinations of products of moments.
This means that M(ξ1, . . . , ξr) can be controlled by the quantities 1 and E
[|ξi|k] for i = 1, . . . , k. We use
the latter and (5.10) to get
(5.14)
∑
A⊂J1,mKN
(−1+|A|−m)/2 ·M(ζΓN (z);A) = O(1) +O(Nm/2+1−M/2).
One can analogously show using (4.6) that for each A ⊂ J1,mK
(5.15) M( XbN (z)− (−1)m−|A|XtN (z);A) = O(1) +O(N |A|/2+3/2−M/2).
Substituting (5.14) and (5.15) into (5.13) we conclude
M (YN (v0), YN (v1), . . . , YN (vm)) =
1
2pii
∫
Γ
WN (z) +O(1) +O(N
m/2+1−M/2).(5.16)
Recall from (4.21) that for 1 ≤ m ≤ 4n+ 2 we have
WN (z) = O(1) +N
(3−m)/2
m∏
a=1
[
1
(va − z)2
]
· [(−1)
m − 1]Rµ(z)
θ · S(z) ,(5.17)
where we used that Φ±N (Nz) = Φ
±(z) + O(N−1). When we substitute (5.17) into (5.16) we get that
M (YN (v0), YN (v1), . . . , YN (vm)) equals
N (3−m)/2
2pii
∫
Γ
dz
m∏
a=1
[
1
(va − z)2
]
· [(−1)
m − 1]Rµ(z)
θ · S(z) +O(1) +O(N
m/2+1−M/2).
The above integrand is analytic, and by Cauchy’s theorem the integral is 0. We thus obtain (5.12).
Step 4. In this step we will prove (5.11) except for a single case, which will be handled separately in the
next step. Notice that by Hölder’s inequality we have
sup
v1,...,vm∈V
E
[
m∏
a=1
|YN (va)|
]
≤ sup
v∈V
E [|YN (v)|m] ,
and so to finish the proof it suffices to show that for m = 1, . . . , 4n we have
(5.18) E [|YN (v)|m] = O(1) +O(Nm/2+1−(M+1)/2).
Using the fact that for centered random variables one can express joint moments as linear combinations of
products of joint cumulants we deduce from (5.12) that
(5.19) sup
v0,v1,...,vm−1∈V
E
[
m−1∏
a=0
YN (va)
]
= O(1) +O(N (m−1)/2+1−M/2) for m = 1, . . . , 4n+ 2.
If m = 2m1 then we can set v0 = v1 = · · · = vm1−1 = v and vm1 = · · · = v2m1−1 = v in (5.19), which yields
(5.20) sup
v∈V
E [|YN (v)|m] = O(1) +O(Nm/2+1/2−M/2) for m = 1, . . . , 4n+ 2.
In deriving the above we used that YN (v) = YN (v) and so YN (v) · YN (v) = |YN (v)|2.
We next let m = 2m1 + 1 be odd and notice that by the Cauchy-Schwarz inequality and (5.20)
sup
v∈V
E
[|YN (v)|2m1+1] ≤ sup
v∈V
E
[|YN (v)|2m1+2]1/2 · E [|YN (v)|2m1]1/2 =
O(1) +O(Nm/2+1−M/2) +O(Nm1/2+3/4−M/4).
(5.21)
We note that the bottom line of (5.21) is O(1) +O(Nm1+1−M/2) except when M = 2m1 + 2, since
m1 + 3/4−M/4 ≤
{
m1 + 1−M/2 when M ≤ 2m1 + 1,
0 when M ≥ 2m1 + 3.
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Consequently, (5.20) and (5.21) together imply (5.18), except when M = 2m1 + 2 and m = 2m1 + 1. We will
handle this case in the next step.
Step 5. In this step we will show that (5.18) even when M = 2m1 + 2 and 4n > m = 2m1 + 1. In the
previous step we showed in (5.18) that supv∈V E
[|YN (v)|2m1+2] = O(N1/2), and below we will improve this
estimate to
(5.22) sup
v∈V
E
[|YN (v)|2m1+2] = O(1).
The trivial inequality x2m1+2 + 1 ≥ |x|2m1+1 together with (5.22) imply
sup
v∈V
E
[|YN (v)|2m1+1] = O(1).
Consequently, we have reduced the proof of the claim to establishing (5.22).
Let us list the relevant estimates we will need
E
[
2m1+2∏
a=1
|YN (va)|
]
= O(N1/2) and E
[
j∏
a=1
|YN (va)|
]
= O(1) for 0 ≤ j ≤ 2m1.(5.23)
The above identities follow from (5.18), which we showed to hold unless m = 2m1 + 1 in the previous step.
All constants are uniform over va ∈ V. Below we feed the improved estimates of (5.23) into Steps 3. and 4.,
which ultimately yield (5.22).
In Step 3. we have the following improvement over (5.14) using the estimates of (5.23)
(5.24)
∑
A⊂J1,mKN
(−1+|A|−m)/2 ·M(ζΓN (z);A) = O(1) for m = 1, 2, . . . , 2m1 + 2.
In addition we will need the following improvement over (5.15)
(5.25) M(XtN (v);A) = O(1) and M(X
b
N (v);A) = O(1),
where A $ J1, 2m1 + 1K and the constants in the big O notation is uniform as v, v1, . . . , v2m1+1 vary over
compact subsets of C \ [0, M + θ]. We will prove (5.25) in the next step. For now we assume its validity and
finish the proof of (5.22).
Substituting (5.24), (5.25) into (5.14) we obtain the following improvement over (5.13)
M (YN (v0), YN (v1), . . . , YN (v2m1+1)) =
1
2pii
∫
Γ
WN (z) +O(1) = O(1),(5.26)
where in the last line we used (5.17). We may now repeat the arguments in Step 4. and note that by using
(5.26) in place of (5.12) we obtain the following improvement over (5.19)
(5.27) sup
v0,v1,...,v2m1+1∈V
E
[
2m1+1∏
a=0
YN (va)
]
= O(1).
Setting v0 = v1 = · · · = vm1 = v and vm1+1 = · · · = v2m1+1 = v in (5.27) we get (5.22).
Step 6. In this step we establish (5.25). We have by (4.6) and (5.23) that (5.25) holds for all subsets
A $ J1, 2m1+1K such that |A| ≤ 2m1−1 or if A is empty. We thus only focus on the case when |A| = 2m1 ≥ 2.
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We use (4.20) with r = 2m1 − 1 and s = 1 and t = 0. This gives
M (∆XN (v); J1, rK, {1},∅)) = 1
2pii
∫
Γ
WN (z)+
+
∑
A⊂J1,rK
∑
B⊂{1}
∏
a∈Ac
[
1
(va − z)2
] ∏
b∈Bc
[
1
(ub − z)2
]
Φ−(z)e−θGµ(z)1{|A|+ |B| < r + 1}
S(z)N (r−|A|−1)/2+s−|B|
×
M
(
XbN (z)− (−1)r+s−|A|−|B|XtN (z);A,B,∅
)
+
+
∑
A$J1,rK
∏
a∈Ac
[ −1
(va − z)2
]
Φ+(z)eθGµ(z)
S(z)N (r−|A|−1)/2
×
M
(
(−1)r−|A|XbN (z)−XtN (z);A, {1},∅
)
+
∑
A⊂J1,rK
∑
B⊂{1}
M
(
ζΓN (z);A,B,∅
)
N r/2−|A|/2+1/2
,
(5.28)
Applying (5.23) and (4.6) above we get
(5.29) M (∆XN (v); J1, rK, {1},∅)) = 1
2pii
∫
Γ
WN (z) +O(1).
In view of (4.21) we have
WN (z) = O(1)− Rµ(z)
θ · (va1 − z)2S(z)
, when m1 = 1 and WN (1) = O(1) if m1 ≥ 2.
Substituting this into (5.29) and using the fact that the integral of Rµ(z)
θ·(va1−z)2S(z) over Γ vanishes by Cauchy’s
theorem, we conclude that
O(1) = M (∆XN (v); J1, rK, {1},∅)) .
The latter statement implies the first statement in (5.25).
One establishes the second statement in (5.25) analogously by using (4.20) with r = 2m1 − 1 and s = 0
and t = 1 instead, and repeating the same arguments. We omit the details. This concludes the proof of
(5.25) and hence the theorem.
5.3. Proof of Theorem 5.1: Part I. In this section we begin the proof of Theorem 5.1. We will only carry
out the argument when θ 6= 1. In the course of the proof we will require (4.17), (4.18), (4.20), (4.21), (4.25)
and (4.26) from Section 4. In order to obtain the θ = 1 result one can repeat the same arguments verbatim
and replace in the proof below all uses of (4.17), (4.18), (4.20), (4.21), (4.25) and (4.26) with (4.27), (4.28),
(4.30), (4.31), (4.35) and (4.36) respectively.
Since we are dealing with centered random variables it suffices to show that second and higher order
cumulants of (Y tN (z), Y
b
N (z),∆YN (z)) converge to those specified in the statement of the theorem. In this
section we will prove these statements for all cumulants, except for that in (5.3), which we postpone until
Section 5.4. In the sequel we fix a compact set K ⊂ U and a positively oriented contour Γ that contains
[0, M + θ], is contained inM as in Assumption 3. and excludes K.
5.3.1. Second order cumulants. We fix z1, z2 ∈ K. We first have by Theorem 3.5 that
(5.30) lim
N→∞
Cov(Y tN (z1), Y
t
N (z2)) = Cθ(z1, z2).
Next we have by (4.20) applied to r = 0, s = 1 and t = 0 that
Cov
(
∆YN (z1), Y
t
N (z2)
)
= N1/2Cov
(
Y tN (z1)− Y bN (z1), Y tN (z2)
)
=
1
2pii
∫
Γ
−N1/2Rµ(z)
θ · (z2 − z)2[Φ+(z) + Φ−(z)−Rµ(z)] · (z − z1) +O(N
−1/2) = O(N−1/2),
(5.31)
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In deriving the second equality above we used Theorem 5.5 and (4.6. The last equality follows from Cauchy’s
theorem as the integrand is analytic. Similarly, from (4.20) applied to r = 0, s = 0 and t = 1 we get
Cov
(
∆YN (z1), Y
b
N (z2)
)
= N1/2Cov
(
Y tN (z1)− Y bN (z1), Y bN (z2)
)
=
1
2pii
∫
Γ
−N1/2Rµ(z)
θ · (z2 − z)2[Φ+(z) + Φ−(z)−Rµ(z)] · (z − z1) +O(N
−1/2) = O(N−1/2).
(5.32)
Combining (5.30, 5.31, 5.32) we conclude (5.2).
5.3.2. Third and higher order cumulants. Let us fix r ≥ −1, s ≥ 0 and t ≥ 0 such that r + s + t ≥ 2. In
addition, we fix v0, . . . , vr, u1, . . . , us, w1, . . . , wt ∈ K. To ease our notation we write
MYN (v0, . . . , vr;u1, . . . , us;w1, . . . , wt)
for the joint cumulant of ∆YN (v1), . . . ,∆YN (vr), Y tN (u1), . . . , Y
t
N (us), Y
b
N (w1), . . . , Y
b
N (wt). Our goal is to
show that if r + s+ t ≥ 2 then
(5.33) lim
N→∞
MYN (v0, . . . , vr;u1, . . . , us;w1, . . . , wt) = 0,
where the convergence is uniform over compacts in U .
We first have by Theorem 3.5 that if u1, . . . , us ∈ K and s ≥ 3 then
(5.34) lim
N→∞
MYN (∅;u1, . . . , us;∅) = 0.
Furthermore for each 1 ≤ i ≤ s− 1 we have
MYN (∅;u1, . . . , ui;ui+1, . . . , us)−MYN (∅;u1, . . . , ui−1;ui, ui+1, . . . , us) =
N−1/2MYN (ui;u1, . . . , ui−1;ui+1, . . . , us) = O(N
−1/2),
(5.35)
where in the second line we used Theorem 5.5 and (4.6). Combining (5.34) and (5.35) we conclude (5.33)
provided r = −1 and s+ t ≥ 3.
We next prove (5.33) by induction on r ≥ −1 with base case r = −1 being true by the above work. We
now let r ≥ 0. From (3.13) and (4.20) applied to r, s, t and v = v0 we get
MYN (v0, . . . , vr;u1, . . . , us;w1, . . . , wt) =
1
2pii
∫
Γ
WN (z) +O(N
−1/2)+
+
∑
a∈J1,rK
[
Rµ(z)
(va − z)2
]
M
(
XbN (z) +X
t
N (z); J1, rK \ {a}, J1, sK, J1, tK) ,(5.36)
where by (4.21) we have
WN (z) = O(N
−1/2) +N (3−r)/2
r∏
a=1
1
(va − z)2 ·
[(−1)r − 1]Rµ(z)
S(z) · θ if s = t = 0 and r ≥ 2;
WN (z) = O(N
−1/2) +
Qµ(z)
(v1 − z)2(w1 − z)2S(z) · θ if s = 0, t = 1 and r = 1;
WN (z) = O(N
−1/2) +
Qµ(z)
(v1 − z)2(u1 − z)2S(z) · θ if s = 1, t = 0 and r = 1;
WN (z) = O(N
−1/2) otherwise.
(5.37)
If r = 0 then we can substitute (5.37) into (5.36) and see that the top line on the right side of the equation
vanishes as N →∞. The second line also vanishes by (5.33) for r = −1, which we established earlier. This
proves (5.33) for r = 0.
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Suppose next that r = 1. Let us consider the case when r = 1 = s and t = 0. Then from (4.25), (4.26),
Theorem 5.5 and (4.6) we get
0 =
1
2pii
∫
Γ
Φ+(z) · θ
(1− θ)S(z)N2(v1 − z)2(u1 − z)2 +
Φ+(z) · θ
S(z)N2
M
(
∆XN (z),∆XN (v1), X
t
N (u1)
)
− θ · Φ
−(z) · e−θGµ(z)
S(z)N3/2
M
(
XtN (z),∆X
t
N (v1), X
t
N (u1)
)
+
Φ+(z)θeθGµ(z)
S(z)N3/2
M
(
XbN (z),∆X
t
N (v1), X
t
N (u1)
)
+O(N−5/2) and
(5.38)
0 =
1
2pii
∫
Γ
−Φ−N (Nz) · θ
S(z)N2
M
(
∆XN (z),∆X
t
N (v1), X
t
N (u1)
)
+
+
θ · Φ+(z) · eθGµ(z)
S(z)N3/2
M
(
θXtN (z),∆X
t
N (v1), X
t
N (u1)
)−
− Φ
−(z)θe−θGµ(z)
S(z)N3/2
M
(
XbN (z),∆X
t
N (v1), X
t
N (u1)
)
+O(N−5/2).
(5.39)
The first term on the right hand side in (5.38) integrates to 0 by Cauchy’s theorem. Then if we subtract
(5.39) from (5.38) and multiply the result by θ−1N2 we obtain
0 =
1
2pii
∫
Γ
1
(z − v0)M
(
∆XN (z),∆XN (v1), X
t
N (u1)
)
+O(N−1/2),
where we used (3.13) and that S(z) = (z−v0) · [Φ+(z)+Φ−(z)−Rµ(z)].We may now evaluate the integral as
minus the residue at z = v0 (notice that there is no residue at infinity), which gives upon shifts by constants
(5.40) MYN (v0, v1;u1;∅) = O(N−1/2).
Using (5.40), Theorem 5.5 and (4.6) we also have
(5.41) MYN (v0, v1;∅;u1) = MYN (v0, v1;u1;∅)−N−1/2MYN (v0, v1, u1;∅;∅) = O(N−1/2).
Equations (5.40) and (5.41) establish (5.33) for the case s+ t = 1 and r = 1. If r = 1 and s+ t ≥ 2 we can
substitute (5.37) into (5.36) and see that the top line on the right side of the equation vanishes as N →∞.
The second line also vanishes by (5.33) for r = −1, which we established earlier. This proves (5.33) for r = 1.
Suppose r = 2. If s = t = 0 we can substitute (5.37) into (5.36) and see that the top line on the right side
of the equation vanishes as N →∞, since the second term on the right in the first line of (5.37) integrates to
0 by Cauchy’s theorem. The second line vanishes by (5.2), which we established in the previous section. If
s+ t ≥ 1 then we can substitute (5.37) into (5.36) and see that the top line on the right side of the equation
vanishes as N →∞. The second line vanishes by the induction hypothesis. This proves (5.33) for r = 2.
Suppose that r ≥ 3. Then we can substitute (5.37) into (5.36) and see that the top line on the right side
of the equation vanishes as N →∞, while the second line vanishes by the induction hypothesis. The general
result now follows by induction.
5.4. Proof of Theorem 5.1: Part II. In this section we establish (5.3).
From (4.25) and (4.26) applied to r = 1, s = 0, t = 0, Theorem 5.5 and (4.6) we get
0 = O(N−5/2) +
1
2pii
∫
Γ
Φ+(z) · θ
S(z)N2
M (∆YN (z),∆YN (v1))[
N−1
(v1 − z)(v1 − z +N−1)
]
· Φ
+
N (Nz) · θ
(1− θ)S(z) · E
[
1 +
(1− θ)∆XN (z)
N3/2
+
θ[θ − 1]∂zGµ(z)
N
]
+
− Φ
−(z)e−θGµ(z) · θ
S(z)N3/2
M
(
Y tN (z),∆YN (v1)
)
+
Φ+(z)eθGµ(z) · θ
S(z)N3/2
M
(
Y bN (z),∆YN (v1)
)
and
(5.42)
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0 = O(N−5/2) +
1
2pii
∫
Γ
−Φ−(z) · θ
S(z)N2
M (∆YN (z),∆YN (v1))
+
Φ−N (Nz) · θ
(1− θ)S(z)
[ −N−1
(v1 − z)(v1 − z −N−1)
]
E
[
1 +
[θ − 1]∆XN (z)
N3/2
]
+
+
[ −2N−2
(v1 − z)3
]
Φ+(z)eθGµ(z)
S(z)
+
θ · Φ+(z)eθGµ(z)
S(z)N3/2
M
(
Y tN (z); ∆YN (v1)
)−
− θΦ
−(z)e−θGµ(z)
S(z)N3/2
M
(
Y bN (z),∆YN (v1)
)
,
(5.43)
where in deriving the above we also used
1
v1 − z ±N−1 =
1
v1 − z +O(N
−1),Φ±N (Nz) = Φ
±(z) +O(N−1).
Notice that the terms on the second lines of (5.42) and (5.43) corresponding to the 1 in the expectation
integrate to 0 by Cauchy’s theorem.
We now subtract (5.43) from (5.42) and simplify the answer to get
0 = O(N−5/2) +
1
2pii
∫
Γ
θ
N2
M (∆YN (z),∆YN (v1)))− Φ
+(z) · θ2 · ∂zGµ(z)
N2(v1 − z)2S(z)
+
θ · [Φ+(z)− Φ−(z)] · E[∆XN (z)]
(v1 − z)2S(z)N5/2
+
[
2
(v1 − z)3
]
Φ+(z)eθGµ(z)
N2 · S(z) ,
(5.44)
where we used that E[∆XN (z)] = O(N1/2) from (4.6) as well as
Rµ(z) = Φ
−(z)e−θGµ(z) + Φ+(z)eθGµ(z) and S(z) = Φ+(z) + Φ−(z)−Rµ(z).
Our next goal is to find a suitable expression for E[∆XN (z)] and we will use (4.17) and (4.18) with
m = n = 0. We apply (4.10, 4.8, 4.15, 4.13) into (4.17) and get
R1N (Nz) =
θ
1− θ · Φ
+
N (Nz) + Φ
−
N (Nz)e
−θGc(z) + Φ+N (Nz)e
θGc(z)+
+
θ
1− θ · Φ
+(z) · E
[
1− θ
N3/2
·∆XN (z) + θ[θ − 1]∂zGµ(z)
N
]
+ Φ−(z)e−θG
c(z)E
[
−θX
t
N (z)
N
+
θ2∂zGµ(z)
2N
]
+
+ Φ+(z)eθG
c(z) · E
[
θXbN (z)
N
+
[θ2 − 2θ]∂zGµ(z)
2N
]
+O(N−2).
(5.45)
Next we may substitute (4.9, 4.11, 4.12,4.14) into (4.18) and obtain
R2N (Nz) =
θ
1− θ · Φ
−
N (Nz) + Φ
+
N (Nz)e
θGc(z) + Φ−N (Nz)e
−θGc(z)+
θ
1− θ · Φ
−(z) · E
[
[θ − 1]∆XN (z)
N3/2
]
+
+ Φ+(z)eθG
c(z) · E
[
θXtN (z)
N
+
[θ2 − 2θ]∂zGµ(z)
2N
]
+
+ Φ−(z)e−θG
c(z) · E
[
−θX
b
N (z)
N
− θ
2∂zGµ(z)
2N
]
+O(N−2).
(5.46)
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Subtracting (5.46) from (5.45) we obtain
R1N (Nz)−R2N (Nz) =
θ
1− θ · [Φ
+
N (Nz)− Φ+N (Nz)]+
+ θ · [Φ+(z) + Φ−(z)−Rµ(z)] · E
[
∆XN (z)
N3/2
]
− θ
2 · Φ+(z) · ∂zGµ(z)
N
+ Φ−(z)e−θG
c(z)
[
θ2∂zGµ(z)
N
]
+O(N−2).
(5.47)
In particular, we conclude that
E [∆XN (z)] = R(z) +N1/2 · θ · ∂zGµ(z) · [Φ
+(z)− Φ−(z)e−θGc(z)]
Φ+(z) + Φ−(z)−Rµ(z) +O(N
−1/2),
where R(z) is analytic inM as in Assumption 3. Substituting the latter expression into (5.44) and multiplying
the result by θ−1 ·N2 we get
0 = O(N−1/2) +
1
2pii
∫
Γ
M (∆YN (z),∆YN (v1)))
z − v0 −
θ · Φ+(z) · ∂zGµ(z)
(v1 − z)2(z − v0)[Φ+(z) + Φ−(z)−Rµ(z)]+
+
[Φ+(z)− Φ−(z)] · θ · ∂zGµ(z) · [Φ+(z)− Φ−(z)e−θGc(z)]
(v1 − z)2(z − v0)[Φ+(z) + Φ−(z)−Rµ(z)]2 +
2Φ+(z)eθGµ(z)
θ · (v1 − z)3 · (z − v0)[Φ+(z) + Φ−(z)−Rµ(z)] ,
where we get no contribution from R(z), since it integrates to 0 by Cauchy’s theorem.
We may now compute the first term in the integrand as minus the residue at z = v0 (notice that there is
no residue at infinity) and obtain after some simplification
Cov (∆YN (v0),∆YN (v1)) = O(N
−1/2) +
1
2pii
∫
Γ
θ · ∂zGµ(z)
(v1 − z)2(z − v0)[eθGµ(z) − 2 + e−θGµ(z)]
+
2Φ+(z)eθGµ(z)
θ · (v1 − z)3 · (z − v0)[Φ+(z) + Φ−(z)−Rµ(z)] ,
where we used (3.13). Notice that
θ∂zGµ(z)
[eθGµ(z) − 2 + e−θGµ(z)] = −∂z
[
1
eθGµ(z) − 1
]
,
and so using integration by parts we arrive at
Cov (∆YN (v0),∆YN (v1)) = O(N
−1/2) +
1
2pii
∫
Γ
2Φ+(z)eθGµ(z)
θ · (v1 − z)3 · (z − v0)[Φ+(z) + Φ−(z)−Rµ(z)]+
1
eθGµ(z) − 1 ·
[
− 2
(z − v1)3(z − v0) −
1
(z − v0)2(z − v1)2
]
.
Next we can add − 2[Rµ(z)−Φ+(z)]
θ(v1−z)3(z−v0)[Φ+(z)+Φ−(z)−Rµ(z)] to the above integrand without affecting the value of the
integral by Cauchy’s theorem. The benefit is that
2Φ+(z)eθGµ(z)
θ · (v1 − z)3 · (z − v0)[Φ+(z) + Φ−(z)−Rµ(z)] −
2[Rµ(z)− Φ+(z)]
θ · (v1 − z)3(z − v0)[Φ+(z) + Φ−(z)−Rµ(z)] =
=
2 · θ−1
(v1 − z)3 · (z − v0)[1− eθGµ(z)]
.
Substituting this above yields
Cov (∆YN (v0),∆YN (v1)) = O(N
−1/2) +
1
2pii
∫
Γ
1
eθGµ(z) − 1 ·
[
2− 2θ−1
(v1 − z)3(z − v0) −
1
(z − v0)2(z − v1)2
]
,
which clearly implies (5.3).
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6. Continuous limit
The purpose of this section is to derive certain two-level analogues of the loop equations in [11] for natural
two-level extensions of the measures considered in that paper. For technical reasons our results will be
restricted to the case θ ≥ 1, although we believe that they should hold for all θ > 0 if a more careful
analysis is performed. In Section 6.1 we formulate the two-level measures we consider and explain how it
generalizes the usual β-log gas. In Section 6.2 we derive the continuous measures from Section 6.1 as diffuse
limits of the measures in Section 1.1. In Section 6.3 we derive the loop equations in [11] from the single
level Nekrasov equations – Theorem 3.4. In Section 6.4 we derive the continuous limits of our Nekrasov’s
equations – Theorems 2.1 and 2.3.
6.1. Two-level log gas. Let us fix N ≥ 2, a−, a+ ∈ R with a− < a+ and θ > 0. In addition, we let V t(z)
and V b(z) be two real analytic function in a neighborhood M of [a−, a+]. With this data we define the
following probability density function
(6.1) f(x, y) =
1
Zc
∏
1≤i<j≤N
(xj − xi)
∏
1≤i<j≤N−1
(yj − yi)
N−1∏
i=1
N∏
j=1
|yi − xj |θ−1 ×
N−1∏
i=1
e−NθV
b(yi)
N∏
i=1
e−NθV
t(xi),
where the density f(x, y) is supported on the set G = {(x, y) ∈ R2N−1 : a− < x1 < y1 < x2 < y2 < · · · <
yN−1 < xN < a+} and Zc is a normalization constant such that the integral of f(x, y) over G is 1. Observe
that, the above density is well defined since by a version of the Dixon-Anderson identity [3, 16] we have
(6.2)
∫ x2
x1
· · ·
∫ xN
xN−1
∏
1≤i<j≤N−1
(yj − yi)
N−1∏
i=1
N∏
j=1
|yi − xj |θ−1 = Γ(θ)
N
Γ(Nθ)
·
∏
1≤i<j≤N
(xj − xi)2θ−1,
which implies that Zc < ∞. The formula (6.2) implies further that if V b(z) = 0 then the projection of the
measures (6.1) to the top level (x1, . . . , xN ) has density
(6.3) f(x) = 1{a− < x1 < · · · < xN < a+} · (ZtN )−1
∏
1≤i<j≤N
(xj − xi)2θ
N∏
i=1
e−NθV
t(xi).
The measures in (6.3) are the same as those studied in [11] once one sets θ = β/2 and so the ones in (6.1)
can be thought of as their natural generalizations.
Let (X1, . . . , XN , Y1, . . . , YN−1) be a random 2N − 1 dimensional vector with density given by (6.1). For
z ∈ C \ [a−, a+] we denote
(6.4) Gtf (z) =
N∑
i=1
1
z −Xi and G
b
f (z) =
N−1∑
i=1
1
z − Yi .
We recall [11, Theorem 3.1 and Theorem 3.2] below. The identification is made once we set θ = β/2.
Theorem 6.1. Fix θ ≥ 1. Let (X1, . . . , XN , Y1, . . . , YN−1) be a random 2N − 1 dimensional vector with
density given by (6.1) with Vb ≡ 0 so that (X1, . . . , XN ) has density (6.3). Given v1, . . . , vm ∈ C \ [a−, a+]
we define
(6.5) κ(v1, . . . , vm) = M(Gtf (v1), . . . , G
t
f (vm)),
where we recall that for m bounded random variables ξ1, . . . , ξm, M(ξ1, . . . , ξm) stands for their joint cumulant
if m ≥ 2 and E[ξ1] if m = 1. Then for any v ∈ C \ [a−, a+] the following rank 1 loop equation holds
0 =
N [1− θ−1]−N2
(v1 − a−)(v1 − a+) + κ(v, v) + κ(v)
2 + [1− θ−1]∂vκ(v)−
− N
2pii
∫
Γ
(z − a−)(z − a+)κ(z)∂zV t(z)
(v − a−)(v − a+)(v − z) .
(6.6)
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Also for m ≥ 1 and v, v1, . . . , vm ∈ C \ [a−, a+] the following rank (m+ 1) loop equation holds
0 = κ(v, v, J1,mK) + ∑
J⊂J1,mKκ(v, J) · κ(v, J1,mK \ J) + [1− θ−1]∂vκ(v, J1,mK)−
− N
2pii
∫
Γ
(z − a−)(z − a+)∂zV t(z)κ (z, J1,mK)
(v − z)(v − a−)(v − a+) +
+ θ−1
m∑
a=1
∂va
[
κ (v, J1,mK \ {a})
v − va −
(va − a−)(va − a+)κ (va, J1,mK \ {a})
(v − va)(v − a+)(v − a+)
]
,
(6.7)
where for integers p ≤ q we write Jp, qK to mean the set {p, p+1, . . . , q} and Γ is a positively oriented contour,
which encloses the segment [a−, a+], is contained in M as in the beginning of Section 6.1 and excludes the
points v, v1, . . . , vm.
In Section 6.3 we deduce Theorem 6.1 from a limit of the single level Nekrasov equations – Theorem 3.4.
We remark that Theorem 6.1 was proved in [11] for all θ > 0 using different techniques. Nevertheless we
present our proof using single level Nekrasov equations as it is new and in our opinion of sufficient conceptual
importance.
We next state the main result in this section, which is a certain two-level analogue of the above loop
equations for the measures in (6.1).
Theorem 6.2. Fix θ ≥ 1. Let (X1, . . . , XN , Y1, . . . , YN−1) be a random 2N − 1 dimensional vector with
density given by (6.1). Given m,n ≥ 0 and m+ n ≥ 1 points v11, . . . , v1m, v21, . . . , v2n ∈ C \ [a−, a+] we define
κ(v11, . . . , v
1
m; v
2
1, . . . , v
2
n) = M(G
t
f (v
1
1), . . . , G
t
f (v
1
m), G
b
f (v
2
1), . . . , G
b
f (v
2
n)).(6.8)
Then for any v ∈ C \ [a−, a+] the following rank (0, 0) loop equation holds
0 =
Nθ
2pii
∫
Γ
(z − a−)(z − a+)
(v − z)(v − a−)(v − a+)
[
κ(z;∅)∂zV t(z) + κ(∅; z)∂zV b(z)
]
− N
2 + (1− θ)N(N − 1)
(v − a−)(v − a+)
κ(v, v;∅) + κ(v;∅)2
2
+
κ(∅; v, v) + κ(∅; v)2
2
− ∂vκ(∅; v)
2
− ∂vκ(v;∅)
2
+
(1− θ)[κ(v; v) + κ(v;∅)κ(∅; v)].
(6.9)
Also for v, v11, . . . , v
1
m, v
2
1, . . . , v
2
n ∈ C \ [a−, a+] the following rank (m,n)-loop equation holds
0 =
Nθ
2pii
∫
Γ
(z − a−)(z − a+)[∂zV t(z)κ (z, J1,mK; J1, nK) + ∂zV b(z)κ (J1,mK; z, J1, nK)]
(v − z)(v − a−)(v − a+) +
− ∂vκ(v, J1,mK; J1, nK) + ∂vκ(J1,mK; v, J1, nK)
2
+
κ(v, v, J1,mK; J1, nK) + κ(J1,mK; v, v, J1, nK)
2
+
(1− θ) · κ(v, J1,mK; v, J1, nK) + 1
2
∑
Jt⊂J1,mK
∑
Jb⊂J1,nKκ
(
v, J t; Jb
)
· κ
(
v, J1,mK \ J t; J1,mK \ Jb)
+ κ
(
J t; v, Jb
)
· κ
(J1,mK \ J t; v, J1,mK \ Jb)+ 2(1− θ)κ(v, J t; Jb) · κ(J1,mK \ J t; v, J1,mK \ Jb)
+
m∑
a=1
∂v1a
[
κ (v, J1,mK \ {a}; J1, nK)
v − v1a
− (v
1
a − a−)(v1a − a+)κ (J1,mK; J1, nK)
(v − v1a)(v − a+)(v − a+)
]
−
+
n∑
b=1
∂v2b
[
κ (J1,mK; v, J1, nK \ {b})
v − v2b
− (v
2
b − a−)(v2b − a+)κ (J1,mK, J1, nK)
(v − v2b )(v − a+)(v − a+)
]
.
(6.10)
where for integers p ≤ q we write Jp, qK to mean the set {p, p+1, . . . , q} and Γ is a positively oriented contour,
which encloses the segment [a−, a+], is contained in M as in the beginning of Section 6.1 and excludes the
points v, v11, . . . , v
1
m, v
2
1, . . . , v
2
n.
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6.2. Diffuse limits. In this section we derive the measures in (6.1) as diffuse limits of the measures from
Section 1.1. We start by introducing some notation. Let L ∈ N be sufficiently large so that (a+−a−) ·L > 1.
For all such L we define the measures
(6.11) PL(`,m) = (ZdL)−1 ·Ht(`) ·Hb(m) · I(`,m), where
Ht(`) =
∏
1≤i<j≤N
Γ(`i − `j + 1)
Γ(`i − `j + 1− θ)
N∏
i=1
w(`i;L) with w(`i;L) = e−NθV
t(`i/L),
Hb(m) =
∏
1≤i<j≤N−1
Γ(mi −mj + θ)
Γ(mi −mj)
N−1∏
i=1
τ(mi;L) with τ(mi;L) = e−NθV
b(mi/L),
I(`,m) =
∏
1≤i<j≤N
Γ(`i − `j + 1− θ)
Γ(`i − `j) ·
∏
1≤i<j≤N−1
Γ(mi −mj + 1)
Γ(mi −mj + θ)×∏
1≤i<j≤N
Γ(mi − `j)
Γ(mi − `j + 1− θ) ·
∏
1≤i≤j≤N−1
Γ(`i −mj + θ)
Γ(`i −mj + 1) .
(6.12)
In the above formula `i = λi + (N + 1− i)θ for i = 1, . . . , N and mi = µi + (N + 1− i)θ for i = 1, . . . , N − 1,
with λi, µj ∈ Z and the measure is supported on (2N − 1)-tuples such that da−Le ≤ λN ≤ µN−1 ≤ λN−2 ≤
· · · ≤ µ1 ≤ λ1 ≤ ba+Lc. Throughout this section we will frequently switch from `i’s to λi’s and from mi’s to
µi’s without mention using the formulas
(6.13) `i = λi + (N + 1− i) · θ and mi = µi + (N + 1− i) · θ.
We turn to the main result of the section.
Proposition 6.3. Fix θ ≥ 1. Let (`L1 , · · · , `LN ,mL1 , · · · ,mLN−1) be a sequence of random 2N − 1 dimensional
vectors, whose probability distribution is PL as in (6.11). Then
(
L−1 · `L1 , · · · , L−1 · `LN , L−1 ·mL1 , · · · , L−1 ·mLN−1
)
converges weakly to (XN , · · · , X1, YN−1 · · · , YN ) where (X1, . . . , XN , Y1, . . . , YN−1) is a random (2N − 1)-
dimensional vector with density given by (6.1).
Proof. For clarity we split the proof into two steps.
Step 1. In this step we show that
(6.14) lim
L→∞
L−[2N−1+(N−1)
2+(θ−1)·N(N−1)] · ZdL = Zc.
Using the functional equation for the Gamma function Γ(z + 1) = zΓ(z) we can write
PL(`,m) = (ZdL)−1 ·H(`,m) ·
N∏
i=1
e−NθV
t(`i/L) ·
N−1∏
i=1
e−NθV
b(mi/L), with H(`,m) :=
∏
1≤i<j≤N
(`i − `j)
∏
1≤i<j≤N−1
(mi −mj) ·
∏
1≤i<j≤N
Γ(mi − `j)
Γ(mi − `j + 1− θ) ·
∏
1≤i≤j≤N−1
Γ(`i −mj + θ)
Γ(`i −mj + 1) .
(6.15)
From [37, equation (2.6)] we have for all x > 0 and s ∈ [0, 1]
(6.16) x1−s ≤ Γ(x+ 1)
Γ(x+ s)
≤ (x+ s)1−s.
Combining the above with Γ(z + 1) = zΓ(z) we obtain that there exists a constant C that depends on
a+ − a−, θ, N and V t, V b such that for all large L and (`,m) in the support of PL
(6.17) H(`,m) ≤ C · L(N−1)2 · L(θ−1)·N(N−1)
Here we used that θ ≥ 1. Moreover, the same combination of (6.16) and Γ(z + 1) = zΓ(z) implies that for
each fixed (x, y) ∈ G we have
(6.18) lim
L→∞
L−(N−1)
2−(θ−1)·N(N−1)H(`L,mL) =
∏
1≤i<j≤N
(xj − xi)
∏
1≤i<j≤N−1
(yj − yi)
N−1∏
i=1
N∏
j=1
|yi − xj |θ−1,
53
where (`L,mL) is a sequence of elements such that λLN−i+1 = bxiLc for i = 1, . . . , N and µLN−i = byiLc for
i = 1, . . . , N − 1.
Using (6.11), (6.13) and (6.17) we have
L−[2N−1+(N−1)
2+(θ−1)·N(N−1)] · ZdL = O(L−1) +
∫
G
fL(x, y)dxdy,(6.19)
where dxdy stands for dx1dx2 · · · dxNdy1 · · · dyN−1 and is the Lebesgue measure on G, and also
fL(x, y) = L
−[(N−1)2+(θ−1)·N(N−1)]H(`,m) ·
N∏
i=1
e−NθV
t(`i/L) ·
N−1∏
i=1
e−NθV
b(mi/L)
if λi ≤ LxN−i+1 ≤ λi + 1 for i = 1, . . . , N and µi ≤ LyN−i ≤ µi + 1 for i = 1, . . . , N − 1
and fL(x, y) = 0 otherwise.
(6.20)
It follows from (6.18) that fL(x, y) converge pointwise to Zc · f(x, y), while from (6.17) we have that fL(x, y)
are uniformly bounded. We can thus conclude (6.14) from (6.19) after an application of the Bounded con-
vergence theorem.
Step 2. Let R = (a11, b11)× (a1N , b1N )× (a21, b21)× · · · × (a2N−1, b2N−1) be an open rectangle contained in G. We
will prove that
(6.21) lim
L→∞
PL
(
L−1 · `Ni ∈ (a1N−i+1, b1N−i+1) and L−1 ·mNi ∈ (a2N−i, b1N−i)
)
=
∫
R
f(x, y).
The weak convergence follows from (6.21) and the pi − λ Theorem.
Denoting the left side of (6.21) by PL(R) we have in view of (6.14) and (6.17) that
(6.22) PL (R) = O(L−1) +
∫
R
(
ZdL
)−1
L[2N−1+(N−1)
2+(θ−1)·N(N−1)]fL(x, y)dxdy,
where fL is as in (6.20). But then from (6.14), (6.17) and the definition of fL we know that the integrand
converges pointwise to f(x, y) and by is uniformly bounded. Thus by the Bounded convergence theorem and
(6.21) we conclude (6.21), which proves the proposition. 
6.3. Single level loop equations. In this section we deduce Theorem 6.1 from a limit of the single level
Nekrasov equations – Theorem 3.4. We start with some notation that will be useful also in the next section.
6.3.1. Deformed measures. We introduce a similar construction to the one from Section 3.2. Take 2m+ 2n
parameters t1 = (t11, . . . , t1m), v1 = (v11, . . . , v1m), t2 = (t21, . . . , t2n), v2 = (v21, . . . , v2n) and such that via+tia−y 6=
0 for all meaningful i, a and all y ∈ [a−, a+ +NθL−1], and let the deformed distribution Pt,vL be defined as
Pt,vL (`,m) = Z(t,v)
−1PL(`,m)
N∏
i=1
m∏
a=1
(
1 +
t1a
v1a − `i/N
)
·
N−1∏
i=1
n∏
a=1
(
1 +
t2a
v2a −mi/N
)
,(6.23)
where PL is as in (6.11). If m = n = 0 we have Pt,vL = PL. In general, P
t,v
L may be a complex-valued measure
but we always choose the normalization constant Z(t,v) so that
∑
`,m P
t,v
L (`,m) = 1. In addition, we require
that the numbers tia are sufficiently close to zero so that Z(t,v) 6= 0.
If (`,m) is distributed according to 6.23 we denote
(6.24) GtL(z) =
N∑
i=1
1
z − `i/L and G
b
L(z) =
N−1∑
i=1
1
z −mi/L.
The definition of the deformed measure Pt,vN is motivated by the following observation.
Lemma 6.4. Let ξ be a bounded random variable. For any m,n ≥ 0 we have
(6.25)
∂m+n
∂t11 · · · ∂t1m∂t21 · · · ∂t2n
EPt,vL [ξ]
∣∣∣∣
tia=0
= M(ξ,GtL(v
1
1), . . . , G
t
L(v
1
m), G
b
L(v
2
1), . . . , G
b
L(v
2
n)),
where the right side is the joint cumulant of the given random variables with respect to PL.
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The proof is the same as that of Lemma 3.7 so we omit it.
6.3.2. Asymptotic expansions. In this section we derive asymptotic expansions that are analogues of those
in Section 4.2. Below we will write ξL(z) to mean a generic random analytic function on C \ [a−, a+], which
is almost surely O(1) over compact subsets of C \ [a−, a+].
N∏
i=1
Lz − `i − θ
Lz − `i = exp
[
N∑
i=1
log
(
1− 1
L
θ
z − `i/L
)]
= exp
[
−θG
t
L(z)
L
+
θ2∂zG
t
L(z)
2L2
+
ξL(z)
L3
]
=
= 1− θG
t
L(z)
L
+
θ2∂zG
t
L(z)
2L2
+
θ2[GtL]
2(z)
2L2
+
ξL(z)
L3
;
(6.26)
The second product is
N∏
i=1
Lz − `i − 1 + θ
Lz − `i − 1 = exp
[
N∑
i=1
log
(
1 +
1
L
θ
z − `i/L− L−1
)]
=
=1 +
θGtL(z)
L
+
[θ2 − 2θ]∂zGtL(z)
2L2
+
θ2[GtL]
2(z)
2L2
+
ξL(z)
L3
.
(6.27)
The third prodict is
N∏
i=1
Lz − `i − θ
Lz − `i − 1 = exp
[
N∑
i=1
log
(
1 +
1
L
1− θ
z − `i/L− L−1
)]
=
=1 +
(1− θ)GtL(z)
L
+
[θ2 − 1]∂zGtL(z)
2L2
+
(1− θ)2[GtL]2(z)
2L2
+
ξL(z)
L3
.
(6.28)
The fourth product is
N∏
i=1
Lz − `i − 1 + θ
Lz − `i = exp
[
N∑
i=1
log
(
1 +
1
L
θ − 1
z − `i/L
)]
=
=1 +
(θ − 1)GtL(z)
L
+
(θ − 1)2∂zGtL(z)
2L2
+
(θ − 1)2[GtL]2(z)
2L2
+
ξL(z)
L3
.
(6.29)
The fifth product is
N−1∏
i=1
Lz −mi
Lz −mi + θ = exp
[
N−1∑
i=1
log
(
1− 1
L
θ
z −mi/L+ θL−1
)]
=
=1− θG
b
L(z)
L
− θ
2∂zG
b
L(z)
2L2
+
θ2[GbL]
2(z)
2L2
+
ξL(z)
L3
.
(6.30)
The sixth product is
N−1∏
i=1
Lz −mi − 1 + θ
Lz −mi − 1 = exp
[
N−1∑
i=1
log
(
1 +
1
L
θ
z −mi/L− L−1
)]
=
=1 +
θGbL(z)
L
+
[θ2 − 2θ]∂zGbL(z)
2L2
+
θ2[GbL]
2(z)
2L2
+
ξL(z)
L3
.
(6.31)
The seventh product is
N−1∏
i=1
Lz −mi
Lz −mi + θ − 1 = exp
[
N−1∑
i=1
log
(
1− 1
L
θ − 1
z −mi/L+ (θ − 1)L−1
)]
=
=1− (θ − 1)G
b
L(z)
L
− (θ − 1)
2∂zG
b
L(z)
2L2
+
(θ − 1)2[GbL]2(z)
2L2
+
ξL(z)
L3
.
(6.32)
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The eight product is
N−1∏
i=1
Lz −mi − 1 + θ
Lz −mi = exp
[
N−1∑
i=1
log
(
1 +
1
L
θ − 1
z −mi/L
)]
=
=1 +
(θ − 1)GbL(z)
L
+
(θ − 1)2∂zGbL(z)
2L2
+
(θ − 1)2[GbL]2(z)
2L2
+
ξL(z)
L3
.
(6.33)
We will also need the following expansion for the θ = 1 case
(6.34)
N∑
i=1
1
Lz − `i − 1 =
GtL(z)
L
− ∂zG
t
L(z)
L2
+
ξL(z)
L3
.
6.3.3. Single level Nekrasov’s equation. Let us define
RL(Lz) :=(Lz − da−Le − θ)(Lz − ba+Lc −Nθ) · Φ−L (Lz) ·At,v1 (z) · EPt,vL
[
N∏
i=1
Lz − `i − θ
Lz − `i
]
+
(Lz − da−Le − θ)(Lz − ba+Lc −Nθ) · Φ+L (Lz) ·Bt,v1 · EPt,vL
[
N∏
i=1
Lz − `i − 1 + θ
Lz − `i − 1
]
,
(6.35)
where the expectations are with respect to the deformed measures in Section 6.3.1 with V b ≡ 0, n = 0,
v1a = va for a = 1, . . . ,m and
At,v1 (z) =
m∏
a=1
[
va + ta − z + 1
L
]
[va − z] , Bt,v1 (z) =
m∏
a=1
[va + ta − z]
[
va − z + 1
L
]
.
Moreover the functions Φ+L and Φ
−
L are given by
(6.36) Φ−L (z) = 1 and Φ
+
L (z) = exp
[−Nθ(V t(z/L)− V t(z/L− 1/L))] .
Observe that the above choice ensures
w(Lz;L)
w(Lz − 1;L) =
Φ+L (Lz)
Φ−L (Lz)
,
and so we conclude by Theorem 3.4 that RL(Lz) is analytic inM from the beginning of Section 6.1. Let us
elaborate this point a bit. If we divide both sides of (6.35) by (Lz − da−Le − θ)(Lz − ba+Lc −Nθ), we get
precisely the setup of Theorem 3.4 (upto a trivial shift), which would allow us to conclude that
RL(Lz)
(Lz − da−Le − θ)(Lz − ba+Lc −Nθ) = R˜L(Lz) +
r−
Lz − da−Le − θ +
r+
Lz − ba+Lc −Nθ ,
with R˜L(Lz) analytic inM and r± are as in the statement of the theorem. But now multiplying the above
by (Lz − da−Le − θ)(Lz − ba+Lc − Nθ) cancels the possible poles at da−Le + θ and ba+Lc + Nθ and so
RL(Lz) is also analytic inM.
6.3.4. Single level loop equations: rank 1. We continue with the same notation as in Sections 6.3.1 -6.3.3 and
in Theorem 6.1.
Let us fix v0 ∈ C \ [a−, a+] and let Γ be a positively oriented contour, around [a−, a+], which excludes the
point v0. We divide both sides of (6.35) by 2pii(z− v0) · θ2 and integrate around Γ. Notice that by Cauchy’s
theorem the integral on the left side vanishes and so
0 =
1
2pii
∫
Γ
(Lz − da−Le − θ)(Lz − ba+Lc −Nθ)
(z − v0) · θ2 · Φ
−
L (Lz) · EPL
[
N∏
i=1
Lz − `i − θ
Lz − `i
]
+
(Lz − da−Le − θ)(Lz − ba+Lc −Nθ)
(z − v0) · θ2 · Φ
+
L (Lz) · EPL
[
N∏
i=1
Lz − `i − 1 + θ
Lz − `i − 1
]
.
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Combining (6.26), (6.27) with
(6.37) Φ+L (Lz) = exp [−Nθ (V (z)− V (z − 1/L))] = 1+Nθ
[
−∂zV
t(z)
L
+
[∂zV
t(z)]2 − ∂2zV t(z)
2L2
]
+O(L−3),
we conclude that
O(L−1) =
1
2pii
∫
Γ
PL(z) ·
[
Φ−L (Lz) + Φ
+
L (Lz)
]
(z − v0) · θ2 −
NPL(z)∂zV
t(z)E[GtL(z)]
(z − v0) · L2
+
PL(z)[θ − 1]E[∂zGtL(z)]
(z − v0) · θL2 +
PL(z)E[[GtL(z)]2]
(z − v0) · L2 ,
where PL(z) = (Lz−da−Le− θ)(Lz−ba+Lc−Nθ). The first term on the right integrates to 0 by Cauchy’s
theorem. Furthermore, we notice that
PL(z)E[∂zGtL(z)]
(z − v0) · θL2 ∼ −Nz
−1 and
PL(z)E[[GtL(z)]2]
(z − v0) · L2 ∼ N
2z−1 as |z| → ∞,
and so we can compute the contour integral of the corresponding terms as minus the residues at z = v0 and
z =∞. Combining the above we get
O(L−1) = N2 −N [1− θ−1]− L−2PL(v0)E[[GtL(v0)]2]− L−2PL(v0)[1− θ−1]E[∂v0GtL(v0)]
− N
2pii
∫
Γ
PL(z)∂zV
t(z)E[GtL(z)]
(z − v0) · L2 .
(6.38)
From Proposition 6.3 we have that for all w 6∈ C \ [a−, a+]
lim
L→∞
E[GtL(w)] = κ(w), lim
L→∞
E[∂wGtL(w)] = ∂wκ(w), lim
L→∞
E[[GtL(w)]2] = κ(w,w) + κ(w)2.
After taking the L→∞ limit in (6.38) and dividing both sides by −(v0 − a−)(v0 − a+) we get (6.6).
6.3.5. Single level loop equations: rank m+ 1 ≥ 2. We continue with the same notation as in Sections 6.3.1
-6.3.3 and in Theorem 6.1. We fix m ≥ 1 and points v0, . . . , vm ∈ C \ [a−, a+]. For a set A ⊂ J1,mK and a
bounded random variable ξ we write M(ξ;A) for the joint cumulant of ξ and GtL(va) for a ∈ A. If A = ∅
the latter notation stands for E[ξ].
We start by dividing both sides of (6.35) by 2pii · (z − v0) ·Bt,v1 and inetgrating over Γ. This gives
1
2pii
∫
Γ
RL(Lz)dz
(z − v0) ·B1 =
1
2pii
∫
Γ
PL(z)Φ
−
L (Lz)A1dz
(z − v0) ·B1 · E
[
N∏
i=1
Lz − `i − θ
Lz − `i
]
+
1
2pii
∫
Γ
PL(z)Φ
+
L (Lz)dz
z − v0 · E
[
N∏
i=1
Lz − `i + θ − 1
Lz − `i − 1
]
,
where the expectation is with respect to Pt,vL and we have suppressed the dependence on A1 and B1 on t,v.
By Cauchy’s theorem the left side above is zero. We next apply the operator D := ∂t1 · · · ∂tm to both sides
and set ta = 0 for a = 1, . . . ,m. Notice that when we perform the differentiation to the right side some of
the derivatives could land on A1B1 and some on the expectation. We will split the result of the differentiation
based on subests A, where A consists of indices a in {1, . . . ,m} such that ∂ta differentiates the expectation.
The result of this procedure is as follows
0 =
1
2pii
∫
Γ
∑
A⊂J1,mK
∏
a∈Ac
[ −L−1
(va − z)(va − z + L−1)
]
PL(z)Φ
−
L (Lz)
z − v0 M
(
N∏
i=1
Lz − `i − θ
Lz − `i ;A
)
+
+
PL(z)Φ
+
L (Lz)
z − v0 M
(
N∏
i=1
Lz − `i + θ − 1
Lz − `i − 1 ; J1,mK
)
,
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where Ac = J1,mK \A. We may now use (6.26) and (6.27) to rewrite the above as
O(L−1) =
1
2pii
∫
Γ
Φ+L (Lz)PL(z)
z − v0 M
(
θGtL(z)
L
+
[θ2 − 2θ]∂zGtL(z)
2L2
+
θ2[GtL]
2(z)
2L2
; J1,mK)+
∑
A⊂J1,mK
∏
a∈Ac
[ −L−1
(va − z)(va − z + L−1)
]
Φ−L (Lz)PL(z)
z − v0 M
(
−θG
t
L(z)
L
+
θ2∂zG
t
L(z)
2L2
+
θ2[GtL]
2(z)
2L2
;A
)
,
where we have removed the constants 1 from the cumulants using the following rationale. If the joint cumulant
is of two or more variables, we can remove the 1 as joint cumulants remain unchanged by shifts by constants.
If the joint cumulant is of one variable then the term involving 1 integrates to 0 by Cauchy’s theorem.
Notice that the integral of the terms on the second line above are O(L−1) unless |Ac| = 0 or |Ac| = 1.
Consequently we can simplify the above as
O(L−1) =
1
2pii
∫
Γ
Φ+L (Lz)PL(z)
z − v0 M
(
θGtL(z)
L
+
[θ2 − 2θ]∂zGtL(z)
2L2
+
θ2[GtL]
2(z)
2L2
; J1,mK)+
Φ−L (Lz)PL(z)
z − v0 M
(
−θG
t
L(z)
L
+
θ2∂zG
t
L(z)
2L2
+
θ2[GtL]
2(z)
2L2
; J1,mK)+
m∑
a=1
[ −L−1
(va − z)(va − z + L−1)
]
Φ−L (Lz)PL(z)
z − v0 M
(
−θG
t
L(z)
L
+
θ2∂zG
t
L(z)
2L2
+
θ2[GtL]
2(z)
2L2
; J1,mK \ {a}) .
We may now apply (6.26) and (6.27) above and simplify the result a bit to get
O(L−1) =
1
2pii
∫
Γ
PL(z)θ
2
(z − v0) · L2M
(−N∂zV t(z)GtL(z) + [1− θ−1]∂zGtL(z) + [GtL(z)]2; J1,mK)+
m∑
a=1
[ −L−1
(va − z)(va − z + L−1)
]
Φ−L (Lz)PL(z)
z − v0 M
(
−θG
t
L(z)
L
; J1,mK \ {a}) .
After taking the limit L→∞ above (and applying Proposition 6.3) we arrive at
0 =
−Nθ2
2pii
∫
Γ
(z − a−)(z − a+)∂zV t(z)
z − v0 · κ (z, J1,mK) +
1
2pii
∫
Γ
(z − a−)(z − a+)
z − v0
[
[1− θ−1]∂zκ (z, J1,mK) + κ ([Gtf (z)]2] ; J1,mK)]+
1
2pii
∫
Γ
m∑
a=1
(z − a−)(z − a+)θ
(z − v0)(va − z)2 · κ (z, J1,mK \ {a}) ,
(6.39)
where we write κ(ξ;A) for the joint cumulant of ξ and the varaibles Gtf (va) for a ∈ A. As usual if A = ∅
this stands for E[ξ]. We may now compute the integrals on the second and third lines of (6.39) as minus the
residues at z = v0 and z = va – notice there are no residues at infinity. Further we can divide both sides by
−θ2(v0 − a−)(v0 − a+). The result is
0 =
−N
2pii
∫
Γ
(z − a−)(z − a+)
(v0 − z)(v0 − a−)(v0 − a+)κ
(
∂zV
t(z)Gtf (z); J1,mK)+
+ κ(Gtf (v0)
2; J1,mK) + [1− θ−1]κ(∂zG(v0); J1,mK)−
+ θ−1
m∑
a=1
∂va
[
κ (v0, J1,mK \ {a})
v0 − va −
(va − a−)(va − a+)κ (va, J1,mK \ {a})
(v0 − va)(v0 − a+)(v0 − a+)
]
.
(6.40)
We see that (6.40) is the same as (6.7) once we use
κ(Gtf (v0)
2; J1,mK) = κ(v0, v0, J1,mK) + ∑
J⊂J1,mKκ(v0, J) · κ(v0, J1,mK \ J)
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which follows from the more general statement
(6.41) M(XY,X1, · · · , Xm) = M(X,Y,X1, · · · , Xm) +
∑
J⊂J1,mKM(X; J) ·M(Y ; J1,mK \ J),
which in turn is a special case of Malyshev’s formula, see e.g. [36, equation (3.2.8)] (one needs to set b =
{1, 2}, {3}, . . . , {m+ 2} in that formula).
6.4. Two-level loop equations. We go back to the setup of Section 6.1, i.e. V b(z) is again an arbitrary
analytic function inM.
Let us as before set PL(z) = (Lz−da−Le−θ)(Lz−ba+Lc−Nθ). For m,n ≥ 0 and v11, . . . , v1m, v21, . . . , v2n ∈
C \ [a−, a+] and θ 6= 1 we define
RθL(Lz) = PL(z)φ
t
L(Lz) ·At,v1 (z) ·Bt,v2 (z) · EPt,vL
[
N∏
i=1
Lz − `i − θ
Lz − `i
]
+
PL(z)φ
b
L(Lz) ·Bt,v1 (z) ·At,v2 (z) · EPt,v
[
N−1∏
i=1
Lz −mi + θ − 1
Lz −mi − 1
]
+
+
θ
1− θ · PL(z)φ
m
L (Lz) ·Bt,v1 (z) ·Bt,v2 (z) · EPt,vL
[
N∏
i=1
Lz − `i − θ
Lz − `i − 1
N−1∏
i=1
Lz −mi + θ − 1
Lz −mi
]
,
(6.42)
where the expectations are with respect to the deformed measures in Section 6.3.1 and
At,v1 (z) =
m∏
a=1
[
v1a + t
1
a − z +
1
L
] [
v1a − z
]
, Bt,v1 (z) =
m∏
a=1
[
v1a + t
1
a − z
] [
v1a − z +
1
L
]
At,v2 (z) =
n∏
a=1
[
v2a + t
2
a − z
] [
v2a − z +
1
L
]
, Bt,v2 (z) =
n∏
a=1
[
v2a + t
2
a − z +
1
L
] [
v2a − z
]
.
(6.43)
Moreover, φtL, φ
b
L and φ
m
L are given by
φtL(z) = exp
[
Nθ(V t(z/L)− V t(z/L− L−1))] , φmL (z) = 1,
φbL(z) = exp
[
Nθ(V b(z/L− L−1)− V b(z))
]
.
(6.44)
Observe that the above choice ensures
φtL(Lz)
φmL (Lz)
=
w(Lz − 1;L)
w(Lz;L)
,
φbL(Lz)
φmL (Lz)
=
τ(Lz;L)
τ(Lz − 1;L) ,
and so we conclude by Theorem 2.1 that RθL(Lz) is analytic inM from the beginning of Section 6.1. To be
more specific (6.42) is obtained from (2.6) by multiplying both sides by PL(z), and moving the terms
r−PL(z)
Lz − da−Le − θ +
r+PL(z)
Lz − ba+Lc −Nθ ,
that are both analytic by the definition of PL to the right side of the equation.
If θ = 1 we alternatively define
R1L(Lz) = PL(z)φ
t
L(Lz) ·At,v1 (z) ·Bt,v2 (z) · EPt,vL
[
N∏
i=1
Lz − `i − θ
Lz − `i
]
+
PL(z)φ
b
L(Lz) ·Bt,v1 (z) ·At,v2 (z) · EPt,v
[
N−1∏
i=1
Lz −mi + θ − 1
Lz −mi − 1
]
+
+ PL(z)φ
m
L (Lz) ·Bt,v1 (z) ·Bt,v2 (z) · EPt,vL
[
N∑
i=1
1
Lz − `i − 1 −
N−1∑
i=1
1
Lz −mi
]
,
(6.45)
where we use the same notation as before. Arguing analogously, by Theorem 2.3 we know that R1L(Lz) is
analytic inM from the beginning of Section 6.1.
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The goal of this section is to use the L → ∞ limit of the above equations and prove Theorem 6.2. We
remark that we will only take the limit of one of our two-level Nekrasov equations. It turns out that if one
takes the analogous limit of the other Nekrasov equation, the same limit is obtained. As the second limit
does not lead to any new results we will omit it.
6.4.1. Two level loop equation: θ 6= 1.
Definition 6.5. We summarize some notation in this definition. Let K be a compact subset of C \ [a−, a+].
In addition, we fix integers m,n ≥ 0 and points {v1a}ma=1, {v2b}nb=1 ⊂ K. In addition, we fix v ∈ K and let Γ
be a positively oriented contour, which encloses the segment [a−, a+], is contained inM as in the beginning
of Section 6.1 and avoids K.
For a bounded random variable ξ and sets A,B,C we let M(ξ;A,B) be the joint cumulant of the random
variables ξ, GtL(v
1
a), GbL(v
1
b ) for a ∈ A, for b ∈ B, where we recall that GtL and GbL were defined in (6.24). If
A = B = ∅ then M(ξ;A,B) = E[ξ].
We will ease our notation by dropping the t,v dependence from the notation. We start by dividing both
sides of (6.42) by 2pii · (z − v) ·B1 ·B2 and inetgrating over Γ. This gives
1
2pii
∫
Γ
RθL(Lz)dz
(z − v) ·B1 ·B2 =
1
2pii
∫
Γ
θ
1− θ ·
PL(z)φ
m
L (Lz)dz
z − v · E
[
N∏
i=1
Lz − `i − θ
Lz − `i − 1
N−1∏
i=1
Lz −mi + θ − 1
Lz −mi
]
+
1
2pii
∫
Γ
PL(z)φ
t
L(Lz)A1dz
B1 · (z − v) · E
[
N∏
i=1
Lz − `i − θ
Lz − `i
]
+
1
2pii
∫
Γ
PL(z)φ
b
L(Lz)A2dz
B2 · (z − v) · E
[
N−1∏
i=1
Lz −mi + θ − 1
Lz −mi − 1
]
.
By Cauchy’s theorem the left side of the above expression vanishes. We next apply the operator
D := ∂t11 · · · ∂t1m · ∂t21 · · · ∂t2n
to both sides and set t1a = 0 for a = 1, . . . ,m and t2a = 0 for a = 1, . . . , n. Notice that when we perform the
differentiation to the second and third lines above some of the derivatives could land on the products and
some on the expectation. We will split the result of the differentiation based on subests A,B. The set A
consists of indices a in {1, . . . ,m} such that ∂t1a differentiates the expectation. Similarly, B denotes the set of
indices b in {1, . . . , n} such that ∂t2b differentiates the expectation. The result of this procedure is as follows
0 =
1
2pii
∫
Γ
θ
1− θ ·
PL(z)φ
m
L (Lz)
z − v M
(
N∏
i=1
Lz − `i − θ
Lz − `i − 1
N−1∏
i=1
Lz −mi + θ − 1
Lz −mi ; J1,mK, J1, nK
)
+
+
∑
A⊂J1,mK
∏
b∈Ac
[ −L−1
(v1a − z)(v1a − z + L−1)
]
PL(z)φ
t
L(Lz)
z − v M
(
N∏
i=1
Lz − `i − θ
Lz − `i ;A, J1, nK
)
+
∑
B⊂J1,nK
∏
b∈Bc
[
L−1
(v2b − z)(v2b − z + L−1)
]
PL(z)φ
b
L(Lz)
z − v M
(
N−1∏
i=1
Lz −mi + θ − 1
Lz −mi − 1 ; J1,mK, B
)
.
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We may now use (6.26, 6.28, 6.31, 6.33) to rewrite the above as
O(L−1) =
1
2pii
∫
Γ
θ
1− θ ·
PL(z)φ
m
L (Lz)
z − v M
(
(1− θ)[GtL(z)−GbL(z)]
L
+
(1− θ2)GtL(z)GbL(z)
L2
+
[θ2 − 1]∂zGtL(z)
2L2
+
(1− θ)2[GtL]2(z)
2L2
+
(θ − 1)2∂zGbL(z)
2L2
+
(θ − 1)2[GbL]2(z)
2L2
; J1,mK, J1, nK)+
+
∑
A⊂J1,mK
∏
a∈Ac
[ −L−1
(v1a − z)(v1a − z + L−1)
]
PL(z)φ
t
L(Lz)
z − v ×
M
(
−θG
t
L(z)
L
+
θ2∂zG
t
L(z)
2L2
+
θ2[GtL]
2(z)
2L2
;A, J1, nK)
+
∑
B⊂J1,nK
∏
b∈Bc
[
L−1
(v2b − z)(v2b − z + L−1)
]
PL(z)φ
b
L(Lz)
z − v ×
M
(
θGbL(z)
L
+
[θ2 − 2θ]∂zGbL(z)
2L2
+
θ2[GbL]
2(z)
2L2
; J1,mK, B) ,
(6.46)
where we have removed the constants 1 from the cumulants using the following rationale. If the joint cumulant
is of two or more variables, we can remove the 1 as joint cumulants remain unchanged by shifts by constants.
If the joint cumulant is of one variable then the term involving 1 integrates to 0 by Cauchy’s theorem.
Setting m = n = 0 in (6.46) we obtain
O(L−1) =
1
2pii
∫
Γ
PL(z)φ
m
L (Lz)
z − v E
[
θ[GtL(z)−GbL(z)]
L
+
θ(1− θ)GtL(z)GbL(z)
L2
+
+
−θ(1 + θ)∂zGtL(z)
2L2
+
θ(1− θ)[GtL]2(z)
2L2
+
θ(1− θ)∂zGbL(z)
2L2
+
θ(1− θ)[GbL]2(z)
2L2
]
+
+
PL(z)φ
t
L(Lz)
z − v E
[
−θG
t
L(z)
L
+
θ2∂zG
t
L(z)
2L2
+
θ2[GtL]
2(z)
2L2
]
+
PL(z)φ
b
L(Lz)
z − v E
[
θGbL(z)
L
+
[θ2 − 2θ]∂zGbL(z)
2L2
+
θ2[GbL]
2(z)
2L2
]
,
From (6.44) we get
(6.47) φmL (Lz) = 1, φ
t
L(Lz) = 1−Nθ
∂zV
t(z)
L
+O(L−2) and φbL(Lz) = 1 +Nθ
∂zV
b(z)
L
+O(L−2).
Substituting (6.47) above we obtain
O(L−1) =
1
2pii
∫
Γ
Nθ2 · PL(z)
L2 · (z − v) E
[
GtL(z) · ∂zV t(z) +GbL(z) · ∂zV b(z)
]
+
+
PL(z)
L2(z − v)E
[−θ∂zGtL(z)
2
+
θ[GtL]
2(z)
2
+
−θ∂zGbL(z)
2
+
θ[GbL]
2(z)
2
+ θ(1− θ)GtL(z)GbL(z)
]
,
We may now send L→∞ above and apply Proposition 6.3 to get
0 =
1
2pii
∫
Γ
Nθ2 · (z − a−)(z − a+)
z − v E
[
Gtf (z) · ∂zV t(z) +Gbf (z) · ∂zV b(z)
]
+
+
(z − a−)(z − a+)
z − v E
[
−θ∂zGtf (z)
2
+
θ[Gtf ]
2(z)
2
+
−θ∂zGbf (z)
2
+
θ[Gbf ]
2(z)
2
+ θ(1− θ)Gtf (z)Gbf (z)
]
,
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Finally, we can compute the integral of the terms on the second line as minus the residues at v and infinity,
and divide the whole expression by −θ · (v − a−)(v − a+) to get
0 =
1
2pii
∫
Γ
Nθ · (z − a−)(z − a+)
(v − z)(v − a−)(v − a+)E
[
Gtf (z) · ∂zV t(z) +Gbf (z) · ∂zV b(z)
]
− N
2 + (1− θ)N(N − 1)
(v − a−)(v − a+)
+ E
[
−∂zGtf (v)
2
+
[Gtf ]
2(v)
2
+
−∂zGbf (v)
2
+
[Gbf ]
2(v)
2
+ (1− θ)Gtf (v)Gbf (v)
]
.
(6.48)
This proves (6.9) when θ 6= 1.
We next suppose that m,n ≥ 0 are such that m + n ≥ 1. Notice that we can restrict the sums in (6.46)
to be over sets such that |Ac| ≤ 1 and |Bc| ≤ 1 as all other terms can be absorbed into the O(L−1) part of
the equation. These simplifications combined with (6.47) yield
O(L−1) =
1
2pii
∫
Γ
PL(z)
L2 · (z − v)M
(
Nθ2GtL(z) · ∂zV t(z) +Nθ2GbL(z) · ∂zV b(z)+
+
−θ∂zGtL(z)
2
+
θ[GtL]
2(z)
2
+
−θ∂zGbL(z)
2
+
θ[GbL]
2(z)
2
+ θ(1− θ)GtL(z)GbL(z); J1,mK, J1, nK
)
+
m∑
a=1
PL(z)M
(
θGtL(z); J1,mK \ {a}, J1, nK)
(z − v)(v1a − z)2 · L2
+
n∑
b=1
PL(z)M
(
θGbL(z); J1,mK, J1, nK \ {b})
(z − v)(v2b − z)2 · L2
.
We may now send L→∞ above and apply Proposition 6.3 to get
0 =
1
2pii
∫
Γ
(z − a−)(z − a+)
z − v κ
(
Nθ2Gtf (z) · ∂zV t(z) +Nθ2Gbf (z) · ∂zV b(z)+
+
−θ∂zGtf (z)
2
+
θ[Gtf ]
2(z)
2
+
−θ∂zGbf (z)
2
+
θ[Gbf ]
2(z)
2
+ θ(1− θ)Gtf (z)Gbf (z); J1,mK, J1, nK
)
+
m∑
a=1
(z − a−)(z − a+)κ
(
θGtf (z); J1,mK \ {a}, J1, nK)
(z − v)(v1a − z)2
+
n∑
b=1
(z − a−)(z − a+)κ
(
θGbf (z); J1,mK, J1, nK \ {b})
(z − v)(v2b − z)2
,
where we write κ(ξ;A,B) to mean the joint cumulant of ξ and the variables Gtf (v
1
a) for a ∈ A and Gbf (v2b )
for b ∈ B. We may now evaluate the integrals of the terms on the second and third line above as minus the
residue at z = v (there is no residue at infinity). After doing this we divide both sides by −θ ·(v−a−)(v−a+)
and obtain
0 =
Nθ
2pii
∫
Γ
(z − a−)(z − a+)κ
(
Gtf (z) · ∂zV t(z) +Gbf (z) · ∂zV b(z); J1,mK, J1, nK)
(v − z)(v − a−)(v − a+) +
− κ
(
−∂zGtf (v)
2
+
[Gtf ]
2(v)
2
+
−∂zGbf (v)
2
+
[Gbf ]
2(v)
2
+ (1− θ)Gtf (v)Gbf (v); J1,mK, J1, nK
)
+
−
m∑
a=1
∂v1a
κ
(
Gtf (v0); J1,mK \ {a}, J1, nK)
v0 − v1a
−
(v1a − a−)(v1a − a+)κ
(
Gtf (v
1
a); J1,mK \ {a}, J1, nK)
(v0 − v1a)(v0 − a+)(v0 − a+)
−
−
n∑
b=1
∂v2b
κ
(
Gbf (v0); J1,mK, J1, nK \ {b})
v0 − v2b
−
(v2b − a−)(v2b − a+)κ
(
Gtf (v
2
b ); J1,mK, J1, nK \ {b})
(v0 − v2b )(v0 − a+)(v0 − a+)
 .
The latter equation is the same as (6.10) once we invoke Malyshev’s formula (6.41).
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6.4.2. Two level loop equation: θ = 1. In this section we derive the two-level loop equations for the case
θ = 1. Since the derivation is virtually the same as in Section 6.4.1 we will only emphasize the differences.
We start by dividing both sides of (6.45) by 2pii · (z − v) ·B1 ·B2 and inetgrating over Γ. This gives
1
2pii
∫
Γ
R1L(Lz)dz
(z − v) ·B1 ·B2 =
1
2pii
∫
Γ
PL(z)φ
m
L (Lz)dz
z − v · E
[
N∑
i=1
1
Lz − `i − 1 −
N−1∑
i=1
1
Lz −mi
]
+
1
2pii
∫
Γ
PL(z)φ
t
L(Lz)A1dz
B1 · (z − v) · E
[
N∏
i=1
Lz − `i − 1
Lz − `i
]
+
1
2pii
∫
Γ
PL(z)φ
b
L(Lz)A2dz
B2 · (z − v) · E
[
N−1∏
i=1
Lz −mi
Lz −mi − 1
]
.
By Cauchy’s theorem the left side of the above expression vanishes. We next apply the operator D :=
∂t11 · · · ∂t1m · ∂t21 · · · ∂t2n to both sides and set t1a = 0 for a = 1, . . . ,m and t2a = 0 for a = 1, . . . , n. The result of
this procedure is as follows
0 =
1
2pii
∫
Γ
PL(z)φ
m
L (Lz)
z − v M
(
N∑
i=1
1
Lz − `i − 1 −
N−1∑
i=1
1
Lz −mi ; J1,mK, J1, nK
)
+
+
∑
A⊂J1,mK
∏
b∈Ac
[ −L−1
(v1a − z)(v1a − z + L−1)
]
PL(z)φ
t
L(Lz)
z − v M
(
N∏
i=1
Lz − `i − 1
Lz − `i ;A, J1, nK
)
+
∑
B⊂J1,nK
∏
b∈Bc
[
L−1
(v2b − z)(v2b − z + L−1)
]
PL(z)φ
b
L(Lz)
z − v M
(
N−1∏
i=1
Lz −mi
Lz −mi − 1; J1,mK, B
)
.
We may now use (6.26, 6.31, 6.34) to rewrite the above as
O(L−1) =
1
2pii
∫
Γ
PL(z)φ
m
L (Lz)
z − v M
(
GtL(z)−GbL(z)
L
− ∂zG
t
L(z)
L2
; J1,mK, J1, nK)+
+
∑
A⊂J1,mK
∏
a∈Ac
[ −L−1
(v1a − z)(v1a − z + L−1)
]
PL(z)φ
t
L(Lz)
z − v M
(
−G
t
L(z)
L
+
∂zG
t
L(z)
2L2
+
[GtL]
2(z)
2L2
;A, J1, nK)
+
∑
B⊂J1,nK
∏
b∈Bc
[
L−1
(v2b − z)(v2b − z + L−1)
]
PL(z)φ
b
L(Lz)
z − v M
(
GbL(z)
L
+
[−1]∂zGbL(z)
2L2
+
[GbL]
2(z)
2L2
; J1,mK, B) ,
(6.49)
where we removed the constant terms from the cumulants since either the joint cumulants involve more than
one variable, and then remain unchanged by shifts by determinstic constants or they are expectations and
the integrals coming from these terms evaluate to 0 by Cauchy’s theorem.
Setting m = n = 0 in (6.49) and using (6.47) we get
O(L−1) =
1
2pii
∫
Γ
N · PL(z)
L2 · (z − v)E
[
GtL(z) · ∂zV t(z) +GbL(z) · ∂zV b(z)
]
+
+
PL(z)
L2(z − v)E
[−∂zGtL(z)
2
+
[GtL]
2(z)
2
+
−∂zGbL(z)
2
+
[GbL]
2(z)
2
]
,
From here we can repeat the same steps as in Section 6.4.1 and obtain (6.9) for θ = 1.
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Suppose now that m,n ≥ 0 and m + n ≥ 1. In this case as in Section 6.4.1 we can restrict the sums in
(6.49) to sets such that |Ac| ≤ 1 and |Bc| ≤ 1 as all other terms can be absorbed in the O(L−1). This gives
O(L−1) =
1
2pii
∫
Γ
PL(z)
L2 · (z − v)M
(
NGtL(z) · ∂zV t(z) +NGbL(z) · ∂zV b(z)+
+
−∂zGtL(z)
2
+
[GtL]
2(z)
2
+
−∂zGbL(z)
2
+
[GbL]
2(z)
2
; J1,mK, J1, nK)
+
m∑
a=1
PL(z)M
(
GtL(z); J1,mK \ {a}, J1, nK)
(z − v)(v1a − z)2 · L2
+
n∑
b=1
PL(z)M
(
GbL(z); J1,mK, J1, nK \ {b})
(z − v)(v2b − z)2 · L2
.
From here we can repeat the same steps as in Section 6.4.1 and obtain (6.10) for θ = 1.
7. Multilevel extensions of discrete β-ensembles
In this section we demonstrate how any discrete β-ensemble can be extended to a multilevel system of the
type presented in Section 1.1. Using this connection we can construct many measures that fit into the general
framework of Section 3. We investigate the simplest such measure coming from the Krawtchouk ensemble in
Section 7.2 and show that it satisfies Assumptions 1-6 from Section 3.
7.1. Multilevel extension. In this section we provide a method for extending any discrete β-ensemble to a
multilevel system as in (1.5). The construction uses Jack symmetric functions and mimics the construction
of the ascending Macdonald processes of [8].
Let us recall some notation from earlier sections of the text. Fix θ > 0 and N ∈ N. Then we define
WθN,k = {(`1, . . . , `k) : `i = λi + (N + 1− i) · θ, with λ1 ≥ λ2 · · · ≥ λk and λi ∈ Z}.
XθN,N := {(`1, · · · , `N ) : `k ∈WθN,k for k = 1, . . . , N and `1  `2  · · ·  `N}
(7.1)
where we recall that `k  `k+1 if λk+1k+1 ≤ λkk ≤ λk+1k ≤ · · · ≤ λk1 ≤ λk+11 with `ki = λki + (N − i + 1)θ for
i = 1, . . . , k and `k+1i = λ
k+1
i + (N − i+ 1)θ for i = 1, . . . , k + 1.
Proposition 7.1. Suppose that w(x;N) is a non-negative function on R such that
Z :=
∑
`∈WθN,N
Γ(`i − `j + 1)Γ(`i − `j + θ)
Γ(`i − `j)Γ(`i − `j + 1− θ)
N∏
i=1
w(`i;N) ∈ (0,∞).
For each (`1, · · · , `N ) ∈ XθN,N we define
(7.2) Pθ,NN (`
1, . . . , `N ) =
N∏
i=1
Γ(iθ)
Γ(θ)
· 1
Z
∏
1≤i<j≤N
Γ(`Ni − `Nj + 1)
Γ(`Ni − `Nj + 1− θ)
·
N−1∏
k=1
I(`k+1, `k) ·
N∏
i=1
w(`Ni ;N), with
I(`s, `s−1) =
∏
1≤i<j≤s
Γ(`si − `sj + 1− θ)
Γ(`si − `sj)
·
∏
1≤i<j≤s−1
Γ(`s−1i − `s−1j + 1)
Γ(`s−1i − `s−1j + θ)
×
∏
1≤i<j≤s
Γ(`s−1i − `sj)
Γ(`s−1i − `sj + 1− θ)
·
∏
1≤i≤j≤s−1
Γ(`si − `s−1j + θ)
Γ(`si − `s−1j + 1)
.
(7.3)
Then Pθ,NN is a probability measure on X
θ
N,N as in (7.1). Furthermore the projection of P
θ,N
N on `
N satisfies
(7.4) Pθ,NN (`
N
1 , · · · , `NN ) =
1
Z
· Γ(`i − `j + 1)Γ(`
N
i − `Nj + θ)
Γ(`Ni − `Nj )Γ(`Ni − `Nj + 1− θ)
N∏
i=1
w(`Ni ;N),
and the projection of Pθ,NN on the top two levels (`
N , `N−1) is given by
(7.5) Pθ,NN (`
N , `N−1) =
Γ(Nθ)
Γ(θ)
· 1
Z
·Ht(`N ) ·Hb(`N−1) · I(`N , `N−1), where
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Ht(`) =
∏
1≤i<j≤N
Γ(`i − `j + 1)
Γ(`i − `j + 1− θ)
N∏
i=1
w(`i;N), H
b(m) =
∏
1≤i<j≤N−1
Γ(mi −mj + θ)
Γ(mi −mj) .(7.6)
We give the proof of Proposition 7.1 at the end of this section.
We begin by introducing some useful notation for symmetric functions, using [30] as a main reference. A
partition is a sequence λ = (λ1, λ2, · · · ) of non-negative integers such that λ1 ≥ λ2 ≥ · · · and all but finitely
many elements are zero. Denote the set of all partitions by Y. The length `(λ) of a partition is the number
of non-zero λi and the weight of a partition λ is given by |λ| = λ1 + λ2 + · · · . An alternative representation
is given by λ = 1m12m2 · · · , where mj(λ) = |{i ∈ N : λi = j} is called the multiplicity of j in the partition λ.
There is a natural ordering on the space of partitions, called the reverse lexicographic order, given by
λ > µ ⇐⇒ ∃k ∈ N such that λi = µi whenever i < k and λk > µk.
A Young diagram is a graphical representation of a partition λ, with λ1 left justified boxes in the top row,
λ2 in the second row and so on. In general, we do not distinguish between a partition λ and the Young
diagram representing it. The conjugate of a partition λ is the partition λ′ whose Young diagram is the
transpose of the diagram λ. In particular, we have the formula λ′i = |{j ∈ N : λj ≥ i}|.
Given two diagrams λ and µ such that µ ⊂ λ (as a collection of boxes), we call the difference θ = λ− µ a
skew Young diagram. A skew Young diagram θ is a horizontal m-strip if θ contains m boxes and no two lie
in the same column. If λ− µ is a horizontal strip we write λ  µ. We observe that λ  µ ⇐⇒ λ1 ≥ µ1 ≥
λ2 ≥ µ2 ≥ · · · . Some of these concepts are illustrated in Figure 1.
Figure 1. The Young diagram λ = (5, 3, 3, 2, 2) and its transpose (not shown) λ′ =
(5, 5, 3, 1, 1). The length `(λ) = 5 and weight |λ| = 15. The Young diagram µ = (3, 3, 2, 2, 1)
is such that µ ⊂ λ. The skew Young diagram λ − µ is shown in black bold lines and is a
horizontal 4-strip.
For a box  = (i, j) of λ (that is, a pair (i, j) such that λi ≥ j) we denote by a(i, j) and l(i, j) its arm
and leg lengths:
a(i, j) = λi − j, l(i, j) = λ′j − i.
Further, a′(i, j) and `′(i, j) denote the co-arm and co-leg lengths:
a′(i, j) = j − 1, l′(i, j) = i− 1.
Let ΛX be the algebra of symmetric functions in variables X = (x1, x2, . . . ). An element of ΛX can be
viewed as a formal symmetric power series of bounded degree in the variables x1, x2, . . . . One way to view
ΛX is as an algebra of polynomials in Newton power sums
pk(X) =
∞∑
i=1
xki , for k ≥ 1.
For any partition λ we define
pλ(X) =
`(λ)∏
i=1
pλi(X),
and note that pλ(X), λ ∈ Y form a basis in ΛX .
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In what follows we fix a parameter θ. Unless the dependence on θ is important we will suppress it from
the notation, similarly for the variable set X. We consider the following scalar product 〈·, ·〉 on Λ⊗Q(θ)
(7.7) 〈pλ, pµ〉 = δλ,µ · θ−`(λ)
λ1∏
i=1
imi(λ)mi(λ)!,
where δλ,µ = 1 if λ = µ and is zero otherwise.
Theorem 7.2. [30] There are unique symmetric functions Jλ ∈ Λ⊗Q(θ) for all λ ∈ Y such that
• 〈Jλ, Jµ〉 = 0 unless λ = µ,
• the leading (with respect to reverse lexicographic order) monomial in Jλ is
∏`(λ)
i=1 x
λi
i .
The functions Jλ in Theorem 7.2 are called Jack symmetric functions and they form a homogeneous basis
of Λ that is different from the pλ above. Given λ ∈ Y we define the dual Jack symmetric functions J˜λ through
J˜λ = Jλ
∏
∈λ
a() + θ() + θ
a() + θ() + 1 .
Definition 7.3. Take the two infinite series X = (x1, x2, . . . ) and Y = (y1, y2, . . . ). For two partitions λ, µ
define the skew Jack symmetric functions Jλ/µ(X) and J˜λ/µ(X) as the coefficients in the expansion
(7.8) Jλ(X,Y ) =
∑
µ∈Y
Jµ(Y )Jλ/µ(X) and J˜λ(X,Y ) =
∑
µ∈Y
J˜µ(Y )J˜λ/µ(X).
The equations in (7.8) are called branching relations for the Jack symmetric functions.
Definition 7.4. A specialization ρ is an algebra homomorphism from Λ to the set of complex numbers. A
specialization is called Jack-positive if its values on all (skew) Jack polynomials with a fixed parameter θ > 0
are real and non-negative.
We will mostly work with simple specializations in this paper but point out the following important result.
Theorem 7.5. [27] For any fixed θ > 0, Jack-positive specializations can be parameterized by triplets
(α, β, γ), where α, β are sequences of real numbers with
α1 ≥ α2 ≥ · · · ≥ 0, β1 ≥ β2 ≥ · · · ≥ 0,
∑
i
(αi + βi) <∞
and γ is a non-negative real number. The specialization corresponding to a triplet (α, β, γ) is given by its
values on pk
p1 → p1(α, β, γ) = γ +
∑
i
(αi + βi),
pk → pk(α, β, γ) =
∑
i
αki + (−θ)k−1
∑
i
βki , k ≥ 2.
We write 1N for the specialization ρ with α1 = · · · = αN = 1 and all other parameters being set to 0. For
these specializations we have the following formula, which is [30, Chapter VI, (10.20)]
(7.9) Jλ(1N ) = 1{`(λ) ≤ N} ·
∏
∈λ
Nθ + a′()− θl′()
a() + θl() + θ = 1{`(λ) ≤ N} ·
N∏
i=1
λi∏
j=1
Nθ + (j − 1)− (i− 1)θ
λi − j + θ(λ′j − i) + θ
.
We introduce the shifted coordinates `i = λi + (N − i+ 1)θ for i = 1, . . . , N . It will be more convenient to
rewrite the formula in (7.9) in terms of `i’s.
The denominator in (7.9) can be rewritten as
∏
1≤i≤k≤N
λk∏
j=λk+1+1
1
λi − j + θ(k − i+ 1) =
∏
1≤i≤k≤N
Γ(λi + θ(k − i+ 1)− λk)
Γ(λi + θ(k − i+ 1)− λk+1) =
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∏
1≤i<k≤N
Γ(λi − λk + θ(k − i+ 1))
Γ(λi − λk + θ(k − i)) ·
N−1∏
i=1
Γ(θ)
Γ(λi + θ(N − i+ 1)) =
∏
1≤i<j≤N
Γ(`i − `j + θ)
Γ(`i − `j)
N∏
i=1
Γ(θ)
Γ(`i)
.
The numerator in (7.9) can be rewritten as
N∏
i=1
λi∏
j=1
[Nθ + (j − 1)− (i− 1)θ] =
N∏
i=1
Γ(Nθ + λi − (i− 1)θ)
Γ((N − i+ 1)θ) =
N∏
i=1
Γ(`i)
Γ((N − i+ 1)θ) .
Overall, we have
(7.10) Jλ(1N ) =
N∏
i=1
Γ(θ)
Γ(iθ)
×
∏
1≤i<j≤N
Γ(`i − `j + θ)
Γ(`i − `j) .
In addition, we have from [30, Chapter VI, (7.14’)] (see also [23, Section 2])
Jλ/µ(1) = 1{λ  µ}·
∏
1≤i<j≤N
Γ(`i − `j + 1− θ)
Γ(`i − `j) ·
∏
1≤i<j≤N−1
Γ(mi −mj + 1)
Γ(mi −mj + θ)×∏
1≤i<j≤N
Γ(mi − `j)
Γ(mi − `j + 1− θ) ·
∏
1≤i≤j≤N−1
Γ(`i −mj + θ)
Γ(`i −mj + 1) ,
(7.11)
where `i = λi + (N − i+ 1)θ and mi = µi + (N − i+ 1)θ.
We remark that while the formulas (7.10) and (7.11) were initially defined for partitions λ and µ they can
be naturally extended to signatures of length N and N−1 respectively (a signature of length N is a sequence
of integers λ1 ≥ λ2 ≥ · · · ≥ λN ), since the expressions remain unchanged if we shift all the elements by the
same integer. In particular, we have the following version of the branching relation for a given signature λ
(7.12) Jλ(1N ) =
∑
λ1λ2···λN−1λ
JλN−1/λN−2(1) · JλN−2/λN−3(1) · · · Jλ2/λ1(1),
where λi are summed over signatures of length i.
We are finally ready to give the proof of Proposition 7.1.
Proof. (Proposition 7.1) Let us write `k = (`k1, . . . , `kk) for k = 1, . . . N and define λ
j
i through `
j
i = λ
j
i + (N −
i+ 1)θ. We start by proving that (7.2) defines a probability measure on XθN,N . Clearly, P
θ,N
N (`
1, . . . , `N ) ≥ 0
by definition and so it suffices to show that
(7.13)
∑
(`1,...,`N )∈XθN,N
Pθ,NN (`
1, . . . , `N ) = 1.
Using the definition of Pθ,NN as well as (7.11) we see that∑
(`1,...,`N )∈XθN,N
Pθ,NN (`
1, . . . , `N ) =
N∏
i=1
Γ(iθ)
Γ(θ)
· Z−1 ·
∑
`N∈WθN,N
∏
1≤i<j≤N
Γ(`Ni − `Nj + 1)
Γ(`Ni − `Nj + 1− θ)
N∏
i=1
w(`Ni ;N)×
∑
λ1λ2···λN
JλN/λN−1(1) · JλN−1/λN−2(1) · · · Jλ2/λ1(1) =
N∏
i=1
Γ(iθ)
Γ(θ)
· Z−1 ·
∑
`N∈WθN,N
∏
1≤i<j≤N
Γ(`Ni − `Nj + 1)
Γ(`Ni − `Nj + 1− θ)
N∏
i=1
w(`Ni ;N)JλN (1
N ) =
Z−1 ·
∑
`N∈WθN,N
∏
1≤i<j≤N
Γ(`Ni − `Nj + 1)
Γ(`Ni − `Nj + 1− θ)
Γ(`Ni − `Nj + θ)
Γ(`Ni − `Nj )
N∏
i=1
w(`Ni ;N) = 1,
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where in the second equality we used the branching relations (7.12), in the third equality we used (7.10) and
in the last one we used the definition of Z. This proves (7.13). Furthermore, performing the same summation
above but fixing `N shows (7.4).
Finally, let us fix `N ∈WθN,N and `N−1 ∈WθN,N−1 such that `N  `N−1. Using (7.11) we get
Pθ,NN (`
N , `N−1) =
N∏
i=1
Γ(iθ)
Γ(θ)
· Z−1 ·Ht(`N ) · I(`N , `N−1)×∑
λ1λ2···λN−1
JλN−1/λN−2(1) · JλN−2/λN−3(1) · · · Jλ2/λ1(1) =
N∏
i=1
Γ(iθ)
Γ(θ)
· Z−1 ·Ht(`N ) · I(`N , `N−1) · JλN−1(1N−1) =
Γ(Nθ)
Γ(θ)
· Z−1 ·Ht(`N ) · I(`N , `N−1) ·
∏
1≤i<j≤N−1
Γ(`N−1i − `N−1j + θ)
Γ(`N−1i − `N−1j )
,
where in the second equality we used the branching relations (7.12) and in the third equality we used (7.10).
This proves (7.5). 
7.2. Krawtchouk ensemble. As follows from Proposition 7.1 any discrete β-ensemble can be extended to
two (or more) levels so that it falls into the general framework of Section 3. The β-ensembles studied in [9]
automatically satisfy Assumptions 1-5; however, Assumption 6 is more difficult to show to hold in general.
Below we will demonstrate that Assumption 6 is satisfied for the special case of the Krawtchouk orthogonal
polynomial ensemble with θ = 1 – this is probably the simplest case that one can consider in our framework.
The Krawtchouk ensemble is a probability distribution that depends on two parameters M,N with M ∈
Z≥0 and N ∈ N. The state space of the model is the set of N -tuples of integers (`1, . . . , `N ) that satisfy
M +N ≥ `1 > `2 > · · · `N ≥ 1 and the measure is given by
(7.14) PN (`1, . . . , `N ) =
1
Z
∏
1≤i<j≤N
(`i − `j)2 ·
N∏
i=1
(
M +N
`i
)
.
The two-level measure is obtained using Proposition 7.1. Since θ = 1 the extension can be considered as
first sampling (`1, · · · , `N ) from the above measure, then sampling uniformly from the set of (half-strict)
Gelfand Tsetlin patterns whose top level is given by (`1, · · · , `N ) and forgetting the bottom N − 2 levels.
The resulting 2-level distribution is given by
(7.15) P(`,m) =
Γ(Nθ)
Γ(θ)
· 1
Z
·
∏
1≤i<j≤N
(`i − `j) ·
∏
1≤i<j≤N−1
(mi −mj) ·
N∏
i=1
(
M +N
`i
)
.
We fix m > 0, set M = bmNc and discuss the limit of (7.15) as N →∞.
In [9] the authors showed that the above measure satisfies Assumptions 1-5 as we explain here. Assumptions
1 and 2 can be easily deduced using Stirling’s formula. Moreover for this example we have
w(z − 1;N)
w(z;N)
=
z
M + 1 +N − z ,
so the functions Φ’s can be defined as
(7.16) Φ−N (z) =
z
N
, Φ+N (z) =
M + 1 +N
N
− z
N
;
We conclude that Assumption 3 is satisfied with M = C, Φ−(z) = z and Φ+(z) = m + 1 − z and Φ±N as
above. Moreover, we have Φ−N (0) = 0 and Φ
+
N (M + 1 +N) so Assumption 5 is also valid.
By a direct limit of the single level Nekrasov equations, Theorem 3.4, the following formulas for Rµ and
Qµ were found in [9]
Rµ(z) = m− 1, Qµ(z) = 2
√
(z − (m + 1)/2)2 −m,
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so Assunption 4 is also verified. Finally, Φ−(z) + Φ+(z)−Rµ(z) = 2 and so Assumption 6 holds trivially.
The conclusion is that the Krawtchouk ensemble satisfies all the assumptions and the Theorem 1.9 is valid
with α = (m + 1)/2−√m and β = (m + 1)/2 +√m.
8. Appendix
In this section we prove Theorems 3.5 and 3.6.
8.1. Applications of Nekrasov equations. Let us fix a compact subset K of C \ [0, M + θ] and suppose
 > 0 is sufficiently small so that K is at least distance  from [0, M + θ]. We also let va for a = 1, . . . ,m
be any m points in K. We apply Nekrasov’s equations, Theorem 3.4, to the measures Pt,vN from Section 3.2
(here n = 0) and obtain the following statements. Suppose that RN is given by
RN (Nz) = Φ
−
N (Nz) ·A1 · E
[
N∏
i=1
Nz − `i − θ
Nz − `i
]
+ Φ+N (Nz) ·B1 · E
[
N∏
i=1
Nz − `i + θ − 1
Nz − `i − 1
]
(8.1)
where all the expectations are with respect to the measure Pt,vN , and
(8.2) A1 =
m∏
a=1
[
va + ta − z + 1
N
]
[va − z] , B1 =
m∏
a=1
[va + ta − z]
[
va − z + 1
N
]
,
and Φ± are as in Assumption 3. Then for all large N function RN (Nz) is holomorphic inM as in Assumption
3, provided that the tj ’s are all smaller than /2.
For integers p ≤ q, we will denote by Jp, qK the set of integers {p, p + 1, . . . , q}. If A ⊂ J1,mK and ξ is
a bounded random variable we write M(ξ;A) for the joint cumulant of ξ and XtN (va) for a ∈ A, where we
recall that XtN was defined in (4.1). If A = ∅ then M(ξ;A) = E[ξ]. In addition, we fix v ∈ K and let Γ be a
positively oriented contour, which encloses the segment [0, M+ θ], is contained inM as in Assumption 3 and
avoids K.
Our goal in this section is to derive the following result
M(XtN (v); J1,mK) = N · θ−1
2pii
√
(v − α)(v − β)
∫
Γ
Φ+N (Nz)e
θGµ(z)1{m = 0}
H(z) · (z − v) ·
[
1 +
[θ2 − 2θ]∂zGµ(z)
2N
]
+
+
m∏
a=1
[ −N−1
(va − z)(va − z +N−1)
]
Φ−N (Nz)e
−θGµ(z)
H(z) · (z − v) E
[
1− 1{m > 0} · θX
t
N (z)
N
+
θ2∂zGµ(z)
2N
]
+
N−2
∑
A⊂J1,mKM
(
ξΓN (z);A
)
+M(ξΓN (z)[X
t
N (z)]
2;A) +M(ξΓN (z)∂zX
t
N (z);A) +M(ξ
Γ
N (z)X
t
N (z);A).
(8.3)
We start by dividing both sides of (8.1) by 2pii ·H(z) · (z− v) ·B1 and integrating over Γ, where we recall
that H(z) was defined in Assumption 4. This gives
1
2pii
∫
Γ
RN (Nz)dz
H(z) · (z − v) ·B1 =
1
2pii
∫
Γ
Φ−N (Nz)A1dz
H(z) · (z − v) ·B1 · E
[
N∏
i=1
Nz − `i − θ
Nz − `i
]
+
1
2pii
∫
Γ
Φ+N (Nz)dz
H(z) · (z − v) · E
[
N∏
i=1
Nz − `i + θ − 1
Nz − `i − 1
]
.
Notice that by Assumption 4, we have H(z) 6= 0 in a neighborhood of the region enclosed by Γ and so by
Cauchy’s theorem the left side of the above expression vanishes.
We next apply the operator D := ∂t1 · · · ∂tm to both sides and set ta = 0 for a = 1, . . . ,m. Notice that
when we perform the differentiation to the right side some of the derivatives could land on A1B1 and some on
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the expectation. We will split the result of the differentiation based on subsets A, where A consists of indices
a in {1, . . . ,m} such that ∂ta differentiates the expectation. The result of this procedure is as follows
0 =
1
2pii
∫
Γ
∑
A⊂J1,mK
∏
a∈Ac
[ −N−1
(va − z)(va − z +N−1)
]
Φ−N (Nz)
H(z) · (z − v)M
(
N∏
i=1
Nz − `i − θ
Nz − `i ;A
)
+
+
Φ+N (Nz)
H(z) · (z − v)M
(
N∏
i=1
Nz − `i + θ − 1
Nz − `i − 1 ; J1,mK
)
,
where Ac = J1,mK \A. We may now use (4.8) and (4.9) to rewrite the above as
0 =
1
2pii
∫
Γ
∑
A⊂J1,mK
∏
a∈Ac
[ −N−1
(va − z)(va − z +N−1)
]
Φ−N (Nz)e
−θGµ(z)
H(z) · (z − v) M
(
1− θX
t
N (z)
N
+
θ2∂zGµ(z)
2N
;A
)
+
Φ+N (Nz)e
θGµ(z)
H(z) · (z − v) M
(
1 +
θXtN (z)
N
+
[θ2 − 2θ]∂zGµ(z)
2N
; J1,mK)+
N−2
∑
A⊂J1,mKM
(
ξΓN (z);A
)
+M(ξΓN (z)[X
t
N (z)]
2;A) +M(ξΓN (z)∂zX
t
N (z);A),
where ξΓN (z) is a random function that is almost surely O(1) as z varies over Γ and v, v1, . . . , vm over K.
We can now use the linearity of cumulants together with the fact that the joint cumulant of any non-empty
collection of bounded random variables and a constant is zero. In addition, we know that uniformly as z
varies over Γ and v ∈ K we have
1
(v − z)(v − z +N−1) =
1
(v − z)2 +O(N
−1) and Φ±N (Nz) = Φ
±(z) +O(N−1).
Applying the last two statements we get
0 =
1
2pii
∫
Γ
θ · [−Φ−(z)e−θGµ(z) + Φ+(z)eθGµ(z)]
H(z) · (z − v) ·N ·M
(
XtN (z); J1,mK)+
+ 1{m = 0} · Φ
+
N (Nz)e
θGµ(z)
H(z) · (z − v) ·
[
1 +
[θ2 − 2θ]∂zGµ(z)
2N
]
+
+
m∏
a=1
[ −N−1
(va − z)(va − z +N−1)
]
Φ−N (Nz)e
−θGµ(z)
H(z) · (z − v) E
[
1− 1{m > 0} · θX
t
N (z)
N
+
θ2∂zGµ(z)
2N
]
+
N−2
∑
A⊂J1,mKM
(
ξΓN (z);A
)
+M(ξΓN (z)[X
t
N (z)]
2;A) +M(ξΓN (z)∂zX
t
N (z);A) +M(ξ
Γ
N (z)X
t
N (z);A).
Using (3.13) and Assumption 4. we see that the first term on the right above equals
θ ·√(z − α)(z − β)M (XtN (z); J1,mK)
(z − v) ·N ,
and so we can compute this integral as minus the residue at z = v (notice that there is no residue at infinity).
Substituting this above and multiplying the result by (
√
(z − α)(z − β))−1 ·N · θ−1 we arrive at (8.3).
8.2. Proof of Theorem 3.6. In this section we prove Theorem 3.6. We want to show that for each k ≥ 1
(8.4) E
[
|XtN (z)]|k
]
= O(1),
where the constants in the big O notation depend on k but not on N (provided it is sufficiently large) and
are uniform as z varies over compact subsets of C \ [0, M + θ].
The proof we present below is similar to the one given in Section 5.2. For the sake of clarity we split the
proof into several steps.
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Step 1. From (8.3) for m = 0 we get
E[XtN (v)] =
N · θ−1
2pii
√
(v − α)(v − β)
∫
Γ
Φ+N (Nz)e
θGµ(z)
H(z) · (z − v) ·
[
1 +
[θ2 − 2θ]∂zGµ(z)
2N
]
+
+
Φ−N (Nz)e
−θGµ(z)
H(z) · (z − v) E
[
1 +
θ2∂zGµ(z)
2N
]
+O(N−1).
We may now use that Φ+N (Nz) = Φ
±(z) +O(N−1) and (3.13) to rewrite the above as
E[XtN (v)] =
N · θ−1
2pii
√
(v − α)(v − β)
∫
Γ
Rµ(z)
H(z) · (z − v) +O(1).
By Cauchy’s theorem the above integral is zero and so we conclude
E[XtN (v)] = O(1).(8.5)
Step 2. In this step we reduce the proof of (8.4) to the establishment of the following self-improvement
estimate claim.
Claim: Suppose that for some n,M ∈ N we have that
(8.6) E
[
m∏
a=1
|XtN (va)|
]
= O(1) +O(Nm/2+1−M/2) for m = 1, . . . , 4n+ 4,
where the constants in the big O notation are uniform as va vary over compacts in C \ [0, M + θ]. Then
(8.7) E
[
m∏
a=1
|YN (va)|
]
= O(1) +O(Nm/2+1−(M+1)/2) for m = 1, . . . , 4n+ 4.
We prove the above claim in the following steps. For now we assume its validity and finish the proof of (8.4).
Notice that Theorem 3.2 and (8.5) imply that (8.6) holds for the pair n = 2k and M = 1. The conclusion
is that (8.6) holds for the pair n = 2k − 1 and M = 2. Iterating the argument an additional k times we
conclude that (8.6) holds with n = k − 1 and M = k + 2, which implies (8.4).
Step 3. In this step we prove that
(8.8) M(XtN (v0), X
t
N (v1), . . . , X
t
N (vm)) = O(1) +O(N
m/2+1−M/2) for m = 1, . . . , 4n+ 2.
The constants in the big O notation are uniform over v0, . . . , vm in compact subsets of C \ [0, M + θ].
We start by fixing V to be a compact subset of C \ [0, M + θ], which is invariant under conjugation. We
also fix Γ to be a positively oriented contour, which encloses the segment [0, M + θ], is contained inM as in
Assumption 3 and excludes the set V.
From (8.3) for m = 1, . . . , 4n+ 2 and v0, v1 . . . , vm ∈ V we have
M
(
XtN (v0), X
t
N (v1), . . . , X
t
N (vm)
)
=
θ−1
2pii
√
(v0 − α)(v0 − β)
∫
Γ
m∏
a=1
[ −N−1
(va − z)(va − z +N−1)
]
×
N · Φ−N (Nz)e−θGµ(z)
H(z) · (z − v0) E
[
1− θX
t
N (z)
N
+
θ2∂zGµ(z)
2N
]
+
N−1
∑
A⊂J1,mKM
(
ξΓN (z);A
)
+M(ξΓN (z)[X
t
N (z)]
2;A) +M(ξΓN (z)∂zX
t
N (z);A) +M(ξ
Γ
N (z)X
t
N (z);A).
(8.9)
We next use the fact that cumulants can be expressed as linear combinations of products of moments.
This means that M(ξ1, . . . , ξr) can be controlled by the quantities 1 and E
[|ξi|k] for i = 1, . . . , k. We use
the latter and (8.6) to get
N−1
∑
A⊂J1,mKM
(
ξΓN (z);A
)
+M(ξΓN (z)[X
t
N (z)]
2;A) +M(ξΓN (z)∂zX
t
N (z);A) +M(ξ
Γ
N (z)X
t
N (z);A) =
= O(1) +O(Nm/2+1−M/2).
(8.10)
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One might be cautious about the term involving ∂zXt(z); however, by Cauchy’s inequalities, see e.g. [40,
Corollary 4.3], the moment bounds we have for E
[|XtN (z)|k] in (8.6) imply analogous ones for E [|∂zXtN (z)|k].
Putting (8.10) into (8.9) we obtain (8.8).
Step 4. In this step we will prove (8.7) except for a single case, which will be handled separately in the next
step. Notice that by Hölder’s inequality we have
sup
v1,...,vm∈V
E
[
m∏
a=1
|XtN (va)|
]
≤ sup
v∈V
E
[|XtN (v)|m] ,
and so to finish the proof it suffices to show that for m = 1, . . . , 4n we have
(8.11) E
[|XtN (v)|m] = O(1) +O(Nm/2+1−(M+1)/2).
Using the fact that for centered random variables one can express joint moments as linear combinations of
products of joint cumulants we deduce from (8.8) that
sup
v0,v1,...,vm−1∈V
E
[
m−1∏
a=0
[XtN (va)− E[XtN (va)]]
]
= O(1) +O(N (m−1)/2+1−M/2) for m = 1, . . . , 4n+ 2.
Combining the latter with (8.5) we conclude that
(8.12) sup
v0,v1,...,vm−1∈V
E
[
m−1∏
a=0
XtN (va)
]
= O(1) +O(N (m−1)/2+1−M/2) for m = 1, . . . , 4n+ 2.
If m = 2m1 then we set v0 = v1 = · · · = vm1−1 = v and vm1 = · · · = v2m1−1 = v in (8.12), which yields
(8.13) sup
v∈V
E
[|XtN (v)|m] = O(1) +O(Nm/2+1/2−M/2) for m = 1, . . . , 4n+ 2.
In deriving the above we used that XtN (v) = X
t
N (v) and so X
t
N (v) ·XtN (v) = |XtN (v)|2.
We next let m = 2m1 + 1 be odd and notice that by the Cauchy-Schwarz inequality and (8.13)
sup
v∈V
E
[|XtN (v)|2m1+1] ≤ sup
v∈V
E
[|XtN (v)|2m1+2]1/2 · E [|XtN (v)|2m1]1/2 =
O(1) +O(Nm/2+1−M/2) +O(Nm1/2+3/4−M/4).
(8.14)
We note that the bottom line of (8.14) is O(1) +O(Nm1+1−M/2) except when M = 2m1 + 2, since
m1 + 3/4−M/4 ≤
{
m1 + 1−M/2 when M ≤ 2m1 + 1,
0 when M ≥ 2m1 + 3.
Consequently, (8.13) and (8.14) together imply (8.11), except when M = 2m1 + 2 and m = 2m1 + 1. We will
handle this case in the next step.
Step 5. In this step we will show that (8.11) even when M = 2m1 + 2 and 4n > m = 2m1 + 1. In the
previous step we showed in (8.11) that supv∈V E
[|XtN (v)|2m1+2] = O(N1/2), and below we will improve this
estimate to
(8.15) sup
v∈V
E
[|XtN (v)|2m1+2] = O(1).
The trivial inequality x2m1+2 + 1 ≥ |x|2m1+1 together with (8.15) imply
sup
v∈V
E
[|XtN (v)|2m1+1] = O(1).
Consequently, we have reduced the proof of the claim to establishing (8.15).
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Let us list the relevant estimates we will need
E
[
2m1+2∏
a=1
|YN (va)|
]
= O(N1/2), E
[
j∏
a=1
|YN (va)|
]
= O(1) for 0 ≤ j ≤ 2m1,
E
[
2m1+3∏
a=1
|YN (va)|
]
= O(N),E
[
2m1+1∏
a=1
|YN (va)|
]
= O(N1/2).
(8.16)
The first three identities follow from (8.11), which we showed to hold unlessm = 2m1 +1 in the previous step.
The last identity is a consequence of the first one and the inequality x2m1+2 +1 ≥ |x|2m1+1. All constants are
uniform over va ∈ V. Below we feed the improved estimates of (8.16) into Steps 3. and 4., which ultimately
yield (8.15).
In Step 3. we have the following improvement over (8.10) using the estimates of (8.16)
N−1
∑
A⊂J1,mKM
(
ξΓN (z);A
)
+M(ξΓN (z)[X
t
N (z)]
2;A) +M(ξΓN (z)∂zX
t
N (z);A) +M(ξ
Γ
N (z)X
t
N (z);A) = O(1).
Substituting the above into (8.9) we obtain the following improvement over (8.8)
M
(
XtN (v0), X
t
N (v1), . . . , X
t
N (v2m1+1)
)
= O(1),(8.17)
We may now repeat the arguments in Step 4. and note that by using (8.17) in place of (8.8) we obtain the
following improvement over (8.12)
(8.18) sup
v0,v1,...,v2m1+1∈V
E
[
2m1+1∏
a=0
YN (va)
]
= O(1).
Setting v0 = v1 = · · · = vm1 = v and vm1+1 = · · · = v2m1+1 = v in (8.18) we get (8.15).
Remark 8.1. Theorem 3.6 is implied in [9] for general θ; however, it is only stated and proved when θ = 1
as [9, Proposition 2.18]. Moreover, when θ = 1 the expansion of the Nekrasov equations, see [9, equation (44)],
is missing the terms corresponding to [XtN (z)]
2 and XtN (z) in (8.3) and we believe they should be present.
Of course, one can introduce these extra terms in their proof and they can be handled in the same way we
have handled them. A more serious oversight in the proof is near the end of the proof of [9, Proposition
2.18], where the special case we encountered in Step 4. was not recognized. The way it can be overcome,
is through an extra dummy step of the self improving estimates, which is what we did in Step 5. For these
reasons we decided to include the proof of this theorem in the present paper.
8.3. Proof of Theorem 3.5. In this section we prove Theorem 3.5. The proof we present contains many
of the same ideas as in [9] and we include it for the sake of completeness.
Since we are dealing with centered random variables it suffices to show that second and higher order
cumulants of GtN (z)−E[GtN (z)] converge to those specified in the statement of the theorem. Moreover, since
cumulants remain unchanged upon shifts by constants, we can replace GtN (z) − E[GtN (z)] with XtN (z) and
establish the convergence of second and higher order cumulants for the latter instead. In the sequel we fix a
compact set K ⊂ C \ [0, M+ θ] and a positively oriented contour Γ that contains [0, M+ θ], is contained inM
as in Assumption 3. and excludes K.
From (8.3) for m = 1 and Theorem 3.6 we get
Cov(XtN (v);X
t
N (v1)) =
θ−1
2pii
√
(v − α)(v − β)
∫
Γ
−Φ−N (Nz)e−θGµ(z)
H(z) · (z − v)(v1 − z)(v1 − z +N−1) +O(N
−1).
We may now use that Φ±N (Nz) = Φ
±(z) +O(N−1), (3.13) to obtain
Cov(XtN (v);X
t
N (v1)) =
θ−1
2pii
√
(v − α)(v − β)
∫
Γ
−(1/2)[Rµ(z)−Qµ(z)]
H(z) · (z − v)(v1 − z)2 +O(N
−1).
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The term involving Rµ integrates to 0 by Cauchy’s theorem. In view of Assumption 4. the remainder is
Cov(XtN (v);X
t
N (v1)) =
θ−1
4pii
√
(v − α)(v − β)
∫
Γ
√
(z − α)(z − β)
(z − v)(v1 − z)2 +O(N
−1).
Evaluating the above integral as minus the sum of the residues at z = v and z = v1 we obtain (5.2).
Furthermore, from (8.3) for m ≥ 2 and Theorem 3.6 we get
M(XtN (v); J1,mK) = O(N−1),
which concludes the proof the theorem.
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