Non-Real Zero Decreasing Operators Related to Orthogonal Polynomials by Bunton, Andre et al.
ar
X
iv
:1
31
2.
22
83
v2
  [
ma
th.
CV
]  
22
 D
ec
 20
13
NON-REAL ZERO DECREASING OPERATORS RELATED TO
ORTHOGONAL POLYNOMIALS
ANDRE BUNTON, NICOLE JACOBS, SAMANTHA JENKINS, CHARLES MCKENRY JR.,
ANDRZEJ PIOTROWSKI, AND LOUIS SCOTT
Abstract. Laguerre’s theorem regarding the number of non-real zeros of a
polynomial and its image under certain linear operators is generalized. This
generalization is then used to (1) exhibit a number of previously undiscovered
complex zero decreasing sequences for the Jacobi, ultraspherical, Legendre,
Chebyshev, and generalized Laguerre polynomial bases and (2) simultaneously
generate a basis B and a corresponding B-CZDS. An extension to transcen-
dental entire functions in the Laguerre-Po´lya class is given which, in turn,
gives a new and short proof of a previously known result due to Piotrowski.
The paper concludes with several open questions.
1. Introduction
For a non-zero complex valued function f of a complex variable, denote the
number (counted according to multiplicity) of real and non-real zeros of f by ZR(f)
and ZC(f), respectively. For the identically zero function, we define ZC(0) = 0 =
ZR(0). Let L : R[x]→ R[x] be a linear operator. If L has the property that
(1) ZC(L(p)) ≤ ZC(p)
for every real polynomial p, then L is called a Complex Zero Decreasing Operator,
or CZDO. Such an operator L is diagonal with respect to a basis B = {bk}
∞
k=0 for
R[x] if, and only if, there are real constants {γk}
∞
k=0 for which
(2) L(bk(x)) = γkbk(x) (k = 0, 1, 2, . . . ).
In this case, the sequence {γk}
∞
k=0 is called a Complex Zero Decreasing Sequence
for the basis B, or a B-CZDS.
A theorem of Laguerre demonstrates the existence of CZDS for the standard
basis. We give two versions of his theorem here.
Theorem 1. (Laguerre’s Theorem [O, p. 6], [CCs, p. 23]) Let p(x) =
∑n
k=0 akx
k
be an arbitrary real polynomial of degree n. If α lies outside the interval (−n, 0),
then
ZC
(
n∑
k=0
(k + α)akx
k
)
≤ ZC
(
n∑
k=0
akx
k
)
.
In particular, if α ≥ 0, then the sequence {k + α}∞k=0 is a CZDS for the standard
basis.
This research was partially supported by the MAA through an NREUP grant funded by the
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With notation as in Theorem 1,
xp′(x) + αp(x) =
n∑
k=0
(k + α)akx
k
and Laguerre’s theorem may be restated accordingly.
Theorem 2. (Laguerre’s Theorem; Differential Operator Version) Let p(x) be an
arbitrary real polynomial of degree n. If α lies outside the interval (−n, 0), then
ZC (xp
′(x) + αp(x)) ≤ ZC (p(x)) .
In particular, if α ≥ 0, then the differential operator xD + αI is a CZDO.
Remark 3. The differentiation operator D defined by D(p) := p′ is a CZDO. This
is included in Laguerre’s theorem as the special case α = 0. Indeed, this choice
gives
ZC(p
′(x)) = ZC(xp
′(x)) ≤ ZC(p(x)).
Alternatively, the fact that D is a CZDO can be proved via Rolle’s theorem from
elementary calculus (see, for example, [O, p. 2-3]).
Laguerre’s theorem is easily extended by iteration to sequences of the form
{h(k)}∞k=0, where h is a real polynomial having only real non-positive zeros. This,
in turn, leads to a further extension via Hurwitz’ theorem to sequences of the form
{ϕ(k)}∞k=0, where ϕ is an entire function which is the uniform limit on compact
subsets of C of polynomials having only real non-positive zeros (see, for example,
[CCc, Theorem 1.4], [O, p. 6], [Po]). We have opted to state Laguerre’s theo-
rem in its simplest form to ease the comparison of this theorem with some of its
generalizations demonstrated below.
In 2007, Piotrowski gave a generalization of Laguerre’s theorem to obtain a class
of H-CZDS, where H denotes the set of Hermite polynomials defined by
Hn(x) = (−1)
nex
2 dn
dxn
e−x
2
(n = 0, 1, 2, . . . ).
Theorem 4. ([Pi, p. 57, Proposition 68]) Suppose p(x) is an arbitrary real poly-
nomial of degree n. If α, β, c, d are real numbers such that α ≥ 0, β ≥ 0, and
α+ cn ≥ 0, then
ZC
(
− βp′′(x) + (cx+ d)p′(x) + αp(x)
)
≤ ZC
(
p(x)
)
.
In particular, if α, β, and c are all non-negative, then −βD2 + (cx + d)D + αI is
a CZDO.
Since the Hermite polynomials satisfy the differential equation (see, for example,
[R, p. 188])
nHn(x) = −
1
2
H ′′n(x) + xH
′
n(x) (n = 0, 1, 2, . . . )
the previous theorem gives, as a special case, the existence H-CZDS which can be
interpolated by linear polynomials.
Theorem 5. ([Pi, p. 87, Theorem 101]) Let p(x) =
∑n
k=0 akHk(x) be an arbitrary
real polynomial of degree n. If α lies outside the interval (−n, 0), then
ZC
(
n∑
k=0
(k + α)akHk(x)
)
≤ ZC
(
n∑
k=0
akHk(x)
)
.
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In particular, if α ≥ 0, then the sequence {k + α}∞k=0 is an H-CZDS.
While no complete characterization of CZDS is currently known for any basis,
the characterization of CZDS which can be interpolated by polynomials has been
achieved for both the standard basis and the Hermite basis.
Theorem 6. (Craven-Csordas [CCc, p. 13]) Let h(x) be a real polynomial. Then
{h(k)}∞k=0 is a CZDS for the standard basis if and only if either
(1) h(0) 6= 0 and h(x) has only real negative zeros, or
(2) h(0) = 0 and h(x) is of the form
(3) h(x) = x(x − 1)(x− 2) · · · (x−m+ 1)
p∏
k=1
(x− bk)
where m ≥ 1 and p ≥ 0 are integers and bk < m for k = 1, 2, 3, . . . , p.
The previous theorem remains valid mutatis mutandis if ‘CZDS for the standard
basis’ is replaced by ‘H-CZDS’ (See [Pi, p. 95, Theorem 111]).
The main results of this paper include a generalization of Laguerre’s theorem
(Theorem 8), the demonstration of classes of CZDS for the Jacobi, ultraspherical,
Legendre, Chebyshev, and generalized Laguerre polynomial bases (Proposition 10,
Theorem 14, Corollaries 15 and 16, and Theorem 23), a method for simultaneously
generating a basis B and a corresponding B-CZDS (Section 4), and the extension of
these results to transcendental entire functions in the Laguerre-Po´lya class (Section
5.1).
2. A Class of Complex Zero Decreasing Operators
This section contains two theorems which generalize Laguerre’s theorem.
Theorem 7. Let p and q be real polynomials, each with degree at least one, and
let α ≥ 0. Then
ZR(f(x)) ≥ ZR(p(x)) + ZR(q(x)) − 1
where
f(x) = q(x)p′(x) + αq′(x)p(x).
Proof. When α = 0, we have
ZR(q(x)p
′(x)) = ZR(q(x)) + ZR(p
′(x)) ≥ ZR(p(x)) + ZR(q(x)) − 1,
where the last inequality is a consequence of Rolle’s theorem.
We will now suppose α > 0 for the remainder of the proof. Suppose x0 is a zero
of p(x) · q(x) and write
p(x) = (x− x0)
mh1(x) (h1(x0) 6= 0),
q(x) = (x− x0)
wh2(x) (h2(x0) 6= 0).
Then
f(x) = (x− x0)
m+w−1h3(x)
where
h3(x0) = (m+ αw)h1(x0)h2(x0) 6= 0.
(Note: here we have used the assumption α > 0.) That is to say, if x0 is a zero of
p · q of multiplicity m+w, then x0 is a zero of f of multiplicity m+w− 1. We will
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now complete the proof by demonstrating that f must vanish between consecutive
zeros of p · q. Define
g(x) :=
{[
q(x)
]α
if q(x) ≥ 0
−
[
− q(x)
]α
if q(x) < 0,
so that∣∣q(x)∣∣1−α d
dx
[g(x)p(x)] = q(x)p′(x) + αq′(x)p(x) (x /∈ {z|q(z) = 0})
Let x1 < x2 be consecutive zeros of p · q. Then they are also consecutive zeros
of g · p, which is continuous on [x1, x2] and differentiable on (x1, x2). By Rolle’s
theorem, (g · p)′, and therefore q(x)p′(x) + αq′(x)p(x), has a zero in the interval
(x1, x2) and the conclusion of the theorem holds. 
We note that Theorem 7 is best possible in the sense that the conclusion does
not necessarily hold for any α < 0. For example, if α < 0, p(x) = xn(x2 + α), and
q(x) = x, then f(x) = xn((α + n + 2)x2 + α(α + n)). Choosing n = max{m ∈
Z|m ≥ 0 and α+m < 0} yields ZR(f) = n < n+ 2 = ZR(p) + ZR(q)− 1.
Theorem 8. Let p and q be real polynomials and α ≥ 0. Then
ZC(q(x)p
′(x) + αq′(x)p(x)) ≤ ZC(p(x)) + ZC(q(x)).
In particular, if q has only real zeros, then q(x)D + αq′(x)I is a CZDO.
Proof. We first note that the result is trivial when the function q(x)p′(x)+αq′(x)p(x)
is identically zero. Furthermore, if either p or q is a non-zero constant function,
then the result follows from Rolle’s theorem as was noted in Remark 3 above. We
may, therefore, assume that p and q each have degree at least one. Suppose
p(x) =
n∑
k=0
akx
k and q(x) =
m∑
k=0
bkx
k.
Then the leading term of
f(x) = q(x)p′(x) + αq′(x)p(x)
is (n+αm)anbmx
n+m−1, so f has degree n+m− 1. Applying Theorem 7, we have
ZC(f) = n+m− 1− ZR(f)
≤ n+m− 1− (ZR(p) + ZR(q)− 1)
= n+m− 1− (n− ZC(p) +m− ZC(q)− 1)
= ZC(p) + ZC(q).
Therefore, ZC(q(x)p
′(x) + αq′(x)p(x)) ≤ ZC(p(x)) + ZC(q(x)). 
Note that part of Laguerre’s theorem (Theorem 2) is obtained when we set
q(x) = x in Theorem 8.
Remark 9. The two theorems in this section can be extended to any number of
constants and functions. For example, using the same techniques as above, one can
show that
ZC(pqr
′ + αp′qr + βpq′r) ≤ ZC(p) + ZC(q) + ZC(r),
where α and β are non-negative real numbers and p, q, and r are polynomials.
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3. CZDS for the Jacobi Polynomial Basis
3.1. The Jacobi Polynomials. We now apply the results of the previous section
to demonstrate the existence of CZDS for the Jacobi polynomial basis. Following
Rainville [R, p. 257], we define the Jacobi polynomials with parameters α > −1
and β > −1 by
P (α,β)n (x) =
(−1)n(1− x)−α(1 + x)−β
2nn!
dn
dxn
[
(1− x)n+α(1 + x)n+β
]
.
For each non-negative integer n, the Jacobi polynomials satisfy the differential
equation [R, p. 258]
(4)(
(x2 − 1)D2 + [(2 + α+ β)x + α− β]D
)
P (α,β)n (x) = n(n+ 1 + α+ β)P
(α,β)
n (x).
Proposition 10. The sequence {k(k + 1 + α+ β)}∞k=0 is a P
(α,β)-CZDS.
Proof. Define the linear operator L : R[x]→ R[x] by
L
(
P
(α,β)
k (x)
)
= k(k + 1+ α+ β)P
(α,β)
k (x) (k = 0, 1, 2, . . . )
so that, by linearity,
L
(
n∑
k=0
akP
(α,β)
k (x)
)
=
n∑
k=0
akL(P
(α,β)
k (x)) =
n∑
k=0
akk(k + 1 + α+ β)P
(α,β)
k (x).
Our goal, then, is to show that L is a CZDO. From the differential equation (4),
the linear operator L is equal to the differential operator
L =
(
(x2 − 1)D + [(2 + α+ β)x + α− β]I
)
D.
If, in Remark 9, we take p(x) = x − 1, q(x) = x+ 1 and replace α and β by α+ 1
and β + 1, respectively, then we see that
(x2 − 1)D + [(2 + α+ β)x + α− β]I (α, β > −1)
is a complex zero decreasing operator. Thus, L is the composition of two CZDO
(recall that D is a CZDO as discussed in Remark 3 above) and so it is a CZDO
itself. 
3.2. Operator Identities. In order to extend the preceding result, we will develop
a number of operator identities. We consider two operators L1 and L2 on R[x] to be
equal if L1(p) = L2(p) for every real polynomial p. For example, as a consequence
of the product rule for differentiation, (Dx)p(x) = xp′(x)+p(x), and thus we obtain
the equality
(5) Dx = xD + I.
Proposition 11. Suppose {gk(x)}
m
k=0 is a sequence of polynomials satisfying deg(gk) ≤
k for all k. Then
Dn
m∑
k=0
gk(x)D
k =
 m∑
j=0
m∑
k=j
(
n
k − j
)
g
(k−j)
k (x)D
j
Dn.
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Proof. We first note that we are following the convention that
(
n
k
)
= 0 whenever
k > n.
Using the fact that the derivative operator is linear, applying Leibniz’ formula
for the nth derivative of a product, and noting our assumption on the degree of the
polynomials gk, we have
Dn
m∑
k=0
gk(x)D
k =
m∑
k=0
k∑
i=0
(
n
i
)
g
(i)
k (x)D
k+n−i
=
[
m∑
k=0
k∑
i=0
(
n
i
)
g
(i)
k (x)D
k−i
]
Dn.
Making the substitution j = k− i and then switching the order of summation gives
Dn
m∑
k=0
gk(x)D
k =
 m∑
k=0
k∑
j=0
(
n
k − j
)
g
(k−j)
k (x)D
j
Dn
=
 m∑
j=0
m∑
k=j
(
n
k − j
)
g
(k−j)
k (x)D
j
Dn,
as desired. 
In what follows, we will make frequent use of Proposition 11 with m = 2, which
asserts that if
(6) L := Dn(g2(x)D
2 + g1(x)D + g0(x)I),
then
(7) L =
(
g2(x)D
2 + (ng′2(x) + g1(x))D +
((
n
2
)
g′′2 (x) + ng
′
1(x) + g0(x)
)
I
)
Dn,
provided deg(gk) ≤ k for all k.
3.3. Ultraspherical Polynomials. We now focus on the Jacobi polynomials for
which α = λ = β, which are called the ultraspherical polynomials (see, e.g., [R,
p.143]). To ease notation, we define
P (λ)n (x) := P
(λ,λ)
n (x) (λ > −1;n = 0, 1, 2, . . . ).
With this choice, the differential equation (4) takes on the form
(8)
[
(x2 − 1)D2 + (1 + λ)2xD
]
P (λ)n (x) = n(n+ 1 + 2λ)P
(λ)
n (x).
Due to the frequent use of the operator involved in the previous equation we define,
for any a ∈ R,
(9) Φa := (x
2 − 1)D + (1 + a)2xI.
Lemma 12. Suppose c ∈ R and λ > −1. Then, for all non-negative integers n,
Dn(ΦλD − n(n+ 1 + 2λ)I) =
(
Φλ+n
)
Dn+1,
where Φa is defined in equation (9).
Proof. This is an immediate application of equations (6) and (7). 
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We now use a product notation for composition of operators. Since differential
operators need not commute, care is required in using this notation. For a collection
of operators L1, L2, . . . , Ln on R[x], we define(
n∏
k=1
Lk
)
p := (L1L2 · · ·Ln)p = L1(L2(· · · (Ln(p)))) (p ∈ R[x]).
Proposition 13. Let w be a positive integer and {mk}
w−1
k=0 ⊂ N. Then
w−1∏
k=0
(ΦλD − k(k + 1 + 2λ)I)
mk =
[
w−1∏
k=0
[
(Φλ+kD)
mk−1Φλ+k
]]
Dw,
where Φa is defined by equation (9).
Proof. We will argue by mathematical induction. The case w = 1 is clear. Now
suppose that the result is true for some integer w ≥ 1 and fix natural numbers
m0,m1, . . . ,mw. Then
(10)
w∏
k=0
(ΦλD − k(k + 1 + 2λ)I)
mk = ΘDw(ΦλD − w(w + 1 + 2λ)I)
mw ,
where
(11) Θ =
w−1∏
k=0
[(
Φλ+kD
)mk−1(Φλ+k)] .
Applying lemma 12 a total of mw times we see that
(12) Dw(ΦλD − w(w + 1+ 2λ)I)
mw = (Φλ+wD)
mwDw.
Together, equations (10), (11), and (12) show that
w∏
k=0
(ΦλD − k(k + 1 + 2λ)I)
mk =
[
w∏
k=0
[(
Φλ+kD
)mk−1(Φλ+k)]
]
Dw+1
as desired. 
We are now in a position to demonstrate the existence of several P (λ)-CZDS for
any fixed λ > −1.
Theorem 14. If λ > −1, w is a positive integer, and {mk}
w−1
k=0 ⊂ N, then the
sequence
(13)
{
w−1∏
k=0
(n(n+ 1 + 2λ)− k(k + 1 + 2λ))mk
}∞
n=0
is a P (λ)-CZDS, where P (λ) is the set of ultraspherical polynomials.
Proof. Let the linear operator L : R[x]→ R[x] be defined by
L(P (λ)n (x)) =
(
w−1∏
k=0
(n(n+ 1 + 2λ)− k(k + 1 + 2λ))mk
)
P (λ)n (x).
From the differential equation (8), we have
L =
w−1∏
k=0
((x2 − 1)D2 + (1 + λ)2xD − k(k + 1 + 2λ)I)mk ,
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or, using the notation in equation (9) and applying Proposition 13,
L =
w−1∏
k=0
(ΦλD − k(k + 1 + 2λ)I)
mk =
[
w−1∏
k=0
[
(Φλ+kD)
mk−1Φλ+k
]]
Dw.
The operator L is, therefore, a composition of individual operators, each of which
are CZDO. This can be seen by appealing to Theorem 8, which shows that Φa is a
CZDO whenever a > −1. 
3.4. CZDS for Legendre Basis. The polynomials
Pn(x) := P
(0)
n (x) = P
(0,0)
n (x) (n = 0, 1, 2, . . . )
are known as the Legendre polynomials (see [R, p. 254]).
In [BDFU], open question (4) conjectures that a certain type of falling factorial
sequence is a multiplier sequence for the Legendre basis (P -MS). Since every P -
CZDS is a P -MS, we can apply the results of the previous section to settle a
variation of this question.
Corollary 15. If w is a positive integer and {mk}
w−1
k=0 ⊂ N, then the sequence
(14)
{
w−1∏
k=0
(n(n+ 1)− k(k + 1))mk
}∞
n=0
=
{
w−1∏
k=0
((n+ k + 1)(n− k))mk
}∞
n=0
is a CZDS for the Legendre basis.
Proof. Apply Theorem 14 with λ = 0. 
Corollary 15 strengthens and extends some of the results obtained in [BDFU]
by showing that {k2 + k}∞k=0 is a P -CZDS, and by demonstrating the existence of
P -CZDS (and hence P -multiplier sequences) which are not products of quadratic
P -multiplier sequences.
3.5. CZDS for the Chebyshev Basis. The Chebyshev polynomials T = {Tn(x)}
and U = {Un(x)} of the first and second kind, respectively, can be defined by (see
[R, p. 301])
Tn(x) :=
n!
(12 )n
P (−1/2)n (x) (n = 0, 1, 2, . . . ),
Un(x) :=
(n+ 1)!
(32 )n
P (1/2)n (x) (n = 0, 1, 2, . . . ),
where (a)n := a(a+1) · · · (a+n− 1) is the rising factorial. In [Pi, Lemma 156] it is
shown that a sequence {γk}
∞
k=0 is a CZDS for a simple set Q = {qk(x)}
∞
k=0 if and
only if it is a Q̂-CZDS, where Q̂ consists of the polynomials
q̂n(x) = cnqn(αx + β) (β ∈ R;α, cn ∈ R \ {0}).
Combining this with Theorem 14, we arrive at the following corollary.
Corollary 16. If w is a positive integer and {mk}
w−1
k=0 ⊂ N, then
(1) the sequence
{∏w−1
k=0 (n
2 − k2)mk
}
∞
n=0
is a T -CZDS, and
(2) the sequence
{∏w−1
k=0 (n(n+ 2)− k(k + 2))
mk
}
∞
n=0
is a U-CZDS.
Proof. Apply Theorem 14 with λ = −1/2 and again with λ = 1/2. 
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4. Simultaneous Generation of a Basis B and a class of B-CZDS
Given a basis B and a sequence {γk}
∞
k=0, a typical strategy in showing that
{γk}
∞
k=0 is aB-CZDS is to find a differential operator representation for the diagonal
operator which is a CZDO. In this section, we begin with a known CZDO and use
it to simultaneously generate a basis B and a corresponding B-CZDS. Our results
focus on bases which are simple sets, i.e., for which deg(bk) = k for all k.
Theorem 17. Let α ≥ 0 and let
q(x) = c0 + c1x+ · · ·+ crx
r (r ≥ 1, cr 6= 0)
be a real polynomial with only real zeros. If the simple set of real polynomials
B = {bk(x)}
∞
k=0 satisfy the differential equation
(15) γnbn(x) = q(x)b
(r)
n (x) + αq
′(x)b(r−1)n (x) (n = 0, 1, 2, . . . ),
where {γn}
∞
n=0 is a sequence of real numbers, then
γn = cr
n!(n+ (α− 1)r + 1)
(n− r + 1)!
(n = 0, 1, 2, . . . )
and {γn}
∞
n=0 is a B-CZDS.
Proof. Writing the polynomials bn in the form
bn(x) =
n∑
k=0
an,k
k!
xk (an,n 6= 0),
we have
b(j)n (x) =
n−j∑
k=0
an,k+j
k!
xk
and so the leading coefficient of the jth derivative of bn is an,n/(n− j)!.
Case 1: n < r − 1. In this case, the differential equation becomes
γnbn(x) = 0
from which we must have γn = 0.
Case 2: n = r − 1. In this case, the differential equation becomes
γr−1br−1(x) = αq
′(x)ar−1,r−1
and equating leading coefficients, we obtain
γr−1
ar−1,r−1
(r − 1)!
= αrcrar−1,r−1
or
γr−1 = αr!cr .
Case 3: n > r − 1. If we assume (15) is satisfied, then we can equate leading
coefficients on each side of the equals sign to obtain
γn
an,n
n!
= cr
an,n
(n− r)!
+ αrcr
an,n
(n− (r − 1))!
.
From this, it follows that
γn = cr
n!(n+ (α− 1)r + 1)
(n− r + 1)!
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as desired.
To show that {γn}
∞
n=0 is a B-CZDS, suppose
g(x) =
m∑
k=0
dkbk(x) (dm 6= 0)
is a real polynomial. Then
ZC(g(x)) ≥ ZC(g
(r−1)(x)) ≥ ZC(q(x)g
(r)(x) + αq′(x)g(r−1)(x)),
where we have made use of Remark 3 and Theorem 8. Since
q(x)g(r)(x) + αq′(x)g(r−1)(x) =
m∑
k=0
dk(q(x)b
(r)
k (x) + αq
′(x)b
(r−1)
k (x))
=
m∑
k=0
γkdkbk(x),
the desired result is obtained. 
As an example, if we choose q(x) = (x + 1)3 and α = 1, then the corresponding
sequence would be γn = (n + 1)n(n − 1), and we would need to find a simple set
B = {bn(x)}
∞
n=0 which solves the differential equation
(16) (n+ 1)n(n− 1)bn(x) = (x+ 1)
3b′′′n (x) + 3(x+ 1)
2b′′n(x) (n = 0, 1, 2, . . . ).
With some effort, one finds that sets B which solve equation (16) do exist, each of
which has the form
b0(x) = r,
b1(x) = sx+ t,
bn(x) = cn(x+ 1)
n (n = 2, 3, 4, . . . )
where t ∈ R and r, s, c2, c3, . . . are any (fixed) non-zero real numbers. Thus, the
sequence
{(n+ 1)n(n− 1)}∞n=0
is a B-CZDS for any such basis B.
5. An Extension to Certain Transcendental Entire Functions
5.1. The Laguerre-Po´lya Class. A real entire function ϕ is said to belong to the
Laguerre-Po´lya class, denoted ϕ ∈ L− P, if it can be written in the form
(17) ϕ(x) = cxme−ax
2+bx
ω∏
k=1
(
1 +
x
xk
)
e−x/xk
where b, c, xk ∈ R, m is a non-negative integer, a ≥ 0, 0 ≤ ω ≤ ∞, and
∑ω
k=1 x
−2
k <
∞.
An alternate characterization of this class is as follows: ϕ ∈ L−P if and only if
ϕ is the uniform limit on compact subsets of C of real polynomials having only real
zeros (See, for example, [L, Ch. VIII ] or [O, Satz 9.2]). This point of view, together
with Hurwitz’ theorem (see [M, p. 4]) allow us to obtain some useful extensions of
results in Section 2.
Theorem 18. Suppose ϕ belongs to the class L−P, p and q are real polynomials,
and α ≥ 0. Then
ZC(ϕqp
′ + α(ϕq)′p) ≤ ZC(p) + ZC(q).
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Proof. Suppose {fk}
∞
k=0 is a sequence of real polynomials with only real zeros which
converge uniformly on compact subsets of C to ϕ. By Theorem 8,
ZC(fkqp
′ + α(fkq)
′p) ≤ ZC(p) + ZC(q) (k = 0, 1, 2, . . . ).
Since fkqp
′ + α(fkq)
′p converges uniformly on compact subsets of C to α(ϕq)′p +
ϕqp′, Hurwitz’ theorem gives the desired result. 
In order to prove an extension of Laguerre’s theorem related to H-CZDS (The-
orem 4 in the Introduction), Piotrowski first proved a special case as a lemma. We
now show how to obtain a new proof of this lemma using Theorem 18.
Corollary 19. ([Pi, p. 55, Lemma 67]) Suppose that p(x) is a real polynomial of
degree n. If c, d, β are real numbers such that c ≥ 0 and β ≥ 0, then
ZC
(
(cx+ d)p(x) − βp′(x)
)
≤ ZC
(
p(x)
)
.
Proof. If β = 0, the result clearly holds. If β > 0 we may appeal to corollary 18
with α = β−1, q(x) = 1, and
ϕ(x) = − exp
(
−
c
2
x2 − d x
)
(c ≥ 0, d ∈ R)
to obtain the desired result. 
5.2. CZDS for the Generalized Laguerre Polynomial Basis. In this section,
we combine the results of the previous section with the methods of Section 3.3 to
obtain a class of CZDS for the generalized Laguerre polynomial basis, defined by
L(α)n (x) :=
n∑
k=0
(
n+ α
n− k
)
(−x)k
k!
(α > −1;n = 0, 1, 2, . . . ).
The generalized Laguerre polynomials satisfy the differential equation (see, e.g., [R,
p. 204])
(18) − x
d2
dx2
L(α)n (x) + (x− (α+ 1))
d
dx
L(α)n (x) = nL
(α)
n (x).
Just as with the Jacobi basis, we will develop a number of operator identities in
order to arrive at a collection of L(α)-CZDS. We begin by defining, for any a ∈ R,
(19) Ψa = −xD + (x− (a+ 1))I
Lemma 20. Suppose c, α ∈ R. Then, for all non-negative integers n,
Dn(ΨαD − nI) = Ψα+nD
n+1.
Proof. This is an immediate application of equations (6) and (7) which appear after
the proof of Proposition 11 in Section 3.2. 
Proposition 21. Let w be a positive integer and {mk}
w−1
k=0 ⊂ N. Then
w−1∏
k=0
(ΨαD − kI)
mk =
[
w−1∏
k=0
[
(Ψα+kD)
mk−1Ψα+k
]]
Dw,
where Ψa is defined in equation (19).
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Proof. We will argue by mathematical induction. The case w = 1 is clear. Now
suppose that the result is true for some integer w ≥ 1 and fix natural numbers
m0,m1, . . . ,mw. Then
(20)
w∏
k=0
(ΨαD − kI)
mk =
w−1∏
k=0
[(
Ψα+kD
)mk−1Ψα+k]Dw(ΨαD − wI)mw .
Applying lemma 20 a total of mw times we see that
(21) Dw(ΨαD − wI)
mw = (Ψα+wD)
mwDw = (Ψα+wD)
mw−1Ψα+wD
w+1.
Together, equations (20) and (21) give the desired result. 
In order to use the operator identities above to find a collection of L(α)-CZDS
for any α > −1, we will use the result of Section 5.1.
Lemma 22. For any a > −1, the operator Ψa = −xD+(x− (a+1))I is a CZDO.
Proof. Suppose a > −1 and set c = a+1. By Theorem 18, for any real polynomial
p,
ZC
(
c
d
dx
(−x exp(−x/c)) p(x) + (−x exp(−x/c))p(x)
)
≤ ZC(p(x)).
The smaller quantity above simplifies to
ZC ((−xp
′(x) + (x− c)p(x)) exp(−x/c)) .
Since the exponential function never vanishes, we have shown that
ZC(Ψap(x)) = ZC(−xp
′(x) + (x− c)p(x)) ≤ ZC(p(x)).

We now arrive at the main theorem of this section.
Theorem 23. Fix α > −1. If w is a positive integer and {mk}
w−1
k=0 ⊂ N, then the
sequence
(22)
{
w−1∏
k=0
(n− k)mk
}∞
n=0
is an L(α)-CZDS.
Proof. Let the linear operator Θ : R[x]→ R[x] be defined by
Θ(L(α)n (x)) :=
(
w−1∏
k=0
(n− k)mk
)
L(α)n (x).
Combining the differential equation (18), the notation defined in equation (19), and
Proposition 21, we have
Θ =
w−1∏
k=0
(ΨαD − kI)
mk =
[
w−1∏
k=0
[
(Ψα+kD)
mk−1Ψα+b
]]
Dw.
The operator Θ is, therefore, a composition of individual operators, each of which
are CZDO. This can be seen by appealing to Lemma 22. 
Theorem 23 is a significant generalization and extension of a theorem due to
Forga´cs and Piotrowski [FP, Theorem 4.4] and a stronger result on a narrower
class of sequences than those characterized by Bra¨nde´n and Ottergren in [BO].
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6. Open Questions
Any sequence of the form
{k(k − 1) · · · (k − (m− 1))}∞k=0
(the “falling-factorial sequence”) is a CZDS for the standard basis. By Corollary
16, any sequence of the form
{k2(k2 − 1) · · · (k2 − (m− 1)2)}∞k=0
is a T -CZDS. The similarity of these results lead us to wonder if an analog of
Theorem 6 could be obtained for the Chebyshev basis.
Problem 24. Find a complete characterization of polynomials h for which {h(k)}∞k=0
is a T -CZDS, where T denotes the Chebyshev basis.
We note that the characterization will be different from that of the standard
basis, since the sequence {k}∞k=0 is not a T -CZDS.
The results on ultraspherical and Laguerre CZDS also have a falling factorial
nature which leads us to consider the more general problem.
Problem 25. For any basis B, find a complete characterization of polynomials h
for which {h(k)}∞k=0 is a B-CZDS.
Recall that this problem has been solved when the basis is taken to be either
the standard basis or the Hermite basis. The result [Pi, Lemma 157] solves the
problem for any affine transformation of the standard basis or the Hermite basis.
To date, Problem 25 remains unsolved for any other choice of the basis B.
As it was mentioned earlier, no complete characterization of CZDS for the stan-
dard basis is known. In particular, it is not known whether or not every rapidly
decreasing sequence (such as {exp(−k3)}∞k=0) is a CZDS for the standard basis (see
[CCs, Problem 4.8] for more details). A theorem of Piotrowski gives a connection
between these and CZDS for other bases.
Theorem 26. [Pi, Theorem 159] Let B = {qk(x)}
∞
k=0 be a simple set of polynomi-
als. If the sequence {γk}
∞
k=0 is a B-CZDS, then the sequence {γk}
∞
k=0 is a CZDS
for the standard basis.
This prompts us to state a weaker version of Problem 4.8(a) of [CCs] which may
be easier to settle.
Problem 27. Is there a simple set B for which {exp(−k3)}∞k=0 is a B-CZDS?
We mention that our methods of simultaneously generating a basis and CZDS
may apply. However, the original operator will have to be modified as all of our
methods generated sequences which can be interpolated by polynomials.
Our last open problem has to do with the existence of solutions of differential
equations. We believe the following problem can be answered in the affirmative
and this result would give a more complete picture of the main result in section 4.
Problem 28. Let α ≥ 0 and let q be a real polynomial of degree r with leading
coefficient cr. Is there a simple set of polynomials B = {bk(x)}
∞
k=0 that satisfy the
differential equation
(23) cr
n!(n+ (α− 1)r + 1)
(n− r + 1)!
bn(x) = q(x)b
(r)
n (x) + αq
′(x)b(r−1)n (x)
for n = 0, 1, 2, . . .?
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