By caching the most popular content into mobile devices, users can retrieve content directly from nearby devices through Device to Device (D2D) communications, which can significantly reduce backhaul traffic and improve network performance. Most existing D2D cache placement strategies are proactive approaches, which cannot deal with the problem of timely cache updating. In this paper, we propose a network coding-based socially-aware D2D caching strategy, which takes geographical proximity and the social relationships of users into consideration. First, a physical D2D network with high communication reliability is built according to the geographical proximity, composed of devices with high probability of communicating to each other through stable D2D communications. According to the social relationship between users within the physical D2D network, we partition the devices into communities and rank the devices within same community by their influence degree. Within a community, each caching decision is made independently according to the user-content contribution degree. To calculate the contribution degree, the impact between devices on requesting same content is modeled using an Indian Buffet Process. Devices cache coded blocks instead of the whole content to improve caching efficiency. Simulation results show that the proposed strategy achieves higher cache hit and sum rates compared to other schemes.
consumption of backhaul links. By deploying caching into D2D network, content can be cached on user devices to construct a D2D caching network [10] , [11] to offload backhaul traffic from BSs and reduce delays. Within a D2D caching network, requests sent by users can be satisfied by other devices through D2D communication links.
A caching scheme determines what to cache and where to cache it, and is a crucial part of D2D caching network. Most existing proposed D2D caching strategies involve proactive caching [11] [12] [13] [14] [15] [16] [17] [18] , i.e. they predict of the users' preferences, then pre-cache content with higher popularity on devices during the off-peak time before the users actually make the corresponding requests. There are several limitations to proactive caching schemes; these include that it is hard to accurately predict of users' preferences and that the content cached on devices cannot be always updated timely.
Nowadays, short videos posted by users for recording and sharing information on mobile video applications are seeing rapid growth. According to QuestMobile, the total time spent on short video mobile applications accounted for 5.5% of all time spent on mobile applications in 2017 in China. Short videos can be posted by any user at any time, and can be requested by a large amount users in a very short time. For instance, a short video published on BiliBili (a popular mobile video application in China) can be requested more than 20, 000 times in ten minutes. It is hard to predict their popularity timely, therefore proactive caching strategies cannot update the caches in a timely fashion.
Since mobile devices are carried by users, the characteristics of users should be taken into consideration; these include as the users' daily activities and interest similarities of content with other users. Y. Zhang et al. captured a physical wireless network layer according to users' encounter histories in daily activities [19] . They also proved that the Indian Buffet Process (IBP) is able to model the impact of other users in same community on requesting content [20] . Motivated by this, we first use the geographical proximity between two users defined by Y. Zhang et al. to construct a physical D2D network with high communication reliability. We then partition the physical D2D network into a few communities based on social relationships of devices, then rank devices within the same community using an influence degree. Within a social community, devices cache content independently according to a user content contribution degree calculated by each BS, which is used to evaluate the benefit of a specific user caching the received content to their community.
Several studies have shown that applying network coding to caching networks can increase caching efficiency [21] [22] [23] . Therefore, we propose a network coding-based socially-aware D2D (NCSD) caching scheme. Communities are constructed according to the geographical proximity and social proximity of their users, while network coding is used to improve network performance. The contributions of this paper include:
• First, we construct a physical D2D network with high communication reliability using geographical proximity, in which any two devices can communicate to each other through a stable D2D communication link with high probability. Social communities are formulated according to the social relationships between users, then the devices in same community are ranked by an influence degree.
• Then, we propose a network coding based sociallyaware caching scheme. For each social community, devices cache block(s) independently according to a user-content contribution degree calculated by the BS. The contribution degree indicates how much the community can benefit from a specific device by caching the received content.
• Finally, we investigate the performance of NCSD and other three existing D2D caching schemes. Experimental results show that the proposed scheme outperforms three other caching schemes. The advantages are more pronounced when the caching space is limited and the request parameter is larger, i.e. when users prefer to request content not cached in the D2D caching network. The rest of article is organized as follows. We introduce related works in Section II. In Section III, we propose a network coding-based socially-aware D2D (NCSD) caching scheme. In Section IV, we evaluate the performance of four D2D caching strategies. Finally, in Section V we conclude the article.
II. RELATED WORKS
Caching is an efficient solution to conserve backhaul bandwidth, improve the performance of D2D communication networks and user experience. Ji et al. [11] proved that D2D caching networks outperform other approaches, such as conventional unicasting, harmonic broadcasting and network coded transmission from base station, in terms of high throughput and outage probability. Then, they proposed a deterministic caching strategy and a coded delivery strategy. The authors also considered a decentralized random caching strategy, where devices cache maximum distance separable-coded symbols with equal probability and decode by receiving enough symbols multicasted from others [12] . N. Golrezaei et al. proposed two D2D caching schemes, namely centralized and distributed caching, to improve the throughput of video transmission in cellular networks. In the centralized caching scheme, within a virtual cluster with k users, each user caches one of the k most popular content items without duplication. In the distributed caching scheme, within a cluster, each user caches content randomly and independently according to a Zipf-based caching distribution [13] . M. Afshang et al. modeled the locations of devices using the Poisson cluster process and introduced a cluster-centric method for content placement to improve the collective performance of all the devices in a cluster [14] . M. C. Lee et al. designed a clustering method to increase energy efficiency and throughput for BS-assisted D2D caching networks [15] , while M. Gregori et al. formulated the caching problem as a continuous time optimization problem, where optimal transmission and caching policies are determined by minimizing a generic cost function [16] . The authors in [17] introduced a mobility-aware caching scheme to maximize data offloading rates, where the most popular content should be cached by very slow-and fast-moving devices and the less popular content should be cached by users moving at a medium speed. S. Krishnan et al. modeled the users' locations using a Poisson point process, and developed a new model for distributed D2D caching network, where each device randomly caches one of the file portions to decrease latency [18] .
Chen et al. introduced a probabilistic D2D caching placement scheme to achieve highest cache hit probability and throughput of D2D caching network [24] . By investigating the relationship between offloading gain and the energy costs of the content holder, the authors presented a proactive caching policy and a user-centric protocol to offload traffic with lower energy cost [25] . D. Malak et al. extended a geographic content placement strategy, and proposed a spatiallycorrelated caching strategy to maximize the cache hit ratio. Within the exclusion radius, all the devices cache different files to increase caching diversity [26] . K. Wu et al. introduced a distributed request-aware packet caching scheme for D2D by jointly considering the properties of different requests and the requirements of the physical links [27] .
In recent years, several researches have taken into account the social relationship between devices [28] [29] [30] [31] . The social context of users has been captured to optimize resource allocation and offload traffic in small cell networks [28] . The authors demonstrated that a Nash equilibrium exists in the socially-aware caching game. Then, they introduced a socially-aware incentive algorithm to reduce the total cost of obtaining content [29] . The simulation results demonstrated that the proposed caching scheme increases the cache hit rate up to 51% compared to other caching strategies. B. Bai et al. proposed a novel hypergraph framework for a D2D caching network to improve energy and spectrum efficiency, which takes the D2D transmission strategy, common interests and social ties into consideration [30] . To guarantee physical link quality and effective cooperation, D. Wu et al. defined a socially-aware rate to take both social selfishness and link rates into consideration. They presented a socially-aware rate-based content sharing mode selection approach for D2D caching, which can increase average the individual utility of users [31] .
In summary, the performance of the proactive caching strategy depends on the accurate prediction of users' preference, and the cached content needs to be timely updated. Several works have taken the social relationship between users into consideration [28] [29] [30] [31] , however most focused on framework [30] or incentive schemes [29] rather than cache placement strategies.
In constrast, we introduce a socially-aware caching scheme to enhance the caching efficiency and improve the sum rate of the network. Each content is divided into several blocks, which are encoded using network coding. The proposed strategy is an on-path reactive caching, where the BS is responsible for calculating the average user-content contribution degree of the cached content to other users within the same community, and making caching decision for devices.
III. NETWORK CODING BASED SOCIALLY-AWARE CACHING STRATEGY
In this section, we introduce a network coding-based D2D caching model which takes into account the geographical and social relationship between devices. Firstly, we build a physical D2D network with high communication reliability, in which each device can communicate with others through a stable D2D link with high probability of future occurrence; then, communities are constructed using the Fast-Newman (FN) algorithm [32] . By modeling the content request progress as an Indian Buffet Process (IBP) [20] , we can calculate the user-content contribution degree of content c i received by user u j to other users in same community. The BS is responsible for calculating the user-content contribution degree and making caching decisions for user u j .
In our model, each content is divided into N blocks, then network coding is used to generate a coded block which is a linear combination of N blocks. For convenience, in the rest of paper, we will refer to coded blocks as simply ''blocks''. Random linear network coding (RLNC) has been proved to be a practical network coding method, where the probability of receiving N linearly independent blocks is (1 − 2 −8 ) (if the finite field size is 2 8 ). In this paper, we assume that any N blocks generated by the BS using RLNC are linearly independent. Each user requests and receives blocks from other devices or the BS. Once the user collects any N linearly independent blocks, the content can be recovered. However, if the block retrieved from user u i is cached by user u j , another user may receive two identical blocks from these users. This will lead to a waste of resources and the third user will be not be able recover the content using linearly dependent blocks. Therefore, we design a very lightweight scheme to guarantee any N of the blocks cached in D2D caching network are linearly independent, i.e. that only blocks retrieved from the BS can be cached by the devices.
A. CONSTRUCTION OF THE PHYSICAL D2D NETWORK
Due to the mobility of devices, it is necessary to construct a physical D2D network with high communication reliability to reduce outage probability and improve transmission reliability. Y. Zhang et al. defined a proximity metric w ij to represent the probability of successfully transmitting a block of content through a D2D communication link between user u i and user u j in the future. Proximity is calculated from their encounter history, which is recorded by the BS [19] . The geographical proximity metric w ij is given by Equation 1 and ranges from 0 to 1 [19] ,
where f (u; k, θ) is the probability density function of the encounter's duration, u is a parameter of the probability density function, k and θ are two parameters of the gamma function (k, θ), which is used to model the encounter duration between two users; X min is the minimal contact duration necessary for transferring a block of content; and γ (k, X min θ ) is given by:
Within the physical D2D network we constructed, the geophysical proximity of any two devices is larger than a threshold w th , which is a design parameter and ranges from 0 to 1. The larger the proximity is, the higher the probability of stable contact duration between user u i and user u j in the future is.
B. DEFINITION OF INFLUENCE DEGREE
Since the devices are carried by users, we take social relationship between users into consideration. By calculating the content interest similarity between any two users in the physical network constructed previously, social communities are constructed using the FN algorithm proposed by Newman [32] . The interest similarity S(i, j) is calculated using the cosine similarity measure given by:
where I ij 1 is the number of mutual interests shared by user u i and user u j , I i 2 = √ l i , and l i is the number of interests of user u i [33] .
We define the influence degree, P C a i of user u i in their community C a as Equation 4 :
where N a is the number of users in community C a , and i = j. A large P C a i indicates a high influence on other users in community C a . The user with highest influence degree will be labeled as the first user in the community.
C. CACHING STRATEGY
In the IBP model with K dishes and N labeled consumers, i.e. where u 1 , . . . , u N , the first consumer selects each dish with probability of α/K , and the number of selected dishes follows a Poisson(α) distribution. For the other consumers, u 2 , . . . , u N , their selections will be impacted only by the consumers in front of them. The probability of consumer u n also having dish k is m n−1 k /n, if dish k has already been tasted by consumers prior to u n , where m n−1 k is the number of consumers in front of u n who have selected dish k; otherwise the probability is α/(n·K n 0 ), where K n 0 is the number of dishes not selected by consumers in front of u n . For convenience, we refer to dish k as an ''old dish'' if it already has been tasted by consumers in front of u n , otherwise we refer to it as a ''new dish''. Therefore, the probability of consumer u n selecting dish k is given by:
It has been demonstrated that the influence between devices in the same community on requesting content can be modeled using an IBP model [19] . We label the users in same social community with their influence degree P C a i , and rank them in an ascending order. The user with the highest influence degree is labeled as the first user, u 1 , and the user with lowest influence degree is labeled as u N a , where N a is the number of users in community C a . By modeling the content requesting process as an IBP, we can define the average benefit of user u i caching content k for their community as the user-content contribution degree I C a ik , which is related to the user's label and other users' feedback, given by:
p jk (6) where N a is the number of users in the community C a , and p jk is the probability of user u j requesting content k, given by Equation 5 . In the special case where content k has been requested by user u j , we have p jk = 0. The larger the user content contribution degree is, the higher the probability that content k will be requested by other users in same community in the future. In our model, each content item is divided into M original blocks, then RLNC is used to generate a coded block which is a linear combination of M blocks. Once a user collects any M linearly independent coded blocks, the content can be recovered. When user u i requests a content item, the BS first checks whether enough coded blocks of this content can be received through D2D communications. If not, the BS will respond the request directly with the necessary coded blocks and make a caching decision for the user according to the latter's user-content contribution degree. Suppose m blocks are served through D2D communications, and the other (M − m) blocks are received from the BS. In order to guarantee all the blocks cached in the D2D caching network are linearly independent, only the blocks served by the BS can be cached by devices. When the BS serves user u i with (M − m) blocks of content k, it will calculate the user-content contribution degree I C a ik using Equation 6 . In our model, the BS is responsible for making caching decisions according to user-content contribution degree and the corresponding thresholds. We set two thresholds of the contribution degree, I 1 th and I 2 th (I 1 th < I 2 th ). If I C a ik ≥ I 2 th , all the blocks received from BS are cached by user u i ; if I 2 th > I C a ik ≥ I 1 th , min{η * M , (M − m)} blocks are cached by user u i . The caching parameter η is a design parameter, and ranges from 0 to 1. Otherwise, none of blocks are cached by the user, as described in Algorithm 1. To save energy and computational cost of devices, all the caching decisions are made by the BS. The complexity of constructing physical D2D communication network step is O(n). The complexity of constructing social communities step is O(n 2 ). The complexity of caching strategy step is O(n). Therefore, the complexity of Algorithm 1 is O(n 2 ), Label users in ascending order according to their influence degree, i.e. u 1 , u 2 , ......, u n ; 5: end for 3. Caching strategy 1: while user u i requests content k with M blocks do 2: if m blocks can be retrieved through D2D communication links then if I C a ik ≥ I 2 th then 8: Let num = M − m; 9: else 10: if I 2 th > I C a ik ≥ I 1 th then 11: Let num = min{η * M , (M − m)}; 12: end if 13: end if 14: BS serves request with (M − m) blocks and num directly; 15: end if 16: When user u i receives blocks 17: if num = 0 then 18: User u i caches num received blocks; 19: end if 20: end while
IV. SIMULATIONS
In this section, we study the performance of the NCSD and three existing D2D caching and communication approaches: Maximal Closeness (MC) [19] , Zipf-based Random Caching (ZRC) [13] and Most Popular Caching (MPC) [34] . MC is a reactive caching strategy, while ZRC and MPC are proactive caching strategies.
A. SIMULATION SETUP
In our simulations, the physical D2D network was established using the model provided by the CRAWDAD team. The model was created by deploying 27 mobile devices during a period of 79 days. The devices were carried by 22 undergraduate students, 3 postgraduate students and 2 members of staff of the department of computer science. All the devices were in the cellular network and the BS radius was 500m. The maximum D2D radius ranged from 5m to 50m. D2D communication links shared the same band with the cellular communications, i.e. inband D2D communications were utilized [35] .
We only take the co-channel interference scenario involving BS and D2D communications within the same cell into consideration. We used a reverse iterative combinatorial auction-based mechanism for resource allocating proposed by Xu et al. [36] . The content's popularity followed a Zipf distribution, while the content request process followed an IBP model. New content requests from user n followed a Poisson distribution with parameter α/n. We evaluated cache hit rates and sum rates of four schemes under different parameters. The cache hit rate is defined as the rate of the number of requests served by D2D caching network to the total number of user requests. The data rate of users served by BS and D2D is given by Equation 7 and Equation 8 respectively, as in [19] .
where P B , P k and P k are the transmission powers of the BS and devices k and k . N 0 is the white Gaussian noise at each device, d k,j is the distance between k and j, β is the passloss exponent, and h 0 is the channel power of the Rayleigh fading between devices, which follows the complex normal distribution CN (0, 1). γ k ,j ∈ {0, 1} indicates whether there is interference from D2D communication. The simulation parameters are given in TABLE 1.
B. SIMULATION RESULTS

1) EVALUATION OF PROXIMITY THRESHOLD
In NCSD, the geographical proximity threshold w th is designed to allow the formulation of a physical D2D network with high communication reliability. The selection of w th affects the performance of NCSD, as this value indicates the probability of establishing a successful D2D communication link in the future. FIGURE 1 shows the performance of NCSD for different proximity thresholds. If w th is small, the D2D communication between two users will fail with a high probability. On the contrary, if w th increases, although fewer devices in the network can be chosen as content providers, the quality of the D2D communication link between any two devices will increase. First, with the increase FIGURE 1. Impact of proximity threshold w th .
of w th , more blocks can be retrieved from other device through high-quality D2D communication links, therefore the cache hit and sum rates will be increased. When w th = 0.52, NCSD achieves its highest performance. Then, as w th is further increased, both the cache hit rate and sum rate decrease, since only a few devices will be selected. The cache hit rate decreases to zero when w th = 1, since no D2D communication link can be established.
2) EVALUATION OF OPTIMAL THRESHOLDS AND THE CACHING PARAMETER η
In NCSD, the number of content k blocks cached by device u i is determined by the BS, and depends on I C a ik , i.e. the usercontent contribution degree to its community. Two thresholds are set, I 1 th and I 2 th . If I C a ik ≥ I 2 th , all the blocks of content k received from BS are cached by the device; if I 2 th > I C a ik ≥ I 1 th , only some of blocks are cached; if I C a ik < I 1 th , none of blocks are cached. We jointly optimized the two thresholds under different parameters. The optimal thresholds of I 1 th and I 2 th under various system parameters are given in TABLEs 2 and 3. Parameter α of the Poisson distribution indicates the devices' online activities. When α increases, the quantity of requests generated by devices for new content will increase. In our strategy, only the blocks received from the BS can be cached by devices to provide linearly independent blocks for other devices. As α increases, most of the blocks received by device are from the BS. Therefore, the optimal thresholds of I 1 th and I 2 th are both increased to save caching space for the content with higher popularity, as shown in FIGURE 2(a) and 3(a). In FIGURE 2(b) and 3(b), we observe that, with the increasing of the cache size, the optimal thresholds I 1 th and I 2 th both decrease, since the network provides more caching space. For threshold I 1 th , with an increase of the threshold I 1 th , the cache hit rate decreases after an initial increase. The reason is that when the value of I 1 th is larger than all the user content contribution degrees, blocks will not be cached by any device. When threshold I 2 th is larger than all the user content contribution degrees, the cache hit rate remains stable as I 2 th increases. In NCSD, if the user-content contribution degree is between the two thresholds, min{η * M , M − m} blocks are cached. The selection of η will affect the performance of the proposed caching strategy. With the increase of η, caching redundancy will increase and diversity will be reduced. It is important to find the trade-off between the number of content items and number of blocks of a certain content cached in D2D caching network. The experimental results show that when η = 0.5, the NCSD achieves best performance, as presented in FIGURE 4.
3) INSTANTANEOUS PERFORMANCE
We investigated the instantaneous performance of four caching approaches during the whole process. In FIGURE 5 , we show the cache hit rates in each time slot, i.e. the instant cache hit rate, which is defined as the number of requests served within the D2D caching network to the total number of requests generated by users within one time slot. In our simulations, for proactive caching strategies (i.e. ZRC and MPC), in the first 12 time slots, the BS collects request information and makes predictions about content popularity, then precaches contents into devices. Therefore, the instant cache hit rate is zero in these time slots, then reaches its highest value during the 13th time slot. After the peak, the cache hit rates of the two proactive caching strategies decrease with time. This is because the caches cannot be updated timely. We also investigated the impact of different numbers of time slots for collecting information on the performance of proactive caching strategies. All the proactive strategies achieve their best performance with 12 time slots. For reactive caching strategies (i.e. NCSD and MC), the instant cache hit rate starts from zero since the D2D caching network has no cache; then, it increases with time and finally reaches a steady state. The proposed NCSD always preforms better than other caching strategies, since it can update cached content with time and takes into account both geophysical and social proximity between devices. We observe that the ZRC strategy achieves a higher cache hit rate than MC strategy during the 13th to 17th time slots. For the ZRC caching strategy, the popularity of cached content follows the Zipf distribution, so more requests can be satisfied by other devices. With time passing by, the cached contents cannot be updated, therefore the cache hit rate decreases. The download delay is defined as the time between a device sending a request and receiving the desired content. As shown in FIGURE 6, for reactive caching strategies, the average download delay decreases with time during the first 16 time slots, then reaches a steady state; the two proactive caching strategies achieve the lowest average downloading delay at the 13th time slots, then the average downloading delay increases with time, since the caches cannot be updated timely.
As shown in FIGUREs 7 and 8, for reactive caching strategies, the data rate of the users served by the BS and through D2D both increase with time during the first 16 time slots, then reach a relatively stable value. As time passes, more requests can be satisfied through D2D links since more content is cached by the devices. The BS-to-Device (B2D) data rate increases with time, since each user served by the BS has access to more bandwidth; the data rate of D2D also increases, since the distance between content consumer and content holder decreases. For proactive caching strategies, during the first 12 time slots, the data rates of users served by the BS is almost stable, while the data rates of users served by other devices remain zero; since there is no cache in the D2D caching network. After the 13th time slots, the data rates of users served by the BS and D2D achieve the highest values, which subsequently decrease with time.
In summary, the performance of reactive caching strategies increases with time in the first 16 time slots, and then reaches a steady state. Proactive caching strategies achieve the best performance at the time of pre-caching contents into D2D caching network; then the performance decreases with time since the caches cannot be updated timely. When α increases, the number of new content items requested by devices will increase, while the number of old content requested will decrease. In this case, more requests will be served by the BS. In FIGURE 9 (a), we see that the cache hit rate of the four schemes decreases as α increases, while the NCSD scheme outperforms the other three schemes, especially for large values of α. Since with growth of α, the quantity of requests generated by devices will increase, the sum rate will increase (FIGURE 9(b) ). The proposed NCSD strategy achieves highest the cache hit and sum rates due to its socially-aware caching algorithm and caching coded blocks instead of the whole content.
5) IMPACT OF CACHE SIZE
FIGURE 10 presents the cache hit and sum rates of the four strategies for various cache sizes and a fixed Poisson parameter (α = 20). A larger available cache space allows more blocks to be cached in the D2D caching network. Therefore, the number of requests satisfied by the caching network increases, as evident in FIGURE 10(a) , while the traffic from the BS to devices decreases, as shown in FIG-URE 10(b). In NCSD, a physical D2D network with high communication reliability is formulated to guarantee stable D2D communication links between any two devices. Moreover, it also takes into account the social relationships between users. The number of blocks of a certain content that can be cached depends on the user content contribu- tion degree. To save caching space and improve caching efficiency, the larger the user-content contribution degree is, the more blocks of the content will be cached in the D2D caching network. As a result, all the blocks cached by devices will bring enormous benefits for other devices in the same social community. Thus, our NCSD scheme can significantly improve caching performance. The improvement is more obvious for smaller cache sizes, since in the future each cached block will be requested by other devices with a high probability.
6) IMPACT OF USERS NUMBER AND MAXIMUM D2D COMMUNICATION DISTANCE FIGURE 11 displays the cache hit and sum rates of the four schemes for different numbers of devices. As the number of devices increases, the total caching space in the D2D caching network increases. In consequence, both the cache hit rate and the sum rate will increase. The larger the maximum D2D communication distance is, the more blocks can be retrieved through D2D communication links. As a result, it will increase both the cache hit rate and the sum rate, as shown in FIGURE 12. 
V. CONCLUSION
In this paper, we introduce a network coding-based sociallyaware D2D caching scheme (NCSD). First, we formulate a physical D2D network with high communication reliability according to geographical proximity to ensure that devices can establish stable D2D communications with high probability in the future; then, social communities are constructed according to the social relationship between users, and the devices in same community are ranked by their influence degree. The BSs are responsible for calculating the usercontent contribution degree and making decisions on whether to cache blocks and how many blocks can be cached by each device. The use-content contribution degree indicates how much the community can benefit from a specific device within the community caching the received blocks of content. We have shown that the proposed NCSD can significantly improve network performance compared with the other three caching strategies. In our future work, we intend to use reinforcement learning for caching in BSs. 
