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Abstract: This paper  investigates performance limitations im- 
posed by 'non-minimum  phase' characteristics of a nonlinear 
time-varying plant.  A performance criterion is defined which, 
in  the  linear case, is analogous  to minimizing the sensitivity 
over a given frequency band. It is shown that if the nonlinear 
plant  is  'non-minimum  phase',  then  the  frequency-weighted 
sensitivity cannot  be made arbitrarily small while keeping the 
overall sensitivity bounded.  The non-minimum phasedness of 
the plant  is stated in terms of a deficiency in its range. These 
results extend the familiar 'push/pop' phenomenon in sensitiv- 
ity optimization to a nonlinear time-varying setting. 
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considered  in  [7,10,16].  For  example  it  has  been 
shown  for plants  with  rational  transfer  functions 
that  if  the  plant  is  minimum  phase,  then 
/~(P,  K,  ~2)  can  be  made  arbitrarily  small  while 
keeping  the  overall  sensitivity  bounded  [16].  In 
case  the  plant  has  open  right-half-plane  zeros, 
then  making  /~(P,  K,  I2)  arbitrarily  small  comes 
at  the  cost  of making  the  overall  sensitivity  arbi- 
trarily  large  [7].  This  has  been  called  the 
'push/pop'  or 'waterbed' phenomenon.  These  re- 
sults  were later  extended  to plants  with  irrational 
transfer  functions  in  [10].  For  further  results  on 
achievable performance,  see [2,8,11]. 
In this paper, we consider analogous results  for 
general  nonlinear  time-varying  plants  and  com- 
pensators.  Using  a  disturbance  rejection  interpre- 
tation of the above performance measure, an anal- 
ogous performance measure  is defined  as follows. 
Let  ~  be  a  given  bounded  class  of finite-energy 
disturbances.  Then define 
1.  Introduction 
/~(P,  K,  12,  ~).'=  sup  [[(I+PK)-tdlla, 
One measure  of performance in linear  time-in- 
variant  (LTI)  feedback  systems  is  the  magnitude 
of a  frequency-weighted  sensitivity  transfer  func- 
tion.  More  precisely,  let  P  be  an  LTI  plant  with 
transfer  function  p(s)  and  let  K  be a  stabilizing 
compensator  with  transfer  function  k(s).  Then 
given  a  range  of  frequencies,  I2,  a  measure  of 
performance is 
#(P,  K,  $2):=  sup  I(1 +p(j~o)k(j~0))-'  I. 
w~$2 
For  further  discussion  and  motivation  of  such 
performance measures,  see [6] and references con- 
tained  therein. 
Given this  performance measure,  an important 
question is then what properties  of the plant limit 
the  the  achievable  performance?  This  has  been 
where  11"114 denotes  the  signal-energy distributed 
over the  frequency range  $2.  We  show  that  if  the 
plant  is  'non-minimum  phase',  then  making 
/~(P,  K,  I2,  ~)  arbitrarily  small comes at the cost 
of making  response  to  an  admissible  disturbance 
arbitrarily  large.  In  this  nonlinear  setting,  the 
non-minimum  phase  property  is  expressed  as  a 
deficiency in  the  range  of the  plant.  The  goal  of 
minimizing  such  performance  measures  for  non- 
linear plants is considered in [1]. 
The  remainder  of  this  paper  is  organized  as 
follows.  We  establish  some  preliminary  notation 
and  definitions  in  Section  2.  In  Section  3,  we 
define  precisely  our  performance  objective  and 
show how a  non-minimum  phase plant  limits  the 
achievable  performance.  Finally,  we  discuss  our 
definition  of  non-minimum  phase  for  nonlinear 
plants in Section 4. 
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2.  Preliminary  definitions 
Let  ,.~2(S)  denote the  standard  Hilbert space 
of real-valued measurable  square-integrable func- 
tions  defined  on  either  S=~  or  S=~+  with 
norm  I1" I[z~s~- The  inner  product  in  £~2(S)  is 
denoted  (f, g).~(s).  For f~582(S),  f  denotes 
the Fourier transform of f. Note that via Parseval's 
identity (e.g., [5]) 
(f,  g)_~2(s  , := f/(t)g(t)  at 
1  oo  ^ 
-  2-~r L  ~f(-J~°)g(Jw)  d~o. 
For  ~c~  with  non-zero  measure  and  f  e 
•  ~2(S),  II f  Ila is defined as 
(ljo 
l[ f  11~:=  ~  ]f(j~0)  d~0  . 
Note  that  for f~2(~+),  if  II f  I1~ =  0  then via 
the analyticity of f  in the open right-half complex 
plane,  f=  0 [12,  Theorem 17.18]. 
Let  f  be a  real-valued  function on  ~+.  Then 
Hvf,  T  ~  ~+, denotes the function defined by 
(l_iTf)(t)..=[f(t),  O<~t<~T, 
[0,  t>T. 
Let  2  +  .2ae (~)  denote the  set  of locally ~a2  func- 
tions, i.e., 
.£fe2(5~  +) := {f: 5~+--* ~+:  IIrfG~2(~+), 
VT~5~  + }. 
A  sequence  {f,} c~a2(S)  is  said  to  weakly 
converge to f0 ~£P2(S) if for all  g ~.~2(3), 
lim (f.,  g)~o2(s ) =  (fo,  g)~2(s)" 
n 
A  mapping  H: SaeZ(~+) ~£'aez(~  +)  is  called 
an I/0  operator if it is unbiased and causal. That 
is,  HO =  O, and 
HTHf=HTHHTf,  WT~5~  +, Vf~.~2(~+), 
respectively. 
Let  H  be an  I/O  operator. The domain of H, 
denoted  D(H),  and  the  range of  H,  denoted 
R(H), are defined as follows: 
D(H) := ( fc.L~a2(.~+):  Hf~.LP2(~+)}, 
R(H):=  {Hf: f~D(H)}. 
Fig. 1. Feedback  system. 
The ~2(5~+)-c[osure of R(H) is denoted cl R(H). 
The weak closure of R(H) is denoted wk-cl R(H). 
If R(H) is convex ( as in the linear case), then [3, 
Theorem V.1.4] 
cl R(H) = wk-cl R(/-/). 
For further discussion  on domains and  ranges of 
nonlinear I/O operators, see [13,14]. 
Now  consider  the  feedback  system  shown  in 
Figure 1, where P  and  K  are I/O operators. This 
system is said to be well-posed if for every (d,  n) 
E,~e2(,~  +) X.~e2(,~+), there exist unique (y, e) 
A°e2(~+) X £~'e2(~+)  such that 
y = d- Pe, 
e=n+ Ky, 
and  the mapping  (d,  n)~  (y, e) is causal  [5,15]. 
The feedback system  is  called  stable  (also  called 
S-stable in [4]) if 
(d, n) E,,,'~2(..~ +) X,~2(O,~ + ) 
(y, n) eze2( +) 
and there exists a continuous non-decreasing func- 
tion ~k : ~'+ ~  ~'+  with ~k (0) =  0 such that 
II Y Ilz2(~+) +  II d l[~2(.~e+) 
<~(  IId IL~+~  +  II n IL~,~+)), 
V(d, n) 
In this case, the compensator K  is said to stabilize 
the plant  P. 
3.  Limitations  in sensitivity  reduction 
We begin  by defining  a  performance measure 
analogous  to  the  maximum  magnitude  of  the 
sensitivity  transfer  function  over  a  specified 
frequency  interval.  Let  the  subset  I2 c  ~  have 
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bounded set of disturbances.  Then for any plant, 
P, and stabilizing compensator,  K, we define 
~(P,  K, ~, ~):--  sup N(I+PK)-'dlIa. 
Informally, the performance measure g(P,  K,  I2, 
~)  simply  expresses  the  maximum  effect  of  a 
disturbance  d ~ ~  on the energy of 
y=  (I+ PK)-~d 
in the frequency interval 12. 
This performance objective is particularly well- 
suited  to  nonlinear  systems.  It  avoids  induced 
norms since bounding the output norm by a linear 
function of the input norm can be too restrictive. 
Furthermore, it allows the class of disturbances to 
be defined as desired. For example, suppose ~  is 
defined by 
~=  {d~aO~(~+):  lidlL~+,~< c, 
and  Id(t) l <~ c2 }. 
Then  the  presence  of  the  magnitude  bound  on 
d(t) could be used to limit the disturbance to the 
'operating region' of the nonlinear plant. 
The main result is the following. 
weakly toy  o ~2(  ~+) and  II y,, I1~ --> 0.  Then y o = 
O. 
Proof.  For  any  g~Ap2(~+),  let  ~,~£p2(~)  de- 
note the 'backwards extension' of g. That is, 
~(t)={g(')'  t>~0, 
0,  t<0. 
It is easy to see that  {~,} c0~2(.~  ') converges 
weakly to .Y0 ~&a2(~).  Thus for any f~.~2(~,), 
(-V-'  f)-~h~)~  (.Vo, f)~2(~). 
Pick f~Lp2(~)  such that 
t 0,  otherwise. 
Then via Parseval's identity, 
<Yo, f>.~(~> --' II y0 I1~. 
However via  Schwarz's  inequality  and  Parseval's 
identity 
(Y., f)~(~e) ~<  [I Y. lid [I f  lis~ --+ 0. 
It  follows  that  II Y0 I1~ =  0  which  implies  Y0 =  0. 
[] 
Theorem  3.1.  Let  $2 c~  have  non-zero  measure 
and  let  ~c&a2(~+)  be  a  bounded  set  of  dis- 
turbances.  Let  { K. }  be a  sequence  of I/0  oper- 
ators  which stabilize the I/0  operator  P.  Suppose 
that 
~  wk-cl R(P). 
Then  g( P,  K.,  $2,  ~  )~  0  implies 
sup sup I1(I+ PK.)-ld  I!.z~+> =  ~. 
n  d~.@ 
In case ~  is defined by 
~= {  f~(~+):  II S I~,~+~ ~ 1), 
and both  P  and  K  are LTI, it is easy to see that 
Theorem 3.1  degenerates to the results in [7,10]. 
Before  proving  Theorem  3.1,  we  establish  a 
useful lemma. 
Lemma  3.1.  Let  ~2 c  5#t  have  non-zero  measure. 
Suppose  the  sequence  { y. } c.Eaz( ~ +)  converges 
Proof of Theorem 3.1.  We prove Theorem 3.1  by 
contradiction. Suppose that  the sequence (K. } is 
such that 
sup sup II (I + PKn)-ld [[~h~+) ~< M  <  ~. 
n  dE.@ 
Since  ~  wk-cl R(P),  there  exists  a  d* ~ 
such that  d*~  wk-cl R(P). Define 
y.= (I + PK.)-'d*. 
Then d*  and  y. satisfy 
y. + PK.y.=d* 
We  first  show  that  PK.y. ~  R(P).  Since each 
K.  stabilizes  P, we have 
K,y, = K,( I + PK,)-id*  ~.~2( ~+ ). 
Since 
PK, y, = d* -  y,  E...~2(~+), 
it follows that  PK, y, E R(P). 
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ists  a  weakly  convergent  subsequence  which  we 
relabel (y,} [3, Theorem V.3.1]. Since  II y. 11~ ---' 0, 
it follows from Lemma 3.1  that  (%, } weakly con- 
verges to 0,  and hence d* ~  wk-cl R(P)  -  a  con- 
tradiction.  [] 
4. Non-minimum phase nonlinear plants 
The non-minimum  phase condition on P  stated 
in  Theorem  3.1  is  in  terms  of  a  deficiency  in 
R(P).  More precisely, there exists a  d* ~  ~  such 
that  de  wk-cl R(P). This condition may be inter- 
preted  as  an  inability to  construct  a  'stable  ap- 
proximate  inverse' of  P.  In  the  LTI  case,  this  is 
analogous to  the  transfer function of  P  having a 
right-half-plane zero  (e.g.,  [7]).  For  a  differential 
geometric  viewpoint  of  minimum phasedness  in 
nonlinear plants, see [9]. 
Note  that  the  given proof  of  Theorem  3.1  re- 
quires that  the  deficiency in  R(P)  is in terms  of 
the weak closure of R (P) and not the norm closure. 
For a  general nonlinear plant, 
cl R ( P ) c  wk-cl R ( P ), 
with strict containment possible. As stated in Sec- 
tion 2, however, the two sets coincide when  R(P) 
is  convex.  The  following proposition gives  some 
additional  insight  into  the  structure  of  the  set 
wk-cl R ( P ). 
Since the transfer function of F  is strictly proper, 
it can be shown that 
lim II HrFq)k [~2(~e~ ~  = O. 
k 
Since any weakly convergent sequence is bounded, 
this implies that the quantity 
sup  IIrF  E  ( ak -  bk,~)~ 
n  ]k I ~>K  ,~2(.~+) 
may  be  made  arbitrarily  small  via  appropriate 
choice of K. Since ( Yn } converges weakly to d, we 
have that for any k, 
lim bk, ~ =  a k. 
n 
Using that 
F( d-  y.) = F  Z  ( ak -- bk,~)qJk 
Ikl<K 
+ F  ~  ( a~ -- bk,~)~k 
]kl>~K 
then leads to the desired result.  [] 
In words, Proposition 4.1  states that the closure 
and weak  closure of  R(P)  coincide modulo low- 
pass filtering and a  finite time horizon. 
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