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This thesis investigates how to effectively 
use mobile reference devices to help locating 
the nodes of a wireless sensor network 
(WSN) using received signal strength (RSS) 
measurements. In particular, a robot capable 
of self-localization and mapping is used as a 
mobile beacon. The aim is to produce 
accurate, precise, practical and 
computationally efﬁcient localization 
methods that can be used in real ad-hoc 
deployments without prior training data, 
such as emergency and rescue scenarios. 
Although using RSS for localization is a well 
established research ﬁeld, how to do it fully 
exploiting the rich spatial sampling 
capabilities offered by mobile reference 
devices is still largely unexplored. The 
studies presented here beneﬁt from this 
richness in order to obtain better RSS 
models and position estimators. The 
proposed localization methods are validated 
using real measurements collected in three 
different indoor environments with a 
demonstrated sub-meter accuracy in all of 
them. 
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rescue operations, which are characterized by the lack of a pre-installed infrastructure and on-
site training data. 
The base scenario is an unexplored environment in which the nodes of a WSN are distributed 
in random unknown positions. A robot capable of simultaneous localization and mapping is 
used as a mobile beacon, with the help of which the nodes' position can be estimated accurately 
using received signal strength (RSS) measurements. Using data collected in three different 
environments, we demonstrate sub-metre accuracy for some of the proposed methods, part of 
which are self-adaptive and can cope with changes in the environment. 
The localization algorithms are based on least squares (LS) and maximum likelihood (ML) 
estimation relying on parametric measurement models. In order to obtain a realistic 
conﬁdence indicator on the estimates, special attention is paid to the calculation of their 
covariance. The work presented includes studies on the variability of the log-normal model 
parameters typically observed in WSNs, the sensitivity of ML position estimators due to this 
variability, the over-conﬁdence of the estimates under the assumption of identically and 
independently distributed errors, the spatial autocorrelation of the RSS and the usage of 
concentrated log-likelihoods to jointly estimate position and model parameters while solving 
identiﬁability and convergence issues using regularization. 
In addition to ML, three families of linear position estimators are studied and evaluated, two 
of which are new. Unlike non-linear methods, they do not require initial estimates. Two of them 
have closed analytical forms, and therefore are computationally efﬁcient. The third is iterative, 
and it has demonstrated an excellent performance comparable to ML in our experiments. 
All in all, besides contributing to the ﬁeld of localization, this work represents a small step 
towards understanding and leveraging the potential beneﬁts of using mobile robots as assistive 
localization devices. 
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Preface
This thesis is the result of years of dedicated research that begun to take off
under the framework of the WISM2 project (11/2010 - 02/2013). WISM stands
for wireless sensor systems in indoor situation modelling, and its aim was to use
wireless sensor networks (WSNs) and other technologies to build and enhance
awareness in emergency and rescue operations. This requires the capability of
locating the nodes of the network in previously unexplored environments and with
no pre-installed infrastructure. I was invited to join the project as a localization
specialist to solve that particular problem. Being part of a robotics lab, the idea of
using a robot as a mobile beacon arose naturally and almost instantaneously. The
result was an interesting, focused and challenging but tractable problem suitable
for a doctoral dissertation that appears in many practical scenarios, emphasizing
the potential applicability of the research outcomes.
It took me several years of determined work to arrive to the point at which
this book would be ready for submission. Besides personal work, the research
activity usually requires a proper context that facilitates the work and symbiotic
cooperation with other researchers and colleagues. In this respect, I could not
conceive of my book in its present form without those that conformed this context,
and to whom I am deeply thankful.
First, I would like to thank my supervisors, Professors Ville Kyrki and Aarne
Halme, who provided me with inestimable insights that helped me shape my
research and its presentation. I feel privileged after having enjoyed technical
discussions with Professor Kyrki and his exemplary and detailed feedback. Pro-
fessor Halme was also the leader of the generic intelligent machines (GIM) centre
of excellence, the main funding instrument for my research, and I am especially
grateful to him for his continuous support and trust during all these years. I
would also like to thank my pre-examiners, Professors Henk Wymeersch and
Gonzalo Seco-Granados, for their invaluable input, which helped me to obtain
new fresh perspectives and improve the quality of this study.
From the WISM2 project, I feel particularly grateful to Maurizio Bocca for
his coaching, trust and assistance, even when he was already in Utah, to Ossi
Kaltiokallio for preparing the software that controlled the wireless network during
the data-collection experiments, and to Jari Saarinen, Mathew Myrsky and Antti
ii
Maula for the existence of and assistance with J2B2, a crucial actor in this play.
Finally, I cannot forget Jussi Timomen, a key person that made the project not
only possible and successful but also exciting and really fun.
I would also like to thank in general my former colleagues from the vanha
labra for their contributions to the friendly and pleasant atmosphere that still
remains in the heads and harts of most (if not all) of us. Special thanks go
to Panu Harmo, for all his support during my years in TKK and Aalto in all
imaginable aspects. Since my arrival as an Erasmus student, he has been source
of inspiration and wisdom beyond just university matters. Thanks also go to
Jere Knuuttila, who was my first interface with Finland and introduced me to
the sublime worlds of sauna, salmiakki and other aspects of Finnish culture. I
would also like to thank Jose´ Luis Peralta for his complicity, close friendship and
support throughout the graduation process, Janne Paanaja¨rvi for his continuous
predisposition to discuss scientific matters and offer his broad knowledge to all
of us, and to Giusepe Peppe for all the world shared on two wheels.
From the Finnish Geospatial Research Institute, I would like to thank Heidi
Kuusniemi and Rob Guinness for allowing me to use working time to finish this
manuscript and for their patience waiting for the result.
And yes, there is life on the frontier of academic matters and behind it. I am
grateful to have had many friends around that helped me digest better or else
forget my long working days and refocus on other important things in life. For
those remarkable lunch sessions, which fixed so many potentially lousy working
days, I want to thank especially Jan Kallenbach, Tommi Kauppinen, Evgenia
Litvinova, Andre` Schumacher, Carlos Lamuela and Mathew Turnquist, and for
all the Otaniemi-free great life experiences, I want to thank especially Alberto
Garc´ıa, Juan Gutie´rrez, Javier Pe´rez, Fernando Losada, Manuel Jime´nez, David
Gambarte, Ruth Franco, Pablo Iglesias, Mar´ıa Razzauti, Sanna Koivu, Susanna
Nenonen, Katja Nieminen and Anna-Kaisa Ra¨isa¨nen.
Finally, I should not forget my roots in Spain. Thanks to my friends from
Villalba, with whom I can always ‘go back to my old life’ and without whom the
escapes to my own country would not be so appealing and comforting. Special
thanks to Guillermo and Enrique Alonso, O´scar Mulet and Daniel Rueda, who
have been following my progress in every visit and with whom I have shared
all the secrets of my life here up north. Also thanks to Fernando Dı´az and
Vı´ctor Pe´rez, distinguished Erasmus co-adventurers in Finland, and to Jaime
Tasco´n, who always enlivens the situation with his incomparable sense of humour.
And finally, to my closest family: my sisters Sol and Zulema, my father, Cuca
and Manolo, and last, but most importantly, to my mother, for her true and
unconditional love and support.
Espoo, February 2016,
Jose´ Mar´ıa Vallet Garc´ıa
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2 1.1. Motivation and Objectives
1.1 Motivation and Objectives
Localization, within the present context, can be defined as a problem of position
estimation. Humans and animals deal with this problem daily in a natural way,
in the sense that most of the time we are not conscious of the problem that
our brain is solving; it simply happens. We are travellers and wanderers, and
therefore need to know where we are and how to get to different places. For
that purpose nature and evolution have provided us with sophisticated sensing
organs and a processing unit, the brain, capable of analyzing large amounts of
information and yield results in real time.
Humans in particular have gone further. When our intelligence has allowed
us to develop technology, we have been able to build artificial instruments and
methods that enables us to estimate position and navigate in contexts for which
our brain itself was, and is, not prepared. In that sense, these instruments com-
plement our brain’s capabilities allowing us to become aware of our position at
higher levels of abstraction. Thanks to this ability, and following our internal
exploratory instincts, we have been able to explore far lands, create routes for
commerce and expand geographically our domains and civilizations.
As the technology has evolved, localization techniques have evolved with it,
and this eventually made it possible to estimate position from anywhere on our
planet. Industrialization and the development of automation and digital techno-
logies have made further profound changes in the instruments used for localization
purposes. We now have devices that can estimate position automatically, thus
allowing end users to leverage the need for specialized orientation knowledge.
In particular, outdoor localization has since been made available to the general
public via global navigation satellite system (GNSS) technologies, especially that
of global positioning system (GPS). This in itself has opened the door for more
location based services (LBSs), further fostering the demand for more innovative
localization technologies that could then open doors to new types of applications.
Context Awareness using WSNs: the Need for Localization
Currently, continuous evolution and miniaturization in microelectronics has made
it possible to have computing power everywhere and anytime, a concept that is
known as ubiquitous computing. Parallel to these advances, the development
of radio-communications has made it possible to have generally available radios
that can be used effectively for short-range communications in portable devices.
The combination of ubiquitous computing and radio-communications together
with sensing technology has given rise to the concept of wireless sensor networks
(WSNs), which is a relatively new versatile and challenging practical paradigm
for distributed applications.
WSNs are generally formed by small, low-cost and highly constrained devices
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equipped with radios and diverse measurement sensors that can be deployed
in large numbers. Once deployed, they can communicate with each other and
send their sensory information to, e.g. a central server. From an engineering
standpoint, the availability of large numbers of nodes provides robustness through
redundancy to the overall system. Information-wise, it makes it possible to collect
geographically distributed measurements, resulting in richer and more complete
contextual information. This capability of acquiring more complete information
makes WSNs a very attractive tool to be used in applications aimed at sensing
environments, and more specifically in those targeted at building or enhancing
context awareness.
The utility of WSNs in these types of applications relies completely on the
ability to relate measurements to the position at which they are collected. The
feasibility of this depends strongly on the type of application that the WSN is
going to be used for. In the best-case scenario, the WSN can be deployed a priori
placing the nodes in known positions within the desired environment. This im-
plicitly means that a map of the environment is available whereby the nodes can
be referenced. An example of this type of situation is the monitoring of an in-
dustrial process, in which the nodes are installed in well-planned, fixed positions.
The floor-plan of the environment is unlikely to change, and if it does, the per-
sonnel can re-locate the nodes at will, always in known positions. Therefore, the
association between information and its point of origin is guaranteed by design.
On the other hand, in the worst-case scenario the network will have to be
deployed completely ad-hoc, placing the nodes at random unknown positions in an
unknown and dynamic environment. Examples of such situations are emergency
and rescue (ER) scenarios, such as fires, earthquakes and hostage situations. In
this type of scenarios, when an emergency occurs a first responder has to travel
to a specific place with all of their equipment within a short time, and typically
with very limited or non-existing prior contextual information. The WSN will
then be used to obtain and maintain context awareness, which will aid making
decisions towards an effective resolution of the situation.
A concrete example of this type of scenario could be a building on fire. When
the fire brigade first arrives to the scene, the information available to the team is
very scarce and mostly consists of conjectures based on first arrival observations.
It is clear that factual contextual information will be invaluable for tracing and
maintaining an action plan. For that purpose, the fire fighters could deploy a
WSN within the affected building to collect relevant information, such as the
temperature in the rooms, the concentration of gases and the velocity of the
wind, which will help understand what is happening inside the building. This
information can be then used to, e.g. monitor the structural status of the building,
predict the evolution of the fire and gases and select accordingly in real time the
best actual and future evacuation routes.
4 1.1. Motivation and Objectives
The deployment of the network can be done in different ways. However,
given the chaotic nature of ER situations and the typical lack of floor plans or
maps, the resulting position of the nodes is usually unknown independently of the
deployment method. Some of the nodes might be naturally mobile, for example
those attached physically to the rescue team members. Additionally, those placed
in fixed positions might move, perhaps because they simply drop, are accidentally
kicked or because of the collapse of parts of the structure. Therefore, in the
most general case, using WSN for context awareness in ER scenarios requires the
capability to automatically localize the nodes that form the network.
Robot-Assisted Localization
Radio localization methods typically require the availability of some devices with
known location that can transmit or receive radio signals. These devices can then
be used as references with the help of which the rest of the nodes can be located.
However, in ER situations one cannot realistically assume the availability of a
pre-installed infrastructure in the area of interest. As already argued, in the most
general case the first responder team will have to install the required equipment
as they arrive, including the WSN. Therefore, in the most generic scenario, the
nature of ER situations requires localization methods that do not rely on an
existing pre-installed infrastructure.
In this thesis, we propose and investigate the possibility of using a robot as
a mobile beacon for localization in WSNs. Mobile robots can be equipped with
complex and expensive sensors with which they can map the environment and
estimate their position within that map. Because their position is known at all
times, they can act as mobile references for the rest of the nodes, and therefore
leverage the need for a pre-installed infrastructure. In particular we will use a
single robot to locate the nodes of a WSN using received signal strength (RSS)
measurements and model-based algorithms, although the methodology can also
be exploited when using more robots and other types of observations (e.g. time
of arrival (ToA)).
Using mobile robots as a localization assistive devices has other advantages
besides eliminating the need for a fixed infrastructure. As mentioned above, they
can generate a map of the environment. This map can be used as a global refer-
ence for any other location-based service required. This eliminates the problem
of establishing a coordinate system, which is a fundamental step in relative lo-
calization. Additionally, being mobile, the robots can collect large numbers of
observations in more geographically distributed areas as opposed to using fixed
sensors. This results in richer datasets containing more information, which can
be exploited to produce better position estimates in two ways: first, intuitively,
localization algorithms are expected to produce better estimates when more in-
formation is available; second, the fact that the measurements are geographically
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distributed and available in large numbers makes it possible to characterize the
radio-propagation environment locally. This geographical specialization of the
model results in better predictions of the RSS in all the environment, which in
turn can increase significantly the performance of localization algorithms.
Scope and Objectives of the Thesis
Despite the great potential advantages that using mobile robots could offer in
many practical situations requiring localization services, the reality is that they
are seldom used in real scenarios for that purpose. The work presented in this
thesis is a small step towards understanding, leveraging and fully exploiting the
capabilities of mobile robots as localization-assistive devices in many applications.
The main research questions addressed are: a) How can we exploit the rich
spatial information provided by a mobile robot to estimate the position of the
nodes of a WSN as accurately and precisely as possible? b) Furthermore, how
can we do it in a computationally efficient manner? c) And last but not least,
how can this be done in real ad-hoc deployments with no a priori information
about the environment?
The work presented here is grounded in RSS-based position estimation using
parametric models, and as such the most general goal is to extend the state
of the art by proposing new practical and computationally efficient localization
methods. In order to address the first two research questions, we conduct studies
pertaining RSS modelling and algorithms development. The third question is
then addressed by proposing localization algorithms that do not require model
identification prior to the position estimation.
The means by which the WSN is deployed is not within the scope of this
thesis, nor is the technology required in order for the robot to be able to map the
surroundings and locate itself. That is to say, we depart from the assumption
that the nodes have been deployed by some means, and that a simultaneous local-
ization and mapping (SLAM) capable robot is readily available for our purposes.
The steering agent is the applicability in context awareness, particularly in
ER scenarios. Therefore, we put a strong emphasis on the practicality of the
solutions proposed. For that purpose, the algorithms introduced in this study
have been tested with real data gathered in three different environments, each
with distinct characteristics (see Section 1.4). However, we recognize the large
difference between a real ER scenario and the conditions under which the data
have been collected in our laboratory tests. Hence we do not consider that the
methods proposed are ready to be used in all possible types of real emergen-
cies scenarios, but rather that we have made a small contribution towards that
possibility.
6 1.2. Localization Methods
1.2 Localization Methods
The problem of estimating the position from which a signal emanates is known
in scientific literature as the source localization problem. In this thesis the aim is
to locate the nodes of a WSN using a robot that sends radio packets. Therefore
the source of the signals is the robot, and not the nodes that we want to locate.
However, by the principle of reciprocity the situation is equivalent to the one in
which the node sends and the robot listens (see Section 1.3). Therefore, source
localization algorithms can be directly applied in our problem, and in fact they
are a central topic in this work.
There are several radio-signal measurements and positioning methods that can
be exploited for source localization. Regarding the type of signals observed, we
primarily have signal strength, propagation time and angle of arrival (AoA). RSS-
based methods use the signal strength of arriving packets as the main observation
from which position will be inferred. Time-based approaches instead use the
time that it takes for a signal to travel from the transmitter to the receiver
(ToA), the round trip time (RTT) or the time difference of arrival (TDoA).
Finally, AoA exploits measurements of the relative angle between the radios. Our
interest is mainly in RSS, simply because the radios that we have available already
provide that particular signal. This is a direct consequence of the low complexity
and price of the circuitry necessary to measure signal strength, which contrasts
with the intricacy of the technology required for measuring propagation time.
Although time-based technology has a great potential for localization [Gezici
et al., 2005, Gustafsson and Gunnarsson, 2005], the reality is that there are
few commercial, off-the-shelf radios currently available with which time-related
measurements are possible, whereas RSS is available in almost all radios.
With respect to the localization algorithms, different classifications are pos-
sible. For example, Seco et al. distinguish four main groups attending to the
mathematical method used: geometry-based methods, minimization of a cost
function, fingerprinting and Bayesian techniques [Seco et al., 2009]. Agrawal
and Patwari consider three main categories: model-based, kernel-based and fin-
gerprinting algorithms [Agrawal and Patwari, 2011]. We consider here a broad
categorization into two major groups attending to the degree of dependency on
training data prior to the exploitation or production phase: model-based and
pattern matching, also known as fingerprinting.
Model-based methods aim at finding simple parametric statistical models that
relate the RSS to the transmitter-receiver (T-R) distance. The models are then
exploited in different ways for position estimation. Perhaps the most widely used
RSS-distance model in the scientific literature is the site-specific log-normal model
proposed by Seidel and Rappaport in [Seidel and Rappaport, 1992]. It consists of
a straight line decaying with the log-distance plus a normally distributed error,
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and is characterized by three parameters that depend on the hardware (HW)
used and the aggregate characteristics of the radio environment (see Section 2.5).
For an optimal performance of the localization methods, these parameters must
be estimated using training data collected in the specific environment where the
model is to be used. After identifying the model, the training data is no longer
necessary for estimating position.
One of the main challenges of RSS-distance model-based localization methods
is that simple parametric models work well only in very homogeneous environ-
ments, and they are not good predictors in the typically complex indoor settings.
Acknowledging this difficulty, fingerprinting localization methods do not aim at
finding a formal RSS-distance dependence. Instead, their goal is to produce a
direct mapping between the RSS and the position. They rely completely on
a training phase in which vectors of RSS measurements associated with fixed
reference devices are stored together with the position in which they are collec-
ted. Position estimates are then produced directly using a sub-set of the training
data that best matches the observations made during the production phase, and
therefore the entire training set is required for each position estimate. The ad-
vantage of fingerprinting methods relies in the better RSS predictions produced
by the direct RSS-position mapping compared to predictions produced by the
over-simplistic parametric models. The disadvantages are that they cannot pro-
duce position estimates in areas where no training data have been collected, and
the substantial demand for computing power when the database becomes large.
There are methods that use the best of both worlds. For example, Gaussian
process regression (GPR) can use parametric models to predict the overall mean,
while adjusting the predictions to the data observed during the training phase
[Ferris et al., 2006, Muppirisetty et al., 2015]. Other kernel methods have also
been used for localization purposes, in which a model is not used to directly
predict the RSS, but rather to evaluate the degree of similarity between samples
based on which the position can be estimated [Agrawal and Patwari, 2011].
In many practical situations, it is not realistic to assume the availability of
training data for the area of interest. Still, should one have proper training
data, the environmental conditions might change significantly, thereby reducing
the utility of the possibly available training data. ER situations are perhaps an
extreme example, in which the environment is most likely completely unknown
and highly dynamic. These scenarios pose a restriction on the type of localization
algorithms that can be used. It is desirable to use methods that do not rely on
prior training data and that are capable of adapting to changing conditions in the
environment. These requirements rule out methods that depend unconditionally
on training data, such as fingerprinting.
Model-based methods also rely on training data, but only indirectly through
the model parameters, which is a much less restrictive type of dependency. The
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Figure 1.1: Equivalence of localization using fixed beacons and a mobile robot.
lack of information on some of the parameters in a statistical model is a well-
known problem for which several solutions are available. One can, for example,
estimate the model parameters together with the position of the target node, or
else simply treat them as nuisance quantities that can be marginalized out. This
makes them suitable for localization in dynamic environments and with no prior
training data. For these reasons, our work is based on parametric RSS-distance
models. In particular, our work will be based on linear least squares (LLS),
maximum likelihood (ML) and maximum a posteriori (MAP) estimation.
1.3 Localization Using a Mobile Robot
The problem of locating the nodes of a wireless network can be addressed from
different perspectives. Quite often it is assumed that the position of some of the
nodes is known a priori . These nodes can then be used as beacons or references to
localize the other nodes. Panel 1.1a depicts this approach when using 3 reference
devices. The red triangles represent beacons, the blue circle a target node to be
located and zk the observations based on which its location is to be inferred (e.g.
ToA or RSS).
In this thesis we take a different approach: we assume that the position of all
the nodes is unknown, and we use a SLAM-capable robot as a mobile beacon.
While the robot moves around, it builds a map of the environment using its laser
scanner and odometry sensors. Thus, its position within the map is known at
any moment. At the same time it is communicating with the rest of the nodes of
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the network. The fixed nodes can measure the RSS of packets coming from the
robot. Because the position of the robot is known at those particular instants,
each of the RSS measurements can be thought of as coming from a beacon placed
at the position of the robot at that particular instant. In this sense, the robot is
acting as a mobile beacon, and the node localization problem can be formulated
equivalently as if we had K beacons in fixed positions, with the particularity that
each of the beacons transmits only one packet. Panel 1.1b depicts this concept.
The black curve represents the trajectory followed by the robot. At the k-th
measurement instant (k = {1, . . . ,K}), the robot is at position ~rk and the node
measures zk. The problem is mathematically equivalent to one in which beacons
(red triangles) are located at positions ~rk.
The concept of using robots to locate WSN nodes has already been studied
in the existing literature. One of the first attempts can be found in [Sichitiu and
Ramadurai, 2004]. The authors use a remotely controlled truck equipped with a
GPS to move a hand-held device outdoors that broadcasts messages containing
information about the location of the truck. Nodes receiving these messages con-
struct ‘probabilistic constraints’ based on the location of the truck and distance
estimates from RSS. The reported localization error was less than three metres.
In [Pathirana et al., 2005], a mobile robot is used to estimate the location of
the nodes of a network organized in clusters in a large indoor area. The authors
used a logarithmic RSS-distance model with a random variable with unknown
probability distribution function (PDF). They also identify the model a priori
before the experiments. Because the PDF of the noise was considered unknown,
a robust extended Kalman filter was used to estimate the position of the nodes.
The reported localization accuracy is approximately one metre.
In [Caballero et al., 2008a], a robot equipped with differential GPS (DGPS)
moved around an outdoor parking lot measuring RSS from neighbouring nodes.
The localization algorithm at first applies a particle filter for an initial approx-
imation of the nodes’ position using measurements from the robot, and then an
information filter for refining the estimates using measurements among the nodes.
The likelihood of the measurements is modelled as a Gaussian whose mean and
standard deviation increase with the distance. The model was identified a priori
before the experiments and, to account for the differences among the nodes, the
authors intentionally inflated the standard deviation. A similar particle filter and
model were used in [Caballero et al., 2008b], but this time a helicopter was used
as a mobile beacon to estimate the position of the nodes in 3D.
In [Menegatti et al., 2009], an extended Kalman filter was used to simultan-
eously estimate the position of a robot and map the nodes using distance es-
timates from RSS and odometry from the robot. The authors used a log-normal
RSS-distance model, which was first identified before conducting the experiments
and then used to calculate the inverse distance-RSS model. The tests were car-
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ried out indoors in a large corridor. The reported accuracy is less than a metre
when no prior information about the location of the nodes is available and less
than half metre with priors close to the true positions.
In [Caballero et al., 2010] the authors complement their RSS measurements
model from [Caballero et al., 2008b] with a mixture of Gaussians (MoG) rep-
resenting a multiple hypothesis over the angle of arrival of the signal. Upon
the arrival of the first RSS measurement, the Gaussian components are equally
spaced throughout the whole angle. As the robot moves, new RSS measurements
are integrated using a Kalman filter. The parameters and mixture coefficients of
the MoG are then updated based on to the likelihood of the new measurements,
and Gaussians with poor weights are pruned. This procedure allows to jointly
estimate the position of the robot and all nodes involved.
All of the approaches reviewed so far have several characteristics in common:
a) they use geographically sparse measurements, thereby not fully exploiting the
potential of having a robot available that could generate a high rate of samples,
b) all the experimental tests are done in similar environments, c) they all use one
RSS-distance model common to all the nodes and d) the parameters of the model
are estimated a priori from training data before the real experiments take place.
In this thesis, we present methods that differ in all these respects from pre-
vious studies in the existing literature, with the ultimate goal of offering better
localization accuracy. First, we test our algorithms in three different environ-
ments with clearly distinct characteristics. Second, we sample the RSS with a
higher rate in order to obtain more spatial information, resulting in a dense line
of measurements associated with the robot’s trajectory. Third, we explore the
possibility of using one RSS-distance mode per node instead of a global one for
all the nodes. This helps mitigate the effects of the HW variability characteristic
of WSNs and, to some extent, the shadow fading. Finally, at the end of the thesis
we will present localization methods that do not rely on prior deterministic es-
timates of the model parameters, making them more suitable for practical ad-hoc
deployments characterized by a lack of prior knowledge.
1.4 Experimental Setting
In this section we explain in detail the experimental setup used to gather the
data necessary to carry out the studies included in this thesis.
The base working scenario is one in which a WSN is deployed in an area of
interest to collect some data for purposes that are not relevant to this study.
The nodes are assumed to be placed in random positions in the sense that the
placement is not necessarily planned in advance. The method of deployment is
not considered in this work, although one can imagine e.g. a person exploring
the area of interest and randomly placing the nodes throughout the exploration.
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Figure 1.2: Micro node platform.
A mobile robot is commanded to explore the area following random traject-
ories. The robot is part of the network and thus is naturally communicating with
the rest of the nodes. While this communication is occurring, both the robot and
nodes measure the RSS of all packets sent by any transmitter from the network.
The robot is able to estimate its own position at all times using its laser scanner
and odometry sensors. This means that any RSS measurement can be associated
with the position of the robot at any instant. The dataset collected from this
setup consists of the RSS measurements and their associated robot position1. In
the remainder of this section we explain the relevant details of the infrastructure
and procedures pertaining the collection of the data.
The WSN
The WSN was formed by nodes from the micro series from the company Sensinode
(see Figure 1.2). The core of the nodes is a MSP430 low-power microcontroller
and a TI CC2420 802.15.4 compliant radio using the 2.4 GHz ISM band. All of
the nodes were equipped with commercially available omnidirectional antennas.
The communication protocol among the nodes followed a token-passing scheme
using a predefined set of frequencies. During each round of communications, each
node in sequential order broadcasts a packet to all the others using the same fre-
quency. Each node has a unique ID that is used to uniquely identify the origin
of the packets. The listening nodes then measure the RSS of the packet sent by
the transmitter in turn. At the end of a complete round, all the nodes have the
RSS measurements of the packets sent by their neighbours in that communication
round. This information is stored and sent within the packet which the nodes
will send during the following round of communications. After every round of
communications, the nodes synchronously switched to the next radio channel in
the schedule. The channels chosen were those that showed less noise prior to the
experiments.
1From this dataset, only the RSS from packets transmitted by the robot and measured by
the nodes will be used for localization in this thesis.
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(a) J2B2, the robot. (b) J2B2 in action.
Using the previous simple communication protocol, any node had access to
all information sent by the other nodes. One of the nodes was mounted on the
mobile robot and connected to its computer via a universal serial bus (USB)
cable. This node, besides taking part in the ordinary communication cycle of the
WSN, forwarded all of the RSS measurements from all the nodes to the robot
via the USB cable during every round of communications. The data was then
stored in the robot for off-line analysis. The available data contain the RSS
measurements for each pair of nodes and each communication cycle.
The Robot
The robot used was a typical differential-driven research platform. We call it
J2B2 for short (see Panel 1.3a). J2B2 is equipped with a laser scanner and en-
coders, and it is capable of simultaneous localization and mapping (SLAM). The
communication with the control station is done using standard 802.11b wireless
local area network (WLAN). The core of the robot consists of a Linux PC run-
ning GIMnet, a publisher-subscriber communication infrastructure designed for
robotic applications. It enables HW and software (SW) abstraction, modularity
and reusability. Thus, it makes it possible to use the same HW, control mod-
ules and user interfaces in different robots with minimal configuration changes
[Saarinen et al., 2007].
One of the utilities developed as part of the GIMnet software package is a data
logger, with which all the data running through the robot during an experiment
can be timestamped and stored in the robot itself or in a remote computer. In
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addition to the data from the encoders, laser scanner, camera and other internal
equipment of the robot, the data coming from the WSN through the USB port
is also timestamped and stored. In this way, the RSS measurements can be
associated with the position of the robot at any time.
The Environments
One of the goals of this thesis is to explore methods that can be applied in different
scenarios. Thus, it was considered necessary to gather data in environments with
different propagation characteristics, which can the be taken as representative
of a broad range of scenarios. One rough classification of the various types of
environments is indoors versus outdoors. This classification is quite loose, as
the differences between environments within any of these categories can be very
large. Another classification could be done attending to the degree of multi-path
propagation present in the environment. Considering the limitations we had
with respect the environments available for gathering data2, we selected three
that were deemed representative of typical scenarios:
• A large basketball field (see Figure 1.5a). This scenario is representative of
environments with a continuous clear line of sight (LoS). As we can see in
the figure, the field is almost empty with no significant obstacles. However,
some amount of reflection occur, mainly from the walls, floor and ceiling.
• The lobby of a building (see Figure 1.5b). This scenario consists of large
open spaces, but contains more significant obstacles than in the basketball
field, some of which are large and dominant (e.g. the stairs, large plant pots
and a large metallic door). Thus the environment is partially obstructed
and has less clear LoS. Many more reflections are possible with respect the
situation in the basketball field.
• A typical modern office (see Figure 1.5c). In this scenario there are more
reflecting surfaces and corners where the signals can be diffracted, and the
propagation is more difficult in general.
The experiments
For the experiments we deployed 18 to 20 nodes in random fixed positions in
the three environments, which covered an approximate area of 20x20, 20x30 and
12x20 m2 for the basketball field, lobby and office respectively. The nodes were
mounted on roughly 1 m high poles. Considering a transmitting distance of 20 m
and a 2.4 GHz frequency of the carrier, the maximum radius of the first Fresnell
2The experiments were carried out in Finland in winter time. The experiments could not be
made outside, as the snow hindered the movement of the robot and compromised its integrity.
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(a) Basketball field
(b) Lobby (c) Office
Figure 1.4: Matched maps for the different environments used in the experiments.
The maps are not in the same scale.
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(a) Basketball field
(b) Lobby
(c) Office
Figure 1.5: Pictures of the different environments used in the experiments.
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zone is approximately 0.8 m. Thus, the poles ensure that the floor does not
obstruct the first Fresnell zone.
Three independent tests were carried out in each of the environments. For
each test the robot followed a random trajectory as it tried to cover the whole
area of interest. Each test lasted approximately seven minutes, during which the
WSN operated as described before with a communication rate of approximately
10 rounds per second and using eleven channels. The data collected were stored
in the robot for later oﬄine processing.
All of the experiments were made trying to minimize the effects of humans
moving around. In this sense, we can consider that the environments were nearly
static (obstacle-wise) during the duration of the experiments.
The RSS signals used for node localization consisted of packets sent by the
robot and measured by the nodes themselves. The signals were averaged over a
distance of 25 cm travelled by the robot and over all the communication channels.
This reduced the effect of fast fading and standardized the density of effective
measurements along the robot trajectory.
The maps from different tests for the same environment were matched as
described in [Saarinen et al., 2011] to obtain a unique reference map and global
coordinate system for each environment (see Figure 1.4). These constitute the
frames with respect to which the nodes’ position estimates will be referenced.
The Nodes’ Ground Truth Position
In order to asses the performance of the proposed localization algorithms, we
need to compare the estimates with the true positions. Therefore, we need to
measure precisely the position of all the nodes in our deployments.
Measuring the position of randomly placed nodes in different environments
can be done in different ways. Often it is done following manual procedures,
e.g. using measuring tape and perhaps relying on the squareness of the corners
of buildings. These methods take time and require careful and precise manual
measurements, and therefore they are error prone.
In this study, in order to obtain the ground true position of the nodes we take
advantage of the natural capability of the robot to detect obstacles. Towards this
end, the poles that the nodes are mounted on top of are thick enough that they
can be seen by the robot’s laser scanner (see panels 1.5a and 1.5b of Figure 1.5).
Thus, equally as any other static obstacle, they appear on the maps shown in
Figure 1.4, from where their position can be measured. Their small cylindrical
shape causes them to appear as tiny dots, which helps to estimate their position
accurately. The recognition of the poles in the map is done manually by a human
aided by a sketch of the position drawn after the nodes have been deployed. Their
position is then calculated based on the coordinates of the dots in pixels and the
resolution of the map (in metres/pixel). These coordinates served as the ground
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true position of the nodes, with an estimated error in the order of centimetres.
This error is assumed to be negligible with respect to those achieved when using
typical RSS-based localization methods.
1.5 Thesis Outline
Chapter 2 presents a perspective on existing RSS-distance models. Having a
good model3 is critical to the performance of model-based position estimators.
In this thesis, the classic log-normal model will play a fundamental role, and
therefore we consider that it is important to reflect on its origins as well as on
its advantages and limitations when used in real WSNs deployments, especially
indoors. Reflecting on these, and particularly on the limitations, is the first step
in finding new ideas to overcome the shortcomings. In particular, we elaborate
on how the scale of the network and the homogeneity of the environment impact
its usability given the radial nature of the model. This is especially important in
WSN, where typically the communication ranges are relatively small with respect
to the size of the obstacles in the environment.
Chapter 3 is dedicated entirely to an empirical characterization of the log-
normal model using the data collected from our experiments. It is well known that
its parameters depend on the experimental conditions. Traditionally, site-specific
models are identified just once for a given environment using a single T-R pair of
devices. This model is then used for the localization of any device within the site,
a methodology that we refer to as using a common model (CM) for localization.
Using CMs for localization purposes in WSNs gives rise to questions regarding
the inevitable HW variability observed in low-cost nodes and the local variability
of inhomogeneous environments. How much do these factors affect the model
parameters and what is the impact on the performance of localization algorithms?
Is it something that we can really ignore? In Chapter 3 we present a detailed
study of the parameters’ variability together with a comprehensive explanation
of the factors that affect them, all grounded in experimental observations. An
analysis of the impact of this variability is left to Chapter 5, after discussing in
Chapter 4 the core localization techniques that will be used during the rest of
the thesis.
Chapter 4 presents a detailed study of several existing and newly proposed
source localization methods based on the least squares error (LSE) criterion.
Throughout the chapter we consider independent and identically distributed
(IID) measurements, a convenient common mathematical assumption. Results
are presented for the log-normal and additive Gaussian noise (AGN) models.
We review and compare via simulations two different problem propositions that
3In the sense that it predicts as faithfully as possible real RSS measurements.
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lead to their respective non-linear least squares (NLS) problems (including ML).
Later we revisit a classical analytical linearization technique that results in a LLS
problem that can be solved using ordinary least squares (OLS). Despite its ad-
vantages the technique is not used much in practice because of its relative large
inaccuracy, especially in RSS-based localization. We then extend the range of
existing linear localization methods by proposing the families of generalized least
squares (GLS) and iterative generalized least squares (IGLS) algorithms inspired
by classic estimation theory. After comparing all the methods, we conclude that
ML is still the best in terms of general accuracy. However, the new linear meth-
ods proposed here show a significant performance improvement with respect to
OLS, rendering them as a realistic alternative to ML localization especially in
computational constrained applications.
Chapter 5 is dedicated to two main inter-related topics. First, to validate
experimentally the source localization methods studied in Chapter 4 when using
a robot as a mobile beacon; and second, to investigate the effects of the model
parameters’ variability observed in Chapter 3 on ML localization.
We start by studying how using a high linear density of RSS samples affects
the log-likelihood function, an issue that arises naturally when using a robot as
a mobile beacon. In essence this can create local maxima with a predictable
characteristic geometry in which the solvers can get trapped. We then propose a
new method, which we call Maximize-Explore, to overcome these specific types of
local maxima. We continue with an experimental comparison of the performance
of the best source localization methods selected from Chapter 4, in which we
emphasize the contrast between using common and individual models. Using
individual models (IMs) allows the models to capture individual HW and local
environmental characteristics, which then can cope better with the variability in
the model parameters observed in Chapter 3 than can a single common model.
This model specialization can lead to significant improvements in the performance
of ML localization. Motivated by the results, we continue with a study showing
the sensitivity of ML localization to variations in the model parameters, and
elaborate further on the use of common and individual models. Finally, we study
the possibility of using polynomial models of a higher degree as well as MoGs to
further specialize the IMs.
Although quite convenient in practice, the IID measurements assumption used
so far is not realistic. It is well known that shadow fading induces correlation
among RSS samples, and this becomes especially relevant when using a high
spatial density of measurements. Chapter 6 is dedicated to localization methods
that specifically take into account the spatial autocorrelation among observa-
tions. We first choose a theoretical model for the autocorrelation; we then use
the model to demonstrate analytically that ignoring it can lead to overconfident
position estimates, a problem that we identified back in Chapter 5. We invest-
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igate further two possible solutions using our experimental data: a) discarding
correlated measurements and b) incorporating the autocorrelation into the meas-
urement model. When using ML position estimation, the first solution results in a
gradual increase of the mean error as the number of discarded samples increases,
whereas the second option automatically corrects the over-confidence problem
while maintaining a low mean error.
Until this point in the thesis, all of the proposed localization methods rely on
identifying the RSS models a priori . Our last point of focus, presented in Chapter
7, is devoted to the problem of position estimation when the model parameters
are not known a priori . We develop and evaluate three different methods based
on the joint estimation of position and model parameters and validate them
using the data from our experiments. Two of the methods rely on the use of
concentrated log-likelihoods, a technique that reduces the dimensionality of the
input space and results in more efficient algorithms. In all cases, the estimators
are shown experimentally to be quite sensitive to the geometrical configuration
and the initial conditions given to the solver. We then propose a technique
that solves the problem by indirectly applying regularization on the parameters
affecting the mean of the predictions, and demonstrate its effectiveness in all of
our environments.
Finally, Chapter 8 recapitulates the work in its entirety presenting a summary
of the main conclusions.
1.6 Scientific Contributions
The main contributions of this thesis are localization algorithms and the stud-
ies that lead to and validated them. These methods have been tailored to the
problem of using a robot as a mobile beacon for node localization in WSNs,
in which special attention has been paid to the particular challenges that this
paradigm poses. The line of research has led to algorithms that can be used
without prior model identification, with a demonstrated sub-metre accuracy in
our three experimental laboratory setups. This result opens up the applicability
of the proposed methods to many practical applications in which WSNs need to
be deployed ad-hoc.
The remainder of this section presents a list of the specific contributions.
From Chapter 3:
• The chapter assesses the variability in the model parameters when using
measurements from nodes of a WSN for model identification in different
types of environments. The work reveals explicitly their variability due to
HW and local environmental particularities. The study includes an analysis
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of the impact of the antenna directivity on the model parameters and the
cause of correlation between them (sections 3.2 to 3.6).
From Chapter 4:
• Chapter 4 as a whole presents a systematic, comprehensive and self-contained
study of source localization algorithms grounded on least squares (LS) and
ML optimization criteria under the log-normal and additive Gaussian noise
models. The study presents methods based on classical estimation, recent
research on distance-based algorithms and newly proposed linear position
estimators (see below) in a common coherent framework including a theor-
etical analysis and simulation-based comparisons. We believe that the text
can be used as a guide for new students in the field as well as reference
material for experienced researchers.
• The novel GLS and IGLS families of linear localization methods under the
log-normal and additive Gaussian noise models, including an efficient and
numerically robust implementation (Subsection 4.5.2).
From Chapter 5:
• Two problematic side-effects of using a high spatial density of RSS measure-
ments on the log-likelihood function are identified, namely the appearance
of a characteristic type of local maxima and the over-confidence of ML
position estimators under the IID assumption (Section 5.1).
• The Maximize-Explore algorithm proposed as a means of overcoming the
local maxima characteristic of this problem (Section 5.2).
• A study on the sensitivity of ML position estimation to variations in the
log-normal model parameters. This work exposes the relevance of the vari-
ability on the model parameters presented in Chapter 3 (Section 5.4).
• A quantitative study of the effect of using data from many nodes for model
identification on the performance of ML localization (Subsection 5.5.1).
• A quantitative comparison of using IMs and CMs in ML localization (Sub-
section 5.5.2).
• A study on the possibility of using models with generic polynomials and
mixture of Gaussians in ML localization compared to using the classical
log-normal model (Section 5.6).
From Chapter 6:
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• A study on the effect of discarding correlated samples on ML localization
(Section 6.5).
• The proposition (Subsection 6.1.2) and empirical characterization (Section
6.4) of a model for the spatial autocorrelation of RSS samples.
• The theoretical demonstration that, under the proposed model, ignoring
the spatial autocorrelation can, but does not necessarily, result in over-
confident position estimates (Section 6.3).
• Proposition and validation of using ML localization under the log-normal
model including spatial autocorrelation to estimate the position of the nodes
solving the over-confidence problem (Section 6.6).
• The mathematical formulation of the classical OLS as well as the new GLS
and IGLS linear localization methods including the effects of exponentially
decaying autocorrelation (Section 6.7).
From Chapter 7:
• The localization-model identification recursion (LMIR) iterative method to
jointly estimate position and model parameters and its application using
the polynomial models of Section 5.6 (Section 7.3).
• The formulation and usage of the concentrated log-likelihood function (in-
cluding spatially autocorrelated measurements) with respect to some of the
model parameters (θm and σ) for position estimation (Section 7.4).
• Diagnosis of one type of identifiability issue associated with using concen-
trated log-likelihoods for localization under the log-normal model, together
with an experimental study that reveals how to detect it (Subsection 7.4.2).
• The proposition and demonstration of the effectiveness of a MAP based
technique for solving the identifiability issues detected using regularization
while at the same time conserving the low-dimensionality of the concen-
trated log-likelihood input space (Subsection 7.4.2).
• The formulation and usage of the concentrated log-likelihood function (in-
cluding spatially autocorrelated measurements) with respect to the posi-
tion. This approach is possible thanks to the good performance of the GLS
methods developed in the previous chapters (Section 7.5).
The author of this thesis deems that the most important contributions are a)
the two new families of linear position estimators from Subsection 4.5.2 (GLS and
IGLS), due to their excellent accuracy to computational complexity ratio and the
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elimination of the need for an initial position estimate; b) the consideration of
and treatment given to the spatial autocorrelation among measurements, a matter
typically ignored in the localization literature; and c), the MAP based algorithm
for joint localization and model identification presented in Section 7.4.2, which
takes into account the spatial autocorrelation among observations and enables
position estimation in unexplored and dynamic environments taking advantage
of the high-rate sampling capabilities of, e.g. mobile robots.
1.7 Author’s Contributions
The work presented in this thesis was carried out within the framework of the
WISM2 project (Wireless Indoor Situation Modeling), from which the author
used the existing infrastructure to collect the necessary experimental data. In
this sense, elements of particular importance were the WSN and the mobile robot.
The infrastructure related to the WSN was prepared by Ossi Kaltiokallio
and Maurizzio Bocca, including the communications protocol stack, general SW
configuration, HW-related issues and the practical arrangements required to carry
out the experiments.
The robot (J2B2) was designed, built and programmed by Jari Saarinen
and his team through years of research. Besides Jari himself, Antti Maula and
Mathew Myrsky prepared the robot for the experiments and assisted with the
data collection. These are also the key persons responsible for the SW that gov-
erns the robot. Finally, all of the SLAM and map-matching algorithms used to
locate the robot are the result of Jari’s research and his team, which the au-
thor of this thesis used conveniently for the purpose of his research. The author
designed the experiments of the measurement collection campaigns, coordinated
the efforts of both the WSN and robot teams and conducted the field tests with
them.
The author’s scientific contributions start after the assumption that the ro-
bot’s position is perfectly known at all times, and hence can be used as a mobile
beacon. All of the contributions described in Section 1.6 are therefore solely the
work of the author. Some of the results from this thesis have been published
in [Vallet et al., 2012], [Vallet et al., 2013] and [Vallet Garc´ıa, 2015], and the
outcome of the WISM2 project in [Bjorkbom et al., 2013]. While preparing the
first two papers, the author benefited from lively discussions with and feedback
from his colleagues that helped him to prepare, shape and write the publications,
and which stimulated later studies performed by the author.
All of the required programs and algorithms have been prepared by the author
using Octave [Eaton et al., 2014] (Matlab compatible) and C/C++. During his
journey, the author has also used code from many open source projects and
contributed back to some of them with improvements and bug fixes.
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The fundamental measurement that we will use to estimate the position of
the nodes is the RSS, that is, the power measured by a receiver. The medium
in which the wave propagates from the transmitter to the receiver constitutes
the communication channel, and its characteristics will have a decisive impact on
the RSS. It is then of crucial importance to understand how the communication
channel affects the RSS.
The aggregate effect of the channel on the signal strength is usually described
in terms of path loss, which is a positive quantity that represents the attenuation
in dB of the signal when it traverses from the transmitter to the receiver. It is
defined as
PL[dB] = 10 log
Pt
Pr
, (2.1)
where Pt and Pr are the transmitted and received power, respectively. Once we
know the path loss and the transmitted power (e.g. in dBm), the received power
can be calculated as
Pr[dBm] = Pt[dBm]− PL[dB]. (2.2)
As the path loss is a positive quantity, the received is less than the transmitted
power.
This chapter presents an overview of some of the existing RSS models, while
keeping an eye on how they have been appeared as radio communications and
cellphone technology have continued to evolve. Emphasis is placed on the need
for empirical models due to the complexity of the multi-path radio-propagation
environment, and the fact that a gradually reducing the scale of the networks
required new models that better explain the phenomena predominant in the dif-
ferent scales. The goal is to eventually present the log-normal model from its
origins within the context in which it was originally proposed in classical stud-
ies. This will help us reflect on its virtues and limitations, and especially on its
usability in WSNs.
The material presented in this chapter is by no means a complete and/or de-
tailed description of all the available models, and interested readers are invited to
consult classical textbooks, such as [Bertoni, 1999], [Parsons, 2000], [Rappaport,
2002] and [Goldsmith, 2005].
2.1 From Theoretical to Empirical Models
When a radio wave propagates in the environment, it is affected by the obstacles
that it encounters. The most relevant propagation mechanisms that affect the
propagation of a signal in a mobile communication system are reflection, scatter-
ing and diffraction [Rappaport, 2002, p.113].
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• Reflection occurs when a wave impinges on a smooth surface whose dimen-
sions are much larger than the signal wavelength λ. As a result of the
reflection, the wave can lose part of its energy.
• Diffraction occurs when the path from the transmitter to the receiver is
obstructed by an obstacle much larger than λ. According to the Hyugens’
principle, every point at which the wave arrives becomes a source itself.
Thus, even if the obstacle is in between the transmitter and the receiver,
a secondary wave is formed that bends around the obstacle, being able to
eventually reach the receiver.
• Scattering can occur when a wave impinges upon an obstacle of a size in
the order of λ or smaller, resulting in its energy being spread in different
directions. In practice, scattering can be produced by e.g. rough surfaces
and small objects, such as street lights, signals and foliage.
The details of the effects of these phenomena can be calculated by solving the
Maxwell equations with boundary conditions that express the electric properties
of the obstacles. This calculation is, in general, difficult, and often it is not
possible to know the electrical properties of the materials of the obstacles in detail.
To overcome this difficulty, simplified theoretical models have been created that
calculate approximations without needing to use the Maxwell equations directly.
The most common models use ray-tracing techniques, in which the radio signals
are approximated as planar waves represented by rays travelling in the direction
of propagation of the wave. A clear LoS condition can then be modelled using
one ray from the transmitter to the receiver. Diffraction around a corner can also
be thought of as bending a ray. If we, for example, consider a reflection from the
ground or a wall, we can add a second ray that bounces off the reflecting surface.
One example is the popular two-ray model, which considers that the most im-
portant components that take part in the communication process are the direct
LoS and a single reflection from the ground [Goldsmith, 2005, p. 30]. Figure
2.1 shows the simulated RSS based on the two-ray model with a carrier signal
of 2.4GHz, transmitter and receiver heights of 4 and 1 m respectively and per-
fect reflection. The resulting RSS predictions are oscillating, with an average
decay rate similar to that of free space until a point called break point, which is
calculated as the distance at which the last maximum occurs (dc in the figure).
Beyond that point, the oscillations stop and the power decays proportionally to
d−4 [Rappaport, 2002, p. 124]. As we will see, this model has been used to
predict the signal level in diverse scenarios, such as in rural and urban areas.
Scenarios in which a few rays suffice to approximate the effects of the radio
propagation environment can be modelled using analytical deterministic formu-
las derived from theoretical considerations. Such is the case for communication
systems with high antennas and a rather clear LoS, like long terrestrial links and
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Figure 2.1: Two-ray model (f = 2.4GHz, ht = 4m, hr = 1m)
broadcasting systems. To aid in the development of these systems, propagation
models were created to account for the curvature of the earth, the effects of the
atmosphere and the large-scale features of the terrain, such as vegetation, the
irregularity of terrain or the presence of large dominant obstacles (e.g. hills and
other type of elevations) (see [Parsons, 2000, chapters 2 and 3]).
As the number of obstacles increases, the propagation environment becomes
more and more complex due to the larger number of reflections, diffractions and
scatterers. This constitutes what is known as a multipath propagation environ-
ment. In such scenarios, several copies of the original signal can arrive to the
receiver with different amplitudes and phases, and even with shifted frequen-
cies due to the dynamic nature of the environment. All of these components,
called multipath components, are combined in the receiver and can distort the
original signal. Multipath components arriving in phase with the original signal
will increase the signal strength, whereas those in anti-phase will attenuate it.
Additionally, real environments are susceptible to random noise, interference
and other hurdles, including mobile objects that change the characteristics of
the channel over time. The result is a very complex propagation environment in
which the particular environment being considered strongly influences the com-
munication channel in a unique manner. Such a phenomenon cannot be easily
modelled deterministically even with ray tracing techniques. If more realistic
path loss predictions are required, then with the help of computers it would in
principle be possible to use as many rays as desired. But the predictions cre-
ated are then valid only for the particular site being considered, and do not give
generic analytical models.
Instead of relying on theoretical considerations, sometimes it is easier and
more practical to create empirical models. This type of models are constructed
by fitting curves to field measurements. The validity of these models is then
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limited to the environments and conditions in which the experiments took place.
Their usage in other frequencies and/or environments is questionable and require
further measurements for validation. It is also possible to find models that arise
originally from theoretical considerations, and to which correction factors are
added based on empirical observations. Nevertheless, the validity of these models
is also restricted to the experimental conditions in which they have been tested.
2.2 Large-Scale Path Loss, Shadowing and Small-
Scale Fading
The multipath propagation scenario has been studied thoroughly, as is the most
natural type of scenario for built-up areas. It has been observed that the beha-
viour of the RSS as a function of distance in a multipath environment depends on
the scale of the distance variation being considered. Three scales are considered:
large, medium and small.
Traditionally, in the cellular network literature the concept of large-scale vari-
ations refers to variations of the distance in the order of hundreds of metres or
even more. Changes of distance in that scale result in a global decrease of the
RSS as a consequence of the spread of the energy. Models aiming to predict RSS
changes at this scale, or in general the average change in the RSS with distance
at a macroscopic level, are sometimes called large-scale models [Rappaport, 2002,
p. 105].
When the distance variations being considered are in the same order of mag-
nitude as the largest obstacles, the RSS can vary significantly around the mean
value due to the gross effects of the obstacles. The fluctuation in RSS due to
the overall effect of buildings and in general significant obstacles is called in the
literature large-scale fading, slow fading, shadow fading, or simply shadowing.
The smallest scale of variation in distance is in the order of fractions of a
wavelength of the carrier. At this scale, small changes in the T-R distance can
result in relatively large variations in the RSS. These variations are a direct con-
sequence of the alteration of phases and amplitudes of the multipath components
that occur when the receiver moves small distances. This variation is usually
called small-scale fading, or sometimes fast fading.
The existing literature often provides models for large-scale path loss, shad-
owing and fast fading independently, although some models consider several of
them at the same time. This depends on the target scenario that the model has
to represent. If, for example, we design a fixed long link between two distant
regions using high antennas, most likely we can neglect multipath components
other than those coming from clear reflections off large surfaces, such as the
ground or other relevant surfaces. The main point of interest will then be the
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average RSS, whereas the shadowing will not be of major significance. If, on the
other hand, we design the base station of a cell in an urban environment with
mobile terminals, then the fading effects will become very relevant. It might
then be necessary to have a model of the shadowing, for example to calculate the
percentage of coverage area of the cell and the outage probability ([Rappaport,
2002, ch. 4.9.3], [Goldsmith, 2005, chs. 2.9 and 2.10]).
2.3 Models for Large-Scale Path Loss
2.3.1 Large Unobstructed Links
Let us start by considering the propagation of waves in free and isotropic space.
In such ideal conditions the signal propagates along a straight line, and can be
modelled with a single ray. The relation between the transmitted and received
power for a carrier wavelength λ and T-R distance d is given by the Friis formula
[Friis, 1946]
Pr
Pt
= GtGr
(
λ
4pid
)2
, (2.3)
where Pr is the available power at the receiver antenna terminals, Pt is the power
delivered to the transmitter antenna terminals and Gt and Gr are the transmitter
and receiver antenna gains, respectively. The received power decreases together
with the square of the distance in accordance with the principle of energy con-
servation. This formula is valid for the far field of the transmitting antenna and
for distances so that d λ. The path loss in free space is then
PL[dB] = 10 log
Pt
Pr
= −10 log
[
GtGrλ
2
(4pi)2d2
]
. (2.4)
The free space is an idealized environment that does not exist in reality. In
practice, the path loss predicted by the Friis equation is a valid approximation
for unobstructed environments with clear LoS conditions, such as in satellite
communications and microwave LoS radio links [Rappaport, 2002, p.107].
Other typical applications requiring large-scale path loss models is long ter-
restrial links and broadcasting. Broadcasting systems aim at covering as large
areas as possible, sometimes covering distances of 100 km or more. Hence, the
transmitting antennas are located in high buildings transmitting the maximum
allowed power. The receiving antennas are also placed on the roofs of the build-
ings, aiming at having as clear LoS as possible with the transmitting antenna.
Similarly, in long terrestrial links the antennas are also placed in high positions,
with a rather clear LoS. To aid in the development of these systems, propagation
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models were created to account for the curvature of the earth, the effects of the
atmosphere and the large-scale features of the terrain, such as vegetation, irreg-
ularities in the terrain or the presence of large dominant obstacles (e.g. hills and
other types of elevation) (see [Parsons, 2000, chapters 2 and 3]).
2.3.2 Macrocells
The introduction of cellular mobile radios accelerated the appearance of methods
to calculate the RSS in different types of built-up scenarios. In the initial phase
the number of subscribers was expected to be small, and so the first models were
developed for cells with radii of about 1 to 20 km or more [Bertoni, 1999, p.
24]. These cells are referred to as macrocells, and their base-station antenna is
usually mounted on the roof of buildings or on high masts. The area covered
by macrocells usually contains many buildings and small areas used for different
purposes, all with their own electrical characteristics. The variability among
them will in general be quite large, and the influence of particular buildings or
regular areas have relatively little influence in the model. The major factors that
affect the model are the global characteristics of the terrain.
The type of terrain covered by macrocells can vary significantly, each type
having its own propagation particularities. Attending to the degree of construc-
tion in a particular area, we can find models for rural, suburban, urban and dense
urban environments, each one with its own sub-classification [Parsons, 2000, ch.
4]. Usually there is no clear LoS between the base station antenna and the mo-
bile unit, and the communication is achieved mostly through multiple diffractions
around corners and rooftops and through buildings.
Many researchers around the world have measured the sector-average or me-
dian received power versus distance in different cities, proposing empirical propaga-
tion models for macrocells based on such measurements. One of the most influ-
ential studies is the work by Okumura et al. [T. Okumura and Fukuda, 1968].
Okumura and Fukuda conducted an extensive measurement campaign in which
they measured the attenuation of a signal between a base station and a mobile
receiver in Tokio for frequencies between 150 MHz and 1920 MHz and for dis-
tances from 1 to 100 km. The results were plotted in curves giving the median
of the attenuation relative to propagation in free space.
A decade later, Hata used the measurements obtained by Okumura and
Fukuda to propose formulas for the path loss measured in dB between iso-
tropic antennas. These formulas are simple straight lines of the type PL =
−10 logA + 10 n log d, where the parameters A and n depend on design factors
such as the base station’s and subscriber’s antenna heights and the type of city
(size and type of terrain).
The measurements by Okumura and Fukuda together with the formulas pro-
30 2.3. Models for Large-Scale Path Loss
posed by Hata have become a reference tool for the design of cellular systems, and
they are explained in detail in standard text books related to radio propagation
[Bertoni, 1999, Parsons, 2000, Rappaport, 2002, Goldsmith, 2005]. In the literat-
ure, sometimes they are simply referred to as the Okumura/Hata model. Later,
the European Cooperative for Scientific and Technical Research (EURO-COST)
formed the COST-231 committee to extend Hata’s model up to 2GHz [COST
231, 1991].
The free space path loss, the Okumura/Hata and the COST-231 models can
all be expressed in the following form
P¯r ∝ Pt
(
d0
d
)n
, (2.5)
where P¯r is the average received power, n is a constant parameter fundamentally
characteristic of the environment called path loss exponent, d is the T-R distance
and d0 is a reference distance, usually representing the antenna’s far field above
which the model is valid.
Equation (2.5) is sometimes referred to in the existing literature as the sim-
plified path loss model or the power law. This relation is sometimes expressed in
terms of the path loss instead of the transmitted and received powers, leading to
the following expression [Rappaport, 2002, p. 138]:
PL(d) ∝
(
d
d0
)n
,
where PL is the average path loss. From (2.5), adding explicitly the proportion-
ality constant we can write
P¯r = K Pt
(
d0
d
)n
, (2.6)
where K is unit-less and depends on the characteristics of the antenna and the
average channel attenuation [Goldsmith, 2005, p. 41]. When measuring the
power in dBm, the previous relation becomes
P¯r(d)[dBm] = Pt[dBm] +K[dB]− 10n log (d/d0), (2.7)
which is the equation for a straight line. Given that d = d0 then Pr(d0)[dBm] =
Pt[dBm]+K[dB]. This means that the term Pt[dBm]+K[dB] can be interpreted
as the received power at a distance d0. At this point, we can rewrite (2.7) as
P¯r(d)[dBm] = Pd0 [dBm]− 10n log (d/d0), (2.8)
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where Pd0 is the intercept of the line, which itself is the received power at distance
d0. For brevity’s sake, we will refer to it as the reference power through the rest
of this thesis.
Equation (2.8) is also commonly known as the log-distance model, a name
that makes explicit reference to the dependency of the received power on the
logarithm (in base 10) of the distance. An equivalent expression for calculating
the average path loss is [Rappaport, 2002, p. 138]
PL(d)[dB] = PL(d0)[dB] + 10 n log(d/d0). (2.9)
The values of n, PL(d0) (or equivalently Pd0) and d0 are usually determined
either by using linear regression from experimental data or by some analytical
formula derived from theoretical considerations.
2.3.3 Microcells
With a gradual increment of the number of subscribers the cell size had to be
reduced to increase the system capacity. A new type of cell was introduced with
a radii in the order of approximately 200 m to 2 km. This cell type is commonly
called a microcell. To decrease the cell size, the base station antennas are typic-
ally mounted below the average rooftop and the transmitted power is decreased.
Due to the difference in the antenna heights and cell sizes, the propagation con-
ditions with respect to macrocells are substantially different. LoS propagation
conditions are more likely since the base station antennas are closer to the street
level. Additionally, the area covered by microcells contains much fewer build-
ings, and their particularities and geographical disposition can now play a much
more important role [Whitteker, 1988]. As a consequence, it is more likely that
the shape of the cell is not circular, and the applicability of radial models can
sometimes be questioned.
A new wave of measurement campaigns was carried out during the 1980s and
early 1990s to study the propagation in microcells in different types of terrains and
under different LoS conditions. In [Xia et al., 1992], for example, measurements
were made in both rural and urban environments. According to the observations,
with a clear LoS the received signal behaved differently in two distinct near and
far regions, 1 independently of the type of terrain. The RSS decays more rapidly
in the far than in the near region, with decay rates of more and less than two
respectively. The regions are separated by a breakpoint that can be calculated
as the T-R distance at which the first Fresnel zone just touches the ground [Xia
et al., 1992].2 The two-ray model (see Figure 2.1) offered a good approximation of
the observations. The difference between the rural and urban environments was
1Do not confuse this far region with the far field of a transmitting antenna.
2According to the diffraction theory, if the T-R distance is shorter than the break-point, it
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Figure 2.2: Multi-slope model with two breakpoints (three segments) and no
discontinuities.
the presence of more fast fading in urban scenarios and the difference between
the line slopes in the near and far regions. Interestingly, a slope of close to one
was observed in the near region for rural environments, which is less than for free
space. Using four rays instead of two resulted in better fast fading predictions in
the suburban scenarios.
The pattern of the RSS behaving differently at different distance ranges has
been observed in multiple scenarios, not only in microcells. In some cases more
than two regions have been identified; therefore more than one break-point is
necessary. Figure 2.2 represents one example of a model for three different re-
gions. This type of model is usually called a multi-slope or piecewise model. The
breakpoints and parameters of the lines can be adjusted using theoretical consid-
erations or empirical data. For example, the two-ray model can be approximated
via a piecewise model with two segments, the first of which has the slope of the
free space model and the second one decays with the forth power of the distance
[Rappaport, 2002, p. 124]. A complementary example can be found when con-
sidering hilly terrain, in which although the piecewise model can be used, the
two-ray model does not satisfactorily explain the observations. In [Xia et al.,
1992] the breakpoint was calculated as the distance to the top of the first hill,
after which a dramatic increase in the slope was observed. Moreover, in some
cases the fitted lines of the different regions do not intersect at the breakpoint
distance, resulting in models with a small discontinuity. Once again, we see a
fall-back to purely empirical approaches aiming at producing simple and usable
models for complex environments.
can be considered that the ground does not obstruct significantly the signal, and the propagation
can be assumed similar as in free space. With increasing T-R separations greater than the
breakpoint, the first Fresnel zone gets blocked gradually by the ground, and therefore the decay
rate of the signal will increase.
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The effect of the geometry of the streets can also have a large impact on mi-
crocell models. For example, in areas with regular street grids, the propagation
in directions similar to the T-R radial line is different than in circumferential
directions. Har et al. studied the path loss for different types of receiver move-
ments in a regular street grid: lateral, transversal, and staircase [Har et al.,
1999]. These resulted in different path loss exponents and intercepts, all of which
were dependent upon the height of the transmitting antenna with respect to the
nearby buildings. The authors proposed independent formulas for each type of
movement as well as a single formula with correction factors that can be used in
low-rise environments with no LoS. The path loss exponent was roughly between
two and seven. The cell shape was linear when the transmitter antenna was
below the rooftop and in the middle of the blocks, whereas it was circular with
extensions in the direction of LoS when the antenna was above rooftop.
The two-ray model has proven useful for explaining the observations in differ-
ent types of multipath scenarios. In urban environments with very regular street
grids, however, often there are other important multipath components that signi-
ficantly affect the RSS, such as reflections from buildings. In such cases, increas-
ing the number of rays used by the propagation model can help to better explain
the observations. For example, the dielectric canyon model [Amitay, 1992] con-
siders the propagation in rectilinear streets with tall buildings and/or row houses
along both sides of the street and antennas close to the street level. The model
uses ten rays taking into account single, double and up to triple reflections. Each
reflection produces losses, and the components from paths with more than three
reflections are ignored. This model explained well the rapid signal fluctuations
observed when the receiver moves short distances.
2.3.4 Picocells
Continuing with the reduction of scale, picocells are usually designed to give
coverage to buildings or floors within buildings. Indoor propagation has its own
characteristics. The scale of the network is in the same order as the size of the
building, and the construction details of the particular building being considered
will deeply affect the propagation environment. Details such as the layout of the
building and the construction materials become very relevant, and the variability
of the environment related to the T-R distance is much greater than with macro
and microcells. For example, the RSS can be strongly affected by factors such as
doors being opened or closed or the position of the antennas within the buildings
(e.g. at desk level vs. mounted on the ceiling) [Rappaport, 2002, ch. 4.11].
Propagation indoors can in fact be so different than outdoors that it actually
serves as a classification criterion of propagation models.
Again, many measurement campaigns were carried out during the 1980s and
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1990s to study the propagation channel indoors. In a classic survey, Hashemi
distinguished between four different types of models [Hashemi, 1993]:
1. The log-distance model of equations (2.8) or (2.9) is widely used, mainly
due to its simplicity and its successful application in other environments.
In general, the path loss exponent is much larger than in outdoor envir-
onments. However, a very wide range of values have been reported, with
values as low as 1.01 in corridors3 [Rama Rao and Balachander, 2013].
2. Multi-slope models have also been used to describe the propagation indoors.
For example, in [Akerberg, 1989] a model with four breakpoints is proposed
based on measurements made in a multi-storey building.4 A˚kerberg sug-
gests upper and lower limits for the path loss, with the variability being
due to shadowing.
3. Attenuation factor models. The originality of these models lies in that
attenuation factors corresponding to walls, floors and other large obstacles
are added to the log-distance model, resulting in more accurate predictions
of the path loss [Seidel and Rappaport, 1992, Skidmore et al., 1996, Durgin
et al., 1998]. This requires having a floor-plan of the building and adds
complexity to the model.
4. Free-space plus linear path loss model [Devasirvatham et al., 1990]. The
motivation for this model is simple: the RSS decreases naturally with the
distance just as in free space, and additionally it passes through many
obstructions. The obstruction of each of the objects can be characterized
with a fixed RSS decrease in dB. In the presence of many obstructions, the
global effect can be modelled as a constant attenuation per metre of T-R
separation.
2.4 Fading Models
The models presented in Section 2.3 predict the average RSS for a given T-
R distance, but they do not give information about how the signal fluctuates
around the mean in the area where it is averaged. As argued in Section 2.1, due
to the complexity of propagation in multi-path environments many statistical
models have been developed to explain the slow and fast fading.
Quite often, shadowing is modelled assuming that the ratio Pt/Pr is dis-
tributed according to a log-normal distribution. Because the logarithm of a
3Corridors can act as a waveguide, which explains the smaller decay rate than in free space.
4This model is sometimes referred to as the Ericsson multiple breakpoint model [Rappaport,
2002, p. 161]
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log-normally distributed random variable is normally distributed, the path loss
measured in dB is normally distributed. Consequently, the RSS is also normally
distributed, as calculating the RSS from the path loss and the transmitted power
only involves a subtraction (see (2.2)). Therefore, the PDF of the received power
can be expressed as
p(Pr) =
1
σ
√
2pi
exp
{
−1
2
(
Pr − P¯r(d)
)2
σ2
}
, (2.10)
where P¯r(d) is the average received power for a given T-R distance d, and for
notation simplicity all of the powers are expressed in dBm. It is worth noting
that this distribution is defined for Pr taking any real value, and therefore there
can be cases in which Pr > Pt, which is not physically possible [Goldsmith, 2005,
p. 43]. This is more likely to happen for values of P¯r(d) close to Pt with relatively
large values of σ. The previous model then better represents the real physical
phenomena for Pt  P¯r(d) + σ.
The log-normal distribution explains well the effects of shadowing in many
indoor and outdoor environments, such as residential areas, offices and super-
markets [Allsebrook and Parsons, 1977, Seidel and Rappaport, 1992, Erceg et al.,
1999]. The traditional justification of shadowing log-normality found in textbooks
is based on the hypothesis that the signal experiences numerous attenuations and
distortions on its way to the receiver, which can be modelled as multiplicative
factors. These can be considered random, as usually they affect differently and
in an unstructured manner. When measuring the RSS in dB, the multiplication
of factors becomes an addition and, by the Central Limit Theorem and for large
enough number of factors, their sum tends to be normally distributed. However,
this explanation has been questioned [Salo et al., 2005].
The envelope of a signal suffering fast fading is usually modelled using a Ri-
cian, Rayleigh or Nakagami distribution. These distributions are typically used
to describe the observed temporal variability in the signal. In mobile communica-
tions, the mobility will produce temporal changes in the channel that cause signal
variations in time. The Rayleigh distribution is used to describe the amplitude of
a signal experiencing fast fading in the presence of multiple scatterers without a
clear LoS component. The theoretical origin of the Rayleigh distribution resides
in the assumption that the in-phase and quadrature components of the arriving
signals are independently and normally distributed and that their phase is uni-
formly distributed. The power of the signal is proportional to the square of the
amplitude, which is a summation of two squared Gaussians. Since the addition of
k squared independently distributed Gaussians is a chi-squared distribution, the
power is distributed as a chi-squared distribution with two degrees of freedom,
which is an exponential distribution [Cavers, 2000].
If one of the components is clearly dominant, then the Rician distribution is
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used instead to describe the amplitude of the received signal. As the dominant
component fades away, the Rician degenerates into the Raileigh distribution.
2.5 The Log-Normal Model
Perhaps the most used RSS-distance model in scientific literature is a combination
of the generalized path loss model and log-normal shadowing. This combination
has become so popular that it is sometimes simply called the log-normal model.
For notation simplicity and for the rest of the thesis, the power is assumed to
be measured in dBm, even if not stated explicitly. Additionally, the dependence
of the received power on the distance is omitted. Taking this into account, the
log-normal model can be written as
Pr = Pd0 − 10n log (d/d0) + , where  ∼ N (0, σ2). (2.11)
The resulting Pr is a normally distributed random variable whose density is given
by (2.10) with P¯r(d) = Pd0 − 10n log (d/d0).
The path loss exponent measures the rate of decay of the RSS with the log-
distance. Generally, it is expected that n is greater in more cluttered environ-
ments, as the signal is interfered with by more obstacles and, on average, will
arrive to the receiver with less power compared to less cluttered ones. The stand-
ard deviation, σ, is a measure of the uncertainty of the model for RSS predictions,
and the larger it is the less information the model gives about the RSS. The main
factors that contribute to increase σ indoors are shadowing and small-scale fad-
ing. These are very difficult to predict, as they depend heavily on the particular
layout of the environment and the electrical properties of all the obstacles.
Seidel and Rappaport conducted an extensive measurement campaign in the
early 1990s and provided deterministic values for n and σ for different types of
buildings [Seidel and Rappaport, 1992]. For their measurements, they used the
same transmitter and receiver pair of high quality radios equipped with omni-
directional antennas. With respect to Pd0 , they used a reference distance d0 of
1 m, for which the authors considered that the received power was affected only
by the propagation in free space. Thus, they treated Pd0 as a constant that ba-
sically depends only on the equipment used for the experiments and not on the
environment itself. This procedure of calculating Pd0 is usually done for systems
with radios that cover large areas of a building.
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2.6 On the Usability of the Log-Normal Model
in WSNs
The log-normal model is a simple radial model inspired by the Friis formula
whose parameters are chosen directly from experimental data. Its form is simple
in that it hides all the complex details of the radio-propagation phenomena and
predicts the behaviour of the signal strength using an elementary equation. The
theory suggests the shape of its mean function, which is a straight line, and
practical measurements together with mathematical convenience advocate for a
normally distributed random variable that accounts for the shadow fading and
other sources of uncertainty. Researchers then decide whether the model ap-
propriately explains their observations or not, and if it does, they fit the line
minimizing the errors with respect to the measurements. All in all, it is a math-
ematical empirical over-simplified and very convenient model, which might or
might not work depending on the experimental conditions.
Anyhow, it certainly is a de-facto standard in scientific literature, and it has
demonstrated to be useful in many studies. Therefore, its use is ultimately jus-
tified by its utility. Nevertheless, when using it one should be aware of its struc-
tural limitations, which can cause the model to produce systematically biased
RSS predictions. This will certainly impact localization algorithms that rely on
the model, which in turn can produce biased position estimates. In this section
we provide some thoughts on two such limitations whose effects on the bias arise
especially when the log-normal model is used in WSNs: radiality and linearity.
2.6.1 Radiality
The log-normal model is radial, meaning that its predictions depend only on the
T-R distance. This constraint causes radial models work optimally in environ-
ments with no obstructions and when using omnidirectional antennas. In real
WSN deployments, the presence of obstacles is almost unavoidable and the an-
tennas used are far from ideal. These facts represent challenges for radial models.
Their impact on the model’s suitability can be explained in terms of the (relative)
homogeneity of the environment and the omnidirectionality of the antennas.
Homogeneity of the Environment
Under the presence of obstacles, their geographical distribution, size and electrical
characteristics impact the efficacy of the model at predicting the RSS. One main
factor that makes radial models suitable for use is thus the homogeneity of the
propagation environment. Homogeneous environments do not favour any special
direction of propagation on a macroscopic level. As a result, the net effect of the
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obstacles is a decay in the RSS as the T-R distance increases independently of
the direction. On the other hand, inhomogeneous environments are more likely
to produce favourable directions of propagation in the aggregate scale, making
radial models less appropriate as this effect becomes more important.
The concept of homogeneity with respect to the propagation environment is
relative to each scenario and is influenced by its scale. For example, we have
argued that in macrocells the environment can be seen as randomly unstructured
and therefore relatively homogeneous at the macroscopic level. In microcells,
the relative importance of individual buildings within the area of interest (AoI)
increases, and the propagation environment can usually be considered more struc-
tured than in macrocells. In picocells the scale of the network is even smaller,
and often the obstacles are elements or parts of a building rather than entire
buildings. Furthermore, the indoor environment can often be seen as structured
due to the presence of infrastructure that facilitates propagation in certain direc-
tions (e.g. corridors). This increasing degree of structuredness implies that the
relative homogeneity of the environment decreases. The usability of any radial
model then becomes more and more questionable and dependent on the scale of
the cell as well as on the particular distribution of the individual obstacles and
their materials. Ultimately, whether or not a radial model is appropriate can
become a decision that has to be be made on a per-case basis.
WSNs typically operate on even smaller scales. For example, the maximum
T-R distance achieved with our nodes is in the order of 20 m indoors. In such
scales, a single dominant obstacle (e.g. a metallic wall) can notably affect the
propagation in the whole AoI. In general, it can be argued that the propagation
conditions can be heavily affected by the specific location of the nodes within the
environment, simply because of the different relative distribution of the obstacles.
Therefore, in such a small-scale networks the local characteristics of the environ-
ment can have a profound impact on the propagation channel and on the validity
of the model.
Whether a radial model will or will not be useful depends on how well it can
predict the observations within the AoI, and ultimately on the requirements of
the application in which will be used. The fact that an RSS model is radial does
not necessarily imply that the AoI should be circular. Certainly routers can be
installed on the inner side of the outer walls of a building or even in corners giving
service to only certain sectors, and indeed we can still use radial models for those
areas. The key idea is simply how well the model can predict the measurements
in relation to the application’s requirements.
In this thesis, the application is the localization of nodes from WSNs using
the set of RSS measurements obtained from packets sent by a mobile robot that
follows a random trajectory. The overall AoI is essentially the area covered by
the robot, which is the area for which the model has to explain the observations.
Chapter 2. A Perspective on RSS-distance Models 39
The position of the nodes with respect to the AoI necessarily differs from node
to node: in the best-case scenario5 a node will be in a central place within the
AoI and the robot will send beacons from positions all around it. In the worst
case, a node will be completely outside the AoI. Still, the task of the model is to
predict as well as possible the observations from all the nodes.
Because of the relative inhomogeneity of indoor environments given the scale
of our network, the particular position of the nodes within the setup will condition
the robot-node communication channel uniquely for each node. Due to these
heterogeneities, a single log-normal model will have to make global compromises
in an effort to explain the observations from all the nodes. Instead of using one
global CM, in the following chapter we will explore the possibility of using one
model for each node, a paradigm that we have denoted as using IMs. An IM
needs to explain only the observations made by its associated node. This spatial
specialization results in better overall RSS predictions for all nodes compared to
using a single CM, which can result in better position estimates. It does not,
however, completely solve the intrinsic misspecification problem of radial models
when used in inhomogeneous environments.
Antenna’s Omni-directionality
Because of its radiality, the log-normal model assumes that the antennas used
are perfectly omnidirectional. WSNs, however, are typically formed by low-cost
small nodes whose antennas are far from omnidirectional. The RSS then becomes
a function of the relative T-R angle.
The inability of the log-normal model to explain this results once more in
biased RSS predictions which are globally compensated for by the model. The net
effect can be seen in the model parameters, which have to change to accommodate
measurements for which the model is not explicitly prepared. Ultimately, this
will contribute to the bias of position estimators relying on the model.
In the next chapter we will present a quantitative study of how the direction-
ality of the antennas can affect the model parameters. The goal is to quantify
this effect, which eventually will allow us to ponder its significance.
2.6.2 Linearity
Another structural limitation of the log-normal model is its linearity with respect
to the log-distance. As we have seen in Section 2.2, in many cluttered environ-
ments the observations have been found to follow a pattern in which the decay
rate of the RSS increases along with the distance.
5In the sense of geometric dilution of precision (GDoP).
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Figure 2.3: RSS-distance scatter plot for a set of measurements obtained in the
office. The dashed green line corresponds to a log-normal model fitted to the
data, and the solid red line to a third-order polynomial on the log-distance.
We have observed a similar pattern in our experimental scenarios, especially
with measurements collected in the office. Figure 2.3 presents a scatter plot
of RSS-distance measurement pairs associated with one of the nodes located in
our office. We can observe that the trend of the cloud is slightly curved, and
therefore a straight line is not the best function to be fitted to the data (dashed
green line). For a comparison we also plot a fit of a third-order polynomial on
the log-distance6 (solid red line), which better explains the observed trend. The
linear predictor has three differentiated areas in terms of its bias with respect
to the third order polynomial: one with a positive bias for small distances, a
second one with a negative bias and a third one with again a positive bias. The
linear model compensates for this globally, creating a model that is systematically
biased at all distances. The third-order polynomial also compensates globally for
bias at different distances, but the overall average predictions are more accurate
and precise.
In order to overcome this type of systematic bias, in later chapters we will
also try to use other radial models more flexible than the log-normal. This effort
can be seen as a further specialization of the model after switching to using IMs,
with the aim of also producing better RSS estimates.
6The reason for choosing a third-order polynomial is explained in Section 5.6
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Selecting the appropriate model for the RSS is fundamental for localization
algorithms, as their performance depends heavily on the accuracy of the model
predictions. Once we have chosen to use the log-normal model, the value of
its parameters must still be properly selected so that the model explains real
observations as faithfully as possible.
The utility of the log-normal model has been corroborated by many studies
in different types of environments. As we have seen in the previous chapter,
especially in the late 1980s and early 1990s considerable efforts were made to
characterize the indoor propagation channel, and many of those studies are now
considered very influential classic references. We must not forget, however, that
those campaigns aimed to evaluate the attenuation of the communication channel,
and thus were conducted using professional equipment trying to minimize the
effect of the HW used. Moreover, the measurements were typically obtained in
entire buildings or floors, with maximum distances reaching as much as 100 m.
Real WSN deployments usually encounter experimental conditions with sig-
nificant differences. First, the maximum transmitting range of the radios is
substantially smaller, typically covering a few rooms. At this scale, the closer
obstacles acquire more relative importance and will have a greater impact in the
model. Thus, the local radio environment can vary more among the nodes, as
it depends on the particular conditions of the environment close to the node in
question. Second, instead of a pair of professional radios, WSNs are composed
of many nodes equipped with low-cost transceivers, all slightly different, and
non-omnidirectional antennas. As a consequence, the nodes will transmit and
measure different power even in the same experimental conditions.
Empirical models identified using real RSS measurements will then be af-
fected by the HW and environmental variability, and this effect will be seen in
the model parameters. This raises some practical questions regarding the iden-
tification of empirical models. First, which nodes should be used to identify the
model? And second, in what positions should we place the nodes when doing
the measurements? The importance of these questions is ultimately determined
by the application that the model is going to be used for, which in this thesis
is localization. This raises additional questions. How does this variability affect
the localization performance? Is this variability relevant, or is it something that
we can ignore? And if we find out that it is relevant, what can we do about it?
This chapter is dedicated to studying the variability in the model parameters,
leaving an assessment of how it impacts position estimation until Chapter 5.
Section 3.1 will discuss how we identify the model. Then, Section 3.2 shows the
variability in the model parameters depending on the nodes used to identify the
models. In sections 3.3 and 3.4, we elaborate on the effects of the HW and the
environment and how they influence this variability. Finally, Section 3.5 presents
the correlation between the parameters, showing their interdependence.
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3.1 Model Identification
From now onwards, and for the rest of this thesis, for notational simplicity we
will use the letters z and z0 to denote the RSS and and the reference power
respectively. Using this, the log-normal model (2.11) becomes
z = z¯ +  (3.1)
z¯ = z0 − 10 n log (d/d0) (3.2)
 ∼ N(0, σ2).
The identification of this model involves making measurements of the RSS
at different distances in the area of interest, and then choosing the appropriate
values for the parameters so that the model explains the observations as best as
possible. The optimality criteria is usually the LSE error between the predicted
and the observed values. The log-normal model depends on four parameters: d0,
z0, n and σ. In this section we will discuss how to choose these parameters.
As we have seen, the generalized log-distance model is valid only for distances
within the far field of the transmitting antenna, and so it is the log-normal model.
Usually d0 is chosen as distance at which the far field region begins, and thus the
model is said to be valid for d > d0. Typical values at which the far field region is
assumed to start are 1-10 m indoors and 10-100 m outdoors [Goldsmith, 2005, p.
41]. Sometimes d0 is simply chosen within the far field. In general, the method
used to calculate z0 determines the selection of d0.
In some of the classic studies involving the log-distance model, z0 is equated
to the received power at the reference distance considering ideal conditions of
isotropic radiators and free-space propagation. This can be calculated using the
Friis formula of (2.3), assuming that the antenna gains, transmitted power and
losses in the cables and connectors are well known. The Friis equation is itself
valid only for T-R distances within the far field of the transmitting antenna, and
thus it is natural to choose d0 within that range. Once z0 is known, n can be
estimated using least squares [Howard and Pahlavan, 1990, Seidel and Rappaport,
1991, Seidel and Rappaport, 1992, Durgin et al., 1998, Erceg et al., 1999].
A more practical method is to calculate z0 as the average of the received power
measured at different points at the reference distance. This does not require
having detailed information about the equipment being used. In this case, it is
especially important to choose d0 within the far field where the model is valid.
Again, n can then be estimated using least squares.
A third alternative is to use linear regression to estimate z0 together with n
[Ott and Plitkins, 1978, de Toledo and Turkmani, 1992, Erceg et al., 1999, Algans
et al., 2002, Dabin et al., 2003]. We refer to this method as the full linear
regression. In this case, the selection of d0 will affect the value of z0, but not
the predicted values of the RSS. From a purely geometrical perspective, the pair
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(d0, z0) corresponds simply to a point through which a straight line passes, and
this line is fit to empirical data using linear regression.
Having three possible methods to calculate z0 it is worthwhile to consider the
differences and the implications of choosing one or another. The aim in any case is
to fit a straight line to data gathered in experiments, and this implies calculating
its slope and one point through which it passes. For the sake of brevity, we call
this point the reference point.
The methods that use the Friis formula and that measure the average power at
the reference distance both fix the reference point and then calculate n using least
squares with only one degree of freedom. Thus, only the slope can be changed to
fit the line to the data. Alternatively, the full linear regression method calculates
both the reference point and n using LS. If the reference point calculated using
either of the first two methods coincides with the reference point calculated using
the full linear regression, then the LSE will be equal in all cases. However, if for
any reason the reference point is different, then the LSE will be smaller when
using the full linear regression. Additionally, the resulting standard deviation
will be larger, as it has to be inflated to accommodate the extra errors due to
reducing the degrees of freedom of the linear regression.
In macro, micro and picocells where the generalized path loss model has been
adopted, typically the first two methods have been used. The justification for
using the first one is that the environment does not contain obstacles at distances
d < d0, and therefore the path loss can be attributed to free space propagation
only [Seidel and Rappaport, 1992]. The justification for using the second method
is simply that the model is a straight line and that we need only to specify one
of its points. The ultimate justification of either is simply that it works, in the
sense that the model properly represents the observations [Erceg et al., 1999]. In
any case, we must not forget that these classical studies aim at creating channel
models, and therefore the effect of the HW is minimized during the experiments.
Usually the same T-R pair of professional radios is used during the experiment,
and their characteristics are well known.
In WSN the experimental conditions can be quite different than those en-
countered in these classical studies, and these conditions determine that the
method typically used is the full linear regression [Savvides et al., 2001, Hightower
et al., 2001]. First, communication occurs among many non-professional, low-cost
nodes whose radio characteristics are not well known and may even vary from
node to node[Hightower et al., 2001, Lymberopoulos et al., 2006, Nguyen et al.,
2011]. Second, as discussed in the previous chapter, the RSS-distance scatter plot
can often be non-linear (see Figure 2.3). In these cases, calculating z0 using the
Friis formula and subsequently n using LS will result in a worse model fit (larger
LSE) than a full linear regression. For all of these reasons, in this thesis we will
use a full linear regression to estimate the model parameters.
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Let us denote z = (z1, . . . , zK)
t the vector of K random RSS observations
made at T-R distances dk, where k = {1, . . . ,K} and the superscript t denote
the transpose. Under the model (3.1) we can write
z1
z2
...
zK

︸ ︷︷ ︸
z
=

−10 log (d1/d0) 1
−10 log (d2/d0) 1
...
...
−10 log (dK/d0) 1

︸ ︷︷ ︸
A
(
n
z0
)
︸ ︷︷ ︸
θ
+

1
2
...
K

︸ ︷︷ ︸

= Aθ + , (3.3)
where in this chapter we chose d0 = 5 m. A full linear regression involves min-
imizing the sum of squared errors
J(θ) = (z−Aθ)t(z−Aθ). (3.4)
The solution that minimizes (3.4) is the OLS estimator
θˆ = (AtA)−1At z. (3.5)
We still need to calculate the parameter σ in order to completely define the model.
This can be estimated using the sample standard deviation of the residuals
σˆ =
√
1
N − 2J(θˆ). (3.6)
The random variable  has been used traditionally to model the fading. How-
ever, if the true RSS mean value is not linear in the log-distance, (3.6) makes it
clear that σˆ will automatically increase as a consequence of the increased differ-
ences between the predicted and measured RSS. Therefore,  accounts naturally
for the shadowing and, more generally, for any other source of model uncertainty.
Figure 3.1 shows examples of typical RSS-distance scatter plots and residual
histograms together with their associated model for measurements collected by
one node in each of our three environments. Panel 3.1a shows a typical example
for nodes in the basketball field. As we can see, the log-distance model is fit
reasonably well to the trend of the RSS. The residuals are also close to being
normally distributed, although in general they showed a tendency to be slightly
skewed towards the negative RSS values. In the lobby the behaviour was more
heterogeneous. In general the log-distance model was still a good predictor of
the radial average, but the residuals were often clearly not normally distributed.
We observed the same type of skewness as in the basketball field, but often more
accentuated. Panel 3.1b shows a representative example. Panel 3.1c shows an
example of a model from the office. We can observe a tendency of the slope of
the average and the standard deviation to increase together with the distance.
The residuals were rarely normally distributed, and often also multi-modal.
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Figure 3.1: Examples of models identified in the different environments.
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3.2 Variability of the Model Parameters
As argued in Section 2.6, in real WSN deployments the relative inhomogeneity of
the environment due to the presence of obstacles can create unique propagation
characteristics for each pair of communicating nodes depending on their specific
location. Additionally, these networks are typically formed by many low-cost
nodes, which, due to limitations in the manufacturing process, have slightly dif-
ferent radios even if they are the same model and from the same manufacturer.
Moreover, the orientation of the nodes also affects the RSS, even when so-called
omnidirectional antennas are used, as pure omnidirectional antennas do not exist.
All these factors affect the model parameters.
The problem of dealing with differences in HW is sometimes referred to as
the hardware variance problem in the existing literature. When the nodes are
clearly different (different model and/or manufacturer), it is intuitive and clear
that the differences will affect the RSS. How to deal with this problem is under
active research in the area of fingerprinting localization ([Kjærgaard and Munk,
2008, Yang and Chen, 2009, Dong et al., 2009, Nguyen et al., 2011]).
In the case of WSNs, being the nodes from the same manufacturer and com-
mercial model, these small differences are usually ignored. Typically, the same
RSS model is used for all the nodes, and no special measures are adopted to
tackle the variability. Moreover, the models are identified using data collected
with the same pair of nodes. The aim of this section is to provide an example of
the variability of the model parameters that can be observed in real deployments
depending on the particular pair of nodes used to identify the model and their
position. This variability is intrinsically related to the HW variance problem in
WSNs and to the relative inhomogeneity of the environment, relations that will
be discussed in later sections. Our study will not, however, include the effects
of such factors as temperature and humidity. From now on, any reference to
environmental factors refers to the spatial arrangement of the obstacles and their
electrical properties.
Typically, one RSS-distance model is used by all the nodes in a network
to predict RSS measurements. We denoted this type of model as a common
model (CM). A site-specific CM is then a model whose aim is to predict the
RSS optimally in a target environment or AoI for all the nodes involved.
Site-specific CMs are usually identified using RSS measurements obtained
using a pair of nodes in the AoI, keeping one in a fixed position and placing the
other at different locations. This is the typical procedure followed for example in
cellular networks, in which the fixed node is the base station and the other one is
the mobile terminal. In WSN, having many nodes to choose from and knowing
that they are all slightly different, we can ask ourselves which pair should be used
for the training data collection. Because the model is to explain observations from
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all the nodes, ultimately it would be desirable to estimate the model parameters
using data from all the nodes.
In our experiments we have N nodes in three different environments collecting
RSS measurements in fixed positions of packets sent by a mobile robot. In each
environment we have data collected in three tests in which the robot follows
different trajectories (see Section 1.4). The best site-specific CM that optimally
explains1 all the RSS measurements collected by all N nodes during a single robot
trajectory is the one whose parameters are estimated using all the N datasets
(one per node) associated with that test. In the following, we will refer to this
model as the reference model for the given robot trajectory, and we will use it
as a reference to compare other models.
An alternative to using a CM to explain the measurements from all nodes
is to dedicate one model to predicting the observations from each of the nodes
individually. These models are be identified using only the measurements collec-
ted by its corresponding node. We denoted this type of model as an individual
model (IM). Because the nodes are different and are placed in different posi-
tions, studying the parameter variability among IMs will give us an idea of the
aggregate impact of the HW’s variability and environmental inhomogeneity on
the model parameters.
Figure 3.2 presents the parameter values of the IMs and reference models
identified using data collected in one of the robot trajectories for each environ-
ment. The small dots represent the parameter values of the N IMs, and the
curves their empirical distributions. These were calculated using kernel density
estimation as described in [Botev et al., 2010].2 The thick dots represent the
parameter values of the reference models. As shown, the parameter values differ
considerably among the three environments. In addition, for IMs they can be
remarkably different even within the same environment, as indicated by their
dispersion.
Figure 3.3 shows the same results as Figure 3.2, but for the data collected in
the three robot trajectories for each environment. IM parameter values associated
with different robot trajectories are presented as dots in different horizontal lines.
The value of the reference distance was chosen as d0 = 5 in all cases. Table 3.1
presents the main statistics of the distributions and the parameter values of the
reference models. As stated earlier, these results show the aggregate impact of
the HW and environmental inhomogeneity on the model parameters. Due to the
complex interaction among the causes, accurately quantifying their individual
contributions is quite complicated. We proceed now to argue qualitatively about
the effects of both.
1In the LSE sense.
2Code available at http://www.mathworks.se/matlabcentral/fileexchange/17204, re-
trieved in May 2012.
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Figure 3.2: Reference (thick dots) and individual (thin dots) model parameters
in the three environments for one robot trajectory (d0 = 5 m).
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Figure 3.3: Reference (thick dots) and individual (thin dots) model parameters
in the three environments for the three robot trajectories (d0 = 5 m).
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Table 3.1: Mean and standard deviation of the distributions from Fig. 3.3, and
parameters of the reference models (rm)
(a) Trajectory 1
Bfield Lobby Office
mean 1.71 1.70 2.87
n std 0.14 0.25 0.48
rm 1.68 1.74 2.85
mean -54.19 -55.67 -58.66
z0 std 1.54 1.60 2.18
rm -54.24 -55.60 -59.00
mean 2.65 2.98 4.76
σ std 0.28 0.47 0.71
rm 3.00 3.40 5.34
(b) Trajectory 2
Bfield Lobby Office
mean 1.74 1.89 2.89
n std 0.17 0.17 0.40
rm 1.73 1.91 2.92
mean -54.07 -54.86 -58.80
z0 std 1.58 1.92 1.87
rm -54.05 -54.76 -59.01
mean 2.67 2.88 4.82
σ std 0.25 0.55 0.79
rm 3.03 3.39 5.31
(c) Trajectory 3
Bfield Lobby Office
mean 1.72 1.39 2.84
n std 0.17 0.20 0.41
rm 1.71 1.43 2.86
mean -54.02 -56.32 -58.76
z0 std 1.72 1.28 1.97
rm -54.03 -56.09 -58.98
mean 2.66 2.46 4.86
σ std 0.23 0.26 0.83
rm 3.05 2.85 5.38
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3.3 Effect of the HW
Consider a perfectly static, homogeneous and isotropic environment, like free
space, and a group of perfectly equal nodes with perfect isotropic antennas. In
such an ideal scenario, the values of all the model parameters would be equal for
all the nodes and their densities would be Dirac delta functions. The path-loss
exponent would depend solely on the environment, and in particular, in free space
it would be exactly equal to two. The reference power z0 would depend only on
HW-related factors: the transmitted power, the gains of the transmission lines
and antennas, etc. Finally, σ would be small, and mainly due to thermal noise.
Now, consider using instead real nodes with small HW differences in the cir-
cuits, cables and connectors, and in general any internal circuitry that processes
the RSS, but still with perfect omnidirectional antennas and in the ideal space.
The net effect of these sources of variability will be a different transmitted and
received power among the nodes, which will be seen in every RSS packet in-
dependently of the T-R distance.3 Because of this independence, the path-loss
exponent is not affected, and only z0 will be influenced. As a result, the disper-
sion of the PDF of z0 will increase. Following this line of reasoning, in practice
the HW factors are considered to affect only z0 and not the path-loss exponent.
On the other hand, the path-loss exponent is usually assumed to be dependent
on environmental factors only.
With respect to Figure 3.3 and z0, we observe the following. First, the average
depends on the environment. This is clearly related to the fact that we use
d0 = 5 m as the reference distance, distance at which the RSS is different in each
environment due to the different values of n. Second, from a visual standpoint
the dispersion of the empirical distributions of z0 change relatively less among
environments than for n and σ. This is confirmed by the statistics presented in
Table 3.1, where we see that the relative variation of the standard deviations when
changing environments is larger for n and σ compared to z0. This suggests that
z0 is less affected directly by the environment than the other model parameters,
which is in agreement with general practice.
Still, there is some variability that cannot be explained on the basis of HW
effects only. First, although not being the main affecting factor, the change of
environment does change the dispersion of z0 with a clear pattern: it increases as
the environment becomes more cluttered (see std. values in Table 3.1). Second,
values associated with the same IM are different even among robot trajectories
within the same environment. To this effect, compare in Figure 3.3 the dots
presented along different lines belonging to the same environment. These re-
3Studies in which the effects of transmitter and receiver variability on the signal strength
are specifically measured are for example [Hightower et al., 2001], [Lymberopoulos et al., 2006]
and [Fang et al., 2010].
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latively minor variations can be partially explained by the non-ideality of the
antennas, the environmental inhomogeneity and the linear structural limitation
of the log-normal model, issues that are discussed in the following sections.
Antenna Directivity
Let us return for a moment to our semi-ideal setup with different nodes and a
perfectly homogeneous and isotropic environment, and let us add non-perfectly
omnidirectional antennas, making it HW-wise more realistic. The received power
will now depend not only on the relative T-R distance, but also on the orientation
of both, the transmitter and receiver. Then, a mobile receiver will in general not
measure the same RSS in points located at the same distances. Therefore, in
principle any model parameter could experience a change, although obviously
we expect some parameters to be more affected than others. One immediate
consequence is that σ has to be increased to fit the observed data. This increase
is not necessarily the same in all of the IMs, and therefore the dispersion of the
empirical distribution of σ will also increase. The effect of the antenna directivity
on z0 and n are not so straightforward to evaluate in a general scenario; however,
following the previous line of reasoning, we expect that their distribution will also
be more disperse. This could in part explain the variability of z0 which could not
be attributed exclusively to the other HW-related factors.
The previous paragraph implies that, although not to the same extent, the
directivity of the antennas can influence all of the model parameters. We will
now seek to validate this statement using our experimental data. Quantifying this
effect is very complicated in practice, as it would require being able to repeat the
same experiments in the same locations with different directional antennas with
known radiation pattern. Instead, we will incorporate oﬄine the effect of different
simulated antennas as if they were mounted on the robot during our experiments,
and then we will compare the results.
The procedure is as follows. Imagine that we have an antenna with known
pattern whose effect we want to evaluate. We know the position and orientation
of the robot at all times together with the position of all the nodes, and thus
we can calculate the relative node-robot angle for the RSS from all the nodes.
Using this information, we can calculate the antenna gain that would correspond
to each measurement had the antenna been present during the experiment. We
then add this gain to the respective observations. We do this for all the different
antennas that we want to evaluate.
The previous procedure is not strictly equivalent to using a real antenna in
practice. The main reason is that it implicitly assumes that the signals arrive
to the receiver following only one path, the straight line connecting transmitter
and receiver, while it ignores the different antenna gains for the different multi-
path components. Our aim, however, is simply to obtain a first impression with
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Figure 3.4: Antenna pattern for different values of κ.
respect to how much the antenna directivity can affect the model parameters,
and not to accurately quantify this effect. We then consider that the proposed
method is suitable for our purposes.
Instead of considering completely different antennas, we create one virtual
antenna with a directivity that can be parametrically controlled. Our virtual
antenna has the following radiation pattern:
g = gm + (gM − gm)e−κφ2 , φ ∈ {−pi, pi}, (3.7)
where g is the gain in dB, gM and gm are the absolute maximum and minimum
gains of the antenna, φ is the relative angle and κ is the parameter that controls
the directivity. Figure 3.4 show the radiation patterns for fixed values of gM = 0
dB and gm = −30 dB, and κ varying from 10−2 to 101. As we can see, the pattern
becomes more homogeneous as κ decreases. In the limit when κ = 0, the antenna
is perfectly omnidirectional with a gain of 0 dB, and thus it will have no effect
whatsoever. As the value of κ increases, the antenna focuses more in directions
close to zero degrees. Note that, because the gain will always remain between gM
and gm, the radiation pattern does not have any null, and therefore our antenna
never blocks any direction completely; its effect is to simply decrease the power
in certain directions. In the other limit of κ = ∞, the antenna has 0 dB gain
for φ = 0 exactly and -30 dB for any other direction. Therefore, it is almost
omnidirectional, with the exception of a singleton direction whose probability of
occurrence is zero. In this limit case, the antenna will, in practice, decrease all
the RSS measurements by 30 dB, and that should be the only perceptible effect.
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Panel 3.5b shows the result of adding the effects from our virtual antenna with
κ = 1 to the data collected during one of the robot trajectories in the basketball
field. The figure compares the empirical distribution of the IM parameters when
using the original and modified datasets. We see straightaway three clear effects
attributable to the addition of the artificial antenna: the notorious increase and
decrease of the averages of σ and z0 respectively, and an increase of the dispersion
of n. Panel 3.5a shows an example of the effect of an antenna with κ = 0.1 on
the RSS-distance scatter plot for a node in the basketball field. The relative
variations of n, z0 and σ in this particular example were in the order of 5%, 12%
and 57% respectively.
Figure 3.6 shows the effect of a progressive change of the antenna directiv-
ity (value of κ) on the empirical distributions of the model parameters in our
three experimental environments. The vertical axes show the relative changes
of the mean and standard deviation of the model parameters’ distributions with
respect to their respective values without the effect of the virtual antennas. At
first glance, we see that, in general, the changes in the parameters’ distribution
depend on the type of environment. Panel 3.6a shows that the change on the
average path-loss exponent was less than 1% in the basketball field, and up to
6% and 10% in the office and lobby respectively. This suggests that the average
path-loss exponent is not strongly affected by the antenna directivity. Its disper-
sion, however, can be strongly altered (see Panel 3.6b). In the basketball field
and lobby, the standard deviation of n can experience variations of more than
100% and 80% respectively, and 25% in the office. This suggests that the an-
tenna directivity has a stronger relative impact on the path-loss exponent in open
homogeneous environments. When the environment is homogeneous, the major
source of uncertainty is the HW variability. This explains the larger relative
importance of the antenna directivity in the basketball field and lobby.
The variation of the average z0 was as expected given the behaviour of our
virtual antenna: a null effect for smaller κ values and a decrease of 30 dB for larger
ones (see Panel 3.6c). Note that the figure presents relative changes, and that z0
is negative. Therefore, a decrease in the relative average implies an increase in
the magnitude of the relative average. The dispersion of z0 can also change with
the antenna directivity (see Panel 3.6d). This time the basketball affected the
least, with maximum variations of 10%. Variations in the lobby and office were
as much as 40% and 20% respectively.
The average and standard deviation of σ increased together with the directiv-
ity, as was expected (see panels 3.6e and 3.6f). The strongest relative average
increase appeared in the basketball field and lobby, where the relative contribu-
tion of the HW variability to the model uncertainty is the highest among our
environments.
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(a) Comparison of RSS-distance scatter plots for a node in the basketball field without
and with a directional antenna (κ = 0.1).
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Figure 3.5: Examples of the effect of the antenna directivity in IMs. Data collec-
ted in the basketball field
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Figure 3.6: Relative increments of the mean and standard deviation of the model
parameters’ empirical distributions as a function of antenna directivity. Para-
meters with † refer to models with the addition of a virtual antenna, and those
without it to the original models.
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3.4 Effects of the Environment
The average and dispersion of the distribution of the path-loss exponent were
largely affected by the clutteredness and homogeneity of the environment. As
expected, on average n was higher in obstructed environments (office) than in
more open ones (basketball field and lobby) (see Figure 3.3 and Table 3.1). The
dispersion of n can be explained in terms of the different robot-node LoS condi-
tions during the experiments. In cluttered environments, there will on average
be more obstacles between the communicating radios as the T-R distance in-
creases. This will curve the trend of the RSS-distance model downwards (see
Figure 2.3), an effect which increases the slope of a linear model fit to the obser-
vations. Broadly speaking, the higher the number and the greater the severity
of obstructions present between a node and the robot, the greater the curvature
will be; therefore, n will be larger as well. In this way, varying LoS conditions
will induce variability in the path-loss exponent.
Different trajectories might then result in different average values and disper-
sion of the empirical distribution of n, as shown in Figure 3.3. We can see that,
for different trajectories of the robot within the same environment, the densities
for n in the lobby are more separated than in the basketball field and office. As
argued previously, the inhomogeneity due to the presence of dominant obstacles
partially accounts for this difference. The lobby, being a semi-open space, had
relatively similar average value of the path-loss exponent to the basketball field
with respect to the office. And because it is more inhomogeneous than the basket-
ball field, in general the dispersion was larger. The office is also inhomogeneous,
but more cluttered, and thus it exhibited larger values of n on average with a
great dispersion. However, the robot moved through the office along rather sim-
ilar trajectories, as it had to follow corridors and move around in the few free
spaces available. Thus, the densities were similar despite the inhomogeneity of
the environment.
The impact of the antenna directivity on the path-loss exponent is, in general,
clearly less significant than the effect of the environment. As an example, [Dabin
et al., 2003] reported path-loss exponent changes of 10% percent when switching
from omnidirectional to directional antennas in the same room. Figure 3.5b shows
that the largest relative change in n among IMs was in the order of 20%, whereas
the relative changes when switching from the basketball field to the office were
in the range of between 60 and 80%.
As discussed previously, the distribution of z0 is most strongly affected by the
HW particularities of the nodes. From the middle plot of Figure 3.3, we can see
that the strongest effect resulting from a change of environment was a decrease
of its average as the environment become cluttered. As argued before, this is
partially a consequence of the selection of d0 = 5.
Chapter 3. Variability of the Log-Normal Model Parameters 59
Varying LoS conditions can also affect the dispersion of the reference power
z0. To illustrate this, consider the situation in the lobby, a semi-open space with
some large dominant obstacles like stairs (see panels 1.4b and 1.5b). Depending
on the relative position of the nodes and the trajectory of the robot, for some
nodes there might be a clear LoS with the robot for longer time than for others.
The two extreme cases would be that, given the same trajectory of the robot, for
one node the stairs are always in between the node and the robot, whereas for
the other there is always a clear LoS. Because of the continuous blockage by the
stairs, the first case will present a larger negative z0 than the second. In other
non-extreme cases, the situation will fall in between the two above mentioned
cases. Thus, varying LoS conditions will also induce changes in z0. This can
be another factor that explains the increase in the dispersion of z0 in the office
compared to the basketball field and lobby (see std. values in Table 3.1)
From the lowest plot in Figure 3.3, we can see that σ takes smaller and less
disperse values in the basketball field. This means that the models have a relat-
ively low uncertainty with respect to the models used in the other environments.
In the office, σ shows significantly higher and more disperse values. A relatively
short dispersion suggests that all the individual models have similar level of un-
certainty, whereas a lengthier dispersion indicates that the uncertainty varies a
great deal among models. As discussed at the beginning of this section, this can
be explained as being the result of having nodes with very different LoS condi-
tions in relation to the robot trajectories. Clearly σ will be larger in deployments
with variable LoS conditions.
3.5 Correlation between n and z0
The model parameters can be strongly correlated. Panel 3.7a shows a scatter plot
of the values for n and z0 from the IMs identified from our experimental data,
where the correlation is evident. The value of the correlation coefficient depends
on the selected value of the reference distance d0. Table 3.2 presents this value
for d0 = 1 and d0 = 5. Panel 3.7b displays its value as a function of d0 for our
three experimental environments.
Table 3.2: Correlation between z0 and n
d0 bfield lobby office
1 0.87 0.91 0.88
5 0.64 0.56 0.29
The change of sign in the correlation coefficient in the lobby and office is a
consequence of the (concave) curvature of the RSS-distance scatter plots observed
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Figure 3.7: Correlation between z0 and n.
in those particular environments (see Figure 2.3) and the impossibility of the log-
distance model to explain this trend. As argued in Subsection 2.6.2, the limitation
of the log-distance model with respect to linearity results in systematically biased
RSS predictions. This bias is positive for small distance values and negative for
large ones (see Figure 2.3). Additionally, the magnitude of the bias depends
on the slope of the linear model fit to the data; that is, it depends upon n.
Increments in n will increase the bias for smaller d values, and consequently also
the intercept of the linear model along the y axis (z0 for d0 = 1 m). The same
increments in n, on the other hand, will produce a negative bias for large enough
distances. This explains the change of sign in the curves of the correlation in
Figure 3.7.
As we have just argued, the structural limitation of the log-normal model
induces correlation among its parameters. This contributes even more to the
interrelation of factors that affect the parameters, and therefore one can no longer
assume independence between the factors that affect them.
Knowing the value of the correlation between n and z0 can be useful, for
example, when creating prior distributions for the model parameters.4 In that
case, one might want to select a value of d0 that eliminates this correlation.
However, as shown in Panel 3.7b, this value depends on the type of environment.
Interestingly, we can also see how the correlation tends to be similar in all of
the environments for smaller d0 values. Thus, the selection of d0 = 1 seems a
reasonable choice, which results in a correlation of around 0.9 in all environments.
4This will be needed later in Chapter 7.
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3.6 Conclusions
When identifying an empirical log-normal model using training data collected
with different nodes, the model parameters can vary significantly depending on
the particular nodes being used and their location. This is a direct consequence
of the HW and environmental variability. The parameters are affected differently
by these factors: HW variability mostly affects the reference power, whereas the
environment has a stronger impact in the path-loss exponent. However, they
interact in a complex manner that makes it difficult to account accurately for
their independent effects.
Although n is indeed mostly affected by the environment (being responsible for
between 60% and 80% of the relative change in IMs in one of our experiments),
we have demonstrated that in practice it can be significantly affected by the
antenna directivity (e.g. responsible for as much as 20% of relative change in
one of our tests), and that the extent of this impact depends on the type of
environment. While the average n does not change much, the more open and
homogeneous the environment is the more its dispersion will increase with the
directionality of the antenna. Our experiments also demonstrated that increasing
the antenna directionality can strongly increase the average value and dispersion
of σ. The reference power, z0, is directly affected by the directivity, and generally
its dispersion increases with it as well.
The variability of the model parameters with respect to HW and environ-
mental factors acquires a special importance in WSNs, and uncovers the poten-
tial effects of a) using only one pair of nodes to identify a common model, b) the
(often unrealistic) assumption of antenna omnidirectionality and c) the inhomo-
geneity of the environment. The ultimate question for us is how this variability
affects the performance of localization, and whether it is relevant or not. This
will be studied in Chapter 5.
Due to the variability of the model parameters, real WSN deployments are
better represented by probability distributions of the model parameters rather
than deterministic values. From this perspective, the dots shown in Figure 3.3
can be considered realizations of the random variables. Furthermore, the model
parameters are in general strongly correlated. This implies that the classical as-
sumption of independence between the impact of HW and environmental factors
(the first ones affecting only z0 and the latter only n) is not realistic in WSNs.
Due to the intricacy of the effects of these factors on the model parameters, their
distribution represents the combined effect of the particular HW being used and
the peculiarities of the site of deployment.
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The previous chapters were fundamentally dedicated to studying in detail
the log-normal model as a predictor of the RSS. This chapter is dedicated to
the localization algorithms relevant to this thesis. Both well-known and new
methods will be presented, and their properties will be analyzed and compared
analytically and via simulations. The main focus is on methods that use the
log-normal model. However, the algorithms can also be used directly when the
measurement model is the additive Gaussian noise (AGN), which is characteristic
of ToA-based localization. For completeness, we will present the results for both
models.
The first three sections will serve as a reference for the rest of the chapter.
Section 4.1 introduces the problem and the basic nomenclature used. Then, Sec-
tion 4.2 presents a detailed study of the properties of several important distance
estimators. The exposition continues in Section 4.3 presenting the Crame´r Rao
lower bound (CRLB) for the localization problem, which serves as a reference
bound against which different estimators can be compared.
Among the possibilities available, LS and ML estimation techniques are selec-
ted in this thesis to solve the localization problem. Both methods lead naturally
to non-linear problems that require iterative solvers to find the solution. Section
4.4 is dedicated to localization using the LSE criterion. The problem can be
formulated in two different ways: a) minimization of the error of the distance
estimates and b) when using RSS, also minimization of the measurement errors.
These possibilities are analyzed in subsections 4.4.1 and 4.4.2 respectively. Then,
in Subsection 4.4.3 the different methods are compared, which will help us to
choose the best one in its class for further comparison with other algorithms in
later sections.
Although the equations that describe the localization problem are non-linear,
there are certain algebraic transformations that lead to a linear problem. Section
4.5 is devoted to a well-known such transformation that has been studied mostly
in ToA-based localization. We first examine in subsection 4.5.1 the possibility of
using the classic OLS to solve the linearized problem. Then, in subsection 4.5.2
we propose and study two variations based on GLS estimation, both of which
increase significantly the performance compared to using OLS. The section then
concludes in Subsection 4.5.3 with a comparison of all the linear methods studied
using simulations.
Section 4.6 presents a solution to our localization problem using ML estima-
tion, and introduces the related relevant classic theory.
The chapter concludes in Section 4.7 with a comparison among the best meth-
ods studied in the chapter and an elaborated discussion about them, which will
allow us to decide what methods will be most relevant in the rest of the thesis.
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Figure 4.1: Geometry of a basic localization problem when using three beacons.
4.1 Problem Geometry
Let us consider a problem in which we have a set of K beacons with a known
location and a node whose position is to be estimated. Without loss of gener-
ality and for simplicity’s sake, we will consider a localization framework in two
dimensions. Let us define,
~s = (x, y)t the coordinates of the node,
~rk = (rxk, ryk)
t the coordinates of the k-th beacon, k = {1, . . . ,K},
R = (~r1, . . . , ~rK)
t the matrix of coordinates for all the beacons,
dk = ||~s− ~rk|| the true distance between the k-th beacon and the node,
d = (d1, . . . , dK)
t the vector of the K true distances,
dˆk the distance estimate from the node to the k-th beacon,
dˆ = (dˆ1, . . . , dˆK)
t the vector for the K distance estimates.
Figure 4.1 depicts the geometry of the problem for three beacons. Knowing
the true node-beacon distances, the node’s position can be calculated as the point
at which the three circumferences intersect. For a problem with K beacons,
finding the intersection of the K circles implies having to solve the following
system of non-linear equations:
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(rx1 − x)2 + (ry1 − y)2 = d21
(rx2 − x)2 + (ry2 − y)2 = d22
. . .
(rxK − x)2 + (ryK − y)2 = d2K.
(4.1)
In real problems the true distances are unknown, and instead we have available
some sort of noisy distance measurements. Due to this noise, the three circumfer-
ences in Figure 4.1 will not intersect all at one point, leading to an inconsistent
system of equations. In general, then, there is no known exact analytical solution
of the system (4.1) given the presence of noisy measurements. Finding a solution
then requires other types of methods, some of which we will explore based on LS
and ML estimation.
4.2 Distance Estimation
Many localization algorithms rely on the availability of node-beacon distance es-
timates. Their statistical properties will depend on the properties of the distance
estimators that they use, and therefore it is important to know them well.
In this section, we present some important distance estimators for the AGN
and log-normal models together with their statistical properties. We will also
present estimators for distance powers (i.e. d̂m) when using the log-normal model,
which will be needed later when presenting the LLS position estimators.
4.2.1 Additive Gaussian Noise Model
Let us consider a distance measurement system that gives us the true position
corrupted with some noise. Such a model can be written as
z = d+ , (4.2)
where z is the measured distance, d is the true distance and  is a random
variable characterizing the error. If we have a technology whose measurements
can be modelled in this manner, then it is possible to construct an estimator of
the distance as dˆ = z. Thus, the estimator can also be characterized as
dˆ = d+ . (4.3)
If, on average, the error is zero (E [] = 0), then the estimator will give us on
average the true distance as an estimate and is said to be unbiased. Typically,
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 is assumed to be normally distributed ( ∼ N(0, σ2)). In that case, dˆ is also
normally distributed (dˆ ∼ N(d, σ2)). Moreover, (4.3) is the ML estimator, which
is efficient. To prove it, consider the likelihood of a measurement z
l(z, d) =
1
σ
√
2pi
exp
{
− 1
2
(z − d)2
σ2
}
.
The loglikelihood is
L(z, d) = − ln (σ
√
2pi)− 1
2
(z − d)2
σ2
.
The Fisher information is then
E
[(
∂L(z, d)
∂d
)2]
= E
[(
(z − d)
σ2
)2]
=
1
σ2
E
[(
z − d
σ
)2]
=
1
σ2
E
[
z2n
]
,
where zn = (z − d)/σ. Note that zn ∼ N(0, 1), and therefore z2n ∼ χ2 with one
degree of freedom, for which E
[
z2n
]
= 1. The Fisher information is then 1/σ2
and the CRLB becomes σ2. Therefore, the ML distance estimator of (4.3), whose
variance is σ2, is efficient.
4.2.2 RSS-Based Distance Estimation
There are different ways in which one can estimate distance from RSS mea-
surements. One option is to create a distance-RSS mapping from empirical
data data, e.g. fitting a function straight from measurements [Yang and Chen,
2009, Caballero et al., 2008a]. Another possibility is to use kernel methods to find
a direct mapping from the RSS space to a function of the node-beacon distances,
after which the distance can be recovered using the inverse of this function.1
Perhaps the most common way is to find an estimator based on an RSS-distance
model. This is the method that we will follow, in particular using the log-normal
model.
Consider the log-normal model
z = z¯ + , (4.4)
where
z¯ = z0 − 10 n log (d/d0) (4.5)
 ∼ N(0, σ2).
1For example, in [Lim et al., 2006] the log-distances are calculated as a linear combination
of the type log(d) =
∑K
i=1 ziui, where the logarithm is element-wise, and zi and ui are
respectively the RSS measurement and a vector associated with the i-th beacon. The idea
is then to find the vectors ui in the calibration step, chosen so that the estimated distance
errors are minimized.
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We shall now calculate the CRLB for distance estimators using the previous
model, which will serve as a reference to compare the estimators that will be
reviewed later.
The likelihood of one measurement z is
l(z, d) =
1
σ
√
2pi
exp
{
− 1
2
(z − z¯)2
σ2
}
, (4.6)
and the log-likelihood
L(z, d) = − ln (σ
√
2pi)− 1
2
(z − z¯)2
σ2
. (4.7)
The Fisher information then becomes
E
[(
∂L(z, d)
∂d
)2]
= E
[(
z − z¯
σ
)2(
10n
dσ ln 10
)2]
=
(
10n
dσ ln 10
)2
E
[
z2n
]
,
where zn =
(
z−z¯
σ
) ∼ N(0, 1). Thus, z2n ∼ χ2 with one degree of freedom, for
which E
[
z2n
]
= 1. Therefore, the CRLB is
CRLB =
(
σ ln 10
10n
)2
d2 = γ2 d2, (4.8)
where
γ ≡ σ ln 10
10n
. (4.9)
As we can see, the minimum possible variance of any unbiased estimator increases
linearly with the variance of the noise and quadratically with the distance to be
estimated. Also, the greater the path-loss exponent the smaller the minimum
variance will be. As discussed in Chapter 2, higher path loss exponents can be
found in cluttered environments. However, these environments tend to also be
more inhomogeneous, leading to an increase of σ2. Depending on the particular
environment, the aggregated effect can then theoretically be either a decrease or
an increase in the CRLB.
The ML distance estimator is the value of d that maximizes (4.7), which
clearly should satisfy z = z¯. Applying this to (4.5) and solving for d, we obtain
the ML estimator
dˆML = d0 10
z0−z
10 n . (4.10)
Substituting (4.4) for z in (4.10) and rearranging terms, we can write
dˆML = d 10

10 n = d exp
{
ln 10
10n

}
= d e
′
, ′ ∼ N(0, γ2). (4.11)
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The variable e
′
is log-normally distributed, with the following mean and variance
E
[
e
′]
= eγ
2/2 (4.12)
Var
[
e
′]
= (eγ
2 − 1)eγ2 . (4.13)
Therefore, we can see that the estimator is log-normally distributed. Let us define
Γ ≡ eγ2/2. (4.14)
Using the previous definition together with (4.11), (4.12) and (4.13), we can
readily see that the mean and variance of the ML estimator are, respectively,
E
[
dˆML
]
= d Γ (4.15)
Var
[
dˆML
]
= d2(Γ2 − 1)Γ2. (4.16)
Hence, the ML distance estimator is biased. Noting that Γ ≥ 1, 2 we can see
that the bias is always positive, and therefore the estimator will give on average
larger values than the true distance. Its mean square error (MSE) is
MSE
[
dˆML
]
= Var
[
dˆML
]
+
(
Bias
[
dˆML
])2
= d2(Γ4 − 2Γ + 1). (4.17)
As we can see from 4.14 and 4.9, the MSE grows exponentially with σ2.
Based on (4.15), we can construct the following unbiased distance estima-
tor [Patwari et al., 2007]:
dˆU =
dˆML
Γ
=
d0
Γ
10
z0−z
10 n , (4.18)
which, when using equation (4.11), can be equivalently written as
dˆU =
d
Γ
e
′
, ′ ∼ N(0, γ2). (4.19)
Its variance is
Var
[
dˆU
]
= Var
[
dˆML
Γ
]
=
1
Γ2
Var
[
dˆML
]
= d2(Γ2 − 1). (4.20)
2The exponent in the definition (4.14) is non-negative, which implies that Γ ≥ 1. The
equality Γ = 1 requires that γ = 0, which in turn requires that either σ = 0 or n = ∞, which
are degenerate cases.
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When comparing the variances of the ML and unbiased estimators, we can see
that the former is larger than the latter by a factor of Γ2. Therefore, the variance
of the unbiased distance estimator is always smaller than the variance of the ML
estimator. Additionally, being unbiased, the MSE of the unbiased estimator is
equal to its variance, and therefore the MSE of the unbiased estimator is always
smaller than that of the ML.
When comparing the ML and unbiased estimators with the CRLB, we can see
that their MSE grows exponentially with σ2, as opposed to linearly in the CRLB.
A natural question that arises then is whether we can find better estimators than
the ones we have seen so far, and ultimately whether an efficient estimator exists.
Using again the results from [Chitte et al., 2009a], it can be demonstrated that
there is no efficient distance estimator under (4.4), which means that no unbiased
estimator attains the CRLB. Furthermore, Chitte et al. demonstrated that (4.18)
is the best unbiased estimator in the MSE sense. As an alternative, they proposed
a linear minimum mean square error (LMMSE) estimator, wherein the linearity
is with respect to the received power measured in W instead of dBm. Following
the formulation of the log-normal model used in this thesis, 3 we can reach the
same result as follows. Let us rearrange (4.4) as
d0 10
z0−z
10 n︸ ︷︷ ︸
zw
= d 10−ε/10n, (4.21)
where zw is the observation. The linear estimator that we are looking for has the
form dˆv = κ zw, and the MSE to be minimized is E
[
(d− κ zw)2
]
. The value of κ
that minimizes the MSE is κ = Γ−3 (see Appendix A.1). The proposed linear
MMSE estimator is then
dˆV = Γ
−3d0 10
z0−z
10 n =
dˆML
Γ3
. (4.22)
From (4.15) and (4.16), its expected value, variance and MSE are:
E
[
dˆV
]
=
d
Γ2
(4.23)
Var
[
dˆV
]
= d2
Γ2 − 1
Γ4
(4.24)
MSE
[
dˆV
]
= d2(1− Γ−2) (4.25)
In contrast to the ML distance estimator, the bias of the LMMSE estimator is
always negative, and therefore the predicted distances are, on average, smaller
3The formulation used by Chitte et al.. uses natural logarithms and different definitions for
the model parameters.
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Figure 4.2: Distribution of the normalized distance estimators dˆ/d for n = 2 and
σ = 4. The dashed lines indicate the respective expected distance estimates.
than the true ones. Also, because Γ ≥ 1, the MSE is bounded by d2. Compare
this with the exponential growth of the MSE in the ML and unbiased estimators.
In fact, because γ2 > (1 − Γ−2) ∀γ > 0, we see that the MSE is always smaller
than the CRLB (see (4.8)).
Figure (4.2) shows a comparison of the distribution of the three different
distance estimators revised so far, in which we can clearly see the positive, zero
and negative bias of the ML, unbiased and LMMSE estimators, respectively.
4.2.3 RSS-Based Estimation of dm
In the following sections, it will prove useful to find estimators of distance
powers. For convenience, let us define P ≡ dm. In principle, one could think of
using the m-th power of the estimators of d as the estimator of P . In the case of
the ML distance estimator, we would have
PˆML ≡ dˆmML, (4.26)
which in fact is the ML estimator of dm [Chitte et al., 2009a]. In order to
calculate its statistical properties, we start from (4.11), from which we have
dˆmML = d
mem
′
with m′ ∼ N (0, (mγ)2). Let us now define
γm ≡ mγ = mσ ln 10
10n
(4.27)
Γm ≡ eγ2m/2, (4.28)
and so m′ ∼ N (0, γ2m). Thus, the expectation and variance of em
′
can be
calculated from (4.12) and (4.13), respectively, simply by exchanging γ for γm.
Using this equivalence in (4.15), (4.16) and (4.17) and the definition (4.28), the
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mean, covariance and MSE of (4.26) can be expressed as:
E
[
PˆML
]
= dmΓm (4.29)
Var
[
PˆML
]
= d2m(Γ2m − 1)Γ2m (4.30)
MSE
[
dˆML
]
= d2m(Γ4m − 2Γm + 1). (4.31)
Clearly, the estimator is biased. Chitte et al. also demonstrated that the best
unbiased estimator of dm is
PˆU ≡ dˆ
m
ML
Γm
=
PˆML
Γm
. (4.32)
Using (4.30), its variance (and MSE) can be readily calculated as:
Var
[
PˆU
]
= d2m(Γ2m − 1). (4.33)
Compare now the definitions for Γ in (4.9) and for Γm in (4.28), and note that
Γlm = exp
{
l
2
(
mσ ln 10
10n
)2}
= exp
{
m2l
2
(
σ ln 10
10n
)2}
= Γm
2l
1 = Γ
m2l. (4.34)
Thus, Γm 6= Γm = Γm1 , and therefore PˆU 6= (dˆU)m. In other words, unlike in the
case of the ML estimator, the unbiased estimator of dm is not the m-th power of
the unbiased estimator of d.
Chitte et al. additionally proposed a LMMSE estimator of dm. Using the
formulation provided in this thesis, we can obtain the same results using (4.21)
and letting the estimator take the form PˆV = κ z
m
w . The value of κ that minimizes
the MSE E
[
(dm − κ zmw )2
]
is κ = Γ−3m (see Appendix A.1), which leads to the
following LMMSE estimator of dm:
PˆV ≡ dˆ
m
ML
Γ3m
=
PˆML
Γ3m
. (4.35)
Using (4.29) and (4.30), its expectation, variance and MSE can be readily calcu-
lated, resulting in
E
[
PˆV
]
= dmΓ−2m (4.36)
Var
[
PˆV
]
= d2m
Γ2m − 1
Γ4m
(4.37)
MSE
[
PˆV
]
= d2m(1− Γ−2m ). (4.38)
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The MSE of the LMMSE estimator is now bounded by d2m, and again it does
not grow exponentially with σ2.
The fundamental problem with this estimator is that it can have a strong
downward bias (guaranteed by the fact that Γ ≥ 1). Effectively, from (4.36) and
using (4.34), we can write
E
[
PˆV
]
=
dm
Γ2m
=
dm
Γ2m2
=⇒
(
E
[
PˆV
])1/m
=
d
Γ2m
, (4.39)
which clearly shows a bias that increases rapidly with m. Table 4.1 presents the
values of the relative bias for different values of m for an sample situation with
Γ = 1.1 (e.g. n = 2 and σ = 3.8). As we can see, already when m = 2 the
Table 4.1: Relative error of LMMSE distance estimator (Γ = 1).
m 1 2 4
1
Γ2m2
0.83 0.47 0.05
1
Γ2m 0.83 0.68 0.47
estimator gives, on average, 47% of the true value dm, which represents 68% of
d. For m = 4, on average the estimator will give the 5% of the true fourth power
of the distance, representing 47% of d.
4.3 CRLB Localization Performance Bounds
The CRLB is a fundamental limit that states what is the minimum variance
achievable by any unbiased estimator given a complete probabilistic measurement
model. It therefore does not depend on the estimation method. Because of
these properties, it is typically used to assess the goodness of different estimation
algorithms. In this section, we present the CRLB for localization problems when
using the additive Gaussian and log-normal measurement models. These results
will then be used to compare the performance of the algorithms presented later.
In both cases the measurements are normally distributed. For a generic model
with observations z ∼ N (µ(θ),C(θ)), the Fisher information matrix (FIM) can
be expressed as [Kay, 1993, p.47]:
[FIM(θ)]ij =
[
∂µ(θ)
∂θi
]t
C−1(θ)
[
∂µ(θ)
∂θj
]
+
1
2
Tr
[
C−1(θ)
∂C(θ)
∂θi
C−1(θ)
∂C(θ)
∂θj
]
.
(4.40)
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As we can see, the FIM can be divided in two parts, one associated with the in-
formation available in the mean µ (first line) and another with the information in
the covariance matrix C (second line). For both models discussed in this chapter,
we consider IID measurements that result in constant covariance matrices. Thus,
the model for the covariance does not provide any information, and the second
line of (4.40) will be zero.
CRLB for Gaussian Additive Noise Model
Applying (4.40) to the AGN model (4.2) leads to
FIM(~s,θ) =
[
∂d
∂~s
]t
Σ−1
[
∂d
∂~s
]
,
where Σ is the covariance matrix of the measurements, and the Jacobian is
∂d
∂~s
=
 x−rx1d1 y−ry1d1. . . . . .
x−rxK
dK
y−ryK
dK
 = D−1(1~s t −R),
where
1 = (1, . . . , 1)t, dim(1) = K × 1 (4.41)
R = (~r1, . . . , ~rK)
t, dim(R) = K × 2 (4.42)
D = diag(d1, . . . , dK), dim(D) = K ×K (4.43)
With this expression, the FIM can be written as:
FIM(~s,θ) = [D−1(1~s t −R)]tΣ−1D−1(1~s t −R)
= (1~s t −R)tD−1Σ−1D−1(1~s t −R).
For cases in which Σ = σ2I, the previous expression simplifies to
FIM(~s,θ) =
1
σ2
(1~s t −R)tD−2(1~s t −R).
The CRLB then becomes
CRLB(~s,θ) = σ2 [(1~s t −R)tD−2(1~s t −R)]−1︸ ︷︷ ︸
Φd
= σ2Φd(~s ), (4.44)
where Φd(~s ) depends exclusively on the problem geometry, and for a given set
of beacon positions, it only depends on the position to be estimated, ~s.
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CRLB for the Log-Normal Model
Applying (4.40) to the model (4.4) results in
FIM(~s,θ) =
[
∂z¯
∂~s
]t
Σ−1
[
∂z¯
∂~s
]
,
where z¯ is the vector of average RSS. When considering individual models (i.e.
each beacon has its own model), the Jacobian is:
∂z¯
∂~s
= − 10
ln 10
n1
x−rx1
d21
n1
y−ry1
d21
. . .
nK
x−rxK
d2K
nK
y−ryK
d2K
 = − 10
ln 10
N D−2(1~s t −R),
where N = diag(n1, . . . , nK) and nk is the path-loss exponent of the k-th node’s
model. With this expression, the FIM can be written as
FIM(~s,θ) =
(
10
ln 10
)2
[ND−2(1~s t −R)]tΣ−1ND−2(1~s t −R)
=
(
10
ln 10
)2
(1~s t −R)tD−2 NΣ−1N D−2(1~s t −R).
For cases in which N = nI (e.g. when we use a common model) and Σ = σ2I,
the previous expression simplifies to
FIM(~s,θ) =
(
10n
σ ln 10
)2
(1~s t −R)tD−4(1~s t −R).
Using the definition (4.9), the CRLB becomes
CRLB(~s,θ) = γ2 [(1~s t −R)tD−4(1~s t −R)]−1︸ ︷︷ ︸
Φp(~s )
= γ2Φp(~s ). (4.45)
This expression has two factors: γ2, which depends on the model parameters,
and Φp(~s ), which depends on the geometry of the problem. As we can see, when
using the log-normal model for localization, the covariance of the best possible
unbiased position estimator increases linearly with γ2, and therefore it increases
linearly with σ2 and decreases proportionally to the inverse of the square path-loss
exponent.
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4.4 Nonlinear LS Methods
Consider a generic estimation problem in which we have noisy measurements that
are a function of the variables that we want to estimate. Let us for the moment
define a general measurement model:
z = f(θ) + , (4.46)
where z is the quantity that we can measure, f is a deterministic function of
the parameters, θ, to be estimated and  is a random variable characterizing
the measurement error. For a set of K measurements, we can define the vector
function f(θ) as f(θ) = (f1(θ), . . . , fK(θ))
t. The measurement model is then
z = f(θ) + , (4.47)
where z is the vector of observations and  the (random) vector of errors. In a
particular experimental setup, we assume that the parameter θ receives a deter-
ministic fixed value, that we refer to as the true parameter value, θt; this value is
used to generate the data. The generative model of that particular setup becomes
z = f(θt) + . (4.48)
Having defined our model, our aim is to find an estimate of θt. In order to
do so, we pose the problem as a minimization of a cost function that penalizes
the difference between the observations and f(θ), where θ is an independent
variable. A convenient cost function is
Q = tΣ−1 = [z − f(θ)]t Σ−1 [z − f(θ)] , (4.49)
which is a quadratic function of the errors leading to an LS problem. The matrix
Σ is the covariance of the error terms. The estimator of θt is then the value of θ
that minimizes Q, that is,
θˆ = arg min
θ
(Q). (4.50)
Should function f be linear in θ, say z = f(θ) = Tθ, then the solution is
given by the GLS estimator [Davidson and MacKinnon, 2004, p. 258]:
θˆGLS = (T
tΣ−1T )−1T tΣ−1z. (4.51)
If in addition the errors are uncorrelated and homoskedastic, the covariance mat-
rix, Σ, can be written as Σ = σ2I, and (4.51) simplifies to
θˆOLS = (T
tT )−1T tz, (4.52)
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which is the OLS estimator [Davidson and MacKinnon, 2004, p. 33].
So far, we have made no assumptions whatsoever about the distribution of
the errors, nor have we made any claims about the properties of the estimators
other than that the previous solutions minimize the cost function (4.49). If in
addition to f being linear we can assume that the errors are zero mean (E [] = 0),
substituting z = Tθ+  for z in (4.51) and (4.52) and taking expectation we can
readily see that the GLS and OLS estimators will be unbiased. Clearly, otherwise
the estimators will be biased. In cases with zero mean errors, it can also be seen
that the GLS estimator is the best linear unbiased estimator (BLUE) [Amemiya,
1985, sec 6.1]. If the errors are uncorrelated and homoskedastic, then Σ = σ2I
and the OLS is then the BLUE. Otherwise, the OLS is inefficient.Yet, if we further
assume that the errors are normally distributed, then the GLS estimator is said
to be efficient, as it attains the CRLB. Likewise, the OLS is efficient in cases with
uncorrelated and homoskedastic errors.
In the most general case in which f is not linear in θ, we have a generalized
non-linear least squares (GNLS) problem, which must be solved using iterative
numerical methods. A classical approach then is to approximate f with a linear
function of θ and substitute it in (4.49) for its approximation. This requires the
availability of an initial guess regarding the parameter θˆn, around which we will
linearize f . The strategy is then to find a succession of vectors, δn, that, when
added to θˆn, result in a successively smaller cost function Q.
In the position estimation problem, the parameters that we want to estimate
are the coordinates of the node (θ = ~s ), and the observations z can be any
function dependent on the position of the node. In a particular setup in which
the position to be estimated is fixed to ~st, the model for the random observations
(4.48) becomes
z = f(~st) + , (4.53)
and the cost function (4.49)
Q = tΣ−1 = [z − f(~s )]t Σ−1 [z − f(~s )] . (4.54)
In general, f(~s ) is non-linear in ~s. If we have an initial guess at the position of
the node ~ˆsn, we can expand f(~s ) in Taylor’s series with respect to ~s about ~ˆsn
and use this to find a refined position estimate, ~ˆsn+1. It can be shown that the
new position estimate is (see Appendix A.2 for a detailed derivation):
~ˆsn+1 = ~ˆsn + (J
t
nΣ
−1Jn)−1JtnΣ
−1[z − f(~ˆsn)], (4.55)
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where Jn is a K × 2 Jacobian matrix evaluated at each iteration and defined as
Jn ≡ ∂f(~s )
∂~s
∣∣∣∣
~ˆsn
=

∂f1
∂x
∣∣
~ˆsn
∂f1
∂y
∣∣
~ˆsn
. . . . . .
∂fK
∂x
∣∣
~ˆsn
∂fK
∂y
∣∣
~ˆsn
 . (4.56)
Once ~ˆsn+1 has been calculated, we can use it as a new guess at the position
estimate and iterate the process until convergence. This procedure is essentially
the classic Newton-Raphson optimization algorithm [Kay, 1993, Sec. 7.7]. As
with any local search method, there are no guarantees that it will converge or
find the global minimum. Several criteria can be used to detect convergence and
stop the iteration [Davidson and MacKinnon, 2004, p. 232]. For example, we
could stop it when ‖~ˆsn+1 − ~ˆsn‖2 ≈ 0.
Assuming that the iteration converges, then for a large enough n we have
~ˆsn+1 ≈ ~ˆsn. A useful alternative expression of (4.55) with which we can study the
statistical properties of the estimator is (see [Torrieri, 1984], or appendix A.2 for
a detailed derivation):
~ˆsn+1 = ~st + (J
t
nΣ
−1Jn)−1JtnΣ
−1(eL + ) (4.57)
eL = [f(~st)− f(~ˆsn)]− Jn(~st − ~ˆsn). (4.58)
Note that the expression includes the true position ~st. The term eL is the lineariz-
ation error, and thus (4.57) shows clearly that the error in the estimator depends
on the linearization and measurement errors. Using the previous expression, the
bias and covariance of the estimator can be readily calculated as:
E
[
~ˆsn+1
]
− ~st = (JtnΣ−1Jn)−1JtnΣ−1(eL + E []) (4.59)
Cov
[
~ˆsn+1
]
= [JtnΣ
−1Jn]−1. (4.60)
As we can see, due to the linearization error, the estimator will be in general
biased even if E[] = 0. Should f(~s ) be linear, then the term eL vanishes. If in
addition E[] = 0, then the resulting estimator will be unbiased. In the general
case of f(~s ) not being linear, the more non-linear the function is the more bias
it will produce in the estimator.
Using the Taylor-series linearization to solve localization problems was pro-
posed initially by Foy [Foy, 1976], who applied the method to cases in which
the measurements available are line of positions (LoPs), relative angles (classical
triangulation) and relative distances (multilateration). He also presented the res-
ults for TDoA (hyperbolic location), differential angle of arrival (DAoA) and for
cases in which different types of measurements are combined. Torrieri applied
later the method to hyperbolic localization and AoA problems studying in detail
the circular error probability (CEP) and GDoP [Torrieri, 1984] .
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4.4.1 Localization Using Range Measurements
When using range measurements for localization, the measurements are the dis-
tance estimates from the beacons to the node (z = dˆ), and the function f(~s )
becomes
df (~s ) ≡ f(~s ) =
‖~r1 − ~s ‖2...
‖~rK − ~s ‖2
 , (4.61)
where ‖~rk − ~s ‖2 =
√
(rxk − x)2 + (ryk − y)2. Then, (4.53) becomes
z = df (~st) + , (4.62)
and the cost function (4.54)
Q = tΣ−1 = [z − df (~s )]t Σ−1 [z − df (~s )] . (4.63)
The succession (4.55) then becomes
~ˆsn+1 = ~ˆsn + (J
t
nΣ
−1Jn)−1JtnΣ
−1[z − df (~ˆsn)], (4.64)
where Σ = Cov [] and the Jacobian Jn is defined as
Jn ≡ ∂df (~s )
∂~s
∣∣∣∣
~ˆsn
=

∂‖~r1−~s ‖2
∂x
∣∣
~ˆsn
∂‖~r1−~s ‖2
∂y
∣∣
~ˆsn
. . . . . .
∂‖~rK−~s ‖2
∂x
∣∣
~ˆsn
∂‖~rK−~s ‖2
∂y
∣∣
~ˆsn
 =

(xˆn−rx1)
d1n
(yˆn−ry1)
d1n
. . . . . .
(xˆn−rxK)
dKn
(yˆn−ryK)
dKn
 ,
where dkn = ‖~rk − ~ˆsn‖2. Defining Dn = diag(d1n, . . . , dKn) and using (4.41) and
(4.42), this expression can be rewritten as
Jn ≡D−1n (1~ˆs tn −R). (4.65)
with which we can express the covariance of the position estimator (4.60) as
Cov
[
~ˆsn+1
]
= [JtnΣ
−1Jn]−1 = [(1~ˆs tn −R)tD−1n Σ−1D−1n (1~ˆs tn −R)]−1. (4.66)
Comparing this with the CRLB (4.44), we can detect a similar form. In fact,
if Σ = σ2I, then both expressions are equal. The difference is that the expression
for the CRLB is implicitly evaluated at the node’s true position, whereas (4.66)
is evaluated at the algorithm’s point of convergence.
The linearization error then becomes
eL = [d− df (~ˆsn)]− Jn(~st − ~ˆsn), (4.67)
where again d = df (~st). This error depends only on the geometric factors and
not on the measurement technology being used.
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Additive Gaussian Noise Model
Using the model (4.2) for distance estimation and assuming IID normally distrib-
uted errors, we can complete the definition of the model (4.62) in a probabilistic
sense as
z = df (~st) + , where  ∼ N(0, σ2I). (4.68)
The Taylor-series position estimator is given by the succession (4.64), whose bias
and covariance of (4.59) and (4.60) simplify respectively to
E
[
~ˆsn+1
]
− ~st = (JtnJn)−1JtneL = Φd(~ˆsn)JtneL (4.69)
Cov
[
~ˆsn+1
]
= σ2(JtnJn)
−1 = σ2Φd(~ˆsn), (4.70)
where we have used (4.65) and the definition of Φd from (4.44). The expression
of the covariance of the estimator coincides formally with the CRLB, although in
(4.70) Φd it is evaluated at the point of convergence instead of the true position.
In any case, the estimator is not necessarily efficient, as it is biased when eL 6= 0.
Log-Normal Model
In Section 4.2.2 we studied the statistical properties of three different distance
estimators using RSS measurements and the log-normal model: ML, unbiased
and LMMSE. Using any of these estimators as the observation (dˆ = z) and
substituting them in (4.62), we can write the model of the error as
 = dˆ− df (~st). (4.71)
This expression, however, represents a subtle difference with respect to (4.62) and
(4.68). In (4.62), the error  is considered a random variable, which in the case of
the additive Gaussian noise model (4.68) is assumed to be normally distributed.
As a consequence, the observations, z, are a random variable, again normally
distributed in the additive Gaussian noise model. When using the log-normal
model for distance estimation, we observe directly the outcome of the distance
estimators, dˆ, which are themselves log-normally distributed random variables.
As a consequence, the error, defined as the difference between the observation
and the true value, is a random variable.
Because the distance estimators in (4.71) are not normally distributed, the
errors will not be normally distributed. Moreover, we saw that the ML and
LMMSE distance estimators are biased, and therefore E [] 6= 0. As a result, the
position estimators using these distance estimators will be biased.
We aim now at studying the bias and variance of Taylor-based position esti-
mators using all the previous three distance estimators.
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Using the ML distance estimator leads to a vector of distance errors ML =
dˆML−d. By virtue of (4.15), we know that E[ML] = d(Γ−1), and from (4.16) and
using the assumption of IID samples, we get ΣML = Cov [ML] = Γ
2(Γ2 − 1)D2.
The Taylor-series position estimator is then given by the succession (4.64), whose
bias and covariance of (4.59) and (4.60) simplify respectively to
Bias
[
~ˆsML
]
= Γ2(Γ2 − 1)(JtnJn)−1Jtn [eL + d(Γ− 1)] (4.72)
Cov
[
~ˆsML
]
= Γ2(Γ2 − 1)[JtnD−2n Jn]−1 = Γ2(Γ2 − 1)Φp(~ˆsn), (4.73)
where the definition of Φp is taken from (4.45).
For the unbiased distance estimator, the mean of the distance errors
vector U = dˆU − d is zero. From (4.20), and using again the IID assumption
of the RSS measurements, the covariance of the distance measurement errors
becomes ΣU = Cov [U] = (Γ
2 − 1)D2. The bias and covariance of the position
estimator are then:
Bias
[
~ˆsU
]
= (Γ2 − 1)(JtnJn)−1JtneL (4.74)
Cov
[
~ˆsU
]
= (Γ2 − 1)[JtnD−2n Jn]−1 = (Γ2 − 1)Φp(~ˆsn). (4.75)
The LMMSE distance estimator is biased. The error is V = dˆV − d.
Using (4.23), we can write E [V] = (Γ
−2 − 1)d, and using (4.24) and assuming
again IID errors, we arrive at ΣV = Cov [V] = (Γ
−2 − Γ−4)D2. The bias and
covariance of the position estimator are then
Bias
[
~ˆsV
]
= (Γ2 − 1)(JtnJn)−1Jtn
[
eL + d(Γ
−2 − 1)] (4.76)
Cov
[
~ˆsV
]
= (Γ−2 − Γ−4)[JtnD−2n Jn]−1 = (Γ−2 − Γ−4)Φp(~ˆsn). (4.77)
In all cases, the covariance of the position estimators depends on the geomet-
rical arrangement of the beacons and the position of convergence through factor
Φp(~ˆsn), which is then multiplied by a constant that depends on the model para-
meters. These constants are the same ones that characterize the variance of the
respective distance estimators (see (4.16), (4.20) and (4.24)).
4.4.2 Taylor-Series Linearization Estimation for RSS
In the previous subsection we used the sum of squared distance errors as the
cost function to be minimized for position estimation. This required a previous
distance estimation from RSS measurements. In this subsection we will now use
directly the sum of squared differences between the observed and predicted RSS.
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Using the log-normal model for RSS predictions, function f in (4.53) becomes
zf (~s ) ≡ f(~s ) =
 z¯1...
z¯K
 , (4.78)
with z¯k being defined in (4.5). The Jacobian (4.56) then becomes
Jzn ≡ ∂zf (~s )
∂~s
∣∣∣∣
~ˆsn
=

∂z¯1
∂x
∣∣
~ˆsn
∂z¯1
∂y
∣∣
~ˆsn
...
...
∂z¯K
∂x
∣∣
~ˆsn
∂z¯K
∂y
∣∣
~ˆsn
 = − 10 n
ln 10

(xˆn−rx1)
d21n
(yˆn−ry1)
d21n
...
...
(xˆn−rxK)
d2Kn
(yˆn−ryK)
d2Kn

which, using (4.65), can be rewritten as
Jzn = − 10 n
ln 10
D−2n (1~ˆs
t
n −R) = −
10 n
ln 10
D−1n Jn.
The measurement errors are IID with ek ∼ N(0, σ2), and thus the covariance
matrix of the errors is Cov [] = σ2I. The Taylor-series position estimator is
given by the succession (4.64), whose bias and covariance of (4.59) and (4.60)
simplify respectively to
E
[
~ˆsn+1
]
− ~st = (JtznJzn)−1JtzneLz (4.79)
Cov
[
~ˆsn+1
]
= σ2[JtznJzn]
−1 = γ2[(1~ˆs tn −R)tD−4n (1~ˆs tn −R)]−1, (4.80)
where the linearization error now is
eLz =
[
zf (~st)− zf (~ˆsn)
]
− Jzn(~st − ~ˆsn). (4.81)
Using (4.65) and the definition of Φp(~ˆsn) from (4.45), then (4.79) and (4.80) can
be rewritten as
E
[
~ˆsn+1
]
− ~st = −
(
ln 10
10n
)3
[JtnD
−2
n Jn]
−1JtnD
−1
n eLz
= −
(
ln 10
10n
)3
Φp(~ˆsn)J
t
nD
−1
n eLz
Cov
[
~ˆsn+1
]
= γ2[JtnD
−2
n Jn]
−1 = γ2Φp(~ˆsn). (4.82)
As we see, the expression of the covariance has the same form as the CRLB of
(4.45), although now it is evaluated at the position of convergence.
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4.4.3 Comparison Among RSS-Based Methods
We have studied thus far four different RSS-based position estimation methods
using NLS optimization, with all of them having different statistical properties.
In the three first methods the cost function penalizes the differences between the
observed (estimated) and true node-beacon distances, for which it is necessary
to estimate the distances from RSS measurements in a preliminary step. In the
fourth method, the penalization is straight with respect to the difference between
the observed and predicted RSS measurements, without using distance estimation
in an intermediate step. We will now compare the different methods.
The bias of the different localization methods is the result of two factors: the
bias of the errors in the measurement model and the linearization error. Even in
cases with unbiased measurement errors, the presence of the linearization error
makes the position estimators biased, and therefore inefficient. The amount of
bias introduced by the linearization error depends on how strong the non-linearity
is around the convergence point and how far it is from the true position. The
convergence position depends on the shape of the cost function, which is differ-
ent among the position estimators being considered, even when the observations
are the same. Thus, an analytical comparison among the bias of the different
localization methods due to the linearization error is not straightforward.
The covariance of each of the position estimators takes the form κΦp(~ˆsn)
(see (4.73),(4.75),(4.77) and (4.82)), where recall that Φp(~ˆsn) depends exclusively
on the problem geometry and κ is a constant that depends only on the model
parameters through γ and assumes different values for the different localization
methods being used. Figure 4.3 shows this factor as a function of γ for the
different position estimators and for γ ∈ [0, 1.5]. The factor κP corresponds to
the method using RSS measurements directly, whose formula for the covariance
coincides with the CRLB. Clearly, for the same position estimate the algorithms
0 0.5 1 1.5
0
1
2
3
γ
κML
κU
κP
κV
Figure 4.3: Comparison of κ-factors among the different Taylor-series
linearization-based localization algorithms.
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using ML and unbiased distance estimators always have greater covariance for
any value of γ (κML and κU respectively), whereas for the algorithm using the
LMMSE distance estimator the covariance is lower (κV).
In practice, due to the difficulty to predict the convergence position of the
different algorithms and therefore the bias, we cannot assess analytically which
one performs better in terms of the MSE, even if the comparison of the covariance
seems straightforward. Recognizing this limitation we aim at a comparison based
on computer simulations.
Simulation Setup
Because the performance of the algorithms depends on the geometrical config-
uration of the problem, assessing the performance in all possible cases requires
placing a target node in all possible geometrical configurations, generating a large
amount of random measurements for each case and computing the statistics for
the resulting position estimates for each of the configurations. This requires solv-
ing an enormous amount of localization problems and, hence, is not practical.
Instead, we are interested in a practical comparison from which we can derive
some general guidelines. The problem now is how to come up a generic enough
simulation setup that represents a wide range of possible use cases so that the
simulations become computationally tractable.
In particular we are interested in comparing the algorithms in situations with
good and bad geometrical conditions, that is, with good and bad GDoP. Intu-
itively, good geometrical conditions occur when the target node falls within the
polygonal area defined by the beacons, whereas bad conditions occur when the
node is outside. In our simulation scenario we place ten beacons equidistant from
the origin of coordinates at a distance of 15 m and all equiangularly spaced. We
then place target nodes in positions within a disk of radius 30 m so that the
nodes fall both inside and outside of the polygonal area defined by the beacons.
To place the target nodes, first the disk is divided into 60 concentric and non-
overlapping annuli centred also in the origin of coordinates, with the internal and
external radii of each annuli being k∆d and (k + 1)∆d, respectively, and with
∆d = 0.5 m and k = {0, . . . , 59}. In each of the annuli we place 500 target
nodes in uniformly distributed random positions. Therefore, we have a total of
3 · 104 nodes in the whole disk. Figure 4.4 presents a simplified schema of this
arrangement. The small circles symbolize the nodes placed in their respective
annuli. The nodes in dark blue correspond to two sample annuli, one inside and
the other outside the polygonal area defined by the beacons.
For each of the nodes, we generate one unique vector of noisy RSS mea-
surements using the log-normal model. This vector is then used to locate the
corresponding target node using the different localization algorithms to be com-
pared. In all cases the true position was used as the initial value to start the
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Figure 4.4: Simplified schema of simulation setup.
−20 0 20
−20
0
20
20
40
Figure 4.5: Characteristic error (γ-normalized) of the simulation setting.
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solver. Once the position estimates are ready we calculate the average distance
error for the nodes belonging to the same annuli. 4 Then, we plot the error stat-
istics for the different algorithms as a function of the radii of the central circle
within the annulus.
Placing many beacons at equidistant positions from the origin of coordinates
and with equiangular separation creates a special scenario in which nodes within
the same annuli will see a rather similar geometry of the problem. This can
be seen more clearly in Figure 4.5, which represents the characteristic error for
any node position within the proposed simulation scenario normalized with γ.
We define the characteristic error as ec =
√
Tr(CRLB), that is, the square root
of the trace of the CRLB. This is a measure of the typical error of the best
unbiased estimators in metres, and thus it can be used to assess the quality of the
estimation methods. Normalizing it with γ makes it independent of the model
parameters and dependent only on the geometrical conditions of the problem
(see (4.45)). Thus, ec/γ is a measure of GDoP. Errors corresponding to points
with similar intensity in Figure 4.5 will be affected similarly by the geometrical
configuration of the problem.
Although the geometrical condition of the problem for nodes within the same
annulus is not exactly the same, they are relatively similar, except perhaps closer
to the 15 m radius where the beacons are located. This allows us to compute the
error corresponding to each annulus as the average of the errors from its belonging
nodes. This comparison is not strictly valid for all possible configurations, but
we believe that it gives us a reasonable framework within which we can make
general comparisons of the different algorithms.
Simulation Results
Figure 4.6 shows the average and standard deviation of the errors for the different
localization methods. The horizontal axes present the radius of the central circle
of the annuli, which corresponds approximately to the distance from the nodes
to the origin of coordinates. Results associated with using distance estimates are
indicated with a dˆ in the legend and a subindex referring to the distance estimator
being used. Results associated with using directly the RSS measurements are
indicated with the letter P (from power). Panel 4.6a uses σ = 2, and Panel
4.6b σ = 5. The figures also show the statistics of the characteristic error. Its
standard deviation is only a guide to assess the variability of the GDoP within
each annuli.
4This average is calculated only using the position estimates that converged to a solution.
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(a) Average and standard deviation of the error for σ = 2
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(b) Average and standard deviation of the error for σ = 5
Figure 4.6: Comparison of Taylor methods. Model parameters: z0 = −70, n = 2.
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(b) σ = 5
Figure 4.7: Global comparison of the Taylor methods. Model parameters:z0 =
−70, n = 2, σ = 2 (left) and σ = 5 (right).
As we can see in Panel 4.6a, for relatively small noise power the method that
directly uses RSS performs significantly better in general. It follows the trend of
the normalized characteristic error, with a slightly decaying average error until
a distance of 15 m (where the beacons are located) and a subsequent increase
for larger distances. In contrast, the mean error associated with the distance-
based methods increases from the zero distance. Among these three estimators,
the LMMSE seems to be slightly better within the area of good GDoP, but this
behaviour changes in the area of bad GDoP. On the right-hand side of the figure,
we can also see that the standard deviation of the error is comparable among the
distance-based methods, and it is lowest in general for the direct RSS algorithm.
The difference in performance increases with the noise power (see Panel 4.6b).
Within the area of good GDoP, the method using LMMSE distance estimators
is generally superior, with a lower mean and standard deviation of the error.
However this error increases rapidly with the distance to the origin, and becomes
highest in the area of bad GDoP. Although the variability in the error is smallest
in all the cases (see the right side of the figure), the results suggest that the bias
becomes large enough to make the mean error comparatively high with respect
to the other methods. The method that directly uses RSS still behaves similarly
to the characteristic error, and gives the best estimates in situations with bad
GDoP.
Figure 4.7 presents an aggregated comparison of all the methods in our sim-
ulation scenario. The horizontal axes show the mean error of all the position
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estimates for the respective algorithms, while the vertical axes the standard de-
viation. The better the estimator performs globally, the closer it will be to the
lower left corner of the figure. As we can see, the direct RSS-based algorithm per-
forms better in general in cases with both low and higher levels of noise power.
In a very general case in which we do not know whether the geometry of the
problem is good or bad, it seems reasonable to use the direct RSS method. The
unbiased and LMMSE methods might be better for cases in which we can ensure
a good GDoP, especially with higher noise power.
4.5 Linear LS Methods
The NLS estimation methods from the previous section rely on iterative solvers
that require a Taylor-series linearization of the measurement model. Another
solution is to find a mathematical transformation of the equations so that the
resulting formulas are linear in the coordinates. Once the equations are linear,
we can use different techniques to estimate the nodes’ position.
In some particular cases one can find a transformation of equations (4.1) that
lead to an analytical solution of the problem even with noisy distance measu-
rements. The particular case of having three distance measurements available
(trilateration) has received special attention in the literature, especially in the
field of aviation since three is the minimum number of beacons needed to estim-
ate the 3D position of an aircraft.5 For this particular configuration, researchers
have tried to come up with an analytical solution for the position estimate [Fang,
1986, Manolakis, 1996, Thomas and Ros, 2005].
The solution proposed by Manolakis in [Manolakis, 1996] is based on the fol-
lowing simple transformation: first select one of the beacons whose corresponding
equation will then be subtracted from the others. In the following, for clarity we
denote this beacon as pivot. Similarly, we also denote as pivot its corresponding
equation and measurement. From (4.1), using the last equation as pivot and re-
arranging terms after the subtraction, we can obtain the following linear system
of equations:[
(rx3 − rx1) (ryK − ry1)
(rx3 − rx2) (ryK − ry2)
] [
x
y
]
=
1
2
[
(d21 − d23) + (r23 − r21 )
(d22 − d23) + (r23 − r22 )
]
(4.83)
where recall that ~rk = (rxk, ryk)
t and we define rk ≡ ‖~rk‖. Although here we
present the transformation for a two-dimensional coordinate system, Manolakis
applied this transformation to a problem that includes the altitude. He provided
exact analytical formulas for the horizontal and vertical position and studied the
5Note that the ambiguity in the altitude is automatically resolved by discarding the position
with a negative altitude.
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Figure 4.8: Lines of position derived from the exact linearization transformation.
performance of the proposed estimator providing approximated formulas for its
bias and covariance. Additionally, he calculated the GDoP and vertical dilution
of precision (VDoP) for an equidistant triangular arrangement of the beacons.
Later, Caffery provided an intuitive geometrical interpretation of the trans-
formation, which converts three equations representing circles and their intersec-
tions into two representing lines and their intersections [Caffery, 2000]. These
lines are referred to as LoP. Thus, the transformed system of equations (4.83)
represents the LoPs associated with circles 1-3 and 2-3 respectively. When the
corresponding two circles intersect, the associated LoP will pass through the
two points of intersection. If they are tangent, the corresponding LoP will pass
through the tangent point. And even if the circles do not intersect, the trans-
formation leads to a proper line that can be used for localization.
One key aspect of this transformation is then that, while the presence of noisy
distance measurements renders the original system of equations inconsistent, after
the transformation the system can naturally accommodate the presence of noise.
We can see this in Figure 4.8, which presents the same situation as Figure 4.1 but
with noisy measurements. LoP13 and LoP23 are associated with circles 1-3 and 2-
3, respectively. As we can see, LoP23 passes through the points of intersection of
its associated circles. Circles 1 and 3 do not intersect, and thus (4.1) would yield
an inconsistent system of equations. Instead, the transformation yields LoP13,
which intersects with LoP23.
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In the derivation of (4.83), we used the third beacon as pivot, and therefore
subtracted the equation for its associated circle from the other two. The point
of intersection does not change if we choose either of the other two beacons as
pivots. Figure 4.8 shows the three possible LoPs and how they all intersect in
the same point: the estimated position. Thus, for the particular case in which
there are three beacons, we have an estimator with an analytical and unique
solution. Should we have more than three beacons, we can still apply the previous
transformation, but no general exact analytical solution is known.
In the more general case in which we have K ≥ 3 beacons, subtracting the
i-th equation from the others in (4.1) and rearranging terms yields the following
linear system of equations:
(rxi − rx1) (ryi − ry1)
. . . . . .
(rxi − rxi−1) (ryi − ryi−1)
(rxi − rxi+1) (ryi − ryi+1)
. . . . . .
(rxi − rxK) (ryi − ryK)

︸ ︷︷ ︸
AL
[
x
y
]
=
1
2

(d21 − d2i ) + (r2i − r21 )
. . .
(d2i−1 − d2i ) + (r2i − r2i−1)
(d2i+1 − d2i ) + (r2i − r2i+1)
. . .
(d2K − d2i ) + (r2i − r2K)

︸ ︷︷ ︸
bL
. (4.84)
Caffery studied possible solutions for problems with more than three beacons.
Based on the uniqueness of the solution when only three beacons are available, he
proposed two types of methods to solve problems with K > 3. The first solution
tries to find the intersections of the possible LoPs that can be formed with the
set of K circles. The position estimate is then the mean of the intersection points
or the centroid of the polygon that they form. The second solution applies LS
directly to (4.84).
Caffery worked only with ToA localization, and therefore he used the AGN
model of (4.2). Using simulations, he concluded that the LS-based solution was
‘slightly worse’ than using Taylor linearization estimation, but was ‘significantly
better ’ in the presence of large bias. The exact linearization showed almost the
same results as the Taylor series linearization method presented in the previous
section when three beacons were used. The results were different when using 4
beacons, being the Taylor expansion better. This difference is highly relevant
when the target devices to be located are outside the central region between the
beacons. This emphasizes the effect of the geometry of the problem [Caffery,
2000].
Chitte used the log-normal model for RSS-based distance estimation and ap-
plied OLS to solve (4.84), calculating the bias and variance of the resulting es-
timators [Chitte et al., 2009a, Chitte et al., 2009b]. In the following, we build
on and complete the work by Caffery and Chitte by providing more insights and
two new families of linear position estimators, namely GLS and IGLS.
92 4.5. Linear LS Methods
4.5.1 OLS
The matrix AL in (4.84) depends exclusively on the position of the beacons.
The vector bL is the measurement vector of the linearized system, which is a
transformation of the original vector of distances. Because the true distances are
unknown, in practice we substitute them by some estimates, either of distances
or square distances. This leads to using the estimate bˆL instead of the true bL,
which in general will be a random vector that depends on the original distances.
For a generic bˆL, the OLS position estimator is given by
~ˆs = [AtLAL]
−1AtL︸ ︷︷ ︸
CL
bˆL = CLbˆL. (4.85)
Its expectation and covariance are
E
[
~ˆs
]
= CL E
[
bˆL
]
Cov
[
~ˆs
]
= CL Cov
[
bˆL
]
CtL = CL ΣL C
t
L,
(4.86)
where we define
ΣL ≡ Cov
[
bˆL
]
. (4.87)
Being a transformation of a vector of estimates, the statistical properties of bˆL will
depend on those of the original vector of estimates, as well as on the functional
form of the dependence.
AGN model
When using the additive Gaussian error model (4.2), we can substitute the
distance estimates (4.3) for the true distances in (4.84), which leads to
bˆL =
1
2

(dˆ21 − dˆ2i ) + (r2i − r21 )
. . .
(dˆ2i−1 − dˆ2i ) + (r2i − r2i−1)
(dˆ2i+1 − dˆ2i ) + (r2i − r2i+1)
. . .
(dˆ2K − dˆ2i ) + (r2i − r2K)
 . (4.88)
The squaring operation on the distance estimators also affects the errors of the
model, and thus bˆL will have a different distribution with respect to the vector of
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distance estimates. It can be shown that its expectation and covariance are (see
Appendix A.3 for details):
E
[
bˆL
]
= bL
Cov
[
bˆL
]
= σ2(D2L + d
2
i 1L1
t
L) +
σ2
2
(I + 1L1
t
L), (4.89)
where DL and 1L have reduced dimensions, that is to say,
DL =

d1
. . . 0
di−1
di+1
0 . . .
dK

∈ R(K−1)×(K−1) (4.90)
1L =
(
1 . . . 1
)t ∈ R(K−1)×1. (4.91)
Because bˆL is unbiased, the OLS position estimator will also be unbiased.
Log-normal model
When using RSS measurements under the log-normal model, instead of using
the squares of the distance estimators we can directly use the estimators of the
squared distances that we studied in Subsection 4.2.3. The vector bˆL then takes
a slightly different form with respect to (4.88), being
bˆL =
1
2

(d̂21 − d̂2i ) + (r2i − r21 )
. . .
(d̂2i−1 − d̂2i ) + (r2i − r2i−1)
(d̂2i+1 − d̂2i ) + (r2i − r2i+1)
. . .
(d̂2K − d̂2i ) + (r2i − r2K)

. (4.92)
When using the ML distance estimator of d2, (4.26), the expectation and
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covariance of bˆL become (see Appendix A.4)
E
[
bˆL
]
=
1
2

d21 − d2i
· · ·
d2i−1 − d2i
d2i+1 − d2i
· · ·
d2K − d2i
+ bL (4.93)
Cov
[
bˆL
]
=
1
4
Γ22(Γ
2
2 − 1)(D4L + d4i 1L1tL). (4.94)
The OLS position estimator is thus biased, with expectation
E
[
~ˆs
]
= ~s+
1
2
(Γ2 − 1)CL

d21 − d2i
· · ·
d2i−1 − d2i
d2i+1 − d2i
· · ·
d2K − d2i
 . (4.95)
When using the unbiased squared distance estimator (4.32) (m=2), the
expectation and covariance of bˆL become (see Appendix A.4)
E
[
bˆL
]
= bL
Cov
[
bˆL
]
=
1
4
(Γ22 − 1)
(
D4L + d
4
i 1L1
t
L
)
. (4.96)
The position estimator is then unbiased.
Finally, when using the LMMSE squared distance estimator (4.35) (m=2),
the expectation and covariance of bˆL become (see Appendix A.4)
E
[
bˆL
]
=
1
2
(Γ−22 − 1)

d21 − d2i
· · ·
d2i−1 − d2i
d2i+1 − d2i
· · ·
d2K − d2i
+ bL (4.97)
Cov
[
bˆL
]
=
1
4
Γ22 − 1
Γ42
(
D4L + d
4
i 1L1
t
L
)
, (4.98)
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which also leads to a biased OLS position estimator, with expectation
E
[
~ˆs
]
= ~s+
1
2
(Γ−22 − 1)CL

d21 − d2i
· · ·
d2i−1 − d2i
d2i+1 − d2i
· · ·
d2K − d2i
 . (4.99)
Comments
In contrast to the NLS estimation methods studied in the previous section, the
covariance ΣL = Cov
[
bˆL
]
has, in general, dissimilar elements in the diagonal,
which is synonymous with heteroscedasticity. Furthermore, the non-diagonal
terms are non-zero, which indicates presence of correlation among the trans-
formed measurements despite the IID errors assumption. This correlation is a
direct consequence of subtracting the pivot equation from the rest when applying
the transformation to the original distance measurements. As a result, all the
non-diagonal terms are equal.
When using LLS position estimators, the geometry of the problem directly
affects the covariance of the transformed measurements vector, bˆL, which in turn
affects the covariance of the position estimators. From (4.89),(4.94),(4.96) and
(4.98), we can see that ΣL increases with any and all of the node-beacon dis-
tances. This increase is with the fourth power when using RSS measurements.
This suggests that, when deploying beacons, one should distribute them so that
the node-beacon distances are minimized. Such is the case with a symmetric
distribution trying to maximize the probability of the target nodes being in the
centre. Regarding the pivotal beacon, its contribution is additive for all the ele-
ments of ΣL. This suggests that choosing the beacon closest to the target node
as pivot will reduce the covariance of its position estimate.
The geometry of the problem also directly affects the bias when the position
estimators are biased, that is to say, when using ML and LMMSE distance es-
timators under the log-normal model (see (4.95) and (4.99)). The selection of
the pivotal beacon will affect both CL and the vector of differences of squared
distances, and therefore it is clear that it can affect the bias. However, unlike the
case of ΣL, the impact of this selection is not immediately clear.
Our choice is to select as pivot the beacon closest to the target node, because
a) as we have seen this minimizes the covariance of the position estimator, and
b) as we will see later, it results in a more numerically stable implementation of
the algorithm. Because the true position of the node is not known, the pivotal
beacon is selected as the one whose estimated distance to the node is the smallest.
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4.5.2 GLS and IGLS
A consequence of ΣL 6= σ2I is that the OLS solution is not efficient. In such cases,
the GLS is the efficient linear estimator [Greene, 2011, p.264]. The problem is
that ΣL is unknown because, as we have just seen in the previous subsection, it
depends on the true node-beacon distances, and therefore, on the position that
we are trying to estimate.
Nevertheless, we can compute an estimate ΣˆL using the distances or square
distance estimates that we used for the OLS solution. In order to do so, when
using the AGN model we substitute the estimated distances, dˆk, for the true ones
,dk, in (4.90) and (4.89). Under the log-normal model, we again use instead direct
estimates of the squared distances, d̂2k . Substituting them for the true distances,
dk, in (4.90) leads to calculating D
2
L instead of DL. This matrix will be used in
the respective equations (4.94), (4.96) and (4.98) to calculate ΣˆL, in which it has
to be squared instead of exponentiated to the fourth power.
Using ΣˆL instead of ΣL leads to the following GLS type of estimator:
~ˆs = [AtLΣˆ
−1
L AL]
−1AtLΣˆ
−1
L bˆL, (4.100)
where
ΣˆL = f(d̂m,θ)
d̂m ≡ (d̂m1 , . . . , d̂mK )t.
Furthermore, once we have calculated the position as in (4.100), the node-beacon
distances can be recalculated using the new position estimate as the true node
position, with which we can reestimate d̂m and ΣˆL. This iteration can be repeated
until convergence. We refer to this solution as IGLS.
The IGLS algorithm is presented in Table 4.2. It accepts as inputs the matrix
R = [~r1, ~r2, . . . , ~rK]
t containing the position of the beacons, the vector of initial
distance power estimates, d̂m, and the model parameters, θ. The calculation of
d̂m depends on whether we consider the AGN or the log-normal model. Under
the AGN model we use (d̂k)
m as the estimator of dmk , whereas under the log-
normal model we use estimates of the distance powers. In line 2 the matrix AL is
calculated as in (4.84), which depends only on the positions of the beacons and is
constant. In line 3 the transformed measurement vector, bˆL, is calculated using
(4.92), which depends both on d̂m and R. In line 5, ΣˆL is calculated using the
corresponding formula for Cov
[
bˆL
]
as explained before, which depends on d̂m
and θ (more precisely on n and σ from θ under the log-normal model). Then, in
line 6 the GLS position estimate is computed using AL, bˆL and ΣˆL as calculated
previously. Using this position estimate we can compute a new estimate of the
node-beacon distances, with which we re-calculate d̂m simply by exponentiating
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Table 4.2: Iterative GLS algorithm (IGLS).
1 iglse(R,d̂m,θ)
2 AL = f(R)
3 bˆL = f(d̂m,R)
4 repeat
5 ΣˆL = f(d̂m,θ)
6 ~ˆs = [AtLΣˆ
−1
L AL]
−1AtLΣˆ
−1
L bˆL
7 d̂m = (||~ˆs− ~r1||m, . . . , ||~ˆs− ~rK||m)
8 until convergence
9 ΣˆL = f(d̂m,θ)
10 Cov
[
~ˆs
]
= [AtLΣˆ
−1
L AL]
−1
11 return (~ˆs,Cov
[
~ˆs
]
)
them. The new value of d̂m will be used in the next iteration to re-calculate ΣˆL.
Steps 5 to 7 are repeated until a convergence criterion is satisfied. Finally, the
covariance of the position estimate is approximated in line 10 (see below), for
which ΣˆL is re-calculated in line 9.
The study of the statistical properties of the GLS and IGLS estimators is
not straightforward. Should we know the true value ΣL, it is clear that the
GLS estimator would be unbiased when E
[
bˆL
]
= bL. However, we use instead
an estimate ΣˆL, which is a random matrix itself. Therefore, to assess when
(4.100) is unbiased we would need to calculate its expectation while considering
both ΣˆL and bˆL of random nature with their own distribution and statistical
properties, which is a formidable task that we leave for future work. Regarding
the covariance, the reasoning is the same. Therefore, we do not make any claims
about the bias and covariance of the GLS and IGLS position estimators.
Should we still want to calculate an approximation of the covariance, we
could use the ΣˆL returned by the algorithm as the true (deterministic) value of
Cov
[
bˆL
]
. Using (4.100) we can then approximate the covariance of the GLS and
IGLS algorithms as:
Cov
[
~ˆs
]
= [AtLΣˆ
−1
L AL]
−1AtLΣˆ
−1
L ΣˆL{[AtLΣˆ−1L AL]−1AtLΣˆ−1L }t
= [AtLΣˆ
−1
L AL]
−1AtLΣˆ
−1
L AL[A
t
LΣˆ
−1
L AL]
−1
= [AtLΣˆ
−1
L AL]
−1. (4.101)
What remains to be studied, however, is whether (4.101) is a good approximation
in practice.
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Practical Implementation
The GLS position estimator as given by Equation (4.100) depends on the calcula-
tion of two inverses: Σˆ−1L and [A
t
LΣˆ
−1
L AL]
−1. In practice, it is desirable to avoid
as much as possible to calculate directly inverses of matrices. In our case it is
possible to avoid completely the direct inversion of any matrices in the following
manner:
The GLS estimator (4.100) is the solution of
SAL~s = SbˆL, (4.102)
where S is the upper triangular Cholesky factor of Σˆ−1L . Effectively, using the
normal equations we have (SAL)
tSAL~s = (SAL)
tSbˆL, from which
~ˆs = [(SAL)
tSAL]
−1(SAL)tSbˆL
= [AtLS
tSAL]
−1AtLS
tSbˆL
= [AtLΣˆ
−1
L AL]
−1AtLΣˆ
−1
L bˆL;
Let R be the upper triangular Cholesky factor of ΣˆL, that is, ΣˆL = R
tR.
Thus, Σˆ−1L = (R
tR)−1 = R−1R−t = StS, from which we can identify S = R−t.
Substituting S into equation (4.102) we get
R−tAL~s = R−tbˆL.
The factorR−tbˆL is the solution ofRtx = bˆL for x, which can be solved efficiently
using forward substitution. The factorR−tAL is the solution ofRtT = AL for T ,
which can be solved using any triangularization method. Finally, the solution of
(4.102) can then be obtained as the solution of T ~s = x, which can be done using
a triangularization technique. Putting all together and exploiting the capabilities
of the backslash operator of Octave/Matlab6, this can be done as
R = chol(ΣˆL);
~ˆs = (Rt \AL) \ (Rt \ bˆL).
Additionally, although by definition ΣˆL is positive definite, due to round-
off errors in some rare cases it might result in a matrix with some very small
negative eigenvalues, in which case the Cholesky decomposition will fail. In
6Given a linear system Ax = b, in Octave/Matlab the solution can be found as x = A \ b.
The backslash operator “\” solves a linear system using different methods depending on the
characteristics of the matrix A, aiming at optimizing numerical stability and reducing com-
putational complexity. In particular, it automatically applies forward/backward substitution
when A is lower or upper triangular, respectively.
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order to minimize this effect we exploit the structure of ΣˆL. As we can see from
the formulas of its definition, ΣˆL has equal terms in the non diagonal elements,
corresponding to the term dˆ2i1L1
t
L (see (4.94),(4.96) and (4.98)). Recall that di is
the estimated distance from the node to the pivot beacon. Therefore, if we choose
as pivot the beacon with the shortest distance estimate, the difference between
the diagonal and non-diagonal terms in ΣˆL will increase, which will subsequently
increase also its eigenvalues and make the Cholesky decomposition more robust.
In the IGLS algorithm we used ~δtnCov
[
~ˆsn+1
]
~δn <  as convergence criterion
with  = 0.01, where ~δn is the increment of the position estimate between iter-
ations, that is, ~δn = ~ˆsn − ~ˆsn−1. We observed that usually ‖~δn‖ converges in a
few iterations, say between three to ten, although other times it takes 20 or 30.
Sometimes it converges to 0, and others it stabilizes as a positive value. With
respect to the covariance Cov
[
~ˆsn+1
]
, we follow its evolution by monitoring the
characteristic error ec =
√
Tr
(
Cov
[
~ˆsn+1
])
. We observed that in most cases ec
grows initially and converges to a stable value in a similar number of iterations
than ‖~δn‖. In some rare cases, however, it takes a few more iterations. The con-
vergence criteria chosen makes it possible to stabilize of both ~δn and Cov
[
~ˆsn+1
]
before the algorithm stops. Should the algorithm reach the last iteration, we
choose as solution the position estimate at the iteration that shows the smallest
value for ~δtCov
[
~ˆsn+1
]
~δ.
4.5.3 Comparison
So far in this section, we have studied three different linear localization meth-
ods that rely on RSS-based distance estimators, each one with three variants:
OLS, GLS and IGLS. Whereas the OLS estimator does not use ΣL, the GLS and
IGLS estimator do. Because ΣL is not known, the GLS and IGLS estimators
approximate it using estimates of distances or squared distances, which adds an
extra factor of uncertainty that affects the position estimates. The effects of ap-
proximating ΣL by its estimate could be investigated by calculating analytically
the bias and covariance of (4.100) considering ΣˆL as a random variable, which
is a formidable task. Therefore, once more we aim to assess and compare the
performance of the different algorithms using simulations.
Comparison of RSS methods
The simulation scenario used here is exactly the one explained already in sub-
section 4.4.3, which was used to compare the NLS methods. The position of the
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beacons, target nodes and the generated measurement vectors are the same. We
also present the results for two levels of noise power: σ = 2 and σ = 5.
Figure 4.9 shows the mean error (left) and standard deviation (right) of the
errors (including ec =
√
Tr(CRLB)) as a function of the annulus radius, which is
approximately the distance of the target node’s position to the origin of coordin-
ates (see Panel 4.4). In all the figures, the subindices ML, U and V of the legends
refer to using the ML, unbiased and LMMSE distance estimators, respectively.
Figure 4.10 shows the aggregated comparison of all the methods. The hori-
zontal axis presents the mean error of all the position estimates and the vertical
axis its standard deviation. Again, the better the algorithm performed globally
in our simulations the closer its corresponding marker will be to the lower left
corner of the figure.
When comparing the OLS methods, using the unbiased and LMMSE distance
estimators result in better estimates compared to using ML. For a moderate
noise power, the difference in the mean error is minor but consistent for all the
distances, and more accused for positions close to the origin of coordinates (see
Panel 4.9a). The difference in the standard deviation of the error is clearer at all
distances, however. The difference in performance becomes much more evident
when we increase the noise power (see Panel 4.9b). Note how the OLSV falls well
below the characteristic error when the node is close to the origin of coordinates.
The OLSU performs clearly better than the OLSML for large noise, both in terms
of the mean and standard deviation of the error, but the dispersion of the error
is still significantly larger than with the OLSV.
The global difference in performance among the OLS methods can be seen
clearly in Figure 4.10. As we can see, the plus signs are clearly separated for
both σ = 2 and σ = 5, with the one for the OLSV being the closest to the origin.
Note how the distance among markers becomes significantly larger for σ = 5 with
respect to the case with σ = 2.
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(a) Mean and standard deviation of the error for σ = 2
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(b) Mean and standard deviation of the error for σ = 5
Figure 4.9: Comparison of LLS methods (z0 = −70, n = 2).
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(b) σ = 5
Figure 4.10: Global comparison of the LLS methods. Model parameters: z0 =
−70, n = 2, σ = 2 (left) and σ = 5 (right).
When comparing the GLS methods globally, surprisingly the situation is
rather the opposite. The GLSML is clearly the best method for both levels of
noise power in terms of the mean and standard deviation of the error, whereas
the GLSV is the worse (see Figure 4.10).
Regarding the differences between OLS and GLS methods, using the latter
ones does not result in an increase of performance when using all the distance
estimators. In fact, GLSv performs worse than OLSv, except for rather small
distances to the origin (see Figure 4.9). The largest improvement occurs when
using the ML distance estimator. Overall, we can see that the GLSML version in
general offers a significant level of improvement in performance over all the OLS
estimators for all distances and noise levels being tested (see Figure 4.9). On a
global comparison, though, the OLSv method follows closely (see Figure 4.10).
Continuing with the iteration of the IGLS methods brings in general clearly
better performance with respect to the corresponding OLS and GLS methods.
The exception is when using ML distance estimators with larger noise power,
which results in a significant increase of the mean and variability of the error.
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Figure 4.11: Characteristic errors (σ-normalized) of the simulation settings.
Which method should be used in a general scenario? The OLS estimators
are clearly the least computationally demanding. Should we choose an OLS
method, it performs best when using LMMSE distance estimators, especially
in the presence of large levels of noise. GLS methods require in addition the
Cholesky decomposition of ΣˆL, and therefore are more computationally costly.
Among them, using ML distance estimators seems a good choice, and brings
a consistent performance improvement over any of the OLS methods. Going
further for an IGLS method can increase further the performance, but at a higher
computational cost. Among the IGLS estimators the GLSU results in smallest
average errors in general, although the GLSV gives smaller error variability.
One important aspect to note is that the results of the OLS methods showed
a significant dependency on the beacon selected as pivot. Choosing different
pivots could lead to changes in mean errors of a factor of two, and thus their
curves in the previous figures could have shown clearly larger errors than any
GLS method. Although our choice of pivot does not guarantee the minimum
error in all circumstances, in practice it was observed to be rather good, in the
sense that it gave usually the smallest errors when compared to almost all other
choices tested in practice. However, the GLS and IGLS were not affected in any
noticeable way. So, yet another advantage of these methods is their immunity to
the selection of pivot.
Comparison of AGN Model Based Methods
We proceed now to compare using simulations the performance of the different
linear localization methods under the AGN model. For convenience we will also
present the results of the NLS approach from Subsection 4.4.1, which we solved
using the Taylor-series linearization method (Newton-Raphson).
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The simulation scenario and methodology used to calculate errors and plot
results is also the one explained already in Subsection 4.4.3, but with the beacons
placed in a circle with a 150 m radius. We present results when using four and
ten beacons. Figure 4.11 shows their respective σ-normalized characteristic error
as a function of the 2D position.
Figure 4.12 shows the average and standard deviation of the errors for the
different estimators as a function of the annulus radius (aprox. node distance to
the origin) up to 300 m. Figure 4.13 presents the same results for a larger scale
with radius up to 2 km. Figure 4.14 shows the mean vs. the standard deviation
of the errors for the different algorithms for the case of using up to 300 m radius.
Similarly as with the log-normal model, the selection of the pivot affects
the results of the OLS significantly, whereas GLS and IGLS are essentially not
affected. The figures presented here are also created using the closest beacon to
the target node as the pivot, using the estimated distances as measure of closeness.
Again, this choice gave in general the best results. Had we chosen other pivot,
the difference between the OLS and GLS would be significantly larger in all cases.
In contrast to the log-normal model, the average and standard deviation of
the GLS and IGLS are indistinguishable from each other. The IGLS iteration
does not provide any extra performance with respect the GLS. This can be seen
in all the figures, and especially in Figure 4.14. We observed that the IGLS
algorithm changed the estimated position in the order of millimetres in the first
iteration, and less in further ones.
In general, there are two areas with clearly different behaviour of the errors
separated by the circle with 150 m radius, where the beacons are located. We refer
to the radius of this circle as db. In the inner area (radius ≤ db) the characteristic
error remains more or less constant, the same as the error of the Taylor method.
In the outer area (radius > db) both errors increase with the distance more or
less linearly, but with slightly different slope. This difference is better observed
in Figure 4.13, which presents results for larger distances to the origin.
In the inner area, the mean and standard deviation of the error of the GLS
and Taylor methods are the same until a breakpoint, and do not change much
with the distance to the origin. The breakpoint is situated at a distance smaller
than db. After the breakpoint the errors of the linear methods begin to increase,
whereas the error of the Taylor method remains stable until db. The mean and
standard deviation of the OLS estimator before the breakpoint have a similar
behaviour as the GLS when using four beacons, but with a slightly larger mean
and average error (see Figure 4.12a).
For radii larger than db, the errors associated to all the methods increase
linearly, but with different slopes. The slope for the OLS method is larger than
for the GLS methods, while the Taylor method has the smallest slope. This can
be seen more clearly in Figure 4.13, in which the largest radius is 2 km.
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Figure 4.12: Mean and standard deviation of the error when using 4 and 10 beacons (σ = 2).
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Figure 4.13: Comparison among LLS methods under the AGN model (σ = 2).
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Figure 4.14: Global comparison of the LLS methods using AGN models for the
simulations with maximum radius of 300 m (σ = 2). The markers show the mean
vs. the standard deviation of the errors when using their associated algorithm.
Adding more beacons has clear benefits. First, the difference between the
OLS and GLS methods become more accentuated. Also, the breakpoint becomes
closer to db as the number of beacons increases, causing the GLS perform more
similar to the Taylor method in the inner area (compare panels 4.12a and 4.12b).
In the outer area, the slopes of the lines of the error’s mean and standard deviation
naturally decrease as the number of beacons increases. With four beacons the
lines corresponding to the GLS are rather close to the line associated with the
OLS method (see Figure 4.13a). However, the lines for the GLS move closer to
the line of the Taylor method as the number of beacons increases (see 4.13b).
Had we used only three beacons in the simulations, the results of all the
linear methods (OLS, GLS and IGLS) would have been exactly the same. This
is because the algebraic transformation required for the analytical linearization
reduces the number of equations in one. Having three beacons leaves us with two
equations, and we have two coordinates to estimate. The system of equations
then becomes determinate. Therefore, the performance of the GLS algorithms
will be better than that of the OLS when using four beacons or more for 2D
localization.
The effect of changing σ is only to change the mean and standard deviation
of the errors proportionally.
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4.6 Maximum Likelihood
Until now all the localization methods studied were based on the LSE criterion. In
this section we describe the principle of maximum likelihood for the localization
problem, which will be applied later in this thesis.
Suppose we have a probabilistic model for the observations z, p(z;θ), which
depends on a vector of L parameters θ = (θ1, . . . , θL). The likelihood of one
measurement zk is then p(zk;θ). Assuming IID samples, the likelihood of a set
of observations z is the product of the individual likelihoods, that is:
p(z;θ) =
K∏
k=1
p(zk;θ). (4.103)
The principle of maximum likelihood is simple: maximize the likelihood of the ob-
servations conditioned on the parameters that we want to estimate. The estimate
is the value of the parameter that maximizes the likelihood:
θˆ = argmax
θ
p(z;θ). (4.104)
Instead of maximizing (4.104) directly, usually it is easier to maximize the log-
likelihood
L(θ) ≡ ln p(z;θ) = ln
K∏
k=1
p(zk;θ) =
K∑
k=1
ln p(zk;θ). (4.105)
Being the logarithm a monotonic transformation, the value of θ that maximizes
the likelihood is the same as the one that maximizes the log-likelihood.
A necessary condition for finding find a maximum of the log-likelihood is
that its gradient must be equal to zero. From (4.105), the derivative of the
log-likelihood with respect to the l-th parameter is
∂L(θ)
∂θl
=
K∑
k=1
∂
∂θl
ln p(zk;θ). (4.106)
As we can see, each measurement zk contributes to the partial derivative with
respect to θl with the partial derivative of its log-likelihood. We can then form
the matrix of the contribution to the gradients as
J(θ) ≡

∂ ln p(z1;θ)
∂θ1
. . . ∂ ln p(z1;θ)∂θL
∂ ln p(z2;θ)
∂θ1
. . . ∂ ln p(z2;θ)∂θL
...
. . .
...
∂ ln p(zK ;θ)
∂θ1
. . . ∂ ln p(zK ;θ)∂θL
 =

J1(θ)
J2(θ)
. . .
JK(θ)
 ,
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which is effectively the K × L Jacobian of the log-likelihood when the log-
likelihood is interpreted as depending on the K individual likelihoods, p(zk;θ).
Jk(θ) is the vector of contributions to the gradient corresponding to the k-th
sample. The gradient is then the 1xL vector resulting of adding up the rows of
the Jacobian:
∂L
∂θ
=
K∑
k=1
[
Jk1 , . . . , JkL
]
.
The points θ for which the gradient is zero are the stationary points of the log-
likelihood. A necessary condition to ensure that a stationary point corresponds
to a maximum is that the Hessian is negative definite. The Hessian is the L× L
matrix of the second partial derivatives
H(θ) =

∂2 ln p(z;θ)
∂θ21
. . . ∂
2 ln p(z;θ)
∂θ1∂θL
∂2 ln p(z;θ)
∂θ2∂θ1
. . . ∂
2 ln p(z;θ)
∂θ2∂θL
...
. . .
...
∂2 ln p(z;θ)
∂θL∂θ1
. . . ∂
2 ln p(z;θ)
∂θ2L
 .
Finite sample ML estimators can be biased and do not have any optimal-
ity properties. However, under certain regularity conditions, 7 it can be shown
that they are asymptotically consistent, efficient and normally distributed. This
means that, as the number of samples grows, the estimator converges to the real
value of the parameter being estimated, its covariance approaches the minimum
possible covariance for any unbiased estimator and that the estimator is normally
distributed. These properties are only valid when the model is not misspecified
(see [Kay, 1993] or [Davidson and MacKinnon, 2004]).
The covariance of ML estimators can be approximated using different methods
[Davidson and MacKinnon, 2004, p.415]. One can use the covariance of the
asymptotic distribution of the estimator. This covariance matrix is the inverse
of the information matrix, which is defined as the expectation of the covariance
of the gradient
I(θ) = E
[
∂L
∂θ
∂L
∂θ
t]
, (4.107)
where the expectations are computed with respect z. The FIM estimator is then
Ĉov
[
θˆ
]
= I−1(θˆ),
7The regularity conditions, in short, are the necessary conditions that allow us to expand the
log-likelihood in a Taylor series with respect θ and truncate it, and to calculate the expectations
of the gradient and Hessian. [Greene, 2011, ch. 14.4].
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which is effectively the CRLB. Note that it does not depend on the observa-
tions, z, as its dependency has been removed when calculating the expectation
in (4.107). Another possibility is to use the so-called empirical Hessian estimator
Ĉov
[
θˆ
]
= −H−1(θˆ),
which requires the ability to calculate the Hessian of the log-likelihood, and does
depend on z. Another option is to use the outer product of the gradient
Ĉov
[
θˆ
]
=
[
J t(θˆ)J(θˆ)
]−1
.
Finally, we also have the sandwich estimator:
Ĉov
[
θˆ
]
= H−1(θˆ)J t(θˆ)J(θˆ)H(θˆ).
In essence, the amount of information available is related to the curvature of
the log-likelihood around the estimate, and the previous covariance estimators
are measures of that. The larger the curvature, the more the information is
available. In this thesis we will use the empirical Hessian estimator.
In case of measurement models with zero mean normally distributed errors,
the likelihood of one observation is
p(zk;θ) =
1√
2piσ2
exp
[
− (zk − z¯k)
2
2σ2k
]
, (4.108)
and the log-likelihood of a set of K IID measurements z = [z1, z2, ..., zK] becomes
L(θ) = −K
2
ln(2piσ2)− 1
2σ2
K∑
k=1
(zk − z¯k)2
= −K
2
ln(2piσ2)− 1
2σ2
(z − z¯)t(z − z¯),
(4.109)
where z¯ = [z¯1, z¯2, ..., z¯K]. Clearly, maximizing (4.109) requires minimization of
the factor (z − z¯)t(z − z¯), which is the sum of squared errors. This criterion is
the same as the least squares criterion, and thus the solution is also the same.
The AGN and log-normal models of (4.4) and (4.3) have normally distributed
errors. The equivalence between the LS and ML criterion then implies that
the results regarding the non-linear estimators presented in Section 4.4 are also
applicable to ML estimators.
In either case, the resulting problem is non-linear on the position to be estim-
ated, and therefore we have to rely on numerical methods to find the solution.
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In Section 4.4 we used a Newton-Raphson solver, which was convenient for dif-
ferent theoretical calculations within this chapter. In practice, however, there
are other methods with better convergence properties. In this thesis we will use
the damped Broyden–Fletcher–Goldfarb–Shanno (BFGS) solver ([Nocedal and
Wright, 2006, ch. 6]) for ML estimation, and its large-scale bounded variation
bound-constrained large-scale BFGS (L-BFGS-B) from [Byrd et al., 1995].
4.7 Discussion
In this chapter we have studied many localization techniques based on the LSE
optimization criterion. The goal of this section is to recapitulate the relevant
conclusions of the chapter and to present a global comparison of the best methods.
In general, the LSE criterion leads to non-linear problems in the position that
we want to estimate, and therefore we have to rely on iterative methods to solve
the problem. One such iterative method is the Newton-Raphson method, some-
times known as Taylor-series linearization estimation, which we used in Section
4.4 to compare different localization schemes.
In subsection 4.4.1, we formulated the position estimation problem as a min-
imization of the sum of squared distance errors, for which we need distance es-
timates. When using the AGN model we used as distance estimates the measure-
ments themselves, which we proved in Subsection 4.2.1 to be the efficient choice.
When using RSS under the log-normal model, we saw that there is no efficient
distance estimator, and we explored the possibility of using three different esti-
mators. However, it is also possible to pose the problem as a minimization of
the sum of squared RSS errors rather than converting RSS to distance estimates
first and then minimizing in the distance domain. We saw using simulations that
staying in the RSS domain yields in general better results, with the exception of
cases with high noise power and very good geometrical configuration of the pro-
blem, cases in which an optimization in the distance domain using the LMMSE
distance estimators can provide a smaller average error. But for a general case,
an optimization in the RSS domain proved to be superior, and therefore we select
it as the best solution among the NLS methods.
In Section 4.5 we used an algebraic transformation of the original equations
that turns them into a linear system. This opened the door to using three dif-
ferent families of solvers: OLS, GLS and IGLS. These require either distance or
squared distance estimates, which can be obtained using the estimators studied
in Section 4.2. We then compared all of the linear LS methods, and assessed the
improvements introduced by the newly proposed GLS and IGLS families.
Finally, in Section 4.6 we posed the problem using ML optimization, and
argued that the solution is necessarily the same as with the NLS problem pro-
position when the LSE criterion penalizes directly the observations.
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Figures 4.15 and 4.16 reproduce the results of the best methods from our
simulations for an easier comparison. The legend ML is used to represent the
localization method using the ML criteria and the BFGS solver, while the legend
P is used to indicate the method using the LSE criteria with a Taylor solver in
the RSS domain. As expected, the P and ML methods show the same results in
all cases except in positions close to the circle with a 15 m radius, cases in which
the Taylor method has more convergence problems.
The ML and Taylor methods generally perform better than the rest both in
terms of mean and standard deviation of the error and for the two noise levels
tested (see Figure 4.16). However, in cases with a good geometrical configuration
of the problem and relatively large noise, Panel 4.15b suggests that using the
OLSV estimator might result in less average error.
Despite the overall better performance of the ML estimator, it has two main
drawbacks with respect to the linear ones: it requires an initial position estimate
and, in general, is more computationally demanding. Finding an initial position
estimate is not trivial. It must be close enough to the true position; otherwise,
the algorithm might converge to a non-global maximum or might not converge
at all. In principle, one can use a grid-search with a fine enough resolution to
guarantee sufficient closeness of the initial estimate. However, where to place the
grid and choosing its resolution are not automatically clear issues. In any case,
the extra computations of the log-likelihood required by the grid-search make the
whole localization method even more computationally demanding.
On the other hand, the linear methods do not require any initial position
estimate, not even the iterative IGLS family. Additionally, they can be very
computationally efficient, especially when the dimensionality of the measurement
vector is small.
The most extreme case is the family of OLS position estimators. From (4.86)
we see that the matrix CL depends only on the position of the beacons and not
on the measurements. Therefore, CL needs to be calculated only once for a given
setup, and it can then be reused for all the localization processes. Furthermore,
is very easy to compute, as it only requires calculating the inverse [AtLAL]
−1
of dimension 2x2 plus a matrix multiplication. Once calculated CL, estimating
position in that setup requires only calculating bˆL and a matrix multiplication.
Given its simplicity, OLS methods are good candidates for very computationally
constrained applications. In particular, using LMMSE distance estimators gave
the best overall results in its class, which, as we have seen, can even outperform
ML under very good geometrical conditions and with large measurement noise.
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(a) Mean and standard deviation of the error for σ = 2
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(b) Mean and standard deviation of the error for σ = 5
Figure 4.15: Comparison of the best methods. Model parameters: z0 = −70, n = 2.
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(b) σ = 5
Figure 4.16: Comparison of the best methods (Model parameters: z0 = −70,
n = 2). Mean and standard deviation of the error for σ = 2 (left) and σ = 5
(right).
Should we desire better estimates, we can still rely on the GLS and IGLS
families, but at a larger computational cost. Because ~ˆs now depends on ΣˆL (see
(4.100)) and ΣˆL on the distance estimates, it is not possible to pre-compute part
of the estimator and reuse it as easily as with the OLS estimators. Still, the
increase of performance is significant, especially with moderate noise levels (see
Panel 4.15a).
In any case, the study presented in this chapter is based on analytical formu-
las and computer simulations, which can be rather far from reality. In particular,
as we have argued in previous chapters, it is well known that the log-normal
model does not necessarily explain well the RSS in all scenarios, nor is its error
necessarily Gaussian. In the next chapter we will apply all the localization meth-
ods studied so far to estimate the position of the nodes in our WSN using the
real data obtained during the experiments, and we will see how they perform in
reality.
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In Chapter 4 we studied via simulations the performance of several source lo-
calization algorithms. This chapter is dedicated fundamentally to the application
of those algorithms in order to estimate the position of the nodes in our exper-
imental setup and to find model identification strategies that can help improve
the overall localization performance.
Of the studied methods, ML estimation was considered the best in a gen-
eral scenario. Using a robot as a mobile beacon poses characteristic problems
for ML position estimators when using a high measurement sampling rate: the
appearance of a distinctive type of local maxima and overconfidence of the estim-
ates. We begin the chapter by studying these problems and proposing solutions
in Section 5.1. One of the solutions is the Maximize-Explore algorithm, which
helps gradient-based solvers overcome local maxima. The underlying logic and
the implementation details will be presented in Section 5.2.
Section 5.3 continues with an assessment of the performance of ML and the
different families of linear position estimators studied in Chapter 4. In the light of
the variability of the model parameters observed in Chapter 3, we investigate the
possibility of using an individual model (IM) for each node instead of a common
one (CM) for all the nodes, and we compare the localization results. Using IMs
clearly yields better results in general, and this motivates us to study further the
relevance of the model identification process and its impact on localization.
Traditionally, a single site-specific CM is used in WSNs by all the nodes. We
have seen in Chapter 3 that models identified with different nodes can have signi-
ficantly different parameter values. We will also see in Section 5.3 the benefits of
using IMs. It is therefore natural to ask ourselves about the impact of using CMs
in WSNs identified with a pair of nodes. How does it affect the localization error
in the rest of the nodes? Is this effect relevant? And if so, can we do something
about it? In order to answer these questions, in Section 5.4 we study the sens-
itivity of the ML position estimator to changes in the model parameters. Then
in Section 5.3 we examine in detail the advantages of two model identification
strategies: using data from multiple nodes when fitting a common model and
using individual models instead of a common one.
The benefits associated with using IMs are due to the models’ specialization:
each IM now has to explain the observations of only its corresponding node.
Encouraged by this result, in Section 5.6 we investigate the possibility of special-
izing further the IMs. So far we have used the log-normal model to predict the
RSS. However, as was discussed in Section 2.6, due to its limited expressiveness
it can give biased predictions in inhomogeneous environments. To alleviate the
limitation due to its linearity, we investigate the possibility of using polynomials
of higher degree instead of the log-distance model. Furthermore, we also expe-
riment using mixture of Gaussians instead of normally distributed variables to
model the errors.
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5.1 ML and High Measurements’ Linear Density
Let us rewrite here for convenience the log-likelihood function of a vector of K
IID RSS measurements z = (z1, z2, ..., zK)
t (see (4.109)):
L(~s,θ) = −K
2
ln(2piσ2)− 1
2σ2
K∑
k=1
(zk − z¯k)2
= −K
2
ln(2piσ2)− 1
2σ2
(z − z¯)t(z − z¯),
(5.1)
where
z¯k = z0 − 10 n log (dk/d0). (5.2)
Being that L(~s,θ) in non-linear on the node’s position, finding its maximum
requires numerical iterative methods that start from an initial guess. Gradient-
based methods can become trapped in local maxima, and the relevance of this
complication depends on the shape of the log-likelihood function and the position
given as initial guess. The shape of the log-likelihood function depends on the
position of the beacons. As we can see from (5.2), the value of z¯k tends to ∞ as
the distance dk = ||~s− ~rk|| approaches zero. This implies that the log-likelihood
function (5.1) has an asymptote in each of the positions where the beacons are
located, ~rk, with values tending to −∞ as ~s approaches any ~rk, and it will be
large and negative for positions in the near surroundings. Because of this, the
problem associated with the presence of local maxima acquires special relevance
in the context of this thesis.
When using a robot as a mobile beacon, and when collecting a high density of
measurements along its trajectory, the asymptotes introduced by the beacons are
close to each other. Thus, the log-likelihood will exhibit large negative values and
with strong fluctuations when evaluated in different positions along the trajectory
of the robot, depending on how close these position are to any of the measurement
points (beacons). Gradient-based methods might then find difficulties passing
over this curve. The result is that there can be areas with local maxima created
by the robot trajectory in which the solver can become trapped. We can see this
clearly in Panel 5.1a, which shows the contour of the log-likelihood function of
the data collected by one of the nodes in the basketball field. As we can see, there
is a general tendency of the likelihood to increase towards a global maxima. But
the contour lines have a tendency to be parallel to the trajectory of the robot
at points close to the trajectory. This creates many local maxima. Panel 5.1a
has been generated by first calculating the log-likelihood in a dense grid of points
and then calculating and plotting 50 contour lines. Had we plotted more contour
lines, we would see more contour lines parallel to the trajectory of the robot.
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Figure 5.1: Log-likelihood contours for a sample robot trajectory in the bas-
ketball field. The global maxima is marked with a ‘+’ sign. In Panel 5.1a the
measurement points are marked with a black dot.
Panel 5.1b is a detailed contour in an area close to the global maximum, in which
we can see more clearly this phenomena. Note the asymptotes corresponding to
each of the measurement points, and how the contour lines get parallel to the
trajectory of the robot.
To remedy this problem we will explore the following solutions.
1. The first option is the classic approach of using a grid search (GS) to find a
good enough initial position estimate with which to start a gradient-based
solver.
2. Alternatively, we can start the solver at any point and let it converge to
whatever maximum. We can then explore the area close to the solution
trying to determine whether the maximum is local or not, and, if so, try to
escape from it. The result is an algorithm that we call Maximize-Explore,
which will be explained in Section 5.2.
3. Finally, we can reduce the number of measurement points. Choosing them
distant enough from one another will separate the asymptotes in the log-
likelihood function, thereby reducing the risk of appearance of local maxima
due to the high linear density of measurements. This approach will be
studied later in Chapter 6, when we introduce autocorrelation models.
Should we try the first approach, the GS can guarantee the convergence of
a solver to a global maximum in a specified domain as long as the grid is fine
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enough. However, it has some drawbacks. First, we have to know a priori the
area in which to do the search, which can be quite large. Second, we do not know
a priori the position of the local maxima nor how close they are to each other,
and likewise how fine the grid should be in order to avoid them. Clearly the finer
the grid the more likely the local maxima will be evaded. Third, the number of
function evaluations required by a grid search grows proportionally to the area
being explored and squared to the resolution used, making GS a computation-
ally expensive algorithm. This, in turn, imposes limitations on the size of the
area that can be explored and the resolution of the grid. The second approach
(the Maximize-Explore algorithm) basically aims to decrease the computational
requirements of plain GS by making the search more efficient.
There is still another problem related to using a high number of measure-
ments and the IID errors assumption. This assumption grants that every sample
adds exactly the same amount of information, independently of the number and
how close the samples are collected to each other. When using a large number
of measurements this will result in a very peaky log-likelihood functions, which
in turn will lead to over-confident position estimates. To solve this problem, in
this chapter1 we substitute the likelihood of a single measurement p(z|~s,θ) by
p(z|~s,θ)α, with 0 < α < 1. This reduces the information that each measurement
provides, making the likelihood more flat. This technique of over-confidence re-
duction is used, for example, in beam models of range finders [Thrun et al., 2005,
p. 167] and RSS localization [Ferris et al., 2006]. The flattened log-likelihood
function then becomes
L(~s,θ) = −αK
2
ln(2piσ2)− α 1
2σ2
K∑
k=1
(zk − z¯k)2 (5.3)
= −αK
2
ln(2piσ2)− α 1
2σ2
(z − z¯)t(z − z¯), (5.4)
which is simply a scaled version of (5.1). Note that the scaling operation changes
the gradient and curvature of the log-likelihood, but not the position of the peaks
and valleys. Thus, the position estimates, assuming perfect convergence of the
solver to a global maximum, are not affected by the scaling operation. In our
experiments we found that α = 0.15 was a suitable value in all the environments.
5.2 Maximize-Explore
As stated earlier, using GS to obtain a good initial guess on the position estimate
can be expensive in terms of computing power. In this section we will develop
1In Chapter 6 we will explore two additional methods to solve the over-confidence problem.
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two simple heuristics that help a gradient-based solver overcome the local max-
ima characteristic from our localization problem. These techniques, when used
together with a gradient-based method, will offer a less computationally demand-
ing algorithm for solving our localization problem.
As we saw previously, the log-likelihood function acquires large negative values
along the robot trajectory, and this can create local maxima in which gradient-
based methods might become trapped. Intuitively, the trajectory of the robot
acts like a precipice in a hill, which obstructs the path towards the top. Suppose
that a gradient-based algorithm becomes trapped in a local maximum created by
this precipice: on the one hand the general trend of the likelihood is to increasing
in the direction towards the global maximum, while on the other hand we have
the precipice stopping the solver. Intuitively, we expect the local maximum to
be close to the precipice, and that there must be a point with a higher likelihood
on the other side of the precipice. This intuition can be grounded again in Panel
5.1b. Our strategy is to exploit this intuition to explore the area close to the
local maxima looking for a possible point with a higher log-likelihood than the
local maximum, and, if found, to continue running the solver from that location.
The complete algorithm is shown schematically in Table 5.1. It consists of an
iteration with two steps: maximization of the log-likelihood and exploration near
the solution. The maximization step corresponds to line 4, in which a gradient-
based solver is used to find a local maximum starting from an initial position
~s0. The outputs of the solver are a position estimate, ~ˆs, and the log-likelihood
evaluated at that point, l. The exploration step is implemented in lines 5 to 11.
In line 5 we generate position samples drawn from the log-likelihood following
two alternative techniques that will be explained later. The result is a set of
particles St. In line 6 the function grid search() evaluates the log-likelihood in
all the samples of set St, and returns the position ~ˆsc with highest log-likelihood
lc. Should this log-likelihood be larger than l, a new iteration begins executing
the solver using the new position ~ˆsc as the initial starting point. The iteration
will finish when no particle is found during the exploratory phase with a larger
log-likelihood than the latest local maximum.
We propose two sample-based search heuristics for the exploratory phase. The
idea is to distribute sample points at locations near the local maximum with the
following criteria in mind. First, the samples should not be very close to the local
maximum in which the solver is trapped. Being the log-likelihood a continuous
and smooth function, local maxima are global in a small enough surrounding area,
and it is guaranteed that there will not be other local maxima in that area. The
problem is, of course, in determining how small this small enough area is. But
the main idea to retain in the heuristic is that it is highly unlikely to find local
maxima very close to each other. Thus, the sampling algorithm should deploy
particles with low probability at points close to the local maximum. Second, the
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Table 5.1: Maximize-Explore algorithm.
1 maximize explore(~s0,R,z,θ, n, µ, σ)
2 ~ˆs = ~s0
3 while (true)
4 [~ˆs, l] = maximize loglik(~ˆs,R,z,θ)
5 St = sample loglik(~ˆs,R,z,θ, n, µ, σ)
6 [~ˆsc, lc] = grid search(St,R,z,θ, n, µ, σ)
7 if lc <= l
8 break
9 else
10 ~ˆs = ~ˆsc
11 endif
12 end
13 return (~ˆs)
heuristic should deploy samples at points far enough as to cross the curve defined
by the robot’s trajectory (the other side of the precipice). Once more, we have
the problem of determining how far is far enough.
In order to determine the distances from the local maximum at which to draw
samples we will use the information given by the Hessian of the log-likelihood,
which is a measure of its curvature. Its inverse is an estimate of the covariance
of the position estimate, and its associated ellipse error follows the direction of
the contour lines. Thus, this ellipse gives us some useful information about the
scale of distances at which to draw particles.
The first proposed exploration heuristic is shown in Table 5.2. It accepts
as arguments the current local maximum ~ˆs, the trajectory of the robot R, the
RSS observations z and the model parameters θ, all of which are necessary for
calculating the log-likelihood and its Hessian. It also requires the number of
samples to draw, n, and two extra parameters, µ and σ, that will influence the
distance from the local maximum at which the sample particles will be drawn.
The algorithm starts by calculating the Hessian of the log-likelihood function in
line 2 and the negative of its inverse Q in line 3. Line 4 uses the singular value
decomposition of Q to calculate the minor and major semi-axis of its associated
ellipse. Instead of using this ellipse directly, we choose an ellipse associated with
a confidence interval of 95% probability. Line 5 then calculates ρ, the length of
its major semi-axis, by multiplying the largest semi-axis of the ellipse associated
with Q by k95 ≡
√
5.991 = 2.4477, the multiplying factor necessary to obtain the
desired confidence interval. The length of this semi-axis will then be used as a
reference distance to draw sample particles in the loop of lines 6 to 10.
The particles are drawn radially from ~ˆs with uniform angular probability
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Table 5.2: Circular sampling algorithm.
1 circular sampling(~ˆs,R,z,θ, n, µ, σ)
2 H = hessian loglik(~ˆs,R,z,θ)
3 Q = −H−1
4 [U, S, V ] = svd(Q)
5 ρ = k95
√
max(S)
6 for i=1:n
7 d = ρ ξ, ξ ∼ LN(µ, σ)
8 θ = 2pi rand()
9 ~s it = ~ˆs+ d
(
cos θ
sin θ
)
10 endfor
11 return ([~s 1t , . . . , ~s
n
t ])
Table 5.3: Elliptical sampling algorithm
1 elliptical sampling(~ˆs,R,z,θ, n, µ, σ)
2 H = hessian loglik(~ˆs,R,z,θ)
3 Q = −H−1
4 Q = swap axis(Q)
5 L = chol(Q)t
6 for i=1:n
7 ~u = L ~ζ, ~ζ ∼ N(0, I)
8 ~v = k95 L ~u‖~u‖ ξ, ξ ∼ LN(µ, σ)
9 ~s it = ~ˆs+ ~v
10 endfor
11 return ([~s 1t , . . . , ~s
n
t ])
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Figure 5.2: PDF of the reference distance correction factor ξ.
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and at distance d, which is calculated as the product of ρ times a multiplicative
factor ξ log-normally distributed with parameters µ and σ. The function of
the multiplicative factor is to select distances with the criteria explained before:
not being too close to the local maximum or too far form it. This is achieved
by selecting appropriate values for µ and σ, which we chose strategically to be
1/e2 and 1/e, respectively. The resulting PDF is displayed in Figure 5.2. The
probability of values of ξ being close to zero is small, resulting in a low probability
of drawing particles at distances close to zero. The mode is at ξ = 1, making the
reference distance ρ the most probable. Finally, values smaller than 0.5 and larger
than 3 have very small probability, and a large proportion of the probability mass
is accumulated between ξ = 1 and ξ = 3. The result is that the particles will
be drawn most probably around the reference distance, not too close to the local
maximum (low probability of d < 0.5ρ) nor too far from it (low probability of
d > 3ρ).
The result of this sampling heuristic when applied to the local maximum of
Panel 5.1b is shown in Panel 5.3a. The error ellipse drawn corresponds to a 95%
confidence interval, and the dots correspond to the 100 samples generated. Be-
cause the samples are drawn with equal probability in any direction, the sampling
pattern is circular. We thus refer to this algorithm as a circular sampler.
The second sampling heuristic proposed here is a variation of the circular
sampler, in which we try to focus the search in directions that are more likely
to result in particles crossing the robot trajectory. We achieve this simply by
giving more importance in the direction perpendicular to the trajectory of the
robot (the precipice). Again, we use the Hessian to obtain information about this
perpendicularity.
The proposed algorithm can be seen in Table 5.3. It starts calculating the
Hessian H of the log-likelilhood function (line 2) and the negative of its inverse
Q (line 3) evaluated in the local maximum. In line 4 we swap the axis of the
ellipse associated with Q by exchanging its singular values. This results in an
ellipse perpendicular to the original one, whose major axis will hopefully be
perpendicular to the robot trajectory. The idea now is to use this ellipse to
generate samples principally in the direction of its major axis.
The n samples are drawn in the loop of lines 6 to 10. In line 7 we generate
a sample from a bivariate normal distribution with covariance Q. We do it by
multiplying L by an uncorrelated sample ~ζ ∼ N(0, I), where L is the Cholesky
factor of Q pre-calculated in line 5 for convenience. In line 8 we select the distance
of the particle to ~ˆs multiplying L by k95 and ξ, again a log-normally distributed
random variable with the same µ and σ as in the circular sampler. The matrix
L plays the equivalent role as ρ in the circular sampler, this time providing the
reference lengths in two dimensions instead of only one. The vector ~u is divided
by its module, and therefore it does not affect the distance. The important
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(b) Elliptical sampler.
Figure 5.3: Samples drawn using the exploration heuristics.
information that ~u carries is the direction in which to draw the particle, which
favours those more parallel to the major axis of Q.
The result of applying this particular sampling heuristic to the local maximum
of Panel 5.1b can be seen in Panel 5.3b. As we can see, the samples are placed
within an elliptic area while leaving the central part rather empty. We thus refer
to this algorithm as an elliptical sampler.
Either the circular or elliptical samplers can be used with the Maximize-
Explore algorithm. Which one to use then? Panels 5.3a and 5.3b show the
results of the samplers in a sample case in which there is a clear dominant direc-
tion of the covariance error ellipse. In this exemplary case both samplers allocate
approximately half of the particles on each side of the robot trajectory, and thus
both perform equally well in the sense that the probability of allocating particles
on the other side of the robot trajectory is rather similar. In some other practical
cases the resulting covariance ellipse will not be as well aligned with the robot
trajectory as in our sample case. Depending on the case, it might be better to use
one or the other sampler. If the trajectory of the robot does not have many in-
tersections or points close to previously visited areas, then the elliptical sampler
might require less samples to achieve the same probability of placing particles
cross the precipice. The circular sampler, however, uses less geometrical informa-
tion than the elliptical one, and thus it is more robust against wrong assessments
related to the existence or not of favourable conditions towards using the ellipt-
ical one. All of these assessments are done based on common sense grounded in
experimental tests with our real data.
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Figure 5.4: Maximize-Explore example.
Figure 5.4 presents an illustration of how the Maximize-Explore algorithm
behaves in practice. In the example, we used a L-BFGS-B solver in the maximi-
zation step and a circular sampler drawing 100 particles in the exploratory phase.
The evolution of the algorithm is represented with a different colour for each iter-
ation. Thus, we can distinguish four iterations. The algorithm was started in the
position (−2,−13.5), and the data associated with the first iteration is marked
in grey colour. In each iteration, the evolution of the solver corresponding to the
maximization step is marked with a solid thin line; the intermediate steps of the
solver are marked with a + sign on top of it. Upon convergence, a 95% confidence
error ellipse is plotted centred within the local maxima found by the solver. The
particles drawn by the sampler are marked with dots, and the selected sample
chosen to start the subsequent iteration, if any, is marked by surrounding it with
a small circle.
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As we can see, in this case the algorithm was capable of overcoming the
three local maxima in which the solver become trapped. The global maximum
was reached in the fourth iteration, marked in green. In the next to the last
iteration (marked in blue), the result of the exploratory phase is a particle very
close to the global maximum, and thus the evolution of the solver in the last
iteration (in green) is not perceptible. We also can see that the exploratory phase
corresponding to this last iteration did not find any continuation candidate (there
is not a green particle surrounded by a green circle), which caused the algorithm
to stop.
It is worth noting that Figure 5.4 presents one realization of the algorithm, and
that, given the random nature of its exploratory heuristic, different realizations
could result in different evolutions becoming trapped in different local maxima.
The example presented here is an illustration of a visually clear case. Also, the
Maximize-Explore algorithm does not guarantee convergence to a global maxima,
but, as we have seen, it simply helps the solver overcome the type of local maxima
that we have typically found in our localization experiments. The larger the
number of samples used during the exploration phase, the more certain we will
be about the ability of the algorithm to overcome local maxima, but at the price
of more computing power being used. Should we increase the number of samples
significantly, at some point the number of log-likelihood evaluations can grow and
be equivalent to using a GS-based method. The advantage that the Maximize-
Explore method still holds in this case is that the GS-based method needs the
definition of a grid, whereas the Maximize-Explore algorithm can be started in a
(reasonable) random point. This point could be calculated using e.g projection
onto convex sets [Hero and Blatt, 2005, Gholami et al., 2011] or the linear position
estimators proposed in Section 4.5.
Finally, in order to obtain a practical performance comparison between the
L-BFGS-B initialized with a grid search (GS-LBFGSB) and Maximize-Explore
algorithms, we again used the sample case presented in Figure 5.4 as a reference
problem. The grid used in the first algorithm covered reasonably well the area
containing all the nodes (30x25m2) with a resolution of 0.5 m. In total the grid
had 3111 points, resulting in a computational cost of 3111 evaluations of the log-
likelihood function plus one execution of the L-BFGS-B solver. To evaluate the
performance of Maximize-Explore, we ran the algorithm ten times, all starting
from the same initial position as in Figure 5.4 and using a circular sampler draw-
ing 100 particles. It converged to the global maximum eight out of the ten trials,
and on average it was 7.6 times faster than the GS-LBFGSB. This comparison
was calculated using the CPU time required by both algorithms as reported by
Octave. The algorithms, while being different, were implemented using the same
core subroutines, and thus the comparisons, while not being strictly accurate,
are valid for a first approximation. Taking as a concrete example the realiza-
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tion shown in Figure 5.4, we can still argue that it required four iterations to
converge, and thus 400 evaluations of the log-likelihood function were necessary,
plus four executions of the L-BFGS-B solver. Thus, the ratio 3111/400=7.77 ap-
proximately gives the 7.6 times increase in performance of the Maximize-Explore
algorithm, with a small margin due to the extra L-BFGS-B executions. In any
case, this ratio confirms a significant computational saving of Maximize-Explore
over a GS-based method.
5.3 Localization Using Common and Individual
Models
In Chapter 3 we described how to identify the log-normal model and studied the
variability of its parameters depending on the nodes used for the identification.
In view of this variability, we argued that using IMs results in better overall
RSS predictions with respect to CMs, and we hypothesized that this would lead
to better position estimates. In this section we present experimental results
comparing the usage of individual versus common models for localization using
the ML and LLS position estimators studied in Chapter 4.
5.3.1 Performance Criteria
In order to compare the different types of models and localization methods, it
is necessary to first define a performance measure that we can use to make the
comparisons. We choose as a metric the average localization error resulting from
using part of our experimental data for model identification and the rest for local-
ization. This eliminates the possibility of having unrealistically small localization
errors due to model over-fitting. We now specify how we calculate this error in
practice.
Let us start by defining a measure of errors associated with using CMs iden-
tified with data from a particular set of nodes. Let us call N = {n1, . . . , nM} the
set of all the M available nodes, and S a subset of N containing L selected nodes
(L ≤M). We identify one CM per robot trajectory using the data coming from
the selected nodes. Thus, we have three independently identified models. For
each of those models we still have data from the other two robot trajectories that
have not been used for the model identification. We then use those datasets to
estimate the position of all the nodes. Thus, we have 2 ·M position estimates per
model, and in total 3 · 2 ·M for the three CMs. The localization error associated
with the set S is then the average distance between the true and all the estimated
node positions. Referring to k{ = {1, 2, 3} \ k as the set of integers from one to
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three excluding k (so that k ∪ k{ = {1, 2, 3}), we can write this error as:
eS =
1
3 · 2 ·M
3∑
k=1
 ∑
j∈k{
(
M∑
i=1
∥∥∥~si − ~ˆsSijk∥∥∥
)  , (5.5)
where ~si is the true i-th node position and ~ˆs
S
ijk its estimate using the data from
the j-th robot trajectory for localization and a model identified using the data
from the set of nodes S collected during the k-th robot trajectory.
To compare the common and individual models, we choose CMs identified
with the data collected from all the nodes (S = N ). Recall that we referred
to these models as reference models in Section 3.2. Reference models contain
all the information from the training data, and therefore they can be thought
of as being the best CMs in terms of explaining the training data. For future
reference, we denote the error calculated using reference models and equation
(5.5) as reference errors. Note that, although we have three reference models,
one per robot trajectory, using the reference models to calculate the error using
(5.5) results in a unique reference error for each localization algorithm used in
each of our experimental environments.
Regarding the calculation of errors associated with IMs, the formula is the
same as for CMs, but this time using IMs for localization. In other words: instead
of using the same model to locate all the nodes, we will use for each node its own
associated model. Therefore, the term ~ˆsSijk from (5.5) now represents the position
estimate of node i using the data from the j-th robot trajectory for localization
and a model identified using the data from the i-th node (itself) collected during
the k-th robot trajectory (that is, S = {ni}).
5.3.2 ML Localization Results
Table 5.4a shows the results of using ML localization for both individual and
common models. In all cases the solver used was the BFGS with a grid search
initializer with grid a resolution of 0.5 m. The errors reported are calculated
using the cross-validation scheme explained in Subsection 5.3.1.
As expected, the smallest errors are attained in the basketball field, where
there are less obstructions and the measurement model is less biased. The largest
errors occur in the lobby, despite being a rather open space compared to the
office. We believe that the reason for this result is that the environment is less
homogeneous, with some large dominant obstacles (see Section 1.4). As discussed
in Section 2.6, radial models become worse predictors when the environment is
more inhomogeneous. It is also interesting to point out, however, that, from
(4.45), we can see that the CRLB of position estimators using the log-normal
model is proportional to (σ/n)2 through γ (see its definition in (4.9)). In the case
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Table 5.4: Comparison of average errors of ML and LLS position estimates in
different environments. CM=common model, IM=individual model. Distance in
metres
(a) ML
CM IM Ratio(CM/IM)
Basketball field 0.94 0.33 2.83
Lobby 1.44 1.07 1.35
Office 0.97 0.78 1.25
(b) LLS
CM IM Ratio(CM/IM)
OLS-ML
Basketball field 4.43 3.05 1.45
Lobby 21.10 56.24 0.38
Office 5.44 4.91 1.11
OLS-Unbiased
Basketball field 3.25 1.72 1.89
Lobby 13.33 23.98 0.56
Office 3.18 2.54 1.24
OLS-LMMSE
Basketball field 3.79 3.05 1.24
Lobby 7.01 8.85 0.79
Office 3.07 2.72 1.13
GLS-ML
Basketball field 0.67 0.71 0.94
Lobby 2.07 2.14 0.97
Office 1.32 1.31 1.01
GLS-Unbiased
Basketball field 0.87 0.86 1.01
Lobby 2.56 2.56 1.00
Office 1.50 1.44 1.04
GLS-LMMSE
Basketball field 1.13 1.06 1.06
Lobby 3.19 3.07 1.04
Office 1.73 1.63 1.06
IGLS-ML
Basketball field 0.46 0.38 1.22
Lobby 1.27 0.98 1.30
Office 0.78 0.65 1.19
IGLS-Unbiased
Basketball field 0.55 0.50 1.11
Lobby 1.43 1.37 1.04
Office 0.90 0.77 1.16
IGLS-LMMSE
Basketball field 1.14 0.85 1.34
Lobby 2.58 2.30 1.12
Office 1.43 1.31 1.09
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Figure 5.5: Example of ML localization results (no overconfidence compensation).
Chapter 5. Node Localization Under IID Noise 131
−20 −15 −10 −5 0 5
−20
−15
−10
−5
0
(a) Basketball field.
−10 −5 0 5 10 15
−15
−10
−5
0
5
(b) Lobby
0 5 10 15
−5
0
5
(c) Office
Figure 5.6: Example of ML localization results with overconfidence compensation.
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of our experiments, the average values of σ/n for the common reference models
are 1.77, 1.90 and 1.86 for the basketball field, lobby and office respectively,
suggesting that good unbiased position estimators in the lobby are naturally less
accurate.
It is especially relevant to note the difference between the errors when using
the reference common model and individual models. Clearly, using IMs results in
smaller average errors in all the environments with respect to using CMs. This is a
direct consequence of the variability of the model parameters observed in Section
3.2. However, the relative improvement is not the same in all environments. Table
5.4a also contains a ratio of the errors for a better dimensionless comparison of
the enhancement. This ratio shows an error reduction of up to 65% when using
IMs compared to using CMs in the basketball field, which is significantly larger
than the reductions for the lobby and the office (26% and 20% respectively). A
more detailed discussion regarding the benefits of using IMs will be presented in
Subsection 5.5.2. In any case, these results motivate us to study in more detail
the sensitivity of ML position estimates with respect to variations of the model
parameters, which will be explained in Section 5.4.
Figures 5.5 and 5.6 show an example of the localization results obtained using
IMs and data collected from one of the robot trajectories for each environment.
Figure 5.5 presents the results when using plain ML, whereas Figure 5.6 when
using the over-confidence compensation method described in Section 5.1. The
solid thin black curves represent the robot trajectory used to collect the data
for localization in the particular examples displayed. The true nodes’ position
is marked with a red ’+’ sign. The error ellipses are centered in the estimated
positions, and are drawn for a 95% confidence interval. Clearly, without over-
confidence compensation the true positions are outside the error ellipses in most
cases.
5.3.3 LLS Localization Results
In this subsection we assess the performance of the three different families of
RSS-based linear position estimators studied in Chapter 4 using our experimental
data. In contrast with ML, these all have the great advantage of not requiring
an initial position to start the algorithm. Furthermore, some of them are closed
form formulas that do not require iterations, being a very fast alternative to
ML. On the other hand, they produced less accurate results. In that case, if a
finer accuracy is required one can always use them as a deterministic method to
calculate the initial position with which to start a ML solver. All in all, they are
promising algorithms that we want to validate with real data.
Recall that we have three families of linear algorithms according to the solver
used: OLS, GLS and IGLS. In each family, depending on the distance estimator
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Table 5.5: Modified IGLS algorithm.
1 iglse(R,d̂m,σ)
2 AL = f(R)
3 bˆL = f(d̂m,R)
4 d̂mc = d̂m
5 dˆ0 = (d̂m)1/2
6 repeat
7 ΣˆL = f(d̂mc, σ)
8 ~ˆs = [AtLΣˆ
−1
L AL]
−1AtLΣˆ
−1
L bˆL
9 dˆ = (||~ˆs− ~r1||, . . . , ||~ˆs− ~rK ||)t
10 d̂mc = (dˆ+ α|dˆ− dˆ0|2)2
11 until convergence
12 ΣˆL = f(d̂m, σ)
13 Cov
[
~ˆs
]
= [AtLΣˆ
−1
L AL]
−1
14 return (~ˆs,Cov
[
~ˆs
]
)
used, we have three additional possibilities: ML, unbiased and LMMSE. There-
fore, we have in total nine possible linear position estimators. Table 5.4b shows
the results of calculating the localization error using common and individual
models with all of them.
Among the OLS methods, once more the one using LMMSE distance estima-
tors is the best option. Note, however, the generalized large increase in accuracy
of the GLS compared to the OLS methods. Once more, as predicted in the
simulations, the GLS-ML is the best one among the GLS methods.
The IGLS algorithm implemented as in Table 4.2 in general performed signi-
ficantly worse than expected based on the simulations, and clearly worse than the
GLS methods. The reason for this was that in some punctual cases there were
very large errors in the order of hundreds of metres which greatly affected the
average error. For some reason, the position estimates were sometimes drifting
far from the position estimated by the GLS algorithms. The problem clearly had
to do with the iteration of the IGLS method.
Note that after the first iteration the calculation of ΣˆL does not depend dir-
ectly on the original node-beacon distances estimated from the RSS measure-
ments, but on the distances between the last position estimate and the beacons
(see Table 4.2). Thus, the calculation of ΣˆL is linked to the observations only
indirectly through the position estimate that uses bˆL in line 6. This decoupling
seems to be the cause of the occasional large errors encountered.
In order to solve this issue we modified the original algorithm to the one
shown in Table 5.5. The main difference is the modification of the distances
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used to calculate ΣˆL. The modified algorithm uses a corrected vector of squared
distances d̂mc which is calculated adding a correcting factor α|dˆ−dˆ0|2 to the latest
vector of distance estimates dˆ (see line 10 of Table 5.5), where α is a positive scalar
and |dˆ− dˆ0| represents the element-wise absolute value of the vector dˆ− dˆ0. The
vector of distances dˆ0 is defined in line 5, and corresponds the original vector of
distance estimates calculated from the input vector of squared distance estimates
dˆm. The exponentiation in lines 5 and 10 are element-wise. The correcting factor
is then a vector formed by non-negative elements which grow with the difference
between their respective initial and latest distance estimates. The vector d̂mc
will be used in the computation of ΣˆL in the next iteration in line 7, coupling
directly the calculation of ΣˆL with the original distance measurements dˆ0.
We now explain the rationale behind the proposed corrective technique. From
the formulas of ΣˆL presented in Section 4.5, we can see that ΣˆL depends on the
4-th power of the distances used to compute it, and therefore the correction factor
increases the elements of ΣˆL. The inverse of ΣˆL is the weighing matrix used to
solve the GLS problem in line 7. Consequently, an increase of the i-th element
of the vector d̂mc will imply a reduction of its associated weight, and therefore a
decrease of its relative importance in the estimator ~ˆs with respect to the rest of the
distance estimates. Therefore, the correction factor penalizes position estimates
whose node-beacon distances are far from the original estimated distances dˆ0.
The selection of a quadratic function for the correction factor is a natural and
common choice when one wants to penalize deviations with respect to a reference
value. We have also tried different polynomials of the type α|dˆ−dˆ0|r with several
values for r, including the linear case (r = 1). Note that the penalty increases
quickly with the exponent r, and the elements of ΣˆL even faster as they depend
on the 4-th power of d̂mc. This might result in non-positive definite matrices
when calculating Σˆ−1L due to round-off errors. We have found experimentally
that a squared function is a good compromise, with values for α between 0 and
1. The results for the IGLS algorithm shown in Table 5.4b were calculated using
α = 0.2. This value was found to be the best one in the sense that it minimized
the average CM and IM errors as defined in (5.5).2 Examples of localization
results using the IGLS using ML distance estimators (IGLS-ML) algorithm in
the three environments can be seen in Figure 5.7.
The localization results when using IGLS estimators are interesting. Remark-
ably, the average localization errors are comparable with using ML, and even
smaller in most cases when using ML distance estimators (see Table 5.4a and
5.4b). Based on the simulations of Chapter 4, we were expecting the ML to be
the best method in general. It is the case when using IMs in the basketball field.
But surprisingly the modified IGLS-ML method performs very similar to the ML
in all the environments when using IMs, and clearly better when using CMs.
2We still encourage the reader to try different values in their own settings.
Chapter 5. Node Localization Under IID Noise 135
−20 −15 −10 −5 0 5
−20
−15
−10
−5
0
(a) Basketball field.
−10 −5 0 5 10 15
−15
−10
−5
0
5
(b) Lobby
0 5 10 15
−5
0
5
(c) Office
Figure 5.7: Example of IGLS-ML localization results.
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Figure 5.8: Comparison between the original and modified IGLS methods. The c
subindex denotes the corrected algorithm. Model parameters: z0 = −70, n = 2,
σ = 2 (left) and σ = 5 (right).
When comparing among the IGLS algorithms, clearly IGLS-ML is the best
(see Table 5.4b). This is not what the simulations of section 4.7 predicted when
the original IGLS algorithm was used. To study this difference we run the same
simulations again comparing both versions of the IGLS algorithms. The results
are shown in Figure 5.8. For low noise levels, the corrected versions have equal
or slightly worse mean error close to the origin of coordinates (see Panel 5.8a).
After the breakpoint of d=15 m, the corrected versions clearly perform worse.
However, for larger noise levels the corrected methods perform rather similarly
as the original ones when using the unbiased and LMMSE distance estimators,
but there is a remarkable improvement in the ML method (see Panel 5.8b).
Although the IGLS-ML algorithm performs the best in terms of the smallest
average error, it is worth considering the advantages of the GLS-ML method.
As with the IGLS, it does not need an initial guess at the position estimate.
However, its solution is not iterative and requires only solving a linear system.
Yet it had a localization error of approximately 70 cm in the basketball field,
2 m in the inhomogeneous lobby and 1.30 m in the office. This mixture of low
computing power and relatively good accuracy makes it a good candidate for
applications with constraints in computational resources or power consumption.
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5.4 Sensitivity of ML localization to Variations
of the Model Parameters
When using a site-specific RSS-distance model for localization, the performance of
the algorithm depends highly on the validity and appropriateness of the model.
Deviations in the model parameters with respect to the true value provoke in
turn deviations in the position estimates. Therefore, the variability of the model
parameters has a direct impact on the performance of position estimators.
As we have seen in section 3.2, the values of the parameters can vary signific-
antly depending on the nodes used to identify the models. A natural question that
arises then is how much the performance of a localization algorithm is affected
as a consequence of this variability.
Studying the sensitivity of localization algorithms on the model parameters
is not straightforward, because it depends on the measurements model, the geo-
metrical configuration of the problem and on the algorithm itself. As a first
approximation, the sensitivity associated with using a specific model could be
studied by investigating how the CRLB is affected by changes in the parameters.
For example, in [Salman et al., 2012] the authors analyze via simulations how
the CRLB is affected by deviations of the path loss exponent with respect to the
true value when the reference power is known. However, as we have seen, the
RSS-distance model is in general biased, and so are the position estimators that
we have studied. Because of the many factors that affect the sensitivity and the
impossibility to calculate the bias, we opt for an empirical approach.
In this section we present a quantitative empirical study on the sensitivity
of ML localization with respect to variations in the parameters of a log-normal
common model. The main idea is to compare the localization error when using
a well-identified CM with that when using other CMs whose parameters are
changed artificially. Our choice for this well-identified model is the reference
models from Section 3.2, which recall that are identified using the data collected
from all the nodes in a robot trajectory. Recall also that we denoted the error
associated with using the reference models in each environment as reference errors
(see Subsection 5.3.1).
In our study we proceed as follows. First we modify the parameters of the
reference models multiplying them independently by factors ranging from 0.5 to
2. Then we calculate the new localization error associated with the modified
models using (5.5), and we then compare it with the reference error. Figure
5.9 shows a contour plot of the sensitivity of the ML position estimates in the
different environments. The horizontal and vertical axes show the multiplication
factors kn and kZ0 used to modify n and z0, respectively. The area covered
in Figure 5.9 corresponds to a variation of the parameters similar to the one
experienced in practice, which can be appreciated in figures 3.2 and 3.3. The
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point corresponding to the unmodified reference models is the one with kn = 1
and kZ0 = 1, which we will refer to as the reference point. The resolutions for
variations of kn and kZ0 are 0.03 and 0.01 respectively. The colour bars present
the localization errors normalized with their corresponding reference error.
Figure 5.9 should be then interpreted as follows: the horizontal and vertical
axes represent the normalized percentages of changes in magnitude of the model
parameter values, and the contour lines the relative change of the localization
error with respect to the reference error as a result of those changes. For example,
if the magnitudes of n and z0 are increased by 20% (kn = 1.20) and 3% (kZ0 =
1.03) respectively, the localization error in the basketball field is approximately
93% of the reference error.
Variations in σ do not impact the result. This can be seen straight in the
equations of the log-likelihood, for example in (5.3). As we can see, σ affects the
log-likelihood function through multiplicative and additive factors that scale and
add a constant to the log-likelihood, respectively. These operations do not change
the location of the maxima, and assuming perfect convergence of the solver to the
global maxima, do not affect the position estimates. This is, however, a direct
consequence of the IID measurements assumption. In the more general case of
having a heteroskedastic process, the measurement’s covariance matrix, although
diagonal, will not contain equal terms, and thus we cannot factor out σ as we do
when assuming IID measurements. In practice, this case arises when estimating
the node’s position using individual models for the beacons,3 case in which having
IMs with different values of σ will indeed affect the estimated position.
Figure 5.9 shows that the normalized errors can change significantly when
modifying the model parameters. Relative variations of z0 in general have a
notably larger impact than relative variations of n. The curvature of the error is
higher in the basketball field and lobby, suggesting that the relative sensitivity is
higher in open environments. Interestingly, we can see that sometimes artificial
variations of the model parameters can be beneficial. The minima (red plus
signs) are not attained with the unmodified models (black crosses). We obtain
them with parameter variations corresponding to kn = 1.01 and kZ0 = 1.03 for
the basketball field, kn = 0.86 and kZ0 = 1.02 for the lobby and kn = 0.74 and
kZ0 = 1.00 for the office. These result in error reductions of 33%, 10% and 21%
respectively (average errors of 0.63 m, 1.29 m and 0.76 m respectively).
The impact of the parameter variations depends on the direction of change.
When considering variations near the reference point (black crosses), we can
see that relative reductions of the parameters (in magnitude) can increase the
error rapidly, especially in the basketball field and lobby. In particular, relative
variations of z0 can have a strong effect on the error. As we discussed in section
3Note that so far in this thesis we have considered using individual models for the nodes
whose position is to be estimated, and not for the beacons.
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Figure 5.9: Relative sensitivity contour plots.
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Figure 5.10: Mean error of ML position estimates when using a common model
depending on the number of nodes used in the model identification L. The figure
presents two executions of the algorithm.
3.2, among the three environments the basketball field is the one where the impact
of the environment on the variability of the parameters is the smallest. The other
lecture of this is that the HW variability has the largest relative impact in open
environments. Because the lobby and office contain more obstacles, the relative
contribution of the HW variability to the model uncertainty diminishes compared
to the contribution of the environmental inhomogeneity. This, together with the
larger normalized sensitivity in the basketball field shown in Panel 5.9a, suggests
that the HW variability can have a relatively important impact on the localization
performance in open spaces.
5.5 Model Identification Using Common and In-
dividual Models
In this section we study and elaborate on how the model identification using
common and individual models affects the performance of ML localization.
5.5.1 Model Identification Using a Common Model
Next, we study how using a different number of nodes during the model identi-
fication affects the localization error as a consequence of variations in the model
parameters. In order to make this study we identify CMs using data from differ-
ent sets of nodes, for which we calculate their associated error using (5.5).
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The sets contain a number of nodes between one and all the available units
(L = {1, ..,M}). For each number of nodes used in the model identification, L,
we choose (up to) ten different combinations of L randomly selected nodes. For
each of these sets we calculate its corresponding localization error. Finally, we
calculate the average of all the errors associated with the ten sets and normalize
it with the corresponding reference error for each environment. We then plot
the normalized error as a function of the number of nodes used in the model
identification, L. Due to the fact that the combination of nodes are randomly
selected, different runs of this procedure will yield different results. Figure 5.10
shows the results of two independent executions.
Although the curves differ for different executions of the procedure, we can
see a clear tendency: an initial relative error reduction and a stabilization as the
number of nodes used in the model identification increases. When using fewer
nodes, the model parameters can reach areas far from the reference point (see
Fig.5.9). If, by chance, we select the right set of nodes, the model might reach
points close to the minimum. But, without a priori information, we have a
high risk of selecting nodes whose models fall in regions with a high normalized
error. Using more nodes to identify the model, on the other hand, attracts the
parameters towards the reference point (black crosses), making them fall closer
to it and diminishing the risk of reaching areas with large errors. Therefore,
using more nodes to identify CMs results in more robust models against errors
resulting from HW variability and local environmental inhomogeneity.
This can be better explained in view of Figure 5.9. Suppose we use data from
only one node, say node a, to identify a single model Ma. This model can have
its representation at any point of the figure, and therefore we can expect a large
variability of its associated error depending on the area where the model falls
into. It might well hit the point with the smallest error, but given the shape of
the error function, there is a high risk that it will end up having a large error.
Suppose that we select another node, say node b, to identify a different model,
Mb. Again, this model can have its representation in virtually any point in
Figure 5.9. Suppose now that we identify one common model Mc using the data
from nodes a and b. Intuitively, its parameters will be between the parameters
of Ma and Mb. Thus, the area of Figure 5.9 in which Mc has its representation
becomes more restricted. In this way, we expect that the area in which the model
parameters can fall becomes smaller as the number of nodes used for the model
identification increases. Eventually, when the data from all the nodes are used
for the model identification, the area will converge to the reference point. The
decrease in the size of the area where the model has its representation results in
lower variability of the error, which tends to become closer to the reference error
as L increases. And this lower variability decreases the risk of the model falling
into areas with large errors.
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Figure 5.11: Model parameters for the common-models identified using 5 nodes
corresponding to Figure 5.10 on the left.
Chapter 5. Node Localization Under IID Noise 143
To illustrate more clearly the reason behind the variability observed in Figure
5.10, we have prepared Figure 5.11, in which we reproduce graphically the situ-
ation that lead to the results seen at the left of Figure 5.10 when using L = 5.
As we can see, the normalized errors are significantly distinct for the different
environments. While the error for the office is similar to the reference error, the
errors for the basketball field and lobby are smaller and larger, respectively. The
small black asterisks in Figure 5.11 represent the selected models with which the
average errors were calculated. The dotted line represents the contour line with a
normalized error equal to one (with respect to the reference error). Thus, points
within the area enclosed by that contour line contribute to reducing the average
error with respect to the reference error, whereas points outside increase it.
In the basketball field the majority of the models fall within the area inside the
contour ellipse, and thus the resulting relative error is lower than 1. In the lobby,
on the other hand, most of the dots are outside the contour line, contributing to
a relative error greater than 1. Finally, in the office there are more or less the
same number of modes both inside and outside, leading to an error quite similar
to the reference error.
5.5.2 Model Identification Using Individual Models
The variability in the parameters shown in Figure 3.3 together with the sensitivity
shown in Figure 5.9 suggest that it would be beneficial to use one individual
model for each node instead of a common one for all the nodes. Using IMs is not
a new idea. It has already been proposed indirectly for example in [Hightower
et al., 2001, sec. 5], in which the author states that this ‘insulates higher level
ad-hoc location algorithms from hardware dependencies and the details of RSSI
processing ’. The authors also come up with a calibration method ‘to handle
hardware variability and increase estimate accuracy ’. In [Savvides et al., 2001,
sec. 3.1], the authors propose “to identify each node against a reference node prior
to deployment... so that the run-time RSSI measurements may be normalized to a
common scale”, which in essence is equivalent to using IMs . In [Vallet et al., 2012]
we demonstrated the advantages of using IMs using several types of polynomial
models in the context of simultaneous localization and model identification. Here,
Table 5.4a shows the errors that result when using a common log-normal model
in contrast to using individual ones using the cross validation scheme described
in Subsection 5.3.1.
The error reductions range from 20% in the office to 65% in the basketball
field. Individual models incorporate more effects from the particular HW and
nearby obstacles. A common model, in contrast, looses the information about
the variability of parameters among different nodes, i.e., it ignores the dispersion
of the curves from Figure 3.2 for n and z0. To accommodate the differences among
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nodes, the common reference model needs to increase its standard deviation. We
can see this in the lower plot of Figure 3.2, where the values of σ for the common
models (thick dots) are greater than the average of σ for individual ones in all
environments. In terms of information, this essentially means that a collection
of IMs contains more information than a single CM identified using all the data
from all the nodes. As a result, the localization algorithm will give better position
estimates when using individual models with respect to using a common one (see
Table 5.4a).
It is worth noting that the improvement due to using IMs is largest in the
basketball field. To understand the reasons behind this, we shall go back to the
lower plot of Figure 3.3. We can see that the values of σ for the reference models
(thick dots) are always greater than the mean of the distribution for individual
models in all the environments. However, in the case of the basketball field,
the thick dots are relatively further in the right tails of the distributions. Thus,
the increase relative to the dispersion is the largest. That is: (σrm − σ¯)/std(σ)
is largest in the basketball field, where σrm is the standard deviation of the
reference model and σ¯ and std(σ) are the mean and standard deviation of σ for
the individual models. This means, in essence, that the gain of information when
switching from common to individual models is relatively larger in the basketball
field. The HW variability contributes the most to the dispersion of the model
parameters in the basketball field with respect to the other environments. This
suggests, again, that the use of individual models is especially effective addressing
the HW variability problem in open spaces.
5.6 Generic Polynomial Models
The log-normal model was observed to predict well the observations from the
basketball field. However, in some cases it was not able to explain properly the
measurements from nodes in the other two more cluttered environments.
Figure 5.12 shows examples of sets of observations from two nodes located in
the lobby and the office. These are representative examples that show typical
tendencies of the RSS observed for cases in which the log-normal model was not
capable of explaining well the observations. Panel 5.12a shows measurements
from a node in the lobby. We can see that the curve is roughly divided into
three parts: one with a rapid decrease of the RSS for short distances followed
by another in the middle with more constant values (sometimes even increasing),
and a final part with a final decay for the larger distances. The log-normal model
is constantly decaying and cannot model this properly. Panel 5.12b shows a case
for a node located in the office. The plot is in logarithmic scale, in which log-
normally distributed data should follow a straight line. As we can see, the rate
of decay of the RSS becomes larger as the distance increases, an issue that was
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already discussed in Chapter 2.
Based on these observations, we decided to try using third-degree polynomial
models on the distance and log-distance, which are more flexible than the log-
normal model and can cope with the previous observations. The panels in Figure
5.12 show the fit of third-degree polynomials on the distance and log-distance.
The subpanels on the right show the histograms of the residuals. These are
also poorly modelled with Gaussians, which the log-normal model uses. We then
decided to try using a MoG with two components, which can better accommodate
skewed, multi-modal and heavy-tailed residuals.
For a generic polynomial of degreem with vector coefficients p = [p1, . . . , pm+1]
t
and for a MoG with N components, the model for the observed RSS z for a given
distance d can be written as
z = p1ρ
m + p2ρ
m−1 + ...+ pmρ+ pm+1 + ξ = Dp+ ξ, (5.6)
where D = [ρm, ρm−1, . . . , ρ, 1], ρ = d or ρ = log(d) depending on whether
the polynomials depend on the distance or the log-distance respectively and
ξ ∼ ∑Nn=1 αnζn represents a MoG. The MoG is characterized by the weighted
sum of N normally distributed random variables ζn ∼ N(µn, σ2n) with mixture
coefficients αn restricted to
∑N
n=1 αn = 1. The log-normal model is then a par-
ticular case for which ρ = log(d), m = 1, N = 1 and α1 = 1.
The likelihood of one observation under the model 5.6 is
p(zk; ~s,θ) =
N∑
n=1
αn
1√
2piσ2n
exp
{
− [zk − (Dkp+ µn)]
2
2σ2n
}
. (5.7)
The model parameters are then θ = [pt,α,µ,σ], with α = [α1, . . . , αN], µ =
[µ1, . . . , µN] and σ = [σ1, . . . , σN]. Assuming IID errors, the log-likelihood of a set
of observations z = [z1, z2, ..., zK] is
L(~s,θ) = ln
K∏
k=1
p(zk; ~s,θ) =
K∑
k=1
ln p(zk; ~s,θ). (5.8)
The ML position estimate is then
~ˆs = argmax
~s
L(~s,θ) = argmax
~s
N∑
i=1
ln p(zk; ~s,θ), (5.9)
where the vector of model parameters θ is supposedly known. In this thesis
we estimate p using OLS, and α, µ and σ using Expectation-Maximization
[Dempster et al., 1977] to maximize the log-likelihood of the residuals.
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Figure 5.12: Example of 3rd degree polynomial models with MoGs. In the left fit
of a P3M2N model for a node in the lobby. In the right fit of a P3LNM2N model
for a node in the office. The red and green lines in the upper plots represent the
mean and one standard deviation with respect to the mean respectively. In the
lower plots the PDF of the MoGs is represented by the thick red lines, whereas
the thin ones represent the weighted component distributions.
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Table 5.6: Comparison of average errors of ML position estimates (distance
in metres) when using different RSS-distance models in different environments.
CM=common model, IM=individual model.
P1LM1N P1LM2N
CM IM Ratio(CM/IM) CM IM Ratio(CM/IM)
Basketball field 0.94 0.33 2.83 0.97 0.35 2.77
Lobby 1.44 1.07 1.35 1.48 1.13 1.30
Office 0.97 0.78 1.25 0.97 0.79 1.24
P3LM1N P3LM2N
CM IM Ratio(CM/IM) CM IM Ratio(CM/IM)
Basketball field 0.91 0.36 2.51 0.93 0.38 2.47
Lobby 1.40 1.88 0.75 1.42 1.89 0.75
Office 0.99 0.64 1.55 0.98 0.65 1.51
P3M1N P3M2N
CM IM Ratio(CM/IM) CM IM Ratio(CM/IM)
Basketball field 0.93 0.36 2.57 0.94 0.36 2.62
Lobby 1.74 1.52 1.14 1.76 1.52 1.16
Office 1.00 0.63 1.60 1.01 0.64 1.59
We compared different models using as a metric the average localization error
calculated as explained in Subsection 5.3.1. Table 5.6 shows the results for all
the models considered. The notation is as follows. Models that depend on the
distance are denoted for example P3M2N, to be read as polynomial of 3rd degree
with a mixture of 2 normal components. Models that depend on the logarithm
of the distance are denoted for example P1LM2N, to be read as polynomial of
1st degree in the log-distance with a mixture of 2 normal components. The log-
normal model is thus denoted P1LM1N, as it is a first-order polynomial that
depends on log(d) and has a single normal random variable. Thus, the results
from the P1LM1N model are the same than those shown in Table 5.4a, which are
reproduced in Table 5.6 for convenience.
Using individual models results, again, in a significant decrease of the average
error in almost all scenarios and for all the models. Once more, the relative
increase in the performance is largest in the basketball field. The errors in the
lobby are the largest in general, and using individual models did not always prove
to be better than using a common one. This can be explained by the presence
of large dominant obstacles, which resulted in strong local environmental non-
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inhomogeneity. This can affect the IMs strongly depending on the trajectory of
the robot during the training phase. The IM can then become too specialized
in explaining the training data, not being capable of explaining equally well the
observations from the other trajectories. In other words: the model becomes
over-fit.
Using MoGs to model the error does not necessarily result in a decrease of
the average error. To the contrary, in almost all cases it increased slightly. This
can again be the consequence of model over-fitting. Recall that the error measure
of Equation (5.5) ensures that the data used for model identification are never
used for localization. When using a MoG to model the error, the resulting model
is fitted too precisely to the training data. When this model is used with other
experimental data, it is not capable of adequately explaining well the differences
between the two sets, and as a consequence the average localization error increases
slightly.
Increasing the degree of the polynomial reduces the errors slightly in the
office when using IMs, but not in other cases. This is somehow surprising, as one
can naturally expect that the results should be at least equal. A third degree
polynomial can be fit exactly to a first-degree polynomial, and has the advantage
of being able to accommodate more generic shapes. The reason can be explained
again with over-fitting. Precisely because of this extra flexibility of the third-
order polynomial, it learns the particularities of the training data, and not just
the general trend. When using this model for localization with a different dataset,
the RSS predictions will then reflect these particularities, resulting in larger errors
in the position estimates.
5.7 Conclusions
In this chapter we have studied the performance of several models and locali-
zation algorithms using real data from our experiments. Two types of methods
have been explored, ML and LLS . The central method has been ML, due to its
attractive well-known properties and the superior results predicted in the sim-
ulations of Chapter 4. Equivalently, the central model has been the log-normal
model assuming IID errors, which is the most used RSS model in WSNs.
When using a robot as a mobile beacon and the log-normal model for localiza-
tion, ML estimation suffers from two types of problems: estimator over-confidence
and the presence of multiple characteristic local maxima. These problems are a
direct consequence of the IID errors assumption and the use of a high density of
measurements along the robot trajectory.
The over-confidence can be solved by artificially reducing the amount of in-
formation that each measurement carries by exponentiating its likelihood, which
is a well-known method. One practical disadvantage of this solution is that it
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requires manually selecting the exponent. We have done this upon inspection
of the results, but in a real-world scenario this might be unrealistic. In later
chapters we will assess two other methods, which we only briefly mention here:
discarding correlated measurements and explicitly modelling the autocorrelation.
The presence of multiple maxima is a typical problem faced in estimation
problems. One way to find the global maximum in an area of interest is to
first use GS to calculate an initial position estimate, followed by the usage of a
gradient-based solver such as L-BFGS-B. Using a fine enough grid guarantees that
the global maximum can be found, but this can result in a large computational
cost. The linear trajectory of the robot and the high spatial density of the
measurements impact the shape of the log-likelihood in a characteristic way that
can be exploited to aid gradient solvers to overcome local maxima. To this effect
we have proposed the Maximize-Explore algorithm and shown that it can result
in significant computational savings compared to a GS-LBFGSB approach.
The selection of the appropriate values for the model parameters (model iden-
tification) can significantly affect the performance of position estimators. In
Chapter 3 we showed that there is a considerable variation of the model para-
meters depending on the particular nodes selected for the model identification,
and in this chapter we have exposed the impact that this variability can have on
the ML localization error. The relative sensitivity of ML localization is generally
larger in places where the log-normal model explains well the observations (e.g.
open environments). Additionally, we studied the effect of using data from more
than one node to identify common models. This revealed that the main implica-
tion is not necessarily a direct and automatic reduction of the average error, but
an increase in the robustness of the model in the sense that is less likely that it
will result in large errors. Finally, we studied the possibility of using IMs. In
our experiments this approach resulted in average error reductions of up to 65%.
The main conclusions from this group of studies is then that the model identifi-
cation process is especially relevant in WSNs, and different methods can lead to
very different localization results. The HW variability and local inhomogeneity
in the environment are the major sources of variability of the model parameters,
and using individual models is a simple and relatively effective way to partially
account for this variability.
Although the log-normal model is simple, attractive and widely used, it is not
exempt from limitations, and it was experimentally clear that often it could not
explain satisfactorily the RSS measurements, especially in the cluttered environ-
ments. Based on the observed behaviour of the RSS, we decided to generalize
the model and try third degree polynomials to characterize the average signal
and a mixture of Gaussians to model the error. We evaluated the improvements
after each modification and concluded that the largest improvement is usually
due to using IMs instead of CMs. When the environment is inhomogeneous, one
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should be very cautious when using techniques that aim at learning the partic-
ularities of the local environment with over-simplistic radial models. Increasing
the degree of the polynomial helps when there is a clear non-linear radial trend in
the whole area of interest, like in highly homogeneous indoor setups, but it does
not necessarily always help. Using MoGs is another technique to learn deeper
particularities of the data, and has to be used with caution, as it can also lead
to model over-fitting.
Finally, we validated the linear position estimators studied in Section 4.5
using experimental data and confirmed the exceptional performance of the GLS-
ML and IGLS-ML variants in practical scenarios. The IGLS algorithm had to be
modified to correct some occasional convergence issues encountered. Remarkably,
after the modification, the IGLS-ML algorithm outperformed the traditional ML
localization method in our experimental tests. All in all, the good performance
of these methods opens the door to new lines of research, especially in computa-
tionally constrained applications.
Chapter 6
Node Localization Under
Spatially Autocorrelated
Noise
Contents
6.1 Spatial Autocorrelation in RSS Signals . . . . . . . 153
6.1.1 Log-Normal Model Misspecification . . . . . . . . . . . 153
6.1.2 Incorporating Spatial Autocorrelation . . . . . . . . . 157
6.1.3 RSS Autocorrelation Models in the Literature . . . . . 160
6.2 Localization Using the Log-Normal Model . . . . . 164
6.3 Overconfidence . . . . . . . . . . . . . . . . . . . . . . 166
6.4 Model Identification . . . . . . . . . . . . . . . . . . . 173
6.4.1 Spatial Correlogram . . . . . . . . . . . . . . . . . . . 174
6.4.2 Model Identification . . . . . . . . . . . . . . . . . . . 178
6.5 ML Localization Discarding Samples . . . . . . . . . 183
6.6 ML Localization Using Full Data . . . . . . . . . . . 187
6.7 LLS Localization . . . . . . . . . . . . . . . . . . . . . 192
6.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . 197
151
152
In previous chapters it was assumed that the error terms in the RSS log-
normal model are IID. The reason for this was mathematical convenience, as it
leads to rather simple mathematical expressions and easier to implement locali-
zation algorithms. In practice, however, in obstructed environments RSS measu-
rements are spatially correlated, especially when they are collected in positions
close to each other. That is the case in our experiments, in which the samples
are drawn with a short spatial interval along the trajectory of the robot. This
chapter is dedicated to localization methods that do not ignore this autocorrel-
ation. Our aim is to devise techniques that take into account the presence of
spatial autocorrelation and to compare them with those resulting from the IID
assumption.
We start in Section 6.1 explaining what are the sources of the autocorrela-
tion in RSS measurements under the log-normal model. We further explain the
foundations of the autocorrelation model of our choice and review those found
in the existing literature. Later, in Section 6.2, we specialize our literature re-
view in studies that have used the log-normal model considering autocorrelated
measurements for localization purposes.
In Chapter 5 we saw that ML position estimates were over-confident; we then
argued that the cause of this is the IID errors assumption and the high spatial
density of measurements. Section 6.3 shows this relation through the study of
the CRLB in different illustrative cases. We will show how, in our case, taking
into account the autocorrelation results in less confident position estimates.
Once the theoretical foundations have been set, Section 6.4 starts the em-
pirical part of the chapter by showing correlograms calculated using our experi-
mental data. The aim is to assess the adequacy of our choice of autocorrelation
model. Later we explain in detail how the model parameters are estimated, and
show their variability in different and within the same environment.
Once the models are properly identified, the rest of the chapter presents three
different localization techniques that take into account the spatial autocorrela-
tion of the residuals. The first two are based on ML estimation. Section 6.5
explores the possibility of using ML with a subset of the observations containing
only uncorrelated samples. Alternatively, Section 6.6 shows the results of using
full datasets, and thus exploiting all the information available from the experi-
ments. In Section 6.7 the linear least square methods developed in Chapter 4 are
extended to take into account the autocorrelation. Finally Section 6.8 presents
the main conclusions of the chapter.
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6.1 Spatial Autocorrelation in RSS Signals
6.1.1 Log-Normal Model Misspecification
Let us reproduce here for convenience the log-normal model for RSS measure-
ments:
z = z¯ + ε (6.1)
where
z¯ = z0 − 10 n log (d/d0) (6.2)
ε ∼ N(0, σ2). (6.3)
When can one assume that a set of measurements collected at spatially distributed
points are uncorrelated under the log-normal model? Consider a T-R pair in
free-space. The signals can travel straight from the transmitter to the receiver,
and the only effect that it experiences is the attenuation due to the spreading
of the energy of the waves. This attenuation is perfectly and deterministically
predictable by the average z¯, and the only source of uncertainty is the thermal
noise, which is approximately white, Gaussian and entirely accounted for by
the random variable ε. Thus, at least in free-space the RSS measurements are
approximately uncorrelated.
Let us now introduce an obstacle into our ideal scenario. The waves now can
pass through it, reflect, refract, diffract and scatter. Intuitively, in general we
expect that the closer the transmitter and/or receiver are to the obstacle, the
more noticeable its influence will be on the RSS. Moreover, we also expect that
this influence will be similar at measurement points close to each other. This is
the basis of the spatial autocorrelation: measurements collected in positions close
to one another are affected by the same effects (obstacles in this case). Therefore,
knowing about one measurement gives information about others around affected
by the same spatial effects.
In a real scenario there is more than just one obstacle, and furthermore some
of them might be mobile. Still, the idea is the same: the obstacles affect the
RSS so that their effect is likely to be similar at close measurement points. In
our particular experiments we have a mobile robot in three different rather static
environments, each with a different degree of LoS. The robot sends packets whose
RSS is measured by fixed receivers (nodes) at an effective rate of four measure-
ments per linear metre traversed by the robot. Given the size of the obstacles,
some of them much larger than one metre, it is quite reasonable to think that the
measurements will not be independent of each other. Figure 6.1 illustrates this
idea graphically. The RSS measurements associated with robot positions ~rk and
~rk+1 are affected similarly by the presence of the obstacle (the grey hexagon).
154 6.1. Spatial Autocorrelation in RSS Signals
~s
~r1
z1
...
~rk
zk
~rk+1
zk+1...
~rK
zK
Figure 6.1: Spatial autocorrelation in the RSS due to the presence of an obstacle.
How is this correlation accounted for in the log-normal model? First of all, we
have to recall that the log-normal model is rather simple. It consists of two terms:
the (deterministic) average z¯ that (given n and z0) depends only on the T-R log-
distance, and a random variable ε that accounts for the rest. When the model is
identified using LSE or any other method, the parameters n and z0 upon which
the average depends are chosen so that the RSS predicted by z¯ coincides as best
as possible with the training dataset. Due to its radial dependency, the term z¯
has a very limited capability of describing the effects of sources of inhomogeneity
such as obstacles, for which more detailed geometrical information is needed. All
the phenomena that z¯ has not been able to explain satisfactorily goes implicitly
to the residuals, that is, to ε. Therefore, the random variable ε accounts for the
model misspecification in addition to any other source of uncertainty.
Returning to the example of free space, when the offending obstacle is added,
z¯ is no longer capable of fully explaining the observations. Suppose that we
could somehow come up with a deterministic function H = H(~rTx, ~rRx) which
accurately models the effect of the obstacle on the RSS for any position of the
transmitter ~rTx and the receiver ~rRx. A faithful model that describes perfectly
the RSS would then be
z = z¯ +H(~rTx, ~rRx) + ε. (6.4)
This model is not misspecified in that it explains accurately all the underlying
physical phenomena. Moreover, becauseH accounts for the effects of the obstacle,
z¯ and ε still account only for the signal attenuation and thermal noise.
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Let us now define SB as the functional space spanned by the base of functions
B = {1, log (d)} under a suitable scalar product. This subspace effectively covers
all the possible first-degree polynomials on the log-distance. In particular, the
coordinates of the log-normal model expressed in the base B are (z0,−10n). Let
us decompose now
H(~rTx, ~rRx) = H‖(~rTx, ~rRx) +H⊥(~rTx, ~rRx), (6.5)
where H‖ represents the projection of H onto SB and H⊥ the orthogonal com-
ponent. Then, 6.4 becomes
z = z¯ +H‖(~rTx, ~rRx) +H⊥(~rTx, ~rRx) + ε. (6.6)
In reality the function H is not known, and the log-normal model has only two
components: the average function, which lies in the subspace SB, and the rest. In
this sense, the reality applied to (6.6) means that the log-normal model becomes
z = z¯ +H‖(~rTx, ~rRx)︸ ︷︷ ︸
z¯′
+H⊥(~rTx, ~rRx) + ε︸ ︷︷ ︸
ε′
(6.7)
= z¯′ + ε′. (6.8)
Equation (6.8) represents our faithful model with the same functional shape as
the log-normal model (6.1), and the transition from (6.7) to (6.8) shows the effect
of the obstacle. Now the term accounting for the mean, z¯′, includes the effects
of the natural decay of the signal and the effects of the obstacle that can be
represented by its functional shape. Additionally, the new random variable, ε′,
accounts for the thermal noise and for the effects of the obstacle that could not
be incorporated into z¯′. Whereas the original ε was independent of the position
of the transmitter and receiver, ε′ depends on them through H⊥.
As we have just seen, because of the limited expressibility of the log-distance
model’s functional form, the presence of the obstacle has introduced a spatial
dependence on the random variable ε′. In practice, accurately knowing the effects
of a single obstacle in the RSS is very difficult, and even more so in a real
dynamic environment with many obstructions. Therefore, H is not known, and
for simplicity ε′ is usually assumed to be random and independent of any position.
In that case, the log-normal model is necessarily misspecified.
The lack of explanation for relevant factors then induces autocorrelation in
the residuals. How problematic this is depends on the degree of misspecification,
which is related to the homogeneity of the environment. In highly homogeneous
environments H will, on average, be (radially) similar all around, and hence its
component H‖ will have more importance (norm) than H⊥. Thus, the misspe-
cification will have low relevance. As the environment becomes inhomogeneous
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(e.g. because of the presence of dominant obstacles), H takes very (radially)
different (function) values depending on the position of transmitter and receiver,
and thus H⊥ will acquire more relevance with respect to H‖. The misspecification
will be then more relevant.
Should we want to mitigate the effects of this misspecification, we have to add
to the model some kind of spatial dependence of the RSS further than a simple
log-distance relation. This can be done by allowing a spatial dependence of ε,
as predicted in (6.7). We still do not know the details of this dependence, but,
as we reasoned at the beginning of this section, we intuitively expect that these
effects will be somehow similar in nearby positions. Recognizing the vagueness of
this intuition, the alternative to trying to find the deterministic H, for which we
do not have enough information, is again to embrace the uncertainty and use a
probabilistic model that allows for more freedom and generality in its predictions.
This idea of similarity between samples is translated into the probabilistic model
as a correlation between samples, and their degree of similarity is dictated by the
model used for the correlation. The spatial dependence enters then the model
through the autocorrelation function. Considering the autocorrelation in this
way then helps to mitigate, to a certain extent, the effects of the misspecification
of the log-normal model.
Incorporating explicitly the autocorrelation adds further complexity to the
probabilistic RSS models that we have been using thus far. The model is specified
as the joint PDF p(z1, . . . , zK;θ), where z = (z1, . . . , zK)
t represents the vector of
random observations associated with the robot positions R = (~r1, . . . , ~rK). The
most direct implication of the IID assumption is that the joint PDF of all the
measured dataset can be factorized as
p(z1, . . . , zK;θ) =
K∏
k=1
p(zk;θ). (6.9)
This is no longer true when there is correlation among samples, and the problem
is then how to formulate the joint density of the data so that the correlation is
taken into account.
One tempting possibility is to consider the process (z1, . . . , zK) as a time-
series, in which the measurements are an ordered sequence of random variables
indexed by time. In our case the measurements would be indexed by the distance
traversed by the robot between measurement points rather than by time. But
there is a straight equivalence given that the measurement rate is constant along
the robot trajectory. The fundamental problem of the time perspective is that the
linear space traversed by the robot from one sample point to any another is not in
general the distance between samples, which makes this approach very dependent
on the trajectory of the robot. A more consistent approach is to consider a fully
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spatial dependence of ε with respect to the position. This is the perspective used
through the rest of this thesis.
6.1.2 Incorporating Spatial Autocorrelation
In a fully spatial approach the space itself is used as the index to order the data.
This is an extension of the time series, and it constitutes what is known as a
random field. 1 In our case, in which we have a discrete number of observations,
a random field is a collection of random variables indexed by their position. The
probabilistic model is still the joint PDF of all these variables, which still is to
be defined completely.
Consider a region R ∈ R2 with a node placed at position ~s ∈ R and a robot
moving around sending packets. As usual, let us denote ~r the position of the
robot, where ~r ∈ R. The packets received by the node will have an RSS which
is a continuous random function dependent on the node’s and robot’s positions.
Using the log-normal model as the basis for this function and indicating explicitly
the (as yet formally unknown) spatial dependence of the random term we have:
z = z¯(d,θm) + ε(~s, ~r), ε ∼ N (0, σ2(~s, ~r )), (6.10)
where d = ||~s− ~r || and θm = (−10n, z0)t is the vector of parameters upon which
the mean depends. Equation (6.10) states that the marginal distribution of z is
a Gaussian for any ~s, ~r and θm, and that its variance σ
2(~s, ~r) is a function of the
robot’s and node’s positions, function that still needs to be specified. It does not
state anything about the relation among observations associated with different
robot locations.
From the continuum of robot positions ~r, we now select a set of K points R =
(~r1, . . . , ~rK) in which the robot sends packets and of which the node measures the
corresponding vector of RSS samples z = (z1, . . . , zK)
t. Following the terminology
used by geostatististicians, we will sometimes denote R as the set of control
points and z as its associated vector of control values. We now assume that any
collection z for any finite K has a joint multivariate normal distribution whose
marginals are given by (6.10). That is:
z = z¯(d,θm) + ε(~r, ~s ), ε ∼ N (0,Σ(R, ~s )) , (6.11)
where z¯ = (z¯1, . . . , z¯K)
t, ε = (ε1, . . . , εK)
t and d = (d1, . . . , dK)
t. Therefore, z ∼
N (z¯ (d,θm),Σ(R, ~s )). This effectively defines ε and z as Gaussian processes,
which are completely determined by their respective mean and covariance. While
their mean vectors are known (0 and z¯ respectively), the covariance matrix of ε
1For a detailed treatment of the extension from time series to random fields, the reader is
referred to for example the excellent treatment in [Arbia, 2010, Ch.2].
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still is not, and therefore neither that one of z. Noting that E [ε] = 0, we can
write generically
Σ = E
[
εεt
]
=
Cov [ε1, ε1] . . . Cov [ε1, εK]... . . . ...
Cov [εK, ε1] . . . Cov [εK, εK]
 . (6.12)
Should we know the function σ2(~s, ~rk) of (6.10) (the variance of the marginals),
we would also know the diagonal terms of (6.12) Cov [εk, εk] = σ
2(~s, ~rk). But we
still have not specified it in any way.
The details of the spatial dependence of ε are not known, highly dependent
on each particular setup and usually quite complex. It is then necessary to
apply some restrictions to the autocorrelation model that we use, restrictions
that simplify this dependence yet making it general enough so as to be applicable
in different situations. In particular, it is customary to assume that ε is as
a homogeneous, isotropic, wide-sense stationary and ergodic random field. A
process is called stationary in the strict sense if its statistical properties are
invariant to a shift in the origin [Papoulis and Pillai, 2002, sec. 9.1]. Stationary
random fields are the equivalent to the stationary stochastic process, but now the
shifts are in two dimensions, adding the possibility of translations and rotations.
A homogeneous random field is random filed stationary under translations. An
isotropic random field is random filed stationary under rotations. A homogeneous
and isotropic random field is said to be stationary in the strict sense, and its PDF
does not change under translations and rotations over the position [Arbia, 2010,
Ch.2]. This implies that all univariate moments and all mixed moments of any
order do not vary when the reference space is modified.
Another weaker form of stationarity is one in which only the mean and cov-
ariance are invariant. This is known as wide, weak or second-order stationarity.
Given that a Gaussian process is defined completely by its first two moments, in
our case stationarity in the strict and weak sense coincide [Arbia, 2010, Ch.2].
All in all, these restrictions imply that the covariances depend on the distances
among control points, not on their particular positions. That is,
Cov [εi, εj] = k(lij), lij = ||~ri − ~rj|| , (6.13)
where k(l) represents a covariance function that depends on the distance between
the control points or lag2 l. Clearly, the stationarity assumption limits the ability
of the model to incorporate the details of the local spatial inhomogeneity, but
it provides a significant simplification in its mathematical tractability. Applying
(6.13) to (6.10) leads to σ2(~s, ~r) = σ2 = k(0). Finally, the ergodic property of our
2Following the nomenclature used by geo-statisticians.
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second-order stationary random field implies that the spatial averages converge in
probability to the set averages. This allows us to compute means and covariances
from (large enough) sample realizations.
To characterize completely the RSS model, we still need to define the covari-
ance function k(l) with which Σ can be constructed. This function represents
the probabilistic notion of similarity between observations at different points of
space. In order for the PDF to be proper, the matrix Σ must be symmetric and
positive-semidefinite. The symmetry is guaranteed by the construction of the
matrix itself. Its positive semidefiniteness should be guaranteed by the selection
of an appropriate function k(l), which is, for the purpose, required to be positive
semidefinite itself [Rasmussen and Williams, 2006, ch. 4].
As we argued in the previous subsection, the process ε incorporates all the
effects that cannot be described by the log-distance mean. These can be roughly
separated into spatial effects (mainly due to shadowing) and the effects of any
other source of uncertainty. From this perspective, ε can be divided into
ε(l) = ζ(l) + 
ζ ∼ N (0, kc(0))
 ∼ N (0, σ2n)
E [ζ] = 0,
(6.14)
in which ζ contains all the spatial effects and  the rest of the uncertainties.3
Because we do not have any information about the effects accounted for by ,
we model it as white Gaussian noise with a constant variance σ2n throughout
R. The independence assumption between ζ and  is a reasonable one, as we
have considered that the sources of their corresponding effects are different in
nature. Comparing now (6.7) with the previous model (6.14), we see a clear
similarity between ζ and H⊥ in that they both account for the spatial effects.
The fundamental difference is that, whereas H⊥ is deterministic, accurate and
of a great spatial complexity in the former, its counterpart ζ in the latter is a
random field with a rather simple spatial dependence.
The most widely used autocovariance model in the RSS-related literature for
the shadowing process (see Subsection 6.1.3) is an exponentially decaying model
of the form
kc(l) = σ
2
ce
−l/l0 , (6.15)
where the constant l0 is the distance at which the correlation decreases to 1/e,
and it is usually referred to as the decorrelation distance. This leads to the
3This splitting of ε, as in (6.14), has already been proposed for RSS signals for example in
[Patwari and Agrawal, 2008] and [Agrawal and Patwari, 2009].
160 6.1. Spatial Autocorrelation in RSS Signals
following covariance function for ε in (6.14) (and therefore for z):
k(l,θc) = σ
2
n10(l) + σ
2
ce
−l/l0 , (6.16)
where 10(l) is the indicator function, which is equal to 1 only when l = 0 and zero
otherwise, and θc = (σn, σc, l0)
t. This is effectively a valid covariance function,
as it is the sum of two valid (positive definite) covariance functions [Rasmussen
and Williams, 2006, Sec. 4.2.4].
Finally, using (6.11), (6.12) and (6.16), and denoting the set of distances
between the control points l = {lij , i = 1, . . . ,K, j = 1, . . . ,K}, the complete
probabilistic model that we will use for the RSS including autocorrelation is:
z(d,θ) = z¯(d,θm) + ε(l,θc)
z¯(d,θm) = Aθm
ε(l,θc) ∼ N (0,Σ(l,θc))
Σ(l,θc) = σ
2
nI + σ
2
cW ,
(6.17)
where
A =

log (d1/d0) 1
log (d2/d0) 1
...
...
log (dK/d0) 1
 , θm =
(−10n
z0
)
, θc =
σnσc
l0
 , θ = (θm
θc
)
, (6.18)
W =

w1,1 w1,2 · · · w1,K
w2,1 w2,2 · · · w2,K
...
...
. . .
...
wK,1 wK,2 · · · wK,K
 , wi,j = e−li,j/l0 , li,j = ‖~ri − ~rj‖. (6.19)
6.1.3 RSS Autocorrelation Models in the Literature
The notion of probabilistic similarity provided by the autocorrelation function has
been used in different disciplines, such as spatial econometrics, geostatistics and
machine learning. Each discipline has developed autocorrelation models that best
fit their own purpose, and therefore numerous models exist that one can choose
from (see e.g. [LeSage and Pace, 2009, ch. 2], [Cressie, 1993, ch. 2], [Rasmussen
and Williams, 2006, ch. 4]).
In the RSS-related literature, the correlation due to shadow fading has been
studied empirically since the early 1990s in different environments and at different
frequencies. The main motivation for studying the autocorrelation has to do with
the oversimplicity of the majority of existing propagation models, which can lead
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to misleading results from simulations and analysis [Kotz et al., 2003]. Most
of the research on autocorrelation has been driven by the cellular technology,
and therefore the studies have been carried out mostly in different types of urban
scenarios [Marsan et al., 1990, Gudmundson, 1991, Malmgren, 1997, Algans et al.,
2002, Weitzen and Lowe, 2002]. Indoor environments have also been characterized
[Liberti and Rappaport, 1992, Turin et al., 2002, Jalden et al., 2007], although
they have received comparatively less attention.
The typical way of acquiring measurements is to move a transmitter/receiver
along predefined trajectories (roads/corridors). Knowing the speed of the mobile
platform and the sampling rate, it is possible to know the distance between
sampling points. After gathering the data, the trend and fast fading are removed
from the samples prior to the correlation analysis, which is typically done using
traditional time-based methods. In contrast, in this thesis we will follow a fully
spatial approach.
Different autocorrelation models have been proposed based on field measu-
rements. [Szyszkowicz et al., 2010] groups them in five categories in a detailed
survey: a) a constant model, which assigns a constant correlation in all positions
of space; b) absolute distance-only models, in which the correlation depends only
on the T-R distance; c) angle-only models, in which the correlation is a function of
the angle of arrival; d) separable models, which are constructed by multiplying 1D
models (e.g. distance, angle and distance-ratio R (see below)); and e) more elab-
orate (non-separable) models. Besides giving an exhaustive review of the models
used in the field, the authors analyze in detail their mathematical feasibility and
evaluate their physical plausibility. Some of the models were demonstrated to
not to guarantee feasibility in all circumstances, and the authors encourage the
community to use only those that ensure, by design, the positive definiteness of
the covariance matrix.
Perhaps the simplest model is the constant correlation model, which assigns
the same correlation to all of the links. That is:
h(l) = ρ, (6.20)
where ρ is the correlation coefficient. This model is positive definite for 0 ≤ ρ < 1,
but not for −1 ≤ ρ < 0 [Szyszkowicz et al., 2010].
The most common model for the autocorrelation between two RSS samples
is an exponentially decaying function of the distance between control points, of
the form
h(l) = e−l/l0 , (6.21)
model that we used for the autocovariance of ζ in (6.15). This can be seen
as a multidimensional extension of the Orstein-Uhlenbeck process [Uhlenbeck
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and Ornstein, 1930]. Although the model is usually attributed to Gudmund-
son,[Gudmundson, 1991] 4 Marsan et al. also proposed in essence the same model
earlier in [Marsan et al., 1990].
Other more complex variations using exponentials have also been proposed.
For example, in [Mawira, 1992], [Sørensen, 1998] and [Algans et al., 2002] the
authors use a linear combination of two independent decaying exponentials in
their empirical studies in urban macro cells. The model is of the form
h(l) = αe−l/l1 + (1− α)e−l/l2 ,
with 0 < α < 1. This model corresponds to a process determined by the addi-
tion of two independent random variables with their own exponentially decaying
autocorrelation. With respect to the simple exponential model, it has the advant-
age of allowing different decay rates for two ranges of proximity (e.g. an initial
fast decay within short distances and a slow decay for long ones, as measured in
[Sørensen, 1998]). Other variations used are the squared exponential exp{−l2
2l20
}
[Graziosi, 1999, Mandayam et al., 1996, Ferris et al., 2006] and the γ−exponential
exp{−(l/l0)γ} [Patwari and Hero, 2004, Catrein and Mathar, 2008].5
All of these models are positive definite, but depend only on the distance
between control points l. This has been argued to be non physically plausible in
[Szyszkowicz et al., 2010], in which the authors give some criteria that, in their
opinion, spatial correlation functions for RSS should comply with besides being
mathematically feasible. In essence the model should not depend only on l, but
also on the relative angle between the control points θ ∈ [0 ≤ θ ≤ pi] (as seen
by the base station) and the ratio R = |10 log (d1/d2)|, where d1 and d2 are the
distances between the base station (node) and the two terminals (control points).
It should also be a continuous, smooth, non-negative and non-increasing function
of l, θ and R. Additionally, for small values of l and θ its value should be close to
one, and far from it when l is large. These criteria are the result of considering
the shadowing as a large-scale phenomenon that can be explained by the partial
overlap of the propagation medium. Szyszkowicz et al. proposed the following
4The original formulation in [Gudmundson, 1991] is A(l) = ρδ/D, where ρ is the correlation
between two samples separated a distance D. This expression can be alternatively formulated
as in (6.15) by letting ρ = 1/e and D = l0.
5In [Patwari and Hero, 2004] the value γ=1 is used, and the model is then the simple decaying
exponential. In [Catrein and Mathar, 2008], it can be shown that the model used is effectively
the γ−exponential using θ1 = e−l0γ .
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model as the best of those reviewed 6
h(θ,R) = hφ(θ)hR(R)
hφ(θ) =
{
a− (a− b)θ/θ0, θ ≤ θ0
b, θ > θ0
hR(R) = max(0, 1−R/R0),
(6.22)
with 0 ≤ b ≤ a ≤ 1, and 0 ≤ θ0 ≤ pi.
Although we agree in that (6.22) is in principle more plausible than a simple
univariate exponential model (or a combination of 10(l) plus an exponential),
for our localization purposes it poses an important challenge. As usual, we will
use ML to estimate ~s and a gradient-based optimizer, and therefore it will be
necessary to compute the log-likelihood in many iterations and for different values
of ~s. The log-likelihood in turn depends on Σ−1, and using (6.22) causes Σ to
depend on ~s through d1 and d2 (see the definition for R above). Therefore,
each evaluation of the log-likelihood for different values of ~s requires inverting
Σ ∈ RK×K with K in the order of 103. This is not the case when using the chosen
model (6.17), in which Σ depends on the fixed and known distances between the
control points, and therefore it needs to be inverted only once. Therefore, using
(6.22) adds significantly more computing requirements. For the sake of simplicity
and lower computation demand, we decide to use the autocovariance function of
(6.16).
The autocorrelation models studied thus far are valid for link pairs with a
common endpoint. As Agrawal and Patwari proved, when considering arbitrary
links in a multi-hop network, the exponentially decaying autocorrelation model of
(6.21) cannot be extended directly, as it can result in a non-positive semi-definite
covariance matrix [Agrawal and Patwari, 2009]. For such type of networks and
for arbitrary links, they propose to model the shadowing losses as a line integral
over an isotropic and homogeneous wide-sense stationary zero mean Gaussian
spatial field representing the losses at each point of the space. The correlation
between arbitrary links is then taken into account via the integration over the
same field. They refer to this model as the network shadowing model (NeSh).
As the authors point out, the use of attenuation factors in propagation models
to account for the shadowing losses, such as in [Seidel and Rappaport, 1992]
and [Durgin et al., 1998], is essentially a line integral over a spatially dependent
function. The difference is that in the NeSh model the spatial field is of random
nature, whereas when using attenuation factors the line integrals are substituted
by summations over the attenuation of particular objects that block the T-R LoS.
6The model is in fact a modification based on the work in [Klingenbrunn and Mogensen,
1999], and is the only one that they found to be both positive definite and complying with their
feasibility criteria.
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6.2 Localization Using the Log-Normal Model
In Chapter 5 we presented localization results from methods using the log-normal
model and assuming IID measurements. In this chapter we will present results
for the same methods, this time explicitly modelling the spatial autocorrelation.
We are then interested in the results from the literature regarding the effects
of the autocorrelation under the log-normal model, and more specifically on the
effects of ignoring it.
The publications reviewed within this context can be divided attending to the
autocorrelation model used. We found references using constant, exponentially
decaying and NeSh models. To our surprise we did not find the model (6.17) that
we use in this thesis.
All the publications reviewed use simulations that follow a similar scheme: a)
layout generation, in which the nodes to be located are deployed in uniformly
random positions within a squared or circular area; b) placement of the beacons
or reference nodes, either in selected positions with good geometry, such as the
borders of the domain, or in random positions; c) generation of correlated data
using the corresponding model; and d) application of the methods under study
using the artificial data.
The constant correlation model has been used for example in [Lee and
Buehrer, 2009], [Yang and Chen, 2009], [Mailaender, 2011], [Mailaender, 2012],
and [Vaghefi and Buehrer, 2013]. Mailaender uses a constant autocorrelation
model in [Mailaender, 2012], for which he presents the CRLB in [Mailaender,
2011]. Interestingly, under the log-normal model with constant correlation this
bound does not depend on the correlation coefficient, demonstrating that an
optimal estimator does not need this knowledge. Mailaender opted to pose the
localization problem using the LS criterion leading to a non-linear problem which
solves using different minimizers. He recommended using Levenverg-Marquardt
on the basis of a higher convergence rate.
[Lee and Buehrer, 2009] propose to use differential received signal strength
(DRSS) measurements instead of simple RSS. Using DRSS has the advantage of
eliminating the dependency of the localization algorithm on the parameter z0 of
the log-normal model (see (6.2)). The authors formulate the position estimators
using LS criterion and study via simulations results for different levels of correl-
ation and number of anchor nodes. When using DRSS, the root mean squared
error (RMSE) decreases as the autocorrelation coefficient increases for all number
of anchors used (4 to 16). Using simple RSS results in higher RMSE for smaller
correlation coefficients when using less than a certain number of anchors (9 in
their case), and higher for larger amounts of reference nodes. Overall, DRSS
performs clearly better than RSS only with high correlation values (0.8).
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In [Vaghefi and Buehrer, 2013] the authors transform the non-linear ML for-
mulation of the problem into a linear one using semi-definite programming (SDP),
which required the relaxation of the cost function into a convex surface. The
solution can then be found using efficient standard SDP methods.7 They then
compare their proposed method against others in a simulated environment con-
sisting of four anchor nodes with fixed location8 and 121 nodes placed uniformly
in fixed locations in a 10x10m2 area. According to their simulations, the pres-
ence of spatial autocorrelation can result in more accurate position estimates.
Additionally, assuming IID measurements when they are correlated results in an
increase of the average error of ML position estimators.
The exponentially decaying autocorrelation model has been used for ex-
ample in [Yang and Tsai, 2009] and [Fl˚am et al., 2010]. In [Yang and Tsai, 2009]
the authors used a Kalman filter to track the shadowing process, followed by
a ML step for the position estimation using the path loss with the shadowing
removed. They simulated a mobile device following a straight line with con-
stant speed. They showed that the shadowing can be successfully tracked by
the Kalman filter, and that the estimated and real locations converge after some
time. Unfortunately, they did not provide a comparison between the results when
considering IID and autocorrelated samples.
[Fl˚am et al., 2010] proposes a minimum mean square error (MMSE) Bayesian
position estimator using a uniform prior for the position to be estimated repres-
ented by a set of position candidates. The resulting position estimator (the mean
of the posterior) is a weighted sum of the position candidates, where the weights
are the individual normalized likelihoods. The authors call this method weighted
likelihood (WL). Their study compares via simulations the RMSE of several al-
gorithms: an (GS-initialized) ML, WL and WL ignoring the autocorrelation,
always discarding the weakest RSS measurements. The simulated environment
consists on a circular cell with 100 m radius, a prior with 100 candidate source
positions located in a grid and 10 reference nodes with a known, uniformly dis-
tributed position. In this scenario, they located 50 nodes whose position is estim-
ated using 300 combinations of the N = 10 uniformly randomly placed reference
nodes. For the grid-search ML, they used a grid with 10 m separation. They
used a decorrelation distance of 80 m.9 The results for their simulation setup
show an increase of the RMSE when ignoring the autocorrelation.
7This technique has already been used in [Biswas and Ye, 2004].
8The position of the anchor nodes is not specified.
9When considering a 100 m radius cell and randomly placed nodes and references, the
average distance is of about 47.5 m (calculated numerically using 104 realizations), leading to
an average correlation coefficient of 0.55.
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The NeSh model in the context of localization is analyzed by its authors in
[Patwari and Agrawal, 2008], where the CRLB for position estimators is calcu-
lated and compared to the CRLB using uncorrelated measurements. The study
uses simulations with nodes placed in an area of 4x4m2 and with rather good geo-
metry of the problem (reference nodes located in the corners). In their study the
authors found that using autocorrelation information decreased the location esti-
mation variance bound (the trace of the CRLB) by 4.5% in average for a random
deployment with 4 anchor nodes and 12 with unknown position. The authors
analyze these results in terms of the contributions to the FIM of the mean and
covariance terms of the measurement model (see (4.40)). They show how, when
the autocorrelation is present, the contribution from the mean term decreases the
information, while the contribution from the covariance term increases it, leading
to a net moderate increase on average.
[Al-Dhalaan and Lambadaris, 2010] use the NeSh correlation model and an
SDP-relaxation technique for the localization. Their simulation setup is a 5mx5m
area with a single realization containing 60 sensors and 25 anchors, which both
seem to be uniformly distributed.10 For this setup the authors present the RMSE
as a function of σ for several values of the average maximum communication
range for the radios. Using their algorithm, the RMSE increases when ignoring
the autocorrelation.
6.3 Overconfidence
In Section 5.1 we explained two characteristic problems that ML position esti-
mator suffered under the log-normal model with IID noise and a high spatial
density of measurements. One of them is the over-confidence of the estimates,
which we solved by artificially reducing the amount of information contained in
each sample substituting p(z|s, θ) by p(z|s, θ)α with 0 < α < 1. We then argued
that this method has the practical inconvenience of needing to manually choose
the coefficient α. In this chapter we aim at solving the overconfidence problem
through specifically incorporating the spatial autocorrelation into the model.
A reduction of the overconfidence is equivalent to an increase of the estima-
tor’s covariance, which is what we are trying to achieve by incorporating the
autocorrelation into the RSS model. This somehow contrasts with the general
trend observed in the literature review from the previous section, which suggested
that the RMSE increases when the autocorrelation is ignored.
In this section we present a theoretical study that demonstrates that account-
ing for the correlation does not automatically imply a decrease neither an increase
in the minimum covariance of unbiased position estimators, and that the resulting
10This is not stated explicitly.
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effect depends on the geometry of the problem and the shape of the autocorrel-
ation function. In the experimental conditions of this thesis, acknowledging the
autocorrelation leads in general to an increase of the covariance, which mitigates
the over-confidence problem. The study that follows in this section, then, does
not include the effect of the bias on the RMSE, and concentrates only on the
covariance.
One view regarding the autocorrelation is that having one sample available
will give us information about other samples taken in close positions where the
autocorrelation is still significant. Equivalently, the availability of new samples
will add less new information compared to considering them IID. Therefore, given
a set of samples, the IID assumption implies that the total amount of information
contained in the dataset is larger that when considering them correlated. And,
should this correlation exist, this extra information will make the estimators
overconfident. In our case, this is emphasized by the fact that the samples are
associated with robot positions in close proximity to one another.
To illustrate and study this effect, consider the scenario depicted in Panel 6.2a.
We have K beacons located in a circle with equiangular separation, φ = 2piK rad,
with positions denoted as ~rk, k = {1, . . . ,K}. Each beacon sends one packet
whose RSS zk is measured by a node located in the centre, whose position ~s we
want to estimate. In order to simulate a real scenario with spatially correlated
RSS, we assume that z = (z1, . . . , zK)
t is a process that strictly follows our
theoretical model of (6.17). In the following we will refer to this process as the
generating process.
The previous scenario is an illustrative simplified representation of what hap-
pens in our experiments: we want to locate a node that receives beacons sent by
a mobile robot with a certain spatial periodicity. Our aim is to study first what
happens to the covariance matrix of position estimators ~ˆs when, being present,
the spatial correlation is ignored, and second how the beacon density affects this
covariance. We will do this by comparing the position estimators that use two
different models: the one of the generating process, which simulates the reality,
and another that models the generating process but assuming IID samples. In
the following, we will refer to the latter one as the IID model.
Clearly, the variance of the residuals of our generating process under the IID
model is σ2 = σ2n + σ
2
c . Using this we can write σ
2
n = ασ
2 and σ2c = (1 − α)σ2,
where 0 ≤ α ≤ 1. The expression of Σ in (6.17) can then be reformulated as
Σ = σ2nI + σ
2
cW = ασ
2I + (1− α)σ2W = σ2 [αI + (1− α)W ] . (6.23)
With this alternative parameterization, any of our (autocorrelated) generating
processes will necessarily have 1 < α ≤ 0. Furthermore, we can compute the
covariance matrix of its associated IID model by simply selecting α = 1 keeping
the same value of σ. Thus, studying the effect of ignoring the autocorrelation
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Figure 6.2: Simulation scenario used to study the effects of the measurements’
spatial density and resulting characteristic error as a function of number of
beacons.
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of the generating processes can be done by comparing the estimators under two
different models: one equal to the generating process, with specific values of σ and
α, and its associated IID version, with the same value of σ and setting α = 1.
In fact, note that, for any fixed value of σ, there are many (virtually infinite)
generating processes associated with the same IID model: any with α 6= 1.
Comparing position estimators using different models can be done by calcu-
lating the CRLB associated with the underlying models. This will give us the
minimum variance achievable by any unbiased position estimator that uses these
models. The FIM for our model (6.17) is given by the expression (4.40), which
simplifies to11
FIM(~s,θ) =
(
10n
ln 10
)2
[D−2(1~s t −R)]tΣ−1D−2(1~s t −R), (6.24)
where (6.25)
1 = (1, . . . , 1)t, dim(1) = K × 1 (6.26)
R = (~r, . . . , ~rK)
t, dim(R) = K × 2 (6.27)
D = diag(d1, . . . , dK), dim(D) = K ×K, (6.28)
and Σ is given by (6.23), which now depends on the parameters σ, α and l0. The
CRLB is then the inverse of the FIM.
Panels 6.2b and 6.2c represent the characteristic error ec =
√
Tr (CRLB) for
the situation depicted in Panel 6.2a, with d = 15m, n = 4, z0 = −70, σ = 5
and l0 = 5. The characteristic error is plotted as a function of the number of
beacons, K, for different generating processes (different values of α 6= 1) and their
associated IID model (α = 1). Panel 6.2b presents the results for 3 ≤ K ≤ 40,
and Panel 6.2c for 3 ≤ K ≤ 1000.
The characteristic error is minimum when α = 1 for any K ≥ 5, indicating
that using the IID model can result in covariances of ~ˆs lower that the CRLB
under the model of the generating process. In other words, considering IID
measurements in the presence of spatial correlation will result in overconfident
position estimates. This overconfidence increases with the number of beacons,
that is, with the spatial measurements’ density. Equivalently, taking into account
the autocorrelation in the model increases the variance of the position estimate
with respect to assuming IID measurements, solving the overconfidence problem.
Two points deserve further comment. First, it is interesting to see that ec
seems to posses a lower limit as the number of beacons increases. For uncorrelated
processes ec seems to approach 0 for K → ∞, which means that, in theory, one
could achieve an arbitrarily high precision by adding a large enough number of
11Calculated for ~s. Note then that, because ΣL does not depend on ~s, the second line of
(6.17) becomes zero.
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Figure 6.3: Simulation scenario with 2 beacons.
beacons. For processes in which α 6= 1, the lower limit seems to be larger, being
largest when α = 0 (pure exponentially decaying correlation). We do not prove
this mathematically, but simply provide the results of simulations for K up to
1000 (see Panel 6.2c). This suggests that, for autocorrelated processes under
our model, it is not possible to obtain arbitrarily precise position estimators by
simply adding more beacons. In practice, this can help decide the largest number
of beacons that is worth installing in a real system. Equivalently, in cases when
a mobile beacon is used for localization, such as in this thesis, this can help to
decide the spatial sampling rate to be used for an effective use of the data. This
limit depends on the shape of the correlation function, and therefore on the values
of σ, α and l0.
Second, although it cannot be seen clearly in panels 6.2b and 6.2c, the char-
acteristic error is largest for the IID model when K < 5, which is contrary to our
intuition that the IID model is always more informative. This is made more clear
in Panel 6.2d, which is generated with a much larger l0 = 30. In this case, the IID
model did not become the most informative until K ≥ 8. Therefore, whether or
not ignoring the autocorrelation will result in a smaller or larger estimator’s cov-
ariance depends, first, on the shape of the autocorrelation function, and, second,
on the geometrical configuration of the problem. One thus cannot make general
claims for arbitrary autocorrelation functions and problem geometries.
One simple sample case for which the IID model will always be the least
informative is the one represented in Figure 6.3, for which it is easy to calcu-
late the FIM analytically. It can expressed as (see Appendix B.1 for a detailed
derivation):
FIM =
2
d2(1− a)
(
10n
σ ln 10
)2(
1 0
0 0
)
, where a = (1− α)e−2d/l0 . (6.29)
Clearly 0 ≤ a ≤ 1, and the information about the x component will be minimum
when a = 0, which corresponds to α = 1. In other words: in this configuration
the IID model is the least informative always under our generative model. Note
that the information about the coordinate y is zero, and therefore the FIM is not
invertible in this particular case.
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(a) Simulation scenario with 3 beacons.
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(b) l0 = 5m.
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(c) l0 = 20m.
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Figure 6.4: Simulation scenario with 3 beacons and its corresponding FIM.
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Another illustrative setup is the one presented in Panel 6.4a. In this case we
have three beacons in a horizontally symmetric configuration equidistant from
a node located at the origin of coordinates (~s = (0, 0)t). The first beacon lays
in a fixed position on the x axis, ~r1 = (−d, 0)t, while beacons two and three
are located in positions ~r2 = (d∠ − φ) and ~r3 = (d∠φ) in polar coordinates,
respectively. We want to study what happens with the information available to
position estimators ~ˆs as the beacons two and three become closer, that is, as
φ→ 0.
The FIM for this particular deployment can be calculated analytically, and
can be expressed as (see Appendix B.2 for derivation):
FIM =
(
Fxx 0
0 Fyy
)
where
Fxx =
(
10n
dσ ln 10
)2
1 + b+ 4a cos (φ) + 2 cos2 (φ)
b− 2a2 + 1
Fyy =
(
10n
dσ ln 10
)2
2 sin2 (φ)
1− b
a = (1− α) exp
{
−2d |cos (φ/2)|
l0
}
b = (1− α) exp
{
−2d |sin (φ)|
l0
}
.
(6.30)
Panels 6.4b, 6.4c and 6.4d plot Fxx as a function of φ for l0 = 5, l0 = 20 and
l0 = 40 m, respectively, and for different values of α. Panel 6.4b shows that,
with l0 = 5m, Fxx is maximum when α = 1 for the entire range of φ represented
and minimum when α = 0. For values of α 6= 1, the tendency is a reduction
of the amount of information as beacons two and three become closer (φ → 0).
Furthermore, the difference between values of Fxx increases for different values of
α. This means again that using the IID model results in overconfident position
estimators in the x coordinate, and this overconfidence will be higher the closer
the beacons are.
For a much larger l0 = 20m, Fxx is not necessarily maximum anymore when
α = 1 for all φ (see Figure 6.4c). Eventually, for a large enough l0, the IID model
can become the least informative for the entire range of φ represented (see Figure
6.4d). This demonstrates once more that whether ignoring the correlation will
increase or decrease the information (and therefore the covariance of position
estimators) depends on both, the autocorrelation function and the geometrical
configuration of the problem.
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Although the behaviour of Fxx depends on the value of α, we can observe a
characteristic pattern. First, the curve for the IID model (α = 1) reaches the
maximum always when beacons two and three coincide (φ = 0), which implies a
continuous increase in the amount of information as φ→ 0. On the other hand,
for α < 1 the maximum is reached with φ > 0. This means that, as beacons
two and three move closer to one another, using models that account for the
autocorrelation will eventually lead to a relative loss of information (negative
slope as φ → 0). Figure 6.4e shows the value of Fxx for the limit case when
φ = 0 (beacons two and three overlapping) as a function of l0 again for different
values of α. Clearly, with this particular limit configuration, what model has the
highest amount of information depends on l0 and α.
Finally, it is interesting to note that when α = 0 (purely exponentially decay-
ing autocorrelation model), Fxx reaches the following limit value:
lim
φ→0
α→0
Fxx =
(
10n
dσ ln 10
)2
2
1− a. (6.31)
This expression is the same as the FIM of (6.29) (with α = 0) calculated for
the scenario with two beacons depicted in Figure 6.3; its value is plotted with
a horizontal dashed line in figures 6.4b to 6.4e. This shows that, when using a
purely exponentially decaying correlation model (α = 0), having two beacons in
overlapping positions provides the same information as having only one.
All in all, from the previous analysis we conclude that whether ignoring the
autocorrelation results in more or less precise position estimators depends ulti-
mately on the shape of the autocorrelation function and on the geometry of the
problem, including the spatial distribution and density of the beacon placement,
and that we cannot make general claims for arbitrary configurations. However, as
we will see later, our real-life experiments show mostly a d/l0 ratio that is better
represented by figures 6.2b and 6.4b with l0 = 5, in which the IID model clearly
contains the largest amount of information. Therefore, we expect that taking
the autocorrelation into account in the model will reduce the position estimator
overconfidence.
6.4 Model Identification
In this section, we aim first to show experimental support for our choice of auto-
correlation model, for which we will plot examples of the empirical correlograms
calculated using our experimental data. Then we explain the details of the pro-
cedure used to estimate the model parameters.
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Figure 6.5: Theoretical autocorrelation function.
6.4.1 Spatial Correlogram
The autocovariance function, or covariogram, is defined as the covariance between
observations in two positions. Our choice of autocovariance function is (6.16),
which depends only on the distance between control points l. This distance is
usually called lag among geo-statisticians, and we shall borrow their terminology
here. Its corresponding autocorrelation function, or correlogram, is then
h(l) =
k(l)
k(0)
=
σ2n10(l) + σ
2
ce
−l/l0
σ2
= α10(l) + (1− α)e−l/l0 , (6.32)
where recall that σ2 = σ2n+σ
2
l and α = σ
2
n/σ
2. Figure 6.5 presents its shape and
main characteristic points. The local discontinuity in the origin has magnitude
α. This gap is referred to as the nugget by geo-statisticians, and has a rather
intuitive interpretation: the larger the relative dominance of the measurement
noise over the shadowing (higher values of α) the wider the gap will be.
As we have seen, the autocorrelation function is related to the covariogram,
and therefore one can estimate one from the other. Both are continuous functions
of l (except in the origin in our case) that require the continuum of random
variables ε for their calculation. In practice, however, one only has samples of the
residuals with which they have to be estimated. Intuitively, in order to estimate
e.g. the covariogram from residual samples, one could consider proceeding as
follows: a) choose a lag lk, b) select the data pairs (the residuals) from the training
set whose lag is approximately lk, and c) calculate the covariance between the
data-pairs using the classical sample estimator of the covariance. Using this
procedure for a set of selected lags, one can plot the covariance versus the lag for
the points calculated, and then fit a function to these points.
In practice, geo-statisticians follow a similar procedure, but with some key
differences. First, although the classical sample estimator of the covariance is
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unbiased provided that the samples are independent, in our case the samples are
not independent, and it can be shown that the previous estimator is biased with
a bias that depends on the spatial dependences of the residuals, which is what we
are trying to estimate. Therefore, the bias is difficult to correct and the sample
covariance estimator is not generally used [Schabenberger and Gotway, 2004, p.
149],[Smith, 2014, chap. II. 4].
As an alternative, in practice geo-statisticians use the semi-variogram, which
is defined as γ(εi, εj) =
1
2Var [εi − εj], where for simplicity we denote εi = ε(~ri).
For our second-order stationary spatial process, the semi-variogram can be ex-
pressed in terms of the covariogram as γ(h) = k(0) − k(l) = σ2 − k(l), and
therefore one can be estimated from the other. Using the semi-variogram has
several advantages, the most important being that its classical estimator, the
empirical semi-variogram,12 is unbiased. The usual procedure followed by geo-
statisticians is then to first plot the empirical semi-variogram, then select the
model upon visual inspection of the curve, and finally, fit it to the empirical
semi-variogram, with which the model parameters are estimated [Schabenberger
and Gotway, 2004, ch. 4].
In this thesis we will instead use ML to estimate the model parameters. Our
goal in this subsection is simply present to the eye how the experimental correla-
tion looks like, and then evaluate if our model is a reasonable one. Towards this
end, we decided to present experimental correlograms from our data instead of
the empirical semi-variograms, mainly for two reasons: first, the correlogram is
dimensionless, and thus has a more intuitive interpretation. And second, with
the large amount of data that we have available (about 60 datasets per envir-
onment), after experimenting with the semi-variogram and the correlogram we
realized that the latter one is more adequate for our display purposes.
For a zero mean process, the experimental correlogram is:
kˆ(l) =
1
σˆ|Sl|
∑
Sl
εiεj ,
where
σˆ =
1
N
N∑
i=1
ε2i
Sl = {(εi, εj) : ||~ri − ~rj|| = l}.
The set Sl is composed of point pairs whose distance is exactly l, and |Sl| is
its cardinality. In practice we rarely have control point pairs that are exactly
at the same distance.13 The empirical correlogram is then calculated for lag
12Proposed by Matheron in [Matheron, 1963]
13This would be the case, for example, if we had the control points arranged in a regular
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Figure 6.6: Experimental correlograms for the three environments
Chapter 6. Node Localization Under Spatially Autocorrelated Noise 177
intervals rather than for a continuum of lags. For each lag interval, the average
correlation is calculated using control point pairs whose distance is within the lag
interval. Usually, these intervals are chosen to be contiguous and of equal size ∆.
Considering P intervals, our estimator of the correlogram is then
kˆ(l¯p) =
1
σˆ|Sp|
∑
Sp
εiεj (6.33)
where
Sp = {(εi, εj) : ||~ri − ~rj|| ∈ (lp −∆/2, lp + ∆/2]}
lp = p∆ +
∆
2
p = {0, . . . , P − 1}
l¯p =
1
|Sp|
∑
Sp
||~ri − ~rj||.
For the previous estimator to be meaningful, for each lag interval there should
be a significant number of samples |Sp| with which we can calculate the averages.
Usually this is taken as |Sp| ≥ 30 [Smith, 2014]. Additionally, there should be
a representative range of distances lp for which we can calculate the averages
using a sufficiently large number of samples. Ideally ∆ should also be as small as
possible, so that we will have larger number of intervals. But this decreases the
number of measurements with which the averages are calculated in each interval.
This normally requires a trade-off. In our case we have enough data so as to
guarantee that, for a meaningful range of l, we have more than 30 measurements
per lag interval with ∆ = 0.5 m.
Figure 6.6 shows the empirical correlograms calculated using (6.33) for all the
datasets available within the different environments. The orange semi-transparent
wide lines represent empirical correlograms calculated with data from a single
node and dataset. Therefore, there are approximately 60 orange correlograms in
each environment. The black opaque lines are examples of some of these curves,
marked more clearly to stand out. The superposition of translucent orange lines
creates darker areas that denote similarities between the different curves; or, from
a different perspective, it emphasizes points where it will be more likely to find a
curve representing the aggregated data. Finally, the semi-transparent blue lines
are calculated grouping all the data gathered by each node in the 3 experiments
done in each environment.
Panel 6.6a shows a clear similarity between the experimental correlogram and
our model in the basketball field, and a larger relative dominance of the meas-
lattice.
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urement noise with respect to the spatial shadowing (α < 0.5). In the lobby (see
Panel 6.6b), the concordance between the theoretical and empirical model is still
visible. There is, however, a larger spreading of the curves. There are also cases
in which, when using data from a single node and dataset, there is a significant
deviation. In general, we can see an increase of the dominance in the shadowing
with respect to the basketball field. In the office (see Panel 6.6c), the importance
of the shadowing is clearly the largest among all the environments. Many curves
show oscillations, and the validity of the model begins to be highly questionable
in some cases. Nevertheless, the general aggregated trend still resembles a decay-
ing exponential. For mathematical convenience and for the sake of simplicity, we
then decide to use the same type of autocorrelation function in all environments.
6.4.2 Model Identification
Recall the model (6.17). In the model identification process we aim to find the
value of θ that results in an optimal fit of the model to a vector of observations
z = (z1, z2, ..., zK)
t, where we defined θ = (θtm,θ
t
c)
t = (−10n, z0, σn, σc, l0)t. The
Gaussian process ε has, by definition, zero mean. Therefore, it is necessary to
remove the trend z¯ before fitting the covariance model to the residuals. In order
to do so, we first estimate θˆm = (−10nˆ, zˆ0)t using least squares, resulting in
θˆm = (A
tA)−1At z, (6.34)
where A is defined in (6.18). Using θˆm, we then calculate the residuals,
ξ = z −Aθˆm, (6.35)
whose likelihood and log-likelihood are, respectively
p(ξ;θc) =
1√
(2pi)K |Σ| exp
{
−1
2
ξtΣ−1ξ
}
(6.36)
L(ξ;θc) = −1
2
ln |Σ| − 1
2
(ξtΣ−1ξ)− K
2
ln (2pi). (6.37)
To find an estimate θˆc = (σˆl, σˆc, lˆ0)
t we maximize the log-likelihood of the resid-
uals with respect to the three parameters, that is:
θˆc = argmax
σn,σc,l0
L(ξ;θc).
As usual, the problem is non-linear and requires an iterative solver to find the
maximum. We used the L-BFGS-B method from [Byrd et al., 1995], using the
implementation available from [Zhu et al., 2011] and the Matlab interface from
[Carbonetto, 2014], which had to be modified slightly to make it work in Octave.
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Figure 6.7: Distribution of σn, σc and l in the three environments (grouped
datasets). The dots indicate the values used to estimate the distributions.
Table 6.1: Statistics of the distributions from Figure 6.7.
Bfield Lobby Office
mean 1.70 1.82 2.24
σn median 1.66 1.74 2.25
std 0.31 0.45 0.24
mean 2.10 2.28 4.62
σc median 2.14 2.14 4.25
std 0.28 0.92 1.28
mean 0.99 3.09 3.23
l0 median 0.92 1.66 2.49
std 0.29 4.64 2.33
mean 2.72 3.00 5.17
σ median 2.72 2.77 4.90
std 0.26 0.74 1.15
mean 0.40 0.42 0.21
α median 0.38 0.37 0.23
std 0.11 0.21 0.09
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Figure 6.8: Distribution of σn, σc and l0 in the three environments for the three
robot trajectories. The dots indicate the values used to estimate the distributions.
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Table 6.2: Mean, median and standard deviation of the distributions from Figure
6.8.
(a) Trajectory 1
Bfield Lobby Office
mean 1.86 1.91 2.14
σn median 1.90 1.79 2.14
std 0.26 0.49 0.23
mean 1.97 2.51 4.62
σc median 1.94 2.41 4.41
std 0.27 0.62 1.02
mean 1.11 3.24 2.96
l0 median 1.08 2.95 2.46
std 0.33 2.59 1.52
(b) Trajectory 2
Bfield Lobby Office
mean 1.63 1.60 2.21
σn median 1.60 1.58 2.20
std 0.25 0.43 0.22
mean 2.16 2.42 4.63
σc median 2.25 2.40 4.27
std 0.27 0.47 1.32
mean 0.86 2.05 3.24
l0 median 0.85 1.72 2.44
std 0.17 0.93 2.49
(c) Trajectory 3
Bfield Lobby Office
mean 1.60 1.94 2.35
σn median 1.52 1.93 2.41
std 0.34 0.40 0.23
mean 2.18 1.92 4.61
σc median 2.17 1.61 4.22
std 0.26 1.32 1.51
mean 0.99 3.94 3.50
l0 median 0.92 1.15 2.56
std 0.30 7.46 2.88
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Similarly as we did in Chapter 3, we identify IMs from our experimental data.
The initial parameters for the optimizer are calculated for each IM as follows.
First we calculate the sample variance of the residuals σ̂2, which we then divide
equally between the measurement noise and the shadowing. That is, we use
σˆn = σˆc = (σ̂2/2)
1/2 . For the decorrelation distance we select l0 = e
σ̂ ln 10
10nˆ =
10
σ̂
10nˆ , using the recently estimated σ̂2 and nˆ from θˆm in (6.34). The underlying
idea is to choose a characteristic distance of the environment that grows according
to its inhomogeneity, which is the main cause of the autocorrelation. We already
found such a length when we were studying the different RSS-based distance
estimators in Subsection 4.2.2, but in log-scale. Effectively, γ from (4.9) has
dimension of (natural) log-distance. It appears in the CRLB of the distance and
position estimators ((4.8) and (4.45) respectively), and in general in the statistics
of the position estimators that we have developed in this thesis. It grows with
σ, but pondered by the path-loss exponent n. Broadly speaking, n reflects more
the density of obstacles, whereas σ the inhomogeneity. As the reader can verify,
our choice for the initial decorrelation distance is l0 = e
γˆ , where γˆ = σ̂ ln 1010nˆ using
the recently estimated σ̂2 and nˆ.
Figure 6.7 presents the parameter values and distribution estimates of σn,
σc and l0 for each environment. Each PDF was estimated using the 3N model
parameters available in each scenario14 (represented as dots) and Gaussian ker-
nel density estimation with positive support.15 Table 6.1 presents the statistics
of the distributions in both parameterizations, (σn, σc, l0) and (σ, α, l0), where
recall that σ2 = σ2n + σ
2
c and α = σ
2
n/σ
2. Figure 6.8 shows the densities and
the parameter values for the data collected from each of the robot trajectories
separately. Parameter values (dots) corresponding to the same robot trajectory
are presented along the same horizontal line. The values of n and z0 are the
same as when ignoring the autocorrelation (see Figure 3.3). Table 6.2 presents
the statistics for the distributions of Figure 6.8.
Figure 6.7 reveals the same general tendency of the parameter distributions
as we observed in Chapter 3: their average value and dispersion increases with
the clutterness and inhomogeneity of the environment. The narrowest distribu-
tions correspond to the basketball field, which is also the scenario in which the
autocorrelation model is more adequate. Table 6.1 shows the clear increasing
tendency of the total variance σ2, together with a significant gain in the relative
importance of the shadowing in the office with respect to the measurement noise
(smaller value of α in the office). This shows concordance with the experimental
correlograms of Figure 6.6, where we saw that the highest values closest to the
origin are attained in the office. The dispersion of l0 is quite remarkable in both
14One for each of the N nodes and three robot trajectories
15Code available at http://www.mathworks.co.uk/matlabcentral/fileexchange/19121
Chapter 6. Node Localization Under Spatially Autocorrelated Noise 183
the lobby and the basketball field.16 We believe that this large dispersion is partly
a consequence of the model not being explanatory enough. Figure 6.8 exposes
the potential variability of the densities depending on the particular dataset used,
even within the same environment. This inter-experiment variability is more ac-
centuated in the lobby, where the presence of large dominant obstacles makes
every experiment quite unique.
6.5 ML Localization Discarding Samples
One way to deal with the autocorrelation is simply to use only uncorrelated
measurements, with which we can then use the IID assumption and the locali-
zation methods studied in Chapter 5. This section is dedicated to exploring this
approach using ML localization.
In order to select uncorrelated samples from a dataset, we need a mechanism
for discarding correlated observations. Intuitively, measurements taken further
apart will less likely be similar than others taken in closer positions. Or in
the words of Tobler and his first law of geography, ‘Everything is correlated with
everything else, but close things are more correlated than things that are far away ’
[Tobler, 1970]. The essence of this law is captured in our model, in which the
autocorrelation decreases exponentially with the distance between control points.
After a long enough distance we can assume that the correlation is negligible. Our
strategy here is then to select only the measurements corresponding to control
points that are separated from each other at least a distance ld.
The problem of selecting the control points can be formulated mathematically
as follows: given a set of K points in space S = {~rk, k = 1 : K}, find a subset
Ss ⊆ S so that ||~ri−~rj|| > ld ∀ ~ri, ~rj ∈ Ss. There might be many possible subsets
that satisfy the previous condition. Ideally we want to discard the minimum
possible number of measurements, that is to say: we want to find the largest pos-
sible subset Ss. This leads to a non-trivial combinatorial optimization problem.
Instead of aiming for an optimal solution, we propose17 an intuitive practical
heuristic with reproducible results which gives a reasonably good output. Table
6.3 shows a simplified implementation in Octave/Matlab.
The algorithm accepts as inputs the K × 2 vector of control points, b pos
(the position of the beacons), the minimum distance among the control points,
l d, and the index of an element of b pos with which the algorithm will start,
16We shall mention here that there was an outlier in the lobby with l0 = 30.68 m observed
from the data obtained in the third robot trajectory, which we decided to leave out of the figures
for the sake of clarity. This explains the large difference between the mean and the median
values of l0 in the lobby in tables 6.2c and 6.1.
17Thanks to Andre` Schumacher, who initially proposed this algorithm to the author of this
thesis.
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Table 6.3: Algorithm to discard correlated samples.
1 function b pos sel=distant subset(b pos,l d,seed i)
2 rem i=1:rows(b pos);
3 sel i=seed i;
4 D=distmat(b pos);
5 r i=find(D(:,seed i)<l d);
6 D(:,r i)=[];D(r i,:)=[];
7 rem i(r i)=[];
8 while length(rem i)>0
9 [s,idx]=sort(sum(D<l d)-1);
10 s i=idx(1);
11 sel i=[sel i rem i(s i)];
12 r i=find(D(:,s i)<l d);
13 D(:,r i)=[];D(r i,:)=[];
14 rem i(r i)=[];
15 endwhile
16 b pos sel=b pos(sel i,:);
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Figure 6.9: Example of execution of the sample selection algorithm from Table
6.3 in the basketball field (ld = 4). The ’+’ signs represent the selected points.
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seed i. Lines 2 and 3 create vectors to store the indices of the remaining and
selected control points, respectively. Initially rem i contains all the elements,
while sel i contains only the seed. Line 4 computes the KxK distance matrix
among elements of b pos, that is: D(i,j) contains the distance between the i-th
and j-th control points. Line 5 finds the indices of the control points that are
closer than a distance l d to the seed seed i. These indices are removed from the
reminder pool and the matrix D in lines 6 and 7. Therefore, all the points in rem i
are further than l d to seed i. Then a while loop starts, which will continue until
the pool of reminding control points is not empty.
Lines 9 and 10 find the control point among the reminders with the least
number of neighbours distant less than l d to all of the control points already
selected. This point is then added to the group of selected control points in line
11. Line 12 finds the control points among the reminders closer than l d to the
newly selected point, and lines 13 and 14 remove them from the list of reminders
and D. Upon completion, the indices in sel i correspond to control points at a
distance of at least l d from each other. The results from an sample execution of
this algorithm in the basketball field for ld = 4 can be seen in Figure 6.9.
The panels from Figure 6.10 show the effects of discarding samples in ML
localization using the previous algorithm as a function of ld in our three differ-
ent experimental environments. They were created calculating the average of
the localization error and its standard deviation18 for IMs as described in Sub-
section 5.3.1, using only the measurements selected by the algorithm in Table
6.3. We denote this (average) error and (average) standard deviation as ed and
σd, respectively. Note that, due to the random nature of the sample selection
algorithm, ed and σd are random variables themselves. For each ld we calculate
20 realizations of the pair (ed, σd) using a random seed in the sample selection
algorithm. Figure 6.10 shows the value of ed, σd and the ratio ed/σd as a function
of ld. The solid lines represent average values, and the shaded areas the region
around the average plus/minus two standard deviations.
Regarding the selection of ld, as explained before we aim at choosing uncor-
related samples, and in that sense ld should be as large as possible. On the other
hand, as we discard samples we are also discarding information, which can result
in an increase of the localization error. Panel 6.10a confirms the tendency of the
mean error to increase together with ld. While discarding samples increases the
average error el, the standard deviation σl also increases naturally (see Panel
6.10b), but at a different rate. Panel 6.10c shows that, for the range of ld rep-
resented, σl increases faster than el, resulting in a decreasing el/σl ratio. The
implication of this is a relatively less biased position estimator as ld increases,
meaning that the true position is more likely to be encountered within the error
ellipse for the same confidence level.
18The square root of the trace of the covariance matrix
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Figure 6.10: Effects of discarding samples vs. minimum distance among samples.
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The technique of discarding samples leaves to the designer the selection of ld.
If the type of environment is known, one option is to simply adopt values obtained
from prior studies. If training data is available, one can plot the autocorrelation
function and decide upon. When using exponentially decaying models for the
autocorrelation, a natural choice is to select the decorrelation distance ld = d0.
Using the medians found in Table 6.1 as the reference values for l0, from the data
used to plot Panel 6.10a we obtain that the increments of the average errors are
of about 10, 6 and 18 cm in the basketball field, lobby and office respectively,
which correspond to increases of 27%, 5% and 18% with respect to using full
datasets. The resulting data size reductions are of more than 80% in all cases.
Based on the studies and discussion provided throughout this section, we
conclude that discarding measurements can solve the overconfidence problem
related to the IID errors assumption, but at the price of a larger average error.
The advantages are the relative decrease of the bias and the saving in number of
computations, as the reduction of the dataset can be significant. A key drawback
is the need to manually select the minimum distance among samples ld, which in
the absence of proper training data would be a subjective decision hopefully made
by an educated eye. In the following section, instead of discarding samples we
use the full dataset and let the autocorrelation model tackle the overconfidence
problem. This eliminates the need for deciding ld, although at the expenses of
requiring a properly identified model. In any case, incorporating the solution
within the model opens the door to approaches that jointly estimate the position
and model parameters, methods that we will study in the next chapter.
6.6 ML Localization Using Full Data
In this section, our goal is to present the localization results that validate in
practice the hypothesis that incorporating autocorrelation into the model solves
the over-confidence problem, up to the point allowed by the ever-present log-
normal model misspecification.
Under the log-normal model with autocorrelation (6.17), the likelihood of a
vector of K measurements z = (z1, z2, ..., zK)
t is
p(z; ~s,θ) =
1√
(2pi)K |Σ| exp
{
−1
2
(z − z¯)tΣ−1(z − z¯)
}
, (6.38)
and the log-likelihood
L(z; ~s,θ) = −1
2
ln |Σ| − 1
2
(z − z¯)tΣ−1(z − z¯)− K
2
ln (2pi). (6.39)
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Figure 6.11: CDF of the error.
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Figure 6.12: CDF of the estimator’s standard deviation.
Table 6.4: Comparison between ML position estimates when ignoring (IID) and
modelling (AC) autocorrelation (distance in metres).
IID AC
e¯sˆ σ¯sˆ e¯sˆ/σ¯sˆ e¯sˆ σ¯sˆ e¯sˆ/σ¯sˆ
Basketball field 0.33 0.12 2.78 0.41 0.28 1.45
Lobby 1.07 0.30 3.62 0.79 0.64 1.25
Office 0.78 0.13 5.84 0.94 0.44 2.16
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Figure 6.13: Example of ML localization results when considering exponentially
decaying autocorrelation.
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Using the values of θ estimated during the model identification, the ML position
estimator is
~ˆsML = argmax
~s
L(z; ~s,θ).
This, once more, is a non-linear problem that we solve using the L-BFGS-B
solver initialized with the results from a grid-search with a resolution of 0.5 m.
The main differences with respect to the log-likelihood under the IID assumption
(see (5.1)) is the presence of the matrix Σ−1 weighting the residuals, which can
effectively change the ML position estimate. Because Σ does not depend on the
variable ~s, its inverse needs to be calculated only once,19 and it can be stored for
all the necessary evaluations of the log-likelihood. Once the solver has converged,
the covariance of the position estimate is calculated as
Cov
[
~ˆsML
]
= −H|−1
~ˆsML
,
where H|~ˆsML is the Hessian of the log-likelihood function with respect to the
position ~s evaluated in the maximum ~ˆsML (see Section 4.6).
Table 6.4, Figure 6.11 and Figure 6.12 present a comparison of ML localiza-
tion results in our three experimental environments when assuming IID versus
autocorrelated measurements. As usual, we calculate position estimates using
IMs and the cross-validation scheme described in Subsection 5.3.1. For each po-
sition estimate ~ˆsSijk, in addition to calculating the error eijk ≡
∣∣∣∣∣∣~si − ~ˆsSijk∣∣∣∣∣∣ we also
calculate its corresponding variance σ2ijk ≡ Tr
(
Cov
[
~ˆsSijk
])
. The outcomes eijk
and σijk are then realizations of random variables, which, for simplicity and for
the remainder of this section only, we denote as esˆ and σsˆ, respectively. Figures
6.11 and 6.12 present the empirical CDF of esˆ and σsˆ. Results associated with
the IID assumption are plotted as dashed lines and labelled with the -iid suffix.
Results corresponding to our autocorrelation model are presented with solid lines
and labelled with the -ac suffix. Table 6.4 presents the mean values of esˆ and σsˆ.
From Table 6.4 we see that the mean localization error increases about 8
and 16 cm in the basketball field and office respectively when using the model
with autocorrelation, which represent a 20% of growth. However, in the lobby it
decreases 28 cm, a respectable 26% reduction. On the other hand, the standard
deviation of the position estimators on average increases quite clearly and notably
in all cases, increasing more than 130% in the basketball field and lobby and 230%
in the office. When comparing the e¯sˆ/σ¯sˆ ratio, we see that using the model with
autocorrelation results in a significant decrease in all environments. Therefore,
the estimators using models accounting for the autocorrelation are relatively less
biased than those assuming IID errors.
19In reality the inverse is never calculated explicitly
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Figure 6.13 shows examples of localization results from the three different en-
vironments. These shall be compared with those from Figure 5.5, which presents
the results when ignoring the autocorrelation. The error ellipses correspond to
a 95% confidence level in all cases. The increase of the covariance of position
estimates when considering the autocorrelation is clear from the comparison. In
the basketball field, all the position estimates have a small error in Panel 5.5a,
but the true positions (red ’+’ signs) clearly fall outside of the error ellipses in
most of the cases. This is the effect of overconfidence, which makes the error el-
lipses too small. Panel 6.13a shows that this issue is clearly corrected as a result
of considering the autocorrelation in the model. We can see a similar effect in
the lobby (panels 6.13b and 6.13b). Additionally, as expected, position estimates
corresponding to nodes in the outer parts of the robot trajectories have a larger
error and bias due to the worse geometrical configuration. In the office, assuming
IID measurements results in clearly biased position estimates (see Panel 5.5c).
When considering the autocorrelation (see Panel 6.13c), the bias is still very ap-
preciable, which, as already argued, is mostly due to the model misspecification.
However, the information about the trust that we have on our estimates is much
more realistic than in Panel 5.5c.
All in all, the main effect of considering the autocorrelation in the model
is not necessarily an increase in the precision and accuracy of position estim-
ates, but rather an increase in their credibility and plausibility in the sense that
they are relatively less biased and better reflect the uncertainty of the estimates.
When compared with the strategies of information reduction and samples rejec-
tion studied in sections 5.1 and 6.5, respectively, including the autocorrelation in
the model did not result in the smallest average error (see table 6.4). Moreover,
in the basketball field and office, where the average error increases, we can see
in Figure 6.10a that the same or better results would have been achieved by se-
lecting only samples 1 m and 2.5 m apart, respectively, leading to a considerable
reduction in the size of the dataset and a corresponding computational savings.
Considering the autocorrelation in the model still holds two major advantages:
a) one does not need to select manually any parameter, as is the case with the
information reduction and samples rejection strategies, and b) the formulation of
the problem allows a natural treatment of these parameters as nuisance quantities
that can be e.g. marginalized out or estimated jointly together with the position
and the rest of the model parameters, as we will do in the next chapter.
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6.7 LLS Localization
In Chapter 4 we formulated the equations of three families of linear position esti-
mators on the basis of the IID errors assumption. Here we provide the equivalent
formulation considering autocorrelated errors under our choice of autocorrelation
model.
Recall the linear system AL~s = bL from (4.84), where we substituted the true
bL with bˆL defined as in (4.92), which is formed using estimates of the squared dis-
tances. We studied three different families of position estimators based on three
different types of solution: OLS, GLS and IGLS. The main formulas/procedures
used by these estimators do not change when adding the spatial autocorrelation
to the RSS model; only the values of bˆL and its covariance ΣˆL. Therefore, the
OLS and GLS position estimators are still given by (4.85) and (4.100), respect-
ively, and the algorithm for the IGLS is the modified one presented in Table
5.5. What remains to be done is to re-calculate bˆL and ΣˆL when using the three
different distance estimators studied in this thesis: ML , unbiased and LMMSE.
We now present the results of these calculations, leaving the derivation details
for Appendix B.3.
Following the notational scheme followed in Subsection 4.2.3, let us call Pˆi
the estimate of dmi . The complete vector of estimates for the m-th power of the
K distances is then Pˆ = (Pˆ1, . . . , PˆK)
t. Let us further call P˘u = (Pˆ1, . . . , Pˆi−1)t
and P˘l = (Pˆi+1, . . . , PˆK)
t, so that Pˆ = (P˘ tu, Pˆi, P˘
t
l )
t is the complete vector of
distances power estimates. That is:
P˘u ≡
 Pˆ1...
Pˆi−1
 and P˘l ≡
Pˆi+1...
PˆK
 , leading to Pˆ =

P˘u
Pˆi
P˘l
 .
The covariance Cov
[
bˆL
]
can be calculated from Cov
[
Pˆ
]
. When using the ML,
unbiased and LMMSE distance estimators, respectively, this covariance takes the
following values:
Cov
[
PˆML
]
= Dm Q (6.40)
Cov
[
PˆU
]
=
1
Γ2m
Dm Q (6.41)
Cov
[
PˆV
]
=
1
Γ6m
Dm Q, (6.42)
where  is the Hadamard or element-wise product between matrices and we use
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the following definitions:
Dm ≡

dm1 d
m
1 d
m
1 d
m
2 · · · dm1 dmK
dm2 d
m
1 d
m
2 d
m
2 · · · dm2 dmK
...
...
. . .
...
dmK d
m
1 d
m
K d
m
2 · · · dmK dmK
 (6.43)
Q ≡ Γ2m
[
exp
{
γ2mnI + γ
2
mcW
}− 11t] (6.44)
Γm ≡ eγ2m/2 (6.45)
γ2m ≡ γ2mn + γ2mc (6.46)
γmn ≡ mσn ln 10
10n
, γmc ≡ mσc ln 10
10n
, (6.47)
where the exponential in (6.44) is element-wise and W is defined in (6.19).
We now partition the covariance of Pˆ in the following blocks:
Cov
[
Pˆ
]
=

βuu βui βul
βiu βii βil
βlu βli βll
 =

Cov
[
P˘u, P˘u
]
Cov
[
P˘u, Pˆi
]
Cov
[
P˘u, P˘l
]
Cov
[
Pˆi, P˘u
]
Cov
[
Pˆi, Pˆi
]
Cov
[
P˘u, P˘l
]
Cov
[
P˘l, P˘u
]
Cov
[
P˘u, Pˆi
]
Cov
[
P˘u, P˘l
]
 .
(6.48)
Using the respective values of Cov
[
Pˆ
]
, the covariance Cov
[
bˆL
]
is finally calcu-
lated as
ΣL =
1
4

 βuu βul
βlu βll
+ βii11t − [( βui
βli
)
1t + 1
(
βiu βil
)] . (6.49)
The reader can verify that, in the limiting cases of σc → 0 or l0 → 0 in which the
correlation vanishes, these formulas for ΣL simplify to those calculated in Chapter
4 under the IID measurements assumption (see (4.94), (4.96) and (4.98)).
Note that the matrix of distance power products, Dm, depends on the true
node-beacon distances, which are unknown. Again, as we did in Chapter 4, in
practice we can approximate this matrix using the estimated powers of distances,
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leading to
Dˆm =

d̂m1 d̂
m
1 d̂
m
1 d̂
m
2 · · · d̂m1 d̂mK
d̂m2 d̂
m
1 d̂
m
2 d̂
m
2 · · · d̂m2 d̂mK
...
...
. . .
...
d̂mK d̂
m
1 d̂
m
K d̂
m
2 · · · d̂mK d̂mK
 = Pˆ Pˆ t. (6.50)
Replacing Dm for Dˆm in (6.40), (6.41) and (6.42) allows us then to calculate
their respective estimates ΣˆL.
In summary, the procedure for calculating a position estimate is as follows:
1. Select the distance estimator to be used and calculate Pˆ as explained in
Subsection 4.2.3 using the exponent m = 2 and the definitions of γm and
Γm provided in 6.45 and 6.46, respectively.
2. Calculate Dˆm using (6.50) using the recently calculated Pˆ .
3. Calculate Cov
[
Pˆ
]
using (6.40), (6.41) or (6.42) depending on the distance
estimator chosen, in which Dˆm substitutes for Dm.
4. Decompose Cov
[
Pˆ
]
in blocks as in (6.48).
5. Calculate ΣˆL using (6.49).
6. Calculate bˆL from the values of Pˆ using (4.92).
The values of bˆL and ΣˆL are then used by the OLS, GLS and IGLS position
estimators given by equation (4.85), equation (4.100) and Table 5.5, respectively.
The mean localization errors when using IMs, the previous algorithms and the
data from our experiments are summarized in Table 6.5. These shall be compared
with those from Table 5.4b, which present the results under the IID measurements
assumption. The mean errors when using the OLS/ML position estimator are
the same as those that result when the autocorrelation is not considered. This
is as expected, because the ML distance estimator depends only on the path-
loss exponent and reference power, which are the same for both models. Such
is not the case when using the unbiased and LMMSE distance estimators; they
both depend on Γm, which gets a different value depending on whether or not the
model considers the autocorrelation. As seen in the tables, the errors for the OLS
estimators when using the unbiased and LMMSE distance estimators are slightly
different when ignoring and taking into account the correlation. However, the
GLS and IGLS algorithms experience a significant general increase in the error
in all cases when considering the correlation.
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Table 6.5: Comparison of average errors of LLS position estimates in different
environments using IMs and autocorrelated noise. Distance in metres
ML Unbiased LMMSE
OLS
Basketball field 3.05 1.71 3.18
Lobby 56.24 21.13 7.55
Office 4.91 2.44 2.97
GLS
Basketball field 1.18 1.23 1.30
Lobby 3.23 3.37 3.54
Office 1.85 1.85 1.86
IGLS
Basketball field 1.03 1.18 1.17
Lobby 1.91 2.20 2.98
Office 1.95 2.16 1.60
Figure 6.14 presents examples of localization results from the three experi-
mental environments when using he IGLS algorithm with ML distance estimates,
the algorithm that had the smallest average errors. These shall be compared with
those from Figure 5.7, which were calculated under the IID errors assumption
using the same data and algorithm. In the basketball field, we see a relative
increase of the covariances when considering the autocorrelation. However, the
average error increases significantly as well, making the estimates still relatively
biased. In the lobby and the office the situation is similar, but characterized by
a much larger increase of the covariance and bias. There is a clear tendency of
the estimates to be biased towards the centre of the area englobed by the robot
trajectory, perhaps a symptom of overly short distance estimates. We leave the
investigation of the causes of these phenomena for later work. In any case, ignor-
ing the autocorrelation clearly resulted in better position estimates when using
our model and in our experiments.
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Figure 6.14: Example of LLS localization results when considering exponentially
decaying autocorrelation.
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6.8 Conclusions
When using log-normal RSS-distance models, the residuals exhibit autocorrela-
tion due to shadowing. This is a direct consequence of the model miss-specification,
which results in a model incapable of explaining the non-radial relations that ap-
pear in inhomogeneous environments. As a consequence of this structural model
limitation, the residuals become spatially correlated.
One way to tackle this issue is to incorporate the autocorrelation into the
RSS model. To do this we chose a zero mean, homogeneous and isotropic Gaus-
sian process with exponentially decaying autocorrelation function to model the
shadowing, while retaining a white noise term to account for any other source of
uncertainty. The empirical correlograms presented show a good adequacy of the
model for the basketball field, slightly worse for the lobby and more questionable
for the office, where oscillations were not infrequent. Nevertheless, the overall
general trend in the correlograms is a decay, and for simplicity and mathematical
convenience we still decided to use the same model in all environments.
Compared with considering IID errors, the main effect of incorporating the
autocorrelation into the RSS model in ML localization is an increase of the esti-
mator’s covariance. This results in relatively less biased and more realistic posi-
tion estimates, and it partially addresses the overconfidence problem observed in
Chapter 5. However, position estimates in clearly inhomogeneous environments
can still be biased due to the model misspecification.
Another possibility to deal with the autocorrelation is to discard correlated
measurements and use localization methods that rely on the IID errors assump-
tion. In the presented approach, this requires finding control points further apart
from one another a minimum distance ld, for which we have proposed a practical
and simple heuristic. The results of our analysis shows that, although the covari-
ance of the estimates increases effectively, the mean error can also increase with
the number of discarded observations because less information is used.
The main advantage of discarding samples is a significant computational sav-
ing stemming from the dataset size reduction. As an example, using the proposed
sample selection algorithm and values of ld in the order of 1-3 metres caused re-
ductions of more than 80% in all cases, at the price of average error increases
of 8, 3 and 4 cm in the basketball field, lobby and office, respectively (20%, 3%
and 4% of relative increase). However, it leaves it to the designer to decide the
value of ld for the sampling selection algorithm. On the other hand, incorporating
the autocorrelation to the model eliminates the need for manually selecting any
parameter, and can result in a decrease of the average localization error.
Adapting the OLS, GLS and IGLS localization methods so that the correlation
is taken into account resulted in generally more biased estimates with respect to
using the IID errors assumption, issue that will be investigated in later research.
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While our ultimate goal is to estimate the position of the nodes of a WSN, the
localization methods used so far rely on the availability of a priori deterministic
knowledge regarding the model parameters. In turn, a proper estimation of these
parameters requires training data, which has to be collected in the target scenario.
In many practical situations it is neither possible nor practical to collect such
training data, and therefore the model identification prior to the production phase
is not possible. This is often the case when the network has to be deployed ad-hoc
(e.g. in emergency and rescue scenarios). Moreover, the model parameters can
vary significantly depending on the HW particularities of the nodes that make
the observations and their position in obstructed environments (see Chapter 3);
this variability can negatively affect the performance of localization algorithms
(see Chapter 5). It is then desirable to develop localization methods that do not
require a training phase and that can automatically adapt to diverse environments
and HW variability. In our case, this translates into a need for methods that do
not rely on having pre-identified models.
This chapter is dedicated to methods that jointly estimate the position and
model parameters directly based on the same vector of observations. This ap-
proach brings along two major advantages. First, it eliminates the dependency on
training data. Second, because the model parameters are variables themselves,
they can be automatically adjusted so that the resulting model better explains
the particularities of the ‘production’ data observed, rather than the training
data. The models can then adapt to minor HW variabilities and local environ-
mental inhomogeneities, resulting in better position estimates. The drawback is
that, because there are more variables to be estimated, there is a higher risk of
the appearance of identifiability issues, local maxima and other difficulties that
will need to be addressed.
The chapter begins in Section 7.1 with a review of the existing literature on
localization methods that do not rely on explicit knowledge about the model para-
meters. Of special importance is the one that exploits the principle of separability
of least squares to concentrate the log-likelihood, to which more attention will be
paid. In Section 7.2 we redefine the performance metric by which the localization
algorithms will be graded when they are used with our experimental data. This
redefinition is necessary due to the differences between simple localization and
joint localization and model identification. Sections 7.3, 7.5 and 7.4 present the
different localization algorithms proposed in the chapter. The first one is a direct
global optimization of the log-likelihood that follows a convenient two-step recur-
sion. The second and third algorithms reduce the dimensionality of the search
space prior to the optimization phase by concentrating the log-likelihood. Addi-
tionally, in order to tackle the identifiability and sensitivity problems observed,
we propose using MAP instead of ML estimators. Finally, Section 7.6 summarizes
the main conclusions of the chapter.
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7.1 Related Work
The problem of localization when the model parameters are not known has been
already addressed in the extant literature, and diverse techniques for solving
it have been proposed. This section presents the related work grouped in two
subsections: studies aiming at a direct joint global optimization over position
and model parameters and studies that eliminate the dependence of the problem
on some of the model parameters.
7.1.1 Global Optimization
Both the model identification (estimation of θ) and node localization (estimation
of ~s ) are often posed as optimization problems in which the aim is to minimize
a cost function. Under the log-normal model, the RSS is linear on n and z0, and
therefore these parameters can be estimated using LLS based on field measure-
ments knowing the transmitter and receiver positions. The normality assumption
of the errors under the log-normal model causes the LSE and ML criteria to co-
incide. Therefore, should we decide to use ML for position estimation, the same
cost function is used to estimate both θ and ~s: the log-likelihood. A natural
approach for a joint localization and model identification is then to maximize the
log-likelihood jointly over θ and ~s, that is:(
~ˆs
θˆ
)
= argmax
~s,θ
L(z; ~s,θ).
There are several problems associated with this approach. First, an iterative
solver is needed to find the maximum, and therefore we need an initial solution
to start the solver. This is also an issue when using ML for plain localization.
However, this problem is now emphasized by the fact that we need initial es-
timates of both ~s and θ at the same time. Because the dimension of the input
space has increased, the complexity of the cost function also increases, which now
has more potential problems with local maxima. Additionally, because we have
more parameters to estimate, it is more likely that the problem will be affected
by identifiability issues. The proper selection of the initial guess then acquires
special importance. Nevertheless, different flavours for directly optimizing the
cost function have been studied.
Mailaender has conducted a simulation study on the convergence of different
solvers for localization when using RSS under the log-normal model with constant
autocorrelated noise [Mailaender, 2012]. He assumed that the reference power z0
is known a priori,1 while the path-loss exponent, noise variance and correlation
1Mailaender assumed that the reference power depends only on factors whose contributions
to the link budget are known (antenna gains, transmitting power, etc.)
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coefficient are considered nuisance parameters. Mailaender poses the localiza-
tion as an optimization problem using LS and weighted least squares (WLS)
criteria, resulting in non-linear problems that he solved using steepest descent
and Levenverg-Marquardt methods. He first tried jointly estimating the position
and all the nuisance parameters, approach that he quickly discarded due to con-
vergence issues. He then tried to estimate the position jointly with only some
of the nuisance parameters, assuming the others known a priori . No issues were
commented regarding the sensitivity of the proposed solutions to the geometrical
configuration of the problem neither to the initial position given to the solver,
which was fixed.2
[Ferris et al., 2006] uses GPR with a squared exponential autocorrelation
function to model the RSS and calculates the likelihood of the measurements as
the posterior conditioned on the training data and the model hyper-parameters.3
This likelihood is then used in a Bayesian filter together with a motion model
to track a mobile device. The training data consists of RSS vectors gathered
by a mobile device in known locations. The location of the fixed transmitters
is, however, not known; these are treated as part of the hyper-parameters that
need to be estimated from the training data4. All of the hyper-parameters are
calculated jointly using ML and a large-scale BFGS (L-BFGS) solver. To avoid
local maxima, the authors started the solver at multiple randomly selected points.
No convergence issues were reported.
In [Gholami et al., 2013] the authors acknowledge the high non convexity
of the log-likelihood function when the path-loss exponent and reference power
are unknown, and propose some approximations that transform the original cost
function into a smoother one leading to a trust region subproblem that can be
solved efficiently. Using simulations they show that the resulting solution has
larger RMSE than ML, but can be effectively used as an initial estimate for the
ML algorithm.
Instead of a direct global optimization, Zemek et al. proposed using a re-
cursion consisting of steps in [Zemek et al., 2007] and [Zemek et al., 2008]. The
procedure starts with an initial guess at the model parameters, θˆ0. In the first
2In relation to our experience, we believe that the simulation environment used by
Mailaender were very favourable for the convergence of algorithms, which is the main topic
under study in the publication. First, the problem had an almost perfectly symmetrical geo-
metry, with the beacons placed in a grid around the target node. And second, we speculate
that the starting position used by the solvers was rather close to the origin given the scale of
the simulated setting.
3The term model hyper-parameters is taken from [Rasmussen and Williams, 2006], where it
is used to emphasize that they are parameters of a non parametric model.
4 This is, in essence, the same problem that we are tackling in this chapter: the joint
estimation of the position of our nodes and the model parameters. Ferris et al., however, do
not use the log-distance to model the mean of the RSS, but a simple inverse relation of the
form z = b+m ||~s− ~r||. He then relies on the flexibility of GPR to accommodate the residuals.
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step of the recursion, a position estimate ~ˆs0 is calculated taking θˆ0 as the true
model parameters. In the second step ~ˆs0 is considered as the true position and
used to re-estimate the model parameters. A new iteration then begins, and the
recursion continues until a convergence criterion is satisfied. The authors tried
different combinations of LS and ML localization and model identification meth-
ods, concluding that using ML in both gives better results. We used the same
approach in [Vallet et al., 2012] applying it to the research context of this thesis.
Section 7.3 gives the relevant details of this work.
7.1.2 Input Space Dimension Reduction
Given that the parameter of interest is the position, the vector θ can be con-
sidered a nuisance parameter.5 Several strategies have been proposed to reduce
or eliminate the dependency of the cost function on nuisance parameters.
Separability of LS
One strategy for reducing the dimensionality of the search space is to exploit the
principle of separability that some NLS problems exhibit [Kay, 1993, Sec. 8.9].
Under the log-normal model and the IID errors assumption, the problem of jointly
estimating position and model parameters possess this property. This allows us
to eliminate the dependency of the log-likelihood function on θm = (−10n, z0)t
and σ as follows.
From (6.17) we can see that the log-normal model predicts the mean of the
RSS measurements as
z¯ = Aθm.
During an experiment, a vector of RSS measurements z = (z1, . . . , zK)
t is collec-
ted. In order to estimate ~s and θm we minimize the LS criterion
J(~s,θm) = (z −Aθm)t (z −Aθm) (7.1)
jointly over both, ~s and θm. Whereas z¯ depends non-linearly in ~s through the
design matrix A, it is clearly linear in θm Then, it is possible to optimize analyt-
ically J(~s,θm) over θm by finding its value such that the gradient becomes zero.
This leads to the classical OLS estimator
θˆm(~s ) = (A
tA)−1At z,
which is an expression that depends only on ~s. Substituting θˆm(~s ) for θm in (7.1)
yields
J(~s, θˆm) = (z −Aθˆm)t(z −Aθˆm), (7.2)
5Parameters that are necessary to know, but that are not of primary importance.
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where the dependency on θm has been eliminated. Minimizing (7.2) with respect
to ~s yields the NLS estimator of the node’s position
~ˆs = argmax
~s
J
(
~s, θˆm(~s )
)
. (7.3)
Note that the criterion (7.2) depends only on ~s, and cannot be used to estimate
the parameters of the covariance model θc. This comes at no surprise, as the LS
criterion does not use any information about the PDF of the data. In order to
estimate θc we can use the ML criterion.
Under the IID normally distributed errors assumption, (7.3) is also the ML
estimator. The vector of parameters θc is reduced to θc = σ = σc, and from (5.1)
and using (7.2), the log-likelihood can be expressed as:
L(~s, θˆm, σ
2) = −K
2
ln(2piσ2)− 1
2σ2
J(~s, θˆm), (7.4)
where the dependency on θm has already been eliminated through the use of θˆm
instead. The dependency of (7.4) on σ can be further eliminated by optimizing
over σ2, which yields the following ML estimator:
σ̂2(~s ) =
1
K
J(~s, θˆm). (7.5)
Substituting σ̂2 for σ2 in (7.4) yields
L(~s, θˆm(~s ), σ̂2(~s )) = −K
2
ln(2pi)− K
2
ln
(
1
K
J(~s, θˆm)
)
− K
2
= −K
2
[1 + ln(2pi)− lnK]− K
2
ln J(~s, θˆm),
(7.6)
which is a function that depends only on ~s. Note that (7.6) depends on J(~s, θˆm(~s ))
via the logarithm. Therefore, maximizing one yields the same solution as max-
imizing the other. This makes clear once more the equivalence of the LS and
ML criteria. Once the estimate ~ˆs has been calculated, we can calculate σ̂2 by
substituting ~ˆs for ~s in (7.5).
This technique of reducing the number of parameters of the log-likelihood
function is called profiling by statisticians and concentration of the log-likelihood
by econometricians. The likelihood is then said to be concentrated with respect
to the parameters whose dependence has been eliminated [Davidson and MacKin-
non, 2004, ch. 10]. In the following we will borrow this terminology. Thus, (7.6)
represents the log-likelihood concentrated with respect to θm and σ.
A similar technique for reducing the dimensionality of the search space has
been used for example in [Gustafsson and Gunnarsson, 2007], and later in [Gust-
afsson et al., 2012]. In their initial work Gustafsson et al. present a framework
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for localization and tracking in WSNs using information from different groups of
sensors that measure energy-related signals for which the log-distance model is
adequate, such as RSS, seismic, acoustic and so forth. Each group has its own
model parameters that optimally describe the particular type of observations.
The measurements are all assumed to be IID, and the principle of separability is
used to eliminate the nuisance parameters similarly as we have described previ-
ously. The main difference is that, in order to fuse the information from sensors
of different nature, the authors use the WLS instead of the LS criterion to weight
the measurements coming from the different type of sensors. In [Gustafsson et al.,
2012] the authors present more detailed results from real experiments.
[Salman et al., 2012] assume that the reference power is known. They study
and compare using simulations different localization algorithms: one that maxim-
izes the log-likelihood, another maximizing the concentrated log-likelihood and
a third one following a MAP approach, all of them considering the path-loss
exponent as a nuisance parameter. The proposed MAP estimator is of the form
~ˆsMAP = argmax
~s
p(~s, n|z) = argmax
~s
p(z|~s, n)p(n),
where the prior for the path-loss exponent, p(n), is a Gaussian centred at the
true value of n. In their simulations, optimizing the log-likelihood and the con-
centrated log-likelihood yielded the same results. No convergence issues were
reported.6 The authors also show that the MAP estimator has larger RMSE
than ML.
Marginalization
Another well-known technique for eliminating the dependency on nuisance para-
meters is marginalization. Should a prior PDF of the model parameters, p(θ),
be available, we can calculate the conditional likelihood of z given ~s as follows:
p(z|~s ) =
ˆ
Sθ
p(z|~s,θ)p(θ|~s )dθ =
ˆ
Sθ
p(z|~s,θ)p(θ)dθ, (7.7)
where Sθ is the support of θ, and p(θ|~s ) = p(θ) is implicitly assumed. The
conditional likelihood (7.7) does not depend any longer on θ, and an estimate of
~s can be found by maximizing the conditional log-likelihood as usual. In practice,
typically it is not possible to do the integration analytically. In that case one can
rely on Monte Carlo integration methods, in which the integral is substituted by
6Based on our experience, we believe that the simulation environment is very advantageous
for the convergence of the algorithm, with 4, 5 and 6 reference nodes placed in a circle of 50 m
radius, the target node in the centre of the circle and the initial position at (25,25).
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a summation and the prior p(θ) is represented by a set of samples. In that case
(7.7) becomes
p(z|~s ) =
∑
Sθ
p(z|~s,θ)p(θ),
where Sθ is now the set of samples that represent the prior p(θ). This technique
has been used, for example, in [Letchner et al., 2005], in which the authors
propose a hierarchical Bayesian model for WLAN localization.
7.2 Performance Metric
In the remainder of this chapter we will present the results of applying differ-
ent localization algorithms to the datasets of our experiments. Therefore it is
necessary to define a measure to grade their performance when using our exper-
imental data. We already presented such a measure in Chapter 5 (see (5.5)).
However, this measure was developed specifically to compare common and indi-
vidual models based on deterministic knowledge of the model parameters, and
was specifically designed to avoid using the same observations in the localization
and model identification phases. In this chapter, both position and model para-
meters are estimated using the same vector of measurements. We then need to
define a new performance metric with which we can grade different localization
algorithms.
Recall that for each environment we have three datasets per node (one per
robot trajectory) for a total of M nodes available. Therefore, we have in total
3 × M datasets that we can use to jointly estimate their respective ~s and θ.
Our measure of performance is simply the mean error of all possible estimation
outcomes:
e =
1
3 ·M
3∑
j=1
(
M∑
i=1
∥∥∥~si − ~ˆsij∥∥∥) , (7.8)
where ~si is the true position of the i-th node and ~ˆsij its position estimate when
using the data collected during the j-th robot trajectory.
7.3 Localization-Model Identification Recursion
The work presented in this section is our first practical approach to the locali-
zation problem without having knowledge of the model parameters. It aims at
a direct global optimization of the log-likelihood function, and thus it requires
initial estimates of both, the model parameters and the target node’s position.
Finding these initial estimates is a problem in itself.
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Table 7.1: Localization-model identification recursion algorithm (LMIR).
1 lmir(z,R,θˆ0)
2 θˆ = θˆ0
3 repeat
4 ~ˆs=locate node(z,R,θˆ)
5 dˆ=calculate robot node distances(~ˆs,R)
6 θˆ=extract rss model(z,dˆ)
7 until convergence
8 return ~ˆs,θˆ
Should we have available an initial value of either ~ˆs0 or θˆ0, the other one can
be estimated taking the first one as the true value. For example, suppose that
we have available θˆ0: we can then find ~ˆs0 using ML localization taking ~ˆs0 as the
true model parameters. On the other hand, should we have ~ˆs0, we can estimate
θˆ0 using OLS taking ~ˆs0 as the true node position.
Inspired by this idea, we proposed in [Vallet et al., 2012]7 the localization
method illustrated in Table 7.1. The algorithm accepts as inputs the set of
observations, z, the trajectory of the robot, R, and the initial guess at the model
parameters, θˆ0. In line 4, the position of the node is estimated taking θˆ as
the true value of the model parameters. This can be done by e.g. using ML
estimation. In the first iteration θˆ = θˆ0, and therefore the result is an initial
position estimate. In line 5, the node-robot distance estimates, dˆ, are calculated
using ~ˆs as the true node position. Finally, line 6 re-estimates θˆ using dˆ as the
true node-robot distances. This procedure goes back to line 4, in which the new
value of θˆ is used as the true model parameters. The iteration then continues
until a suitable convergence criterion is satisfied (e.g. the distance between ~ˆs in
consecutive iterations is smaller than a certain δ). The returned values are the
final values of θˆ and ~ˆs. In the following we will refer to this algorithm as LMIR.
Note that we could have formulated a reciprocal algorithm starting from an
initial position estimate ~ˆs0 instead of θˆ0. However, it can be argued that finding
initial estimates of θ is easier than for ~s in practical ad-hoc deployments in which
prior knowledge of the environment is very limited or non-existent. In principle,
the range of possible initial values for ~s is unlimited. One can of course exploit
prior knowledge to find a region of space in which the node can lay, for example by
somehow defining a region in which the node-robot communication is physically
possible. In any case, once the feasibility region has been defined, the problem
7After our publication we found out that the same approach had been already proposed
earlier by Zemek et al. in [Zemek et al., 2007] and [Zemek et al., 2008].
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of finding a good initial position estimate within that area still remains.
Regarding the initial estimate of the model parameters, the situation is slightly
different. In this case, the range of possible values is naturally more limited. For
example, we know that in order for the log-normal model to be plausible the path-
loss exponent should be positive and the reference power negative. Furthermore,
we know typical values for different types of environments from studies in the
literature. A key issue here is that these particular parameter values characterize
types of environments, that is: the same guess at the model parameters can be
used in many particular scenarios as long as the scenarios are similar regarding
their complexity. Because of these considerations, we chose an implementation
of the LMIR algorithm that starts with an initial guess at the model parameters.
One of the advantages of the LMIR algorithm is that its implementation
is trivial once we have available any localization and model identification al-
gorithms. We already have these algorithms for the two families of generic poly-
nomial RSS models described in Section 5.6. In this section we will use the
LMIR algorithm with all these models.8 The underlying idea is that these gen-
eric models are more flexible than the traditional log-normal model, and can
accommodate better the typical non-linearities and deviations of the residuals
with respect to the normality assumption that we observed and commented on
Section 5.6. Because of this, one naturally expects that using such models will
yield better results in the context of joint localization and model identification.
The generic models presented in Section 5.6 can be divided based on whether
their errors follow either a Gaussian or an MoG distributions. In either case, we
estimate ~s using ML in the LMIR algorithm. Regarding the model identification,
in the case of Gaussian errors we estimate θ using OLS, and in the case of MoG
we use expectation maximization (EM) (see section 5.6 for details). Note that
both steps, localization and model identification, maximize the log-likelihood in
their own respective subspace. Therefore, the procedure shown in Table 7.1 is
itself a maximization of the log-likelihood jointly over ~s and θ. The difference
with respect to using a traditional gradient-based solver is that the optimization
is done in consecutive steps in two orthogonal sub-spaces: the sub-spaces of
positions and model parameters. Anyway, because the same function is being
optimized in both steps, in our case the algorithm is guaranteed to increase the
log-likelihood in every new iteration.
We will now compare the localization performance of LMIR using our generic
polynomial RSS-distance models. In order to assess the best possible accuracy of
the position estimates that we can achieve in practice when jointly estimating ~s
and θ using our datasets, we conduct a preliminary analysis in which we estimate
the position using ML given the value of the model parameters estimated assum-
ing perfect knowledge of ~s. That is: for each dataset we first fit the RSS model
8Note that they all assume IID errors
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Table 7.2: Experimental lower bounds of the position error (distance in metres)
for ML-based joint localization and model identification methods
P1LM1N P1LM2N
Bfield 0.37 0.34
Lobby 0.64 0.54
Office 0.78 0.69
P3LM1N P3LM2N
Bfield 0.36 0.33
Lobby 0.68 0.53
Office 0.59 0.58
P3M1N P3M2N
Bfield 0.41 0.40
Lobby 0.70 0.57
Office 0.59 0.58
Table 7.3: Average errors of the position estimates calculated with the algorithm
from Table 7.1 in different environments using log-normal and P3M2N models.
P1LM1N P3M2N
min mean median max min mean median max
Bfield 0.05 0.64 0.30 4.84 0.09 0.47 0.32 2.44
Lobby 0.11 1.27 0.79 6.17 0.12 1.06 0.59 5.04
Office 0.16 1.18 0.93 2.72 0.16 0.97 0.76 2.32
using the true ~s. Then, using the same dataset, we estimate the position using
the previous model. Table 7.2 presents the resulting average errors calculated as
in (7.8) when using the different polynomial models being considered (see Section
5.6 for the explanation of the nomenclature). In all cases we used GS to find the
global maxima with a 0.1 m grid resolution.
As we can see, the largest significant change in performance occurs in the
office when increasing the polynomial degree from 1 to 3 (P1LM1N to P3LM1N).
This is our most complex and inhomogeneous space, where significant changes
in the environment can occur in short relative distances. It is in these types of
environments where using more complex models can be more advantageous, as
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Figure 7.1: Maps generated by the robot, real position of the nodes and position
estimates using the algorithm from Table 7.1 with P3M2N models using data
from one robot trajectory in three different environments. The trajectories of the
robot are represented as dark blue continuous lines. Coordinates are in metres.
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it is also where one expects stronger deviations with respect to the log-normal
model. This local specialization results in better position estimates. Using MoGs
contribute to a more specialization of the model, resulting in a further general
decrease in the mean error.
Table 7.3 presents a comparison of the results when using the LMIR algorithm
for localization in our experimental setup. Results are presented for the log-
normal and the P3M2N models. The results for the P3LM2N model are similar
to those for the P3M2N model, and are omitted for brevity. In all cases we use GS
to maximize the log-likelihood (line 4 in Table 7.1) with a 0.1 m grid resolution
and either OLS or EM for the model identification as explained previously (line
6 in Table 7.1). The initial value of the model parameters, θ0, is the same for
all the nodes within the same environment. These are chosen as the median of
the parameters from the individual models identified in Section 3.2. As we can
see, the mean errors are larger than the lower limits presented in Table 7.2, but
within the same range as those corresponding to using IMs in a simple localization
scenario with θm estimated a priori (see results for IM in Table 5.6). Finally,
Figure 7.1 presents sample localization results when using P3M2N models and
data collected from a single robot trajectory in each environment.
One important issue that is worthy of further attention is that we noticed a
high sensitivity of the results to variations in the initial values θ0. In some cases
the localization errors were in the order of tens of metres and even more, and this
occurred as soon as θ0 was different than the median. This high sensitivity is
not specifically associated with the LMIR algorithm, but rather with the general
problem of jointly maximizing the log-likelihood over the position and model
parameters. To our surprise, this issue has not received significant attention in
prior studies. We address this problem in the following sections.
7.4 Concentrated Log-likelihood With Respect
to the Model Parameters
In Subsection 7.1.2 we reviewed the technique of concentrating of the log-likelihood
with respect to the model parameters under the log-normal model with IID me-
asurements. In this section we first extend the results to the case when using
the model 6.17, which considers the spatial correlation among samples. This new
concentrated log-likelihood will be used to locate the nodes in our experimental
environments. Most of the results presented in this section have been published
in [Vallet Garc´ıa, 2015].
The log-likelihood of a set of measurements under the model 6.17 is
L(z; ~s,θm,θc) = −1
2
ln |Σ| − 1
2
JΣ(~s,θm,θc)− K
2
ln (2pi), (7.9)
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where
JΣ(~s,θm,θc) ≡ (z −Aθm)t Σ−1 (z −Aθm) (7.10)
is the GLS criterion. Equally as in the case when assuming IID measurements,
the vector z¯ depends linearly on the model parameters θm, whereas it does not
in θc neither in ~s. The problem then exhibits the property of separability of least
squares, and we can find a linear estimator of θm that depends on the rest of the
parameters. Maximizing (7.10) over θm leads to the GLS estimator
θˆm(~s,θc) = (A
tΣ−1At)−1AtΣ−1z. (7.11)
Substituting θˆm for θm in (7.10) we obtain
Jm(~s,θc) ≡ JΣ(~s, θˆm,θc) = (z −Aθˆm)tΣ−1(z −Aθˆm), (7.12)
which leads to the following concentrated log-likelihood:
Lm(z; ~s,θc) ≡ L(z; ~s, θˆm,θc) = −1
2
[ln |Σ|+ Jm(~s,θc) +K ln (2pi)] , (7.13)
where the dependency on θm has been eliminated. The new concentrated log-
likelihood (7.13) now depends only on ~s = (x, y)t and θc = (σn, σc, l0)
t.
In the case of having IID measurements, the dependence on σ could still be
eliminated using its ML estimator. To find it we simply had to calculate the de-
rivate of the log-likelihood (7.4) with respect to σ2 and find the value that makes
it zero. Calculating this derivative was straightforward because σ2 appeared in
the log-likelihood factored out of the term JΣ. However, when considering au-
tocorrelated observations, the log-likelihood depends on θc via the covariance
Σ = σ2nI + σ
2
cW , which affects the log-likelihood through the logarithm of its
determinant and the quadratic form JΣ, in which it is inverted. Henceforth, find-
ing analytical expressions for σn, σc or l0 that maximize the log-likelihood is not
straightforward.
It is still possible to reduce further the dimensionality of the input space using
a simple re-parameterization of the model. Let us call
σ2 = σ2n + σ
2
c
α = σ2n/σ
2.
Then we have that
σ2n = ασ
2
σ2c = (1− α)σ2,
(7.14)
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where 0 ≤ α ≤ 1. This is in fact a parameterization that we have already used in
the previous chapter. Using the new parameters, the covariance matrix can be
expressed as
Σ = σ2nI + σ
2
cW = ασ
2I + (1− α)σ2W = σ2 [αI + (1− α)W ] = σ2Φ,
where
Φ(α, l0) ≡ αI + (1− α)W . (7.15)
Then, we find that
Σ−1 =
1
σ2
Φ−1, |Σ| = σ2K |Φ|,
with which we can rewrite (7.12) as
Jm(~s,θc) =
1
σ2
(z −Aθˆm)tΦ−1(z −Aθˆm) = 1
σ2
JΦ, (7.16)
where
JΦ(~s, α, l0) ≡ (z −Aθˆm)tΦ−1(z −Aθˆm). (7.17)
Using this, the concentrated log-likelihood (7.13) becomes
Lm(z; ~s,θc) = −1
2
ln
(
σ2K |Φ|)− 1
2σ2
JΦ − K
2
ln (2pi)
= −K
2
lnσ2 − 1
2
ln |Φ| − 1
2σ2
JΦ − K
2
ln (2pi).
(7.18)
The GLS estimator θˆm from (7.11) also becomes
θˆm = (A
t 1
σ2
Φ−1A)−1At
1
σ2
Φ−1z = (AtΦ−1A)−1AtΦ−1z, (7.19)
and therefore it does not depend on σ2.
Finding the value of σ2 that minimizes (7.18) is straightforward, leading to
σ̂2 =
1
K
JΦ. (7.20)
Finally, substituting σ̂2 for σ2 in (7.18) yields
Lmc(z; ~s, α, l0) = Lm(z; ~s, σˆ, α, l0)
= −K
2
(1 + ln 2pi)− K
2
ln
(
1
K
JΦ
)
− 1
2
ln |Φ|
= −K
2
[
1 + ln 2pi + ln
(
JΦ
K
)]
− 1
2
ln |Φ|,
(7.21)
214 7.4. Concentrated Log-likelihood With Respect to the Model Parameters
which does not depend on σ. Optimizing over the remaining parameters, ~s, α and
l0, can be done as usual with a gradient-based solver, for which it is convenient
to calculate the derivatives analytically. Appendix C.1 presents the details of the
tedious, but convenient, derivation of the analytical formulas for gradient.
7.4.1 Model Identification
Estimating position is typically done once that the model parameters are known.
These are in turn estimated a priori from training data knowing the T-R distances
corresponding to each RSS measurement (i.e. knowing ~s ). Once estimated, the
same vector of model parameters is used to locate many nodes many times in
the given environment, each time using a different set of observations. There-
fore, the data used for position estimation is different than that used for model
identification, with the latter being always the same.
The problem of localization is different with respect to jointly estimating the
position and model parameters in that both have to be inferred using the same
dataset. For each realization of the observations z we will obtain a different
position and model parameters estimates. Therefore, the model parameters are
not fixed deterministic values anymore, but rather random variables conditioned
on the experimental setup (HW used and type of environment). The goal of
this subsection is to uncover this variability, which will for example be useful to
assign prior distributions to the different model parameters. In particular, we are
interested in the values of θm, as these are the parameters that mostly affect the
localization error. We will present sample values obtained by identifying IMs with
all the data from our experimental setup (see Section 1.4). In this subsection, we
will then assume that ~s is known.
Under the typical assumption of IID errors we have that Σ = σ2I. Then (7.10)
becomes the LS criterion, and θm can be estimated using LLS. In the presence of
correlated noise, as is our case, the OLS estimator is inefficient and GLS should
be used instead [Amemiya, 1985, sec 6.1]. However, the GLS estimator of θm
(which minimizes (7.10) and therefore maximizes (7.9)) requires knowing Σ, for
which θc is needed (see (7.11)). Thus, we need to jointly estimate θm and θc.
Should we decide to use ML and the log-likelihood (7.9) for that matter, we
would have to optimize over the five parameters within θˆm and θˆc. Instead, using
the concentrated log-likelihood of (7.21) is especially convenient, as it requires
optimizing only over α and l0. Once calculated the estimates αˆ and lˆ0, we can
then calculate Φ, with which we can then calculate θˆm using (7.19). Finally, σ
2
can be estimated using (7.20) after calculating JΦ from (7.17). In fact, θˆm and
JΦ are quantities necessary for calculating the concentrated log-likelihood, and
can be retrieved from a careful implementation without needing to re-calculate
them.
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Figure 7.2: Values of θˆm calculated from our experimental data, selected priors
and grid for θˆm (black dots).
Table 7.4: Statistics of θˆm.
mean Cov ρ
Basketball field
(−17.26
−42.00
) (
3.35 −4.08
−4.08 6.64
)
-0.86
Lobby
(−16.27
−44.31
) (
9.43 −9.92
−9.92 12.63
)
-0.91
Office
(−20.97
−45.36
) (
25.26 −21.80
−21.80 21.70
)
-0.93
Priors
(−20.00
−43.00
) (
49.00 −44.10
−44.10 49.00
)
-0.90
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Figure 7.2 shows the values of θˆm estimated using all the available datasets
from our experiments as explained previously, together with the priors and a
grid of values (black dots) that will be used later in Subsection 7.4.2 and Section
7.4, respectively. The solver used is the L-BFGS-B constrained by 0 < α < 1
and l0 > 0, and using α = 0.5 and l0 = 1 as initial values in all cases. Table 7.4
presents the mean and covariance of θˆm calculated for each environment, together
with the correlation coefficient ρ = Corr [−10n, z0]. Note that these parameter
estimates are different with respect to those calculated in Chapter 3, in which
OLS was used to identify the individual models.
7.4.2 MAP Localization
Position estimation can be done by maximizing the concentrated log-likelihood
(7.21) jointly over ~s, α and l0. However, we have ascertained experimentally that
the result can be very sensitive to the initial position given to the solver and the
geometry of the problem. Often the localization errors obtained are quite large
and come with associated infeasible estimates θˆm containing negative values of nˆ
and positive ones of zˆ0. This happens particularly when the node to be located
is outside the polygonal area enclosed by the beacons or close to its perimeter.
Because the concentrated log-likelihood does not depend on θm explicitly, a direct
bounded optimization limiting its values is not possible. To tackle this problem
we propose using MAP adding priors on θm, but in an indirect way. Instead of
maximizing directly the concentrated log-likelihood (7.21), we estimate ~s (jointly
with α and l0) as(
~ˆs αˆ lˆ0
)t
= argmax
~s,α,l0
[
Lmc(z; ~s, α, l0) + Lp(θˆm)
]
, (7.22)
where Lp(θˆm) is the log-prior of θm evaluated at the estimate θˆm as in (7.19).
Therefore, the resulting function to be maximized still does not depend on θm.
The log-prior Lp acts as a regularizer that penalizes positions to which corres-
pond infeasible values of θm as estimated by θˆm. Panel 7.2a shows two selected
priors for which we will present results. The first one is a multivariate Gaussian,
whose 95% confidence ellipse is shown with a black dashed line. The contour
solid lines correspond to the second prior, which is a especially designed function
that acts as a smooth box in which the parameters are to be confined. Its central
area has zero slope, and therefore parameter values laying in that area will not
be affected by the prior. Panel 7.2b shows a three-dimensional plot of the prior.
In the following we will refer to this function as smooth-box prior. The values
for the mean and covariance are the same for both priors (see Table 7.4), and
are selected so that they englobe the parameter values observed from all of our
experiments.
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Figure 7.3: Univariate smooth box prior.
The PDF of the smooth-box prior is built from the following univariate dis-
tribution found in [Rasmussen and Nickisch, 2010]:
f(t; a, b, η) =

1
κ exp
{
− (t−a)22σ2p
}
, t ≤ a
1
κ , a < t < b
1
κ exp
{
− (t−b)22σ2p
}
, t ≥ b
(7.23)
where σp = w/(η
√
2pi), w = |b− a| and κ = w (1 + η−1). In essence, f(t) is a
Gaussian cut into two parts with a uniform distribution inserted in the middle.
The constant κ is a normalization factor that ensures that the function is a valid
PDF. The width of the PDF is controlled with the parameters a and b, and the
decay rate with η. Larger values of η make the distribution more squared, and
smaller ones smoother. Figure 7.3 shows examples with a = −1, b = 1 and
different values of η. Calling q = w2 , the covariance of f(t) can be expressed as:
Cov [f(t)] =
η
1 + η
[
q2
3
+ σp
√
pi
2
(
q +
σ2p
q
)
+ 2σ2p
]
. (7.24)
The multivariate smooth-box prior of Figure 7.2 (see contour lines in panels
7.2a and 7.2b) is created by multiplying two independent univariate distributions
f(−10n)f(z0) with η = 2 and applying an affine transformation so that the
resulting PDF has the mean and covariance of the priors specified in Table 7.4.
The effect of adding the smooth-box prior can be seen in Figure 7.4. Panel
7.4a shows the surface of the log-likelihood of the observations collected in one of
our experiments, in which the model parameters are all estimated a priori. The
true position of the node is marked with a plus sign, which is close to the global
maximum. Panel 7.4b shows the surface of the concentrated log-likelihood for the
same data. As we can see, the fact that θˆm is variable creates more uncertainty.
This can be seen in the figure as the appearance of a new area with large log-
likelihood, together with rather flat areas around the maxima. The area with
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Table 7.5: Statistics of localization errors [m]
Prior Environment min mean median max
No priors
Basketball field 0.03 0.61 0.29 7.12
Lobby 0.02 1.67 0.48 18.40
Office 0.07 1.64 0.95 8.60
Gaussian
Basketball field 0.03 0.53 0.29 5.14
Lobby 0.02 0.90 0.44 7.10
Office 0.02 1.01 0.86 3.07
Smooth box
Basketball field 0.02 0.53 0.29 4.66
Lobby 0.02 0.99 0.48 6.69
Office 0.07 0.86 0.68 2.16
Smooth box
(IID)
Basketball field 0.03 0.55 0.32 5.49
Lobby 0.06 1.23 0.51 7.11
Office 0.11 1.31 1.40 2.83
larger (positive) values of x and a large log-likelihood corresponds to infeasible
values of θˆm. Panel 7.4c shows the concentrated log-likelihood with the addition
of the smooth-box prior. The area corresponding to infeasible values of θˆm is
penalized, and the maximum closer to the true position is emphasized.
Table 7.5 compares the results of using different variants of concentrated log-
likelihood maximization for position estimation using the real data collected in
our experiments. The statistics presented correspond to position estimate errors
for all the nodes and datasets from our three experiments. The solver used in
all cases is again the L-BFGS-B constrained to 0 < α < 1 and l0 > 0, and
jointly optimizing over ~s, α and l0. The initial values for α and l0 were 0.5 and
1 respectively. Those for ~s were calculated keeping α = 0.5 and l0 = 1 fixed and
using a grid-search over ~s with a grid resolution of 0.1 m to ensure discarding
local maxima.
The most significant difference between using and not using priors is the
maximum error, which decreases notably when using priors. These differences
are due to the large errors incurred in cases in which the solver evolved towards
positions corresponding to infeasible values of θˆm when no regularization is used.
This is partially solved by the regularization. Using the smooth-box prior leads to
slightly smaller errors than when using Gaussians. The reason is that the smooth-
box has well-differentiated areas corresponding to unaffected and penalized values
of θˆm separated by a clear edge (see Figure 7.2), whereas the Gaussian is smoother
and affects all positions whose associated θˆm is not exactly equal to the prior
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Figure 7.4: Effects of the smooth-box prior on θˆm (α = 0.5 and l0 = 1).
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Figure 7.5: Example of localization results with their 95% confidence error ellipses
in the three environments. True positions are marked with a ‘+’ symbol, and the
robot trajectories with solid curves. Results marked in light blue correspond to
using the model (6.17) with correlated noise, while those in dark grey correspond
to assuming IID noise (Σ = σ2I).
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Figure 7.6: Estimates θˆm assuming correlated noise when using smooth-box and
no priors (θˆm and θˆmnp respectively).
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mean (with zero gradient). This renders the smooth-box prior more effective for
confining the model parameters within a desired area. The last row in Table
7.5 presents the error statistics associated with ignoring the correlation (IID
measurements). As we can see, this increases the error in all environments.
The effect of the smooth-box priors on the estimates of θm can be seen clearly
in the panels 7.6a, 7.6b and 7.6c of Figure 7.6. The panels present the values of θˆm
associated with position estimates calculated with and without using smooth-box
priors. In the basketball field, the usage of priors is not so critical as in the other
environments, as the values of θˆmnp still fall within the feasibility region. In the
lobby and office, however, there are clear cases in which z0 > 0 and n < 0. Using
the smooth-box priors corrected this behaviour, keeping θˆm within the feasibility
region delimited by the prior in all environments.
Finally, panels 7.5a, 7.5b and 7.5c compare position estimates together with
their covariances (presented as error ellipses) under the IID (dark grey) and
autocorrelated (light blue) noise assumptions. The error ellipses are calculated
using the Hessian of the concentrated log-likelihoods with respect to ~s. These
figures clearly show how ignoring the autocorrelation can lead to overconfident
estimates when using a large number of spatially close measurements.
7.5 Concentrated Log-likelihood With Respect
to the Position
In the previous section we eliminated the dependency of the position estimator
on the model parameters θm and σ by partially optimizing the log-likelihood
function over them. This was possible because the partial optimization led to
analytical estimators θˆm and σ̂2 which depend only on ~s and the remaining model
parameters (α and l0). Substituting them for θm and σ
2 respectively in the log-
likelihood resulted in a concentrated log-likelihood whose dependency on θm and
σ2 has been eliminated. After all the analytical artillery had been used, we had to
rely on a numerical solver to find the maximum of the concentrated log-likelihood
and, henceforth, the position estimate ~ˆs.
In this section we follow a similar principle in that the aim is to reduce the
dimensionality of the log-likelihood input space. However, instead of eliminating
the dependency on θm and σ, our goal is to eliminate the dependency on ~s, leading
to an non-linear optimization over the model parameters only. Once estimated,
these parameters will be used to estimate the position. The difference is that,
unlike when concentrating with respect to θm and σ, now we cannot find an
analytical estimator ~ˆs by partially optimizing the log-likelihood. The idea is to
use instead the linear estimators proposed in Section 4.5.
Recall from Section 4.5 and Subsection 5.3.3 that, in general, we obtained
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quite good results using GLS position estimator combined with ML distance
estimators, which we referred to as the GLS-ML algorithm. Recall also from
(4.100) that the GLS position estimator is
~ˆs = [AtLΣˆ
−1
L AL]
−1AtLΣˆ
−1
L bˆL, (7.25)
where AL is defined in (4.84), bˆL in (4.92) and ΣˆL for the ML distance estima-
tors is given in (4.94), which is calculated using estimates of squared distances
as explained in Subsection 4.5.2. This estimator depends only on θm and σ.
Substituting ~ˆs for ~s in (7.9) we get the following expression of the log-likelihood:
Ls(z;θ) ≡ L(z; ~ˆs,θm,θc)
= −1
2
ln (|Σ|)− 1
2
Js − K
2
ln (2pi),
(7.26)
where
Js(θ) ≡ (z −Aθm)t Σ−1 (z −Aθm) . (7.27)
Note the difference between the design matrices A and AL. The first one is from
the RSS model itself, whereas the latter one is from the linear position estimator
(see (4.84)). More importantly, AL does not depend on the position ~s, whereas
A does. However, because of the substitution of ~ˆs for ~s in the log-likelihood, this
dependency is transformed into a dependency on θm and σ. Therefore (7.27) does
not depend on ~s, but only on the model parameters, θ = (θtm,θ
t
c)
t. The result is a
log-likelihood whose dependency on the position has been eliminated. Following
the notation used throughout this chapter, we can say that the log-likelihood has
been concentrated with respect to the position.
In order to estimate the model parameters, we find the value of θ that max-
imizes the concentrated log-likelihood. Similarly as in the previous section, we
use regularization to prevent the convergence issues, resulting in a MAP estima-
tor. This time the priors directly affect θm, which we optimize over. The MAP
estimator of the model parameters is then:
θˆ = argmax
θ
[Ls(z;θm,θs) + Lp(θm)] , (7.28)
where note that we again use priors only on θm. Once θˆ has been calculated we
can use it to calculate ~ˆs as in (7.25).
The complete algorithm that we use to estimate position exploiting these
ideas is presented schematically in Table 7.6. The algorithm accepts as inputs
the observations z, the trajectory of the robot R and a matrix Gθm containing
values of θm arranged in a grid. The first two lines define the functions that
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Table 7.6: Localization algorithm using the log-likelihood concentrated with re-
spect to ~s.
1 [~ˆs,Cov [~s ]]=loc cltheta(z,R,Gθm)
2 Lsp(θm,θc) ≡ Ls(z;θm,θc) + Lp(θm)
3 Lmp(~s, α, l0) ≡ Lmc(z; ~s, α, l0) + Lp(θˆm)
4 θˆc0 = (2
√
2, 0.5, 1)t
5 θˆm0=grid search(Lsp,Gθm,θˆc0)
6 [θˆm1, θˆc1]=maximize(Lsp,θˆm0,θˆc0)
7 ~ˆs0=lls glsml(θˆm1,σˆc1)
8 [~ˆs,αˆ,lˆ0]=maximize(Lmp,~ˆs0,αˆc1,lˆ0c1)
9 Cov [~s ] = −H−1
~s
(Lmp)
∣∣
~ˆs,αˆ,lˆ0
will be maximized in the algorithm. Line 2 defines Lsp as the concentrated log-
likelihood with respect to ~s with the addition of the log-prior. Line 3 defines
the Lmp as the concentrated log-likelihood with respect to θm plus the log-prior
Lp(θˆm). Therefore, it is the function to be maximized to estimate ~s as proposed
in Section 7.4.
The maximization corresponding to (7.28) is calculated in Line 6. As usual,
we use the L-BFGS-B solver with the bounding restrictions of 0 < α < 1 and
l0 > 0. The solver requires initial values θˆc0 and θˆm0. For the first one we will
always use the same values: σ = 2
√
2, α = 0.5 and l0 = 1 (Line 4). The value θˆm0
is calculated in the grid-search in line 5 as the element of Gθm that maximizes
Lsp while keeping θˆc0 fixed. The grid used in all cases is the one represented using
black dots in Figure 7.2a. Once that θˆm1 and θˆc1 have been calculated after the
maximization of line 6, line 7 computes ~ˆs0 using the GLS-ML linear estimator
(7.25), which requires as arguments θˆm and σˆ from θˆc1 (denoted as σˆc1 in the
listing).
Unlike in the previous section, eliminating the dependency of the log-likelihood
on ~s has not been done through an exact analytical partial maximization, but
simply substituting the linear estimator ~ˆs for ~s. Therefore, although the estimate
~ˆs corresponds to a maximum of the concentrated and regularized log-likelihood
as defined in this section, it does not necessarily correspond to a maximum of
the original log-likelihood. To complete the localization process we do a final
maximization of the concentrated log-likelihood with respect to θm and σ with
regularization as proposed in Section 7.4. That is:(
~ˆs αˆ lˆ0
)t
= argmax
~s,α,l0
[
Lmc(z; ~s, α, l0) + Lp(θˆm)
]
, (7.29)
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Table 7.7: Statistics of localization errors for the algorithm in Table 7.6.
Prior Environment min mean median max
Line 7
Basketball field 0.09 0.57 0.53 2.36
Lobby 0.06 1.52 0.59 7.72
Office 0.03 1.22 0.92 2.91
Line 8
Basketball field 0.02 0.44 0.29 4.61
Lobby 0.02 1.04 0.42 6.68
Office 0.07 0.85 0.74 2.16
where the initial values for the solver are ~ˆs0 from line 7 and αˆc1 and lˆ0c1 from
θˆc1 calculated in line 6. Finally, line 9 calculates the covariance of the position
estimate using the Hessian of Lmp with respect to the position evaluated at the
estimates.
Table 7.7 presents the error statistics of the position estimates using the al-
gorithm in Table 7.6 for the different environments as calculated in lines 7 and 8.
In all cases, the prior used was the smooth-box prior described in the previous
section.9 As we can see, using the concentrated log-likelihood with respect to
~s already gives a reasonably small average error. The step in line 8 is then a
refinement that further reduces the error to values very similar to those obtained
by maximizing the concentrated log-likelihood with respect to θˆm (see Table 7.5).
The refinement step of Line 8 has the additional advantage of resulting in a
better covariance of the position estimates. Effectively, one could use the covari-
ance of the GLS-ML linear position estimator as calculated in Section 4.5. Note,
however, that the estimator in line 7 uses an RSS model that ignores the auto-
correlation among measurements. Maximizing the concentrated log-likelihood as
in line 8 takes back this correlation into account, and results in more realistic es-
timator covariances.10 Examples of the final localization results in our different
experimental environments can be seen in Figure 7.7.
Using the concentrated log-likelihood function presented in this section has
certain advantages compared to using the concentrated log-likelihood with respect
to θm and σ as explained in the previous section. As argued in Section 7.3, in
some cases it is easier to have an initial guess at the model parameters than at
the position of the target node. Intuitively, model parameters represent types
of environments, whereas positions are entirely specific to each deployment and
cannot be generalized in the same way. Note that in the previous section, we
9We also tried to use Gaussian priors, but they were unable to properly confine the model
parameters within the region of feasible values.
10This is judged visually.
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Figure 7.7: ML localization results when using the concentrated log-likelihood
with respect to ~s
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had to use one grid of initial position estimates in each environment for the grid-
search, whereas in this section we have used the same grid of initial values for θm
for all the environments.
Furthermore, in our case the grids used for the initial position estimates had
a 0.1 m resolution, which resulted in approximately 200×200 test points. In con-
trast, the grid in Figure 7.2a contains 7×10 points, which represents a significant
reduction in the number of test points. Depending on the particular setup, this
could lead to significant computational savings. One should notice, however, that
evaluating the concentrated log-likelihood with respect to the position requires
inverting two matrices, Σ ∈ RK×K and ΣL ∈ R(K−1)×(K−1), whereas evaluating
the one concentrated with respect to the model parameters requires the inversion
of only Σ.11
All in all, using the concentrated log-likelihood with respect to the position
is yet another method to be added to the list of possible resources to solve local-
ization problems. It can also be seen as an example of the potential of the closed
form linear position estimators proposed in Section 4.5 for inspiring new lines of
research, especially the family of GLS algorithms. Being analytical close form
solutions that do not require an initial position estimate, they can be incorpor-
ated as position estimators into other more involved algorithms. This can lead
to e.g. computational savings, simplifications and even new algorithms that oth-
erwise could not be directly developed, such as the one presented in this section.
In addition, because their closed form, one can manipulate them algebraically
and compute their derivatives, enabling further analytical studies also in closed
form. This is all possible thanks to their demonstrated good performance, which,
under the appropriate experimental conditions, renders the GLS algorithms into
reasonable approximations of the ML estimator.
7.6 Conclusions
This chapter was dedicated to the problem of position estimation in cases when
the model parameters are not available a priori . Our approach is based on
methods that maximize the log-likelihood of the measurements jointly over the
position and model parameters. This increases the risk of the appearance of
problems related to identifiability and local maxima.
Three methods have been proposed: one which maximizes the log-likelihood
following sequential orthogonal steps (LMIR) and that reduce the dimension of
the input space through a concentration of the log-likelihood function.
LMIR was tested with several types of polynomial models and using MoGs to
11In practice, as usual we avoid to invert any matrix explicitly; the aim of the text is to simply
provide a comparison of the cost between the evaluation of the two concentrated log-likelihoods.
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explain the residuals, all assuming IID observations. Because the same dataset is
used for the localization and model identification, the risk of model over-fitting is
not as relevant, unlike the case of simple localization. The model specialization
(usage of higher degree polynomial and MoGs) now increased the accuracy of the
estimates compared to using the traditional log-normal model.
The methods exploiting concentrated log-likelihoods all considered spatially
autocorrelated measurements, which solve the over-confidence problem discussed
in previous chapters. Concentrating the log-likelihood with respect to θm and
σ was done through a partial analytical optimization over them. Therefore,
essentially the log-likelihood to be maximized does not change, but only the
dimensionality of its input space. A second reading of this is that concentrating
the log-likelihood does not eliminate the identifiability and convergence issues,
should they be present. It has been observed experimentally that the approach
can be very sensitive to the initial values of the position given to the solver and
the geometrical configuration of the problem.12
The problems that we observed could be diagnosed by observing the estim-
ates θˆm after convergence. These can obtain infeasible values leading to large
localization errors and position estimates’ covariance matrices. To overcome this
problem we propose using regularization penalizing the estimator function θˆm,
which is equivalent to MAP estimation with a prior on θˆm. In essence, this pen-
alizes positions that can result in infeasible model parameters. This penalization
is achieved trough the dependency of θˆm on the position over which the maxi-
mization takes place. The advantage of this scheme is that it allows using the
concentrated log-likelihood with respect to θˆm and σ while not being explicitly
dependent on them, and thus retaining the low dimensionality of the concen-
trated log-likelihood. Using our experimental setup we have demonstrated the
effectiveness of the proposed technique, which reduced significantly the error in
cases affected by identifiability and convergence issues.
The last method explored concentrates the log-likelihood with respect to the
position relying on the GLS-ML linear position estimator proposed in Section 4.5,
and not on a partial analytical optimization of the log-likelihood over ~s. Thus, the
maximum of this concentrated log-likelihood does not necessarily coincide with
the maximum of the original log-likelihood. Nevertheless, it results in reasonable
position estimates, which can then be used as initial values for other methods.
The main advantage of this method is that it does not need initial position
estimates, only model parameters.
12We suspect that the origin of this issue is that certain problem geometries can lead to a
problem with a non-identifiable scale. This will be investigated in future research.
Chapter 8
Summary and Conclusions
The work presented in this thesis provides practical solutions for the localization
problem in real ad-hoc WSN deployments using RSS measurements and beacons
or reference devices. The motivational type of target application is an emergency
and rescue operation, typically characterized by a lack of pre-installed infrastruc-
ture (e.g. reference devices) and the impossibility of collecting on-site training
data. These are two real challenges that practical localization methods must
address to be eligible for these scenarios.
We propose using a SLAM-capable robot as a mobile beacon to solve the
problem of a lack of infrastructure. This brings with it additional important
advantages. First, the robot creates a map of the environment, which can be
invaluable for the personnel involved in rescue operations. Second, it makes it
possible to collect large amounts of spatially rich data. For a researcher, this
opens up the possibility of studying in more detail the spatial behaviour of the
signals exploited for localization, which in turn makes it possible to create better
models and position estimation methods.
The challenge of lacking training data implies that the localization algorithms
must be able to work in diverse environments without a priori knowledge of
the radio propagation conditions. Along the journey of this thesis, different
localization methods have been proposed and tested. These are not necessarily
applicable in all possible conditions encountered in real emergency scenarios.
In this sense, the author envisions their applicability in emergency and rescue
scenarios as the steering agent of the research, and the scientific contributions
presented have arisen from the work done towards achieving this ultimate goal.
The work began with an extensive data collection campaign in which we
retrieved measurements from three different environments using a robot and a
WSN. These data have been used to characterize the RSS models and to validate
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and compare the positioning methods under study.
The estimation of the nodes’ position is posed as a source localization pro-
blem in which the position of each node is calculated independently using the
data collected by the respective node. The localization algorithms analyzed use
simple parametric RSS-distance models, among which the classical log-normal
model has played a fundamental role. Using our experimental data, we have
shown how much the model parameters can vary as a consequence of the HW
differences among nodes and the environmental inhomogeneity. Because of this
variability, using one model to explain the observations of each node results in
better RSS predictions than using a single site-specific model for all of them.
We have denoted these two paradigms as using individual (IM) versus common
models (CM).
Although HW and environmental factors affect each of the model parameters
differently, these factors interact in a complex manner, and it is not possible to
evaluate accurately their effects independently. The linearity restriction of the
log-normal model additionally induces correlation between the path-loss exponent
and the reference power, making this interaction more complex. As a result
of the observed variability and the effect of these interactions, we propose to
characterize real deployments using joint PDFs of the model parameters instead
of independent deterministic values. This can be used, for example, to generate
more realistic simulations of RSS measurements from WSN deployments. The
mean, variance and correlation values given in our studies can be used as examples
of the statistics of these distributions.
In order to evaluate the impact of the variability in the model parameters
in localization algorithms, we presented a sensitivity study of ML localization.
This sensitivity has been shown to be relevant and deserves attention. Using a
CM identified with training data collected by an increasing number of nodes does
not automatically imply a reduction of the mean localization error. The result
is simply a more robust model against the effects of the parameters’ variability.
Using IMs is notably more effective, and it resulted in decreases of the mean error
of up to 65% in our experiments. This relative increase of the performance is more
relevant in environments where the log-normal model is a better predictor.
Besides ML, other localization methods were also proposed and studied using
LS estimation. Two new families of distance-based linear position estimators have
been devised based on an existing OLS solution: GLS and IGLS. These estimators
have the advantage of not requiring an initial position estimate, as opposed to
e.g. ML. The performance of the algorithms has been studied and compared
using simulations of observations under the log-normal and AGN models, being
the second one applicable to time-based distance estimation. The algorithms
under the log-normal model were also tested with real data. The GLS family
has a closed form solution, and therefore it is very computationally efficient.
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It demonstrated an excellent performance for its computational requirements,
with average errors of 0.71, 2.14 and 1.3 m in our environments when used with
the ML distance estimator. The ML variant of the IGLS family remarkably
outperformed ML in some of our experiments, showing sub-metre average errors
in all our environments.
Because of its desirable asymptotic properties and the better general perform-
ance under bad geometrical conditions, ML was still chosen as the central position
estimation method. Using a robot as a mobile beacon with high sampling rates
creates two characteristics problems for ML localization: first the appearance of
a characteristic type of local maxima, and second, the overconfidence of estimates
under the IID errors assumption.
The first problem can be solved e.g. starting a gradient based solver with a
grid-search (i.e. brute force), which is well known to be computationally expens-
ive. As an alternative, we devised a new method aiming at a more efficient search.
In essence, it complements gradient-based solvers with a heuristic that tries to
determine whether the maximum reached at convergence is local or not by ex-
ploring the neighbourhood guided by the shape of the log-likelihood function. In
case the maximum is found to be local, the gradient solver continues its iterations
towards another higher maxima. We called this algorithm Maximize-Explore.
The over-confidence problem was addressed using three paths: a) decreas-
ing manually the amount of information provided by each sample. This requires
manually tuning the parameter that controls the degree of information being lost,
which in turn is data-size dependent. In addition, it ignores potential effects due
to high local spatial concentration of samples, which can be an issue when the
observations are spatially correlated. b) Discarding correlated measurements by
selecting data only from control points distant enough from one another. The
advantage is a reduction of the datasize, with its consequent computational sav-
ings. The disadvantage is a loss of information as more data are dropped, which
decreases the accuracy. The proposed sample selection algorithm still requires
manually tuning the minimum distance among control points. c) Explicitly mod-
elling the spatial autocorrelation. This last option was the preferred one, as
it retains a good level of accuracy while enables the automatic selection of the
parameters involved using joint localization and model identification techniques.
The incapability of the log-normal model to explain the observations in ob-
structed environments causes spatial autocorrelation in the residuals. In order to
incorporate spatial effects into the model we added a zero-mean random Gaus-
sian process with exponentially decaying autocorrelation to the error term. As
a result, two independent random variables take into account the model uncer-
tainty: one autocorrelated modelling the shadow fading and another one IID
representing any other source of uncertainty. The empirical correlograms showed
a good adequacy of the model in the basketball field and lobby, and arguable in
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the office. The aggregate trend, however, was still a decaying exponential, and
for convenience we used the same type of model in all the environments.
Finally, in the last chapter we addressed the localization problem with no
prior deterministic knowledge of the model parameters and under spatially au-
tocorrelated noise. Three methods were proposed based on a joint estimation of
position and model parameters. The first method maximizes the log-likelihood
in orthogonal steps in the position’s and model parameters’ subspaces, respect-
ively, starting from an initial guess at the model parameters. The second method
exploits the principle of separability of LS to concentrate the log-likelihood with
respect to the parameters affecting the mean, θm, and the total variance, σ. This
results in a log-likelihood dependent on the position and two other model para-
meters. The third method substitutes the position in the log-likelihood by the
GLS-ML linear estimator proposed and studied previously in this thesis. As a
result, the dependency on the position is eliminated, and the optimization can be
done entirely in the model parameters’ subspace. Compared with concentrating
the log-likelihood with respect to θm and σ, this last method required a grid with
significantly fewer points, resulting in a smaller number of log-likelihood evalu-
ations. It also serves to demonstrate the possibilities that the newly proposed
linear estimators offer for creating novel types of algorithms thanks to their closed
analytical form, their simplicity and their good performance.
Due to the increase in the number of free explanatory variables, a joint optim-
ization of the log-likelihood using either of the methods proved to be sensitive to
the initial value given to the solver and the problem geometry, which occasionally
led to large localization errors. When the log-likelihood was concentrated with
respect to θm and σ, in cases where the problem occurred it could be diagnosed
by monitoring the value of the expression θˆm; it obtains infeasible values with
negative path-loss exponents and positive reference powers. As a solution we
added a regularization term on θˆm, leading to a concentrated log-likelihood that
maintains the low dimensionality of the input space. The effect of this addition
is a penalization of positions associated with infeasible estimates of the model
parameters. Using the appropriate priors, this technique guides gradient-based
solvers towards a possitions associated to feasible model parameter estimates.
The approach proved to be effective, and allowed us to reach sub-metre aver-
age accuracy in all our experimental setups using a prior especially designed to
confine the model parameters in a desired feasibility area.
To conclude, the studies and methods proposed show how one can exploit the
rich spatial information provided by mobile robots to estimate the nodes’ position
accurately, precisely and efficiently in real ad-hoc deployments without a priori
knowledge of the environmental characteristics. The results demonstrate the
great potential for using mobile robots as assistive localization devices, especially
in WSNs.
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Appendix A
Appendices for Chapter 4
A.1 LMMSE Estimator of dm
Given the RSS measurements in W (denoted by zw), we are looking for an esti-
mator of dm linear in zmw that minimizes the MSE. The family of estimators of
dm linear in zmw can be written as d̂
m = κzmw . Thus, the goal is to find the value
of κ that minimizes
E
[
(d̂m − dm)2
]
= E
[
(κzmw − dm)2
]
. (A.1)
From (4.21), we can write
zw = d 10
− ε10n = d =⇒ zmw = dm 10−
mε
10n = dm e−
mε ln 10
10n = dm e−w, (A.2)
where w ≡ mε ln 1010n . Thus, (A.1) becomes
E
[
(κzmw − dm)2
]
= E
[
(κdme−w − dm)2] = d2mE [(κe−w − 1)2]
= d2mE
[
κ2e−2w − 2κe−w + 1]
= d2m
{
κ2E
[
e−2w
]− 2κE [e−w]+ 1} . (A.3)
Noting that w ∼ N (0, γm) (see definitions (4.9) and (4.27)) and that e−w is
log-normally distributed, we have
E
[
e−w
]
= eγ
2
m/2 = Γm (A.4)
E
[
e−2w
]
= e(2γm)
2/2 = e4γ
2
m/2 = Γ4m, (A.5)
where we have used the definition (4.28). Using this, (A.3) becomes
E
[
(κzmw − dm)2
]
= d2m
{
κ2Γ4m − 2κΓm + 1
}
. (A.6)
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Taking derivatives with respect to κ and equating them to zero, we obtain
∂E
[
(κzmw − dm)2
]
∂κ
= 2κΓ4m − 2Γm = 0 =⇒ κ =
Γm
Γ4m
= Γ−3m (A.7)
and therefore, the LMMSE estimator of dm is
d̂m =
zmw
Γ3m
. (A.8)
A.2 Localization using Taylor-Series Lineariza-
tion Estimation
For the convenience of the reader, let us reproduce the model (4.53) and the cost
function (4.54), which are respectively
z = f(~st) +  (A.9)
Q = tΣ−1 = [z − f(~s )]t Σ−1 [z − f(~s )] . (A.10)
Note that we use ~st to denote the true node position, whereas ~s is an independent
variable. Equation (A.9) is then the generative process. Our purpose is to find
an estimate of ~st through finding the ~s that minimizes A.10.
Suppose that we have an initial guess of the position ~ˆsn. Expanding f in
Taylor’s series with respect to ~s about ~ˆsn and keeping only the first degree terms
we have
f(~s ) ≈ f(~ˆsn) + ∂f(~s )
∂~s
∣∣∣∣
~ˆsn
(~s− ~ˆsn) = f(~ˆsn) + Jn~δ, (A.11)
where Jn denotes the following K × 2 Jacobian,
Jn ≡ ∂f(~s )
∂~s
∣∣∣∣
~ˆsn
=

∂f1
∂x
∣∣
~ˆsn
∂f1
∂y
∣∣
~ˆsn
. . . . . .
∂fK
∂x
∣∣
~ˆsn
∂fK
∂y
∣∣
~ˆsn
 , (A.12)
and ~δ = (~s− ~ˆsn). Substituting A.11 in A.10 we obtain
Q =
[
z − f(~ˆsn)− Jn~δ
]t
Σ−1
[
z − f(~ˆsn)− Jn~δ
]
. (A.13)
The model associated with optimizing A.13 is then
z − f(~ˆsn) = Jn~δ,
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where the optimization is on ~δ instead of ~s straight. We have then a GLS problem
on ~δ. The solution is [Davidson and MacKinnon, 2004, p. 258]
~δ = (JtnΣ
−1Jn)−1JtnΣ
−1[z − f(~ˆsn)]. (A.14)
Using the definition of ~δ and solving for ~s, we get ~s = ~ˆsn + ~δ, which we can use
to construct a new position estimate
~ˆsn+1 = ~ˆsn + (J
t
nΣ
−1Jn)−1JtnΣ
−1[z − f(~ˆsn)]. (A.15)
Obviously, we can then continue the iteration and find ~ˆsn+2, ~ˆsn+3, and so forth,
until convergence.
In order to study the statistical properties of the estimator, it will be useful
to find an alternative expression of A.15 in terms of the true position ~st. First,
substituting z = f(~st) +  for z in A.15 yields
~ˆsn+1 = ~ˆsn + (J
t
nΣ
−1Jn)−1JtnΣ
−1[f(~st)− f(~ˆsn) + ]. (A.16)
Additionally, we can express ~ˆsn as a function of ~st as follows:
~ˆsn = ~st − ~st + ~ˆsn
= ~st − (~st − ~ˆsn)
= ~st − (JtnΣ−1Jn)−1JtnΣ−1Jn︸ ︷︷ ︸
I
(~st − ~ˆsn).
Substituting the previous expression for ~ˆsn in A.16 leads to
~ˆsn+1 = ~st + (J
t
nΣ
−1Jn)−1JtnΣ
−1{[f(~st)− f(~ˆsn)]− Jn(~st − ~ˆsn) + }. (A.17)
Using this expression it is straightforward to calculate the bias of the estimator:
E
[
~ˆsn+1
]
− ~st = (JtnΣ−1Jn)−1JtnΣ−1{[f(~st)− f(~ˆsn)]− Jn(~st − ~ˆsn)︸ ︷︷ ︸
eL
+E []},
where eL is the linearization error. The covariance of ~ˆsn+1 can also be calculated
from A.17, resulting in
Cov
[
~ˆsn+1
]
= [JtnΣ
−1Jn]−1JtnΣ
−1Cov []
{
[JtnΣ
−1Jn]−1JtnΣ
−1}t
= [JtnΣ
−1Jn]−1Jtn Σ
−1Σ
{
[JtnΣ
−1Jn]−1JtnΣ
−1}t
= [JtnΣ
−1Jn]−1Jtn
{
[JtnΣ
−1Jn]−1JtnΣ
−1}t
= [JtnΣ
−1Jn]−1 JtnΣ
−1Jn [JtnΣ
−1Jn]−1
= [JtnΣ
−1Jn]−1. (A.18)
252 A.3. Expectation and Covariance of bˆL (AGN Model)
A.3 Expectation and Covariance of bˆL Under the
AGN Model
Recall the definition of bˆL for the AGN model from (4.88):
bˆL =
1
2

(dˆ21 − dˆ2i ) + (r2i − r21 )
. . .
(dˆ2i−1 − dˆ2i ) + (r2i − r2i−1)
(dˆ2i+1 − dˆ2i ) + (r2i − r2i+1)
. . .
(dˆ2K − dˆ2i ) + (r2i − r2K)
 . (A.19)
The k-th row of bˆL is
bˆLk =
1
2
(dˆ2k − dˆ2i ) +
1
2
(r2i − r2k ).
Recognizing that the second term on the right-hand side is constant, we can write
E
[
bˆLk
]
=
1
2
E
[
dˆ2k − dˆ2i
]
+
1
2
(r2i − r2k ) (A.20)
Var
[
bˆLk
]
=
1
4
Var
[
dˆ2k − dˆ2i
]
. (A.21)
From the measurement model, dˆk ∼ N(dk, σ2), and thus (dˆk/σ)2 is distributed
according to the non-central chi-squared distribution with one degree of freedom
and non-centrality parameter λ = (dk/σ)
2. Its mean and covariance are
E
[
(dˆk/σ)
2
]
= 1 + (dk/σ)
2
Var
[
(dˆk/σ)
2
]
= 2
[
1 + 2(dk/σ)
2
]
,
from where we obtain that
E
[
dˆ2k
]
= d2k + σ
2 (A.22)
Var
[
dˆ2k
]
= σ2(4d2k + 2σ
2). (A.23)
Thus,
E
[
bˆLk
]
=
1
2
(
d2k + σ
2 − (d2i + σ2)
)
+
1
2
(r2i − r2k )
=
1
2
(d2k − d2i ) +
1
2
(r2i − r2k ) = bLk ,
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and accordingly,
E
[
bˆL
]
= bL. (A.24)
To calculate the covariance of the estimator, we depart from A.21, from which
we can write
Var
[
bˆLk
]
=
1
4
Var
[
dˆ2k − dˆ2i
]
=
1
4
(
Var
[
dˆ2k
]
+ Var
[
dˆ2i
]
− 2 Cov
[
dˆ2k , dˆ
2
i
])
.
Assuming IID measurement errors, Cov
[
dˆ2k , dˆ
2
i
]
= 0. For the vector of measure-
ments bˆL, we then have
Cov
[
bˆL
]
=
1
4
Cov


dˆ21
. . .
dˆ2i−1
dˆ2i+1
. . .
dˆ2K

+ Cov
[
1Ldˆ
2
i
]
 , (A.25)
where 1L =
(
1 . . . 1
)t
, dim(1L) = (K − 1) × 1. Note that 1Ldˆ2i is a column
vector with all the elements equal to dˆ2i . Using A.23, then we can write
Cov


dˆ21
. . .
dˆ2i−1
dˆ2i+1
. . .
dˆ2K

 = σ
2(4D2L + 2σ
2I)
Cov
[
1Ldˆ
2
i
]
= 1L Cov
[
dˆ2i
]
1tL = σ
2(4d2i + 2σ
2) 1L1
t
L,
where DL = diag(d1, . . . , di−1, di+1, . . . , dK). Finally, the covariance of bˆL becomes
ΣL ≡ Cov
[
bˆL
]
= σ2(D2L + d
2
i 1L1
t
L) +
σ2
2
(I + 1L1
t
L). (A.26)
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A.4 Expectation and Covariance of bˆL Under the
Log-Normal Model
Under the log-normal model we use square distance estimates instead of distance
estimates in the matrix bL, leading to
bˆL =
1
2

(d̂21 − d̂2i ) + (r2i − r21 )
. . .
(d̂2i−1 − d̂2i ) + (r2i − r2i−1)
(d̂2i+1 − d̂2i ) + (r2i − r2i+1)
. . .
(d̂2K − d̂2i ) + (r2K − r2K)

. (A.27)
We calculate now the expectation and covariance of bˆL when using the different
distance estimators.
ML RSS Distance Estimator
From (4.11), the ML distance estimator can be expressed as
dˆML = d e
′ , ′ ∼ N(0, γ2)
which is log-normally distributed. The square of this estimator is then
dˆ2ML = d
2 e2
′
= d2 e
′′
, ′′ ∼ N(0, (2γ)2),
which is also log-normally distributed. Thus,
E
[
dˆ2ML
]
= d2e(2γ)
2/2 = d2e2γ
2
= d2Γ4 = d2Γ2 (A.28)
Var
[
dˆ2ML
]
= d4(e(2γ)
2 − 1)e(2γ)2 = d4Γ8(Γ8 − 1) = d4Γ22(Γ22 − 1), (A.29)
where Γ and Γm are defined as in (4.14) and (4.28), respectively. These are
effectively the same expressions as (4.29) and (4.30) with m = 2. The expectation
of the k-th row of bˆL then becomes
E
[
bˆLk
]
=
1
2
[
(d2kΓ2 − d2i Γ2) + (r2i − r2k )
]
=
1
2
[
(d2k − d2i )Γ2 − (d2k − d2i )︸ ︷︷ ︸
1
2 (Γ2−1)(d2k−d2i )
]
+
1
2
[
(d2k − d2i ) + (r2i − r2k )︸ ︷︷ ︸
bLk
]
=
1
2
(Γ2 − 1)(d2k − d2i ) + bLk ,
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and the expectation of bˆL
E
[
bˆL
]
=
1
2
(Γ2 − 1)

d21 − d2i
· · ·
d2i−1 − d2i
d2i+1 − d2i
· · ·
d2K − d2i
+ bL.
From A.27, the covariance of bˆL can be expressed as:
Cov
[
bˆL
]
=
1
4

Cov


d̂21
. . .
d̂2i−1
d̂2i+1
. . .
d̂2K


+ Cov
[
1Ld̂2i
]

, (A.30)
where 1L =
(
1 . . . 1
)t
, dim(1L) = (K − 1)× 1. Using A.29 and assuming IID
measurements, we can write
Cov


d̂21
. . .
d̂2i−1
d̂2i+1
. . .
d̂2K


= Γ22(Γ
2
2 − 1)D4L
Cov
[
1Ldˆ
2
i
]
= 1L Cov
[
dˆ2i
]
1tL = Γ
2
2(Γ
2
2 − 1)d4i 1L1tL,
where DL = diag(d1 . . . di−1, di+1, . . . , dK). Finally, the covariance of bˆL becomes
ΣL ≡ Cov
[
bˆL
]
=
1
4
Γ22(Γ
2
2 − 1)
(
D4L + d
4
i 1L1
t
L
)
.
Recall that the OLS position estimator is
~ˆs = CLbˆL, where CL = [A
t
LAL]
−1AtL
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The expectation of the OLS position estimator then becomes
E
[
~ˆs
]
= CLE
[
bˆL
]
=
1
2
(Γ2 − 1)CL

d21 − d2i
· · ·
d2i−1 − d2i
d2i+1 − d2i
· · ·
d2K − d2i
+CLbL︸ ︷︷ ︸~s
= ~s+
1
2
(Γ2 − 1)CL

d21 − d2i
· · ·
d2i−1 − d2i
d2i+1 − d2i
· · ·
d2K − d2i

which, as we can see, is biased. The covariance of the OLS position estimator is
Cov
[
~ˆs
]
= CLΣLC
t
L.
Unbiased RSS Squared Distance Estimator
From (4.32), the unbiased squared distance estimator can be expressed as
PˆU =
dˆ2ML
Γ2
. (A.31)
From (4.33), its variance is:
Var
[
PˆU
]
= d4(Γ22 − 1), (A.32)
where Γm is defined as in (4.28). The expectation of the k-th row of bˆL (see A.27)
becomes
E
[
bˆLk
]
=
1
2
[
(d2k − d2K) + (r2K − r2k )
]
= bLk ,
and therefore E
[
bˆL
]
= bL and the position estimator is unbiased.
The covariance of bˆL can be calculated using A.30. Using A.32 and assuming
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IID measurements, we can write
Cov


d̂21
. . .
d̂2i−1
d̂2i+1
. . .
d̂2K


= (Γ22 − 1)D4L
Cov
[
1Ldˆ
2
i
]
= 1L Cov
[
dˆ2i
]
1tL = (Γ
2
2 − 1)d4i 1L1tL
Finally, the covariance of bˆL becomes
ΣL ≡ Cov
[
bˆL
]
=
1
4
(Γ22 − 1)
(
D4L + d
4
i 1L1
t
L
)
,
and the covariance of the OLS position estimator is
Cov
[
~ˆs
]
= CLΣLC
t
L.
LMMS RSS Squared Distance Estimator
From (4.35), the LMMSE squared distance estimator can be expressed as
PˆV =
dˆ2ML
Γ32
. (A.33)
From (4.36) and (4.37), its expectation and variance are:
E
[
PˆV
]
= d2Γ−22 (A.34)
Var
[
PˆV
]
= d4
Γ22 − 1
Γ42
. (A.35)
The expectation of the k-th row of bˆL (see A.27) becomes
E
[
bˆLk
]
=
1
2
[
(d2kΓ
−2
2 − d2i Γ−22 ) + (r2i − r2k )
]
=
1
2
[
(d2k − d2i )Γ−22 − (d2k − d2i )︸ ︷︷ ︸
1
2 (Γ
−2
2 −1)(d2k−d2i )
]
+
1
2
[
(d2k − d2i ) + (r2i − r2k )︸ ︷︷ ︸
bLk
]
=
1
2
(Γ−22 − 1)(d2k − d2i ) + bLk ,
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and the expectation of bˆL becomes
E
[
bˆL
]
=
1
2
(Γ−22 − 1)

d21 − d2i
· · ·
d2i−1 − d2i
d2i+1 − d2i
· · ·
d2K − d2i
+ bL.
The covariance of bˆL can be calculated using A.30. Assuming IID measure-
ments, we can write
Cov


d̂21
. . .
d̂2i−1
d̂2i+1
. . .
d̂2K


=
Γ22 − 1
Γ42
D4L
Cov
[
1Ldˆ
2
i
]
= 1L Cov
[
dˆ2i
]
1tL =
Γ22 − 1
Γ42
d4i 1L1
t
L.
Finally, the covariance of bˆL becomes
ΣL ≡ Cov
[
bˆL
]
=
1
4
Γ22 − 1
Γ42
(
D4L + d
4
i 1L1
t
L
)
,
and the covariance of the OLS position estimator is:
Cov
[
~ˆs
]
= CLΣLC
t
L.
Appendix B
Appendices for Chapter 6
B.1 Derivation of FIM for Figure 6.3
In view of Figure 6.3, from (6.24) and with ~s = (0, 0)t, we get
FIM =
(
10n
ln 10
)2
1
d4
RtΣ−1R.
Now, the covariance matrix (6.23) can be expressed as:
Σ = σ2 [αI + (1− α)W ] = σ2
(
1 a
a 1
)
, a = (1− α)e−l/l0 ,
where l = 2d in our case. The inverse of Σ is
Σ−1 =
1
σ2(1− a2)
(
1 −a
−a 1
)
.
Using ~r1 = (d, 0)
t and ~r2 = (−d, 0)t we have
R =
(
~r1 ~r2
)t
=
(
d 0
−d 0
)
,
and thus,
RtΣ−1R =
1
σ2(1− a2)
(
2d2(1 + a) 0
0 0
)
=
2d2
σ2(1− a)
(
1 0
0 0
)
.
Finally,
FIM =
(
10n
ln 10
)2
1
d4
2d2
σ2(1− a)
(
1 0
0 0
)
=
2
d2(1− a)
(
10n
σ ln 10
)2(
1 0
0 0
)
.
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B.2 Derivation of FIM for Figure 6.4a
In view of Figure 6.4a, from (6.24), with ~s = (0, 0)t we get
FIM =
(
10n
ln 10
)2
1
d4
RtΣ−1R. (B.1)
Now, the covariance matrix (6.23) can be expressed as:
Σ = σ2 [αI + (1− α)W ] = σ2
1 a aa 1 b
a b 1
 ,
where
a = (1− α)e−l12/l0 , l12 = 2d|cos(φ/2)|
b = (1− α)e−l23/l0 , l23 = 2d|sin(φ)|.
Its inverse is
Σ−1 =
1
σ2(b− 1)(2a2 − 1− b)
1− b2 ab− a ab− aab− a 1− a2 a2 − b
ab− a a2 − b 1− a2
 .
Using ~r1 = (−d, 0)t, ~r2 = d(cos(φ), sin(φ))t and ~r3 = d(cos(φ),− sin(φ))t, we
have
R =
(
~r1 ~r2
)t
= d
 −1 0cos(φ) sin(φ)
cos(φ) − sin(φ)
 = (x y) ,
where
x = d
 −1cos(φ)
cos(φ)
 , y = d
 0sin(φ)
− sin(φ)
 .
Using this, we can express
RtΣ−1R =
(
xtΣ−1x xtΣ−1y
ytΣ−1x ytΣ−1y
)
.
After some calculations, it can be shown that
xtΣ−1x =
d2
σ2
1 + b+ 4a cos(φ) + 2 cos2(φ)
b+ 1− 2a2
ytΣ−1y =
2d2 sin2(φ)
σ2(1− b)
xtΣ−1y = 0.
(B.2)
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Finally, combining (B.1) and (B.2) we have
FIM =
(
Fxx 0
0 Fyy
)
where
Fxx =
(
10n
dσ ln 10
)2
1 + b+ 4a cos (φ) + 2 cos2 (φ)
b− 2a2 + 1
Fyy =
(
10n
dσ ln 10
)2
2 sin2 (φ)
1− b
a = (1− α) exp
{
−2d |cos (φ/2)|
l0
}
b = (1− α) exp
{
−2d |sin (φ)|
l0
}
.
B.3 Derivation of Cov [bL] for LLS Estimators
In this appendix we give a detailed derivation of the formulas of Cov
[
bˆL
]
needed
for the LLS position estimators using the log-normal model with spatially correl-
ated noise and autocovariance function defined in (6.15).
Let us suppose that we choose the i-th distance measurement as pivot. From
(4.92) we can rewrite bˆL as:
bˆL =
1
2
(
Gˆ+ T
)
, where Gˆ =

d̂21 − d̂2i
. . .
d̂2i−1 − d̂2i
d̂2i+1 − d̂2i
. . .
d̂2K − d̂2i

and T =

r2i − r21
. . .
r2i − r2i−1
r2i − r2i+1
. . .
r2i − r2K
 , (B.3)
according to which
Cov
[
bˆL
]
=
1
4
Cov
[
Gˆ
]
. (B.4)
Thus, we need to calculate Cov
[
Gˆ
]
, which has dimension (K − 1) × (K − 1).
This can be calculated from the covariance of the complete vector of estimates
(d̂21 , . . . , d̂
2
K)
t, which we will calculate in the following.
Following the notational scheme of 4.2.3, let us call Pˆi the estimate of d
m
i .
The complete vector of estimates for the m-th power of the K distances will
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then be Pˆ = (Pˆ1, . . . , PˆK)
t. Let us further call P˘u = (Pˆ1, . . . , Pˆi−1)
t and P˘l =
(Pˆi+1, . . . , PˆK)
t, so that Pˆ = (P˘ tu, Pˆi, P˘
t
l )
t is the complete distance powers estim-
ates vector. That is:
P˘u ≡
 Pˆ1...
Pˆi−1
 and P˘l ≡
Pˆi+1...
PˆK
 , leading to Pˆ =

P˘u
Pˆi
P˘l
 . (B.5)
Additionally, we call
P˘ ≡
 P˘u
P˘l
 .
Using this, we can write1 Gˆ = P˘ − Pˆi1.
The covariance of Gˆ can be calculated as
Cov
[
Gˆ
]
= E
[
(Gˆ− E
[
Gˆ
]
)(Gˆ− E
[
Gˆ
]
)t
]
= E
[
GˆGˆt
]
− E
[
Gˆ
]
E
[
Gˆ
]t
.
On the one hand,
GˆGˆt = (P˘ − Pˆi1)(P˘ − Pˆi1)t
= P˘ (P˘ − Pˆi1)t − Pˆi1(P˘ − Pˆi1)t
= P˘ P˘ t − P˘1tPˆi︸ ︷︷ ︸
H
− Pˆi1P˘ t︸ ︷︷ ︸
Ht
+Pˆi11
tPˆi
= P˘ P˘ t − (H +Ht) + Pˆi11tPˆi,
which leads to
E
[
GˆGˆt
]
= E
[
P˘ P˘ t
]
− E [H +Ht]+ E [Pˆi11tPˆi] .
1For notational simplicity, in this demonstration we will use the symbol 1 to denote the
row vector with all its elements equal to one and of the appropriate dimension, which can be
derived from the context.
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Additionally, E
[
Gˆ
]
= E
[
P˘
]
− E
[
Pˆi
]
1, and therefore,
E
[
Gˆ
]
E
[
Gˆ
]t
=
(
E
[
P˘
]
− E
[
Pˆi
]
1
)(
E
[
P˘
]
− E
[
Pˆi
]
1
)t
= E
[
P˘
] (
E
[
P˘
]
− E
[
Pˆi
]
1
)t
− E
[
Pˆi
]
1)
(
E
[
P˘
]
− E
[
Pˆi
]
1
)t
= E
[
P˘
]
E
[
P˘
]t
− E
[
P˘
]
1tE
[
Pˆi
]
︸ ︷︷ ︸
H¯
−E
[
Pˆi
]
1E
[
P˘
]t
︸ ︷︷ ︸
H¯t
+E
[
Pˆi
]
11tE
[
Pˆi
]
= E
[
P˘
]
E
[
P˘
]t
− (H¯ + H¯t) + E
[
Pˆi
]
11tE
[
Pˆi
]
.
With all this we have
E
[
GˆGˆt
]
− E
[
Gˆ
]
E
[
Gˆ
]t
= E
[
P˘ P˘ t
]
− E [H +Ht]+ E [Pˆi11tPˆi]
−
{
E
[
P˘
]
E
[
P˘
]t
− (H¯ + H¯t) + E
[
Pˆi
]
11tE
[
Pˆi
]}
= E
[
P˘ P˘ t
]
− E
[
P˘
]
E
[
P˘
]t
︸ ︷︷ ︸
Cov[P˘ ]
− (E [H +Ht]− (H¯ + H¯t))+ 11t (E [Pˆ 2i ]− E [Pˆi]2)︸ ︷︷ ︸
Cov[Pˆi]
= Cov
[
P˘
]
− (E [H +Ht]− (H¯ + H¯t))+ 11tCov [PˆK] .
Additionally,
E
[
H +Ht
]− (H¯ + H¯t) = E [H]− H¯ + E [Ht]− H¯t, (B.6)
and
E [H]− H¯ = E
[
P˘1tPˆi
]
− E
[
Pˆi
]
1tE
[
Pˆi
]
=
(
E
[
P˘ Pˆi
]
− E
[
Pˆi
]
E
[
Pˆi
])
1t
E
[
Ht
]− H¯t = E [Pˆi1P˘ t]− E [Pˆi]1E [Pˆi] = 1(E [PˆiP˘ ]− E [Pˆi]E [Pˆi]) .
(B.7)
Note now that the covariance of Pˆ can be written in blocks as follows:
Cov
[
Pˆ
]
=

βuu βui βul
βiu βii βil
βlu βli βll
 =

Cov
[
P˘u, P˘u
]
Cov
[
P˘u, Pˆi
]
Cov
[
P˘u, P˘l
]
Cov
[
Pˆi, P˘u
]
Cov
[
Pˆi, Pˆi
]
Cov
[
Pˆi, P˘l
]
Cov
[
P˘l, P˘u
]
Cov
[
P˘l, Pˆi
]
Cov
[
P˘l, P˘l
]
 .
(B.8)
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From this matrix we can identify:
Cov
[
P˘ , P˘
]
=
 βuu βul
βlu βll

Cov
[
Pˆi, Pˆi
]
= βii
Cov
[
P˘ , Pˆi
]
=
(
βui
βli
)
Cov
[
Pˆi, P˘
]
=
(
βiu βil
)
.
Using this, we can express (B.7) as:
E [H]− H¯ =
(
βui
βli
)
1t
E
[
Ht
]− H¯t = 1 ( βiu βil ) ,
with which (B.6) becomes
E
[
H +Ht
]− (H¯ + H¯t) = ( βui
βli
)
1t + 1
(
βiu βil
)
. (B.9)
Finally, using (B.8) and (B.9) the covariance of Gˆ can be expressed as
Cov
[
Gˆ
]
= Cov
[
P˘u, P˘u
]
+ Cov
[
Pˆi, Pˆi
]
11t −
(
Cov
[
P˘u, Pˆi
]
1t + 1Cov
[
Pˆi, P˘u
])
=
 βuu βul
βlu βll
+ βii11t − [( βui
βli
)
1t + 1
(
βiu βil
)]
.
This equation allows us to calculate Cov
[
bˆL
]
as in (B.4) from the covariance of
the complete vector of distance power estimates, Pˆ .
Covariance of Pˆ for the Different Distance Estimators
Let us reproduce here for convenience the expression of the ML distance
estimation (4.11):
dˆML = d 10
ε
10 n = d exp
{
ln 10
10n
ε
}
= d eε
′
, ε′ ∼ N(0, γ2), (B.10)
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where γ = σ ln 1010n as defined in 4.9. The exponentially decaying autocorrelation
model for the error vector ε = (ε1 . . . εK)
t is
Cov [ε] = σ2nI + σ
2
cW . (B.11)
where
W =

w1,1 w1,2 · · · w1,K
w2,1 w2,2 · · · w2,K
...
...
. . .
...
wK,1 wK,2 · · · wK,K
 , wi,j = e−li,j/l0 , li,j = ‖~ri − ~rj‖ (B.12)
and recall that ~ri is the position of the robot at instant i. In Chapter 4 we
used Equation (B.10) to calculate the covariance of the ML distance estimator
assuming IID errors, which results in Cov [ε] = σ2I. Instead we now must use
(B.11).
Noting that ε′ = ε ln 10/(10n), we have that
Cov [ε′] =
(
σn ln 10
10n
)2
︸ ︷︷ ︸
γ2n
I +
(
σc ln 10
10n
)2
︸ ︷︷ ︸
γ2c
W = γ2nI + γ
2
cW . (B.13)
From 4.26 we know that the ML estimator of dm is
PˆML = dˆ
m
ML, (B.14)
which, following 4.26, can be expressed as
dˆmML = d
m emε
′
= dmeε
′′
.
Therefore,
Cov [ε′′] = Cov [mε′] = m2γ2n︸ ︷︷ ︸
γ2mn
I +m2γ2c︸ ︷︷ ︸
γ2mc
W = γ2mnI + γ
2
mcW . (B.15)
Let us call q =
(
eε
′′
1 , . . . , eε
′′
K
)t
. Because ε is normally distributed, q is log-
normally distributed. The relation between the elements of Cov [ε′′] and Cov [q]
is (see [Zˇerovnik et al., 2013] for a derivation)
Cov
[
ε′′i , ε
′′
j
]
= ln
(
Cov [qi, qj ]
E [qi] E [qj ]
+ 1
)
, (B.16)
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and therefore
Cov [qi, qj ] = E [qi] E [qj ]
[
exp
{
Cov
[
ε′′i , ε
′′
j
]}− 1] . (B.17)
Because they are identically and log-normally distributed,
E [qi] = E [qj ] = e
γ2m/2 ≡ Γm with γ2m = γ2mn + γ2mc, (B.18)
where we have used (B.15) to compute γm. Therefore,
Cov [qi, qj ] = Γ
2
m
[
exp
{
γ2mnδij + γ
2
mcwij
}− 1] , { δij = 1 : i = j
δij = 0 : i 6= j (B.19)
Equivalently, in matrix form we have
Q ≡ Cov [q] = Γ2m
[
exp
{
γ2mnI + γ
2
mcW
}− 1L1tL] , (B.20)
where the exponentiation is element-wise and the vector 1L has reduced di-
mension, that is: 1L = (1, . . . , 1)
t, dim(1L) = (K − 1) × 1. We call now
PˆML =
(
Pˆ 1ML, . . . , Pˆ
K
ML
)t
, where Pˆ iML is the ML estimator of d
m
i . The elements of
the covariance matrix Cov
[
PˆML
]
are of the form
Cov
[
dˆmMLi , dˆ
m
MLj
]
= dmi d
m
j Cov [qi, qj ] . (B.21)
Therefore,
Cov
[
PˆML
]
= Dm Q, (B.22)
where  is the Hadamard or element-wise product between matrices and Dm is
the matrix of multiplication of the powers of the true distances, defined as
Dm =

dm1 d
m
1 d
m
1 d
m
2 · · · dm1 dmK
dm2 d
m
1 d
m
2 d
m
2 · · · dm2 dmK
...
...
. . .
...
dmK d
m
1 d
m
K d
m
2 · · · dmK dmK
 , (B.23)
From 4.32 we know that the best unbiased estimator of dm is
PˆU =
dˆmML
Γm
. (B.24)
Accordingly, the best unbiased estimator of (dm1 , . . . , d
m
K )
t
is
PˆU =
1
Γm
PˆML, (B.25)
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whose covariance is
Cov
[
PˆU
]
=
1
Γ2m
Cov
[
PˆML
]
=
1
Γ2m
Dm Q. (B.26)
From (4.35) we know that the LMMSE estimator of dm is
PˆV =
dˆmML
Γ3m
. (B.27)
Accordingly, the LMMSE estimator of (dm1 , . . . , d
m
K )
t
is
PˆV =
1
Γ3m
PˆML, (B.28)
whose covariance becomes
Cov
[
PˆV
]
=
1
Γ6m
Cov
[
PˆML
]
=
1
Γ6m
Dm Q. (B.29)
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Appendix C
Appendices for Chapter 7
C.1 Analytical Gradient of the Concentrated Log-
Likelihood
In this appendix we derive the expression of the gradient of the concentrated log-
likelihood with respect the model parameters (7.21). The following expressions
for matrix derivatives shall be useful in our derivation [Rasmussen and Williams,
2006, appx. A.3.1]
∂
∂p
K−1 = −K−1 ∂K
∂p
K−1 (C.1)
∂
∂p
ln |K| = Tr
(
K−1
∂K
∂p
)
, (C.2)
where ∂K∂p is a matrix of element-wise derivatives wrt. a generic parameter p.
We depart from the original equation:
L(z; ~s, α, l0) = −K
2
(1 + ln 2pi)− K
2
ln
(
1
K
JΦ
)
− 1
2
ln |Φ|. (C.3)
Its derivative with respect to a generic parameter p is:
∂L
∂p
= − K
2JΦ
∂JΦ
∂p
− 1
2
∂
∂p
ln |Φ|, (C.4)
and therefore we need to calculate ∂JΦ∂p and
∂
∂p ln |Φ|.
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Derivative of JΦ
First we find an alternative expression of JΦ which helps us calculate the deriv-
atives as follows:
JΦ = (z −Aθˆm)tΦ−1(z −Aθˆm)
= ztΦ−1z︸ ︷︷ ︸
k1
−2 zΦ−1Aθˆm︸ ︷︷ ︸
k2
+ θˆtmA
tΦ−1Aθˆm︸ ︷︷ ︸
k3
k2 = z
tΦ−1Aθˆm = zt Φ−1A(AtΦ−1A)−1AtΦ−1︸ ︷︷ ︸
B
z = ztBz
k3 = θˆ
t
mA
tΦ−1Aθˆm
= [(AtΦ−1A)−1AtΦ−1z]tAtΦ−1Az(AtΦ−1A)−1AtΦ−1
= ztΦ−1A(AtΦ−1A)−1AtΦ−1A(AtΦ−1A)−1︸ ︷︷ ︸
I
AtΦ−1z
= zt Φ−1A(AtΦ−1A)−1AtΦ−1︸ ︷︷ ︸
B
z = ztBz
JΦ = k1 − 2k2 + k3 = ztΦ−1z − 2ztBz + ztBz = zt(Φ−1 −B)z.
Using this we have
∂JΦ
∂p
= zt
(
∂Φ−1
∂p
− ∂B
∂p
)
z.
Using (C.1) we have
∂JΦ
∂p
= −zt
(
Φ−1
∂Φ
∂p
Φ−1 +
∂B
∂p
)
z. (C.5)
We now rewrite B as
B = Φ−1A︸ ︷︷ ︸
Ψ
(AtΦ−1A)︸ ︷︷ ︸
C
−1
AtΦ−1︸ ︷︷ ︸
Ψt
= ΨC−1Ψt
based on which we can calculate the derivative
∂B
∂p
=
∂
∂p
(ΨC−1Ψt) =
∂Ψ
∂p
C−1Ψt + Ψ
∂
∂p
(C−1Ψt)
=
∂Ψ
∂p
C−1Ψt + Ψ
(
∂C−1
∂p
Ψt +C−1
∂Ψt
∂p
)
=
∂Ψ
∂p
C−1Ψt + Ψ
∂C−1
∂p
Ψt + ΨC−1
∂Ψt
∂p
.
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Using this, we can write (C.5) as:
−∂JΦ
∂p
= zt
(
Φ−1
∂Φ
∂p
Φ−1 +
∂Ψ
∂p
C−1Ψt + Ψ
∂C−1
∂p
Ψt + ΨC−1
∂Ψt
∂p
)
z
= dJΦ1 + dJΦ2 + dJ
t
Φ2 + dJΦ3
where
dJΦ1 ≡ ztΦ−1
∂Φ
∂p
Φ−1z
dJΦ2 ≡ zt
∂Ψ
∂p
C−1Ψtz
dJΦ3 ≡ ztΨ
∂C−1
∂p
Ψtz.
We shall now particularize the gradient for each parameter.
Gradient for the Position Coordinates
Given that the covariance matrix Φ depends only on α and l0, then for the
position coordinates we have ∂Φ∂p = 0, and therefore dJΦ1 = 0.
In order to calculate dJΦ2 we need
∂Ψ
∂x
=
∂
∂x
(Φ−1A) = Φ−1
∂A
∂x
,
with which we can write
dJΦ2 = z
tΦ−1
∂A
∂x
C−1Ψtz︸ ︷︷ ︸
θˆm
= ut
∂A
∂x
θˆm,
where we have used C−1Ψtz = (AtΦ−1A)−1AtΦ−1z = θˆm (see (7.19)) and
defined
u ≡ Φ−1z. (C.6)
In order to calculate dJΦ3 , we need
∂C−1
∂x . Using (C.1) we have
∂C−1
∂x
= −C−1 ∂C
∂x
C−1 = −C−1
(
∂At
∂x
Φ−1A+AtΦ−1
∂A
∂x
)
C−1
= −C−1
(
∂At
∂x
Ψ + Ψt
∂A
∂x
)
C−1.
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Hence,
dJΦ3 = −ztΨC−1
(
∂At
∂x
Ψ + Ψt
∂A
∂x
)
C−1Ψtz
= −θˆtm
(
∂At
∂x
Ψ + Ψt
∂A
∂x
)
θˆm = −θˆtm
∂At
∂x
Ψθˆm − θˆtmΨt
∂A
∂x
θˆm
= −2θˆtm
∂At
∂x
Ψθˆm.
The derivative of JΦ with respect to the x coordinate is then
−∂JΦ
∂x
= dJΦ2 + dJ
t
Φ2 + dJΦ3 = 2u
t ∂A
∂x
θˆm − 2θˆtm
∂At
∂x
Ψθˆm
= 2
(
ut
∂A
∂x
θˆm − θˆtm
∂At
∂x
Ψθˆm
)
= 2
(
ut
∂A
∂x
θˆm − θˆtmΨt
∂A
∂x
θˆm
)
= 2
[
(ut − θˆtmΨt)
∂A
∂x
θˆm
]
= 2wt
∂A
∂x
θˆm,
where we have defined
v ≡ Ψθˆm = ΨC−1Ψtz
w ≡ u− v.
From (C.4), noting that ∂∂p ln |Φ| = 0, the derivative of the concentrated log-
likelihood becomes
∂L
∂x
= − K
2JΦ
∂JΦ
∂x
=
K
JΦ
(
wt
∂A
∂x
θˆm
)
.
It only remains to calculate
∂A
∂x
=
∂
∂x
 log (d1/d0) 1... ...
log (dK/d0) 1
 = 1
ln 10

(x−rx1 )
d21
0
...
...
(x−rxK )
d2K
0
 ,
and equivalently,
∂A
∂y
=
1
ln 10

(y−ry1 )
d21
0
...
...
(y−ryK )
d2K
0
 .
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Gradient for the Covariance Model Parameters
For α we have
dJΦ1 = z
tΦ−1
∂Φ
∂α
Φ−1z = ut
∂Φ
∂α
u.
To calculate dJΦ2 , we need
∂Ψ
∂α
=
∂
∂α
(Φ−1A) = −Φ−1 ∂Φ
∂α
Φ−1A = −Φ−1 ∂Φ
∂α
Ψ,
which results in
dJΦ2 = −ztΦ−1
∂Φ
∂α
ΨC−1Ψtz = −ztΦ−1 ∂Φ
∂α
v.
To calculate dJΦ3 , we need
∂C
∂α
= At
∂Φ−1
∂α
A = −AtΦ−1 ∂Φ
∂α
Φ−1A = −Ψt ∂Φ
∂α
Ψ,
which results in
dJΦ3 = z
tΨ
∂C−1
∂p
Ψtz = −ztΨC−1 ∂C
∂p
C−1Ψtz = ztΨC−1Ψt
∂Φ
∂α
ΨC−1Ψtz
= vt
∂Φ
∂α
v.
Putting dJΦ1 , dJΦ2 and dJΦ2 together, we have
−∂JΦ
∂α
= ut
∂Φ
∂α
u− ztΦ−1 ∂Φ
∂α
v − [ztΦ−1 ∂Φ
∂α
v]t + vt
∂Φ
∂α
v
= (u− v)t ∂Φ
∂α
(u− v) = wt ∂Φ
∂α
w. (C.7)
The derivative of the concentrated log-likelihood (C.4) then becomes
−∂L
∂p
= − K
2JΦ
wt
∂Φ
∂α
w +
1
2
Tr
(
Φ−1
∂Φ
∂α
)
, (C.8)
where we have used (C.2) to calculate ∂∂α ln |Φ|. This expression can be further
simplified using the cyclic property of matrix traces as follows:
−∂L
∂p
= − K
2JΦ
Tr
(
wt
∂Φ
∂α
w
)
+
1
2
Tr
(
Φ−1
∂Φ
∂α
)
= − K
2JΦ
Tr
(
wwt
∂Φ
∂α
)
+
1
2
Tr
(
Φ−1
∂Φ
∂α
)
=
1
2
Tr
(
Φ−1
∂Φ
∂α
− K
JΦ
wwt
∂Φ
∂α
)
=
1
2
Tr
[(
Φ−1 − K
JΦ
wwt
)
∂Φ
∂α
]
.
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We still need to calculate ∂Φ∂α . From (7.15) we have
∂Φ
∂α
=
∂
∂α
[αI + (1− α)W ] = I−W , (C.9)
The expression for the derivative with respect to l0 is the same, but substituting
∂Φ
∂l0
for ∂Φ∂α with
∂Φ
∂l0
=
∂
∂l0
[αI + (1− α)W ] = (1− α)∂W
∂l0
.
From the definition of W in (6.19), the derivative of the elements of W is:
∂wij
∂l0
=
∂
∂l0
e−li,j/l0 = wij
lij
l20
.
Therefore,
∂Φ
∂l0
=
1− α
l20
W L, (C.10)
where  represents the element-wise or Hadamard product between matrices,
and
L ≡

l1,1 l1,2 · · · l1,K
l2,1 l2,2 · · · l2,K
...
...
. . .
...
lK,1 lK,2 · · · lK,K.

Gradient for Regularization
Let us call h(~s,θm, σ, α, l0) a prior distribution over the position and all model
parameters and Lh = ln(h) its natural logarithm. The MAP estimator is then
the value that maximizes L + Lh, where L is the concentrated log-likelihood of
the measurements, which was concentrated substituting θˆm for θm and σˆ for σ
in the original log-likelihood. In order to retain the low dimensionality of the
regularized concentrated log-likelihood, we make the same substitutions in the
prior, leading to h = h(~s, θˆm, σˆ, α, l0). Thus, the same as for L, the log-prior, Lh,
depends only on ~s, α and l0. One should, however, be careful when calculating
the gradient and apply the chain rule taking into account these substitutions.
Applying the chain rule to calculate ∂(L+Lh)∂p , where p can be x, y, α or l0, we
have
∂(L+ Lh)
∂p
=
∂L(~s, α, l0)
∂p
+
∂Lh(~s, θˆm, σˆ, α, l0)
∂p
=
∂L
∂p
+
∂Lh
∂p
+
∂Lh
∂θˆm
∂θˆm
∂p
+
∂Lh
∂σ
∂σˆ
∂p
.
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The derivatives ∂L∂p have just been calculated above, and it only remains to calcu-
late the derivatives of the log-prior. The derivatives ∂Lh∂p depend on the particular
prior used. We now proceed to calculating ∂θˆm∂p and
∂σˆ
∂p for x, y, α and p = l0.
Gradient With Respect to the Position
From (7.19) and using the definition C ≡ (AtΦ−1A), we can write
θˆm = (A
tΦ−1A)−1AtΦ−1z = C−1Atu.
The gradient then becomes
∂θˆm
∂~s
=
∂C−1
∂~s
Atu+C−1
∂At
∂~s
u.
Using
∂C−1
∂~s
= −C−1 ∂C
∂~s
C−1 = −C−1
(
∂At
∂~s
Φ−1A+AtΦ−1
∂A
∂~s
)
C−1,
we have
∂θˆm
∂~s
= −C−1
(
∂At
∂~s
Φ−1A+AtΦ−1
∂A
∂~s
)
C−1Atu︸ ︷︷ ︸
θˆm
+C−1
∂At
∂~s
u
= −C−1
∂At
∂~s
Φ−1Aθˆm︸ ︷︷ ︸
v
+AtΦ−1︸ ︷︷ ︸
Ψt
∂A
∂~s
θˆm
+C−1 ∂At
∂~s
u
= −C−1
(
∂At
∂~s
v + Ψt
∂A
∂~s
θˆm
)
+C−1
∂At
∂~s
u
= C−1
∂At
∂~s
(u− v)︸ ︷︷ ︸
w
−Ψt ∂A
∂~s
θˆm

= C−1
(
∂At
∂~s
w −Ψt ∂A
∂~s
θˆm
)
,
where we have used the definitions of Ψ, u, v andw from the previous subsection.
In order to calculate ∂σˆ∂~s , from (7.20) we obtain
σ̂2 =
1
K
JΦ =⇒ ∂σˆ
∂~s
=
1
2
√
KJΦ
∂JΦ
∂~s
. (C.11)
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The gradient ∂JΦ∂~s can be calculated from the gradients calculated in the pre-
vious subsections as follows. From (C.4) we see that
∂L
∂x
= − K
2JΦ
∂JΦ
∂x
=⇒ ∂JΦ
∂x
= −2JΦ
K
∂L
∂x
,
and equivalently for ∂L∂y . Therefore,
∂σˆ
~s
=
1
2
√
KJΦ
2JΦ
K
∂L
∂~s
= −
√
JΦ
K3
∂L
∂~s
.
Gradient With Respect to the Covariance Model Parameters
In order to calculate ∂θˆm∂p for p = α or p = l0, we we start from
θˆm = (A
tΦ−1A)−1AtΦ−1z = C−1Atu.
The gradient then becomes
∂θˆm
∂p
=
∂C−1
p
Atu+C−1At
∂Φ−1
∂p
z.
Using
∂C−1
p
= −C−1 ∂C
∂p
C−1 = −C−1
(
At
∂Φ−1
∂p
A
)
C−1,
we have
∂θˆm
∂p
= −C−1
(
At
∂Φ−1
∂p
A
)
C−1Atu+C−1At
∂Φ−1
∂p
z
= C−1At
∂Φ−1
∂p
z −AC−1Atu︸ ︷︷ ︸
θˆm
 = −C−1AtΦ−1 ∂Φ
∂p
Φ−1(z −Aθˆm)
= −C−1AtΦ−1︸ ︷︷ ︸
Ψt
∂Φ
∂p
(Φ−1z −Φ−1Aθˆm)︸ ︷︷ ︸
u−v=w
= −C−1Ψt ∂Φ
∂p
w.
To calculate ∂σˆ∂p , using (C.11) for p instead of ~s and using (C.7) we have
∂σˆ
∂p
=
1
2
√
KJΦ
∂JΦ
∂p
= − 1
2
√
KJΦ
wt
∂Φ
∂p
w,
and the derivatives ∂Φ∂p have already been calculated in (C.9) and (C.10) for p = α
and p = l0, respectively.
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This thesis investigates how to effectively 
use mobile reference devices to help locating 
the nodes of a wireless sensor network 
(WSN) using received signal strength (RSS) 
measurements. In particular, a robot capable 
of self-localization and mapping is used as a 
mobile beacon. The aim is to produce 
accurate, precise, practical and 
computationally efﬁcient localization 
methods that can be used in real ad-hoc 
deployments without prior training data, 
such as emergency and rescue scenarios. 
Although using RSS for localization is a well 
established research ﬁeld, how to do it fully 
exploiting the rich spatial sampling 
capabilities offered by mobile reference 
devices is still largely unexplored. The 
studies presented here beneﬁt from this 
richness in order to obtain better RSS 
models and position estimators. The 
proposed localization methods are validated 
using real measurements collected in three 
different indoor environments with a 
demonstrated sub-meter accuracy in all of 
them. 
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