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TOWARDS DESIGN PRINCIPLES FOR TRUSTWORTHY 
AFFECTIVE CHATBOTS FOR VIRTUAL TEAMS  
Research in Progress 
 
Benke, Ivo, Institute of Information Systems and Marketing (IISM), Karlsruhe Institute of 
Technology (KIT), Karlsruhe, Germany, ivo.benke@kit.edu 
Abstract 
Virtual team communication has gained immense importance in recent years due to new work evolution 
and innovative IT-based communication tools. However, virtual teams face emotional obstacles within 
team communication. Affective chatbots can sense and understand human affective signals and leverage 
them to support the virtual team by increasing its emotional intelligence through behavioral and persua-
sive cues. However, through their capabilities such systems may also cause harm to individuals through 
addiction and increased vulnerability. Simultaneously, they experience higher distrust and skepticism. 
Therefore, affective chatbots require careful, ethical reflection on when and how to apply them in order to 
retain trustworthiness. In this paper, we present preliminary results of an ongoing design science re-
search project developing design principles for affective chatbots with a specific emphasis on transpar-
ency and human autonomy. With our work we contribute theoretically with prescriptive design 
knowledge for the class of trustworthy affective chatbots in the context of virtual team communication. 
We, thereby, provide avenues towards a nascent design theory for this class of systems. Practically, our 
work supports providers of innovative IT-based communication tools in leveraging this knowledge and 
designing affective chatbots to help virtual teams in order to communicate more successfully under 
consideration of ethical principles. 




Virtual team communication has gained immense importance in recent years due to new work evolution 
(Frank et al., 2019). Today, over 50% percent of the working population in the United States work from 
remote (Forbes.com, 2019). Simultaneously, innovative IT-based communication tools like Slack or Mi-
crosoft Teams empower virtual team communication (Finnegan, 2019; Stoeckli et al., 2019). However, 
during communication virtual teams increasingly encounter serious problems like conflicts, breakdowns, 
or groupthink which highly disrupt the flow of communication.  
All of these issues can be rooted back to effective management of team emotions (Barsade, 2002; Pitts et 
al., 2012). Since emotional information is limited during virtual communication, the capability to manage 
and process this limited information is crucial. Addressing that emotional capabilities are highly determin-
istic for team communication (Bartsch and Hübner, 2005), emotional intelligence (EI) represents the abil-
ity to sense, understand and regulate own and others emotions (Mayer et al., 2008). It is an influential 
factor on communication in virtual teams (Pitts et al., 2012) and research shows that weak EI may lead to 
communicative breakdowns (Bjørn and Ngwenyama, 2009). Besides the core functionality, innovative IT-
based communication tools allow for integration of embedded third-party applications to increase produc-
tivity. Specifically, they have opened the gate for introducing chatbot applications into virtual team com-
munication (Lechler et al., 2019). Therefore, we raise the question of ‘why not using innovative chatbot 
applications in order to improve the emotional status of the team and support its emotional capabilities?’ 
Emotion-aware chatbots can sense and understand human emotions enabled through artificial intelligence 
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(AI) (Mensio et al., 2018). Through these capabilities they appear anthropomorphic and may increase the 
desire to interact with (McDuff and Czerwinski, 2018). We argue for affective chatbots as a further evo-
lution which extends and applies emotion-aware capabilities in order to support virtual teams by enabling 
EI through behavioral and persuasive cues (Fogg, 2003; Nass et al., 1996). Through this approach team 
communication may be facilitated and team effectiveness may be increased (Pitts et al., 2012). 
However, human emotions are very intimate and sensitive (Brave and Nass, 2009). AI-enabled detection 
and possible disclosure of innermost emotions is associated with personal vulnerability (Derlega, 1987; 
Moon, 2000). This leads to strong skepticism and distrust against systems that are able to expose emotions. 
Trust, in turn, is an important driver of acceptance and use of information systems. Since the application 
of such affective chatbots is very promising (Peng et al., 2019) through their massive application at the 
workplace and in private places and their potential to facilitate interpersonal communication, it is important 
that emotion-exposing systems regain trustworthiness. Trustworthiness is a characteristic of the trustee, 
which is informed by a set values and previous behaviors (Ben-Ner and Halldorsson, 2010). Because trust-
worthiness is at risk, it requires careful reflection on when and how to apply such systems, and ethical 
considerations about responsible usage (Dignum, 2017; McDuff and Czerwinski, 2018). Based on this 
foundation, we follow the demand of researchers like André et al. (2019) and Dignum (2017) for design 
principles for trustworthiness of AI-enabled systems. Essential, minimal requirements for operationalizing 
trustworthy design are transparency and human autonomy. However, research is scarce on how to imple-
ment transparency and human autonomy in order to design affective chatbots to retain trustworthiness. 
This leads us to the following research question: 
How to design affective chatbots for virtual teams under consideration of transparency and human 
autonomy in order to increase their trustworthiness? 
In order to answer this research question, this study follows the design science research (DSR) paradigm 
adapting the publication schema of Gregor and Hevner (2013). The DSR paradigm is useful 
to address a real-world challenge and particularly suited to address the research gap of lack of design 
knowledge for trustworthy affective chatbots. On the foundation of EI theory (Mayer and Salovey, 1997), 
computers as persuasive actors paradigm (Fogg, 2003), the theoretical foundation of explanations (Gregor 
and Benbasat, 1999) and human agency theory (Bandura, 1989) we outline in this research-in-progress 
paper the first three steps of a DSR cycle. In the first cycle, we have assessed the defining characteristics 
for affective chatbots in virtual teams. Based on this prior work, in the second cycle, we focus on the 
development of transparent and autonomous design principles and instantiate them through a preliminary 
prototype which increases trustworthiness. Through our work we contribute with avenues towards a nas-
cent design theory of concrete prescriptive guidance for this class of artifacts (e.g. trustworthy affective 
chatbots) (Gregor, 2006; Gregor and Hevner, 2013). 
2 Conceptual Foundations 
2.1 Virtual Teams and Emotional Intelligence 
Virtual teams are comprised of individuals who work interdependently using computer-mediated commu-
nication to accomplish a shared objective (Martins et al., 2004). In contrast to face-to-face teams, virtual 
teams face unique obstacles to establish effective communication with regards to the lack of verbal and 
non-verbal cues in all forms of virtual technology, and ensuing problems like difficulties in conflict man-
agement or groupthink (Pitts et al., 2012). However, communication in teams has major influence on team 
effectiveness (Mathieu et al., 2008). At the other hand, emotions have strong effects on the individual and 
the team (Kelly and Barsade, 2001). In team interaction, EI plays an important role in order to deal with 
the limited amount of information (Pitts et al., 2012). EI is composed out of four constructs: the human 
ability of sensing, facilitating, understanding, and managing emotions (Mayer et al., 2008). Research 
shows that EI improves team communication and supports quality of interpersonal interaction in face-to-
face teams (Melita Prati et al., 2003). Finally, EI is a strong predictor for job performance where social 
interaction exists (Joseph and Newman, 2010). Albeit positive effects, the development of EI in virtual 
settings is difficult due to the unique obstacles virtual team members face. First attempts of supporting 
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human EI through agents have been applied (Ivanović et al., 2014), however, EI support in virtual teams 
through innovative technology, like AI-enabled chatbots, remains scarce. 
2.2 Affective Chatbots 
Affective chatbots are based on the paradigm of affective computing (Pamungkas, 2017) which describes 
the extraction of human emotions by computers through sensors, feature extraction and signal derivation 
(Picard, 1995; Poria et al., 2017). Through advances in emotion recognition in conversation (Poria et al., 
2019), chatbots are becoming increasingly able to distinguish emotions from team communication and are 
able to sense, understand and interpret human emotions (McDuff and Czerwinski, 2018). Such systems 
that are equipped with these abilities of sensing affective signals along with contextual information have 
been perceived more satisfying and activating (Bickmore and Cassell, 2001). With the creation of more 
natural and social interactions through emotional awareness together with anthropomorphic design com-
ponents (Araujo, 2018; Feine et al., 2019; Rietz et al., 2019), they may support human-decision making, 
well-being and leverage this information for improving team interaction (Beck and Libert, 2017; Fogg, 
2003; Reeves, 2000). Beyond the traditional application of chatbots as individual assistants, chatbots can 
be applied to multiparty interaction becoming a valid team member (Benke, 2019; Seeber et al., 2019). 
Therefore, we extend the ability of emotion-aware chatbots into affective chatbots which leverage emo-
tional information for improving the EI of virtual teams. 
2.3 Ethical Considerations and Trustworthiness of AI-Enabled Systems 
Ethical consideration have been raised about AI-enabled systems and affective agents (EU, 2019; McDuff 
and Czerwinski, 2018). Several initiatives shed light on the threats and risks of such systems like the ethical 
guidelines for trustworthy AI (EU, 2019). They focused on the establishment of trustworthiness in order 
to allow for ethical conform application and usage of AI-enabled systems. Trustworthiness as system char-
acteristic describes the trusting beliefs about system’s competence, benevolence and integrity (McKnight 
et al., 2002) and influences trust into a system (McKnight et al., 2017). Trust is an important factor for a 
system’s acceptance and usage for information systems (Lee and Choi, 2017) and has been proven to hold 
in the context of AI-enabled, intelligent agents as well (c.f. Wang and Benbasat (2005), Banks (2019)). To 
achieve trustworthiness two main aspects are considered in literature, technical robustness and ethical de-
sign (Mittelstadt, 2019). With regards to the operationalization, different suggestions have been made for 
trustworthy design of AI-enabled system. For example, in the case of anthropomorphic, intelligent agents, 
André et al. (2019) argued for a humane design, and Dignum (2017) identifies the need for responsible 
AI-enabled systems. Such endeavors in literature reveal the necessity of value-driven and trustworthy de-
sign for the case of affective chatbots. All of them pose the minimal requirement of transparency and 
human autonomy in order to fulfill ethical standards within the design of trustworthy AI-enabled systems. 
Transparency assures required understanding of the system’s actions (Cramer et al., 2008). Autonomy is 
considered as self-determination of individuals which construct own goals and values, and are able to 
decide and act in their manner (Friedman and Nissenbaum, 1997). Following this approach, we derive the 
necessity to instantiate trustworthiness through the operationalization of these two constructs guaranteeing 
trustworthy design of affective chatbots. 
3 Research Method 
We conduct a DSR project following the DSR framework by Kuechler and Vaishnavi (2008) presented in 
Figure 1. The DSR paradigm seeks to design, build, and evaluate socio-technical artifacts that extend 
boundaries of descriptive knowledge in order to address unsolved problems in an innovative way or to 
solve known problems more effectively (Gregor and Hevner, 2013; Hevner et al., 2019, 2004). DSR stud-
ies, in general, follow process models, consisting of different phases like problem phase, suggestion phase, 
artifact development and evaluation as seen in Figure 1 (Kuechler and Vaishnavi, 2008). Following a DSR 
paradigm is a promising approach for our research endeavor since DSR focuses in particular on the devel-
opment of useful artifacts (Baskerville et al., 2018; Hevner et al., 2004). In this paper, we only summarize 
the key findings from cycle 1 and put an emphasize on cycle 2. 
Design Principles for Trustworthy Affective Chatbots for Virtual Teams 
Twenty-Eigth European Conference on Information Systems (ECIS2020), Marrakesh, Morocco. 4 
 
 
 Figure 1. Overall DSR project. 
Our work focuses on affective chatbots supporting EI in virtual teams by leveraging the paradigm of chat-
bots as social and persuasive actors. In cycle 1, we conducted initial design workshops with professionals 
and novices since there exists no foundational design knowledge for chatbots leveraging affective infor-
mation in virtual teams beyond dyadic settings with focus on providing emotional support. Based on team 
models (Gilson et al., 2015) and characteristics of conversational systems (Feine et al., 2019; Fogg, 2003) 
153 design sketches and subsequently three prototypes were elaborated. The evaluation revealed increased 
self-awareness and emotional perception, and improved consensus-seeking behavior and communication 
efficiency. The findings allowed us to formalize three design principles. However, we also documented 
pitfalls of the design such as a perceived lack of control (Wünderlich and Paluch, 2017), surveillance and 
indisposition (see also McDuff and Czerwinski, 2018; Mensio et al., 2018) which decreased trust. These 
drawbacks raised the need for a stronger trustworthy design (Dignum, 2017) in order to achieve the posi-
tive effects on EI while retaining trustworthiness. 
The results of cycle 1 revealed an important need for trustworthy technology as future guidance for de-
signing of affective chatbots. In cycle 2, we addressed this. Based on reviews of ethical guidelines for AI 
and the results of cycle 1, we draw the conclusion that the execution of human autonomy and transparency 
is necessary for trustworthy affective chatbots. To address these requirements, we propose one additional 
design principle based on the theoretical foundation of knowledge-based system explanations (Gregor and 
Benbasat, 1999) and human agency and control theory (Bandura, 2006; Frazier et al., 2011). Finally, we 
instantiated the design principle and developed a trustworthy affective chatbot prototype. In an online 
experiment the prototype will be evaluated in the future. 
4 Conceptualization 
4.1 Problem Awareness & Meta-Requirements 
The first meta-requirement (MR1) refers to the system’s ability to extract individual human emotional 
signals within a team during appearance without intercepting the communication flow. Emotions are a key 
influencing factor for team communication (Kramer, 1999; Ocker and Webb, 2009). Pitts et al. (2012) 
showed how they are impacting the communication quality and overall team effectiveness. At the same 
time, for most circumstances in virtual teams emotions cannot be transferred as they are in face-to-face 
teams through prevailing verbal and non-verbal cues (Martins et al., 2004). Summarized, virtual teams are 
faced with unique obstacles towards effective communication (Issue 1). A system that aims to leverage 
emotional states in order to help the team, needs to be able to extract signals which might provide affective 
information of the users (MR1.1). Team communication is characterized by quick succession of member 
contributions, a continuous flow of multiple changes of members’ emotional states, and shifting of the 
team’s attitude (Hepach et al., 2011). Therefore, a system which is adapting to human behavior during 
conversations, requires the ability to adopt new information fast and during appearance (MR1.2) (Lux et 
al., 2018). At the same time, team conversations are fragile (Bjørn and Ngwenyama, 2009). External fac-
tors like disturbances or distractions negatively influence the communication path, the way team members 
behave, and the communication outcome (Bartelt and Dennis, 2014). Consequently, a system which aims 
for improving virtual team communication needs to avoid them (MR1.3).  
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MR1: The system shall be able to extract team members’ emotional signals during appearance 
without intercepting the flow of communication. 
The second meta-requirement (MR2) describes the ability to process, analyze and interpret the extracted 
emotional signals over the course of conversation. A key part of human-like AI is the understanding of 
human emotions (Poria et al., 2019). In order to stimulate the understanding and regulation of emotions, 
computers must understand human emotions first (Pentland, 2005). Therefore, the extracted emotional 
signals need to be analyzed and processed in order to allow a valid interpretation (MR2.1) (McDuff and 
Czerwinski, 2018). Two aspects are of higher importance. First, the information needs to be analyzed 
longitudinal over time due to conversational turns in team communication, which represent single units 
for emotional extraction, do not stand by their own and are not context-free (MR2.2) (Poria et al., 2019). 
Furthermore, achieving emotion understanding beyond individuals implies the understanding of multiple 
team members’ emotions and therefore the combination of information of multiple sources (MR2.3). 
MR2: The system shall be able to analyze team members emotional signals over time. 
The third meta-requirement (MR3) refers to supporting the emotional management of virtual teams based 
on the extracted and analyzed emotional signals. Together with challenges like different cultural origin 
and characters, or unfamiliarity between team members, the lack of transfer capabilities of affective signals 
increases the complexity of emotion understanding. This aggravates the adequate reaction through emotion 
regulation which by itself is a complex process (Issue 2) (Adrianson, 2001). Emotions have impact on 
different outcomes of interaction, e.g. limited emotional understanding can lead to suboptimal decisions 
(Barsade, 2002) and lack of consensus creates instability (Barlow and Dennis, 2016), which might lead to 
communicational breakdowns (Issue 3) (Bjørn and Ngwenyama, 2009). Addressing those issues, a system 
should use the retrieved emotional information from the users in order to support the virtual team commu-
nication (MR3.1). Emotional breakdowns might originate in individual or team emotional conflicts. 
Therefore, a system needs to differentiate between the level of support (individual or team level) (MR3.2). 
Additionally, through inconsiderate disclosure of emotional information to the team in the wrong situation, 
social pressure to individuals may be created which a system should avoid (MR3.3). 
MR3: When the virtual team experiences lack of emotional capabilities, the system shall help the 
virtual team based on the collected emotional information either on the individual or team level. 
The fourth meta-requirement (MR4) targets the general design of form and function the system shows 
when interacting with team members. The ability of being emotion-aware allows for creating well-being, 
interacting in a more natural way, and providing more trustworthiness. A system supporting virtual teams 
with managing their emotions requires a specific setting and specific abilities (McDuff and Czerwinski, 
2018). Since a team maintains specific social dynamics, an interacting system needs to follow clear rules 
to align with such dynamics (MR4.1) in order to become a social actor within the team (Nass and Moon, 
2000). A machine interacting with humans is stronger accepted if it shows anthropomorphic appearance 
(MR4.2). Through becoming a social actor with anthropomorphic appearance, social relationships will be 
created. Social and emotional relationships require the system to adapt several factors in order to support 
the team in the best possible way like its social cues, its content or its role (MR4.3) (Fogg, 2003; Nass et 
al., 1996). The combination of those aspects forms a social entity which can seamlessly be integrated into 
social interaction of virtual teams. 
MR4: The system should integrate into the virtual team in a seamless and social way. 
The fifth meta-requirements (MR5) refers to the harm and ethical concerns that come along with emotion-
aware, AI-enabled systems. Emotions lie at the core of human nature (Brave and Nass, 2009). Since they 
are very intimate and sensitive, humans are highly cautious on how to express real emotions (Hancock et 
al., 2008). Through their capabilities of interpreting and leveraging human emotions emotion-aware sys-
tems may cause severe harm to human psyche. Through knowledge on the current feeling systems can 
create addiction through empathetic behavior. This may even result in changes in behavior and personality. 
The system’s knowledge may expose vulnerabilities of the human and can use it to manipulate and threaten 
the individual (Issue 4) (Mensio et al., 2018). Therefore, an emotion-aware system needs to carefully pay 
attention to these threats on human intimacy and vulnerability (MR5.1). One of the main ethical problems 
is the creation of individual harm through AI-enabled systems (Issue 5) (Bostrom and Yudkowsky, 2011). 
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Due to obvious social threats, ethical considerations are necessary how to design and apply emotion-aware 
systems (MR5.2) (McDuff and Czerwinski, 2018). Furthermore, people tend to show resentment against 
new technologies as for example AI (EU, 2019). In the case of social expectations against a system are not 
matched these feelings are enforced. In consequence, considerations lead to stronger distrust (Issue 6). 
However, trust is crucial for establishing a working relationship between the users and the system, and for 
letting users accept emotion-aware systems (MR5.3). 
MR5: The system should assure transparency and human autonomy during virtual team interaction. 
4.2 Design Principles 
Based on the identified meta-requirements we derive four design principles (DP) for affective chatbots in 
virtual teams. Figure 2 depicts the mapping from issues, to meta-requirements, to design principles.  
Following the paradigm of affective computing the system needs to be able to sense individual, affective 
verbal and nonverbal signals as well as contextual information (MR1.1) (Pentland, 2005; Picard, 1995). 
Since artificial, non-native interventions disturb the flow of team communication (MR1.3), a system which 
aims for pursing this objective and avoiding interceptions, should be as least immersive as possible. Sim-
ultaneously, the extraction of affective signals needs to happen during their appearance (MR1.2) which 
requires the system to process the information in real-time. Following MR2, the extracted signals should 
be analysed and aggregated to the team level to allow for team emotion interpretation (MR2.1). This pro-
cess of analysis is conducted through fusion models which contain feature extraction, modelling of feature 
analysis structure and fusion of processed information (Poria et al., 2017). Emotions in conversations of 
virtual teams are dependent of precedent utterances and the context which requires systems to continuously 
extract and analyze emotional information (MR2.2). A fusion model, therefore, implements different ut-
terances, and analyses the individual and the team level (MR2.3). Thus, we propose: 
DP1: Provide the affective chatbot with the ability of extracting and analyzing emotional signals 
from virtual team members using real-time behavioral data in a non-immersive way. 
A system should leverage its capabilities of emotion-awareness when teams require it in case of emotional 
communicative breakdowns (MR3.1). Increasing emotional understanding and supporting emotion man-
agement of one’s own or others as main components of EI (Mayer and Salovey, 1997) may avoid or at 
least mitigate such processes or situations (Pondy, 1992; Xolocotzin Eligio et al., 2012). Chatbots are 
communicating via natural language which is more interactive and effective while being natural as well 
(Maes, 1994). Applications like Slack allow both for communicating in group channels as well as directly 
addressing of individuals which enables a multitude of affordances (Stoeckli et al. 2019) (MR3.2). When 
addressing multiple individuals within a team this can result quickly into a delicate situation which creates 
unpleasant and harmful situations through negative social dynamics (MR3.3) (Grudin, 1994) like blaming 
of individual team members (Behfar et al., 2008; Lowry et al., 2016). These dynamics create social pres-
sure from the team to individual members (Pentland, 2005) which may lead to negative consequences like 
psychological harm. Aspects to prevent negative social pressure include education, role models but fore-
most a robust system design (Lowry et al., 2016) which provides a clear structure how to interact appro-
priately with stakeholders. Thus, we propose: 
DP2: Provide the affective chatbot with the ability to support emotional intelligence within the vir-
tual team on the individual and team level based on the analyzed emotional information while avoid-
ing harm to the individual. 
In order to support the team in the best possible manner, a system should integrate into the virtual team 
into seamless and social way. Humans tend to perceive machines as social actors (Nass et al., 1994). The 
human appearance by a chatbot may be achieved by social cues (Feine et al., 2019) like anthropomorphic 
attributes or behavior (Meza-de-Luna et al., 2019) (MR4.2). Such anthropomorphic design features may 
help to increase acceptance and the effect on EI support (McDuff and Czerwinski, 2018; Mou and Xu, 
2017). This increases the natural interaction and well-being (Reeves, 2000). The emotion-awareness ex-
pands the abilities of a chatbot since it is able to adapt its design and social cues to the participants (Bian 
et al., 2016). A team conversation requires characteristics beyond traditional social cues towards more 
social interaction with conversational turns and states which allow for social behavior by the system 
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(MR4.1 & 4.3). Based on the paradigm of computers are persuasive actors (Fogg, 2003), chatbots can 
apply persuasive design features in order to enhance the positive effect on EI (Oinas-Kukkonen and 
Harjumaa, 2009). These include physical (e.g. facial expression) and psychological (e.g. humor) cues, 
social roles, the social dynamics and language style (Fogg, 2003). Thus, we propose: 
DP3: Provide the affective chatbot with anthropomorphic and persuasive design features. 
Emotion-aware system need to ensure ethical conform and trustworthy design. This requirement represents 
the core of this study and the focal design cycle. To make a step beyond purely functional affective chatbots 
it is desirable to achieve a trustworthy design through implementing transparency and human autonomy 
as minimal requirement. This avoids harm to stakeholders while possibly increasing trust and the intended 
effect on EI of the team members. Transparency is an integral aspect in order to assure required under-
standing of the system’s actions (MR5.2) and to become trustworthy (MR5.3) (Cramer et al., 2008). It 
can be provided through system explanations which has been proven to increase trust as well (Gregor and 
Benbasat, 1999; Rader et al., 2018; Wang and Benbasat, 2005). Explanations vary in dimensions of content 
(reasoning, support, strategic, terminological), presentation format (automatically, user-invoked, or intel-
ligent), and provision mechanism (text-based) (Gregor and Benbasat, 1999), which may be applied spe-
cifically in the context of affective chatbots in virtual teams. On the other hand, affective chatbots need to 
act on behalf of their human users (MR5.1). If chatbots do not act according to human motivations, human 
agency is at risk (Maedche et al., 2019). This autonomy of team members may be provided through human 
agency and control (Bandura, 1989; Frazier et al., 2011). To establish human agency, control mechanisms 
over a system can be established. Control mechanisms are categorized as behavioral and outcome mecha-
nisms. They are provided through filter technologies to assess the nature of performing interventions by a 
system (Dabbish and Kraut, 2008). An operationalization might be the adaptation of timing, change of 
content or additional status information about parties (Dabbish and Kraut, 2004; McFarlane, 2002). Thus, 
we propose: 
DP4: Provide the affective chatbot with features ensuring transparency and autonomy through ex-
planations and human agency and control mechanisms for virtual team members. 
 
 Figure 2. Issues, MRs and DPs for trustworthy affective chatbots in virtual teams. 
4.3 Prototype Instantiation 
DPs were instantiated into a DSR artifact following Kuechler and Vaishnavi (2008). Figure 3 presents a 
prototype of an affective chatbot in a team chat built after the example of Slack. The different DPs are 
translated into design features for both cycles. For the first design cycle, the artifact can extract infor-
mation through advanced affective capabilities from text. Based on this information EI support actions 
are selected, and executed through design cues (see cycle 1 on the left). In cycle 2 we expand these DPs 
through design features of explanations, instantiated through an explanatory button and conversational 
explanations with the chatbot. Design features of autonomy are instantiated through control mechanisms 
like an on/off-switch (see cycle 2 on the right). After the instantiation, we are executing pilot-explora-
tions with focus groups. Based on the initial results, we will conduct a large-scale online experiment to 
evaluate the effects of the DPs on transparency and autonomy in order to increase trustworthiness.  
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 Figure 3.  Prototype of affective chatbot with DPs 1-4 (recreated after Slack messenger example). 
5 Conclusion and Expected Contribution 
In this paper we present our ongoing DSR project on the design of affective chatbots for virtual teams with 
the focus on the introduction of trustworthiness through transparency and human autonomy. We discuss 
emotional obstacles of virtual teams using innovative communication technologies and the ethical 
concerns that arise with harmful application of affective chatbots. Building upon these issues, we propose 
MRs and DPs, and present a first prototype implementing the DPs. A technical risk and effectiveness 
evaluation strategy is planned according to Venable et al., (2016) as logical next step of our research. 
Nevertheless, to this paper several limitations apply. Due to its early phase, this project describes only 
preliminary MRs and DPs. These need to be refined throughout future research. Further, we focused on 
transparency and autonomy to achieve trustworthiness in affective chatbots. We are aware that these two 
construct are not exhaustive. However, we think that they are appropriate operationalizations since they 
represent core ethical principles (Jobin et al., 2019) while also being actionable in practice. 
Simultaneously, research is indicating their positive impact on trust which is highly important for 
acceptance of the system and the effect on EI.  
In conclusion, this research is a step towards a nascent design theory (Gregor, 2006; Gregor and Hevner, 
2013). We hope to provide valuable contribution to the body of prescriptive knowledge of affective 
chatbots for virtual teams, especially with the focus on trustworthy design (Dignum, 2017; EU, 2019). In 
practice, software providers of innovative IT-based communication tools can leverage this knowledge 
and design corresponding trustworthy affective chatbots to help virtual teams managing their emotions 
in order to communicate more successfully under consideration of ethical principles. Finally, through 
our DSR project, we aim to evolve the design of affective chatbots from simply successful and good into 
a humane and trustworthy user experience for the virtual team. 
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