We give an extension of Sister Celine's method of proving hypergeometric sum identities that allows it to handle a larger variety of input summands. We then apply this to several problems. Some give new results, and some reprove already known results in an automated way.
Background
One of the earliest steps in automatically proving identities dates back to Sister Mary Celine Fasenmyer's 1945 Ph.D. thesis [F1] . She gave a technique for computing sums of hypergeometric terms, also see [F2] . Very briefly, in order to determine if there is an order I recurrence for the sequence x n = k H(n, k), it first considers 0 = I i=0 J j=0 y i,j (n)H(n + i, k + j)
Where y i,j (n) is an as yet unknown rational function of n. Then, by H being hypergeometric, it is able to reduce all of the H(n + i, k + j) = G i,j (n, k)H(n, k) where G i,j is some rational function of n and k. From there, divide everything through by H(n, k). Now, we have something of the form
Combining denominators on the right hand side, and multiplying through by the common denominator, we get that the right hand side becomes a polynomial in n and k, with {y i,j (n)} thrown in as well. Collect terms by what power of k appears, and then solve for what the {y i,j (n)} have to be in order to make all of the coefficients of powers of k equal to zero. We may get unlucky and have no solution, then, we would need to try a larger I to begin with. If however, we find a solution, we plug that into where we first introduced y i,j (n). Since these have no k's in them, and x n is obtained by summing over all values of k that make the summand nonzero, we have
Which, setting z i = J j=0 y i,j (n), we may write in shift operator notation as
At this point we say that we are done. First, having a recurrence allows you to compute the sequence out to very large values very quickly, storing only a constant number of terms. Also, once you have a rational recurrence like this for x n then you can extract as good asymptotics as desired like using techniques by Birkhoff-Trjizinski which has been nicely summarized in [WZ] . Though sometimes you may be able to take these recurrences and recover a really nice formula, there are more sequences to describe than there are nice formulas, so we have to deal with the fact that we can only go so far in making it prettier.
For a more complete explanation of Sister Celine's method, look at chapter 4 of [PWZ] . There are some generalizations of Sister Celine's method given in [Z1], in particular to certain classes of multiple summations and to a continuous analog.
Some of our applications of the expanded method presented in this paper relate to binomial transforms of functions. There are nice treatments of binomial transforms of Fibonacci like sequences given in [Sp] .
This Article
We will be taking this technique of Sister Celine and extending it to allow many more kinds of summands. In particular, it can be of the form
where d is any number, H is hypergeometric, and a k is some sequence defined by a rational recurrence relation. Since so many sequences can be so described by rational recurrence relations, this is a significant extension in scope.
It works very similarly to Sister Celine, in that we will consider ratios of successive terms. That is, to find a recurrence with order at most I, start with
Let D be the order of the recurrence describing {a k }. Then, we use that relation to rewrite all of the {a k+j } J j=D in terms of {a k+j } D−1 j=0 . That is, by repeatedly applying the relation, we can write each a j+k as a linear combination:
where for the j < D, we just let c k,j,m = 1 j = m 0 j = m . Then, since we have an expression with D terms to the d, we can expand that out to get at most Dd terms. Then, unlike in Sister Celine, where we have a polynomial in k, we now have a polynomial in {k, a k , a k+1 , . . . a k+D−1 }. But, once we have collected the coefficients of each of the combinations of those variables, we set all of them equal to zero, and then try to solve for the y i,j (n). As in Sister Celine, we are not guaranteed that we can find such a solution for our particular choice of I and J. We are guaranteed by WZ theory that for a large enough choice of I and J, it gives us a recurrence relation that looks like
Application to Enumerating Chess King Walks
Suppose that there is a king wandering around on an infinite d-dimensional chess board, we want to know how many of the (3 d − 1) n walks of length n that the king could take would end up bringing him back to where he started. Given a polynomial p, we will use the notation Ct(p) to denote the constant term of p. Then, by using the powers of z i to keep track of our total displacement in the i dimension, we have:
Luckily for us, Ct z + z −1 + 1 k is already well understood. It is the central trinomial coefficients (A002426 [Sl] ). Also luckily, it is a known that this sequence satisfies the recurrence.
So, we are in exactly the set up of this extended method. In which case you can describe the number of d dimensional king walks which end at the origin after taking n steps by
This clearly falls into the scope of this modified algorithm, and using it you are able to find rational recurrences (effectively solve) for all dimensions up to 4. Here is the one for a two dimensional king walking around
Although this already does not look super nice, at least it is short, which is more than can be said of those describing higher dimensions, but they are included in an appendix. Also important is that they were found by a computer.
Something probably more insightful than these walls of text that exactly describes these sequences is their asymptotics:
For the two dimensional king, the number of paths of length n is c 2 8
For three dimensions: . This value for c 2 can be proven in a rigorous way using classical analysis. For c 3 and c 4 , we are not so lucky, instead, all we can say from nonrigorous observation is that c 3 ≈ .110225343716 and c 4 ≈ .068412392872. There might be some way using a more traditional approach that would get us the true value of these constants.
The d = 2 case was first worked out by a computer using a different approach. For more information on this, see [E] , or for information on the techniques, see [AZ] .
Application to other sequences
This also allows for computing binomial transforms of other sequences. An example of this is if you were to let F k be the k-th Fibonacci number and consider the sequence
You immediately receive the recurrence that defines x n is 0 = (−N 2 + 3N − 1)x n , and this is identical to the recurrence given for (A001906) which is the sequence describing the sum. Though this is already a known fact, if you just bump the power up on F k to F 2 k , you still get a rather nice recurrence relation for the sum, in particular it is described by 0 = (−N 3 +5N 2 −5)x n . This integer sequence is as yet unnamed in the OEIS, but has both a simple definition in terms of Fibonacci, and a lovely formula where it is just 5 times the difference of two earlier terms. All powers of Fibonacci seem to follow this nice pattern that a linear recurrence where the terms do not depend on n suffices, instead of in general, where the recurrence may need rational functions of n showing up to describe the next term. These C-finite sequences are discussed in greater detail in [Z2] . The techniques given in that paper can also be applied to some of the problems considered here.
Also of interest, suppose that you are considering a k to be the m-Fibonacci sequence, that is, a k+2 = ma k+1 + a k then, it is simple enough to plug in this recurrence, and lo and behold, an answer is found. For
we have
Which is also known, but is the main theorem of a twelve page paper by Falcon and Plaza [FP] .
Application to multiple summations
Another promising application of this technique is to evaluating multiple sums over hypergeometric terms. A toy example of this would be if you wanted to compute
To do this, pick out any of the factors which contain k, and run some automated process to evaluate single summation such as the Zeilberger Algorithm [PWZ] . Often, this sum will not have a nice formula, so you are left with a possibly high order recurrence describing it. However, that is precisely what the techniques here are made to handle, so you can feed this partial evaluation into the procedure. Given enough computing this allows any number of summation signs to be dealt with. For each summation, we have the usual requirements of the original Sister Celine's method, namely that for each summation, the boundaries extend as far as the terms can be without becoming zero. In this particular case, evaluating the inner sum, you get 0 = (N − 2)x n , and plugging that recurrence in, we get that the whole sum satisfies 0 = (N − 3)z n . Which is to say, the sum evaluates to 3 n . Though this has a nice combinatorial proof where you count the number of assignments from {1, . . . , n} to {1, 2, 3} by first picking the k elements that map to either 1 or 2, and then, from those k elements, picking the i elements that map to 2, That requires a moment of thought where such a simple recurrence for the computer only requires less than a second of thought. Or, suppose the harder problem, where we would want to compute
It may be possible as a person to figure this out in a more human way, but for the computer it is just a few seconds away from spitting out the the solution is described by the recurrence 0 = −(n + 9)N 5 + (7n + 54)N 4 − (17n + 103)N 3 + (21n + 97)N 2 − (15n + 50)N + 5n + 5 x n A maple package for multiple summations has already been described in [AZ] and is available at:
http://sites.math.rutgers.edu/~zeilberg/mamarim/mamarimhtml/multiZ.html However this package is roughly the same time on the simple first example given, and faster than their package on the second example. Their package, however, gives a 'better' analysis of the summation, in that it does indefinite summation, and does not require that on the bounds of summation, the summand is zero. That is, theirs generalizes Zeilberger's algorithm, instead of Sister Celine's.
Using this maple package
Hopefully by this point, you are asking yourself, how to use these powerful tools. Though there is more detailed documentation in the maple package itself. The first step is to figure out the recurrence that is satisfied by your a k , called rec1. Then, call f indrec(I, J, timeout, rec1, F, d, n, N ) where both rec1 and the output will be in shift operator notation, with N the shift operator. This call will attempt to find the recurrence for the sum:
Where the recurrence is of order at most I, and degree at most J. timeout is the most time (in seconds) that you are willing to wait on a particular attempt, if it exceeds that time, the procedure exits.
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