Abstract. We derive a stable and fast solver for nonsymmetric linear systems of equations with shift structured coefficient matrices (e.g., Toeplitz, quasi-Toeplitz, and product of two Toeplitz matrices). The algorithm is based on a modified fast QR factorization of the coefficient matrix and relies on a stabilized version of the generalized Schur algorithm for matrices with displacement structure. All computations can be done in O(n 2 ) operations, where n is the matrix dimension, and the algorithm is backward stable.
where ∆ is lower triangular, (∆ −1 Q) is orthogonal, and R is upper triangular. The factorization is then used to solve for x efficiently by using
All computations can be done in O(n 2 ) operations, where n is the matrix dimension, and the algorithm is backward stable in the sense that the computed solutionx is shown to satisfy an equation of the form
where the norm of the error matrix satisfies
where denotes machine precision and c 1 is a low-order polynomial in n.
The fast and stable algorithm to be derived in this paper is based on ideas of displacement structure theory [15] . The concept of displacement structure was introduced by Kailath, Kung, and Morf almost two decades ago [14] and has since proven to be a useful tool in matrix analysis. Its strength lies in the fact that it allows us, in a systematic way, to describe and exploit varied forms of matrix structure. In this framework, matrix structures are described in terms of displacement equations and triangular factorizations are efficiently carried out by a generalized Schur algorithm [15] .
However, the numerical behavior of the generalized Schur algorithm has been an issue of concern until very recently, which is mainly due to the fact that the algorithm relies heavily on hyperbolic transformations. In recent work, Bojanczyk et al. [2] have shown that for a subclass of positive-definite shift structured matrices (known as quasi Toeplitz), the Cholesky factorization provided by the generalized Schur algorithm is asymptotically stable despite the hyperbolic rotations.
The class of quasi-Toeplitz matrices refers to a special kind of structured matrices whose displacement rank (to be defined later) is equal to 2. Stewart and van Dooren [18] further considered the case of positive-definite shift structured matrices with displacement ranks larger than 2. They argued that the generalized Schur algorithm will still provide a stable Cholesky factorization provided the required rotations are now implemented in a special way (a combination of unitary rotations followed by a single hyperbolic rotation in mixed form).
Motivated by the work of Bojanczyk et al. [2] , we have also pursued in [4] a detailed analysis of the numerical stability of the generalized Schur algorithm for a general class of positive-definite structured matrices. In particular, we have shown that along with proper implementations of the hyperbolic transformations, if further modifications are introduced while computing intermediate quantities, the algorithm will guarantee a Cholesky factorization that is provably backward stable. We further employed a perturbation analysis to indicate the best accuracy that can be expected from any finite precision algorithm (slow or fast), and then showed that the modified Schur algorithm of [4] essentially achieves this bound. For all practical purposes, the major conclusion of the analysis in [4] was that the modified Schur algorithm is backward stable for a large class of structured matrices.
The above results have further motivated us to tackle the standing issue of deriving an algorithm that is both fast and stable for the solution of nonsymmetric structured linear systems of equations T x = b, where T is shift structured (to be defined later). The stability analyses of the generalized Schur algorithm that we referred to above do not apply in this case since the structured matrix T is not positive definite (it is not even required to be symmetric). The only restriction on T is invertibility.
The way we approach the problem is motivated by embedding ideas pursued in [5, 13] . We first embed the given n × n matrix T into a larger 2n × 2n matrix M that is defined by
The matrix M is symmetric but still indefinite; while its leading n × n submatrix is positive definite (equal to T T T ), its Schur complement with respect to the (1, 1) block is negative definite (and equal to −I). (The product T T T is not formed explicitly, as explained later. ) We then apply 2n steps of the generalized Schur algorithm to M and obtain its computed triangular factorization, which is of the form
whereR
T and ∆ are n × n lower triangular matrices. The matrices {R,Q, ∆} are the quantities used in (1.1) to determine the computed solutionx in a backward stable manner.
From a numerical point of view, the above steps differ in crucial ways from the embeddings suggested in [5, 13] , and which turn out to mark the difference between a numerically stable and a numerically unstable implementation.
The discussion in [5, pp. 37, 50 , 52] and [13] is mainly concerned with fast procedures for the QR factorization of Toeplitz-block and block-Toeplitz matrices. It employs an embedding of the form (1.3) where the identity matrix I in (1.3) replaces the zero matrix in our embedding (1.2) . The derivation in [5, 13] suggests applying n (rather than 2n) steps of the generalized Schur algorithm to (1.3) and then uses the resultingR andQ as the QR factors of T . This procedure, however, does not guarantee a numerically orthogonal matrixQ and cannot, therefore, be used to implement a stable solver for a linear system of equations T x = b.
For this reason, we instead propose in this paper to proceed with the earlier embedding (1.2) since it seems difficult to obtain a stable algorithm that is solely based on the alternative embedding (1.3). We also apply 2n steps (rather than just n steps) of the generalized Schur algorithm to (1.2) . This allows us to incorporate a correction procedure into the algorithm that is shown to ensure backward stability, when coupled with other modifications that are needed, especially while applying the hyperbolic rotations.
Notation.
In the discussion that follows we use · to denote the 2-norm of its argument. Also, the· notation denotes computed quantities, and we use to denote the machine precision and n the matrix size. We also use subscripted δ's to denote quantities bounded by machine precision in magnitude, and subscripted c's to denote low-order polynomials in n.
We assume that in our floating point model additions, subtractions, multiplications, divisions, and square roots are done to high relative accuracy, i.e.,
where • denotes +, −, ×, ÷ and |δ| ≤ . Likewise for the square root operation. This is true for floating point processors that adhere to the IEEE standards.
2. Displacement structure. Consider an n × n symmetric matrix M and an n × n lower triangular real-valued matrix F . The displacement of M with respect to F is denoted by ∇ F and defined as
The matrix M is said to have low displacement rank with respect to F if the rank of ∇ F is considerably lower than n. In this case, M is said to have displacement structure with respect to F [15] .
Let r n denote the rank of ∇ F . It follows that we can factor ∇ F as
where G is an n × r matrix and J is a signature matrix of the form
The integer p denotes the number of positive eigenvalues of ∇ F , while the integer q denotes the number of its negative eigenvalues. The factorization (2.2) is highly nonunique. If G satisfies (2.2), then GΘ also satisfies (2.2) for any J-unitary matrix Θ, i.e., for any Θ such that ΘJΘ T = J. This follows from the trivial identity
Combining (2.1) and (2.2), a matrix M is said to be structured with respect to the displacement operation defined by (2.1) if it satisfies a displacement equation of the form
with a "low" rank matrix G. Equation (2.4) uniquely defines M (i.e., it has a unique solution M ) iff the diagonal entries of the lower triangular matrix F satisfy the condition
This uniqueness condition will hold for the cases studied in this paper. (It can be relaxed in some instances [15] .)
The pair (G, J) is said to be a generator pair for M since, along with F , it completely identifies M . Note, however, that while M has n 2 entries, the matrix G has nr entries and r is usually much smaller than n. Therefore, algorithms that operate on the entries of G, with the purpose of obtaining a triangular factorization for M , will generally be an order of magnitude faster than algorithms that operate on the entries of M itself. The generalized Schur algorithm is one such fast O(rn 2 ) procedure, which receives as input data the matrices (F, G, J) and provides as output data the triangular factorization of M . A recent survey on various other forms of displacement structure and on the associated forms of Schur algorithms can be found in [15] . The notion of structured matrices can also be extended to nonsymmetric matrices M . In this case, the displacement of M is generally defined with respect to two lower triangular matrices F and A (which can be the same, i.e., F = A; see (2.10)), (2.5) and the low-rank difference matrix ∇ F,A is (nonuniquely) factored as
where G and B are n × r generator matrices, i.e.,
Again, this displacement equation uniquely defines M iff the diagonal entries of F and A satisfy 1 − f i a j = 0 for all i, j, a condition that will be met in this paper.
2.1.
Toeplitz, quasi-Toeplitz, and shift structured matrices. The concept of displacement structure is perhaps best introduced by considering the much-studied special case of a symmetric Toeplitz matrix T = t |i−j|
, t 0 = 1. Let Z denote the n × n lower triangular shift matrix with ones on the first subdiagonal and zeros elsewhere (i.e., a lower triangular Jordan block with eigenvalue 0):
It can be easily checked that the difference T −ZT Z T has displacement rank 2 (except when all t i , i = 0, are zero), and a generator for T is {G, (1 ⊕ −1)}, where
Similarly, for a nonsymmetric Toeplitz matrix T = [t i−j ] n i,j=1 , we can easily verify that the difference T − ZT Z T has displacement rank 2 and that a generator (G, B) for T is
This is a special case of (2.7) with F = A = Z. In particular, any matrix T for which (T − ZT Z T ) has rank 2 is called quasi Toeplitz, i.e.,
For example, the inverse of a Toeplitz matrix is quasi Toeplitz [15] .
Later in the paper we shall focus on the class of shift structured matrices (cf. (4.1)), which includes Toeplitz and quasi-Toeplitz matrices as special cases. These are all matrices that are structured with respect to F = A = Z. For ease of reference, we define the terminology below. For example, the product of two Toeplitz matrices is shift structured with displacement rank 4 [15] .
3. The generalized Schur algorithm. An efficient algorithm for the triangular factorization of symmetric or nonsymmetric structured matrices (of either forms (2.4) or (2.7)) is the generalized Schur algorithm [15] . For our purposes, it is sufficient to describe the algorithm here for symmetric structured matrices M of the form (2.4), with a strictly lower triangular matrix F . This includes, for example, the following special choices for F :
The matrix M is further assumed to be strongly regular (i.e., all its leading submatrices are nonsingular).
A generator matrix G is said to be in proper form if its first nonzero row has a single nonzero entry, say in the first column
The generalized Schur algorithm operates on the entries of (F, G, J), which describe the displacement structure of M in (2.4) (assumed strongly regular), and provides the triangular factorization of M [15] .
Algorithm 3.1 (the generalized Schur algorithm).
• Input data: An n × n strictly lower triangular matrix F , an n × r generator 
• The nonzero part of the ith column of L, denoted byl i , is the first column ofḠ i ,l
The ith column of L, denoted by l i , is obtained by appending (i − 1) zero entries tol i ,
The ith signature is d i = 1.
• 
• The nonzero part of the ith column of L, denoted byl i , is the last column ofḠ i ,l
The ith signature is d i = −1.
The case g i Jg T i = 0 is ruled out by the strong regularity of M . Schematically, for the special case r = 2, we have the following simple array picture for a positive-step case (a similar picture holds for a negative-step case):
Using words we have the following:
• Use the top row of G i to define a J-unitary matrix Θ i that transforms this row to the form x 0 ; • multiply G i by Θ i and keep the last columns unchanged;
The rotations Θ i are always guaranteed to exist and they can be constructed in different ways (see, e.g., [15, Lem. 4 
.3 and sect. 4.4.1]).
After n steps, the algorithm provides the triangular decomposition [15] 
at O(rn 2 ) computational cost. Moreover, the successive matrices G i that are obtained via the algorithm have an interesting interpretation. Let M i denote the Schur complement of M with respect to its leading (i − 1) While the M i are never computed explicitly, it can be shown that
Hence, G i constitutes a generator matrix for the ith Schur complement M i , which is therefore structured. Note further thatḠ i is also a generator matrix for the same Schur complement M i since, due to the J-unitarity of Θ i , we haveḠ i JḠ
We summarize the above discussion in the following statement, deliberately stated in loose terms.
Lemma 3.2. The successive Schur complements of a structured matrix are also structured and the generalized Schur algorithm is a recursive procedure that provides generator matrices for the successive Schur complements. It also provides the triangular factors of the original matrix.
We also indicate here, for later reference, that two successive Schur complements M i and M i+1 are related via the Schur complementation step:
We now address the main issues of this paper.
4. Fast QR factorization of shift structured matrices. Let T be an n × n shift structured matrix (possibly nonsymmetric) with displacement rank r,
Special cases include the Toeplitz matrix of (2.10) and quasi-Toeplitz matrices of (2.11), whose displacement ranks are equal to 2 (r = 2).
Consider the 3n × 3n augmented matrix
The matrix M is also structured (as shown below) with respect to Z n ⊕ Z n ⊕ Z n , where Z n denotes the n × n lower shift triangular matrix (denoted earlier by Z; here we include the subscript n in order to explicitly indicate the size of Z).
It can be easily
where
T is a basis vector of appropriate dimension. A generator matrix for M , with 3n rows and (2r + 1) columns, can be seen to be
That is,
where F = (Z n ⊕ Z n ⊕ Z n ) and (G, J ) are as above.
The n × n leading submatrix of M is negative definite (in fact, equal to −I). Therefore, the first n steps of the generalized Schur algorithm applied to (F, G, J ) will be negative steps (cf. step 3 of Algorithm 3.1). These first n steps lead to a generator matrix, denoted by G n+1 (with 2n rows), for the Schur complement of M with respect to its leading n × n leading submatrix, viz.,
where M n+1 is 2n × 2n and equal to
Clearly, M and its Schur complement M n+1 are related via the Schur complement relation (cf. (3.14))
The leading n × n submatrix of M n+1 is now positive definite (equal to T T T ). Therefore, the next n steps of the generalized Schur algorithm applied to (Z n ⊕ Z n , G n+1 , J ) will be positive steps (cf. step 2 of Algorithm 3.1). These steps lead to a generator matrix, denoted by G 2n+1 (with n rows), for the Schur complement of M with respect to its leading 2n × 2n leading submatrix, viz.,
where M 2n+1 is now n × n and equal to −I.
Again, M n+1 and M 2n+1 are related via a (block) Schur complementation step (cf. (3.14)), written as
where we have denoted the first n columns of the triangular factor of M n+1 by R T Q with R an n × n upper triangular matrix and Q an n × n matrix. The R and Q matrices are thus obtained by splitting the first n columns of the triangular factor of M n+1 into a leading lower triangular block followed by a full matrix Q.
By equating terms on both sides of (4.7) we can explicitly identify R and Q as follows:
These relations show that Q and R define the QR factors of the matrix T . In summary, the above discussion shows the following: given a shift structured matrix T as in (4.1), its QR factorization can be computed efficiently by applying 2n steps of the generalized Schur algorithm to the matrices (F, G, J ) defined in (4.4). The factors Q and R can be obtained from the triangular factors {l i } for i = n + 1, n + 2, . . . , 2n.
Alternatively, if a generator matrix is directly available for M n+1 in (4.6) (see section 4.1), then we need only apply n Schur steps to the generator matrix and read the factors Q and R from the resulting n columns of the triangular factor.
In the later sections of this paper we shall establish, for convenience of exposition, the numerical stability of a fast solver for T x = b that starts with a generator matrix for the embedding (4.6) rather than the embedding (4.2). It will become clear, however, that the same conclusions will hold if we instead start with a generator matrix for the embedding (4.2).
The augmentation (4.2) was used in [16, 17] and it is based on embedding ideas originally pursued in [5, 13] (see section 4.2).
4.1. The Toeplitz case. In some cases it is possible to find an explicit generator matrix for M n+1 . This saves the first n steps of the generalized Schur algorithm.
For example, consider the case when T is a Toeplitz matrix (which is a special case of (4.1) whose first column is [t 0 , t 1 , . . . , t n−1 ]
T and whose first row is
It can be verified that a generator matrix for M n+1 in (4.6) is the following [5] :
where J is 5 × 5,
and G n+1 is 2n × 5,
Other augmentations.
It is also possible to compute the QR factors of a structured matrix T satisfying (4.1) by using other augmented matrices, other than (4.2). For example, consider the 3n × 3n augmented matrix
where an identity matrix replaces the zero matrix in the (3, 3) block entry of the matrix in (4.2). A generator matrix for M , with 3n rows and (2r + 2) columns, is now
If T is Toeplitz, as in section 4.1, then the rank of G can be shown to reduce to 2r = 4 [5] (this is in contrast to the displacement rank 5 that follows from the earlier embedding (4.2), as shown in section 4.1).
After 2n steps of the generalized Schur algorithm applied to the above (G, J ), we obtain the following factorization (since now M 2n+1 = 0):
from which we can again read the QR factors of T from the triangular factors {l i } for i = n + 1, . . . , 2n + 1. This augmentation was suggested in [5, p. 37] and [13] . However, from a numerical point of view, computing the QR factors of a structured matrix T using the generalized Schur algorithm on the augmented matrices M in (4.2) or (4.8) is not stable. The problem is that the computed Q matrix is not necessarily orthogonal. This is also true for other procedures for fast QR factorization [1, 7, 8, 19] .
In the next section we show how to overcome this difficulty and develop a fast and stable algorithm for solving linear systems of equations with shift structured coefficient matrices T . For this purpose, we proceed with the embedding suggested earlier in (4.2) since it seems difficult to obtain a stable algorithm that is based solely on the alternative embedding (4.8). The reason is that the embedding (4.2) allows us to incorporate a correction procedure into the algorithm in order to ensure stability.
We first derive a stable algorithm for a well-conditioned coefficient matrix, and then modify it for the case when the coefficient matrix is ill conditioned. The interested reader may consult at this time the summary of the final algorithm that is provided in section 10.
Well-conditioned T .
In this section we develop a stable algorithm for the case of well-conditioned matrices T . A definition of what we mean by a well-conditioned matrix is given further ahead (see (5.19) ). Essentially this refers to matrices whose condition number is less than the reciprocal of the square root of the machine precision. Modifications to handle the ill-conditioned case will be introduced later in the paper.
We start with an n × n (possibly nonsymmetric) shift structured matrix T with displacement rank r,
and assume we have available a generator matrix G for the 2n × 2n augmented matrix
where F = (Z n ⊕Z n ). Note that, for ease of exposition, we have modified our notation. While we have earlier denoted the above matrix M by M n+1 , its generator by G n+1 , and have used F to denote (Z n ⊕ Z n ⊕ Z n ), we are now dropping the subscript n + 1 from (M n+1 , G n+1 ) and are using F to denote the 2n × 2n matrix (Z n ⊕ Z n ).
In section 4.1 we have discussed an example where we have shown a particular generator matrix G for M when T is Toeplitz. (We repeat that the error analysis of later sections will still apply if we instead start with the 3n × 3n embedding (4.2) and its generator matrix (4.4).)
We have indicated earlier (at the end of section 4) that by applying n steps of the generalized Schur algorithm to the matrix M in (5.2) we can obtain the QR factorization of T from the resulting n columns of the triangular factors of M . But this procedure is not numerically stable since the resulting Q is not guaranteed to be unitary. To fix this problem, we propose some modifications. The most relevant modification we introduce now is to run the Schur algorithm for 2n steps on M rather than just n steps. As suggested in the paper [4] , we also need to be careful in the application of the hyperbolic rotations. In particular, we assume that the hyperbolic rotations are applied using one of the methods suggested in the paper [4] (mixed downdating, OD method, or H procedure; see Appendices A and B at the end of this paper).
The matrix T is only required to be invertible. In this case, the leading submatrix of M in (5.2) is positive definite and therefore the first n steps of the generalized Schur algorithm will be positive steps. Hence, the hyperbolic rotations needed for the first n steps will perform transformations of the form (3.3), where generators are transformed into proper form with respect to their first column. Likewise, the Schur complement of M with respect to its leading submatrix T T T is equal to −I, which is negative definite. This means that the last n steps of the generalized Schur algorithm will be negative steps. Hence, the hyperbolic rotations needed for the last n steps will perform transformations of the form (3.7), where generators are transformed into proper form with respect to their last column.
During a positive step (a similar discussion holds for a negative step), a generator matrix G i will be reduced to proper form by implementing the hyperbolic transformation Θ i as a sequence of orthogonal transformations followed by a 2 × 2 hyperbolic rotation (see also [18] ). The 2 × 2 rotation is implemented along the lines of [4] , e.g., via mixed downdating [3] , or the OD method, or the H procedure (see Appendices A and B for a description of the OD and H procedures [4] ). Details are given below. 
Implementation of the

.).
Let g i denote the top row of the generator matrix G i at step i. In a positive step, it needs to be reduced to the form (3.3) via an (I p ⊕ −I q )-unitary rotation Θ i . We propose to perform this transformation as follows:
1. Apply a unitary (orthogonal) rotation (e.g., Householder) to the first p columns of G i so as to reduce the top row of these p columns into proper form,
with a nonzero entry in the first column. Let
denote the modified generator matrix. Its last q columns coincide with those of G i . 2. Apply another unitary (orthogonal) rotation (e.g., Householder) to the last q columns of G i,1 so as to reduce the top row of these last q columns into proper form with respect to their last column,
with a nonzero entry in the last column. Let 3 acting on the first and last columns (in mixed-downdating [3] form, or according to the OD or the H methods of [4] ; see also Appendices A and B) in order to annihilate the nonzero entry in the last column,
−→ x 0 0 0 0 0 .
4.
The combined effect of the above steps is to reduce g i to the proper form (3.3) and, hence,Ḡ
Expression (5.6) shows that, in infinite precision, the generator matrices G i and G i must satisfy the fundamental requirement
Obviously, this condition cannot be guaranteed in finite precision. But with the above implementation of the transformation (5.6) (as a sequence of two orthogonal transformations and a hyperbolic rotation in mixed, OD, or H forms), equality (5.7) can be guaranteed to within a "small" error (see (5.8)). Indeed, it follows from (5.4) and (5.5), and from the orthogonality of Θ i,1 and Θ i,2 , that
It further follows from the error bound (A.3) (in the Appendix) that
Combining the above error bounds we conclude that the following holds:
A similar analysis holds for a negative step, where the hyperbolic rotation Θ i, 3 is again implemented as a sequence of two unitary rotations and one elementary hyperbolic rotation in order to guarantee the transformation (3.7). We forgo the details here.
We finally remark that in the algorithm, the incoming generator matrix G i will in fact be the computed version, which we denote byĜ i . This explains why in the error analysis of the next section (see (5.11) and (5.13)) we replace G i byĜ i in the error bound (5.8).
Note that we are implicitly assuming that the required hyperbolic rotation Θ i,3 exists. While that can be guaranteed in infinite precision, it is possible that in finite precision we can experience breakdowns. This matter is handled in section 5.3.
Error analysis of the first n steps.
After the first n steps of the generalized Schur algorithm applied to (F, G) in (5.3), we let R T Q denote the computed factors that correspond to expression (4.7). We further define the matrix S n+1 that solves the displacement equation
Note that S n+1 is an n × n matrix, which in infinite precision would have been equal to the Schur complement −I (cf. (4.7) ). We can now definê
We also define the difference
and introduce the error matrix E = M −M . Using (5.8), the error analysis in [4, sect. 7, eq. (41)] can be extended to show that the 2n × 2n error matrix satisfies the equation
If we further invoke the fact that F is contractive we conclude that
where, according to (5.8) ,
But since all columns ofĜ i+1 andĜ i coincide, except for one column inĜ i that is shifted down (multiplied by F i ) to produce the corresponding column inĜ i+1 , then we clearly have
We can therefore rewrite (5.13) as
Substituting into (5.12) we obtain the following error bound:
Avoiding breakdown.
The above error analysis assumes that the first n steps of the generalized Schur algorithm applied to (G, F) in (5.3) do not break down. That is, during the first n steps, the J -unitary rotations Θ i are well defined. This further requires that the leading submatrices of the first n successive Schur complements remain positive definite. We now show that this can be guaranteed by imposing a lower bound on the minimum singular value of the matrix T (see (5.19) ; this corresponds to requiring a well-conditioned T , an assumption that will be dropped in section 7 when the algorithm is extended for ill-conditioned T ).
The argument is inductive. We assume that the algorithm has successfully completed the first (i − 1) steps and define the matrix S i that solves the displacement equation
where F i is the submatrix obtained from F in (5.3) by deleting its first (i − 1) rows and columns. In particular, F 1 = F and F n = Z n . Note that S i is an (2n − i + 1) × (2n − i + 1) matrix, which in infinite precision would have been equal to the Schur complement of M with respect to its leading (i − 1) × (i − 1) submatrix.
We further define, for 1 ≤ i ≤ n + 1, the matricesM i ,
where thel i are the computed triangular factors, given by (cf. (3.4) and (3.5)). We can again establish, by following the arguments of [4, sect. 7.1], that the error matrices
This relation again establishes, along the lines of (5.15), that
Therefore, if the minimum eigenvalue of the leading n × n submatrix of M (which is equal to T T T ) meets the lower bound
then the leading n × n submatrix ofM i will be guaranteed to be positive definite and the algorithm can continue to the next iteration.
This analysis suggests the following lower bound on the minimum singular value of T in order to avoid breakdown in the first n steps of the algorithm:
We refer to a matrix T that satisfies the above requirement as being well conditioned (the scalar multiple 2 is made explicit for convenience in later discussion; see (5.29)). 
Growth of generators.
The natural question then is, How big can the norm of the generator matrices be? The analysis that follows is motivated by an observation in [18] that for matrices of the form T T T , with T Toeplitz, there is no appreciable generator growth.
To establish an upper bound on the generator norm, we consider the generator matrixĜ i (at the ith step) and recall from the discussion that led to (5.6) that, in a positive step,Ĝ i is transformed via three rotation steps: a unitary rotation Θ i,1 that reduces the first p columns ofĜ i into proper form, a second unitary rotation Θ i,2 that reduces the last q columns ofĜ i into proper form, and a last elementary hyperbolic rotation Θ i,3 that reduces the overall generator matrixĜ i into proper form.
We denote the first and last columns ofĜ i byû i andv i , respectively, and denote the remaining columns by the block matricesÛ i andV i , i.e., we writê
After the above sequence of three rotations we obtain a new generator matrixĜ i that we partition accordingly,Ĝ i = û iÛ iV ivi .
The last (r − 1) columns ofĜ i remain unchanged and provide the columns of the next generator matrixĜ i+1 , while the first columnû i is multiplied by F i (which essentially corresponds to a simple shifting operation). Hence, we havê The first unitary rotation Θ i,1 operates on {û i ,Û i } and provides {ũ i ,Û i }. This step guarantees the following norm relation:
But sinceÛ i =Û i+1 , we also have
By repeatedly applying the above inequality we obtain
Consequently, 
Q .
Therefore,
Now further recall that
where F i+1 is nilpotent (in fact, composed of shift matrices). It thus follows that
Combining (5.21) and (5.22) we conclude that
We will now show that S i+1 is bounded (at least in infinite precision).
For this purpose, we partition T into T = T 1 T 2 , where T 1 has i columns and T 2 has (n − i) columns. Commensurately partition M as follows:
Therefore, the Schur complement S i+1 in infinite precision is given by
Let the partitioned QR factorization of T in infinite precision be
which is an orthogonal projector with 2-norm equal to one. It then follows that S i+1 is bounded as follows:
The derivation of the above bound can be extended to finite precision by following the technique used in the next section for S n+1 . We omit the details here.
Therefore, a first-order bound for the sum of the norms of the generators in (5.20) is given by 
If we partition the error matrix −E into subblocks, say
and use the definition of M in (5.2), we obtain from (5.26) that
where several terms have been collected into the matrixĒ,
Its norm satisfies the bound
and the denominator is positive in view of (5.19) and (5.20) . At this stage we make the following normalization assumption:
which can always be guaranteed by proper scaling (as explained in the statement of the algorithm in section 10).
We also recall that the well-conditioned assumption (5.19), along with (5.25) and the error bound (5.20), guarantees the following condition:
Remark. This essentially means that the condition number of T should be smaller than 1/ √ . We will relax this condition in section 7.
From assumptions (5.28) and (5.29) we obtain E 2 ≤ T E , since
Applying Corollary 8.3.2 in [10] to expression (5.27), we get We now derive an upper bound for S n+1 . Applying Corollary 8.3.2 in [10] to expression (5.27), and using (5.29) and (5.32), we get 
Therefore, applying Corollary 8.3.2 in [10] again to expression (5.27) we conclude that S n+1 is negative definite.
Lemma 5.2. The matrix S n+1 defined in (5.9) is negative definite and well conditioned. In particular, its condition number is at most 15 (cf. (5.35) ).
We can now proceed with the last n steps of the generalized Schur algorithm applied toĜ n+1 , sinceĜ n+1 is a generator matrix for S n+1 :
All steps will now be negative steps. Hence, the discussion of section 5.1 applies. The only difference will be that we make the generator proper with respect to its last column. In other words, the third step of the algorithm in section 5.1 should be modified as follows:
T be the computed triangular factorization of S n+1 . A similar error analysis to that of section 5.2 (or the results of [4] ) can be used to show that
The norm of the generators {Ĝ i } appearing in the above error expression can be shown to be bounded as follows. Similar to (5.21) we have
Moreover, thev i , for i = n + 2, . . . , 2n, are shifted versions of the (nonzero parts of the) columns of ∆. Hence,
By using the fact that Z n is lower triangular and contractive and that S n+1 is negative definite, Lemma B.2 in [4] can be extended to show that
where in infinite precision
from relation (5.34). Similarly, the bound forv n+1 follows from (5.23) and (5.24).
Summary.
We have shown so far that if we apply 2n steps of the generalized Schur algorithm to the matrices (F, G) in (5.3), with proper implementation of the J -unitary rotations (as explained in section 5.1), then the error in the computed factorization of M is bounded as follows:
We have also established (at least in infinite precision) that the norm of the generators is bounded. Therefore, the computed factorization is (at least asymptotically) backward stable with respect to M .
Solving linear systems.
We now return to the problem of solving the linear system of equations T x = b, where T is a well-conditioned nonsymmetric shift structured matrix (e.g., Toeplitz, quasi-Toeplitz, and product of two Toeplitz matrices).
Note from the bound (5.40) that
It follows from (5.33) and (5.35) that
Therefore, ∆ −1 2 is bounded by 1/5 (approximately), from which we can conclude that ∆ −1Q is numerically orthogonal. Furthermore, from (5.40) we also have
This shows that we can compute x by solving the nearby linear system
in O(n 2 ) flops by exploiting the fact that ∆ −1Q is numerically orthogonal and ∆ is triangular as follows:x
The fact that this scheme for computing x is backward stable will be established in section 8 (see the remark after expression (8.2) ).
7. Ill-conditioned T . We now consider modifications to the algorithm when the inequality (5.29) is not satisfied by T . This essentially means that the condition number of T is larger than the square root of the reciprocal of the machine precision. We will refer to such matrices T as being ill conditioned.
There are several potential numerical problems now, all of which have to be eliminated. First, the (1, 1) block of M can fail to factorize as it is not sufficiently positive definite. Second, even if the first n steps of the Schur algorithm are completed successfully, the Schur complement S n+1 of the (2, 2) block may no longer be negative definite, making the algorithm unstable. Third, the matrix ∆ may no longer be well conditioned, in which case it is not clear how one can solve the linear system T x = b in a stable manner. We now show how these problems can be resolved.
To resolve the first two problems we add small multiples of the identity matrix to the (1, 1) and (2, 2) blocks of M , separately:
where α and β are positive numbers that will be specified later.
1 This leads to an increase in the displacement rank of M . For Toeplitz matrices the rank increases only by one and the new generators are given as follows:
where J is 6 × 6, (7.3) and G is 2n × 6,
Had we instead started with the embedding (4.2) for more general shift structured matrices, we would then modify the generators as explained later in the remark in section 9.
Assume α is chosen such that
it follows from the analysis in section 5.3 that the first n steps of the generalized Schur algorithm applied to G in (7.4) will complete successfully. As in (5.10), define the matrixM
where S n+1 is the solution of
(Recall thatĜ n+1 now has six columns and J is 6 × 6.) Then following the analysis of the first n steps of section 5.2 we obtain (cf. (5.20))
where, as shown earlier in (5.23),
The proof that S i+1 is bounded is similar to the proof that S n+1 is bounded, which we now give. First, we assume that β satisfies the following bound:
Recall that S n+1 satisfies the relation
and use the definition of M in (7.1), we obtain from (7.10) that
). (7.11) Since α and β satisfy (7.5) and (7.9), we have that
Therefore, (αI + E 11 ) is positive definite and (−βI + E 22 ) is negative definite. This shows, in view of (7.11) , that S n+1 is negative definite. We now proceed to bound the smallest and the largest eigenvalues of S n+1 . Using (7.11) we write
and note that
We now make the assumption
which is considerably weaker than the assumption (5.29) used in the well-conditioned case. Assumption (7.12) essentially means that the condition number of T should be less than the reciprocal of the machine precision.
It then follows that
Since, technically, E depends upon S n+1 , we have only shown that S n+1 is bounded to first order in . With more effort, this restriction can be removed. Before proceeding, we mention that the error in factorizing S n+1 into −∆∆ T by the generalized Schur algorithm can be written in the form
where c 17 can be obtained by extending the analysis of section 5.2. As mentioned earlier (cf. (5.18)), S n+1 can be factorized by the Schur algorithm if its minimum eigenvalue satisfies
But since |λ min (S n+1 )| ≥ β − E 22 , the above condition can be guaranteed by choosing
which is assumption (7.9) on β (with c 17 = c 16 ).
(which is implied by (5.28)), then in infinite precision
Under the assumptions in Theorem C.1, which are of a similar nature to assumptions we have already made, we can show that ẑ / ŷ is also bounded in finite precision. Therefore, our algorithm is backward stable for solving shift structured linear systems.
Theorem C.1 imposes a bound on κ(M ), the condition number of M . We now verify that κ(M ) is of the same order as κ(T ). First, note that
from which we conclude that
Hence,
Therefore, the restriction on κ(M ) can be considered a restriction on κ(T ), which will be similar to our earlier assumption (7.12). For convenience we now give a simple first-order bound for the backward error in (8.3). Indeed,
Note that T should be approximately one for the algorithm to be backward stable. This can be satisfied by appropriately normalizing T .
Conditions on the coefficient matrix.
For ease of reference, we list here the conditions imposed on the coefficient matrix T in order to guarantee a fast backward stable solver of T x = b:
1. T is suitably normalized to guarantee T ≈ 1 (cf. (5.28) and (8.5)). 2. T −1 satisfies (7.12), which essentially means that the condition number of T should be less than the reciprocal of the machine precision.
A remark.
Had we instead started with the embedding (4.2), we first perform n steps of the generalized Schur algorithm to get a generator matrixĜ n+1 for the computed version of the 2n × 2n embedding (4.6). We then add two columns toĜ n+1 as follows:
. . .
where the entry √ β occurs in the (n + 1)th row of the last column. The new first column has a positive signature and the new last column has a negative signature.
Pseudocode of the algorithm for Toeplitz systems.
For convenience we summarize the algorithm here for the case of nonsymmetric Toeplitz systems. We hasten to add though that the algorithm also applies to more general shift structured matrices T (such as quasi Toeplitz or with higher displacement ranks, as demonstrated by the analysis in the earlier sections). The only difference will be in the initial generator matrix G and signature matrix J for M in (7.1) and (7.2). The algorithm will also be essentially the same, apart from an additional n Schur steps, if we instead employ the embedding (4. . . .
• Construct the 6 × 6 signature matrix
and the 2n × 6 generator matrix G,
where the small positive numbers α and β are chosen as follows (by experimental tuning):
(If T is well conditioned, then we set β = 0 = α, and delete the first columns of G and J , which then become 2n × 5 and 5 × 5, respectively).
• Apply n steps of the generalized Schur algorithm starting with G 1 = G and F = (Z n ⊕ Z n ), and ending with G n+1 and F = Z n . These are positive steps according to the description of Algorithm 3.1 (step 2), where the successive generators are reduced to proper form relative to their first column. Note that this must be performed with care for numerical stability as explained in section 5.1.
• Apply n more steps of the generalized Schur algorithm starting with G n+1 .
These are negative steps according to the description of Algorithm 3.1 (step 3), where the successive generators are reduced to proper form relative to their last column. This also has to be performed with care as explained prior to (5.36).
• Each of the above 2n steps provides a column of the triangular factorization of the matrix M in (7.1), as described in Algorithm 3.1 (steps 2 and 3). The triangular factor of M is then partitioned to yield the matrices {R,Q, ∆}, 
Operation count.
The major computational cost is due to the application of the successive steps of the generalized Schur algorithm. The overhead operations that are required for the normalization of T , and for the determination of the generator matrix G, amount at most to O(n log n) flops. Table 10 .1 shows the number of flops needed at each step of the algorithm (i denotes the iteration number and it runs from i = 2n down to i = 1). The operation count given below assumes that, for each iteration, two Householder transformations are used to implement the reduction to proper form of section 5.1, combined with an elementary hyperbolic rotation in OD form. 
Matrix type
Cost Well-conditioned Toeplitz matrix 59n 2 + n(24 log n + 128) Ill-conditioned Toeplitz matrix 67n 2 + n(24 log n + 139)
11. Conclusions. We performed extensive experiments to verify the theoretical bounds for both well-conditioned and ill-conditioned Toeplitz matrices. The error was always better than the bounds predicted by the theory. Interested readers can get Matlab codes of the algorithm by contacting the authors.
The results of this work can be extended to Toeplitz least-squares problems, which will be addressed in a companion paper. Furthermore, there are also useful applications of these ideas in filtering theory, which will be reported elsewhere. If |x| < |y|, then it can be seen that y x Θ = y 1 x 1 . Therefore, without loss of generality, we shall only consider the case |x| > |y|.
Algorithm B.1 (the H procedure). Given a hyperbolic rotation Θ with reflection coefficient ρ = β/α, |ρ| < 1, and a prearray x y with |x| > |y|, the postarray x 1 y 1 can be computed as follows:
