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Abstract
The present paper takes advantage of the concept of dissipative measure-valued solutions
to show the rigorous derivation of the Euler-Boussinesq (EB) system that has been successfully
used in various meteorological models. In particular, we show that EB system can be obtained
as a singular limit of the complete Euler system. We provide two types of result – firstly,
we treat the case of well-prepared initial data for any sufficiently regular bounded domain.
Secondly, we use the dispersive estimates for acoustic equation to tackle the case of the ill-
prepared initial data on an unbounded exterior domain.
1 Introduction
We consider the flow of an inviscid compressible fluid governed by the complete Euler system
∂t̺+ div(̺u) = 0
∂t(̺u) + div(̺u⊗ u) + 1
Ma2
∇p(̺, θ) = 1
Fr2
̺∇F
∂t
(
1
2
̺|u|2 + 1
Ma2
̺e(ρ, θ)
)
+ div
[(
1
2
̺|u|2 + 1
Ma2
̺e(̺, θ)
)
u
]
+
1
Ma2
div(p(̺, θ)u) =
1
Fr2
̺∇F · u
(1)
on a time-space domain (0, T ) × Ω, where T > 0 and Ω ⊆ R3. The unknowns are scalar
quantities ̺ and θ standing for the density and the temperature, and a vector quantity u
representing the velocity. Further, we assume that the right-hand side F , expressing the
potential forces, is independent of time, i.e. F : Ω 7→ R.
The quantities Ma and Fr denote Mach and Froude numbers, respectively. In this paper,
we investigate the low stratification regime, i.e. we assume that Ma = ε and Fr =
√
ε as
ε→ 0. This leads to the Euler-Boussinesq system which is of great importance in modelling
flows of air in the atmosphere – we refer to [13].
The low Mach number limit of a system of Euler equations has been already studied in
several papers. The isentropic system has been discussed in [7], where the authors deal with
both well and ill-prepared initial data. They consider the case F = 0. The complete system
has been treated in [5] and [6] – both papers focus on the strong stratification, i.e. Ma = Fr = ε
as ε → 0, for well-prepared initial data. Unlike in the isentropic case, the target system for
the complete system case is not uniquely determined and it depends on the choice of the
initial data – the isothermal case has been studied in [6] and the isentropic case in [5].
Concerning the low-Mach number limit of the Navier-Stokes-Fourier system, we refer to
a seminal book by Feireisl and Novotny´ [8]. Further, the same authors derived the Euler-
Boussinesq equations starting from the Navier-Stokes-Fourier system in [9]. Besides the low
Mach and Froude numbers they also assume that the Reynolds and Pe´clet numbers are large.
Both results are for a monoatomic gas under the effect of radiation.
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In this paper we aim to derive the Euler-Boussinesq equations from the complete Euler
system under the state equations of a perfect gas, i.e. we assume
p(̺, θ) = ̺θ, e(̺, θ) = cvθ, (2)
where cv > 0 is the specific heat at constant volume. Since the existence of weak solutions to
the complete Euler system is currently a difficult task, we take advantage of a more general
concept of dissipative measure-valued solutions whose existence and properties were discussed
recently by Brˇezina and Feireisl ([2], [3], [4]). In particular, our result holds for finite energy
weak solutions as well.
Depending on the type of initial data we deal with the following two cases of domains.
Either Ω ⊂ R3 is a bounded domain or Ω ⊂ R3 is an exterior domain with compact and
smooth boundary – the regularity of this domain is motivated by an existence of dispersive
estimates, see (72) and (73). For more details we refer to [11, Section 1 & 2]. In both situations
we assume the impermeability boundary condition
u · n|∂Ω = 0. (3)
In the case of an exterior domain, we further impose the far field boundary conditions, i.e.
̺→ ̺, θ → θ and u→ 0 as |x| → ∞, (4)
where ̺ and θ are some positive constants specified later.
As for the potential force F we consider the following situations
Ω bounded: F ∈ W k,2(Ω) for some k > 5/2,
Ω exterior: F (x) =
∫
R3
1
x− ym(y) dy for some m with supp m ⊆ R
3 \ Ω. (5)
Note that in the case of an exterior domain the relation in (5) expresses the fact that the flow
of the fluid is driven by the gravitational force of an object lying outside of the fluid.
Following the Gibbs law, the entropy for the perfect gas is given as
s(̺, θ) = log
(
θcv
̺
)
and we consider the transport equation for the entropy production rate in a regularized form
∂t
(
̺χ
(
log
(
θcv
̺
)))
+ div
(
̺χ
(
log
(
θcv
̺
))
u
)
≥ 0 (6)
for a certain set of cut-off functions χ specified later.
Finally, we assume that the total energy of the system is dissipated, i.e.
d
dt
∫
Ω
[
1
2
̺|u|2 + 1
Ma2
̺e(̺, θ)
]
dx ≤
∫
Ω
1
Fr2
̺∇F · u dx. (7)
On the level of weak solutions we prefer to work with the system composed of (1)1, (1)2
and inequalities (6) and (7) rather than (1). For one, the strong solutions to the systems
(1) and (1)1,2, (6), (7) are equivalent. We refer to [14] for more details. For two, the latter
system allows us to deduce a relative energy inequality for measure-valued solutions, which is
a cornerstone of our proofs.
1.1 Low stratification and the target system
In this paper we study exclusively the low stratification regime of the complete Euler system
(1), i.e. we assume that Ma = ε and Fr =
√
ε as ε→ 0. We present results for both well and
ill-prepared initial data. First, let us formally derive from (1) the expected limit system by
assuming that
̺ = ̺+ ε̺(1) + ε2̺(2) + . . . ,
u = U+ εu(1) + ε2u(2) + . . . ,
θ = θ + εθ(1) + ε2θ(2) + . . . .
2
We then multiply (1)2 by ε
2 and by neglecting all the terms with a positive power of ε we get
∇p(̺, θ) = 0. (8)
From now on, we assume that θ is constant and, consequently, ̺ is also constant due to (8).
These constants agree with the constants presented in (4) for the case of an exterior domain.
Let us note that the strong stratification limit is quite different as one has to deal with
various limit systems (for example isentropic or isothermic) depending on the choice of the
relation between ̺ and θ – see [5]. However, in the low stratification case the assumption that
the temperature depends on the density leads immediately to the aforementioned constant
states.
It then follows from (1)1 that
divU = 0. (9)
Further, if we multiply (1)2 by ε and omit all the terms with a positive power of ε we get
the well-known Boussinesq relation
∇
(
̺(1)θ + ̺θ(1)
)
= ̺∇F,
which yields the equation
r +
̺
θ
Θ− ̺
θ
F = h(t),
where r = ̺(1), Θ = θ(1) and h(t) is some function of time only. Without the loss of generality,
it is possible to take h(t) ≡ 0 (see [8, Section 5.3.2]) and hence we use the relation
r +
̺
θ
Θ =
̺
θ
F. (10)
The balance of entropy
̺∂ts(̺, θ) + ̺u · ∇s(̺, θ) = 0
yields
̺Ds(̺, θ)∂t(̺
(1), θ(1)) + ̺UDs(̺, θ)∇(̺(1), θ(1)) = 0,
which gives
cv̺
θ
∂tθ
(1) − ∂t̺(1) + cv̺
θ
U∇θ(1) −U∇̺(1) = 0. (11)
Moreover, we deduce from (10) that
̺(1) = −̺
θ
θ(1) +
̺
θ
F
and thus (11) becomes
∂tΘ+U · ∇Θ = 1
1 + cv
U · ∇F. (12)
Finally, we take into account all the terms from (1)2 with the zero-th power of ε to get
∂tU+U · ∇U+∇Π = r
̺
∇F (13)
for a certain scalar function Π.
To summarize we obtained a version of the Euler-Boussinesq system. Namely, we expect
that the limit quantities r, U, Π and Θ satisfy
divU = 0
∂tU+U · ∇U+∇Π = r
̺
∇F
∂tΘ+U · ∇Θ = 1
1 + cv
U · ∇F
r +
̺
θ
Θ =
̺
θ
F
(14)
with the impermeability boundary condition
U · n = 0. (15)
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Moreover, the initial conditions have the form
U(0, ·) = U0, divU0 = 0, Θ(0, ·) = Θ0, (16)
and r(0, ·) is given by (14)4 and Θ0.
Following the nowadays standard theory of well-posedness for hyperbolic systems, see e.g.
Kato [12], we can assume that the Euler-Boussinesq system (14) with the initial data
(U0,Θ0) ∈ W k,2(Ω;R4), ‖(U0,Θ0)‖Wk,2(Ω,R4) ≤ C,
divU0 = 0, U0 · n|∂Ω = 0, k > 5
2
,
(17)
has a regular solution (r,U,Θ) defined on a maximal time interval [0, Tmax(C)) with the
regularity
(r,U,Θ) ∈ C([0, Tmax);W k,2(Ω;R5)), (∂tU,∇Π) ∈ C([0, Tmax);W k−1,2(Ω,R6)),
where F was specified in (5).
1.2 Conservative variables
To avoid any problems stemming from the possibility of vacuum we reformulate the Euler
system in the conservative variables:
̺, m = ̺u, p = ̺θ.
Here, ̺ is the density, m is the momentum and p is the pressure of the fluid.
The system consisting of (1)1, (1)2 and inequalities (6) and (7) is then equivalent to
∂t̺+ divm = 0
∂tm+ div
(
m⊗m
̺
)
+
1
ε2
∇p = 1
ε
̺∇F
d
dt
∫
Ω
[
1
2
|m|2
̺
+
cv
ε2
p
]
dx ≤
∫
Ω
1
ε
∇F ·m dx
∂t
(
̺χ
(
log
(
p
̺γ
)))
+ div
(
χ
(
log
(
p
̺γ
))
m
)
≥ 0, γ = 1 + 1
cv
(18)
for a certain set of cut-off functions χ. Here, (3) changes intom ·n|∂Ω = 0 and (4) into ̺→ ̺,
p→ ̺θ and m→ 0 as |x| → 0.
As the functions ̺ and p can in general touch the singular set ̺ = 0 and/or p = 0 we
extend the ”problematic” nonlinearities in (18) as follows:
(̺,m) 7→ 1
2
|m|2
̺
=


1
2
|m|2
̺
for ̺ > 0,
0 for m = 0,
∞ otherwise,
(19)
and
(̺, p) 7→ ̺ log
(
p
̺γ
)
=


̺ log
(
p
̺γ
)
for ̺ ≥ 0, p > 0,
−∞ for ̺ > 0, p = 0,
0 otherwise.
(20)
1.3 Measure-valued solutions to the primitive system
We establish the set
Q ≡ {(̺,m, p)| ̺ ≥ 0, m ∈ R3, p ≥ 0} .
Definition 1.1. We define a renormalized dissipative measure–valued (rDMV) solution to
(1) with the initial conditions U0 ∈ L∞w∗ (Ω;P(Q)) as a parameterized family of probability
measures
U ∈ L∞w∗ ((0, T )× Ω;P(Q))
that has the following properties:
4
• 〈Ut,x; ̺〉 − ̺ ∈ L∞(0, T, L1(Ω)) for some ̺ positive and∫ T
0
∫
Ω
[〈Ut,x; ̺〉∂tϕ+ 〈Ut,x;m〉 · ∇ϕ] dxdt =
∫
Ω
〈Ut,x; ̺〉ϕ(T, ·) dx
−
∫
Ω
〈U0,x; ̺〉ϕ(0, ·) dx (21)
for any ϕ ∈ C∞c ([0, T ]×Ω);
• ∫ T
0
∫
Ω
[
〈Ut,x;m〉 · ∂tϕ+
〈
Ut,x;
m⊗m
̺
〉
: ∇ϕ+ 1
ε2
〈Ut,x; p〉divϕ
]
dxdt
=
∫
Ω
〈UT,x;m〉 · ϕ(T, ·) dx−
∫
Ω
〈U0,x;m〉 ·ϕ(0, ·) dx
− 1
ε
∫ t
0
∫
Ω
〈Ut,x; ̺〉∇F · ϕ dxdt+
∫ T
0
∫
Ω
∇ϕ : dµC (22)
for any ϕ ∈ C∞c ([0, T ]×Ω;R3), ϕ ·n|∂Ω = 0, where µC is a vectorial signed measure on
[0, T ]× Ω;
• 〈Ut,x; ρ(s(ρ, p)− s(̺, ̺θ))〉 ∈ L∞(0, T, L1(Ω)) for some θ positive and∫ T
0
∫
Ω
[〈Ut,x; ̺χ(s(̺, p))〉∂tϕ+ 〈Ut,x;χ(s(̺, p))m〉 · ∇ϕ] dxdt
≤
∫
Ω
〈UT,x; ̺χ(s(̺, p))〉ϕ dx−
∫
Ω
〈U0,x; ̺χ(s(̺, p))〉ϕ dx (23)
for any ϕ ∈ C∞c ([0, T ] × Ω), ϕ ≥ 0, and any increasing concave function χ satisfying
χ(s) ≤ χ∞ for all s ∈ R;
• The inequality∫
Ω
[〈
Ut,x;
1
2
|m|2
̺
+
1
ε2
cvp
〉]t=τ
t=0
dx ≤ 1
ε
∫ τ
0
∫
Ω
〈Ut,x;m〉 · ∇F dxdt (24)
holds for a.a. τ ∈ [0, T ].
• ∫ τ
0
∫
Ω
|dµC | <∼
∫ τ
0
D(t) dt (25)
for a.a. τ ∈ [0, T ], where
D(τ ) =
∫
Ω
[〈
U0,x;
1
2
|m|2
̺
+
1
ε2
cvp
〉]t=0
t=τ
dx+
1
ε
∫ τ
0
∫
Ω
〈Ut,x;m〉 · ∇F dxdt. (26)
Here and hereafter, the symbol a
<∼ b means a ≤ cb for a certain constant c > 0 inde-
pendent of ε > 0, which may vary from line to line.
We tacitly assume that all quantities appearing in the definition are integrable.
We refer to [1] and [2] for details about the existence of rDMV solutions.
1.4 Initial data
For the complete Euler system (18) we consider the initial data in the form
̺0,ε = ̺+ ε̺
(1)
0,ε, u0,ε, θ0,ε = θ + εθ
(1)
0,ε, (27)
where ̺, θ are positive constants and
‖̺(1)0,ε‖L∞(Ω) + ‖u0,ε‖L∞(Ω) + ‖θ(1)0,ε‖L∞(Ω) ≤ c. (28)
Moreover, we assume that
u0,ε → u0 strongly in L2(Ω),
̺
(1)
0,ε → ̺(1)0 strongly in L2(Ω),
θ
(1)
0,ε → θ(1)0 strongly in L2(Ω).
(29)
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1.4.1 Well-prepared data
By well-prepared initial data we mean the case when divu0 = 0 and ̺
(1)
0 , θ
(1)
0 satisfy the
Boussinesq relation (14)(4), i.e.
̺
(1)
0 +
̺
θ
θ
(1)
0 =
̺
θ
F. (30)
We then take
r0 = ̺
(1)
0 , U0 = u0, Θ0 = θ
(1)
0 (31)
as the initial data for the Euler-Boussinesq system (14).
The case of well-prepared initial data is treated in Section 5.
1.4.2 Ill-prepared data
The ill-prepared initial data refer to the general case when neither divu0 = 0 nor (30) need to
be satisfied. In order to tackle this problem one has to take into account the acoustic analogy.
It can be shown that this discrepancy between the initial data decays very quickly to 0 on
the exterior domain – see (67) and (73). In this case we take
r0 = ̺
(1)
0 , U0 = H[u0], Θ0 =
θ
cv + 1
(
cv
1
θ
θ
(1)
0 −
1
̺
̺
(1)
0 +
1
θ
F
)
(32)
as the initial data for (14). Here, H denotes the standard Helmholtz projection on the space
of solenoidal functions.
The case of ill-prepared initial data is treated in Section 6.
2 Main results
We begin with a result for the case of well-prepared initial data.
Theorem 2.1. Let Ω be a regular bounded domain in R3, F satisfy (5) and ̺, θ be positive
constants. Assume that there is a smooth solution r, U and Θ to the Euler-Boussinesq system
(14) on [0, Tmax), Tmax > 0 emanating from the initial data
U0, Θ0
satisfying (17). Assume further that Uεt,x is a family of rDMV solutions to (1) with the initial
data
Uε0,x = δ̺0,ε,(̺0,εu0,ε),(̺0,εθ0,ε),
where (̺0,ε,u0,ε, θ0,ε) satisfy
̺0,ε > 0, θ0,ε > 0, log
(
θcv0,ε
̺0,ε
)
≥ s0 > −∞
together with (27)–(31). Moreover, suppose that the constant in (25) is independent of {Uε}.
Then for any 0 < T < Tmax there holds Dε → 0 in L∞(0, T ) and
〈Uεt,x; ̺〉 → ̺ strongly in L∞(0, T, L1(Ω)),
〈Uεt,x; p〉 → ̺θ strongly in L∞(0, T, L1(Ω)),〈
Uεt,x;
m√
̺
〉
→
√
̺U strongly in L∞(0, T, L2(Ω)).
Moreover, 〈
Uεt,x;
̺− ̺
ε
〉
→ r and
〈
Uεt,x;
p− ̺θ
ε
〉
→ θr + ̺Θ = ̺F
strongly in L∞(0, T, L1(Ω)).
Next we formulate the result for ill-prepared initial data.
6
Theorem 2.2. Let Ω ⊂ R3 be a regular exterior domain, F satisfy (5) and ̺, θ be positive
constants. Assume that there is a smooth solution r, U and Θ to the Euler-Boussinesq system
(14) on [0, Tmax), Tmax > 0 emanating from the initial data
U0, Θ0
satisfying (17). Assume further that Uεt,x is a family of rDMV solutions to (1) with the initial
data
Uε0,x = δ̺0,ε,(̺0,εu0,ε),(̺0,εθ0,ε),
where (̺0,ε,u0,ε, θ0,ε) satisfy
̺0,ε > 0, θ0,ε > 0, log
(
θcv0,ε
̺0,ε
)
≥ s0 > −∞
together with (27)–(29) and (32). Moreover, suppose that the constant in (25) is independent
of {Uε}.
Then for any 0 < T < Tmax there holds Dε → 0 in L∞(0, T ) and
〈Uεt,x; ̺〉 → ̺ in strongly L∞(0, T, L1(Ω)),
〈Uεt,x; p〉 → ̺θ in strongly L∞(0, T, L1(Ω)),〈
Uεt,x;
m√
̺
〉
→
√
̺U in strongly L∞loc((0, T ], L
2(Ω)).
Moreover, 〈
Uεt,x;
̺− ̺
ε
〉
→ r and
〈
Uεt,x;
p− ̺θ
ε
〉
→ θr + ̺Θ = ̺F
strongly in L∞loc((0, T ], L
1
loc(Ω)).
The idea of the presented proofs is to compare Uεt,x with the smooth solution r, U, Θ
using the relative energy inequality (33). This is the content of the rest of this paper.
3 Relative energy functional and inequality
Fix ε > 0 and an increasing concave function χ satisfying χ(s) ≤ χ∞ for all s ∈ R and
χ(s(ρ, p)) = s(ρ, p). Let ˜̺> 0, U˜ with U˜ ·n|∂Ω = 0 and θ˜ > 0 be a triple of smooth functions
such that ρ˜ − ρ, θ˜ − θ and |U˜| decay sufficiently fast to 0 as |x| → ∞. We then define the
functional Eεχ through the following relation:
Eεχ
(
̺,m, p| ˜̺, U˜, θ˜
)
:=
1
2
|m|2
̺
−mU˜+ 1
2
̺|U˜|2
+
1
ε2
(
cvp− ̺θ˜χ(s(̺, p)) + p˜− cv̺θ˜ + ̺θ˜s(˜̺, p˜)− ̺θ˜
)
,
where we use the notation p˜ = ˜̺θ˜.
We deduce from (21)–(26) and the Gibbs law the following:[∫
Ω
〈Uεt,x; Eεχ(̺,m, p| ˜̺, U˜, θ˜)〉 dx
]t=τ
t=0
+Dε(τ )
≤ − 1
ε2
∫ τ
0
∫
Ω
〈Uεt,x; ̺χ(s(̺, p))〉∂tθ˜ + 〈Uεt,x;χ(s(̺, p))m〉 · ∇θ˜ dxdt
+
∫ τ
0
∫
Ω
〈Uεt,x; ̺U˜−m〉 · ∂tU˜+
〈
Uεt,x;
(̺U˜−m)⊗m
̺
〉
: ∇U˜ dxdt
− 1
ε2
∫ τ
0
∫
Ω
〈Uεt,x; p〉 div U˜ dxdt
+
1
ε2
∫ τ
0
∫
Ω
〈Uεt,x; ̺〉∂tθ˜s(˜̺, p˜) + 〈Uεt,x;m〉 · ∇θ˜s(˜̺, p˜) dxdt
+
1
ε2
∫ τ
0
∫
Ω
〈Uεt,x; ˜̺− ̺〉1˜̺∂tp˜− 〈U
ε
t,x;m〉 · 1˜̺∇p˜ dxdt
+
1
ε
∫ τ
0
∫
Ω
〈Uεt,x;m− ̺U˜〉 · ∇F dxdt+
∫ τ
0
∫
Ω
∇U˜ : dµεC , (33)
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for a.a. τ ∈ (0, T ).
Furthermore, since it is not difficult to see that
−
∫
Ω
〈Uεt,x; ̺χ(s(̺, p))〉 − ̺s(̺, p) dx >∼ −
∫
Ω
〈Uεt,x; ̺s(̺, p)〉 − ̺s(̺, p) dx, (34)
we shall also use the relative energy
Eε
(
̺,m, p| ˜̺, U˜, θ˜
)
:=
1
2
|m|2
̺
−mU˜+ 1
2
̺|U˜|2
+
1
ε2
(
cvp− ̺θ˜s(̺, p) + p˜− cv̺θ˜ + ̺θ˜s(˜̺, p˜)− ̺θ˜
)
.
independent of any renormalization χ.
4 Preliminary calculations
Similarly to [4, Section 3.2] we introduce the essential and residual parts of a function
G(̺,m, p) which characterize its behavior near and away from the equilibrium state (̺, ̺θ),
respectively.
First, we introduce a cutoff function
Ψ ∈ C∞c ((0,∞)2), 0 ≤ Φ ≤ 1, Φ|U = 1,
where U is an open neighborhood of (̺, ̺θ) in (0,∞)2. (35)
Second, we decompose any measurable function G(̺,m, p) as
G(̺,m, p) = [G(̺,m, p)]ess + [G(̺,m, p)]res
with
[G(̺,m, p)]ess = Φ(̺, p)G(̺,m, p) and [G(̺,m, p)]res = (1− Φ(̺, p))G(̺,m, p).
Whenever
⋃
(t,x)∈[0,T ]×Ω(˜̺(t, x), θ˜(t, x)) ⊆ K ⊆ U for some compact set K, we can use the
following estimate of the relative energy Eε that can be found in [4, Section 3.2.2.]:
Eε
(
̺,m, p| ˜̺, U˜, θ˜
)
>∼
[
̺
∣∣∣∣m̺ − U˜
∣∣∣∣
2
]
+
1
ε2
[
|̺− ˜̺|2 + |p− ˜̺θ˜|2
]
ess
+
1
ε2
[1 + ̺+ ̺|s(̺, p)|+ p]res . (36)
For ˜̺ = ̺, θ˜ = θ, and U˜ = 0 the inequality (33) together with (34) yield∫
Ω
〈Uετ,x; Eε(̺,m, p|̺,0, θ)〉 dx <∼
∫
Ω
〈Uε0,x; Eεχ(̺,m, p|̺, 0, θ)〉 dx
for all τ ∈ (0, T ). As the initial data remain bounded for all ε > 0 due to (28), we deduce
that ∫
Ω
〈Uετ,x; [̺− ̺]2ess + [p− ̺θ]2ess + 1res + ̺res + [̺|s(̺, p)|]res + pres〉 dx <∼ ε2 (37)
and ∫
Ω
〈
Uετ,x;
|m|2
̺
〉
dx
<∼ 1
for a.a. τ ∈ (0, T ). Therefore we get
ess supt∈[0,T ]
∫
Ω
〈Uεt,x; |̺−̺|φε〉 dx→ 0 and ess supt∈[0,T ]
∫
Ω
〈Uεt,x; |p−̺θ|φε〉 dx→ 0 (38)
as ε→ 0 for any family {φε} bounded in L2(Ω) uniformly with respect to ε.
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Furthermore, since (21) can be rewritten as
∫
Ω
〈Uετ,x; ̺− ̺〉ϕ(τ, ·) dx−
∫ τ
0
∫
Ω
〈Uεt,x; ̺− ̺〉∂tϕ+ 〈Uεt,x;m〉 · ∇ϕ dxdt
=
∫
Ω
〈Uε0,x; ̺− ̺〉ϕ(0, ·) dx (39)
we deduce with the help of (38) that∫ τ
0
∫
Ω
〈Uεt,x;m〉 · ∇ϕ dxdt→ 0 as ε→ 0 (40)
for a.a. τ ∈ [0, T ] and any ϕ ∈ C1([0, T ]× Ω).
Next, it can be easily shown that once the initial entropy is bounded below it remains
bounded below for all times t > 0. Indeed, since we assume s(̺0,ε, ̺0,εθ0,ε) ≥ s0 > −∞ we
consider
χ(s) =
{
s− s0 for s < s0,
0 for s ≥ s0. (41)
As this particular χ is Lipschitz, we deduce from (21) and (23) that
∫ τ
0
∫
Ω
[
〈Ut,x; ̺
(
χ(s(̺, p))− χ(s(̺, ̺θ))
)
〉∂tϕ+ 〈Ut,x;
(
χ(s(̺, p))− χ(s(̺, ̺θ))
)
m〉 · ∇ϕ
]
dxdt
≤
[∫
Ω
〈UT,x; ̺
(
χ(s(̺, p))− χ(s(̺, ̺θ))
)
〉ϕ dx
]t=τ
t=0
, (42)
where we can take ϕ(t, x) ≡ 1 even for Ω exterior. Consequently,∫
Ω
〈Uεt,x; ̺χ(s(̺, p))〉 dx ≥
∫
Ω
〈Uε0,x; ̺χ(s(̺, p))〉 dx = 0
and hence
Ut,x
{
(̺,m, p)
∣∣s(̺, p) ≥ s0|̺ > 0} = 1 for a.a. (t, x) ∈ (0, T )× Ω.
In turn, this means that there exists a ∈ R such that∫
Ω
〈Uεt,x; ̺χ(s(̺, p))〉 dx = 0 whenever χ ≤ 0 with χ(s) = 0 for all s ≥ a. (43)
Finally, we introduce χ = χa,b ∈ BC(R),
χa,b(s) =


a for s < a
s for s ∈ [a, b]
b for s ≥ b
with a, b finite fixed in such a way that
[χa,b(s(̺, p))]ess = Φ(̺, p)χa,b(s(̺, p)) = Φ(̺, p)s(̺, p) = [s(̺, p)]ess. (44)
5 Well-prepared initial data
Let r, U and Θ be a solution to the Euler-Boussinesq system (14) with the initial conditions
(31). We use (33) with ˜̺ = ̺+ εr, U˜ = U, and θ˜ = θ + εΘ to compute
9
[∫
Ω
〈Uεt,x; Eεχ(̺,m, p|̺+ εr,U, θ + εΘ)〉 dx
]t=τ
t=0
+Dε(τ )
≤ −1
ε
∫ τ
0
∫
Ω
〈Uεt,x; ̺χ(s(̺, p))〉∂tΘ+ 〈Uεt,x;mχ(s(̺, p))〉∇Θ dxdt
+
∫ τ
0
∫
Ω
〈Uεt,x; ̺U−m〉 · ∂tU+
〈
Uεt,x;
(̺U−m)⊗m
̺
〉
: ∇U dxdt
+
1
ε
∫ τ
0
∫
Ω
(〈Uεt,x; ̺〉∂tΘ+ 〈Uεt,x;m〉 · ∇Θ) s(̺+ εr, (ρ+ εr)(θ + εΘ)) dxdt
+
1
ε2
∫ τ
0
∫
Ω
〈Uεt,x; ̺+εr−̺〉 1̺+ εr ∂t
(
(̺+ εr)(θ + εΘ)
)−〈Uεt,x;m〉· 1̺+ εr∇ ((̺+ εr)(θ + εΘ)) dxdt
+
1
ε
∫ τ
0
∫
Ω
〈
Uεt,x;m− ̺U
〉 · ∇F dxdt+ ∫ τ
0
∫
Ω
∇U : dµεC
for a.a. τ ∈ (0, T ).
We fix a, b ∈ R so that (43) and (44) are satisfied. From now on we consider only χ = χa,b
fixed. Thanks to (34) we can substitute Eε for Eεχ at time t = τ > 0 and due to (28) and (29)
we get ∫
Ω
〈Uε0,x; Eεχ(̺,m, p|̺+ εr,U, θ + εΘ)〉 dx→ 0 as ε→ 0, (45)
and consequently, this quantity may be included into ω(ε) below. Moreover, since∫ τ
0
∫
Ω
∇U : dµεC <∼
∫ τ
0
Dε(t) dt (46)
uniformly, we are only left to deal with
∫
Ω
〈Uετ,x; Eε(̺,m, p|̺+ εr,U, θ + εΘ)〉 dx+Dε(τ )
<∼ −1
ε
∫ τ
0
∫
Ω
〈Uεt,x; ̺χ(s(̺, p))〉∂tΘ+ 〈Uεt,x;mχ(s(̺, p))〉∇Θ dxdt
+
∫ τ
0
∫
Ω
〈Uεt,x; ̺U−m〉 · ∂tU+
〈
Uεt,x;
(̺U−m)⊗m
̺
〉
: ∇U dxdt
+
1
ε
∫ τ
0
∫
Ω
(〈Uεt,x; ̺〉∂tΘ+ 〈Uεt,x;m〉 · ∇Θ) s(ρ+ εr, (ρ+ εr)(θ + εΘ)) dxdt
+
1
ε2
∫ τ
0
∫
Ω
〈Uεt,x; ̺+εr−̺〉 1̺+ εr ∂t
(
(̺+ εr)(θ + εΘ)
)−〈Uεt,x;m〉· 1̺+ εr∇ ((̺+ εr)(θ + εΘ)) dxdt
+
1
ε
∫ τ
0
∫
Ω
〈
Uεt,x;m− ̺U
〉 · ∇F dxdt+ ∫ τ
0
Dε(t) dt+ ω(ε)
=: I + II + III + IV + V +
∫ τ
0
Dε(t) dt+ ω(ε)
for a.a. τ ∈ (0, T ).
Here and hereafter, ω(ε) will be used to capture any term tending to 0, i.e. ω(ε) → 0 as
ε→ 0. In the forthcoming lines we provide estimates of the terms I to V .
Due to (14)(2)we have
II =
∫ τ
0
∫
Ω
−〈Uεt,x; ̺U−m〉 · ∇Π+ 〈Uεt,x; ̺U−m〉 · r
̺
∇F dxdt
+
∫ τ
0
∫
Ω
〈
Uεt,x;
(̺U−m)⊗ (m− ̺U)
̺
〉
: ∇U dxdt (47)
where, according to (36) the second integral can be estimated by∫ τ
0
∫
Ω
〈Uεt,x, Eε(̺,m, p|̺+ εr,U, θ + εΘ〉 dxdt. (48)
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We employ (14)(4), (37) and (40) in order to obtain
II ≤ 1
θ
∫ τ
0
∫
Ω
〈Uεt,x;m−̺U〉·Θ∇F dxdt+
∫ τ
0
∫
Ω
〈Uεt,x, Eε(̺,m, p|̺+εr,U, θ+εΘ〉 dxdt+ω(ε).
(49)
Next,
I + III = −1
ε
∫ τ
0
∫
Ω
〈Uεt,x; ̺(χ(s(̺, p))− s(̺+ εr, (̺+ εr)(θ + εθ)))〉(∂tΘ+U · ∇Θ) dxdt
− 1
ε
∫ τ
0
∫
Ω
〈Uεt,x; (m− ̺U)(χ(s(̺, p))− s(̺+ εr, (̺+ εr)(θ + εΘ)))〉 · ∇Θ dxdt. (50)
The second integral can be estimated by (48) and ω(ε). Indeed, as χ is bounded we can
estimate the residual parts by the Young inequality and (36) as
− 1
ε
∫ τ
0
∫
Ω
〈Uεt,x; (m− ̺U)res(χ(s(̺, p))− s(̺+ εr, (̺+ εr)(θ + εΘ)))res〉 · ∇Θ dxdt
<∼
∫ τ
0
∫
Ω
〈
Uεt,x; ̺
∣∣∣∣m̺ −U
∣∣∣∣
2
〉
dxdt+
1
ε2
∫ τ
0
∫
Ω
〈
Uεt,x; ̺res
〉
dxdt
<∼
∫ τ
0
∫
Ω
〈Uεt,x; Eε(̺,m, p|̺+ εr,U, θ + εΘ)〉 dxdt. (51)
On the essential part χ(s(̺, p)) = s(̺, p), s is a Lipschitz function and once again using the
Young inequality and (36) we obtain
− 1
ε
∫ τ
0
∫
Ω
〈Uεt,x; (m− ̺U)ess(s(̺, p)ess − s(̺+ εr, (̺+ εr)(θ + εΘ))ess)〉 · ∇Θ dxdt
<∼
∫ τ
0
∫
Ω
〈Uεt,x; |m− ̺U|
2
̺ ess
〉 dxdt+ 1
ε2
∫ τ
0
∫
Ω
〈Uεt,x; (̺− ̺− εr)2ess〉 dxdt
+
1
ε2
∫ τ
0
∫
Ω
〈Uεt,x; (p− (̺+ εr)(θ + εΘ))2ess〉 dxdt
<∼
∫ τ
0
∫
Ω
〈Uεt,x; Eε(̺,m, p|̺+ εr,U, θ + εΘ〉 dxdt. (52)
To deal with IV we use (14)(4) in order to claim that
1
ε2
∫ τ
0
∫
Ω
〈Uεt,x;m〉 · 1
̺+ εr
∇ ((̺+ εr)(θ + εΘ)) dxdt
=
1
ε2
∫ τ
0
∫
Ω
〈Uεt,x;m〉 · 1
̺+ εr
ε2∇(rΘ) dxdt
+
1
ε2
∫ τ
0
∫
Ω
〈Uεt,x;m〉 · 1̺+ εr ε
(
θ∇r + ̺∇Θ) dxdt
=
∫ τ
0
∫
Ω
〈Uεt,x;m〉 · ∇H dxdt+ 1
ε
∫ τ
0
∫
Ω
〈Uεt,x;m〉 · ∇F dxdt
−
∫ τ
0
∫
Ω
〈Uεt,x;m〉 · r
̺+ εr
∇F dxdt+ ω(ε), (53)
where H is some function of r and Θ. Thus, the first integral on the right-hand side tends to
zero due to (40) and, consequently, it may be included into ω(ε).
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Summarizing our effort we arrive at
∫
Ω
〈Uετ,x; Eε(̺,m, p|̺+ εr,U, θ + εΘ)〉 dx+Dε(τ )
<∼
∫ τ
0
∫
Ω
〈Uεt,x; Eε(̺,m, p|̺+ εr,U, θ + εΘ〉 dxdt+
∫ τ
0
Dε(t) dt+ ω(ε)
− 1
ε
∫ τ
0
∫
Ω
〈Uεt,x; ̺(χ(s(̺, p))− s(̺+ εr, (̺+ εr)(θ + εθ)))〉(∂tΘ+U · ∇Θ) dxdt
+
1
ε2
∫ τ
0
∫
Ω
〈Uεt,x; ̺+ εr − ̺〉 1
̺+ εr
∂t
(
(̺+ εr)(θ + εΘ)
)
dxdt
+
1
ε
∫ τ
0
∫
Ω
〈
Uεt,x;m− ̺U
〉 · ∇F (1 + εΘ
θ
)
dxdt− 1
ε
∫ τ
0
∫
Ω
〈Uεt,x;m〉 · ∇F dxdt
+
∫ τ
0
∫
Ω
〈Uεt,x;m〉 · r
̺
∇F dxdt (54)
for a.a. τ ∈ (0, T ).
According to (14)(4) we have
∂t(θr + ̺Θ) = 0 (55)
and thus
1
ε2
∫ τ
0
∫
Ω
〈Uεt,x; ̺+ εr − ̺〉 1̺+ εr ∂t
(
(̺+ εr)(θ + εΘ)
)
=
1
ε2
∫ τ
0
∫
Ω
〈Uεt,x; ̺+ εr − ̺〉 1
̺+ εr
ε2∂t(rΘ) dxdt = ω(ε). (56)
Further, we use (14)(3) to obtain
∫
Ω
〈Uετ,x; Eε(̺,m, p|̺+ εr,U, θ + εΘ)〉 dx+Dε(τ )
<∼
∫ τ
0
∫
Ω
〈Uεt,x; Eε(̺,m, p|̺+ εr,U, θ + εΘ〉 dxdt+
∫ τ
0
Dε(t) dt+ ω(ε)
− 1
ε
∫ τ
0
∫
Ω
〈Uεt,x; ̺(χ(s(̺, p))− s(̺+ εr, (̺+ εr)(θ + εθ)))〉 1
cv + 1
U · ∇F dxdt
+
∫ τ
0
∫
Ω
〈Uεt,x;m− ̺U〉 · Θ
θ
∇F dxdt− 1
ε
∫ τ
0
∫
Ω
〈Uεt,x; ̺U〉 · ∇F dxdt
+
∫ τ
0
∫
Ω
〈Uεt,x;m〉 · r̺∇F dxdt (57)
for a.a. τ ∈ (0, T ).
As
1
ε
∫ τ
0
∫
Ω
〈Uεt,x; ̺U〉 · ∇F dxdt = 1ε
∫ τ
0
∫
Ω
〈Uεt,x; (̺− ̺)U〉 · ∇F dxdt
=
1
ε
∫ τ
0
∫
Ω
〈Uεt,x; (̺− ̺− εr)〉U · ∇F dxdt+
∫ τ
0
∫
Ω
〈Uεt,x; ̺U〉 · r
̺
∇F dxdt,
we use (14)(4). We recall that F∇F = 12∇|F |2 and thus the term
∫ τ
0
∫
Ω
〈Uεt,x, ̺U〉·1
θ
F∇F dxdt =
0 due to (14)(1). Consequently, the last three integrals in (57) can be rewritten as
− 1
ε
∫ τ
0
∫
Ω
〈Uεt,x; (̺− ̺− εr)〉U · ∇F dxdt. (58)
Finally, we handle the ”entropy” integral on the right-hand side of (57). First we realize
that the residual part tends to zero as ε → 0 thanks to the boundedness of χ. Second,
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we can omit χ on the essential part and we use Taylor expansion (recall that s(̺, p) =
cv log p− (cv + 1) log ̺) in order to get
s(̺, p)− s(̺+ εr, (̺+ εr)(θ + εΘ))
ε
= Ds(̺+ εr, (̺+ εr)(θ + εΘ))
(
̺− ̺− εr
ε
,
p− (̺+ εr)(θ + εΘ)
ε
)
+ ω(ε)
= − cv + 1
ε
̺− ̺− εr
̺+ εr
+
cv
ε
p− (̺+ εr)(θ + εΘ)
(̺+ εr)(θ + εΘ)
+ ω(ε), (59)
where ω(ε) stands for a function whose appropriate integral tends to 0 as ε → 0. We note
that the relation (59) is valid only on the essential part. Consequently,
− 1
ε
∫ τ
0
∫
Ω
〈Uεt,x; ̺(χ(s(̺, p))− s(̺+ εr, (̺+ εr)(θ + εθ)))〉 1
cv + 1
U · ∇F dxdt
<∼ 1
ε
∫ τ
0
∫
Ω
〈Uεt,x; [̺− ̺− εr]ess〉U · ∇F dxdt
− cv
θ(cv + 1)
∫ τ
0
∫
Ω
〈
Uεt,x;
[
p− (̺+ εr)(ϑ+ εΘ)
ε
]
ess
〉
U · ∇F dxdt
+ ε
∫ τ
0
∫
Ω
〈Uεt,x; Eε(̺,m, p|̺+ εr,U, θ + εΘ)〉 dxdt+ ω(ε). (60)
Note, that the first term on the right-hand side cancels with the essential part of (58) and
the remaining residual part of (58) tends to zero as ε→ 0. Thus it remains only to handle
− cv
θ(cv + 1)
∫ τ
0
∫
Ω
〈
Uεt,x;
[
p− (̺+ εr)(ϑ+ εΘ)
ε
]
ess
〉
U · ∇F dxdt. (61)
In order to do that, we multiply the momentum equation (22) by ε to get that∫ τ
0
∫
Ω
1
ε
〈Uεt,x; p〉divϕ+ 〈Uεt,x; ̺〉∇F ·ϕ dxdt = ω(ε) (62)
for any ϕ ∈ C∞c ([0, T )×Ω;R3), ϕ · n|∂Ω = 0. This can be rewritten as∫ τ
0
∫
Ω
1
ε
〈Uεt,x; p− ̺θ〉 divϕ+ 〈Uεt,x; ̺− ̺〉∇F ·ϕ+ ̺∇F ·ϕ dxdt = ω(ε), (63)
We use integration by parts together with (14)(4) and, consequently, (63) can be rewritten as∫ τ
0
∫
Ω
〈
Uεt,x;
p− ε̺Θ− εθr − ̺θ
ε
〉
divϕ dxdt =
∫ τ
0
∫
Ω
〈Uεt,x; ̺− ̺〉∇F ·ϕ+ ω(ε), (64)
where the right-hand side tends to zero due to (37). Taking ϕ = FU in (64) and realizing
that the residual parts tend to zero as ε → 0 this yields that (61) can be also included into
ω(ε).
We put all these estimates into (57) in order to get
∫
Ω
〈Uετ,x; Eε(̺,m, p|̺+ εr,U, θ + εΘ)〉 dx+Dε(τ )
<∼
∫ τ
0
∫
Ω
〈Uεt,x; Eε(̺,m, p|̺+ εr,U, θ + εΘ)〉 dxdt+
∫ τ
0
Dε(t) dt+ ω(ε) (65)
for a.a. τ ∈ (0, T ) and the Gro¨nwall inequality concludes the proof.
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6 Ill-prepared initial data
We recall that throughout this section Ω is an exterior domain with a nonempty complement.
Let r,U and Θ be a solution to the Euler-Boussinesq system (14) with the initial conditions
(32). In order to deal with the ill-prepared initial data, we proceed similarly as in [9], i.e. we
choose test functions { ˜̺, U˜, θ˜} in the relative energy inequality (33) in the following way:
˜̺ = ̺+ εRε, U˜ = U+∇Φε, θ˜ = θ + εTε, (66)
where the functions Rε, Tε and Φε satisfy the acoustic equation
ε∂t
(
θ
ρ
Rε + Tε − F
)
+
(cv + 1)θ
cv
∆Φε = 0, ∇Φ · n|∂Ω = 0,
ε∂t∇Φε +∇
(
θ
̺
Rε + Tε − F
)
= 0.
(67)
The initial data are given by
Rε(0, ·) = R0, Tε(0, ·) = T0, Φε(0, ·) = Φ0.
Further, Tε and Rε are supposed to fulfill
∂t
(
cv̺
θ
Tε −Rε
)
+ U˜ε · ∇
(
cv̺
θ
Tε −Rε
)
= 0. (68)
In accordance with [9] (see also [10]) we introduce the following regularization:
[v]η = Gη(
√−∆N )[ψ1/ηv], (69)
where
ψη(x) = ψ(x/η);ψ ∈ C∞c (R), 0 ≤ ψ ≤ 1, ψ =
{
1 for |x| ≤ 1
0 for |x| ≥ 2
and
Gη ∈ C∞c (R), 0 ≤ Gη ≤ 1, Gη(−z) = Gη(z),
Gη(z) = 1 for z ∈ (η, 1/η),
Gη(z) = 0 for z ∈ [0, η/2) ∪ (2/η,∞).
(70)
We take R0 = R0,η , T0 = T0,η and Φ0 = Φ0,η as the initial data for (67) such that:
‖R0,η‖∞ ≤ c(η), R0,η → ̺(1)0 strongly in L2(Ω),
‖T0,η‖∞ ≤ c(η), T0,η → θ(1)0 strongly in L2(Ω),
∇Φ0,η → H⊥[u0] strongly in L2(Ω)
as η → 0. Here, H⊥ stands for the orthogonal complement of the Helmholtz projection H in
L2(Ω). Consequently, the test functions introduced in (66) depend on ε and η so we adopt
the notation ˜̺ε,η, θ˜ε,η and U˜ε,η.
Immediately, due to the choice of the initial data, we have∫
Ω
〈Uε0,x; Eεχ(̺,m, p| ˜̺ε,η, U˜ε,η, θ˜ε,η)〉 dx = ω(ε, η), (71)
where ω := ω(ε, η) denotes any quantity that tends to zero, namely
lim
η→0
(lim
ε→0
ω(ε, η)) = 0.
The following set of estimates as well as further details about the equations (67) and (68)
can be found in [9, Section 5]:
sup
t,∈[0,T ]
(
‖∇Φε,η(t, ·)‖Wk,2(Ω)∩Wk,∞(Ω) +
∥∥∥∥
(
θ
̺
Rε,η + Tε,η − F
)
(t, ·)
∥∥∥∥
Wk,2(Ω)∩Wk,∞(Ω)
)
≤ c(k, η)
(
‖∇Φ0,η‖L2(Ω) +
∥∥∥∥θ̺R0,η + T0,η − F
∥∥∥∥
L2(Ω)
)
, (72)
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∫ T
0
(
‖∇Φε,η(t, ·)‖Wk,∞(Ω) +
∥∥∥∥
(
θ
̺
Rε,η + Tε,η − F
)
(t, ·)
∥∥∥∥
Wk,∞(Ω)
)
dt
≤ ω(ε, η, k)
(
‖∇Φ0,η‖L2(Ω) +
∥∥∥∥ θ̺R0,η + T0,η − F
∥∥∥∥
L2(Ω)
)
(73)
with ω(ε, η, k)→ 0 as ε→ 0 for any fixed η > 0 and k ≥ 0. Moreover,
sup
t∈[0,T ]
∥∥∥∥cv̺θ Tε,η(t, ·)−Rε,η(t, ·)
∥∥∥∥
Wk,q(Ω)
≤ c(η, k, F )
(
1 +
∥∥∥∥ cv̺θ T0,η −R0,η
∥∥∥∥
L2(Ω)
)
(74)
for k = 0, 1, . . . and q ∈ [1,∞].
Further, Rε,η → Rη strongly in L∞loc((0, T ];W k,p(Ω)), Tε,η → Tη strongly in L∞loc((0, T ];W k,p(Ω))
for p > 2 and k ∈ N and Tη solves
(cv + 1) (∂tTη +U · ∇Tη)−U · ∇F = 0 (75)
with the initial data
Tη(0, ·) = θ
cv + 1
(
cv
1
θ
[
θ
(1)
0
]
η
− 1
̺
[
̺
(1)
0
]
η
+
1
θ
[F ]η
)
. (76)
Finally, we observe that Tη → Θ strongly in L∞([0, T ];L2(Ω)) and since Rε,η → ̺
θ
Tε,η +
̺
θ
F
as ε→ 0 we conclude from (14)4 that Rη → r strongly in L∞([0, T ];L2(Ω)).
6.1 Convergence in the relative energy inequality
Due (34) and (71) the relative energy inequality for (66) reads as follows
∫
Ω
〈Uετ,x; Eε(̺,m, p| ˜̺ε,η, U˜ε,η, θ˜ε,η)〉 dx+Dε(τ )
≤ −1
ε
∫ τ
0
∫
Ω
〈Uεt,x; ̺χa,b(s(̺, p))〉∂tTε,η + 〈Uεt,x;χa,b(s(̺, p))m〉 · ∇Tε,η dxdt
+
∫ τ
0
∫
Ω
〈Uεt,x; ̺U˜ε,η −m〉 · ∂tU˜ε,η +
〈
Uεt,x;
(̺U˜ε,η −m)⊗m
̺
〉
: ∇U˜ε,η dxdt
− 1
ε2
∫ τ
0
∫
Ω
〈Uεt,x; p〉∆Φε,η dxdt
+
1
ε
∫ τ
0
∫
Ω
〈Uεt,x; ̺〉∂tTε,ηs(˜̺ε,η, ˜̺ε,η θ˜ε,η) + 〈Uεt,x;m〉 · ∇Tε,ηs(˜̺ε,η, ˜̺ε,η θ˜ε,η) dxdt
+
1
ε2
∫ τ
0
∫
Ω
〈Uεt,x; ˜̺ε,η − ̺〉 1
˜̺ε,η
∂t(˜̺ε,η θ˜ε,η)− 〈Uεt,x;m〉 · 1
˜̺ε,η
∇(˜̺ε,ηθ˜ε,η) dxdt
+
1
ε
∫ τ
0
∫
Ω
〈Uεt,x;m− ̺U˜ε,η〉 · ∇F dxdt+
∫ τ
0
∫
Ω
∇U˜ε,η : dµc,ε + ω(ε, η)
=: I + II + III + IV + V + V I + V II + ω(ε, η) (77)
for a.a. τ ∈ (0, T ).
The regularity properties of Φε,η (see [9, Section 5.2]) implies
V II
<∼
∫ τ
0
Dε(t) dt.
Similarly as in the well-prepared case (see the comments under the relation (50)) we control
1
ε
∫ τ
0
∫
Ω
〈Uεt,x; (m− ̺U˜ε,η)(χa,b(s(̺, p))− χa,b(s(˜̺ε,η, ˜̺ε,ηθ˜ε,η))〉 · ∇Tε,η dxdt (78)
and thus I + IV can be replaced by
− 1
ε
∫ τ
0
∫
Ω
〈Uεt,x; ̺(χa,b(s(̺, p))− s(˜̺ε,η, ˜̺ε,ηθ˜ε,η))〉(∂tTε,η + U˜ε,η · ∇Tε,η) dxdt, (79)
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ω(ε, η) and (81).
By (14)(2) we calculate
II =
∫ τ
0
∫
Ω
〈Uεt,x; ̺U˜ε,η −m〉 · ∂t∇Φε,η −〈Uεt,x; ̺U˜ε,η −m〉 ·∇Π+ 〈Uεt,x; ̺U˜ε,η −m〉 · r
̺
∇F
+
〈
Uεt,x;
(̺U˜ε,η −m)⊗ (m− ̺U˜ε,η)
̺
〉
: ∇U˜ε,η + 〈Uεt,x; (̺U˜ε,η −m)⊗∇Φε,η〉 : ∇U˜ε,η
+ 〈Uεt,x; (̺U˜ε,η −m)⊗Uε,η〉 : ∇2Φε,η dxdt. (80)
The second and fourth terms can be included into ω(ε, η) and∫ τ
0
∫
Ω
〈Uεt,x; Eε(̺,m, p| ˜̺ε,η, U˜ε,η, θ˜ε,η)〉 dxdt (81)
due to (72) and (73). This can be done analogously to the well-prepared case. The fifth and
sixth term are handled similarly by the Young inequality and (72) to get
∫ τ
0
∫
Ω
〈Uεt,x; (̺U˜ε,η −m)⊗∇Φε,η〉 : ∇U˜ε,η dxdt
<∼
∫ τ
0
∫
Ω
〈
Uεt,x; ̺
∣∣∣∣m̺ − U˜ε,η
∣∣∣∣
2
〉
dxdt+
∫ τ
0
∫
Ω
〈Uεt,x; ̺〉|∇Φε,η|2 dxdt
<∼
∫ τ
0
∫
Ω
〈Uεt,x; Eε(̺,m, p| ˜̺ε,η, U˜ε,η, θ˜ε,η)〉 dxdt+ ω(ε, η). (82)
Finally, due to (67)2, (37) and the dispersive estimate (73)
∫ τ
0
∫
Ω
〈Uεt,x; ̺U˜ε,η −m〉 · ∂t∇Φε,η dxdt
=
∫ τ
0
∫
Ω
〈Uεt,x; ̺U−m〉 · ∂t∇Φε,η dxdt+
∫ τ
0
∫
Ω
〈Uεt,x; ̺∇Φε,η〉 · ∂t∇Φε,η dxdt
= −
∫ τ
0
∫
Ω
〈Uεt,x;m〉 · ∂t∇Φε,η dxdt+ 1
2
∫ τ
0
∫
Ω
̺∂t|∇Φε,η |2 dxdt
−
∫ τ
0
∫
Ω
〈
Uεt,x;
̺− ̺
ε
〉
∇Φε,η · ∇
(
θ
̺
Rε,η + Tε,η − F
)
dxdt
−
∫ τ
0
∫
Ω
〈
Uεt,x;
̺− ̺
ε
〉
U · ∇
(
θ
̺
Rε,η + Tε,η − F
)
dxdt
= −
∫ τ
0
∫
Ω
〈Uεt,x;m〉 · ∂t∇Φε,η dxdt+ 1
2
∫ τ
0
∫
Ω
̺∂t|∇Φε,η |2 dxdt+ ω(ε, η). (83)
Put all together, we get
II = V III + ω(ε, η)−
∫ τ
0
∫
Ω
〈Uεt,x;m〉 · ∂t∇Φε,η dxdt
+
∫ τ
0
∫
Ω
〈Uεt,x; ̺U˜ε,η −m〉 · r̺∇F dxdt+
1
2
∫ τ
0
∫
Ω
̺∂t|∇Φε,η|2 dxdt, (84)
where
V III
<∼
∫ τ
0
∫
Ω
〈Uεt,x; Eε(̺,m, p| ˜̺ε,η, U˜ε,η, θ˜ε,η)〉 dxdt. (85)
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We handle the second term in V using (67)(2) and the dispersive estimate (73) as
− 1
ε2
∫ τ
0
∫
Ω
〈Uεt,x;m〉 · 1˜̺ε,η∇(˜̺ε,ηθ˜ε,η) dxdt
= −1
ε
∫ τ
0
∫
Ω
〈Uεt,x,m〉 · 1
˜̺ε,η
∇(̺Tε,η + θRε,η) dxdt
−
∫ τ
0
∫
Ω
〈Uεt,x;m〉 · 1˜̺ε,η∇(Rε,ηTε,η) dxdt
= −1
ε
∫ τ
0
∫
Ω
〈Uεt,x;m〉 · ̺˜̺ε,η∇
(
Tε,η +
θ
̺
Rε,η
)
dxdt+ ω(ε, η)
= −1
ε
∫ τ
0
∫
Ω
〈Uεt,x,m〉 · ∇F dxdt+
∫ τ
0
∫
Ω
〈Uεt,x,m〉 · Rε,η˜̺ε,η ∇F dxdt
+
∫ τ
0
∫
Ω
〈Uεt,x;m〉 · ∂t∇Φε,η dxdt+ ω(ε, η), (86)
where the third term on the right-hand side cancels with a term from II (see (84)) and we
used (40) to calculate
∫ τ
0
∫
Ω
〈Uεt,x,m〉 · 1̺
̺
˜̺ε,η
∇ (Rε,ηTε,η) dxdt
=
∫ τ
0
∫
Ω
〈Uεt,x;m〉 · 1
̺
∇ (Rε,ηTε,η) dxdt−
∫ τ
0
∫
Ω
〈Uεt,x;m〉 · 1
̺
εRε,η
˜̺ε,η
∇ (Rε,ηTε,η) dxdt
= ω(ε, η). (87)
Concerning the first term in V , we proceed as follows
1
ε2
∫ τ
0
∫
Ω
〈Uεt,x; ˜̺ε,η − ̺〉 1˜̺ε,η ∂t(˜̺ε,η θ˜ε,η) dxdt
=
∫ τ
0
∫
Ω
〈
Uεt,x;
˜̺ε,η − ̺
ε ˜̺ε,η
〉(
̺∂tTε,η + θ∂tRε,η
)
dxdt
+
∫ τ
0
∫
Ω
〈
Uεt,x;
˜̺ε,η − ̺
ε ˜̺ε,η
〉
ε∂t (Rε,ηTε,η) dxdt, (88)
where the last term on the right-hand side can be included into ω(ε, η). Indeed, we may
deduce from (67) and (68) that
ε∂tTε,η = − θ
cv
∆Φε,η − ε
cv + 1
U˜ε,η · ∇
(
cvTε − θ
̺
Rε
)
(89)
and the rest follows from (72) and (73). Similar computation may be deduced even for Rε,η.
Since Rε,η → r in L∞loc((0, T ];L2(Ω)) we obtain∫ τ
0
∫
Ω
〈Uεt,x;m〉 · Rε,η˜̺ε,η ∇F dxdt =
∫ τ
0
∫
Ω
〈Uεt,x;m〉 · r̺∇F dxdt+ ω(ε, η) + E . (90)
where
E <∼
∫ τ
0
∫
Ω
〈Uεt,x; Eε(̺,m, p| ˜̺ε,η, U˜ε,η , θ˜ε,η〉 dxdt. (91)
17
We collect all the computations in order to get∫
Ω
〈Uετ,x; Eε(̺,m, p| ˜̺ε,η, U˜ε,η, θ˜ε,η)〉 dx+Dε(τ )
<∼
∫ τ
0
∫
Ω
〈Uεt,x; Eε(̺,m, p| ˜̺ε,η, U˜ε,η, θ˜ε,η)〉 +
∫ τ
0
Dε(t) dt+ ω(ε, η)
− 1
ε
∫ τ
0
∫
Ω
〈Uεt,x; ̺(χ(s(̺, p))− s(˜̺ε,η, ˜̺ε,ηθ˜ε,η))〉(∂tTε,η + U˜ε,η · ∇Tε,η) dxdt
+
∫ τ
0
∫
Ω
〈Uεt,x; ̺U˜ε,η〉 · r
̺
∇F dxdt− 1
ε2
∫ τ
0
∫
Ω
〈Uεt,x; p〉∆Φε,η dxdt
+
∫ τ
0
∫
Ω
〈
Uεt,x;
˜̺ε,η − ̺
ε ˜̺ε,η
〉(
̺∂tTε,η + θ∂tRε,η
)
dxdt
+
1
2
∫ τ
0
∫
Ω
̺∂t|∇Φε,η |2 dxdt− 1
ε
∫ τ
0
∫
Ω
〈Uεt,x; ̺U˜ε,η〉 · ∇F dxdt (92)
for a.a. τ ∈ (0, T ).
The residual part of the third term on the right-hand side is handled with help of (36),
(72) and (73) as follows:
− 1
ε
∫ τ
0
∫
Ω
〈Uεt,x; ̺res(χ(s(̺, p))− s(˜̺ε,η, ˜̺ε,η θ˜ε,η))res〉(∂tTε,η + U˜ε,η · ∇Tε,η) dxdt
<∼
∣∣∣∣
∫ τ
0
∫
Ω
〈
Uεt,x;
̺res
ε2
〉
ε
(
∂tTε,η + U˜ε,η · ∇Tε,η
)
dxdt
∣∣∣∣
<∼
∫ τ
0
∫
Ω
〈Uεt,x; Eε(̺,m, p| ˜̺ε,η, U˜ε,η, θ˜ε,η〉 dxdt. (93)
We use the Taylor formula to manage the essential part similarly as in (59) to get
− 1
ε
∫ τ
0
∫
Ω
〈Uεt,x; ̺ess(χ(s(̺, p))− s(˜̺ε,η, ˜̺ε,η θ˜ε,η))ess〉(∂tTε,η + U˜ε,η · ∇Tε,η) dxdt
=
cv + 1
ε
∫ τ
0
∫
Ω
〈
Uεt,x;
(
̺− ˜̺ε,η
˜̺ε,η
̺
)
ess
〉(
∂tTε,η + U˜ε,η · ∇Tε,η
)
dxdt
− cv
ε
∫ τ
0
∫
Ω
〈
Uεt,x;
(
p− ˜̺ε,η θ˜ε,η
˜̺ε,η θ˜ε,η
̺
)
ess
〉(
∂tTε,η + U˜ε,η · ∇Tε,η
)
dxdt+ ω(ε, η)
=
cv + 1
ε
∫ τ
0
∫
Ω
〈
Uεt,x;
̺− ˜̺ε,η
˜̺ε,η
̺
〉(
∂tTε,η + U˜ε,η · ∇Tε,η
)
dxdt
− cv
ε
∫ τ
0
∫
Ω
〈
Uεt,x;
p− ˜̺ε,η θ˜ε,η
θ
〉(
∂tTε,η + U˜ε,η∇Tε,η
)
dxdt+ ω(ε, η) (94)
We use (67)1 to get
− 1
ε2
∫ τ
0
∫
Ω
〈Uεt,x; p〉∆Φε,η dxdt = − 1
ε2
∫ τ
0
∫
Ω
〈Uεt,x; p− ̺θ〉∆Φε,η dxdt
=
1
ε
∫ τ
0
∫
Ω
〈Uεt,x; p− ̺θ〉 cv
cv + 1
∂t
(
Rε,η
̺
+
Tε,η
θ
)
dxdt. (95)
According to (66)
∫ τ
0
∫
Ω
〈
Uεt,x,
p− ̺θ
ε
〉
cv
cv + 1
∂t
(
Rε,η
̺
+
Tε,η
θ
)
dxdt
=
∫ τ
0
∫
Ω
〈
Uεt,x,
p− ˜̺ε,η θ˜ε,η
ε
〉
cv
cv + 1
∂t
(
Rε,η
̺
+
Tε,η
θ
)
dxdt
+
∫ τ
0
∫
Ω
(
θRε,η + ̺Tε,η
) cv
cv + 1
∂t
(
Rε,η
̺
+
Tε,η
θ
)
dxdt
+
∫ τ
0
∫
Ω
Rε,ηTε,η
cv
cv + 1
ε∂t
(
Rε,η
̺
+
Tε,η
θ
)
dxdt, (96)
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where the last term can be included into ω(ε, η) due to (89), (72) and (73).
Consequently, we get from (92) that
∫
Ω
〈Uετ,x; Eε(̺,m, p| ˜̺ε,η, U˜ε,η, θ˜ε,η)〉 dx+Dε(τ )
<∼
∫ τ
0
∫
Ω
〈Uεt,x; Eε(̺,m, p| ˜̺ε,η, U˜ε,η, θ˜ε,η)〉 +
∫ τ
0
Dε(t) dt+ ω(ε, η)
+
∫ τ
0
∫
Ω
〈Uεt,x; ̺U˜ε,η〉· r
̺
∇F dxdt−1
ε
∫ τ
0
∫
Ω
〈Uεt,x; ̺U˜ε,η〉·∇F dxdt+1
2
∫ τ
0
∫
Ω
̺∂t|∇Φε,η |2 dxdt
+
∫ τ
0
∫
Ω
〈
Uεt,x;
˜̺ε,η − ̺
ε ˜̺ε,η
〉((
̺∂tTε,η + θ∂tRε,η
)− (cv + 1)(̺∂tTε,η + ̺U˜ε,η · ∇Tε,η)) dxdt
+
∫ τ
0
∫
Ω
〈
Uεt,x;
p− ˜̺ε,ηθ˜ε,η
εθ
〉(
−cv
(
∂tTε,η + U˜ε,η · ∇Tε,η
)
+
cv
cv + 1
∂t
(
θ
ρ
Rε,η + Tε,η
))
dxdt
+
∫ τ
0
∫
Ω
cv
cv + 1
(
θRε,η + ̺Tε,η
)
∂t
(
Rε,η
̺
+
Tε,η
θ
)
dxdt (97)
for a.a. τ ∈ (0, T ).
We compute
̺∂tTε,η + θ∂tRε,η − (cv + 1)
(
̺∂tTε,η + ̺U˜ε,η · ∇Tε,η
)
= −
(
cv̺∂tTε,η − θ∂tRε,η + U˜ε,η · (cv̺∇Tε,η − θ∇Rε,η)
)
− U˜ε,η · (̺∇Tε,η + θ∇Rε,η − ̺∇F )− U˜ε,η · ̺∇F, (98)
where the first term equals 0 due to (68) and the second term tends to 0 in the appropriate
integrals due to the dispersive estimate (73).
Thus we rewrite (97) as
∫
Ω
〈Uετ,x; Eε(̺,m, p| ˜̺ε,η, U˜ε,η, θ˜ε,η)〉 dx+Dε(τ )
≤
∫ τ
0
∫
Ω
〈Uεt,x; ̺U˜ε,η〉 · r
̺
∇F dxdt− 1
ε
∫ τ
0
∫
Ω
〈Uεt,x; ̺U˜ε,η〉 · ∇F dxdt
−
∫ τ
0
∫
Ω
〈
Uεt,x;
˜̺ε,η − ̺
ε ˜̺ε,η
〉
U˜ε,η · ̺∇F dxdt+ 1
2
∫ τ
0
∫
Ω
̺∂t|∇Φε,η |2 dxdt
−
∫ τ
0
∫
Ω
〈
Uεt,x;
p− ˜̺ε,η θ˜ε,η
εθ
〉
cv
cv + 1
U˜ε,η · ∇F dxdt
+
∫ τ
0
∫
Ω
cv
cv + 1
(
θRε,η + ̺Tε,η
)
∂t
(
Rε,η
̺
+
Tε,η
θ
)
dxdt
+
∫ τ
0
∫
Ω
〈Uεt,x; Eε(̺,m, p| ˜̺ε,η, U˜ε,η, θ˜ε,η)〉 +
∫ τ
0
Dε(t) dt+ ω(ε, η) (99)
for a.a. τ ∈ (0, T ).
As
˜̺ε,η − ̺ = εRε,η + ̺− ̺, (100)
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the third term on the right-hand side is handled as follows
−
∫ τ
0
∫
Ω
〈
Uεt,x;
˜̺ε,η − ̺
ε ˜̺ε,η
〉
U˜ε,η · ̺∇F dxdt
= −
∫ τ
0
∫
Ω
1
ε
U˜ε,η · ̺∇F dxdt+
∫ τ
0
∫
Ω
〈
Uεt,x; ̺
〉 ̺
ε ˜̺ε,η
U˜ε,η · ∇F dxdt
= −
∫ τ
0
∫
Ω
1
ε
(U +∇Φε,η) · ̺∇F dxdt+
∫ τ
0
∫
Ω
〈Uεt,x; ̺〉1
ε
U˜ε,η · ∇F dxdt
−
∫ τ
0
∫
Ω
〈Uεt,x; ̺〉Rε,η˜̺ε,η U˜ε,η · ∇F dxdt
=
∫ τ
0
∫
Ω
1
ε
∆Φε,η · ̺F dxdt+
∫ τ
0
∫
Ω
〈Uεt,x; ̺〉1
ε
U˜ε,η · ∇F dxdt
−
∫ τ
0
∫
Ω
〈Uεt,x, ̺〉 r
̺
U˜ε,η · ∇F dxdt+ ω(ε, η)
= −
∫ τ
0
∫
Ω
〈Uεt,x, ̺〉 r̺U˜ε,η · ∇F dxdt+
∫ τ
0
∫
Ω
〈Uεt,x; ̺〉1ε U˜ε,η · ∇F dxdt
−
∫ τ
0
∫
Ω
cv
cv + 1
∂t
(
Rε,η
̺
+
Tε,η
θ
− F
θ
)
̺F dxdt+ ω(ε, η), (101)
where the first and the second term on the right-hand side cancels with the first two terms
on the right-hand side of (99). Further, we compute
∫ τ
0
∫
Ω
〈
Uεt,x;
p− ˜̺ε,ηθ˜ε,η
εθ
〉
U˜ε,η·∇F dxdt =
∫ τ
0
∫
Ω
〈
Uεt,x;
p− ˜̺ε,η θ˜ε,η
εθ
〉
U·∇F dxdt+ω(ε,η)
=
∫ τ
0
∫
Ω
〈
Uεt,x;
p− ̺θ
εθ
〉
U · ∇F dxdt−
∫ τ
0
∫
Ω
(
̺Tε,η + θRε,η
)
U · ∇F dxdt+ ω(ε, η)
=
∫ τ
0
∫
Ω
〈
Uεt,x;
p− ̺θ
εθ
〉
U · ∇F dxdt−
∫ τ
0
∫
Ω
(
̺Tε,η + θRε,η − ̺F
)
U · ∇F dxdt
+ ω(ε, η) =
∫ τ
0
∫
Ω
〈
Uεt,x;
p− ε̺Θ− εθr − ̺θ
εθ
〉
U · ∇F dxdt
+
1
θ
∫ τ
0
∫
Ω
̺FU · ∇F + ω(ε, η), (102)
where the first term on the right-hand side tends to 0 due to (64) and the second term is zero
because of (14)1.
Since the total energy of the acoustic equation is conserved,
∫ τ
0
∫
Ω
1
2
̺∂t|∇Φ|2 dxdt
+
cv
cv + 1
∫ τ
0
∫
Ω
(
θRε,η + ̺Tε,η − ̺F
)
∂t
(
Rε,η
̺
+
Tε,η
θ
− F
θ
)
dxdt = 0 (103)
and, as a result, (99) yields
∫
Ω
〈Uετ,x; Eε(̺,m, p| ˜̺ε,η, U˜ε,η, θ˜ε,η)〉 dx+Dε(τ )
≤
∫ τ
0
∫
Ω
〈Uεt,x; Eε(̺,m, p| ˜̺ε,η, U˜ε,η, θ˜ε,η)〉 +
∫ τ
0
Dε(t) dt+ ω(ε, η) (104)
for a.a. τ ∈ (0, T ). The Gronwall inequality concludes the proof.
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