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Abstract
Two numerical methods with graded temporal grids are analyzed for
fractional evolution equations. One is a low-order discontinuous Galerkin
(DG) discretization in the case of fractional order 0 < α < 1, and the
other one is a low-order Petrov Galerkin (PG) discretization in the case
of fractional order 1 < α < 2. By a new duality technique, pointwise-in-
time error estimates of first-order and (3− α)-order temporal accuracies
are respectively derived for DG and PG, under reasonable regularity as-
sumptions on the initial value. Numerical experiments are performed to
verify the theoretical results.
Keywords: fractional diffusion-wave equation, graded temporal grid, conver-
gence
1 Introduction
Let X be a separable Hilbert space with inner product (·, ·)X . Assume that the
linear operator A : D(A) ⊂ X → X is densely defined and admits a bounded
inverse A−1 : X → X , which is compact, symmetric and positive. Consider the
following time fractional evolution equation:
(Dα0+(u− u0))(t) + Au(t) = 0, 0 < t 6 T, (1)
where α ∈ (0, 2) \ {1}, 0 < T < ∞, u0 ∈ X and D
α
0+ is a Riemann-Liouville
fractional derivative operator of order α. Note that (1) is usually called as a time
fractional diffusion or wave equation when A is a second order elliptic operator.
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There are quite a few research works on the numerical treatment of time
fractional evolution equations. Let us briefly introduce four types of numerical
methods for the discretization of time fractional evolution equations. The first-
type methods use convolution quadrature to approximate the fractional integral
(derivative). These methods is very effective, but they require the temporal grid
to be uniform (cf. [15, 16, 2, 35, 5]). The second-type methods use L1 scheme to
approximate the fractional derivative (cf. [30, 4, 31, 11, 14]). Such methods are
popular and easy to implement. The third-type methods are spectral methods
(cf. [8, 32, 13, 19, 33]), which use nonlocal basis functions to approximate the
solution. The accuracy of spectral methods is high, provided that the solution
or data is smooth enough. The fourth-type methods are finite element methods
(cf. [22, 23, 20, 18, 9, 12]), which use local basis functions to approximate
the solution. These methods are time-stepping, and easy to design high order
schemes. It should be mentioned that the finite element method is identical to
the L1 scheme in some cases (cf. [6, 11]).
Most of the convergence analyses for the numerical methods mentioned above
are based on the assumption that the exact solution is smooth enough. However,
the solution of a fractional equation generally has singularity near the origin
despite how smooth the data is (cf. [5, 7]). In fact, the main difficulty is to
derive the error estimates without any regularity restriction on the solution,
especially for the case with nonsmooth data. When using uniform temporal
grids, the Laplace transform technique is a powerful tool for error estimation
in case of nonsmooth data (cf. [16, 2, 20, 4, 31, 11]). We note that the non-
uniform temporal grids is also useful to handle the singularity of fractional
equations (cf. [21, 29, 14, 24]), but the corresponding numerical analysis seems
rather complicated.
McLean and Mustapha [21] analyzed DG methods with graded temporal
grids for a variant form of (1):
∂tu+ D
1−α
0+ Au(t) = 0, 0 < t 6 T,
u(0) = u0,
(2)
which is obtained by applying D1−α0+ to the both sides of (1). For (2) with
0 < α < 1, they derived first-order temporal accuracy for a piecewise-constant
DG under the condition that u0 ∈ D(A
ν) for ν > 0. For the case 1 < α < 2, they
proved optimal error bounds for the piecewise-constant DG and a piecewise-
linear DG under the condition that
t‖A∂tu(t)‖X + t
2‖A∂ttu(t)‖X 6 Ct
σ−1, 0 < t 6 T,
‖∂tu(t)‖X + t‖∂ttu(t)‖X 6 Ct
σ−1, 0 < t 6 T,
where σ > 0 is a constant. For a fractional reaction-subdiffusion equation,
Mustapha [24] derived second-order temporal accuracy for the L1 scheme with
graded temporal grids under the condition that
‖u(t)‖H2 6 C, ‖∂tu(t)‖H2 + t
1−α/2‖∂ttu(t)‖H1 + t
2−α/2‖∂tttu(t)‖H1 6 Ct
σ−1,
for all 0 < t 6 T .
Though being equivalent to (2) in some sense, equation (1) leads to different
kinds of numerical methods. For the fractional diffusion equation with nons-
mooth data, Li et al. [10] obtained optimal error estimates for a low order DG. It
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should be noticed that their analysis is optimal in the sense of some space-time
Sobolev norms, which is not very sharp compare with the pointwise-in-time er-
ror estimates. For a fractional diffusion equation, Stynes et al. [29] analyzed the
L1 scheme with graded temporal grids and derived temporal accuracy O(Nα−2)
(N is the number of nodes in the temporal grid) under the condition that
‖∂(4)x u(t)‖L∞ 6 C, ‖∂ttu(t)‖L∞ 6 Ct
α−2, 0 < t 6 T.
Liao et al. [14] obtained temporal accuracy O(Nα−2) for a reaction-subdiffusion
equation by assuming that
‖∂(4)x u(t)‖L2 6 C, ‖∂ttu(t)‖L2 6 Ct
σ−2, 0 < t 6 T,
where σ ∈ (0, 2) \ {1}. Although the regularity assumptions above are reason-
able in some situations, it is worthwhile to carry out error estimation for some
numerical methods with lesser regularity assumptions on the data. Moreover,
as far as we know, there is no rigorous numerical analysis for (1) with 1 < α < 2
and graded temporal grids.
In this paper, we consider the DG and PG approximations for time fractional
evolution equation (1) with 0 < α < 1 and 1 < α < 2 respectively. These
methods are identical to the L1 scheme when the temporal grid is uniform.
We develop a new duality technique for the pointwise-in-time error estimation,
which is inspired by the local error estimation for the standard linear finite
element method [28, 1]. The key point of the analysis is the weighted estimate
of a “regularized Green function” (cf. Lemmas 3.3 and 4.2). For 0 < α < 1 and
u0 ∈ D(A
ν) with 0 < ν 6 1, we obtain the first-order temporal accuracy for
the DG approximation with graded grids (cf. Theorem 3.1). For 1 < α < 2 and
u0 ∈ D(Aν) with 1/2 < ν 6 1, we obtain the (3 − α)-order temporal accuracy
for the PG approximation with graded grids (cf. Theorem 4.1).
The rest of this paper is organized as follows. Section 2 gives some notations
and basic results, including Sobolev spaces, fractional calculus operators, spec-
tral decomposition of A, solution theory and discretization spaces. Section 3
and Section 4 establish the error estimates for problem (1) with 0 < α < 1 and
1 < α < 2 respectively. Section 5 performs two numerical experiments to verify
the theoretical results. The last section is a conclusion.
2 Preliminaries
Throughout this paper, we will use the following conventions: if ω ⊂ R is an
interval, then 〈p, q〉ω denotes the Lebesgue or Bochner integral
∫
ω
pq for scalar or
vector valued functions p and q whenever the integral makes sense; for a Banach
space W , we use 〈·, ·〉W to denote a duality paring between W ∗ (the dual space
of W ) and W ; the notation C× denotes a positive constant depending only on
its subscript(s), and its value may differ at each occurrence; for any function v
defined on (0, T ), by v(t−), 0 < t 6 T we mean lims→t− v(s) whenever this limit
exists; given 0 < a 6 T , the notation (a − t)+ denotes a function of variable t
defined by
(a− t)+ :=
{
a− t if 0 6 t < a,
0 if a 6 t 6 T.
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Sobolev spaces. Assume that −∞ < a < b <∞. For any m ∈ N, define
0H
m(a, b) :=
{
v ∈ Hm(a, b) : v(k)(a) = 0 ∀0 6 k < m
}
and endow this space with the norm
‖v‖
0Hm(a,b) := ‖v
(m)‖L2(a,b) ∀v ∈ 0H
m(a, b),
where Hm(a, b) is an usual Sobolev space and v(k), 1 6 k 6 m, is the k-th order
weak derivative of v. For any m ∈ N>0 and 0 < θ < 1, define
0H
m−1+θ(a, b) := (0H
m−1(a, b), 0H
m(a, b))θ,2,
where (·, ·)θ,2 means the interpolation space defined by the K-method [17]. The
space 0Hγ(a, b), 0 6 γ < ∞, is defined analogously. For each −∞ < γ 6 0,
we use 0H
γ(a, b) and 0Hγ(a, b) to denote the dual spaces of 0H−γ(a, b) and
0H
−γ(a, b), respectively. The embedding L2(a, b) →֒ 0H−γ(a, b), γ > 0, is
understood in the conventional sense that
〈v, w〉0Hγ (a,b) := 〈v, w〉(a,b) ∀w ∈
0Hγ(a, b), ∀v ∈ L2(a, b).
We will also use the following space:
H2θ(a, b) :=
(
L2(a, b), H2(a, b)
)
θ,2
, θ ∈ (0, 1).
Note that if 0 < γ < 1/2 then
0H
γ(a, b) = 0Hγ(a, b) = Hγ(a, b) with equivalent norms.
Fractional calculus operators. Assume that −∞ < a < b <∞. For −∞ <
γ < 0, define
(
Dγa+ v
)
(t) :=
1
Γ(−γ)
∫ t
a
(t− s)−γ−1v(s) ds, a < t < b,
(
Dγb− v
)
(t) :=
1
Γ(−γ)
∫ b
t
(s− t)−γ−1v(s) ds, a < t < b,
for all v ∈ L1(a, b), where Γ(·) is the gamma function. In addition, let D0a+ and
D0b− be the identity operator on L
1(a, b). For j−1 < γ 6 j with j ∈ N>0, define
Dγa+ v := D
j Dγ−ja+ v,
Dγb− v := (−D)
j Dγ−jb− v,
for all v ∈ L1(a, b), where D is the first-order differential operator in the distri-
bution sense. The vector-valued version fractional calculus operators are defined
analogously. Assume that 0 < β 6 γ < β + 1/2. For any v ∈ 0Hβ(a, b), define
Dγa+ v ∈ 0H
β−γ(a, b) by that
〈
Dγa+ v, w
〉
0Hγ−β(a,b)
:=
〈
Dβa+ v,D
γ−β
b− w
〉
(a,b)
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for all w ∈ 0Hγ−β(a, b). For any v ∈ 0Hβ(a, b), define Dγb− v ∈
0Hβ−γ(a, b) by
that 〈
Dγb− v, w
〉
0Hγ−β(a,b)
:=
〈
Dβb− v,D
γ−β
a+ w
〉
(a,b)
for all w ∈ 0Hγ−β(a, b). By Lemma A.2 and a standard density argument, it is
easy to verify that the above definitions are well-defined and that if〈
Dγa+ v, w
〉
0Hβ1 (a,b)
and
〈
Dγa+ v, w
〉
0Hβ2 (a,b)
both make sense by the definition, then they are identical.
Spectral decomposition of A. Assume that the separable Hilbert space X is
infinite dimensional. It is well known that (cf. [34]) there exists an orthonormal
basis, {φn : n ∈ N} ⊂ D(A), of X such that
Aφn = λnφn,
where {λn : n ∈ N} is a positive non-decreasing sequence and λn → ∞ as
n→∞. For any −∞ < β <∞, define
D(Aβ/2) :=
{
∞∑
n=0
cnφn :
∞∑
n=0
λβnc
2
n <∞
}
and equip this space with the norm
∥∥∥ ∞∑
n=0
cnφn
∥∥∥
D(Aβ/2)
:=
(
∞∑
n=0
λβnc
2
n
)1/2
.
Solution theory. For any β > 0, define the Mittag-Leffler function Eα,β(z) by
Eα,β(z) :=
∞∑
k=0
zk
Γ(kα+ β)
∀z ∈ C,
which admits the following growth estimate (cf. [26]):
|Eα,β(−t)| 6
Cα,β
1 + t
∀t > 0. (3)
For any λ > 0, a straightforward calculation yields
Dα0+ (Eα,1(−λt
α)− 1) + λEα,1(−λt
α) = 0 ∀t > 0. (4)
Therefore, the solution to problem (1) is of the form (cf. [27])
u(t) =
∞∑
n=0
Eα,1(−λnt
α)(u0, φn)X φn, 0 6 t 6 T. (5)
For any 0 < t 6 T , a straightforward calculation gives
u′(t) = −
∞∑
n=0
λnt
α−1Eα,α(−λnt
α)(u0, φn)Xφn,
u′′(t) = −
∞∑
n=0
λnt
α−2Eα,α−1(−λnt
α)(u0, φn)Xφn.
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Hence, for 1 < α < 2, by (3) we obtain that
t−1‖u′(t)‖X + ‖u
′′(t)‖X 6 Cαt
αν−2‖u0‖D(Aν), (6)
t−1‖u′(t)‖D(A1/2) + ‖u
′′(t)‖D(A1/2) 6 Cαt
α(ν−1/2)−2‖u0‖D(Aν), (7)
where 0 6 ν 6 1.
Discretization spaces. Let tj := (j/J)
σT for each 0 6 j 6 J , where J ∈ N>0
and σ > 1. Define
Wτ :=
{
v ∈ L∞(0, T ;D(A1/2)) : v is constant on (tj−1, tj) for each 1 6 j 6 J
}
,
W cτ :=
{
v ∈ C([0, T ];D(A1/2)) : v is linear on (tj−1, tj) for each 1 6 j 6 J
}
.
For the particular case D(A) = R, we use Wτ and Wcτ to denote Wτ and
W cτ , respectively. Assume that Y = X or R. For any v ∈ L
1(0, T ;Y ) and
w ∈ C([0, T ];Y ), define Qτv ∈ L
∞(0, T ;Y ) and Iτw ∈ C([0, T ];Y ) respectively
by
(Qτv)(t) :=
1
tj − tj−1
∫ tj
tj−1
v and (Iτw)(t) :=
tj − t
tj − tj−1
w(tj−1) +
t− tj−1
tj − tj−1
w(tj)
for all tj−1 < t < tj and 1 6 j 6 J . In the sequel, we will always assume that
σ > 1.
3 Fractional diffusion equation (0 < α < 1)
This section considers the following discretization: seek U ∈ Wτ such that∫ T
0
(
(Dα0++A)U, V
)
X
dt =
∫ T
0
(
Dα0+ u0, V
)
X
dt ∀V ∈ Wτ . (8)
Remark 3.1. By (5), a straightforward calculation yields that∫ T
0
(
(Dα0+ u+A)u, V
)
X
dt =
∫ T
0
(
Dα0+ u0, V
)
X
dt ∀V ∈Wτ . (9)
Remark 3.2. We note that when using uniform temporal grids, the discretiza-
tion (8) is equivalent to the L1 scheme [6].
Theorem 3.1. Assume that u0 ∈ D(Aν) with 0 < ν 6 1. Then
‖u− U‖L∞(0,T ;X) 6 Cα,σ,ν,T J
−min{σνα,1}‖u0‖D(Aν). (10)
The main task of the rest of this section is to prove Theorem 3.1. To this
end, we proceed as follows. Assume that λ > 0. For any y ∈ 0Hα/2(0, T ), define
Πλτ y ∈ Wτ by that〈(
Dα0++λ
)(
y −Πλτ y
)
, w
〉
0Hα/2(0,T )
= 0 ∀w ∈ Wτ . (11)
For each 1 6 m 6 J , define Gmλ ∈ Wτ by that G
m
λ |(tm,T ) = 0 and
〈
w, (Dαtm−+λ)G
m
λ
〉
(0,tm)
=
1
tm − tm−1
∫ tm
tm−1
w (12)
for all w ∈ Wτ . In addition, let Gmλ,m+1 := 0 and, for each 1 6 j 6 m, let
Gmλ,j := limt→tj−
Gmλ (t).
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Remark 3.3. The Gmλ can be viewed as a regularized Green function with re-
spect to the operator Dαtm−+λ.
Lemma 3.1. For each 1 6 m 6 J ,
Gmλ,m > G
m
λ,m−1 > . . . > G
m
λ,1 > 0, (13)
Gmλ,m =
1
(tm − tm−1)1−α/Γ(2− α) + λ(tm − tm−1)
, (14)
Gmλ,m =
m−1∑
j=1
(Gmλ,j+1 −G
m
λ,j)
t1−αj − (tj − t1)
1−α + λΓ(2− α)t1
t1−αm − (tm − t1)1−α + λΓ(2− α)t1
. (15)
Proof. Let us first prove that
Gmλ,j+1 > G
m
λ,j for all 1 6 j < m. (16)
For any 1 6 k < m, by (12) we obtain
m∑
j=k
(Gmλ,j −G
m
λ,j+1)
(
(tj − tk−1)
1−α − (tj − tk)
1−α
)
+ µ(tk − tk−1)G
m
λ,k = 0,
where µ := λΓ(2− α), so that a simple algebraic computation yields
m−1∑
j=k
(Gmλ,j+1 −G
m
λ,j)
(
(tj − tk−1)
1−α − (tj − tk)
1−α + µ(tk − tk−1)
)
= Gmλ,m
(
(tm − tk−1)
1−α − (tm − tk)
1−α + µ(tk − tk−1)
)
.
(17)
Inserting k = m − 1 into the above equation and noting the fact Gmλ,m > 0
indicate Gmλ,m > G
m
λ,m−1. Assume that G
m
λ,j+1 > G
m
λ,j for all k 6 j < m, where
2 6 k < m. Multiplying both sides of (17) by
(tm − tk−2)
1−α − (tm − tk−1)
1−α + µ(tk−1 − tk−2)
(tm − tk−1)1−α − (tm − tk)1−α + µ(tk − tk−1)
,
from Lemma B.2 we obtain
m−1∑
j=k
(Gmλ,j+1 −G
m
λ,j)
(
(tj − tk−2)
1−α − (tj − tk−1)
1−α + µ(tk−1 − tk−2)
)
< Gmλ,m
(
(tm − tk−2)
1−α − (tm − tk−1)
1−α + µ(tk−1 − tk−2)
)
.
Similarly to (17), we have
m−1∑
j=k−1
(Gmλ,j+1 −G
m
λ,j)
(
(tj − tk−2)
1−α − (tj − tk − 1)
1−α + µ(tk−1 − tk−2)
)
= Gmλ,m
(
(tm − tk−2)
1−α − (tm − tk−1)
1−α + µ(tk−1 − tk−2)
)
.
Combining the above two equations yields Gmλ,k > G
m
λ,k−1. Therefore, (16) is
proved by induction.
Next, inserting k = 1 into (17) yields
m−1∑
j=1
(Gmλ,j+1 −G
m
λ,j)
(
t1−αj − (tj − t1)
1−α + µt1
)
= Gmλ,m
(
t1−αm − (tm − t1)
1−α + µt1
)
.
(18)
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Since
t1−αj − (tj − t1)
1−α + µt1 > t
1−α
m − (tm − t1)
1−α + µt1 ∀1 6 j 6 m− 1,
from (16) and (18) it follows that
m−1∑
j=1
(
Gmλ,j+1 −G
m
λ,j
)
< Gmλ,m.
This implies Gmλ,1 > 0 and hence proves (13) by (16).
Finally, (14) is evident by (12), and dividing both sides of (18) by t1−αm −
(tm − t1)1−α + µt1 proves (15). This completes the proof.
Lemma 3.2. For each 1 6 k 6 J ,
k∑
j=1
j(σ−1)(α−1)‖(I −Qτ )(tk − t)
−α‖L1(tj−1,tj) 6 Cα,σ,TJ
σ(α−1), (19)
k∑
j=1
j−σ−α+1‖(I −Qτ )(tk − t)
−α‖L1(tj−1,tj) 6 Cα,σ,TJ
σ(α−1)k−σα. (20)
Proof. A straightforward calculation gives
k(σ−1)(α−1)‖(I −Qτ )(tk − t)
−α‖L1(tk−1,tk)
6 Cαk
(σ−1)(α−1)(tk − tk−1)
1−α
6 Cα,σ,TJ
−σ(1−α)
and
k−1∑
j=1
j(σ−1)(α−1)‖(I −Qτ )(tk − t)
−α‖L1(tj−1,tj)
6 Cα
k−1∑
j=1
j(σ−1)(α−1)(tj − tj−1)
(
(tk − tj)
−α − (tk − tj−1)
−α
)
6 Cα,σ,TJ
−σ(1−α)
k−1∑
j=1
j(σ−1)(α−1)
(
jσ − (j − 1)σ
)(
(kσ − jσ)−α − (kσ − (j − 1)σ)−α
)
6 Cα,σ,TJ
−σ(1−α)
k−1∑
j=1
j(σ−1)(α−1)j2(σ−1)(kσ − jσ)−α−1
= Cα,σ,TJ
−σ(1−α)
k−1∑
j=1
j(σ−1)(α+1)(kσ − jσ)−α−1
6 Cα,σ,TJ
−σ(1−α) (by Lemma B.4).
Combining the above two estimates proves (19). Similarly, a simple calculation
gives
k−σ−α+1‖(I −Qτ )(tk − t)
−α‖L1(tk−1,tk)
6 Cαk
−σ−α+1(tk − tk−1)
1−α
6 Cα,σ,TJ
−σ(1−α)k−σα
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and
k−1∑
j=1
j−σ−α+1‖(I −Qτ )(tk − t)
−α‖L1(tj−1,tj)
6 Cα
k−1∑
j=1
j−σ−α+1(tj − tj−1)
(
(tk − tj)
−α − (tk − tj−1)
−α
)
6 Cα,σ,TJ
−σ(1−α)
k−1∑
j=1
j−σ−α+1
(
jσ − (j − 1)σ
)(
(kσ − jσ)−α − (kσ − (j − 1)σ)−α
)
6 Cα,σ,TJ
−σ(1−α)
k−1∑
j=1
j−σ−α+1j2(σ−1)(kσ − jσ)−α−1
= Cα,σ,TJ
−σ(1−α)
k−1∑
j=1
jσ−α−1(kσ − jσ)−α−1
6 Cα,σ,TJ
−σ(1−α)k−σα (by Lemma B.4).
Combining the above two estimates proves (20) and thus concludes the proof.
Lemma 3.3. For each 1 6 m 6 J ,
m∑
j=1
(
m
j
)(σ−1)(1−α)
‖(I −Qτ )D
α
tm−G
m
λ ‖L1(tj−1,tj) 6 Cα,σ,T . (21)
Proof. For each 1 6 j 6 m, let
ηmj :=
(
J/j
)σα
+ λ
(J/m)σα + λ
j(σ−1)(α−1)Jσ(1−α). (22)
Since
(Dαtm−G
m
λ )(t) =
m∑
j=1
(Gmλ,j −G
m
λ,j+1)
(tj − t)
−α
+
Γ(1 − α)
,
we have
m∑
j=1
ηmj ‖(I −Qτ )D
α
tm−G
m
λ ‖L1(tj−1,tj)
6
1
Γ(1− α)
m∑
j=1
ηmj
m∑
k=j
|Gmλ,k −G
m
λ,k+1|‖(I −Qτ )(tk − t)
−α‖L1(tj−1,tj)
=
1
Γ(1− α)
m∑
k=1
|Gmλ,k −G
m
λ,k+1|
k∑
j=1
ηmj ‖(I −Qτ )(tk − t)
−α‖L1(tj−1,tj)
6 Cα,σ,T
m∑
k=1
|Gmλ,k −G
m
λ,k+1|
Jσ(1−α)
(J/m)σα + λ
×
k∑
j=1
(
(J/j)σα + λ
)
j(σ−1)(α−1)‖(I −Qτ )(tk − t)
−α‖L1(tj−1,tj)
6 Cα,σ,T
m∑
k=1
(
J/k
)σα
+ λ
(J/m)σα + λ
|Gmλ,k −G
m
λ,k+1| (by (19) and (20)).
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Therefore, from Lemma 3.1 and the inequality
t1−αk − (tk − t1)
1−α + λΓ(2 − α)t1
t1−αm − (tm − t1)1−α + λΓ(2 − α)t1
> Cα,σ,T
(
J/k
)σα
+ λ
(J/m)σα + λ
,
it follows that
m∑
j=1
ηmj ‖(I −Qτ )D
α
tm−G
m
λ ‖L1(tj−1,tj) 6 Cα,σ,TG
m
λ,m.
In addition, by (14) and (22), it holds
ηmj
Gmλ,m
> Cα,σ,T
(J/j)σα + λ
(J/m)σα + λ
j(σ−1)(α−1)Jσ(1−α)
(
m(σ−1)(1−α)Jσ(α−1) + λmσ−1J−σ
)
> Cα,σ,T
(
J/j
)σα
+ λ
(J/m)σα + λ
j(σ−1)(α−1)m(σ−1)(1−α)
> Cα,σ,T
(
m/j
)(σ−1)(1−α)
.
Consequently, combining the above two estimates proves (21) and thus con-
cludes the proof.
Remark 3.4. Dαtm−G
m
λ is a non-smooth function in L
1(0, T ), but it is smoother
away from tm. This is the starting point of Lemma 3.3.
Lemma 3.4. If y ∈ 0Hα/2(0, T ) ∩ C(0, T ], then(
Πλτ y −Qτy
)
(tm−) =
〈
(I −Qτ )y, (I −Qτ )D
α
tm−G
m
λ
〉
(0,tm)
(23)
for each 1 6 m 6 J .
Proof. A straightforward calculation gives
(Πλτ y −Qτy)(tm−)
=
〈
Πλτ y −Qτy, (D
α
tm−+λ)G
m
λ
〉
(0,tm)
(by (12))
=
〈
Πλτ y −Qτy, (D
α
T−+λ)G
m
λ
〉
(0,T )
(by the fact Gmλ |(tm,T ) = 0)
=
〈
(Dα0++λ)(Π
λ
τ y −Qτy), G
m
λ
〉
0Hα/2(0,T )
(by Lemma A.3)
=
〈
(Dα0++λ)(I −Qτ )y, G
m
λ
〉
0Hα/2(0,T )
(by (11))
=
〈
(I −Qτ )y, (D
α
T−+λ)G
m
λ
〉
(0,T )
(by Lemma A.3)
=
〈
(I −Qτ )y, (D
α
tm−+λ)G
m
λ
〉
(0,tm)
(by the fact Gmλ |(tm,T ) = 0).
Hence, (23) follows from the equality〈
(I −Qτ )y, (D
α
tm−+λ)G
m
λ
〉
(0,tm)
=
〈
(I −Qτ )y, (I −Qτ )D
α
tm−G
m
λ
〉
(0,tm)
,
which is easily derived by the definition of Qτ . This completes the proof.
Lemma 3.5. Assume that y ∈ 0Hα/2(0, T ) ∩ C1(0, T ] satisfies
|y′(t)| 6 t−r, 0 < t 6 T, (24)
where 0 < r < 1. Then∥∥(I −Πλτ )y∥∥L∞(0,T ) 6 Cα,σ,r,TJ−min{σ(1−r),1}. (25)
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Proof. For any 1 6 m 6 J ,∣∣∣(Πλτ y −Qτy)(tm−)∣∣∣
=
∣∣∣〈(I −Qτ )y, (I −Qτ )Dαtm−Gmλ 〉(0,tm)
∣∣∣ (by Lemma 3.4)
6
m∑
j=1
‖(I −Qτ )y‖L∞(tj−1,tj)‖(I −Qτ )D
α
tm−G
m
λ ‖L1(tj−1,tj)
6 max
16j6m
(m/j)(σ−1)(α−1)‖(I −Qτ )y‖L∞(tj−1,tj)
×
m∑
j=1
(m/j)(σ−1)(1−α)‖(I −Qτ )D
α
tm−G
m
λ ‖L1(tj−1,tj)
6 Cα,σ,T max
16j6m
(m/j)(σ−1)(α−1)‖(I −Qτ )y‖L∞(tj−1,tj) (by (21))
6 Cα,σ,T‖(I −Qτ )y‖L∞(0,tm).
It follows that∥∥(Πλτ −Qτ)y∥∥L∞(0,T ) = max16m6J
∣∣∣(Πλτy −Qτy)(tm−)∣∣∣ 6 Cα,σ,T ‖(I −Qτ )y‖L∞(0,T ),
and hence∥∥(I − Πλτ )y∥∥L∞(0,T ) 6 ‖(I −Qτ )y‖L∞(0,T ) +
∥∥∥(Πλτ −Qτ)y∥∥∥
L∞(0,T )
6 Cα,σ,T ‖(I −Qτ )y‖L∞(0,T ).
In addition, by (24) we obtain
‖(I −Qτ )y‖L∞(0,T ) 6 max
16j6J
‖(I −Qτ )y‖L∞(tj−1,tj)
6 max
16j6J
(
t1−rj − t
1−r
j
)
/(1− r)
6 Cα,σ,r,T max
16j6J
jσ(1−r)−1J−σ(1−r)
6 Cα,σ,r,TJ
−min{σ(1−r),1}.
Finally, combining the above two estimates proves (25) and hence this lemma.
Finally, we are in a position to prove Theorem 3.1 as follows.
Proof of Theorem 3.1. For each n ∈ N, let
un(t) := (u(t), φn)X , 0 6 t 6 T.
By (5) we have
un(t) = Eα,1(−λnt
α)(u0, φn)X , 0 < t 6 T.
A straightforward calculation gives
(un)′(t) = −λnt
α−1Eα,α(−λnt
α)(u0, φn)Xφn, 0 6 t 6 T,
and hence (3) implies
|(un)′(t)| 6 Cαt
να−1λνn|(u0, φn)X |, 0 < t 6 T. (26)
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By (8), (9) and (11) we have U =
∑∞
n=0(Π
λn
τ u
n)φn, so that
‖u− U‖L∞(0,T ;X) = sup
0<t<T
( ∞∑
n=0
|(un −Πλnτ u
n)(t)|2
)1/2
6
( ∞∑
n=0
‖(I −Πλnτ )u
n‖2L∞(0,T )
)1/2
6 Cα,σ,TJ
−min{σαν,1}
( ∞∑
n=0
λ2νn (u0, φn)
2
X
)1/2
(by Lemma 3.5 and (26))
= Cα,σ,TJ
−min{σαν,1}‖u0‖D(Aν).
This proves (10) and thus concludes the proof. 
4 Fractional wave equation (1 < α < 2)
This section considers the following discretization: seek U ∈ W cτ such that
U(0) = u0 and ∫ T
0
(
Dα−10+ U
′ +AU, V
)
X
dt = 0 ∀V ∈ Wτ . (27)
Remark 4.1. By (5), a straightforward calculation gives that
∫ T
0
(Dα−10+ u
′ +Au, V )X dt = 0 ∀V ∈ Wτ . (28)
Remark 4.2. We note that when using uniform temporal grids, the discretiza-
tion (27) is equivalent to the L1 scheme (cf. [11]),
Theorem 4.1. Assume that u0 ∈ D(Aν) with 1/2 < ν 6 1. If
σ >
3− α
α(ν − 1/2)
, (29)
then
max
16m6J
‖(u− U)(tm)‖X 6 Cα,σ,T J
α−3‖u0‖D(Aν). (30)
The main task of the rest of this section is to prove the theorem above. For
each 1 6 m 6 J , define Gm ∈ Wτ by that Gm|(tm,T ) = 0 and that〈
w,Dα−1tm− G
m
〉
(0,tm)
= 〈1, w〉(0,tm) ∀w ∈ Wτ . (31)
Let Gmm+1 = 0 and, for each 1 6 j 6 m, let
Gmj := limt→tj−
Gm(t).
Since
Dα−1tm− G
m =
m∑
j=1
(Gmj − G
m
j+1)
(tj − t)
1−α
+
Γ(2− α)
,
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a straightforward calculation yields, from (31), that
m∑
j=k
(
Gmj − G
m
j+1
) (
(tj − tk−1)
2−α − (tj − tk)
2−α
)
= Γ(3− α)(tk − tk−1) (32)
for each 1 6 k 6 m.
Remark 4.3. Although Gm is not a regularized Green function, it has similar
properties.
Lemma 4.1. For any 1/2 < β < 1 and 1 6 k 6 J ,
k∑
j=1
(j/J)σ(1−α)
(
(tk − tj−1)
1−β − (tk − tj)
1−β)
6 Cα,σ,T (k/J)
σ(2−α−β). (33)
Proof. An elementary calculation gives
kσ(1−α)
(
kσ − (k − 1)σ
)1−β
6 Cσk
σ(1−α)k(σ−1)(1−β) = Cσk
σ(2−α−β)+β−1
and
k−1∑
j=1
jσ(1−α)
((
kσ − (j − 1)σ
)1−β
−
(
kσ − jσ
)1−β)
6 Cσ(1− β)
k−1∑
j=1
jσ(1−α)
(
kσ − jσ
)−β
jσ−1
= Cσ(1− β)
k−1∑
j=1
j2σ−σα−1
(
kσ − jσ
)−β
6 Cα,σk
σ(2−α−β) (by Lemma B.5).
It follows that
k∑
j=1
(j/J)σ(1−α)
(
(tk − tj−1)
1−β − (tk − tj)
1−β)
= J−σ(2−α−β)T 1−β
k∑
j=1
jσ(1−α)
((
kσ − (j − 1)σ
)1−β
−
(
kσ − jσ
)1−β)
6 Cα,σ,TJ
−σ(2−α−β)
(
kσ(2−α−β)+β−1 + kσ(2−α−β)
)
6 Cα,σ,T (k/J)
σ(2−α−β).
This proves (33) and hence this lemma.
Lemma 4.2. For any 1/2 < β < 1 and 1 6 m 6 J ,
m∑
j=1
(j/J)σ(1−α)‖Dβtm− G
m‖L1(tj−1,tj) 6 Cα,σ,T . (34)
Proof. By (32) and Lemma B.3, an inductive argument yields that
Gm1 > G
m
2 > . . . > G
m
m = Γ(3− α)(tm − tm−1)
α−1. (35)
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Plugging k = 1 into (32) shows
m∑
j=1
(
Gmj − G
m
j+1
) (
t2−αj − (tj − t1)
2−α
)
= Γ(3− α)t1,
and hence
m∑
j=1
t2−αj − (tj − t1)
2−α
Γ(3− α)t1
(
Gmj − G
m
j+1
)
= 1.
From (35) and the inequality
t2−αj − (tj − t1)
2−α
Γ(3− α)t1
> Cα,σ,T (j/J)
σ(1−α),
it follows that
m∑
j=1
(j/J)σ(1−α)
(
Gmj − G
m
j+1
)
6 Cα,σ,T . (36)
Since
Dβtm− G
m =
m∑
j=1
(
Gmj − G
m
j+1
) (tj − t)−β+
Γ(1 − β)
,
we obtain
m∑
j=1
(j/J)σ(1−α)‖Dβtm− G
m‖L1(tj−1,tj)
6
m∑
j=1
(j/J)σ(1−α)
m∑
k=j
(Gmk − G
m
k+1)
(tk − tj−1)
1−β − (tk − tj)
1−β
Γ(2− β)
(by (35))
=
m∑
k=1
(Gmk − G
m
k+1)
k∑
j=1
(j/J)σ(1−α)
(tk − tj−1)
1−β − (tk − tj)
1−β
Γ(2− β)
6 Cα,σ,T
m∑
k=1
(k/J)σ(2−α−β) (Gmk − G
m
k+1) (by Lemma 4.1 and (35))
6 Cα,σ,T (by (35) and (36)).
This proves (34) and thus completes the proof.
Remark 4.4. For more details about proving (35), we refer the reader to the
proof of (13).
Lemma 4.3. Assume that y ∈ C2((0, T ];X) satisfies
t−1‖y′(t)‖X + ‖y
′′(t)‖X 6 t
−r, 0 < t 6 T, (37)
where 0 < r < 2. For each 1 6 j 6 J , the following three estimates hold:
if σ < 2/(3− r), then∥∥Dα−20+ (I−Qτ )y′∥∥L∞(tj−1,tj ;X) 6 Cα,σ,r,TJ−σ(3−α−r)j−σα(jσ(3−r)+α−3 + 1); (38)
if σ = 2/(3− r), then∥∥Dα−20+ (I−Qτ )y′∥∥L∞(tj−1,tj ;X) 6 Cα,r,TJ−σ(3−α−r)j−σα(jσ(3−r)+α−3 + ln j); (39)
if σ > 2/(3− r), then∥∥Dα−20+ (I−Qτ )y′∥∥L∞(tj−1,tj ;X) 6 Cα,σ,r,TJ−σ(3−α−r)jσ(3−α−r)+α−3. (40)
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Proof. We only present a proof of (40), the proofs of (38) and (39) being similar.
Since the case r = 1 can be proved analogously, we assume that r 6= 1.
Let us first prove that
sup
tj−16a<tj
∥∥∥〈(a− t)1−α, (I−Qτ )y′〉(0,tj−1)
∥∥∥
X
6 Cα,σ,r,TJ
−σ(3−α−r)jσ(3−α−r)+α−3
(41)
for each 2 6 j 6 J . Since the case j = 2 can be easily verified, we assume that
3 6 j 6 J . Let tj−1 6 a < tj . By the definition of Qτ , we have∥∥∥〈(a− t)1−α, (I −Qτ )y′〉(0,tj−1)
∥∥∥
X
6 I1 + I2 + I3, (42)
where
I1 :=
∥∥∥〈(I −Qτ )(a− t)1−α, (I −Qτ )y′〉(0,t1)
∥∥∥
X
,
I2 :=
j−2∑
k=2
∥∥∥〈(I −Qτ )(a− t)1−α, (I −Qτ )y′〉(tk−1,tk)
∥∥∥
X
,
I3 :=
∥∥∥〈(I −Qτ )(a− t)1−α, (I −Qτ )y′〉(tj−2,tj−1)
∥∥∥
X
.
By (37) and the facts σ > 2/(3− r) and tj−1 6 a, a routine calculation yields
the following three estimates:
I1 6 ‖(I −Qτ )(a− t)
1−α‖L∞(0,t1)‖(I −Qτ )y
′‖L1(0,t1;X)
6 Cα,r
(
(a− t1)
1−α − a1−α
)
t2−r1
6 Cα,r
(
(tj−1 − t1)
1−α − t1−αj−1
)
t2−r1
6 Cα,σ,r,TJ
−σ(3−α−r)(((j − 1)σ − 1)1−α − (j − 1)σ(1−α))
6 Cα,σ,r,TJ
−σ(3−α−r)j−σα
6 Cα,σ,r,TJ
−σ(3−α−r)jσ(3−α−r)+α−3,
I2 6 Cα
j−2∑
k=2
‖(I −Qτ )y
′‖L∞(tk−1,tk;X)(tk − tk−1)
(
(a− tk)
1−α − (a− tk−1)
1−α
)
6 Cα,r
j−2∑
k=2
∣∣t1−rk − t1−rk−1∣∣ (tk − tk−1)((tj−1 − tk)1−α − (tj−1 − tk−1)1−α)
6 Cα,σ,r,TJ
−σ(3−α−r)
j−2∑
k=2
kσ(1−r)−1k2(σ−1)(jσ − kσ)−α
= Cα,σ,r,TJ
−σ(3−α−r)
j−2∑
k=2
k3σ−σr−3(jσ − kσ)−α
6 Cα,σ,r,TJ
−σ(3−α−r)jσ(3−α−r)+α−3 (by Lemma B.4)
and
I3 6 Cα‖(I −Qτ )y
′‖L∞(tj−2,tj−1;X)
(
(a− tj−2)
2−α − (a− tj−1)
2−α
)
6 Cα,r
∣∣t1−rj−1 − t1−rj−2∣∣ (tj−1 − tj−2)2−α
6 Cα,σ,r,TJ
−σ(3−α−r)jσ(1−r)−1j(σ−1)(2−α)
= Cα,σ,r,TJ
−σ(3−α−r)jσ(3−α−r)+α−3.
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Since a, tj−1 6 a < tj , is arbitrary, combining (42) and the above three esti-
mates proves (41) for 3 6 j 6 J .
Next, let us prove that (40) holds for all 2 6 j 6 J . For any tj−1 6 a < tj ,(
Dα−20+ (y
′ −Qτy
′)
)
(a) = (I4 + I5)/Γ(2− α), (43)
where
I4 :=
〈
(a− t)1−α, (I −Qτ )y
′
〉
(tj−1,a)
,
I5 :=
〈
(a− t)1−α, (I −Qτ )y
′
〉
(0,tj−1)
.
We have
‖I4‖X 6 Cα(a− tj−1)
2−α‖(I −Qτ )y
′‖L∞(tj−1,tj ;X)
6 Cα,r(tj − tj−1)
2−α
∣∣t1−rj − t1−rj−1∣∣ (by (37))
6 Cα,σ,r,TJ
−σ(3−α−r)j(σ−1)(2−α)jσ(1−r)−1
= Cα,σ,r,TJ
−σ(3−α−r)jσ(3−α−r)+α−3
and, by (41),
‖I5‖X 6 Cα,σ,r,TJ
−σ(3−α−r)jσ(3−α−r)+α−3.
Combining the above two estimates and (43) gives
‖
(
Dα−20+ (y
′ −Qτy
′)
)
(a)‖X 6 Cα,σ,r,TJ
−σ(3−α−r)jσ(3−α−r)+α−3.
Hence, the arbitrariness of tj−1 6 a < tj proves (40) for 2 6 j 6 J .
Finally, for any 0 < a 6 t1,
‖
(
Dα−20+ (I −Qτ )y
′
)
(a)‖X
6 Cα,r
∫ a
0
(a− t)1−α(t1−r + t1−r1 ) dt (by (37))
6 Cα,r
(
a3−α−r
∫ 1
0
(1− s)1−αs1−r ds+ a2−αt1−r1
)
6 Cα,rt
3−α−r
1 6 Cα,σ,r,TJ
−σ(3−α−r).
This proves (40) for j = 1 and thus concludes the proof.
For any y ∈ H(α+1)/2(0, T ), define Pτy ∈ W
c
τ by

(y − Pτy)(0) = 0,〈
Dα−10+
(
y − Pτy
)′
, w
〉
0H(α−1)/2(0,T )
= 0 ∀w ∈ Wτ ,
(44)
and define Ξλτ y ∈ W
c
τ by

(
y − Ξλτ y
)
(0) = 0,〈
Dα−10+
(
y − Ξλτ y
)′
+ λ
(
y − Ξλτ y
)
, w
〉
0H(α−1)/2(0,T )
= 0 ∀w ∈ Wτ .
(45)
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Lemma 4.4. If α− 1 < β < 1 and y ∈ H(α+1)/2(0, T ), then
(y − Pτy)(tm) =
〈
Dα−1−β0+ (Qτ − I)y
′,Dβtm− G
m
〉
(0,tm)
(46)
for each 1 6 m 6 J .
Proof. A straightforward calculation gives
(y − Pτy)(tm) = (Iτy − Pτy)(tm) =
〈
(Iτy − Pτy)
′, 1
〉
(0,tm)
=
〈
(Iτy − Pτy)
′,Dα−1tm− G
m〉
(0,tm)
(by (31))
=
〈
(Iτy − Pτy)
′,Dα−1tm− G
m〉
(0,T )
(by the fact Gm|(tm,T ) = 0)
=
〈
Dα−10+ (Iτy − Pτy)
′,Gm
〉
0H(α−1)/2(0,T )
(by Lemma A.3)
=
〈
Dα−10+ (Iτy − y)
′,Gm
〉
0H(α−1)/2(0,T )
(by (44)).
For any α− 1 < β < 1,〈
Dα−10+ (Iτy − y)
′,Gm
〉
0H(α−1)/2(0,T )
=
〈
Dβ0+ D
α−1−β
0+ (Iτy − y)
′,Gm
〉
0H(α−1)/2(0,T )
=
〈
Dα−1−β0+ (Iτy − y)
′,DβT− G
m
〉
(0,T )
(by Lemma A.3)
=
〈
Dα−1−β0+ (Iτy − y)
′,Dβtm− G
m
〉
(0,tm)
(by the fact Gm|(tm,T ) = 0)
=
〈
Dα−1−β0+ (Qτ − I)y
′,Dβtm− G
m
〉
(0,tm)
.
Combining the above two equations proves (46) and hence this lemma.
For any
y ∈ H(α+1)/2(0, T ;X) :=
{ ∞∑
n=0
cnφn :
∞∑
n=0
‖cn‖
2
H(α+1)/2(0,T ) <∞
}
,
define
PXτ y :=
∞∑
n=0
(
Pτ (y, φn)X
)
φn. (47)
Remark 4.5. By (44), (47), Lemma A.1 and Lemma A.2, we obtain
‖PXτ y‖H(α+1)/2(0,T ;X) 6 Cα,T ‖y‖H(α+1)/2(0,T ;X) (48)
for all y ∈ H(α+1)/2(0, T ;X).
Lemma 4.5. Assume that y ∈ H(α+1)/2(0, T ;X)∩ C2((0, T ];X) satisfies
t−1‖y′(t)‖X + ‖y
′′(t)‖X 6 t
−r, 0 < t 6 T,
where 0 < r < 2. Then∥∥(y − PXτ y) (tm)∥∥X 6 Cα,σ,r,TJ−σ(2−r) max16j6m j2σ−σr+α−3 (49)
for each 1 6 m 6 J .
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Proof. For each n ∈ N, let
yn(t) := (y(t), φn)X , 0 6 t 6 T.
A straightforward calculation gives
∥∥∥(y − PXτ y)(tm)∥∥∥
X
=
(
∞∑
n=0
|(yn − Pτy
n)(tm)|
2
)1/2
(by (47))
=
(
∞∑
n=0
∣∣∣∣〈Dα−1−β0+ (I −Qτ )(yn)′,Dβtm− Gm〉
(0,tm)
∣∣∣∣
2
)1/2
(by Lemma 4.4)
6
∫ tm
0
( ∞∑
n=0
∣∣∣Dα−1−β0+ (I −Qτ )(yn)′∣∣∣2 |Dβtm− Gm|2)1/2dt (by the Minkowski inequality)
=
∫ tm
0
∥∥∥Dα−1−β0+ (I −Qτ )y′∥∥∥
X
|Dβtm− G
m|dt,
for any α− 1 < β < 1. From Lemma 4.2 it follows that
∥∥∥(y − PXτ y) (tm)∥∥∥
X
6
m∑
j=1
(J/j)σ(α−1)‖Dβtm− G
m‖L1(tj−1,tj)
× max
16j6m
(J/j)σ(1−α)‖Dα−1−β0+ (I −Qτ )y
′‖L∞(tj−1,tj ;X)
6 Cα,σ,T max
16j6m
(J/j)σ(1−α)‖Dα−1−β0+ (I −Qτ )y
′‖L∞(tj−1,tj ;X).
Passing to the limit β → 1− then yields∥∥∥(y − PXτ y) (tm)∥∥∥
X
6 Cα,σ,T max
16j6m
(
J/j
)σ(1−α)
‖Dα−20+ (I −Qτ )y
′‖L∞(tj−1,tj ;X),
so that a straightforward calculation proves (49) by Lemma 4.3. This completes
the proof.
Lemma 4.6. Assume that y ∈ H(α+1)/2(0, T ;X)∩C2((0, T ];D(A1/2)) satisfies
t−1‖y′(t)‖D(A1/2) + ‖y
′′(t)‖D(A1/2) 6 t
−r, 0 < t 6 T,
where 0 < r < 2. If σ > (3− α)/(2− r), then
‖(I − Pτ )y‖L2/α(0,T ;D(A1/2)) 6 Cα,σ,r,TJ
α−3. (50)
Proof. A simple modification of the proof of (49) yields
max
16m6J
‖(y − Pτy)(tm)‖D(A1/2) 6 Cα,σ,r,TJ
α−3, (51)
which implies
‖(Iτ − Pτ )y‖L∞(0,T ;D(A1/2)) 6 Cα,σ,r,TJ
α−3.
It follows that
‖(Iτ − Pτ )y‖L2/α(0,T ;D(A1/2)) 6 Cα,σ,r,TJ
α−3.
In addition, a routine calculation gives
‖(I − Iτ )y‖L2/α(0,T ;D(A1/2)) 6 Cα,σ,r,TJ
−2.
Combining the above two estimates proves (50) and hence this lemma.
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Lemma 4.7. If y ∈ H(α+1)/2(0, T ), then∣∣(y − Ξλτ y) (tm)∣∣ 6 Cα,T (|(y − Pτy)(tm)|+ λ1/2‖(I − Pτ )y‖L2/α(0,tm)) (52)
for each 1 6 m 6 J .
Proof. Letting θ := (Ξλτ − Pτ )y, by (44), (45) and Lemma A.3 we obtain〈
Dα−10+ θ
′, θ′
〉
(0,tm)
+ λ 〈θ, θ′〉(0,tm) = λ 〈y − Pτy, θ
′〉(0,tm) ,
so that using Lemmas A.1 and A.2 and integration by parts yields
‖θ′‖2
0H(α−1)/2(0,tm)
+ λ|θ(tm)|
2 6 Cαλ‖(I − Pτ )y‖L2/α(0,tm)‖θ
′‖L2/(2−α)(0,tm).
Since
‖θ′‖L2/(2−α)(0,tm) 6 Cα,T ‖θ
′‖
0H(α−1)/2(0,tm),
it follows that
|θ(tm)| 6 Cα,Tλ
1/2‖(I − Pτ )y‖L2/α(0,tm). (53)
Hence, (52) follows from the triangle inequality∣∣(y − Ξλτ y) (tm)∣∣ 6 |θ(tm)|+ |(y − Pτy)(tm)| .
This completes the proof.
Proof of Theorem 4.1. For each n ∈ N, let
un(t) := (u(t), φn)X , 0 < t 6 T.
By (27), (28), (45) and Lemma A.3, we have
U =
∞∑
n=0
(Ξλnτ u
n)φn,
so that
‖(u− U)(tm)‖X =
(
∞∑
n=0
|(un − Ξλnτ u
n)(tm)|
2
)1/2
6 Cα,T
(
‖(u− PXτ u)(tm)‖X +
( ∞∑
n=0
λn‖(I − Pτ )u
n)‖2L2/α(0,tm)
)1/2)
(by (52)).
Applying the Minkowski inequality gives( ∞∑
n=0
λn‖(I − Pτ )u
n)‖2L2/α(0,tm)
)1/2
6 ‖(I − PXτ )u‖L2/α(0,tm;D(A1/2)).
The above two estimates yield
‖(u− U)(tm)‖X 6 Cα,T
(
‖(u− PXτ u)(tm)‖X + ‖(I − P
X
τ )u‖L2/α(0,tm;D(A1/2))
)
.
In addition, using (6), (29) and Lemma 4.5 gives
‖(u− PXτ u)(tm)‖X 6 Cα,σ,ν,TJ
α−3‖u0‖D(Aν),
and using (7), (29) and Lemma 4.6 shows
‖(I − PXτ )u‖L2/α(0,T ;D(A1/2)) 6 Cα,σ,ν,TJ
α−3‖u0‖D(Aν).
Finally, combining the above three estimates proves (30) and thus concludes the
proof. 
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5 Numerical experiments
This section performs two numerical experiments to verify Theorems 3.1 and 4.1,
respectively, in the following settings:

T = 1;
X :=
{
w ∈ H10 (0, 1) : w is linear on
(
(m− 1)/211,m/211
)
for all 1 6 m 6 211
}
;
A : X → X is defined by that, for any v ∈ X,
∫ 1
0
(Av)w = −
∫ 1
0
v′w′ ∀w ∈ X.
Experiment 1. The purpose of this experiment is to verify Theorem 3.1. Let
u0 be the L
2-orthogonal projection of x0.51(1− x), 0 < x < 1, onto X . Define
E1 := ‖U
∗ − U‖L∞(0,T ;L2(0,1)),
where U∗ is the numerical solution of discretization (8) with J = 215 and σ =
2/α. Clearly, regarding ν as 0.5 is reasonable. The numerical results in Tables 1,
2 and 3 illustrate that E1 is close to O(J
−min{σα/2,1}), which agrees well with
the estimate (10) in Theorem 3.1.
σ = 1 σ = 5 σ = 10
J E1 Order E1 Order E1 Order
29 2.12e-1 – 1.60e-2 – 6.58e-4 –
210 2.05e-1 0.05 1.09e-2 0.55 3.23e-4 1.03
211 1.97e-1 0.06 7.54e-3 0.54 1.58e-4 1.03
212 1.89e-1 0.06 5.23e-3 0.53 7.64e-5 1.05
Table 1: α = 0.2
σ = 1 σ = 2 σ = 4
J E1 Order E1 Order E1 Order
27 1.36e-1 – 3.42e-2 – 3.02e-3 –
28 1.14e-1 0.25 2.29e-2 0.58 1.45e-3 1.06
29 9.47e-2 0.27 1.55e-2 0.56 7.04e-4 1.04
210 7.76e-2 0.29 1.06e-2 0.55 3.43e-4 1.04
Table 2: α = 0.5
σ = 1 σ = 2 σ = 2.5
J E1 Order E1 Order E1 Order
27 6.20e-2 – 6.95e-3 – 3.77e-3 –
28 4.46e-2 0.48 3.89e-3 0.84 1.82e-3 1.05
29 3.22e-2 0.47 2.19e-3 0.83 8.81e-4 1.05
210 2.34e-2 0.46 1.24e-3 0.82 4.26e-4 1.05
Table 3: α = 0.8
Experiment 2. The purpose of this experiment is to verify Theorem 4.1. Let
u0 be the L
2-orthogonal projection of x1.51(1− x)2, 0 < x < 1, onto X . Let
E2 := max
16j6j
‖(U∗ − U)(tj)‖L2(Ω),
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where U∗ is the numerical solution of discretization (27) with J = 215 and
σ = 2(3− α)/α. Evidently, regarding u0 ∈ D(A) is reasonable. The numerical
results in Table 4 clearly demonstrate that E2 is close to O(J
α−3), which agrees
well with Theorem 4.1.
α = 1.2 α = 1.5 α = 1.8
J E2 Order E2 Order E2 Order
26 2.44e-5 – 1.27e-4 – 7.97e-4 –
27 6.81e-6 1.84 4.58e-5 1.47 3.57e-4 1.16
28 1.90e-6 1.84 1.65e-5 1.47 1.57e-4 1.18
29 5.35e-7 1.83 5.97e-6 1.47 6.87e-5 1.20
Table 4: σ = 2(3− α)/α
6 Conclusions
For the fractional evolution equation, we have analyzed a low-order discon-
tinuous Galerkin (DG) discretization with fractional order 0 < α < 1 and a
low-order Petrov Galerkin (PG) discretization with fractional order 1 < α < 2.
When using uniform temporal grids, the two discretizations are equivalent to
the L1 scheme with 0 < α < 1 and the L1 scheme with 1 < α < 2, respectively.
For the DG discretization with graded temporal grids, sharp error estimates
are rigorously established for smooth and nonsmooth initial data. For the PG
discretization, the optimal (3 − α)-order temporal accuracy is derived on ap-
propriately graded temporal grids. The theoretical results have been verified by
numerical results.
However, our analysis of the PG discretization requires u0 ∈ D(Aν) with
1/2 < ν 6 1. Hence, how to analyze the case 0 < ν 6 1/2 remains an open
problem. It appears that the results and techniques developed in this paper
can be used to analyze the semilinear fractional diffusion-wave equations with
graded temporal grids, and this is our ongoing work.
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A Properties of fractional calculus operators
Lemma A.1. For any v ∈ 0Hγ(a, b) with 0 < γ < 1/2,
cos(γπ)‖Dγa+ v‖
2
L2(a,b) 6
〈
Dγa+ v,D
γ
b− v
〉
(a,b)
6 sec(γπ)‖Dγa+ v‖
2
L2(a,b),
cos(γπ)‖Dγb− v‖
2
L2(a,b) 6
〈
Dγa+ v,D
γ
b− v
〉
(a,b)
6 sec(γπ)‖Dγb− v‖
2
L2(a,b).
Lemma A.2. For any v ∈ 0Hγ(a, b) and w ∈ 0Hγ(a, b) with 0 < γ <∞,
C1‖v‖0Hγ(a,b) 6 ‖D
γ
a+ v‖L2(a,b) 6 C2‖v‖0Hγ(a,b),
C1‖w‖0Hγ(a,b) 6 ‖D
γ
b− w‖L2(a,b) 6 C2‖w‖0Hγ(a,b),
where C1 and C2 are two positive constants depending only on γ.
Lemma A.3. Assume that v ∈ 0Hγ/2(a, b) and w ∈ 0Hγ/2(a, b) with 0 < γ < 1.
Then 〈
Dγa+ v, w
〉
0Hγ/2(a,b)
=
〈
Dγb− w, v
〉
0Hγ/2(a,b)
. (54)
If Dγa+ v ∈ L
2/(1+γ)(a, b), then〈
Dγa+ v, w
〉
0Hγ/2(a,b)
=
〈
Dγa+ v, w
〉
(a,b)
. (55)
If Dγb− w ∈ L
2/(1+γ)(a, b), then〈
Dγb− w, v
〉
0Hγ/2(a,b)
=
〈
Dγb− w, v
〉
(a,b)
. (56)
For the proof of Lemma A.1, we refer the reader to [3]. For the proof of
Lemma A.2, we refer the reader to [18]. Since the proof of Lemma A.3 is a
standard density argument by Lemmas A.1 and A.2, it is omitted here.
B Some inequalities
Lemma B.1. For any 0 < β < 1 and 0 6 t < a < b < c < d,
(d− t)1−β − (d− a)1−β
(d− a)1−β − (d− b)1−β
>
(c− t)1−β − (c− a)1−β
(c− a)1−β − (c− b)1−β
. (57)
Proof. Let
w(y) :=
{
β/(1− β) if y = 1,
1−y−β
y1−β−1 if y ∈ [0,∞) \ {1}.
A routine argument proves that w is strictly decreasing on [0,∞), so that
w
(
(d− t− x)/(d− a− x)
)
< w
(
(d− b− x)/(d− a− x)
)
∀0 6 x 6 d− c.
It follows that, for any 0 6 x 6 d− c,
(d− a− x)−β − (d− t− x)−β
(d− t− x)1−β − (d− a− x)1−β
<
(d− b− x)−β − (d− a− x)−β
(d− a− x)1−β − (d− b− x)1−β
,
which implies(
(d− a− x)−β − (d− t− x)−β
)(
(d− a− x)1−β − (d− b− x)1−β
)
−
(
(d− b− x)−β − (d− a− x)−β
)(
(d− t− x)1−β − (d− a− x)1−β
)
< 0
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for all 0 6 x 6 d − c. A simple calculation then yields g′(x) < 0 for all
0 6 x 6 d− c, where
g(x) :=
(d− t− x)1−β − (d− a− x)1−β
(d− a− x)1−β − (d− b− x)1−β
, 0 6 x 6 d− c.
This proves g(d− c) < g(0), namely (57), and thus concludes the proof.
Lemma B.2. For any 0 < β < 1, µ > 0 and 0 6 t < a < b < c < d,
(d− t)1−β − (d− a)1−β + µ(a− t)
(d− a)1−β − (d− b)1−β + µ(b− a)
>
(c− t)1−β − (c− a)1−β + µ(a− t)
(c− a)1−β − (c− b)1−β + µ(b− a)
. (58)
Proof. Define
g(s) :=
(
d− b+ s(b− a)
)1−β
−
(
c− b+ s(b− a)
)1−β
∀0 6 s 6 a.
By the mean value theorem, there exists θ ∈ (0, 1) such that
g(1)− g(0) = g′(θ)
= (1 − β)
((
d− b+ θ(b − a)
)−β
−
(
c− b+ θ(b − a)
)−β)
(b− a).
Since (
d− b+ θ(b− a)
)−β
−
(
c− b+ θ(b− a)
)−β
> (d− a)−β − (c− a)−β,
it follows that
g(1)− g(0) > (1− β)((d − a)−β − (c− a)−β)(b − a),
which implies
1
b− a
>
(1− β)((d− a)−β − (c− a)−β)
(d− a)1−β − (d− b)1−β − (c− a)1−β + (c− b)1−β
. (59)
Hence, by the estimate
(d− s)−β − (c− s)−β < (d− a)−β − (c− a)−β ∀0 6 s < a,
we obtain
1
b− a
>
(1− β)((d− s)−β − (c− s)−β)
(d− a)1−β − (d− b)1−β − (c− a)1−β + (c− b)1−β
∀0 6 s < a. (60)
Integrating both sides of the above equation with respect to s from t to a yields
a− t
b− a
>
(c− t)1−β − (c− a)1−β − (d− t)1−β + (d− a)1−β
(c− a)1−β − (c− b)1−β − (d− a)1−β + (d− b)1−β
. (61)
Let
A := (d− t)1−β − (d− a)1−β, B := (d− a)1−β − (d− b)1−β,
C := (c− t)1−β − (c− a)1−β , D := (c− a)1−β − (c− b)1−β ,
M := µ(a− t), N := µ(b − a).
Since Lemma B.1 implies AD > BC and (61) implies M(D − B) > N (C − A),
we obtain
(A+M)(D +N ) > (B +N )(C +M),
which proves (58). This completes the proof.
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Lemma B.3. For any 1 < β < 2 and 0 6 t < a < b 6 c,
(c− t)2−β − (c− a)2−β
(c− a)2−β − (c− b)2−β
<
a− t
b− a
. (62)
Proof. By the mean value theorem, there exists 0 < θ < 1 such that
(c− a)2−β − (c− b)2−β = (2 − β)
(
c− b+ θ(b − a)
)1−β
(b − a),
and so
(2− β)(c − a)1−β
(c− a)2−β − (c− b)2−β
=
(
c− a
c− b+ θ(b − a)
)1−β
1
b− a
<
1
b− a
.
Since
(c− a)1−β > (c− s)1−β for all 0 6 s 6 a,
it follows that
(2 − β)(c− s)1−β
(c− a)2−β − (c− b)2−β
<
1
b− a
for all 0 6 s 6 a.
Hence, for any 0 6 t < a,∫ a
t
(2− β)(c − s)1−β
(c− a)2−β − (c− b)2−β
dt <
∫ a
t
1
b− a
dt,
which implies (62). This completes the proof.
Lemma B.4. If β > −1 and γ > 1, then
k−1∑
j=1
jβ(kσ − jσ)−γ 6 Cβ,γ,σk
β−(σ−1)γ (63)
for all k > 2.
Proof. A routine calculation gives
C0 6
jβ(kσ − jσ)−γ
(j − x)β(kσ − (j − x)σ)−γ
6 C1,
for all 2 6 j 6 k− 1 and 0 < x 6 1, where C0 and C1 are two positive constants
depending only on β, γ and σ. Hence,
k−1∑
j=1
jβ(kσ − jσ)−γ
6 Cβ,γ,σ
∫ k−1
1
xβ(kσ − xσ)−γ dx
6 Cβ,γ,σk
−σγ+β+1
∫ ((k−1)/k)σ
k−σ
s(1+β)/σ−1(1 − s)−γ ds
6 Cβ,γ,σk
−σγ+β+1
∫ ((k−1)/k)σ
0
s(1+β)/σ−1(1 − s)−γ ds
6 Cβ,γ,σk
−σγ+β+1
(
1− ((k − 1)/k)σ
)1−γ
6 Cβ,γ,σk
−σγ+β+1+γ−1
= Cβ,γ,σk
β−(σ−1)γ .
This proves the lemma.
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A trivial modification of the proof of Lemma B.4 yields the following esti-
mate.
Lemma B.5. If β > −1 and 1/2 6 γ < 1, then
k−1∑
j=1
jβ(kσ − jσ)−γ 6 Cβ,σ(1− γ)
−1kβ−σγ+1 (64)
for all k > 2.
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