This paper introduces a type system for resource management in the context of nested virtualization. With nested virtualization, virtual machines compete with other processes for the resources of their host environment in order to provision their own processes, which could again be virtual machines. The calculus of virtually timed ambients formalizes such resource provisioning, extending the capabilities of mobile ambients to model the dynamic creation, migration, and destruction of virtual machines. The proposed type system uses assumptions about the outside of a virtually timed ambient to guarantee resource provisioning on the inside. We prove subject reduction and progress for well-typed virtually timed ambients, expressing that the upper bounds on resource needs are preserved by reduction and that processes will not run out of resources. * (RR-Root) Table 3 . Transition system for for fair, preemptive distribution of virtual time slices, where by ∈ N. A blue backdrop marks the reduction trigger and red the changes.
Introduction
Virtualization enables the resources of an execution environment to be represented as a software layer, a so-called virtual machine. Software processes are agnostic to whether they run on a virtual machine or directly on physical hardware. A virtual machine is itself such a process, which can be executed on another virtual machine. Technologies such as VirtualBox, VMWare ESXi, Ravello HVX, Microsoft Hyper-V, and the open-source Xen hypervisor increasingly support running virtual machines inside each other in this way. This nested virtualization, originally introduced by Goldberg [16] , is necessary to host virtual machines with operating systems which themselves support virtualization [7] , such as Microsoft Windows 7 and Linux KVM. Use cases for nested virtualization include end-user virtualization for guests, software development, and deployment testing.
To study the logical behavior of virtual machines in the context of nested virtualization, this paper introduces a type-based analysis for a calculus of virtual machines. An essential feature of virtual machines, which is captured by this calculus, is that they compete with other processes for the resources available in their execution environment, in order to provision resources to the processes inside the virtual machine. Another essential feature of virtual machines is migration. From an abstract perspective, virtual machines can be seen as mobile processes which can move between positions in a hierarchy of nested locations.
We develop our type system for virtually timed ambients [22] , a calculus of mobile virtual locations with explicit resource provisioning, based on mobile ambients [10] . Our goal is to statically approximate an upper bound on resource consumption for systems of virtual machines expressed in this calculus. The calculus features a resource called virtual time, reflecting local execution capacity, which is provisioned to an ambient by its parent ambient, similar to time slices that an operating system provisions to its processes. When we consider several levels of nested virtualization, virtual time becomes a local notion of time which depends on an ambient's position in the location hierarchy. Virtually timed ambients are mobile, reflecting that virtual machines may migrate between host virtual machines. Migration affects the execution speed of processes inside the virtually timed ambient which is moving as well as in its host before and after the move. Consequently, the resources required by a process change dynamically when the topology changes.
The distinction between the inside and outside of a virtually timed ambient (or a virtual machine) is a challenge for compositional analysis; we have knowledge of the current contents of the virtual machine, but not of what can happen outside its borders. This challenge is addressed in our type system by distinguishing assumptions about ambients on the outside of the virtually timed ambient from commitments to ambients on the inside. To statically approximate the effects of migration, an ambient's type imposes a bound on the ambients it can host. Type checking fails if the ability to provision resources for an incoming ambient in a timely way cannot be statically guaranteed.
The ambient calculus has previously been enriched with types in several ways (see, e.g., [14] ). Exploiting the explicit notion of resource provisioning in virtually timed ambients (including a fair scheduling strategy and competition for resources between processes), our type system captures the resource capacity of a virtually timed ambient and an upper bound on the number of its subambients. The type system thereby provides concrete results on resource consumption in an operational framework. We express this resource dependency in the type system using coeffects. The term coeffect was coined by Petricek, Orchard, and Mycroft [33, 34] to capture how a computation depends on an environment rather than how it affects the environment. In our setting, coeffects capture how a process depends on its environment by providing an upper bound on the resources needed by the process.
Contributions. The main technical contributions of this paper are an assumption commitment type system with coeffects, which provides a static approximation of constraints regarding the capacity of virtually timed ambients and an upper bound on their resource usage; -a proof of the soundness of resource management for well-typed virtually timed ambients in terms of a subject reduction theorem which expresses that the upper bounds on resources and on the number of subambients are preserved under reduction, and a progress theorem which expresses that well-typed virtually timed ambients will not run out of resources; -all concepts are illustrated by examples. To the best of our knowledge, this is the first assumption commitment style type system for resource types and nested locations.
Paper overview. Section 2 introduces virtually timed ambients, and Section 3 presents the type system for resource management. In Section 4, we prove the soundness of the type system in terms of subject reduction and progress. We discuss related work and conclude in Sections 5 and 6.
Virtually Timed Ambients
Mobile ambients [10] are processes with a concept of location, arranged in a hierarchy which may change dynamically. Interpreting these locations as places of deployment, virtually timed ambients [22, 23] extend mobile ambients with notions of virtual time and resource consumption. The timed behavior of a process depends on the one hand on the local timed behavior, and on the other hand on the placement or deployment of the process in the hierarchical ambient structure. Virtually timed ambients combine timed processes and timed capabilities with the mobility and location properties of the mobile ambient calculus. In this paper, we work with an eager distribution strategy for time slices, which allows a cleaner formulation of the assumption-commitment rules and of subsumption properties concerning the resource effects.
Definition 1 (Virtually timed ambients). The syntax of virtually timed ambients is given by the grammar in Table 1 .
Timed processes differ from mobile ambients in that each virtually timed ambient contains, besides possibly further (virtually timed) subambients, a local scheduler. In the sequel, we omit the qualification "timed" or "virtually timed", when speaking about processes, capabilities, or ambients when the context of virtually timed ambients is clear. In the calculus, the administrative domains for processes, called virtually timed ambients, are represented by names and time slices are written as tick. The inactive process 0 does nothing. The parallel composition P | Q allows both processes P and Q to proceed concurrently. The restriction operator (νn)P creates a new and unique name with process P as its scope. Replication of processes is given as !C.P . A virtually timed ambient named n containing a process P is written as n[Sched | tick x | P ], for some x ∈ N, where tick 0 ≡ 0. Ambients can be nested, and the nesting structure can change dynamically, this is specified by prefixing a process with a capability C.P . Timed capabilities extend the capabilities of mobile ambients by including a resource consumption capability c and by giving the opening, exiting, and entering capabilities of ambients a timed interpretation. These capabilities restructure the hierarchy of an ambient system, so the behavior of local schedulers and resource consumption changes, as these depend on the placement of the timed ambient in the hierarchy.
In a virtually timed ambient, the local scheduler triggers timed behavior and local resource consumption. Each time slice emitted by a local scheduler propagates to the scheduler of a subambient or is consumed as a resource by a process in a round based way. This is realized by a simple form of fair, preemptive scheduling, which makes system behavior sensitive to co-located virtually timed ambients and resource consuming processes.
Definition 2 (Local and root schedulers). Let the names unserved and served denote sets containing names of virtually timed ambients as well as processes (these are represented directly, lacking names). A local scheduler is denoted by
Sched speed {in, out, rest, unserved, served}, where speed ∈ Q relates externally received to internally emitted time slices; in ∈ N records the number of received time slices; out ∈ N records the numbers of time slices than can be distributed for each incoming time slice, while rest ∈ N records additional distributable time slices depending on the speed; and unserved contains local ambients with a positive speed and processes which are intended to receive one time slice in this round of the scheduling, while served contains processes waiting to be scheduled in the next round.
Root schedulers, represented as
Sched † {in, out, 0, unserved, served}, are local schedulers which do not need an input to distribute time slices and therefore have no defined speed.
The semantics of virtually timed ambients is given as a reduction system. The rules for structural congruence P ≡ Q are equivalent to those for mobile ambients (and therefore omitted here). The reduction relation P Q for virtually timed ambients makes use of observables, also known as barbs. Barbs, originally introduced for the π-calculus [30] , capture a notion of immediate observability. In the ambient calculus, these observations concern the presence of a top-level ambient whose name is not restricted. Let m describe a tuple of names, then the observability predicate ↓ n or "barb" is defined as follows:
Definition 3 (Barbs, from [29] ). Process P strongly barbs on n, written 
A ν-binder free process has no ν-binders. Bound ambients inside the scope of ν-binders can be observed by moving the ν-binders to the outside and only consider the inside of the scope.
Definition 4 (Timed top-level ambients). For a process P , let P ↓ denote the sets of all timed top-level ambients:
Timed capabilities. The reduction rules for virtually timed ambients are given in Tables 2 and 3 . The timed capabilities in n, out n, and open n enable virtually timed ambients to move in the hierarchical ambient structure. As local schedulers need to know about the current subambients, their lists of subambients will be adjusted when virtually timed ambients move. Observe that without adjusting the schedulers, the moving subambient would not receive time slices from the scheduler in its new parent ambient. In TR-In and TR-Out, the schedulers of the old and new parent of the moving ambient are updated by removing and adding, respectively, the name of the moving ambient, if it has a speed greater zero. The scheduler of the moving subambient is also updated as it needs to contain the barbs of the process that was hidden behind the movement capability.
In TR-Open, the scheduler of the opening ambient is updated by removing the name of the opened ambient and adding the barbs of the processes inside this ambient as well as the barbs of the process hidden behind the open capability. The scheduler of the opened ambient is deleted as it does not serve any purpose without its corresponding ambient. In TR-Resource, the time consuming process moves into the scheduler, where it waits to receive a time slice before it can continue. This reduction can only happen in virtually timed ambients with speed greater zero, meaning ambients which actually emit resources. The RR-Tick and RR-Tock rules in Table 3 distribute time slices via the local schedulers. We want to enable the schedulers to distribute time slices as soon as possible. The ratio of output time slices to input time slices is defined by the speed ∈ Q of the scheduler. For example, for a speed of 3 /2 the first incoming tick should trigger one outgoing time slice and the second input should trigger two, emitting in total three time slices for two inputs. To implement a simple eager preemptive scheduling strategy, we make use of the so-called Egyptian fraction decomposition to decide the number of time slices to be distributed by a local scheduler for each input time slice tick. For every rational number q ∈ Q it holds that q = x + z y=1 1 by for x, b y ∈ N, which is solvable in polynomial time. A greedy algorithm (e.g. [12]) yields the desirable property that a time slice is distributed as soon as possible. From this decomposition, it follows that for each input time slice the local scheduler with speed q will distribute x time slices, plus one additional time slice for every b y -th input. In RR-Tick, the local scheduler receives a time slice, which it registers in the counter in. At the same time out and rest initiate the distribution of time slices depending on the Egyptian fraction decomposition of the speed of the scheduler. These steps of the time slice distribution are shown in the RR-Tock rules, which allow transferring a new tick to a timed subambient or using the time slice as a resource for a consume capability, which is waiting in the scheduler. The RR-Tock 1 rules concern the number x of time slices that are given out for every input time slice, while the RR-Tock 2 rules only allow to give out a time slice if the input step is a multiple of one of the fraction denominators b y . This amounts to a concrete implementation of a fair, preemptive scheduler where progress is uniform over the queue of timed subambients and time consuming processes. Once all waiting subambients and processes inside the set unserved have been served one time slice and are moved to the set served, either the rule RR-NewRound ensures that a new round of time slice distribution can begin, or, if the queue is empty, the rule RR-Empty is applied. This scheduling strategy ensures fairness in the competition for resources between processes. The root scheduler Sched † reduces without time slices from a parent ambient in RR-Root.
Example 1 (Virtually timed subambients, scheduling and resource consumption). The virtually timed ambient cloud , exemplifying a cloud server, emits one time slice for every time slice it receives, Sdl cloud = Sched 1 {0, 0, 0, ∅, ∅}. It contains two tick and is entered by a virtually timed subambient vm.
The ambient vm exemplifies a virtual machine containing a resource consuming task, where Sdl vm = Sched3 /4 {0, 0, 0, ∅, ∅}. The Egyptian fraction decomposition of the speed yields 3 /4 = 0 + 1 /2 + 1 /4 meaning that there is no time slice given out for every incoming time slice, but one time slice for every second incoming time slice, and one for every fourth. The process reduces as follows:
Here, the ambient vm enters the ambient cloud and is registered in the scheduler. Furthermore, the resource consuming process in vm is registered. In the next steps the time slices move into the scheduler of the cloud ambient and are distributed further down in the hierarchy.
Now the ambient vm can use the time signals to enable resource consumption.
The calculus is in general non-deterministic so reduction rules can be applied in arbitrary order, making several reduction paths possible.
An Assumption Commitment Type System
We consider a type system which analyzes the timed behavior of virtually timed ambients in terms of the movement and resource consumption of a given process. Statically estimating the timed behavior is complicated because the placement of an ambient in the process hierarchy influences its resource consumption, and moving inside the hierarchy changes its virtual speed. The proposed type system is loosely based on Cardelli, Ghelli, and Gordon's movement control types for mobile ambients [9] ; however, its purpose is quite different, and therefore the technical formulation will be rather different as well. Types, contexts, and judgments. We define different types for ambient names and for processes. Ambient name types T are tuples of the form
where speed ∈ Q represents the speed of the scheduler of the ambient, bnd ∈ N gives an upper bound on the number of timed subambients and timed processes allowed inside this ambient, and cap ∈ N is the resource capacity of the ambient, i.e., the number of resources the subprocesses of the ambient are allowed to require. The number of taken slots for timed subambients is recorded in tkn ∈ N.
The number of taken slots in an ambient can change during the typing of a process, due to the movements of the ambients. In this sense, a type for ambient names T contains an accumulated effect mapping.
Typing environments or contexts associate ambient names with ambient types. They are finite lists of associations of the form n : T . In the type system, when analyzing an ambient or process, a typing environment will play a role as an assumption, expressing requirements about the ambients outside the current process. Dually, facts about ambients which are part of the current process are captured in another typing environment which plays the role of a commitment. Notationally, we use Γ for assumption and ∆ for commitment environments. We write ∅ for the empty environment, and Γ, n:T for the extension of Γ by a new binding n:T . We assume that ambient names n are unique in environments, so n is not already bound in Γ . Conversely, Γ \ n:T represents an environment coinciding with Γ except that the binding for n is removed. If n is not declared in Γ , the removal has no effect. The typing judgement for names is given as Γ ⊢ n : T . Since each name occurs at most once, an environment Γ can be seen as finite mapping; we use Γ (n) to denote the ambient type associated with n in Γ and write dom(Γ ) for all names bound on Γ . The typing environment Γ may need to denote the parent ambient of the current process later in the typing process. It is given the reserved name active. Typing judgements for processes P are of the form Γ ; res ⊢ P : subs; ∆ ,
where res and subs are the number of required resources and timed subambients of the process, and Γ and ∆ the assumptions and commitments of the process, respectively. We call res the coeffect of the process. Coeffects [33, 34] capture how a computation depends on an environment rather than how it affects this environment. We use the perspective of coeffects as a computation may require resources from its environment to terminate.
Since ambient names are assumed to be unique, it follows for type judgments that dom(∆) ∩ dom(Γ ) = ∅, as an ambient is either inside the process and mentioned in the commitments, or outside and mentioned in the assumptions. Further, dom(∆) ⊆ names(P ).
Definition 5 (Domain equivalence). We say that two contexts Γ 1 and Γ 2 are domain equivalent
For each process, the domain of the assumptions is assumed to contain all names which are not in the domain of the commitments; i.e., for two parallel processes P and Q such that Γ P ; res P ⊢ P : subs P ; ∆ P and Γ Q ; res Q ⊢ Q :
Definition 6 (Additivity of contexts). Assume two contexts Γ 1 and Γ 2 such that Γ 1 ∼ Γ 2 . Then Γ 1 ⊕ Γ 2 is defined as follows: Γ = Γ 1 ⊕ Γ 2 such that Γ (n) = speed, cap, bnd, tkn 1 +tkn 2 , for all n ∈ dom(Γ 1 ), where for both contexts Γ i (n) = speed, cap, bnd, tkn i for i = 1, 2.
If no more slots are taken in the ambients than their capacity allows, we say that the environment is error free:
We can order types by their contents and environments by the types they contain. The bottom type ⊥ is a subtype of all types.
Definition 8 (Ordering of types and environments). For two virtually timed ambient types
and only if the following four conditions are satisfied:
For type environments Γ 1 and Γ 2 ,
The scheduling strategy is reflected in the typing rules via the calculation of the coeffect res. The coeffect marks the number of resources a process needs in order to terminate. Untimed ambients, which have a speed of zero, are ignored by the schedulers. They do not receive time slices and do not factor into the calculations of resource usage. For this reason, we distinguish between timed and untimed ambients in the typing rules.
Definition 9 (Typing rules). The typing rules are given in Tables 4, 5 , 6, and 7.
In Table 4 , rule T-Zero covers the inactive process, which does not require any time slices. The assumption rule T-Ass types an ambient with the type it has in the environment. The restriction rule T-Res removes the type assumption in the environment for the restricted name. Subsumption relates different types to each other, for example subtypes T-Tsub or environments T-Esub; the subsumption rule T-Sub allows a higher number of resources and timed subambients to be assumed in a process. For the timed and untimed ambient rules T-Amb the number of resources a process requires changes if it becomes enclosed in a timed ambient. An untimed ambient does not lead to any changes in the number of needed resources. The parallel composition rule T-Par makes use of the fairness of the distribution strategy for time slices in virtually timed ambients. It follows from T-Par and T-Amb timed that several timed ambients in parallel will at most need as many resources from the parent ambient as the slowest of them. The maximal number of timed top level ambients is the sum of the numbers of timed top-level ambients of the composed processes. Furthermore, T-Par changes assumptions and commitments depending on the assumptions and the commitments of the composed processes. We have dom(∆ P ) ∩ dom(∆ Q ) = ∅,
(T-Ass) Γ, k:T ; res ⊢ P : subs; ∆ Γ ; res ⊢ (νk:T )P : subs; ∆
(T-Res) which is a consequence of the uniqueness of ambient names. In T-Rep the type of the process before replication yields the number of resources and subambients needed in each occurrence of the replication. The total number depends on the number ω of times the replication is used, as the number of replications can be unbounded, it holds that ω has to be in N ∪ {∞}.
Example 2 (Typing of resource needs). We will type the process from Example 1, without time slices in order to determine how many resources are needed at most to terminate the process. 
T-Par
It follows that in the worst case the process needs six time slices from the parental level to reduce. However, in Example 1 we have seen that two time slices are enough to make the process reduce. The two rules of T-Open consider if the passive ambient is timed or untimed in the calculation of the number of needed resources. In T-Consume the resource consumption is a requirement to the environment, recorded by increasing the coeffect res P . The change in the number of subambients, if this number is zero, can be justified by the semantics, where time consuming processes move into the sets of the schedulers to receive a time slice, likewise for the timed subambients. Thus, it is possible to represent consumption as one timed subambient. Table 6 contains rules for the capability in m. There are four cases of T-In. Here we need to consider the ambient m in which the process will move as well as the ambient n which is moved by the process. In the calculation of the resource coeffect res we need to distinguish if the active and passive ambient are timed or untimed. This leads to four different cases. The rules for the capability out m T-Out in Table 7 have to consider the same distinction as in T-In. As the movements occur dynamically we need to take the worst case resource consumption into consideration. Resources required by a process running in parallel to the movement capability inside the active ambient can be consumed before or after the capability reduces.
Example 3 (Failure of type checking). Type checking fails if the provisioning of resources for an incoming ambient in a timely way cannot be statically guaranteed. This can occur for different reasons. One of them is that an ambient does not have enough free spots to take in the processes that want to enter. Consider again the process from Example 1, without time slices Now assume a second virtual machine in parallel vm 2 [Sched3 /4 {0, 0, 0, ∅, ∅} |in cloud . c .0] which aims to enter the cloud ambient. In this case we can type vm 2 similar to vm in Example 2. However, when we try to apply the parallel rule we get T ′′′ cloud = 1, 3, 2, 4 , as all spots in the ambient are already taken by the first virtual machine. It holds that ⊢ Γ : ok , and we can not apply the parallel rule. Thus, type checking fails.
It can also be the case that the time slice capacity of the ambient is too low. Consider a third virtual machine vm 3 [Sched3 /4 {0, 0, 0, ∅, ∅} |in cloud . c . c . c .0]. In this case it holds that the capacity of this ambient must be at least three, in order to contain the three consume capabilities. This leads to a problem in the T-In rule, where ⌈ cap n bndn speed n ⌉ ≤ cap m has to hold. In this case the left hand side of the inequation would be at least ⌈ 3·1 3 /4 ⌉ = 4, while the right hand side is 3, due to the fixed capacity of the cloud ambient. Thus, type checking fails again. 
Soundness of Resource Management
The soundness of resource management can be perceived in a similar way to that of message exchange [9] . First, we prove a subject reduction theorem, stating that the number of resources required to terminate a process is preserved under reduction.
Theorem 1 (Subject Reduction). For any processes P, Q, assumptions Γ and commitments ∆, it holds that if Γ P ; res ⊢ P : subs; ∆ P and P Q, then Proof. The proof works by induction on the derivation of P Q and is detailed in Appendix A. Note in particular that subsumption can be used to adjust the number of required resources res if the process P requires more resources than Q.
The first condition of Theorem 1 considers that there can be more elements in the commitments of P than those of Q. These elements would then be in the assumptions of Q. Consider for example P =open m.0 | m[P ′ ] and Q = P ′ , the type of the ambient m is in the commitments of P , but in the assumptions of Q. The second condition states that in those assumptions and commitments there are less slots taken in Q than in P , and the third condition states that for elements which are in the commitments of both P and Q, it can only be the case that in Q less spots are taken, as elements can be moved out or opened.
Further, we prove a progress theorem, which shows that a well typed process which receives the approximated number of resources from its environment will not get stuck because of missing resources. This means that either the program does not contain a consume capability c or it has an estimated number of resources res > 0.
Theorem 2 (Progress). For any process P , assumptions Γ and commitments ∆ it holds that if Γ ; res ⊢ P : subs; ∆, and P contains at least res ∈ N resources on the top level, either P does not contain a subprocess c .P ′ or there exist a process Q such that Q contains P ′ , P Q and res > 0.
Proof. This follows from the definition of the typing rules. If P contains the subprocess c .P ′ it follows from the typing rule for the consume capability that res ≥ 1. From the other typing rules it follows that res cannot be reduced to res < 1 and the number of resources is sufficient to trigger the reduction c .P ′ P ′ . Thus, P can reduce to Q and res > 0.
With the properties of subject reduction and progress the type system guarantees the soundness of resource management.
Corollary 1 (Soundness). The type system guarantees the soundness of resource management, i.e., the transitive closure of the progress result holds.
Related Work
Gordon proposed a simple formalism for virtualization loosely based on mobile ambients [17] . The calculus of virtually timed ambients [22] stays closer to the syntax of the original ambient calculus, while including notions of time and resources. Our model of resources as processing capacity over time builds on deployment components [4, 21] , a modelling abstraction for cloud computing in ABS [20] . Compared to virtually timed ambients, ABS does not support nested deployment components nor the timed capabilities of ambients. Timers have been studied for mobile ambients in [5] . In this line of work, timers, which are introduced to express the possibility of a timeout, are controlled by a global clock. In contrast, the schedulers in our work recursively trigger local schedulers in subambients which define the execution power of the nested virtually timed ambients. Modelling timeouts is a straightforward extension of our work. The calculus of virtually timed ambients presented here differs from earlier papers [22, 23] by refining the distribution strategy for time slices into an eager distribution strategy, formulated as reduction rules and using Egyptian fraction decomposition. This eager strategy is closer to actual scheduling decisions in virtual machines and allows a cleaner formulation of the assumption-commitment rules and the subsumption properties. This re-formulation imposes no structural changes to the calculus and all results from previous papers remain valid.
A type system for the (originally untyped) ambient calculus was defined in [9] ; this type system is mainly concerned with the use of groups to control communication and mobility. For communication, a basic type of an ambient captures the kind of messages that can be exchanged within. For mobility, the type system controls which ambients can enter. In a more traditional setting of sequential languages, types are often enriched with effects to capture the aspects of of computation which are not purely functional. In process algebra, session types have been used to capture communication in the π-calculus. Orchard and Yoshida have shown that effects and session types are similar concepts as they can be expressed in terms of each other [32] . Session types have been defined for boxed ambients in [13] and behavioral effects for the ambient calculus in [6] , where the original communication types by Cardelli and Gordon are enhanced by movement behavior. This is captured with traces, the flow-sensitivity hereby results from the copying of the capabilities in the type. Type-based resource control for resources in the form of locks has been proposed for process algebras in general [19] and for the π-calculus in particular [26, 27] .
The idea of assumptions and commitments (or relies and guarantees) is quite old, and has been explored in various settings, mainly for specification and compositional reasoning about concurrent or parallel processes (e.g., [1, 24, 28, 31, 35] ). Assumption commitment style type systems have previously been used for multithreaded concurrency [2, 3] ; the resources controlled by the effect-type system there are locks and a general form of futures, in contrast to our work.
To capture how a computation depends on an environment instead of how the computation affects it, Petricek, Orchard and Mycroft suggest the term coeffect as a notion of context-dependent computation [33, 34] . Dual to effects, which can be modeled monadically, the semantics of coeffects is provided by indexed comonads [25, 37] . We use coeffects to control time and resources. An approach to control timing via types can be found in [8] , which develops types and typed timers for the timed π-calculus. Another approach to resource control without coeffects can be found in [18] , which proposes a type system to restrict resource access for the distributed π-calculus. In [36] a type system for resource control for a fragment of the mobile ambients is defined by adding capacity and weight to communication types for controlled ambients. Simplified non-modifiable mobile ambients with resources, and types to control migration and resource distribution are proposed in [15] . Another fragment of the ambient calculus, finite control ambients with only finite parallel composition, are covered in [11] . Here the types are a bound to the number of allowed active outputs in an ambient.
Concluding Remarks
Virtualization opens for new and interesting foundational models of computation by explicitly emphasizing deployment and resource management. This paper introduces a type system for virtually timed ambients, a calculus of hierarchical locations of execution with explicit resource provisioning. Resource provisioning for this calculus is based on virtual time, a local notion of time reminiscent of time slices provisioned by operating systems in the context of nested virtualization. The assumption and commitment type system with coeffects enables static checking of timing and resource constraints for ambients and gives an upper bound on the resources used by a process. An eager distribution strategy for time slices in the calculus supports subsumption, which simplifies the type system. The main results are a subject reduction and a progress result,which are core properties for type systems. The results are given for a non-standard assumption-commitment setting in an operational framework. The type system further provides reusable properties as it supports abstraction and the results would also hold for other operational accounts of fair scheduling strategies. It holds that the type system supports subsumption, which allows relating different types, e.g. weaker types, to each other. The challenge of how to further generalize the distribution strategy and type system for, e.g., EDF or priority-based scheduling policies, remains.
The virtually timed ambients used for the analysis in this paper extends the basic ambient calculus, i.e., without channel communication. Introducing channels would lead to additional synchronization, which may be used to derive more precise estimations about resource consumption. Such an extension would be non-trivial, as it would involve an analysis of the communication structure and would complicate scheduling.
Appendix

A Proof of Theorem 1
Proof. The proof works by induction on the derivation of P Q. Exemplarily the reductions for two virtually timed ambients n and m with speeds greater than zero are given here. The untimed reductions for ambients with speeds of zero are similar. Note that we do not consider the outermost ambient in the reduction rules, for example in the (TR-In) rule k[Sdl k | n[Sdl n |in m.P 1 | P 2 ] | m[Sdl m | P 3 ] | P 4 ], the ambient k is ignored, as adding the ambient with the (T-Amb timed ) rule is the same step for every reduction rule and does not add any insights. In the following let ∆ m := speed m , cap m , bnd m , tkn m , ∆ n := speed n , cap n , bnd n , tkn n and Γ ⊢ m : ∆ m , n : ∆ n .
Case: Red In
Sdl n = Sched speed n {in n , out n , rest n , U n , S n },
Assume that Γ, res P ⊢ n[Sdl n |in m.P 1 | P 2 ] | m[Sdl m | P 3 ] : subs P , ∆. This is derived from the parallel rule (T-Par): Here we ignore the possibility of subsumption and assume that the maximum of the needed resources was used to determine the least number of resources that satisfies both judgements. For the left side the derivation is via the ambient rule (T-Amb): The previous step is derived from the from the parallel rule (T-Par):
Again we ignore the option of subsumption. The left side of this derivation is derived from the timed enter rule (T-In timed in timed ):
T-In timed in timed
For the right side of the first derivation of P we have With the definition of res 1 it follows that res P = max{res n , res m } = max{ res 12 · bnd n speed n ,
The number of timed subambients is given by subs P = subs n + subs m = subs 12 + 1 + subs 3 + 1 = subs 1 + subs 2 + 1 + subs 3 + 1.
And finally the commitments are
Now we can derive the typing of Q.
We need to check that the assumptions Γ , commitments ∆, number of timed subambients subs, needed resources res and contents of the schedulers match with P .
From
We know that ⊢ Γ n ,∆ ′ m , n:T n : ok holds, because we reduced the current number of taken spots in the ambient m. ⊢ Γ : ok holds because there is no difference to the accepted derivation in P , and ⊢ ∆ 123 : ok holds because here the content of m is still smaller than it was in P . Now we finally add m:
It holds that res P ≤ cap ′ m and subs P ≤ bnd m are true because the entering was ok in the commitments and assumptions of P . Now it holds that
From the definition of res 1 it follows that res Q ≤ res P . The number of timed subambients is given by subs m = subs P +1 = subs n +subs 3 +1 = subs 12 +1+subs 3 +1 = subs 1 +subs 2 +1+subs 3 +1.
This equals the result for subs P . The commitments are
We can see that the first part is similar to the commitments for P . We only need to consider why (∆ ′′ m , m : . We see that we had an overestimation in P and there might be less taken spots for timed subambients in Q.
It follows that we get the same assumptions Γ , the commitments ∆ can have more free spots, the number of timed subambients subs is the same, and the number of needed resources res can reduce. With subsumption the number of resources can be adjusted and the result holds.
Case: Red Out
Then P = m[Sdl m | n[Sdl n |out m.P 1 | P 2 ] | P 3 ], where · bnd m ⌉, subs P = subs par + 1 and ∆ = ∆ par , T ′ m . The previous step is derived from the parallel rule: Here we ignore the possibility of subsumption, which would enable to use the same res for P 3 and n. Instead we assume that the maximum of the needed resources was used to determine the least number of resources that satisfies both judgements. For the left side the derivation is again the ambient rule: The previous step is derived from the parallel rule: 
(T-Out timed out timed )
It follows that
where,
cap m speed n bnd n , + speed m speed n bnd m bnd n , speed bnd n ( bndm speed m − 1)
,
The number of timed subambients is given by subs P = subs par + 1 = subs n + subs 3 + 1 = subs 1 + subs 2 + 1 + subs 3 + 1.
And the commitments are
Now we can derive the typing of
We need to check that the assumptions Γ , commitments ∆, number of timed subambients subs, needed resources res and contents of the clocks match with P .
We know that ⊢ Γ n ,∆ ′ m , n:T n : ok holds, because we reduced the current number of taken spots in m. ⊢ Γ : ok holds because no difference to before and ⊢ ∆ Q : ok holds because here is still the content of m smaller than it was in P . From the definition of |T res 1 it follows that res Q = max{res m , res n } = max{ res 3 speed m bnd m , max{res 11 , res 2 } speed bnd n } ≤ res P .
The number of timed subambients is given by subs m = subs P +1 = subs n +subs 3 +1 = subs 12 +1+subs 3 +1 = subs 1 +subs 2 +1+subs 3 +1 = subs P .
The commitments are
Thus, the only difference to P lies in the type of m, which was T ′ m and is now T ′′′ m , which has more free spots for timed subambients.
Case: Red Open
Then P =open m.P 1 | m[Sdl m | P 2 ], where the scheduler of the ambient m is given as Sdl m = Sched speed m {in m , out m , rest m , U m , S m }, U m ∪ S m = P 2↓ and Q = P 1 | P 2 . Assume Γ ; res P ⊢ P : subs P , ∆ P . This is derived as follows where ∆ ′ m = m:T ′ m , ∆ ′′′ m and res 1 = max{res 11 , cap m , ⌈ cap m speed bnd m ⌉}.
It follows that res P = max{res 1 , res m } = max{res 11 , cap m , ⌈ cap m speed bnd m ⌉, ⌈ r2bndm speed m ⌉} and subs P = subs 1 + subs m = subs 1 + subs 2 + 1 and for the commitments it holds that
. Now we can derive the typing of Q. It follows that r P ≤ r Q , and s Q ≤ s P . Furthermore it holds that |dom(Γ P )| ≤ |dom(Γ Q )|, |dom(∆ Q )| ≤ |dom(∆ P )|, where m ∈ dom(Γ Q \ Γ P ) and tkn(T ′ m ) ≤ tkn(T ′ m ).
Case: Red Consume
Then P =c .P ′ and Q = P ′ . Assume Γ ; res P ⊢ P : subs P , ∆ P . This is derived as follows Γ ; res P ′ ⊢ P ′ : subs P ′ , ∆ P ′ Γ ; res P ′ + 1 ⊢c .P ′ : subs P , ∆ P
T-Consume
Where subs P = max{subs P ′ , 1} and ∆ P = ∆ P ′ . Thus, it holds that res Q ≤ res P , subs Q ≤ subs P and ∆ P = ∆ Q .
Case: Red Par
Then P = P ′ | R and Q = Q ′ | R, with P ′ → Q ′ . Assume Γ P ; res P ⊢ P : subs P , ∆ P . This is derived as follows
; res ⊢ P ′ : subs1; ∆1 Γ2, ∆ ′ 1 ; res ⊢ R : subs2; ∆2 T-Par ΓP ; resP ⊢ P ′ | R : subsP ; ∆P Where subs P = subs 1 + subs 2 . By induction hypothesis Γ Q ′ ; res Q ′ ⊢ Q ′ : subs Q ′ , ∆ Q ′ , where res Q ′ ≤ res and subs Q ′ ≤ subs 1 and either Γ Q ′ = Γ 1 , ∆ ′ 2 or dom|Γ 1 , ∆ ′ 2 | ≤ dom|Γ Q ′ |, and therefore with the reduction rule for parallel composition it follows that Γ Q ; res Q ⊢ Q : subs Q , ∆ Q , for res Q , subs Q and ∆ Q fulfilling the requirements.
