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Kommentar
Nogle kritiske kommentarer til: Et for-
søg på Benchmarking. En analyse af de
samfundsvidenskabelige og juridiske
institutter ved de højere læreanstalter.
Rapport fra Analyseinstitut for Forsk-
ning, 2001/6.
Den evaluering af forskningens kvali-
tet, som altid har været en integreret del
af videnskaben (peer reviews), har i de
senere år fået følgeskab af en anden form
for evaluering, der udspringer af et ude-
fra kommende politisk krav om doku-
mentation for effektivitet og produktivi-
tet (accountability). Peer reviews har ikke
fuldstændigt eller alene kunne tilveje-
bringe den viden, som kunne opfylde
kravene til synliggørelse og kontrol
(Hansson 2001). Der er derfor i de senere
år blevet lavet en række forsøg med at
udvikle enklere (og billigere) metoder til
at vurdere forskningen hos den enkelte
forsker, på fagområder, institutionsom-
råder, nationer mm. Kravene til offentli-
ge forskningsinstitutioner er ikke længe-
re forskellige med hensyn til de krav, der
i dag stilles til alle andre offentlige insti-
tutioners aktiviteter (value for money).
Forskningsinstitutionernes synliggørel-
se af og begrundelse for sine aktiviteter
over for andre myndigheder - i sidste in-
stans offentligheden - er en proces, der
er rettet udad, men det er også en proces,
Forskningsvogtning eller
forskningsudvikling?
som med fordel kan anvendes til at rejse
interne diskussioner om udviklingshas-
tighed og retning, dvs. en proces der rum-
mer muligheder for organisationsudvik-
ling.
Det hidtil seneste bud på en metode
til en kvantitativ vurdering af ”produkti-
vitet i en forskningsinstitution” finder vi
i en ny rapport fra Analyseinstitut for
Forskning om benchmarking af sam-
fundsvidenskabelige institutter i Dan-
mark (Damm 2001)1. Rapporten er byg-
get op som en benchmarking af de for-
skellige institutters forskningsprodukti-
vitet baseret på DEA-modellens bereg-
ninger af input-output relationer. DEA-
modellen bruges af finansministeriet2 til
at vurdere offentlige virksomheders pro-
duktivitet og forsøges her tilpasset forsk-
ningsinstitutter, eller med rapportens eg-
ne ord:
Rapporten illustrerer en metode til
evaluering af forskning, der kan
hjælpe med at finde mulige ind-
satsområder for de institutter, som
ikke opnår status som best practi-
ces, således at disse institutter kan
anvende viden fra de bedste insti-
tutter til styrkelse af deres egen
forskningsplanlægning (Damm
2001:8).
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Rapporten vil således forstås som et bi-
drag til evaluering af forskning, men be-
væger sig i virkeligheden også ind i områ-
der som organisationsudvikling og vi-
denoverførsel mellem forskningsinstitu-
tioner, nemlig i det omfang der er tale om,
hvordan man skal finde frem til og bruge
erfaringer fra „best practice“ institutter.
Rapporten fremhæver, at den valgte
metode ikke kan stå alene i vurdering af
forskning, og den rejser nogle interessante
problemstillinger og giver derfor anled-
ning til kritik og diskussion af centrale
emner som hvad er et godt forsknings-
miljø? Hvordan finder man et godt forsk-
ningsmiljø? Og hvordan ændres et forsk-
ningsmiljø til det bedre? Rapporten veks-
ler mellem at præsentere sig som et meto-
destudie og som en konkret benchmar-
king. I et efterfølgende notat fremhæver
analyseinstituttet, at der ikke er tale om
et metodestudie, hvis man accepterer
modellens præmisser herunder produk-
tionsmålene og publikationsopdelinger-
ne. Under disse forudsætninger skal un-
dersøgelsen opfattes som en regulær
benchmarking (Mortensen 2001:3-4).
I næste afsnit vil vi kommentere den
konkrete rapport og debatten om den an-
vendte metode. Dernæst vil vi yderligere
udfolde fire centrale problemstillinger.
Disse er a) grundantagelser ved brug af
benchmarking, b) tidsdimensionen i mo-
dellen med henblik intentionerne om læ-
ring af ”best practice”, c) institutternes
mange opgaver i sammenhæng med fo-
kusering på publikationer og endelig d)
forholdet mellem publicering og kvalitet
med henblik på den konkrete opdeling
af publikationerne. Afslutningsvist vil vi
pege på nogle mere lovende tilgange til
sådanne større sammenlignende forsk-
ningsevalueringer, som bl.a. kan findes i
udlandet.
Benchmarking, produktivitet
og vurdering af forskning
For at finde frem til et „best practice“ insti-
tut foretages der en benchmarking af pro-
duktiviteten hos de samfundsvidenska-
belige og juridiske institutter ved de hø-
jere læreanstalter i perioden 1995-1997.
Undersøgelsens centrale empiri er et in-
stituts videnskabelige publikationer op-
gjort i årsberetninger i forhold til forsk-
ningsårsværk. Undersøgelsens teoreti-
ske grundlag er DEA-modellen, der an-
vendes til at lave forskellige beregninger,
hvor vægtningen mellem de forskellige
publikationstyper ændres relativt for der-
ved at sætte de enkelte institutters score i
indbyrdes relationer3.
Brug af produktivitetsorienterede mo-
deller til at belyse forskningsaktiviteten
har været forsøgt før – også her i landet.
Bl.a. har Jennergren og Obels (1985) an-
vendt DEA-modellen til at benchmarke
forskningen ved 22 økonomiske institut-
ter. Denne benchmarking blev i sin tid
kritiseret for at dels at antage, at de 22
udvalgte økonomiske institutter var ho-
mogene nok til at kunne sammenlignes
ud fra denne produktivitetsorienterede
model, og dels for at der bag deres argu-
mentation for benchmarking af de øko-
nomiske institutter ved brug af DEA-mo-
dellen lå en ikke klart formuleret antagel-
se om, at produktivitetssammenlignin-
ger på outputkategorier også var et gyl-
digt udtryk for kvalitetsforskelle. Ikke
mindst Andersen og Foss Hansen (1985)
bidrog med en omfattende gennemgang
af for- og bagdele ved forskellige tilgange
til forskningsevaluering, som især præ-
ciserede det begrænsede evalueringsper-
spektiv, som DEA-modellens effektivi-
tetsorientering lægger op til.
Men fremfor at tage afsæt i de proble-
mer, som blev rejst i debatten fra midten
af 80’erne, tager rapporten ukritisk Jen-
nergren og Obels arbejde til indtægt for
”at allerede i 1985 fremhæves DEA som
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en egnet metode til vurdering af forsk-
ning i Danmark” (Damm 2001:110). Den
nye rapport går et afgørende skridt vide-
re i forhold til Jennergren og Obels under-
søgelse ved at inddrage et kvalitetsele-
ment i selve modellen. Nu anvendes en
klassificering af publikationer efter vig-
tighed og betydning, hvor to afgørende
kriterier er international publicering  og pu-
blicering i peer review’ede tidsskrifter. Men
anvendelse af denne opdeling eller rang-
orden af publikationer efter kvalitet/an-
erkendelse, som kan findes mange ste-
der, rejser en række metodeproblemer om
kvalitetsmåling, der ikke tages op i rap-
porten.
Men heller ikke input-beregningerne
er en enkel sag. For at nå frem til et enkelt
tal til modellen antager rapporten, at an-
tal forskningsårsværk gange 40% er det
bedst mulige input-mål. Baggrunden må
være, at arbejdstiden for forskere på uni-
versiteter beskrives ud fra en norm på
40-50-10 (forskning-undervisning-admi-
nistration), som dog aldrig er anerkendt
af forskningsministeriet. Problemet med
at bruge dette grove gennemsnit er, at der
med de mange nye typer stillinger (ph.d.,
forskningsassistenter, -lektorer,-profes-
sorer mm.) er kommet meget store lokale
variationer mht. forskningstid ind i bille-
det, hvorfor brugen af en gennemsnitlig
procent kun har mening, hvis man anta-
ger, at der er samme struktur i stillings-
mønstret på alle institutter (Barré 2001:
262).
Hvad kan og skal man
sammenligne?
En af de fordele, der hyppigst fremhæ-
ves ved benchmarking metoder, er, at de
muliggør en organisatorisk læringspro-
ces, hvor erfaringer fra „best practice“
søges overført på andre forskningsorga-
nisationer (Barré 2001). Det indebærer ik-
ke nødvendigvis, at de enheder, der sam-
menlignes, på alle væsentlige områder
skal ligne hinanden, men det fremhæ-
ves dog ofte i litteraturen, at et vist mål af
homogenitet skal være til stede. I univer-
sitetsverdenen betyder det, at hvis man
ønsker at benchmarke institutters forsk-
ningsproduktivitet (alene forstået som
antal publikationer i forhold til forsk-
ningsressourcer), er det en form for
benchmarking, der kan gennemføres på
en ret grov afgrænsning af fagområder
eller hele institutioner eller lande som i
en ny rapport fra EU4.
Men på dette punkt er rapporten fra
ASFK mere ambitiøs. Udover at beregne
produktivitetssammenligninger ud fra
DEA-modellen har rapporten ambitioner
om at udvide analysen med beregninger,
hvor produktivitetsmål kombineres med
et kvalitetsmål (Damm 2001:53, 74). Rap-
porten søger at løse det meget komplicere-
de problem med at kvantificere kvalitets-
mål ved at opstille en form for rangorden
af publikationer efter type og tildele disse
forskellige vægte. Denne måde at lave
kvalitetsvurdering på er imidlertid ikke
uden problemer, og de løses ikke af, at
rapporten ”kun (undersøger) institutter
fra erhvervsøkonomiske, juridiske og
samfundsvidenskabelige fakulteter.”
Problemet består i sin enkelthed i, at i
det øjeblik benchmarkingen ændres fra
den direkte målbare forskningsprodukti-
vitet (som i princippet kan gennemføres
mellem alle mulige fagområder, f.eks. me-
dicin og fysik) til at benchmarke kvalite-
ten, så er vi tilbage i de helt grundlæggen-
de problemstillinger, der er forbundet
med at vurdere forskningens kvalitet.
Skal den traditionelle videnskabelige
kvalitetsvurdering gennem peer review’s
erstattes af andre metoder, kræver det, at
de forskellige indikatorer for kvalitet vur-
deres mht. deres udsagnskraft5.
Desuden er det vigtigt at undersøge
de områder, der sammenlignes, for at sik-
re, at der er et fagligt relevant grundlag
og en ensartethed til stede, der gør brug
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af sammenligningsindikatorer hensigts-
mæssig. Til det sidste punkt er der i dag
al mulig grund til at være på vagt over
for en opdeling, der baserer sig på tradi-
tionelle organisatoriske strukturer som
fakulteter og institutter. I en tid hvor dis-
kussionen om grundlæggende foran-
dringer i organiseringen af samfundets
vidensproduktion er på dagsordenen
med fokus på tværfaglighed og problem-
orientering i forskningen frem for disci-
pliners traditionelle faggrænser (Gib-
bons 1994, Nowotny 2001), må institut-
ter opfattes som en meget formel organi-
satorisk ramme om vidensproduktion.
De er en ramme, som ikke uden videre
kan tages til indtægt for, at der disse ste-
der er en tilstrækkelig homogenitet mht.
faglige områder, publiceringstraditioner
og -veje, direkte og indirekte brugere. En
afgrænsning til institutter kan være pro-
blematisk og forudsætter en ganske høj
grad af stabilitet, som ikke er givet ved
vidensproduktion i dag. Flere af de insti-
tutter, der indgår i undersøgelsen, er gan-
ske nye, nogle med et gammelt navn men
med nyt indhold, andre er siden under-
søgelsestidspunktet forsvundet eller ret-
tere er formodentlig indgået i nye orga-
nisatoriske strukturer, andre igen har be-
holdt navnet, mens indholdet er blevet
ændret (nye centre og projekter kommer
og går). Fremover må man forsøge at loka-
lisere homogene fagområder på tværs af
institutionelle opdelinger.
Rapportens udgangspunkt, at DEA-
modellen er yderst velegnet til at udpege„best practice“ institutter, bygger på en
række forudsætninger som ikke diskute-
res i nævneværdigt omfang. Rapporten
arbejder konsekvent ud fra den opfattelse,
at evaluering af forskning er en problem-
stilling, der bedst kan løses med kvanti-
tative værktøjer fra økonomiske produk-
tionsmodeller, cost-efficiency, cost-bene-
fit eller som her DEA-modellen, og dis-
kuterer ingen steder måling og kvantifice-
ring som en særlig forskningsstrategi
(Hansson 2001a). Barré (2001:263) peger
i et kritisk studie af benchmarking af
forskning på, at forskningsproduktivitet
ikke kan opfanges af et enkelt tal, men at
indikatorer alene er startpunktet for en
øvelse i „learning-by-comparing“ gen-
nem diskussion.
Tidsdimensionen
– det lærende element
Et andet forhold, vi vil omtale, er rappor-
tens intention om, at institutter med best
practice kan være forbilleder for institut-
ter der ikke er best practice, men ”som
ønsker at forbedre sig i håb om næste år
at blive best practice” (Damm 2001:51).
Denne intention vedrører en åbning af„black box“en i produktionsfunktionen
med et input og et output. Det interessan-
te er derfor, hvilke processer, hvilken or-
ganisering og hvilken ledelse, der med-
virker til at frembringe forskning af best
practice og lige så interessant, hvordan
man forbedrer disse processer og organi-
sations- og ledelsesformer.
Vi har ikke svaret på disse spørgsmål,
men er tvivlende overfor, om bagudrette-
de indikatorer er de bedste virkemidler
til at forstå disse processer – ud over den
ofte implicitte antagelse om at miljøer, der
tidligere har udført god forskning, også
fremover vil være i stand til at udføre god
forskning. Problemstillingen kan sam-
menfattes således. De undersøgte publi-
kationer er fra 1995 til 97. Afhængig af
de konkrete forskningsprojekter og publi-
ceringskanal kan forskningen være ud-
ført flere år forinden; f.eks. to, fem eller ti
år. De gode råd, som institutterne deref-
ter skal udveksle, skal derefter imple-
menteres, forskningen skal udføres og
den skal publiceres. Dette kan også tage
f.eks. to, fem eller ti år. Samlet kan der
derfor være tale om et timelag på ganske
mange år, før en givet ønsket ændring
kan konstateres. Hermed ikke sagt at in-
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stitutter og forskningsmiljøer ikke skal
lære af hinanden; effekter er blot vanske-
lige at måle, og DEA-modellens fokuse-
ring på produktivitet alene er ikke det
bedste udgangspunkt.
Der kan findes mange eksempler på,
at åbne forskningsevalueringer kan være
et godt udgangspunkt for interne reflek-
sioner og efterfølgende udvikling i de
evaluerede institutioner. Bl.a. kan næv-
nes forsøgene med forskningsevaluering
på Handelshøjskolen i København i mid-
ten af 90erne, hvor der blev arbejdet mål-
rettet mod at inddrage de evaluerede fag-
lige miljøer. I den anvendte metode blev
der benyttet en blanding af faktuelt bag-
grundsmateriale og site-visits af interna-
tionale peers (Foss Hansen og Borum
2000).
Forskning er mere
end publicering
Spørgsmålet er, om fokuseringen på pub-
likationer (som vi ved rummer mange
vanskeligheder) også er den rigtige måde
at vurdere universitetsinstitutter. Det
fremhæves ganske rigtigt med eksempler,
at det er mange af institutionernes eget
ønske at øge publiceringen. Og flere an-
dre outputmål bliver diskuteret (men ik-
ke inddraget). De har alle tilknytning til
en af universiteternes andre hovedop-
gaver – undervisningen. Men med til bil-
ledet af institutterne som forskningsmil-
jøer hører andre væsentlige opgaver end
publicering. På den forskningspolitiske
dagsorden bliver emner som nytten for
samfundet (både erhvervslivet, det poli-
tisk-administrative system og befolknin-
gen i øvrigt) mere centrale (Gibbons
1994, Nowotny 2001). Kort fortalt bør ak-
tiviteter som samarbejdsprojekter med og
øvrige relationer til andre sektorer, arran-
gement af konferencer, deltagelse i hørin-
ger, efteruddannelse af forskellige sam-
fundsgrupper, videnformidling i bred
forstand medregnes ved siden af publi-
kationer. Dertil kommer uddannelse af
kommende forskere og udbygning og
vedligeholdelse af nationale såvel som
internationale netværk som en sikring af
de fremtidige betingelser for god forsk-
ning.
Skiftet i sigtet med og det overordne-
de syn på forskning med øget fokus på
nytten og anvendelsen, og den større
grad af samarbejde mellem institutioner
og sektorer, får ofte betegnelsen af et skift
fra modus-1 forskning til modus-2 forsk-
ning. Denne udvikling har også betyd-
ning for kvalitetskontrollen i forsknin-
gen. Hovedreglen for modus-1 forskning
er det anonyme peer review med fokus
på den individuelle videnskabelige pro-
duktion, mens kvaliteten for modus-2
forskning er en kontinuerlig forhandling
af behov og kvalitet mellem grupper af
interessenter (Jacob 2000). Den daglige
praksis for de fleste universitetsmiljøer
er ikke et spørgsmål om enten-eller, men
findes snarere i et kontinuum mellem
disse yderpunkter. Og sammenfattende
kan en mis-match mellem opgaver og be-
dømmelse udtrykkes som et krav om, at
mange institutter får til opgave at udføre
modus-2 forskning (om end dette formål
også i høj grad er til debat), mens de efter-
følgende primært bliver bedømt på de-
res indsats inden for modus-1 forskning.
Et bredere spektrum af benyttede indi-
katorer vil også ligge i god tråd med ad-
varslen (Damm 2001:111) om, at institut-
terne – og institutionerne – vil forsøge at
tilpasse sig og tænke strategisk i priori-
tering af forskningsområder for at øge
publiceringen. Jævnfør også debatten om
det britiske evalueringssystem (Trow
1996, Geuna & Martin 2001).
Publicering og kvalitet
Rapporten diskuterer kort vanskelighe-
derne ved at måle kvalitet som et ikke
umiddelbart kvantificerbart område.
Uden at gå nærmere ind i denne diskus-
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sion, som i årevis har været et stående
tema i videnskabssociologien og infor-
mationsvidenskaben, vælger rapporten
delvis at bruge nogle af institutionernes
egne opdelinger i typer af materiale6. En
sammenfatning af rapportens definitio-
ner ses her:
Tidsskriftsartikler bliver opdelt i hhv.
referee tidsskriftsartikler, ikke referee tids-
skriftsartikler og populærartikler. Bøger op-
deles alt efter, om bogen er udgivet af et
forlag, udgivet af et ministerium o. lign.
eller om der i teksten står, at det er en
lærebog. Derudover findes konferenceind-
læg, proceedings, indlæg i større værker, ind-
læg i årsberetninger, working paper og an-
det (rapporter, anmeldelser mm.).
I den konkrete model bliver flere af
disse kategorier dog slået sammen til en
gruppe for henholdsvis nordisksprogede
og fremmedsprogede referee tidsskrifts-
artikler, en gruppe for andre artikler, li-
geledes henholdsvis nordisksprogede og
fremmedsprogede (grupperne dækker alt
fra artikler i forlagsudgivne antologier
til indlæg i aviser), endelig en gruppe for
bøger, danske såvel som udenlandske,
samt en restgruppe. Det giver i alt seks
kategorier, og den eneste forskel fra den
førnævnte undersøgelse af Jennergren og
Obel er dermed grupperne med nordisk-
sprogede og fremmedsprogede referee
tidsskriftsartikler, der er valgt på grund
af muligheden for at give ekstra vægt til
“kvalitetsartikler” (Damm 2001:48). Med
andre ord er opdelingen udtryk for et
kvalitetsmål, og centralt for forståelsen
af ”best practice” er derfor ”kvalitetsar-
tikler” i tidsskrifter med referee7.
Med tilføjelsen af denne kvalitative
sondring ser rapporten derfor bort fra, at
inden for mange fagområder findes de
mest anerkendte, originale og benyttede
bidrag i f.eks. bøger, artikler i antologier
eller proceedings.
I forhold til den ret detaljerede beskri-
velse af de enkelte kategorier og af selve
DEA-modelberegningerne er beskrivel-
sen af hvilke procedurer, der er brugt til
at frembringe og klassificere dette empi-
riske råmateriale, meget kortfattet. Spørg-
målet om udvælgelsen af ”kvalitetstids-
skrifter” er centralt i modellen. I fraværet
af en direkte peer review-baseret kvali-
tetsbedømmelse opdeles artiklerne efter
om det pågældende tidsskrift bruger peer
review til den redaktionelle udvælgelse
eller ej. Det fremgår ingen steder i rappor-
ten, at dette i virkeligheden er en ganske
kompliceret proces, og selv for førende
tidsskrifter er der ingen entydig praksis
eller standard for, hvor udførligt og for-
melt den redaktionelle proces er beskre-
vet. En anden og endnu mere komplice-
ret proces er, hvordan den daglige prak-
sis er8. Det er i dag vanskeligt at forestille
sig et videnskabeligt tidsskrift, der vil be-
kræfte at de ikke bruger en udvælgelses-
procedure baseret på peer review. Og
hvorledes kan man så skelne mellem dis-
se tidsskrifter9?
Når man i bilagene ser den konkrete
klassificering af de enkelte tidsskrifter
(Damm 2001:157ff.), dukker der en række
spørgsmål op, som der ingen steder i tek-
sten kan findes forklaringer på. I katego-
rien Nordisksprogede tidsskrifter m. referee,
dvs. med den højeste kvalitet eller vægt i
modellen, finder vi følgende tidsskrifter:
Ekonomisk Debatt, Ledelse og Er-
hvervsøkonomi, Nationaløkono-
misk tidsskrift, Nordisk Admini-
strativt Tidsskrift, Ugeskrift for
Læger, Ugeskrift for Retsvæsen
Fra den omfattende kategori Nordiskspro-
gede tidsskrifter uden referee har vi valgt
nedenstående samfundsvidenskabelige
tidsskrifter ud, fordi det alle er tidsskrif-
ter vi kender noget til, og som bruger en
form for peer review ved den redaktionel-
le behandling af modtagne artikler:
Dansk Sociologi, Den jyske Histo-
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riker, Filosofiske Studier, GRUS,
Historisk Tidsskrift, Kritik, Philo-
sophia, Politica, Retfærd, Sam-
fundsøkonomen, Sociologisk
forskning, Statsvetenskaplig Tids-
skrift, Økonomi og Politik, Økono-
mistyring og Informatik.
Da ovenstående tidsskrifter kun er regi-
streret i kategori 2 vil institutter, hvis for-
skere hyppigt skriver i disse tidsskrifter,
få en meget lavere score mht. best practi-
ce. Holder vi os inden for de skandinavi-
ske sprog, kan man sige, at sociologer
har noget vanskeligere ved at få en høj
score end jurister, da der ikke er et eneste
nordisk sociologitidsskrift, der efter rap-
portens vurdering har en kvalitetskon-
trol!
Alene på baggrund af at rapporten
uden nærmere forklaring har valgt at se
bort fra en række anerkendte (og peer re-
view’ede) samfundsvidenskabelige tids-
skrifter, er det næppe så overraskende,
at rapporten kan konkludere, at det er
blandt juridiske og økonomiske institut-
ter, man kan finde best practice! (Damm
2001:50). Den arbitrære opdeling af nor-
diske tidsskrifter i henholdsvis peer re-
view’ede og ikke peer review’ede ser ud
til på forhånd at have lagt en struktur i
data, der afspejler resultatet, jf. rappor-
tens sammenfatning (Damm 2001:83).
Tilsvarende gælder for udvælgelsen
af den specielle gruppe af fremmedspro-
gede tidsskrifter med referee. Ved klassifi-
cering af internationale tidsskrifter an-
vendes ofte det kriterium, om de bliver
indekseret i ISI’s citationsdatabaser. Den-
ne opdeling er dog også ofte genstand
for diskussion og kritik, da det hverken
er entydigt eller gennemsigtigt hvilke
tidsskrifter, der bliver optaget i disse data-
baser. Rapporten har da heller ikke be-
nyttet denne metode, og i begge grupper
(med eller uden peer review) findes man-
ge tidsskrifter, der bliver indekseret i ISI’s
baser. Derimod bliver det ikke diskuteret
hvilke kriterier, der så ligger til grund for
opdelingen. Men da de fleste fremmed-
sprogede tidsskrifter er placeret i katego-
rien med peer review og omfatter en langt
bredere faglig profil end tilfældet var med
nordisksprogede tidsskrifter, har opde-
lingen formodentlig mindre systematisk
betydning her.
Konklusion
Vi har i denne artikel påpeget nogle prin-
cipielle fejl og begrænsninger i rappor-
tens empiriske grundlag (især vedr. ud-
vælgelse af de peer review’ede tidsskrif-
ter), og vi har påpeget, at en række for-
hold af betydning for evaluering af forsk-
ning, som de senere tiårs videnskabsso-
ciologi og evalueringslitteratur har frem-
hævet som væsentlige, hverken medta-
ges eller diskuteres i denne benchmar-
king.
En konsekvens heraf er, at rapportens
tilgang til og diskussion af benchmar-
king er snævert fokuseret på brug af
DEA-modellens produktivitetsmål, og vi
er ikke blevet overbevist om det relevante
og hensigtsmæssige ved at bruge DEA-
modellen til en benchmarking af dansk
samfundsvidenskabelig forskning.
Det rejser naturligvis spørgsmål ved
den anvendte benchmarking-models
præmisser, men med Peter Mortensens
ord så er resultatet af benchmarkingen
givet når præmisserne accepteres:
Resultaterne af de kvantitative be-
regningen skal imidlertid ikke op-
fattes som et metodestudie, hvis
man vælger at acceptere en given
models præmisser.. (Mortensen
2001:3, notatets fremhævelse).
De vigtige spørgsmål omkring vurdering
af den offentlige forsknings kvalitet ud
fra en bredere forståelse af produktivi-
tetsmåling og med inddragelse af de mil-
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jømæsssige og foranderlige institutionel-
le rammer er det meget svært at finde blot
antydning af svarmuligheder på i rap-
porten. Ikke desto mindre finder vi, at det
er vigtigt at fastholde, at kritikken af DEA-
modellen og de anvendte data ikke er en
afvisning af at bruge sammenfattende
kvantitative oversigter og beregninger til
forskningsevaluering. Det er tværtimod
en kritik, som forsøger at rejse mere prin-
cipielle spørgsmål om vanskelighederne
ved at bruge meget forenklede mål (med
lav pålidelighed) som udtryk for kvali-
tetsindikatorer.
Hvad skal man gøre fremover? Er der
andre muligheder for at lave større tvær-
gående evalueringer af forskningskvali-
tet og produktivitet i dansk forskning?
Det er en problemstilling, der ikke tages
op i ASFK-rapporten, men som uden tvivl
må få stor opmærksomhed i fremtidige
undersøgelser af forskningskvalitet.
Hvis man retter blikket udover landets
grænser, findes en række muligheder for
inspiration til andre, nye evalueringsme-
toder.
Geuna og Martin (2001) fremhæver i
deres undersøgelse af en række landes
erfaringer med evalueringssystemer til
kvalitetsstyring i forskningsverdenen de
hollanske erfaringer med en fler-dimen-
sionel model for forskningsevaluering,
der foretages af kommiteeer med uden-
landske eksperter (peer review), men
med omfattende lokal indflydelse (bot-
tom-up) og uden direkte forbindelse med
budgetlægning. I USA har det siden
199310 været et krav, at der skulle ske en
løbende offentlig fremlæggelse af forsk-
ningens præstationer og kvalitet (Susan
Cozzens 1997, 2000). Men overraskende
nok er er kvantitative resultatmål sjæld-
ne blandt amerikanske forskningsinsti-
tutioner, og udviklingen har klart gået i
retning af at opbygge systemer med pane-
ler af eksterne interessenter fra industri-
en, men også fra NGO’er, som deltager i
vurderingen af opfyldelsen af institutio-
nernes strategiske planer. Strategiske
planer har tilsvarende fået større betyd-
ning mht. at præcisere institutionens
målsætninger, men også mht. at stille nye
krav til forskningens offentlige begrun-
delse eller med Cozzens formulering:
”Even basic research needs its public ju-
stification” (Cozzens 2000:19).
Noter
1. Rapporten kan hentes fra instituttets
hjemmeside: http://www.afsk.au.dk/
2. Benchmarking i den offentlige sektor -
nogle metoder og erfaringer, Marts 2000.
Findes på ministeriets hjemmeside: http//
www.fm.dk/udgivelser/publikationer/
benchmarking_00/index.htm.
3. De anvendte beregningsmodeller er be-
skrevet i rapportens kapitel 3 og appendiks
A.
4. European Commission Research Directo-
rate General (2001).
5. En god diskussion af forskningsindika-
torproblemer findes i Foss Hansen og Holst
Jørgensen (1995).
6. For en sammenfatning og diskussion af
publikationsopgørelser i et skandinavisk
perspektiv se Frederiksen (1995).
7. Damm tildeler de peer reviewede tids-
skrifter de højeste vægte i en række modelbe-
regninger for at benchmarke „kvaliteten“ i
produktionen (s. 53, 69, 74)
8. Der er foretaget en del forskning i selve
reviewprocessen, se ex. Hemlin, og Boe
(1999), og Hemlin (1999). Også problemet
om pålidelighed i denne proces har været
genstand for omfattende forskning, en god
oversigt giver Cicchetti (1991). En sammen-
fatning af problemer og styrker ved peer
review systemet kan findes i Hansson (2001)
og i Chubin og Hackett (1990).
9. Mængden af forsøg på at vurdere og rang-
ordne videnskabelige tidsskrifter er meget
omfattende. Se f.eks. Andersen og Frederik-
sen (1995). Et eksempel på en løbende servi-
ce gives af Emerald Reviews, der inden for
området management har udvalgt godt 400
centrale tidsskrifter og ladet dem bedømme
af en accrediteringsgruppe (peer reviews)
opdelt i 10 fagområder (Accounting & fi-
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nance, Human resource management osv.)
Se http://www.emeraldindsight.com/re-
views/journals.htm
10. Government Performance and Results
Act kræver at alle amerikanske regeringsin-
stitutioner fremlægger årlige rapporteringer
af aktiviteter (Cozzens 1997, 2000)
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