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ABSTRACT
The core challenge within supply chain management is to simultaneously align business
operations, with the supplier’s objectives and customer demand. Under specific demand
patterns, strategies have been developed, such as lean and agile manufacturing, to
coordinate operational practices. The numerous success stories reported in the popular
press (e.g. use of lean manufacturing in Toyota, and the importance of an agile supply
chain at Zara) has increased the appetite among peer supply chains to adopt these
strategies. However, questions on the implementation and feasibility of these strategies
in different contexts have not been answered. These questions are particularly relevant
for process industries where operational inflexibilities and equipment availability
uncertainties impose quite different constraints to those found in traditional mass
production practices.
While the development of lean and agile manufacturing strategies has been
widely discussed in ‘discrete industries’ where production is characterised by discrete
unit production, the operationalisation of these strategies into process industries ─
where economies of scale dominate due to the capital-intensive equipment required ─
remains largely underdeveloped. This study aims to address this gap by; (i) designing
three operational representations of supply chain strategy, (ii) measuring the extent to
which they induce desired supply chain behaviour, and (iii) quantifying the robustness
of these supply chains against equipment disruptions.
To perform these activities, mass production, lean and agile supply chain
strategies are operationalised as a series of management policies. Each policy was
developed using accepted definitions found in the literature, coupled with case material
on a large Australian steelmaking supply chain. In addition, a simulation model was
developed to capture supply chain performance under various management policies,
demand conditions, and equipment availability. The results reveal that supply chain
performance is adversely affected by equipment disruptions, but the severity of these
i

effects is conditional upon management policies and demand conditions. These results
imply that there is no ‘silver bullet’ strategy for all demand conditions and equipment
uncertainties. Instead, strategy selection decisions should be based on the degree of
alignment with both demand and production equipment uncertainties. Therefore, it is
important for practitioners to consider maintenance reliability spending levels against
strategic choice decisions.
This study provides several scholarly contributions; (i) an operationalisation of
three common supply chain strategies with a process industry context, (ii) an
empirically grounded case analysis that provides validity for the operational constraints
used to model process industry supply chains, and (iii) empirical evidence that reveals
how demand conditions, equipment disruptions and supply chain strategies influence
supply chain performance. Insights drawn from these contributions have implications
for researchers and practitioners, these include; (i) empirical evidence of a clear
relationship between disruption magnitude and supply chain performance, (ii) proof that
alternative management policies exhibit different levels of robustness, and (iii) that
differences in robustness levels among management policies are statistically significant.
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CHAPTER 1: INTRODUCTION
1.1

Background to the research

Supply chain management (SCM) is centrally concerned with aligning the core business
activities of suppliers and their customers (Lambert 2008). Such alignments have been accepted
as a source of both competitive advantage and improved business performance (Ketchen and
Hult 2007). To this end, the synchronisation of supply chain activities with demand profiles
requires the inclusion of forecasting, procurement, production and order fulfilment capabilities
(Croxton, Lambert et al. 2002). Researchers (e.g. Lee 1989; Christopher 1998; Naylor, Naim et
al. 1999; Mason-Jones, Naylor et al. 2000; Klassen and Menor 2007) have proposed that
synchronising business activities to specific demand patterns and structures require particular
supply chain strategies. By implementing these practices, businesses such as Toyota (Ohno
1988; Womack, Jones et al. 1990; Womack and Jones 2003) and Zara (Naylor, Naim et al.
1999) have gained a competitive advantage by closely aligning supply chain operations to
demand patterns. However, this implementation has not been widely tested in process industry
supply chains, where production equipment disruptions are critical to performance.
Process industries are those that add value to raw materials by mixing, separating,
forming, and performing chemical reactions on them. Production in such industries can be
either continuous or batch production, and generally requires strict process control and high
capital investment (Wallace 1992). The manufacturing principles associated with process
industries include the use of high production volumes, repetitive manufacturing practices,
minimisation of costs through economies of scale, and maximising bottleneck utilisation
(Chandler 1990). The evolution of mass production has resulted in greater efficiencies through
more capital-intensive installations with larger production capacities, higher inventory levels,
and lower unit costs. As a result, these modern practitioners of mass production have traded
greater efficiencies for the operational flexibility necessary to excel in increasingly dynamic
markets (Yusuf, Sarhadi et al. 1999).
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Meanwhile, new strategies have emerged to better align supply-chain capabilities with
the markets they serve (Christopher 2000). For example, Toyota has adopted and developed the
‘lean’ manufacturing principle in its production line, which focuses on reducing and eliminating
the waste (or ‘muda’) associated with waiting and overproduction (Ohno 1988; Womack, Jones
et al. 1990; Womack and Jones 2003). Another strategy is called ‘agile’ manufacturing, which
advocates the use of market knowledge and flexibility in production practices to exploit
profitable opportunities in volatile demand situations (Naylor, Naim et al. 1999). In this
strategy, the level of agility of an organisation is defined as its ability to respond rapidly to
changes in demand (Christopher 1998).
Although these strategies of ‘lean’ and ‘agile’ manufacturing have been associated with
many success stories (e. g. Naylor, Naim et al. 1999; Childerhouse and Towill 2000), they have
also received considerable criticism. Snyder and his colleagues (2006) contend that tightly
optimised, lean supply-chain practices such as ‘just-in-time’ strategies increase the vulnerability
of supply chains (see also Jüttner, Peck et al. 2003; Rice and Caniato 2003; Elkins, Handfield et
al. 2005; Sheffi 2005; Lynn 2006). These strategies strongly advocate the reduction of slack in
the system, contrary to the large inventories required in some supply chains to moderate the
impact of operational uncertainties.
This clash of philosophies (between ‘leanness’ and ‘agility’ on the one hand and
‘uncertainty impact moderation’ on the other) raises questions about the viability of these
emerging strategies in process industries. Particularly when considering that process industries
are traditionally designed around mass production principles, making implementation of other
supply chain strategies difficult (Dennis and Meredith 2000). The capital-intensive
infrastructure of these industries requires high utilisation levels to maximise throughput and
take full advantage of economies of scale (Fransoo 1992). Generally, large inventory buffers are
required to ensure maximum utilisation of equipment, as operating costs associated with these
inventories can surpass the costs of equipment idle time. A migration to lean or agile
manufacturing would require reducing inventories, as well as rapid shifts in production
2

practices. Given the reliance of process industries on operational equipment, any uncertainties
associated with production bottlenecks may be exacerbated. Indeed, in some cases, the financial
consequences of operational uncertainty (e.g., equipment breakdowns) far outweigh any
potential cost-saving benefits that might accrue from a ‘lean and agile’ reduction of slack in the
system. Not surprisingly, process industries have reported little benefit from the many strategic
developments that have characterised other industries’ success stories in recent decades (Dennis
and Meredith 2000).
Despite the operational restrictions inherent to process industries, managers are still
required to make multiple operational policy decisions that can influence supply-chain
behaviour. These decisions have important implications for such business functions as
forecasting, inventory management, production, and order fulfilment. At the operational level,
these business functions are commonly grouped by the ‘Supply Chain Operations Reference’
(SCOR) model as plan, source, make, and deliver, respectively (SCC 2008). These business
functions are linked to each other via material and information flow pathways. The collection of
decisions made in each business function can also play an important role in effective strategy
implementation.
At the strategic level, effective management of supply chains requires an analysis of: (i)
the relationships among the various products being offered (Fisher 1997); (ii) organisational
capabilities in production and delivery to customers (Lee 2004); and (iii) the general market
characteristics (Childerhouse and Towill 2000; Christopher and Towill 2001). Once these are
adequately mapped, the selection of the most appropriate supply chain strategy is a relatively
straightforward task. For example:
i.

A mass production strategy is generally associated with demand that requires very
high levels of production, in some cases exceeding maximum production capacity
(Lee 1989; Klassen and Menor 2007).
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ii. A lean manufacturing strategy is commonly associated with steady levels of
demand, typically at a lower level than maximum production rates (Christopher
1998 p. 284; Naylor, Naim et al. 1999; Mason-Jones, Naylor et al. 2000); and
iii. An agile strategy is typically associated with highly volatile demand (Naylor, Naim
et al. 1999).
The corresponding corollary being that the most beneficial supply chain strategies seem
to be those that are directly aligned with demand. Once a strategy is selected, implementation of
that strategy at the tactical/operational level requires the redesign of key performance metrics
and targets (Simons 1994). These strategic choices require careful consideration, as the
decisions can conflict, business functions interactions occur, and managers may be required to
make trade-offs among firm goals. As these functions interact, feedback among different parts
of a supply chain result in complex behaviours (Sterman 2000), As a result, decision-making
can become very difficult, even in simple production environments As Paich and Sterman
(1993) observed, environments with high feedback complexity constitute a poor environment
for learning lessons from the past. This argument is supported by the general lack of best
practice in SCM and a tendency for experienced managers to use ad-hoc behaviour and models
built on simple decision rules to manage their supply chains (Bettis and Prahalad 1995; Porac,
Thomas et al. 1995; Walsh 1995; Childerhouse and Towill 2000; Buxey 2003; Geary, Disney et
al. 2006). This situation suggests that a deeper understanding of process industry supply chains
is needed to better guide policy decisions to serve specific market behaviours.
The variables affecting policy decisions of supply-chain managers need to be isolated,
and their impacts carefully considered. Guidance from the strategic management literature is
then required to determine how these decision variables can induce the desired supply chain
behaviour. This guidance is required to ensure a theoretical grounding for the operationalisation
of strategies in a simulated process industry supply chain model. In essence, the sets of
decision-variable parameters constitute the policy that will induce desired supply chain
behaviours and may be iteratively evolved to meet desired performance targets. In parallel,
4

these policies should be scrutinised and compared with policies in and out of uncertain
production environments.

1.2

Problem statement and research objectives

The present study is motivated by the identified need for process industries to have an
alternative approach to supply chain strategy development. In these industries, the design of an
effective supply chain strategy requires more than the mere alignment of business functions to
maximise production rates; rather, it requires the alignment of the internal supply-chain
activities with customer and supplier requirements. Moreover, the effects of equipment
disruptions on system performance present process industry decision-makers with additional
system complexity. No method exists to quantitatively compare the appropriateness of one
policy over another in supply chains with uncertain production capacities.

1.2.1

Statement of research problem and questions

The process industries literature provides a rich picture of the general characteristics and
practices commonly observed in these firms. Embedded in this characterisation are a multitude
of reasons for why emerging strategies such as lean and agile manufacturing cannot be fully
implemented in process industries (e.g. Fransoo 1992; Bolander and Taylor 1993; Fransoo and
Rutten 1994; Dennis and Meredith 2000). The present study extends these insights to argue that
there are degrees of leanness and agility that can be achieved in a process industry by
appropriate design of management policy. In addition, these policies require a basis for
comparison, whereby one policy may be classified as better than another for a given demand
situation and equipment availability. To this end, this study will quantify the impacts of
equipment disruptions upon supply chain performance under specifically designed management
policies. This will be achieved through the use robustness metrics to assess the ability of one
policy to remain viable given a particular range of production equipment availability.
The two major research questions addressed by this study can thus be expressed as
follows:
5



Research Question 1 (RQ1): How is supply chain performance affected by
equipment disruptions? and



Research Question 2 (RQ2): Given a range of equipment availability, which
management policy achieves higher performance in a particular demand
situation?

To address these research questions, this thesis will develop a simulation model of a
generic process industry supply chain. This model will be used to test the ability of management
policies aligned to supply chain strategies to match supply and demand while subjected to
equipment disruptions.
1.2.2

Summary of research activities

The research activities associated with achieving this objective are summarised by chapter as
follows:


Chapter 1: Introduction: The introduction chapter provides a brief overview of the
problem statement and develops research questions and broad hypotheses to be tested.



Chapter 2: Literature review: The literature review serves to characterise process
industry supply chains, determine management policy decision variables, and
operationalise those variables according to popular supply chain strategies. Along with
these activities, the review establishes direction for the development of performance
measurement activities and equipment disruption experimentation.



Chapter 3: Methodology and conceptual model: The characterisation of process
industries presented in the literature review chapter is used to develop a conceptual
model of a process industry supply chain.



Chapter 4: Simulation model construction procedures: A computerised representation
of the conceptual model developed in the methodology chapter is developed. Additional
focus is placed on the development of input variables and output metrics included.
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Chapter 5: Experiments and procedures: A number of experimental procedures were
identified to be necessary to obtain the necessary data for hypothesis testing. This
includes a full factorial design of experiments, regression and correlation matrix
analysis, structural equation modelling, and the development of supply chain
performance metric. This metric is then used as an objective function for optimisation
of management policies to be submitted to various levels of equipment disruption.



Chapter 6: Results and data analysis: Quantitative comparison of policy performance
with and without equipment disruptions. Comparison among policy performance
profiles will facilitate the hypothesis testing.



Chapter 7: Conclusions and future research: In this chapter the contribution of the
study is summarised and future research directions are suggested.
These activities are illustrated in the following swim lane diagram.
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Figure 1.1: Summary of research activities
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The experimental procedure illustrated in Figure 1.1 is designed to allow the research
questions to be addressed, and results will contribute insight into the effects of equipment
disruptions on strategic performance in process industry supply chains
1.3

Contribution of the study
The objective of this study is to contribute insight into the effects of equipment

disruptions on strategic performance in process industry supply chains. It does so by (i)
empirically analysing the relationship between supply chain performance and the magnitude of
equipment disruptions, (ii) presenting a grounded analysis in case study of real world supply
chain in the under-examined area of process industry strategic management, and (iii) providing
empirical evidence that supply chain implementation is improved by taking into account the
magnitude of equipment disruptions.
To ensure rigor, the study seeks to operationalise specific supply chain management
behaviours by designing and optimising management policies that induce system behaviour
according to the theoretical domain of each strategy (mass production, lean, and agile). The
resulting system becomes an ideal test bed for experimentation. To facilitate experimentation,
the system will be represented via a simulation model. Through multiple experimental
procedures, this simulation model will be used to collect data on system performance while
varying input parameters, both with and without uncertainties in production equipment. The
resulting outputs will be used for, among other purposes, a characterisation of system
performance against various levels of equipment disruptions. Experiment output analysis will
provide inferences that will add to the existing knowledge in supply chain strategy, operations
management, and process industry supply chains.
1.4

Justification of the research

Understanding the behaviour of a supply chain is crucial to survival in a competitive market
environment. The behaviour of a supply chain cannot be understood without first understanding
the structure and dynamics of individual firms within the chain (Sterman 2000). In addition, the
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management of these firms requires taking into account the complex dynamic relationships
among business functions. The management of these functions requires a delicate balancing
among competing goals and trade-offs. Although some of these trade-offs are well explored in
the supply-chain literature, process industries have a distinct structural configuration that differs
from the industries typically studied.
The research is justified by the potential value of its theoretical findings and practical
implications. New insights into SCM have the potential to provide valuable guidance to
managerial decision-making under specific sets of circumstances that have previously been
unexplored in the field. A direct implementation of these strategies onto process industry supply
chains may uncover some difficulties, as some strategies may not account for the differences
among industry types, and may result in less than ideal supply chain performance. Therefore, it
is important to understand the dynamic relationships among decision-making processes within a
process industry supply chain, and to consider any uncertainties and their impacts on supply
chain performance. For example, given the nature of process industry supply chains, an attempt
to implement lean by means of inventory reduction may increase the vulnerability of the supply
chain to disruptions. In these cases, implementation of lean manufacturing practices may need
to be rethought to take into account the need for buffers against uncertainties to achieve the
performance advantages espoused by lean advocates, while reducing the risk of inventory stock
outs and missed deliveries due to equipment failures.
Process industries cover a wide range of business types, including continuous facilities
in the petrochemical industry, large batch-manufacturing operations in steel production, and
small batch-manufacturing businesses in the pharmaceutical industry. Although such firms are
responsible for a considerable proportion of gross domestic product (GDP) in the economies of
many countries, researchers have thus far paid scant attention to this important industry sector
(Van Donk and Fransoo 2006). The present study makes inroads in addressing this gap in the
literature.
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1.5

Delimitations of scope

The scope of this study does not extend to the generation of a high-fidelity model of all processindustry operations. Rather, the purpose of the model developed in this study is to capture the
system dynamics commonly observed in process-industry operations with a level of fidelity that
is sufficient to address the research questions and hypotheses posed above.
As with all research endeavours, the scope of the study is limited by real-life
constraints. In particular, it is unfeasible to gain access to every type of process-industry supply
chain and/or to perform direct experimentation on every possible supply-chain policy (Knepell
and Arangno 1993). The present study, therefore, utilises simulation modelling to recreate a
generic process industry supply chain with a view towards generating an accessible and
controlled environment that is amenable to experimentation (Law and Kelton 2000; Van der
Zee and Van der Vorst 2005; Papageorgiou 2009) and theory development (Davis, Eisenhardt et
al. 2007).

1.6

Outline of the thesis

The chapters of the thesis reflect the general framework and specific components of the study.
The chapters of the thesis can be summarised as follows.
Chapter 1 (Introduction) explains the background of the research, the research
questions, and hypotheses. The chapter also provides the justification for the research, together
with the delimitations of the scope of the study.
Chapter 2 (Literature review) describes the parent disciplines and the topic that is the
focus of the thesis. The theoretical models derived from the literature review are then developed
and presented. The chapter concludes by noting the gaps in the reviewed literature and the
significance of these gaps with regard to the feasibility of implementing supply-chain strategies
in process industries.
Chapter 3 (Methodology and conceptual model) describes the development of the
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conceptual model, which depicts a generic process-industry supply chain. The chapter explains
the decision rules that govern the business functions and describes the operationalisation of the
supply-chain strategies that are of interest to the study.
Chapter 4 (Simulation model construction procedures) provides a detailed description
of the simulation method used to construct the models, the justification of the simulation
method, and the decision variables that govern the behaviour of the models. The experimental
design and data analysis are described in detail, as are the validation and verification
procedures.
Chapter 5 (Experiments and procedures) describes the step-by-step process of the
experiment design. This includes experiments under deterministic and stochastic conditions.
Chapter 6 (Results and Data Analysis) presents and discusses results and analysis of the
data acquired in the experiments. This chapter includes regression analysis, correlation matrices,
structural equation modelling, and disruption experiments. Data patterns are discussed and
considered against each hypothesis.
Chapter 7 (Conclusions and future research) concludes the main body of the report.
The chapter presents a summary of the conclusions regarding the individual hypotheses and
research questions. The implications of the study for theory and practitioner decision-making
are presented. The limitations of the study and ideas for future research are also discussed.
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CHAPTER 2: Literature review
The previous chapter presented an introduction to the thesis, including research questions and
required research activities. This chapter reviews the relevant literature to provide a theoretical
foundation for the research activities conducted in this study. The previous chapter identified
four bodies of literature that will comprise the bulk of the literature review: (i) supply chain
management, (ii) process industries, (iii) performance measurement in supply chains, and (iv)
equipment disruptions.
This chapter begins by presenting the common difficulties associated with effective
supply chain management and balancing competing business goals. The operations of a typical
process industry supply chain will be grouped into four business functions (plan-source-makedeliver), and reviewed individually in a process industry context. Representative decision rules
will be provided and assigned to each business function. Within these decision rules, the
controllable variables will be identified and operationalised to the basic strategic principles of
three popular manufacturing strategies: (i) mass production, (ii) lean, and (iii) agile. To capture
the effectiveness of these decision rules, it is necessary to review supply chain performance
measurement literature, with a focus on management policy effectiveness. The review then
addresses the impacts of equipment disruptions on process industry operations, and concludes
by summarising the findings and leading into the methodology chapter.

2.1

The Supply Chain

A supply chain is defined as “a network of connected and interdependent organisations
mutually and co-operatively working together to control, manage, and improve the flow of
materials and information from suppliers to end users” (Christopher 1998). Other authors have
extended this definition to include the inner business functions of a firm in an internal supply
chain as well as the external supply chain among a group of businesses (Cooper, Lambert et al.
1997; Fisher 1997; Chen and Paulraj 2004). In essence, all organisations operate under some
form of the ‘supply chain’ concept.
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The external supply chain is typically characterised by a forward flow of materials and
a return flow of information (Beamon 1998). Although a serial structure for an external supply
chain is depicted in Figure 2.1, supply chains can also be dyadic, convergent, divergent, or
network structures (see section 2.3.4 for more information).

Figure 2.1: Concept of Supply Chain Management, adapted from Lee (2002)
Traditionally, supply chain management has been considered a process for moving
materials and a support function for implementing a selected business strategy. More recently,
firms have used integration of the supply chain and greater collaboration with their supply chain
partners to gain a competitive advantage and greater customer value delivery (Ketchen and Hult
2007; Lambert 2008).
The purpose of each firm, working within a supply chain, is to work together with
suppliers and customers in order to: (i) acquire raw materials, (ii) convert raw materials into
finished goods, and (iii) deliver these products to customers (Beamon 1998). These processes,
operating in unison within a firm, are termed the internal supply chain (Cooper, Lambert et al.
1997; Fisher 1997; Chen and Paulraj 2004). These internal functions within each firm need to
be managed and coordinated in order to provide products and services to customers (Hill 1994).
Managing a supply chain should be closely linked to the overall business strategy so that
decisions are made aligned across businesses and their internal functions (Lummus and
Vokurka 1999).
Each internal function is an essential component to the efficiency of a internal supply
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chain. The function of acquiring raw materials is also tasked with maintaining sufficient levels
of raw materials for production. Meanwhile, production is responsible for converting enough
finished goods to maintain sufficient levels of stock to satisfy any incoming customer orders.
However, this view is functional rather than managerial, the decisions associated with
performing each of these tasks are grouped by the Supply Chain Operations Reference (SCOR)1
model: plan, source, make, deliver, and return2 (S.C.C. 2006).
Literature on supply chain management often describes decision-making as a balancing
of trade-offs among competing priorities. A popular example exists in the newsvendor or single
period problem, in which the objective is to find an optimal order quantity that maximises profit
under uncertain demand. The problem assumes that any inventory held at the end of period
incurs a penalty as it is sold at a loss. Alternatively, if the order quantity is less than the realised
demand, the newsvendor forgoes some profit. This problem presents a classic trade-off decision
between ordering too much or too little inventory: too much will impact profit numbers, while
too little inventory results in lost sales (Nahmias 1997; Khouja 1999; Cachon and Terwiesch
2006).
The newsvendor model example highlights the trade-offs in a single decision. In real
world situations, decisions made on multiple similar trade-offs occur regularly. These decisions
influence the behaviour of a supply chain. In general manufacturing circles, managers are still
facing great challenges in decision making (Klassen and Menor 2007), as initially expressed by
Skinner (1966 p. 140):
“The corporation now demands a great deal more of the production manager. The
assignment becomes – ‘Make an increasing variety of products, on shorter lead times
with smaller runs, but with flawless quality. Improve our return on investment by

1This

study will only use the groupings of plan‐source‐make‐deliver to distinguish managerial
functions within a business that is part of a supply chain. The study will not implement the SCOR
framework onto process industries or endorse its use.
2

The products commonly delivered to customers in process industries require high transportation costs and
therefore are not commonly returned back to the manufacturer.
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automating and introducing new technology in processes and materials so that we can
cut prices to meet local and foreign competition. Mechanize – but keep your schedules
flexible, your inventories low, your capital costs minimal and your work force
contented… The firm whose production managers master these apparently conflicting
demands commands a strategic position of enviable advantage.”
Although desirable, the question of whether firms can reach this position is seldom
asked. In the case that this position is possible, researchers such as Gunasekaran, Patel, et al.
(2004) caution that maximum efficiency of a single firm might not be desirable to the external
supply chain, as local optimums in the internal processes does not necessarily lead to global
optimization for a supply chain. Commonly, managers are asked to make trade-off decisions
that will result in the firm reaching a better position in one goal (or performance metric) while
sacrificing their position in another.
The ability for humans to manage complex trade-offs has been the subject of much
research. Some research suggests that empirical observations of human decision making do not
exhibit perfect rationality, particularly in settings of high dynamic complexity (Sterman,
Henderson et al. 2007). One explanation is that humans have limited information processing
capabilities to manage the vast amounts of information available for making decisions; in other
words humans are “boundedly” rational (Simon and Press 1982). As a result, humans develop
and rely on simplified representations of reality to organise their knowledge and process the
information available in their environment (Anderson 1990). Without any clear best practices,
practitioners make decisions based on simplified mental models to manage supply chains. These
mental models, when used in managerial decision making, influence firm performance and
account for performance heterogeneity among firms (Gary and Wood 2008).
Among this heterogeneity, a lack of best practice has promoted the use of ad-hoc
behaviour by experienced managers to drive supply chains (Childerhouse and Towill 2000;
Geary, Disney et al. 2006). Also, the use of simple decision rules has been found prevalent in
the everyday supply chain decisions (Bettis and Prahalad 1995; Porac, Thomas et al. 1995;
Walsh 1995; Buxey 2003). To support this argument, Paich and Sterman (1993) argue that
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supply chains are a poor learning environment due to the level of information-feedback
complexity.
The decisions made within firms in a supply chain are interdependent and continuously
function to influence supply chain behaviour. From a holistic view, these business activities
trigger feedback loops, stocks and flows, and nonlinearities created by the interaction of the
physical and institutional structure of the system with the decision making processes of their
agents. The approach commonly used to analyse these situations is called system dynamics
(Sterman 2000). This approach aids mapping and understanding the human perception of
feedback loops and interactions between past decisions and the current state of a supply chain
(Sterman 1989). The complexity and dynamic nature of most operational settings (process
industries included) present a significant challenge to the advancement of operations
management knowledge (Buffa 1980; Corbett and Van Wassenhove 1993; Klassen and Menor
2007). Exploring the problem using simple examples may provide a clearer insight. A common
example of a supply chain is the beer distribution game explored in the following subsection.
The beer distribution game will provide a conceptual basis for modelling process industry
supply chains.

2.2.1

The Beer Distribution Game

The beer distribution game was originally developed by Jay Forrester in the 1950’s and later
popularised by John Sterman in the 1980’s. The game is a role-playing simulation of a supply
chain used to introduce students to system dynamics concepts (Sterman 2000). The game is an
experimental replica of a supply chain that uses simplified business rules. Many of these
business rules are similar to the way process industry supply chains operate, whereby individual
business units (or management functions) make semi-autonomous decisions in regards to
inventory management, replenishment ordering, and information delays.
Throughout the course of play, the game reveals that systemic inefficiencies originate
through basic ways of thinking and interacting more commonly than through the characteristics
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of organisational structure and policy (Sterman 1989; Senge 1990). Despite the apparent
simplicity of the game, most people perform poorly, with the supply chain responding unstably
to an increase in customer demand. Oscillation, amplification, and phase lag are commonly
observed. Numerous scholarly articles explore the sources of the poor performance repeating
pattern; interested readers are referred to the work of Lee (1997) and Paik and Bagchi (2007).
Examples of this phenomenon are also seen in real world situations (Lee, Padmanabhan et al.
1997);
“Procter & Gamble found that the diaper orders issued by the distributors have a degree
of variability that cannot be explained by consumer demand fluctuations alone. At
Hewlett-Packard, the orders placed to the printer division by resellers have much bigger
swings and variations than customer demands, and the orders to the company’s
integrated circuit division have even worse swings.”
The presence of system delays and the need for multiple stages of processing are two
commonalities between the beer distribution game and process industries. In order to better
understand this dynamic complexity exhibited in supply chains, this review will adopt a groundup approach to unpacking the structure of a process industry supply chain. Beginning with a
background review of process industry characteristics, the following section will review key
aspects of process industry supply chains as a set of internal business functions.

2.2

The process industry supply chain

This section will review the literature on process industry characterisation and highlight major
differences to discrete industries. The review then explains the internal processes of process
industry supply chains as four managerial functions. The literature also provides representative
decision rules consistent with those described in section 2.1 as those commonly used by supply
chain managers.

2.2.1

A background in process industries

Process industries add value to materials by mixing, separating, forming, or the use of chemical
reactions. Production activities may be continuous, batch, or a combination of the two.
Generally, these require rigid process control and high capital investment. The final products of
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process industries are outputs of several successive chemical or physical transportation
processes such as heating, filtration, mixing, etc (Wallace 1992). These transformation
processes utilise capacitated production resources and storage facilities (Neumann, Schwindt et
al. 2002). These installations typically operate round-the-clock production and demand is
manipulated as much as possible to match available production capacity (Fransoo 1992).
Variety in production practices also exists among process industries. Fransoo and Rutten (1994)
captured this variety in a typology of process industries. Given the connections of this study
with BlueScope Steel operations, more specific boundaries to the definition of process
industries were taken from this typology while aligning with real world characteristics.
Under these conditions, taking full advantage of economies of scale is a necessity to
ensure economic viability. To facilitate, large buffer inventories are held to ensure maximum
equipment utilisation and mitigation of equipment reliability concerns (Fransoo 1992). As a
consequence, process industries are usually characterised by inflexible stock and flow
configurations, long production lead-times, and high inventory levels throughout the supply
chain. The operating costs of manufacturing equipment are then such that holding large
inventories are outweighed by the costs of equipment idle time.
A number of characteristics set process industries aside from their discrete counterparts.
Some of these include:


Material flows typically require complex processing conditions for the
transformation of materials. Reconfiguration of these flows usually incurs
prohibitive capital expenditures. In contrast, discrete industries often reorganise
their supply chains as an economically feasible means to gain competitive
advantage (Günther and van Beek 2003).
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In process industries, poor quality production batches are scrapped whole and
recovered through reprocessing. In contrast, discrete batch manufacturing often
reject only a portion of a batch and dispose of the faulty products (Nelson 1983;
Fransoo and Rutten 1994).



Process industries require a decoupling of inventories between manufacturing
steps. This is not necessary in many discrete industries, where the flow of
finished goods from one processing step to the next occur as a single movement
(Bolander and Taylor 1993).

For a more detailed review of the contrast between discrete and process industries,
interested readers are referred to the work of Ashayeri, Teelen et. al. (1996) and Taylor, Seward
et. al. (1981). Along with these differences, come different approaches to business management,
as evidenced in the planning, scheduling, and control literature where a distinction is made
between: (i) process and (ii) discrete production environments. In the literature, scholars have
generally focused on one of the two industry types (Fransoo and Rutten 1994), with discrete
industries receiving most of the research attention (Dennis and Meredith 2000). In terms of the
strategic advancements for process industry supply chains, implementations of newer strategic
orientations have yet to report significant results, although isolated reports do exist (e. g. Shah
and Ward 2003).
While the process industry is responsible for a considerable portion of Gross Domestic
Product (GDP) in many countries, researchers have traditionally paid very little attention to this
large group of industries (Van Donk and Fransoo 2006). Academic literature on the process
industry generally advocate either: (i) the applicability of traditional Manufacturing
Requirements Planning (MRP) concepts or (ii) the differences between discrete and process
manufacturers comes with new or adapted techniques and concepts for production control
(Fransoo and Rutten 1994; Donk and Fransoo 2006). The shortcomings of traditional MRP
concepts in dynamic market environments have left many process industry firms lacking in the
strategic capabilities required to perform well (Yusuf, Sarhadi et al. 1999). In addition,
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Gunasekaran, Patel et al. (2001) argue that in order to respond to technical and competitive
forces, “radical changes in organisations have become necessary” in contrast to the application
of traditional MRP concepts. This study will adopt the view that differences between discrete
and process industries require the adaptation of strategic advancements developed in discrete
manufacturing environments.
The inherent characteristics of business require practitioners to make a choice among
different supply chain strategies (Beckett, Wainwright et al. 2000; Christopher 2000). But it is
naïve to propose that process industry managers make one-dimensional strategic choices
between lean, agile and mass production orientations. Instead, the choice of strategic orientation
is multidimensional and based on trade-offs between elements of all three strategies (Gibson
and Birkinshaw 2004; Lee 2004; Tushman and O'Reilly Iii 2006). This choice has recently been
supported by testimony from case studies that reveal a balanced approach is required to
optimize efficiency in operations whilst maintaining the flexibility necessary to quickly respond
to changes in markets (Lee 2004).
Regardless of these conditions, the general rules of business apply and process industry
managers are still tasked with making the decisions that impact firm performance. The viability
of a business is dependent on a manager’s recognition that their decisions have an effect on the
firm’s economic viability. Also, these decisions drive key business processes in the internal
supply chain, impacting the firm’s ability to manage suppliers and serve customers. The
following subsection will explore the business functions that comprise process industry internal
supply chains.

2.3

The internal supply chain

A supply chain can exist internally, within a firm, as well as externally among a group of
businesses (Fisher 1997). The purpose of a firm within a supply chain is to work with suppliers
and customers to: (i) acquire raw materials, (ii) convert raw materials into finished goods, and
(iii) deliver these products to customers (Beamon 1998). The combination of these processes
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operating within a firm is termed the internal supply chain (Cooper, Lambert et al. 1997; Fisher
1997; Chen and Paulraj 2004).
The functional view described by Beamon (1998) has since been repackaged in a
managerial context by several models (see section 2.5.1). One of the more popular models for
grouping these activities as managerial functions is the Supply Chain Operations Reference
(SCOR) model. Within this model, business activities are grouped as; plan, source, make,
deliver, and return3 (S.C.C. 2006). The SCOR framework will be used in this study for its
groupings only as a convenient method of establishing boundaries between managerial
functions within a process industry firm.
In the following sub-sections, the literature on each managerial function will be
explored. An exploration into the concept of the external supply chain and the trade-offs
decision makers must make in order to create viable management policies is also presented.
Plan
Central to planning functions within organisations is the creation and use of forecasts as a
method to determine the actions required to achieve supply chain objectives (SCC 2008).
Process industry firms are required to forecast demand, as long production lead times require
decisions to be made before demand is realised. Although by definition all forecasts are
inaccurate, the alternative of not having a forecast at all is far worse (Hill 2005 ) as it
exacerbates the uncertainty of incoming demand and thus complicates production and inventory
management decisions. Forecasting studies in supply chain management range from the average
calculations of past observations, to complex forecast optimisation techniques (Bose and Pekny
2000), or to analyses of which forecast will minimise bullwhip effect (Zhang 2004).
Forecasting in process industries typically uses historical data to create long-term
forecasts (12-24 months in advance). These are then merged with qualitative information, such

3

The products commonly delivered to customers in process industries require high transportation costs and
therefore are not commonly returned back to the manufacturer.
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as previous values of forecast accuracy and added to the data. Finally, input from other
functional areas of the business are included to gain consensus on the forecast (Silver, Pyke et
al. 1998; Wright and Goodwin 1998; Neumann, Schwindt et al. 2002; Wagner and Kilger
2008). The end result of this procedure is a long-term forecast with a number of short-term,
sometimes qualitative, adjustments from which a forecast is developed.
These adjustments are often based on heuristics that are difficult to manage in
experimental settings, as they are likely to: (i) vary among individual decision makers and (ii)
be influenced by firm culture. The alternative is a simple, tractable model used to generate a
forecast that accounts for historical demand, current demand and the forecast error (e.g. Bose
and Pekny 2000). In a review of forecasting methods, Fildes and Beard (1993) conclude that
exponential smoothing methods perform adequately if operationalised properly. Adding an
adaptive feedback component to an exponential smoothing model is a common means of
operationalisation. Although this method of forecasting may not be the most accurate, it is
considered to be robust in a number of situations (Fildes and Beard 1993). Exponential
smoothing models generate forecasts by taking the forecast for the previous period and
adjusting it using the most recent perceived demand. (Gardner Jr 1985; Silver and Peterson
1985).

Ft  Dt  (1   )Ft 1

Equation 2.1

Where Ft and Ft-1 are the forecasts at times t and t-1 respectively, Dt is the actual
demand perceived, and α is the exponential smoothing constant, where

0   1. The new

forecast (Ft) is simply the old forecast (Ft-1) adjusted based on the most recent demand (Dt).
One method of operationalising the forecasting mechanism is to add an adaptive
feedback mechanism to correct for forecasting error. Gardner (1983) provides a survey and
evaluation of these methods. In many cases, the shortcomings of Equation 2.1 are apparent in
that there is no possibility of overshooting the forecast, while in reality forecasts may purposely
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be constructed to overestimate demand. A simple way to add realism to this forecast is to
include an adaptive feedback mechanism that evaluates the accuracy of previous forecasts, and
average this value over time. The adoption of an adaptive feedback component that includes
some adjustment for previous forecast error is consistent with the literature on operationalising
exponential smoothing forecasting (Fildes and Beard 1993; Bose and Pekny 2000). To this end,
an operationalisation of an exponential smoothing forecast with an adaptive feedback
component will be adopted as follows.

Ft  Dt  (1   )Ft 1  (Dt  Ft 1 )

Equation 2.2

Where (Dt  Ft 1 ) is the average error of historical forecast calculations. These
forecasts combine previous forecasts and actual demand as a weighted sum. The weights are
represented by an exponential smoothing constant (). This constant represents an important
trade-off to managers, as a high value of  will strongly weigh the recent observed demand.
Conversely, a low value of  will include very little adjustment to the previous forecasted
demand values (Makridakis, Wheelwright et al. 1998). As such, the  value plays an important
role in supply chain management. If the customer demand pattern is highly erratic, then a large
 will intuitively provide a forecast that will be more reactive to changes in demand.
Conversely, a low  will provide a forecast that will be less variable. As a result, management’s
choice of values of  will result in different forecasts that can be aligned with different strategic
orientations. The following section will explore the raw material inventories replenishment
mechanism.
Source
Central to the source function in process industries is the ordering and receipt of raw materials
replenishment inventories (SCC 2008). Replenishment of inventories in the literature requires
two decisions to be made: (i) the frequency of orders issued, and (ii) the order size (Emmett and
Granville 2007). It is common practice in many industries to replenish inventories frequently
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and regularly (e.g. weekly) in the absence of fixed ordering costs. Therefore the task manages
raw material inventory positions and can aim to bring the inventory position up to a
predetermined desired level at regular intervals. This can be achieved by an order-up-to policy
inventory replenishment algorithm (Karlin 1958; Dejonckheere, Disney et al. 2003).
Adjustments are made to correct for discrepancies between desired and actual levels of
inventory. These adjustments become the sizes or volumes included in the replenishment orders.
In managing the replenishment order sizes, Sterman (2000) cites an example of an anchoring
and adjustment heuristic, popularised by Kahneman, Slovic et. al. (1982), where the anchor is
the expected production rate (or loss rate) compensating for any order lead times added to the
safety stocks. The order sizes, using an order-up-to policy at any given point in time (Ot) take
the following form:

Ot  Ft (RM) 

[DIt (RM)  CIt (RM)]
OLT

Equation 2.3

In the above equation, DIt and CIt represent the desired and current inventory levels,
respectively, and OLT is the expected order lead-time. The level of desired inventory is then
calculated by:

DIt  Ft  SS

Equation 2.4

Where SS represents the safety stock buffer inventory that represents a managerial
choice of additional inventory held to guard against uncertainties. The trade-off for process
industry managers exists in issuing the sizes of these replenishment orders. Too high a level of
raw materials could send incorrect demand signals (Lee 2001; Sherer 2005)4, while low levels

4 A popular example is cited in Sherer (2005) from Lee (2001); “In the mid 1990s, Volvo had an excessive

inventory of green cars mid year. Sales and marketing managers aggressively began offering special deals,
discounts, and rebates to their distributors in order to reduce this inventory. When green cars began to sell,
the supply chain planning managers thought that customers finally liked these cars, not recognizing that they
were responding to the promotions, so they began to produce even more. By the end of the year Volvo was left
with a huge inventory of green cars.”
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increases the probability of stock outs. In many cases, the inclusion of safety stock buffers is
suggested by the theory of constraints (Goldratt, Cox et al. 1993) and synchronous
manufacturing (Umble and Srikanth 1990) whereby the placing of extra inventories in front of
bottleneck operations are used to ensure the constraint may be fully utilised. The choice of
lower safety stock levels will enable the reduction of waste (Rother and Shook 1999) and the
consequent inventory holding costs. Another use for safety stocks is as a guard against sudden
changes in demand (Hill 2005). Therefore, managers tasked with regulating raw materials
inventories can use safety stock level as a decision variable. The following section will explore
the algorithms associated with production scheduling and execution.
Make
The make function in organisations are the processes by which value is added to products. This
process requires the generation and execution of a production schedule (SCC 2008). In essence,
an effective production schedule requires the consideration of available raw materials resources,
production equipment capacity, finished product holding capacity, and expected demand rates.
The practice of production scheduling in process industries has important implications on
supply chain behaviour.
A production schedule provides the product batches (or lot sizes), a quantity or volume
of identical units of production to be processed at once. In multi-product production
environments, product specific batch sizing and sequencing are the main components of the
production schedule (Askin and Goldberg 2002). Process industries typically convert multiple
raw material types into multiple finished products (Fransoo and Rutten 1994), therefore to
represent this problem accurately, multiple products must be scheduled and sequenced for
production. Determining batch sizes and sequences has been the focus of study in much of the
manufacturing literature and is characterised by a large number of problem types (e.g. Coffman
and Bruno 1976; Lenstra 1977; French 1982; Baker 1995; Blazewicz, Ecker et al. 2001;
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Conway, Maxwell et al. 2003; Pinedo 2008).
Due to the complexity of most production scheduling problems, a common approach to
reduce the problem to its simplest form. This allows for solutions through combinatorial
optimisation (e.g. linear programs, maximum flow problems) (Brucker 2004). The single
machine problem is a popular implementation of production scheduling. Its attractiveness
comes from its ability to solve a variety of scheduling forms in a tractable model, with
supporting theories for sequencing decisions. In most cases these are solvable using linear
programming algorithms (Baker 2009). Linear programming techniques to solve productionscheduling problems are popular in the literature. Smith-Daniels and Ritzman (1988), for
example, formulated a solution to simultaneously generate batchsizes and sequences using a
mixed integer linear program whose objective function sought to minimise inventory holding
costs.
Given the make-to-forecast environment commonly observed in process industry
operations, the representation of the production scheduling problem is best represented as a
closed shop (Graves 1981). Production scheduling problems are often reduced to their simplest
form in order to be solved efficiently as combinatorial optimisation problems, such as linear
programs (Brucker 2004). The simplest pure sequencing problem is one where there is a single
machine and all processing times are deterministic. Along with the condition that there is only a
single machine that can be used the following conditions are applied (Baker 2009):


C1. There are n single operation jobs simultaneously available for processing.
This condition is applied as a job being a batch of X size of a product that is
available for processing.



C2. Machines can process at most one job at a time.



C3. Setup times for the jobs are independent of job sequence and are included
in processing times.



C4. Job descriptors are deterministic and known in advance.
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C5. Machines are continuously available (no breakdowns occur)5.



C6. Machines are never kept idle while work is waiting.



C7. Once an operation begins, it proceeds without interruption.

Given the similarities between these conditions and the typical process industry
operations, the production scheduling algorithm in this study will be taken as a closed shop,
single machine problem. One key benefit to using the single machine problem is that it can be
solved using a integer linear programming (ILP) algorithm. A linear programming problem can
be represented as the maximisation (or minimisation) of an objective function, subject to a set of
constraints (Askin and Goldberg 2002).
Maximise or Minimise z(x)  c1 x1  c 2 x 2  ...  c n x n
Subject to;

a11 x1  ...  a1n x n  b1
am1 x1  ...  amn x n  bm
x i  0 for i 1,...,n.
A {x1, x 2 ...x n } vector satisfying the above conditions is a feasible solution to the
problem; if there are a number of feasible solutions, the aim is to find the feasible solution that
minimises the objective function. Since the number of units of production is a nearly always an
integer, this problem fits the description of an ILP (Brucker 2004).
Undoubtedly, alternative objective functions will yield varying schedules. Theories on
the strategic behaviour of alternative objective functions are provided in production scheduling
literature (Ow and Morton 1989; Baker and Scudder 1990; Baker 2009). As such, a linear
programming problem has a number of constraints. Two key constraints are explored in this

Although in parts of the study this condition will be relaxed, the production scheduling algorithm
will hold this assumption.

5
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study; (i) the minimum batch size for production, and (ii) safety stock of finished goods
inventory used as decision variables. The minimum batch size is an operational constraint used
in equipment designed for high production volumes (Venkataraman and Smith 1996). These
constraints place a lower bound limit on the batch sizes required before production can take
place. Below this level, production cannot go ahead. This lower-bound constraint on a
production schedule creates a condition where if the calculated batch size is less than the
minimum batch size threshold, the product is not scheduled for processing.
The final decision variable considered in this study under the make function is the
safety stock of finished goods. Similar to the safety stock of raw materials used in the source
replenishment order component, this decision variable establishes a buffer level for production
scheduling. As with any inventory management situation a minimum level of finished goods
should be considered necessary to buffer against uncertainty (e.g. unexpected changes in
customer demand). The following section will conclude the literature review on the internal
supply chain by reviewing the literature on order fulfilment.
Deliver
The deliver process is responsible for the order management and order fulfilment activities
(SCC 2008). The order fulfilment process starts with the receipt of orders from customers and
ends with the delivery of the finished goods (Lin and Shaw 1998). In many cases, the order
fulfilment process is viewed as a logistics activity, mainly due to its dependence upon
transportation constraints. The management of these constraints then becomes the primary
concern in order fulfilment. However, the management of these constraints fall under the
definition of logistics more so than that of supply chain management (CLM 1986; GSCF 2008;
Lambert 2008), and is therefore outside this study’s scope. This study will consider process
industry order fulfilment as the activities when orders are received, managed, and filled to
customer requirements. A firm, in its simplest form, maintains a stock of finished goods and
fills orders as they arrive. This is sometimes seen in discrete industries (Disney, Naim et al.
1997), but is also common in process industries, particularly steel manufacturer operations; both
29

large (Kalagnanam, Dawande et al. 2000) and small (Denton, Gupta et al. 2003).
This business activity is complex in industries that service multiple independent
customers as this often results in the simultaneous receipt of multiple customer orders forming a
queue (Blanchard and Fabrycky 2006). In instances where the total material demanded by
customers is greater than the finished inventory stocks, the method chosen by managers to serve
these orders becomes an important decision. An approach to analysing the order fulfilment
function from a process industry perspective is to adopt a queuing theory view of the incoming
customer orders (Panico 1969; Blanchard and Fabrycky 2006)6. Also common in queuing
theory is the use of reneging, where an item may leave the queue after entering. In the case of
health care (Stefanos 1999), a queuing model used reneging to model patients in an organ
transplant list, in which the patient was reneged due to death. Applying the same premise to
order fulfilment; if an order cannot be serviced in full and on time, the order is reneged and the
customer satisfies their demand elsewhere.
Other studies have applied queuing theory to the order fulfilment process, Su, Chang et
al. (2005) used queuing theory to model arriving customer orders at a centralised make to order
business, while Song, Xu et al. (1999) conducted a similar study in an assemble-to-order
environment. In both cases, a queue of customer orders represented the demand. In both cases, a
first-come first-serve (FCFS) queue discipline was used. Although FCFS is the most common
queue discipline, this is not the only manner of service; other alternatives include last-come
first-serve (LCFS), random selection, and priority selection (Gross and Harris 1985). Research
in health care has employed alternative queue disciplines to model the servicing of patients in
emergency rooms (e.g. triage). One example is McQuarrie (1983), who prioritised patients with
Shortest Processing Time (SPT) as a way to minimise waiting times. The queue discipline as a

Queuing theory is a “mathematical study of waiting lines”, a typical queuing problem may be
described as; “a facility or group of facilities is maintained to meet the demand for service created
by a population of individuals or units. These individuals form a queue or waiting line and receive
service in accordance with a predetermined waiting‐line discipline.”
6
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decision variable is yet to be explored in a process industry order fulfilment setting.
Nevertheless, a choice of queue discipline will be considered as a decision variable available to
management to determine which received order is serviced first.
2.3.1

Process industry supply chain management action options

In the previous section, the literatures on the four business functions that compose the internal
supply chain were reviewed. Particular focus was placed on how these actions are commonly
executed and what decision rules or mathematical models may represent these managerial
functions was identified. The manners in which these decisions are routinely made compose a
supply chain management policy.
In a process industry context, the literature review established the core responsibilities
of each business function. The representative decision rules recommended by the literature
provided formulations that require specific system information to execute the necessary
calculations. A summary of the business function responsibilities and information needs is
presented in Table 2.1.

Business
function
Plan

Responsibilities

Information requirements

Generate forecasts of inventory
consumption rates (raw materials
and finished goods)

Actual demand information,
relative weights of new and past
demand observations.

Source

Issue raw materials procurement
orders to suppliers

Expected inventory consumption
rates and preferred level of safety
stocks.

Make

Creates production schedule.

Available raw materials, finished
goods inventory holding capacity
and inventory targets, and preferred
method of scheduling

Deliver

Sorts and processes incoming
orders, matches incoming demand
with available finished goods.

Incoming customer orders sorting
discipline

Table 2.1: Summary of process industry internal supply chain business functions'
responsibilities and information requirements
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These business functions require decisions to be made on a regular basis. For example,
an order-up-to point for raw materials replenishment orders needs to be established through
careful review of the processing equipment’s requirements. In real world processes, managers
only have a limited number of choices available. From an experimental context, these options
represent the controllable decision variables within an experiment (Law and Kelton 2000). A set
of parameters for the available decision variables then forms a tactical level management policy.
These policies, in essence, govern the supply chains by managing the operational decision
making in supply chains. The following sections will review the literature on these management
functions, focusing on the action options available specifically to process industry management.
The following table of decision variables do not constitute a complete and exhaustive
list of all the decision variables real world process industry supply chain managers have to
contend with, but provide a representative framework from which to construct models based on
the process industry literature. Table 2.2 provides a summary of these decision variables
categorised by business function.
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Business
Function
Plan

Decision
Variable
Alpha(Finished
Goods)

Variable
Symbol

αFG

Variable
Type
Continuous,
Interval

Description

Example associated trade-off(s)

Exponential smoothing constants for the
forecasted consumption rates of finished
goods.

Higher values will provide a more
responsive forecast; lower values will
provide a smoother forecast.

Alpha(Raw
Materials)

αRM

Continuous,
Interval

Exponential smoothing constants for the
forecasted consumption rates of raw materials.

Higher values will provide a more
responsive forecast; lower values will
provide a smoother forecast.

Source

Safety Stock of
Raw Materials

SS(RM)

Continuous,
Interval

Safety stock component of the anchor for the
order up to policy of raw materials inventory
replenishment.

Higher values may send incorrect
demand signals, lower values risk
stock outs.

Make

Minimum Batch
Size

MBS

Continuous,
Interval

Minimum batch size, bound on the low side by
operational constraints. Management may
choose to raise this to ensure the maximisation
of economies of scale.

Higher values will enable lower unit
costs but fewer production batches;
lower values will result in more
frequent changeovers.

Production
Scheduling
Objective
Function

PSobj

Categorical,
Nominal

Linear programming objective function for the
generation of production schedules.

Will result in production schedules
created with different objectives.

Safety Stock of
Finished Goods

SS(FG)

Continuous,
Interval

Safety stock component of the anchor for the
order up to policy that provides finished goods
desired inventory level.

Higher values may send incorrect
demand signals, lower values risk
stock outs.

Queue Discipline

QD

Categorical,
Nominal

Criteria used to rank incoming orders for
fulfilment.

Alternative choices differentiate
customer service profiles.

Deliver

Table 2.2: Summary of Decision Variables
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Each business function contains at least one decision variable, categorical or continuous
that represents an action option to management. Inspection of these variables indicates that they
have direct and indirect (via interactions with other variables) influence on supply chain
behaviour. The set of values in these variables constitutes a supply chain management policy. In
many cases, these policies will not induce supply chain behaviour that will enable the system to
execute the tasks described in section 2.1. As such these policies will be deemed infeasible.
One commonality in many definitions of a supply chain is the presence of suppliers and
customers. Therefore, this study will continue reviewing the literature on the external supply
chain view of supply chain management.
2.4

The external supply chain

The traditional definition of supply chain cannot be limited to the internal form within a firm,
but should include the external aspects of suppliers and customers (Chen and Paulraj 2004;
Lambert 2008). These relationships come in various structural configurations. These
configurations comprise five structures discussed in the literature as; dyadic, serial, convergent,
divergent, and network structures (Huang, Lau et al. 2003). Basic typology of the supply chains
are illustrated and described in Table 2.3.
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Example Diagram

Type
Dyadic

Description
Characterised as having two echelons (usually a buyer and a
vendor). This structure is studied analytically in the literature
for its simplicity (Huang, Lau et al. 2003).

Serial

An extension on the dyadic structure is the serial supply chain,
as a linked series of dyadic structures. A famous example is the
beer distribution game, where four echelons were linked in
series (Sterman 1989; Sterman 2000).

Convergent

One or more echelons has at most one successor, but have any
number of predecessors. Examples of are mainly found in
assembly type operations; airplane manufacturing and building
construction (Beamon and Chen 2001).

Divergent

Each echelon has at most one predecessor, but any number of
successors. Most types of mineral processing operations are
divergent (Beamon and Chen 2001).

Network

A combination of convergent and divergent structures.
Typically, these structures are referred to as complex supply
chains (Hwarng, Chong et al. 2005).

Table 2.3: Typology of Supply Chain Structures
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Structural configurations are typically associated with different types of operational
requirements. Process industries, typically have divergent supply chain configurations, mainly
due to the lack of assembly operations and common handling non-discrete units (Fransoo and
Rutten 1994). Therefore, this study will focus on divergent structures. In one of the few
extensive literature reviews, Huang (2003) contained a number of studies focusing on
convergent supply chains, none of which were process industries. This study presents a unique
perspective by building a model of a process industry supply chain with a divergent structural
configuration.
Regardless of the configuration, operational strategies have to be adopted in order to
manage supply chains. The following section will review the literature on supply chain
strategies, highlighting the three strategies used in this study.
2.5

Supply chain management strategies

The literature commonly names three popular operating strategies (mass production, lean, and
agile) as applicable to SCM. This section explores the applicability of these strategies to a
process industry supply chain. Lean and agile strategies have received considerable attention in
the supply chain literature over the last few decades. The third strategy, mass production, is
commonly observed in the process industries but not often explored in the literature.
Although the term ‘supply chain strategy’ is used in a variety of contexts, this study will
focus on three manufacturing strategies often seen in supply chain management. These three are
not an exhaustive collection, but they represent the most popular strategic initiatives
implemented in the SCM literature. This study does not intend to empirically classify supply
chain strategies (e. g. Frohlich and Westbrook 2001), nor to provide an exploration into the
feasibility of hybrid strategies such as ambidexterity (Kristal, Huang et al. 2010) and leagility
(Naylor, Naim et al. 1999; Mason-Jones, Naylor et al. 2000; Christopher, Peck et al. 2006) in
process industries. Instead, this study will treat each strategy as a separate ethos with the
understanding that hybridisation is possible but out of this study’s scope. It should also be noted
36

that operationalising these strategies onto supply chain management policies will not result in a
textbook implementation of the target strategy in a process industry supply chain. Instead, they
are intended to guide research to influence supply chain behaviour to mimic the main tenets of
each strategy.
In the past, studies have recognised that manufacturing strategy should be tailored to
match market intricacies (Hill 1989; Shewchuk 1998). The following subsections will first
provide a definition of each manufacturing strategy, and present examples from the literature.
For each strategy, the review will also highlight the key difficulties to a ‘pure’ implementation
of these strategies in process industry supply chains.
2.5.1

Mass production

In the mid 19th century, technological advancements enabled higher production rates. Unit costs
were reduced via economies of scale and maximising equipment utilisation became an
important way to maintain economic viability. By necessity, management philosophies were
created to control and coordinate the associated processes (Chandler 1977).
The advent of mass production principles appeared while technological improvements
in the equipment used to process liquid and semi-liquid products (e.g. crude oil) generated
greater production capacity (Chandler 1977). These principles were then adopted by wartime
American military production operations as a means to align operations management goals
around production output (Rapping 1965). As technological improvements emerged, production
installations were designed to assure maximum equipment utilisation and maximum levels of
production (Chandler 1977). This situation was later exacerbated when cases emerged where
customer demand was simply assumed to be greater than available production (Lee 1989) and
that all finished products were assumed to be sold, with only customer order inter-arrival times
being a source of uncertainty (Klassen and Menor 2007).
Four main premises underpin the levels assigned to the decision variables in Table 2.4.
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i.

Forecasts in mass production need to enable the maximisation of equipment
utilisation, maintaining production rates as constant as possible and at high levels.
Thus, a low exponential smoothing constant is necessary (Hall 1983; Steiner and
Yeomans 1993).

ii. High raw materials inventories are necessary to maintain high utilisation of
equipment (Fransoo and Rutten 1994).
iii. High minimum batch sizes coupled with high targets of finished goods and a
constraint-based approach to production scheduling will ensure maximum
utilisation of the equipment (Goldratt, Cox et al. 1993; Fransoo and Rutten 1994)
iv. Given a finite capacity for finished goods within the inventory and the use of
reneging, a queuing discipline, which prioritises orders based on their volumes, will
facilitate high volume throughput (Gross and Harris 1985).

38

Decision
Variable

Mass Production
Strategy
Characterisation

Reasoning

Reference

αFG

Low

Enables a smoother
forecast

Makridakis,
Wheelwright et al.
1998

αRM

Low

Enables a smoother
forecast.

Makridakis,
Wheelwright et al.
1998

SS(RM)

High

Ensures high
equipment utilisation

Fransoo and Rutten
1994

MBS

High

Ensures high
equipment utilisation

Goldratt, Cox et al.
1993; Fransoo and
Rutten 1994

PSobj

Maximise Batch
Size

Ensures high
equipment utilisation
and economies of
scale

Goldratt, Cox et al.
1993

SS(FG)

High

Provides high
production rate
targets.

Goldratt, Cox et al.
1993

QD

Highest Volume
Priority

Prevents finished
goods exceeding
inventory holding
capacity

Gross and Harris 1985

Table 2.4: Mass production characterisation of decision variables
Although these systems outperform traditional ‘pull’ type systems in terms of
throughput (Lee 1989), the strong focus on efficiency of production increases the reaction times
to changes in market conditions (Lee 2004). In these cases, the tendency to be largely reactive
has left many firms lacking in the strategic capabilities required to outperform the competition,
both from an operational flexibility and an information processing perspective (Yusuf, Sarhadi
et al. 1999). Acting proactively to integrate the supply chain with customers in order to identify
problems, requirements and capabilities ahead of the need, uncovers strategic advantages within
the turbulent global markets (Lindberg 1990; Yusuf, Sarhadi et al. 1999). However, this is
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difficult to achieve given the inherent constraints of the production environment.
2.5.2

Lean manufacturing

The lean manufacturing strategy is focused on ‘doing more with less’ by reducing and
eliminating waste or ‘muda’ throughout the production process. The concept of leanness entails
the elimination of waste, “including time, and to ensure a level schedule” (Naylor, Naim et al.
1999) by maintaining production rates as constant as possible (Hall 1983; Steiner and Yeomans
1993). Types of waste also include overproduction, over processing, and excess (or surplus) onhand inventory (Ohno 1988).
The most popular example of lean manufacturing is the Toyota Production System
(TPS), as described by Womack and his colleagues (1990) in their book titled ‘The Machine
that Changed the World’. In the decades prior to the 1980’s, management practices in the
automotive industry, as with many manufacturing sectors, were widely geared towards mass
production. The concept of lean manufacturing revolutionised the way organisations viewed
their production practices beyond the high volume repetitive manufacturing practices (Holweg
2007). Contrary to this, lean manufacturing proposed the use of a multidimensional approach to
production, which includes a variety of management practices, such as Just-in-Time (JIT)
production, Total Quality Management (TQM), Total Preventive Maintenance (TPM), and
Human Resource Management (HRM). These practices are merged to create a streamlined
system that produces finished goods at the pace of customer demand with little or no waste
(Shah and Ward 2003).
Although the automotive industry has seen cost benefits, competition among firms
forced supply chain integration, the implementation of lean manufacturing and just in time
practices (Womack, Jones et al. 1990) in order to deliver finished products to the final customer.
However, further analysis (Howleg 1998) has revealed that whilst car assembly operations were
indeed more efficient and had minimal inventory, upstream and downstream partners in the
supply chain held surplus inventory and incurred significant costs. It can be argued that these
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inventory costs alone, rarely considered less than 25% per annum of the total value, are
sufficient to make the difference between profit and loss (Lambert and James 1993; Christopher
and Gattorna 2005).
Another example of the drawbacks exhibited in lean processes is exemplified in the UK
petrol and livestock industries. In the year 2000, the UK livestock
and fuel supply chains exhibited characteristics of efficient lean distribution
systems. Fuel protests and an outbreak of foot and mouth disease caused economic disruptions
that were largely attributed to the vulnerability of their supply chains (Peck 2005).
The implementation of lean in a process industry setting is considered difficult,
although certain aspects of lean have been argued to be applicable. Authors have examined
aspects of continuous production amenable to lean techniques and present a classification
scheme for the implementation of lean in process industries (Billesbach 1994; Cook and
Rogowski 1996; Ahmad, Dhafr et al. 2005; Melton 2005; Abdulmalek and Rajgopal 2006). A
common theme among these studies is the selectivity over the locations where lean principles
were applied, mainly in the batch or non-continuous sections of the production process.
Proponents of the JIT philosophy have argued that the applicability of JIT can be applied in
similar fashions to both the continuous process and discrete manufacturing environments.
However, in continuous production environments, the focus is often placed on nonproduction
activities such as materials movement and storage (Burnham 1986; Sandras 1992). Another
aspect of process industries, which is seldom described as a barrier to lean implementation, is
the dependence organisations have on the reliability of processing equipment and the necessity
for inventory buffers to guard against uncertainty (Hill 2005).
Despite these constraints, an elimination of waste ethos within process industries can be
achieved. One of the side effects of overproduction is the need to sell semi-finished and finished
goods in the spot market, normally at cost or a discounted price. These sales, consequently,
represent a waste of the value-adding potential of processing equipment. Therefore, the
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minimisation of goods sold in the spot market is an elimination of waste. With this in mind, a
theoretical link can be determined between the decision variables described in Table 2.2 and the
parameter ranges that align with lean practices. These are summarised in Table 2.5 and are
underpinned by the following premises.
i.

Forecasts in lean manufacturing need to enable a smooth, level forecast from which
to derive a schedule, maintaining production rates as constant as possible and thus a
low exponential smoothing constant is necessary (Hall 1983; Steiner and Yeomans
1993).

ii. The elimination of wastes in the forms of surplus inventories (Ohno 1988). This
premise necessitates low inventory levels, and therefore low safety stocks.
iii. An extension of the elimination of waste in overproduction through the
minimisation of batch sizes, enabling a level schedule of production and improved
lead times (Rother and Shook 1999).
iv. The reduction of the early/tardy times associated with the delivery of product to the
customer (Ow and Morton 1989; Baker and Scudder 1990). This enables the
delivery of product to the customer at the right time (i.e. neither early or late).
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Decision
Variable

Lean
Manufacturing
Strategy
Characterisation

Reasoning

Reference

αFG

Low

Provides a smoother
forecast

Makridakis,
Wheelwright et al.
1998

αRM

Low

Provides a smoother
forecast

Makridakis,
Wheelwright et al.
1998

SS(RM)

Low

Minimises surplus
inventories.

Ohno 1988; Feld 2000

MBS

Low

Minimises
Ohno 1988; Feld 2000
overproduction, enables
a level schedule.

PSobj

Minimise
Early/Tardy Time

Minimises surplus
inventories.

Ohno 1988; Feld 2000

SS(FG)

Low

Reduces inventory
residence time and nonvalue add time.

Ow and Morton 1989;
Baker and Scudder
1990

QD

Earliest Due Date

Reduces inventory
residence time and nonvalue add time.

Ow and Morton 1989;
Baker and Scudder
1990

Table 2.5: Operationalisation of decision variables according to a lean strategy
This concludes the literature review on lean manufacturing and how the decision
variables available to managers of a process industry can be characterised under a lean strategy.
In following chapters, the proposed parameters of lean management policies for process
industries will be tested empirically. The following section will provide an overview of the agile
strategy.
2.5.3

Agile manufacturing

Agile manufacturing uses market knowledge to exploit profitable opportunities in a volatile
marketplace (Naylor, Naim et al. 1999). An ability to quickly respond to changes in the market
is necessary to exploit these opportunities (Christopher 2000). The agility of an organisation is
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defined as the ability to rapidly respond to changes in demand (Christopher 1998). Because
market demands can be volatile, the supply chain must be responsive with short product lead
times (Mason-Jones, Naylor et al. 2000).
The most prominent example of an agile organisation is Zara; a fashion garment
manufacturing, distribution and retail firm. Zara attribute their competitive advantage to short
product life cycles and quick response (Gattorna 2006). The design of Zara’s product delivery
system is flexible enough to cope with sudden changes in demand by opting to produce less
than expected sales whilst retaining significant levels of raw materials and slack in equipment
utilisation. Zara views undersupply as a lesser evil compared to holding slow-moving or
obsolete inventory. An agile supply chain must possess a number of distinguishing
characteristics, for example:


Market sensitivity; an agile supply chain should be capable of reading and
responding to real demand. Because most organisations are forecast-driven,
they have little direct contact with the marketplace by way of customer
requirements data and thus are forced to make forecasts based upon past sales
or shipments and convert these forecasts into inventory.



Lead time needs to be minimised to enable fast reaction time to changes in
market demand (Towill and McCullen 1999; Mason-Jones, Naylor et al. 2000).



Information sharing; agile supply chains need to share data between buyers and
suppliers (Harrison, Christopher et al. 1999). Conventional logistics systems are
based upon a paradigm that seeks to identify the optimal quantities of inventory
and its spatial location.



Process integration; agile supply chains need to collaborate between buyers and
suppliers to help focus manage core competencies and outsource all other
activities (Christopher and Towill 2000).

The implementation of agile manufacturing principles in process industries has only
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been presented in a few cases in the literature. These have included the implementation of
delayed differentiation (Caux, David et al. 2006) and investments in process reconfiguration to
reduce set up times (Shaw, Burgess et al. 2005). This apparent lack of potential agility in
process industries may be inherent to the nature of process industries, for example:


Inventory obsolescence; process industries generally offer mature products,
such as commodities with few new product offerings, whereas speed of
delivery or speed to market is more closely related to new products and discrete
industries (Ashayeri, Teelen et al. 1996)



Production lead times are long; this is due to both the logistics lead times
between geographically fixed process stages and the production stage lead
times. Conversely to customer requirements, which are for much shorter lead
times (Fransoo 1992; Fransoo and Rutten 1994).



Production recipes; process industries differentiate products by changing the
composition of the products (e.g. chemically, thermally). These processes
depend on capital intensive equipment, which is required to be maximally
utilised to ensure economic viability of the firm (Wallace 1992; Fransoo and
Rutten 1994)

Despite this mismatch, there are aspects of agile manufacturing that could be
implemented into process industry settings. One aspect is the focus of agile manufacturing on
speed of delivery, sacrificing the inventory holding costs for speedier delivery of products to
customers (Arntzen, Brown et al. 1995; Detty and Yingling 2000). In process industry cases,
maintaining higher raw material inventories may reduce the total product lead times by
eliminating the time needed to replenish the raw materials. Three main premises underpin the
levels assigned to the decision variables in Table 2.6.
i.

Forecasts in agile manufacturing need to enable rapid response to changes in
customer demands. Thus, a high exponential smoothing constant is necessary.
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ii. In order to minimise order cycle times: (i) raw material inventories should be stored
locally, (ii) batch sizes should be flexible, (iii) spare inventory capacity should be
saved for finished goods, and (iv) incoming orders should be serviced based on
their due date (McQuarrie 1983; Christopher 2000).
iii. Production scheduling objective function should aim to minimise total flowtime
(Baker and Trietsch 2009).

Decision
Variable

Agile
Manufacturing
strategy
characterisation

Reasoning

Reference

αFG

High

Enables a rapid
response to changes
in demand.

Makridakis,
Wheelwright et al.
1998

αRM

High

Enables a rapid
response to changes
in demand.

Makridakis,
Wheelwright et al.
1998

SS(RM)

High

Allows for shorter
delivery times

Christopher 2000

MBS

Low

Enables production
of large and small
batches

Christopher 2000

PSobj

Minimise
Flowtime

Minimises time
between production
and delivery to
customer

Baker and Trietsch
2009

SS(FG)

Low

Reduces inventory
residence time.

Christopher 2000

QD

Earliest Due Date

Reduces order wait
times.

McQuarrie 1983

Table 2.6: Agile manufacturing characterisation of decision variables

2.5.4

Strategies performance comparison

The literature reviewed in previous subsections confirmed a largely prescriptive view of supply
chain strategy selection given a demand profile as; (i) mass production is best suited to
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environments where demand is equal to or exceeds maximum production capacity, (ii) a lean
strategy is best suited to low, steady demand, and (iii) agile manufacturing and how the decision
variables available to managers of a process industry can be characterised under a strategy that
is designed to serve volatile demands. The literature review also confirmed that this view is
largely based on case study evidence and lacks a deeper empirical basis. Moreover, the
applicability of these strategy-demand connections has not been explored in process industry
production environments. Finally, the literature review identified that empirical comparison
studies among strategies has not been conducted. At this point, the first hypothesis can be
formulated as follows.


Hypothesis H1: Under 100% equipment availability conditions, supply chain
performance will be improved when management policies are optimally
adhered to customer demand patterns.

Since this study explores three strategic orientations, it is suitable to develop H1 into a
number of sub-hypotheses. Each sub-hypothesis is linked to each demand pattern and strategic
orientation.


Hypothesis 1a; In a market with high, steady demand in excess of production
capacity; a mass production policy will outperform lean and/or agile policies
applied to a system with 100% equipment availability.



Hypothesis 1b; In a market with low, stable demand; a lean policy will
outperform mass production and/or agile policies applied to a system with
100% equipment availability.



Hypothesis 1c; In a market with variable demand; an agile policy will
outperform mass production and/or lean policies applied to a system with 100%
equipment availability.

The basis of hypothesis (H1) is that in process industry production environments
equipment disruptions are rare and therefore a management policy designed to meet a specific
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demand pattern will differ when tested against other policies designed for other demand
patterns. Subsequent hypotheses will test environments where disruptions occur.
This hypothesis also refers to ‘supply chain performance’ as a measurable construct.
This chapter will therefore continue with a literature review of supply chain performance
measurement, the aim being to develop a quantitative metric of supply chain performance that
suits the purposes of this study.
2.6

Measuring supply chain performance

Performance measurement is an essential activity for any organisation (Lambert 2008).
Approaches for capturing the state of an organisation or supply chain vary widely. There are
three common approaches to organisational performance measurement – as described by
Richard and his colleagues (2009) – seen in the literature. The first adopts a single metric based
on the belief of that metric to assess firm performance (e.g. Hillman and Keim 2001; Roberts
and Dowling 2002; Hawawini, Subramanian et al. 2003; Spanos, Zaralis et al. 2004), either
supported by theory or merely assumed. This approach often fails to capture the true state of a
supply chain (Kleijnen and Smits 2003). The second approach uses several different metrics to
compare analyses with different dependent and identical independent variables (e.g. Baum and
Wally 2003; Contractor, Kundu et al. 2003; Miller 2004; Peng 2004). The third approach
aggregates dependent variables, assuming convergent validity, based on the correlation between
the metrics (e.g. Goerzen and Beamish 2003; Cho and Pucik 2005). Each approach is justified
by each study, by the requirements to meet the theoretical, statistical, and psychometric
assumptions made.
Several performance measurement tools are readily available in the literature; the
following subsections will provide an overview of some of the more popular performance
measurement tools. The following subsections are not meant to be an exhaustive review of
performance measurement in supply chain management. Instead, they are to provide a metrics
selection overview for the determination of metric sets of process industry supply chains.
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2.6.1

Performance measurement frameworks

The use of multiple metrics of performance is a common occurrence in supply chain
management. Perhaps in response, scholars and practitioners have created frameworks that
categorise metrics and measurement procedures to capture multiple dimensions of system
performance.
Although many authors suggest the implementation of cross-functional business
processes, only the Global Supply Chain Forum (GSCF) and Supply Chain Operations
Reference (SCOR) frameworks include business processes that could be used to achieve cross
functional integration with enough detail to draw comparisons between them (Lambert, GarcíaDastugue et al. 2005). Recently, the balanced scorecard has been adapted as an approach to
measure supply chain performance (Bhagwat and Sharma 2007). In this section, a review of
three popular supply chain performance frameworks is provided.
Global Supply Chain Forum (GSCF) framework
Lambert (2008) proposed a framework for the development of supply chain metrics that aligns
performance at each business-business or business-customer link within the supply chain. The
link-by-link approach provides a means of aligning performance with the overall objective of
maximizing shareholder value for the total supply chain, as well as for each company. The
framework consists of seven steps:


Map the supply chain from the point of origin to the point of consumption and
identify where the key links exist.



Analyse each link and determine where additional value can be created for the
supply chain.



Develop customer and supplier profit and loss statements to assess the impact
of the relationship on profitability and shareholder value.



Realign supply chain management processes and activities to performance
objectives.
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Establish non-financial performance metrics that strive to align individual
behaviour with supply chain management process objectives and financial
goals.



Compare shareholder value and market capitalization across firms with supply
chain objectives and revise process and performance metrics if necessary.



Replicate steps at each link throughout the supply chain.

Concluding, Lambert (2008 p. 216) states that: “by maximizing profitability at each
link, supply chain performance migrates toward management’s objectives and maximizes
performance for the whole”. This basis for performance measurement originates from supply
chain management, as depicted by a simplified supply chain serial structure in Table 2.3.

Figure 2.2: Supply chain management business processes, adapted from Lambert, Cooper et al
(1998)
The information and product flows, and supply chain processes integrate functions
within a firm and their supply chain partners. As a result, business processes become supply
chain processes to manage the links across intra- and inter-firm boundaries (Lambert 2008)
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Balanced ScoreCard (BSC)
The balanced scorecard was developed by Kaplan and Norton (1992) as a methodology that
translates an organisation’s strategy into performance objectives, metrics, targets, and initiatives
in four perspectives. Each perspective is represented in Figure 2.3 (financial, customer,
innovation and learning, and internal business). These perspectives provide a view of the
current state of the organisation (Niven 2006). Each perspective addresses: (i) a customer’s
perception of the organisation, (ii) the functions that are essential to gaining competitive
advantage, (iii) shareholders’ perception of the firm, and (iv) what value creation mechanisms
must be maintained and improved. Central to these perspectives is the organisation’s vision and
strategy (Kaplan and Norton 1992).

Figure 2.3: The balanced scorecard, adapted from Kaplan and Norton (1992)
Implementation of the balanced scorecard approach begins with the identification of
strategic goals and translating these into specific metrics. Anecdotal reports on the balanced
scorecard have been well received and established in many organisations, both in the private
sector, (Kershaw and Kershaw 2001; Brewer 2002; Gumbus and Lyons 2002) and public sector
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(Chan 2004).
Supply Chain Operations Reference (SCOR)
The Supply Chain Operations Reference (SCOR) model was developed by the Supply Chain
Council (SCC) to describe the business activities associated with all phases of satisfying
customer demand. SCOR is organized around the five primary management processes of Plan,
Source, Make, Deliver, and Return. By describing supply chains using these processes, SCOR
can be describe any supply chain regardless of their complexity by using a common set of
definitions (SCC 2008). The configuration of these management processes is illustrated in
Figure 2.4.

Figure 2.4: Supply Chain Operations Reference (SCOR) Model, adapted from SCC (2008)
Each of the five processes are described in four levels of detail (SCC 2008). Level one
defines the scope and content, outlining the basis of competition performance targets. Level two
is a configuration level where companies implement their operations strategy through the
configuration they choose for their supply chain. Level three decomposes processes and defines
inputs, outputs and flows of each process element. Finally, at level four, the implementation
details and defines practices to achieve competitive advantage and to adapt to changing business
conditions.
The level one SCOR metrics are perfect order fulfilment, order fulfilment cycle time,
upside supply chain flexibility, upside supply chain adaptability, downside supply chain
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adaptability, supply chain management cost, cost of goods sold, cash-to-cash cycle time, return
on supply chain fixed assets, and return on working capital (SCC 2008).

2.7

Performance metrics in supply chain modelling

As mentioned above, the establishment of appropriate performance metrics in supply chain
modelling is given a great deal of importance. Most models seek to optimise one or more
metrics of supply chain performance, given a set of physical or operational constraints. The
following table extends on the review conducted by Beamon (1998)7 in summarising the
performance metrics commonly used in supply chain modelling research.

Basis

Performance Metric

Author(s)

Cost

Cost

Archibald, Karabakal et al. 1999;
Fleisch and Tellkamp 2005;Persson and
Olhager 2002; Camm, Chorman et al.
1997;Lee, Padmanabhan et al. 1997;
Lee and Feitzinger 1995;Tzafestas and
Kapsiotis 1994; Pyke and Cohen
1994;Pyke and Cohen 1993; Lee,
Billington et al. 1993;Svoronos and
Zipkin 1991; Cohen and Lee
1989;Cohen and Moon 1990; Ishii,
Takahashi et al. 1988;Williams 1981;
Williams 1983;

Average inventory levels

Towill and Vecchio 1994; Altiok and
Ranjan 1995; Disney, Naim et al. 1997;
Bhaskaran 1998; Detty and Yingling
2000; Persson and Olhager 2002

Profit

Cohen and Lee 1989; Wong and Wong
2007

Amount of
obsolete/scrap/surplus
inventories

Ishii, Takahashi et al. 1988;
Gunasekaran, Patel et al. 2001

7

The measure of flexibility presented in Beamon’s (1999) work referenced to Voudouris (1996) was reviewed
and omitted. The measure of flexibility of Voudouris (1996) was created using a “qualitative measure of
flexibility”, guidance for converting flexibility into a quantitative measure was not provided and removed from
the table.
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Customer
Responsiveness

Cost and
Customer
Responsiveness

Utilisation rates

Cost and
Activity
Time/Cycle
Time

Order fill rate

Lee and Billington 1993; Lee,
Billington et al. 1993; Towill and
Vecchio 1994; Disney, Naim et al.
1997; Jammernegg and Reiner 2007;
Wong and Wong 2007

Order cycle time

Gunasekaran, Patel et al. 2001

Adherence to target
inventory levels

Ishii, Takahashi et al. 1988; Altiok and
Ranjan 1995; Fleisch and Tellkamp
2005

Demand amplification

Towill 1991; Wikner, Towill et al.
1991; Towill, Naim et al. 1992;
Newhart, Stott Jr et al. 1993; Chen,
Drezner et al. 2000; Bayraktar, Lenny
Koh et al. 2008; Wangphanich, Kara et
al. 2009

Buyer-supplier benefit

Christy and Grout 1994

Processing/production
equipment utilisation
rates

Disney, Naim et al. 1997; Detty and
Yingling 2000

Transport equipment
utilisation rates

Detty and Yingling 2000

Activity time/cycle time
and total cost8

Arntzen, Brown et al. 1995; Disney,
Naim et al. 1997; Detty and Yingling
2000

Inventory residence time

Detty and Yingling 2000

Table 2.7: Performance Metrics in Supply Chain Modelling
Another set of metrics often found in supply chain modelling literature are metrics of
demand forecasting accuracy (Gunasekaran, Patel et al. 2001), these can be either in the form of
mean absolute percent error (MAPE) (Bhaskaran 1998; Graves, Kletter et al. 1998) or mean
squared error (MSE) (Bayraktar, Lenny Koh et al. 2008). Many of these performance metrics

8

In Beamon’s (1999) original work, the table states only the term ‘activity time’. The original authors Arntzen
(1995) cited in Beamon’s work introduced ‘activity time’ as a means of avoiding the network design problems
inherent with the use of the term ‘cycle time’. However, the two terms are sufficiently similar and have been
grouped together.
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have their ability to capture variance from both endogenous (e.g. managerial decision making)
and exogenous (e.g. global economic volatility) sources. Relative to the focus of this study,
metrics that maximise the variance explained from endogenous sources will be assumed to be
more valuable.
Given the number of characteristics that set process industries apart from other supply
chains, it is no surprise that they tend to develop their own performance measurement systems
in-house. The reason for this being that formal methodologies on performance measurement fail
to simplify, and therefore are likely to rely on well developed metrics, such as efficiency and
machine utilisation (Neely, Mills et al. 1996).
2.7.1

Performance metrics for strategic implementation

The three supply chain strategies reviewed in this study have similar goals of maximising profit
and customer service levels. These goals, however, are approached in different methods. Lean
manufacturing aims to provide customer service whilst minimising all forms of waste, including
high inventories (Ohno 1988; Rother and Shook 1999). Therefore it is important to capture
inventory levels and residency times along with order fill rates with the aim of measuring nonvalue-add time. Agile strategy aims to increase flexibility and responsiveness to demand
changes by strategic placement of inventories (Gunasekaran 1998; Mason-Jones, Naylor et al.
2000). Therefore, it is important to measure speed of delivery. The aim being that once the raw
materials are scheduled for production, they spend minimal time within the system before being
sent to the customer. However, in the case of a process industry supply chain with fixed
production and logistics lead times, the metric of speed of delivery is set from the time
production begins to the time the customer receives their filled orders. Mass production targets
the reduction of unit costs by maximising economies of scale, resulting in high levels of
production outputs (Chandler 1990). Therefore, it is important to consider metrics that capture
economies of scale and unit costs.
These metrics may be correlated, an example of this is provided by Kleijnen and Smits
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(2003);
“…higher WIP increases costs so it decreases profits, in the short run. Higher WIP,
however, definitely increases the fill rate, which increases goodwill so market share
may increase – in the long run.”
A review of the literature on statistics and multi-criteria optimisation uncovers widely
accepted methods of coping with multiple, possibly correlated, measures. Different strategies
will adopt different performance measures for the supply chain, as a means of ensuring that the
overall business strategy is well enacted in the supply chain (Simons 1994). However, since
each strategy is likely to adopt multiple measures, the need for correlation analysis is necessary
to avoid multi-collinearity among measures in an aggregate index. An assumption of this study
is that in order to capture the maximum variance induced by management policies on a supply
chain, all business functions must be represented in the performance framework.
Therefore, a review of the common performance metrics used in supply chain
management should be continued by a characterisation of strategies based on these metrics. In
other words, the review will characterise supply chain strategies based on their common metrics
adopted to enable strategic implementation.
Metrics for mass production
The basic premise of mass production is to increase the equipment utilisation and minimise unit
costs while maximising order fill rates and profits. With these in mind, and based on the
performance measurement literature reviewed, the following metrics for mass production in a
process industry were determined.
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Business
Function
Category

Metrics

References

Plan

Forecast Accuracy Metrics;
Mean Squared Error of
Forecast, and Mean Absolute
Percent Error of Forecast

Gunasekaran, Patel et al. 2001;
Bhaskaran 1998; Graves, Kletter et al.
1998; Bayraktar, Lenny Koh et al. 2008

Source

Adherence to target inventory
levels

Ishii, Takahashi et al. 1988; Altiok and
Ranjan 1995; Fleisch and Tellkamp 2005

Make

Processing/production
equipment utilisation rates

Disney, Naim et al. 1997; Detty and
Yingling 2000

Mean unit cost

Williams 1981; Williams 1983; Ishii,
Takahashi et al. 1988; Cohen and Lee
1989; Cohen and Moon 1990; Svoronos
and Zipkin 1991; Lee, Billington et al.
1993; Pyke and Cohen 1993; Pyke and
Cohen 1994; Tzafestas and Kapsiotis
1994; Lee and Feitzinger 1995; Camm,
Chorman et al. 1997; Lee, Padmanabhan
et al. 1997; Archibald, Karabakal et al.
1999; Persson and Olhager 2002; Fleisch
and Tellkamp 2005

Order fill rate

Lee and Billington 1993; Lee, Billington
et al. 1993; Towill and Vecchio 1994;
Disney, Naim et al. 1997; Jammernegg
and Reiner 2007; Wong and Wong 2007

Profit

Cohen and Lee 1989; Wong and Wong
2007

Deliver

Table 2.8: Metrics for mass production in a process industry
In this case, target levels of raw materials inventories should attempt to maintain
sufficient raw materials to be able to ensure maximum production equipment utilisation. These
metrics represent supply chain metrics that focus on the equipment utilisation, while
maximising profit.
Metrics for lean manufacturing
The basic premise of lean manufacturing is ‘doing more with less’ and ‘elimination of waste’.
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With these in mind, and based on the performance measurement literature reviewed, the
following metrics for lean manufacturing in a process industry were determined.
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Business
Function
Category

Metrics

Plan

Forecast Accuracy Metrics; Mean
Bhaskaran 1998; Graves, Kletter et al.
Squared Error of Forecast, and Mean 1998; Gunasekaran, Patel et al. 2001;
Absolute Percent Error of Forecast
Bayraktar, Lenny Koh et al. 2008

Source

Average inventory levels (Raw
Materials)

Towill and Vecchio 1994; Altiok and
Ranjan 1995; Disney, Naim et al.
1997; Persson and Olhager 2002

Inventory Residence Time (Raw
Materials)

Detty and Yingling 2000

Amount of obsolete/scrap inventory
(Raw Materials)

Ishii, Takahashi et al. 1988;
Gunasekaran, Patel et al. 2001

Average inventory levels (Finished
Goods)

Towill and Vecchio 1994; Altiok and
Ranjan 1995; Disney, Naim et al.
1997; Bhaskaran 1998; Detty and
Yingling 2000; Persson and Olhager
2002

Inventory Residence Time (Finished
Goods)

Detty and Yingling 2000

Amount of Surplus Inventory
(Finished Goods)

Ishii, Takahashi et al. 1988;
Gunasekaran, Patel et al. 2001

activity time/cycle time and total cost

Arntzen, Brown et al. 1995; Disney,
Naim et al. 1997; Detty and Yingling
2000

Order fill rate

Lee and Billington 1993; Lee,
Billington et al. 1993; Towill and
Vecchio 1994; Disney, Naim et al.
1997; Jammernegg and Reiner 2007;
Wong and Wong 2007

Profit9

Cohen and Lee 1989; Wong and
Wong 2007

Make

Deliver

References

Table 2.9: Metrics for Lean Manufacturing in a Process Industry

Although total profit is a supply chain wide metric in the modelling of supply chains the
calculation of profits are realised upon the delivery of products to the customer.
9
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These metrics represent supply chain metrics that focus on the elimination of waste in
several forms, while maximising profit. In cases where more than one metric is available per
business function, correlation values will be compared and single performance metrics for each
business function will be selected.
Metrics for agile manufacturing
The basic premise of agile manufacturing is to increase the reaction time to changes in demand
and ensure quick delivery of orders to customers. With these in mind, and based on the
performance measurement literature reviewed, the following metrics for agile manufacturing in
a process industry were determined.

Business
Function
Category

Metrics

References

Plan

Forecast Accuracy Metrics;
Mean Squared Error of Forecast,
and Mean Absolute Percent
Error of Forecast

Gunasekaran, Patel et al. 2001;
Bhaskaran 1998; Graves, Kletter et
al. 1998; Bayraktar, Lenny Koh et al.
2008

Source

Adherence to target inventories

Ishii, Takahashi et al. 1988; Altiok
and Ranjan 1995; Fleisch and
Tellkamp 2005

Make

Activity time/cycle time and
total cost

Arntzen, Brown et al. 1995; Disney,
Naim et al. 1997; Detty and Yingling
2000

Deliver

Order fill rate

Lee and Billington 1993; Lee,
Billington et al. 1993; Towill and
Vecchio 1994; Disney, Naim et al.
1997; Jammernegg and Reiner 2007;
Wong and Wong 2007

Profit

Cohen and Lee 1989; Wong and
Wong 2007

Table 2.10: Metrics for Agile Manufacturing in a Process Industry
In terms of maintaining adherence to target inventory levels, the strategic premise of
agile manufacturing is to sacrifice inventory holding costs to ensure speedy delivery of products
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to customers (Arntzen, Brown et al. 1995; Detty and Yingling 2000). In this case, target levels
of raw materials inventories should attempt to maintain sufficient raw materials to be able to
produce enough finished goods to satisfy maximum levels of historically observed customer
demand.
These metrics represent supply chain metrics that focus on the speed of delivery, while
maximising profit. In cases where more than one metric is available per business function,
correlation values will be compared and single performance metrics for each business function
will be determined.

2.7.2

Aggregation of performance metrics
In many simulation applications, it is unrealistic to assume that a single metric can

represent system performance (Kleijnen, Sanchez et al. 2005), especially considering the
multidimensional nature if supply chain performance measurement. In terms of performance
measurement, the purpose of this study is to capture the influence of management policies on
supply chain behaviour. To this end, a number of measures will be aggregated specifically to
measure the ability of a management policy to induce supply chain behaviour that will best
match supply and demand, termed management policy performance index (MPPI). In situations
where the management policy is not varied, this index will provide this study with a
representative measure of supply chain performance.
Procedures for management of multiple metrics of performance are available in the
literature. A common method of managing multiple metrics is to scalarise metrics into a single
index of performance (Gearhart 1983; Gearhart 1989; Bagozzi and Heatherton 1994; Jahn
2004). The result is a weighted sum function (Ehrgott and Gandibleux 2002) that captures
contributions from individual metrics, weighted for a particular purpose.
n

Minimise or maximise

w
i1

f (x)

i i

Equation 2.5

Where n performance factors fi(x) are aggregated into a single objective function and wi
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are weight factors (wi ≠ 0). In this case, the aggregation of performance metrics is necessary to
define an objective function for optimisation. A linear representation provides a simple,
tractable means of aggregating performance metrics. This study will maintain the linear
relationship between aggregate indexes and their component performance metrics so as to not
violate the underlying premise of scalarisation. Therefore, a quantification of a management
policy’s ability to match supply and demand is as follows.

Equation 2.6

Where n factors are aggregated as a weighted sum, with weights wi. The values are
standardized by subtracting observations from their mean x and dividing by their standard
deviation x. Standardization across values allows for the summation of these values under a
common scale given by a normal distribution with a mean of zero and a standard deviation of 1.
Two concerns arise when adopting scalarisation as a method to aggregate multiple
performance metrics: (i) what metrics are to be included, and (ii) how will weight factors be
determined. The first concern can, and will be, addressed in this study by including those
metrics that satisfy two criteria: (i) metrics included are capable of contributing to the MPPI
level of variance explained, and (ii) two or more metrics are not highly, significantly correlated
and thus subject to multi-collinearity10 concerns (Gujarati 2003). The first criteria can be
addressed in an empirically, albeit time consuming, way or rationalised under strict assumptions
linked with the purposes of the study (Goerzen and Beamish 2003; Cho and Pucik 2005;
Richard, Devinney et al. 2009)11. The second criteria can be tested via statistical methods using
correlation matrices and variance inflation factor (VIF) scores. Although controversial if used as
the single criteria for independent variable selection within a regression model, VIF is a widely

Multi‐collinearityis a data analysis phenomenon whereby multiple highly correlated measures
included in a single regression model can lead to inaccurate regression scores.
10

11

These assumptions are presented in section 5.2
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used metric to capture the degree of multi-collinearity of independent variables in a regression
model (O'brien 2007). The literature provides various rules of thumb threshold values under
which the regression model has an acceptable level of multi-collinearity such as 5 (Menard
2002), or 10 (Neter, Wasserman et al. 1989; Hair, Anderson et al. 1998). Interested readers are
referred to the work by O’brien (2007) for a thorough review of VIF. These values will be used
as an indication of the potential prescence of multi-collinearity in the data.
The second concern in regards to scalarisation is the method by which weight factors
are determined. This concern often arises when attempting to operationalise an objective
function. These can be determined using Structural Equation Modelling (SEM) based on Partial
Least Squares (PLS) path modelling methodology. SEM is commonly viewed as the
combination of two modelling traditions –an econometric perspective focusing on prediction
and a psychometric emphasis that models concepts as latent (or unobserved) variables that are
indirectly inferred from multiple observed metrics (Chin 1998). In this case, the latent variable
is the level of mass production, leanness, or agility of a generic process industry supply chain
model, a construct formed by several observed metrics (labeled as the Formative Construct in
Figure 2.5). The combined explanatory power of the individual and combined formative
construct (as variance explained R2), is then calculated. The combined R2 value represents the
ability of the formative construct to explain the system behaviour represented in the reflective
construct. The reflective construct then calculates the optimized weights of each performance
metric within the aggregate index MPPI. SEM has allowed the execution of path analytic
modelling with latent variables, which has led to the general acceptance of the approach for
academic research purposes (Fornell 1987; Chin 1998).
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Figure 2.5: Structural Equation Model
As aggregate objective functions are formative constructs, traditional means of
measuring item reliability and convergent validity are inappropriate. Instead, the research will
employ a strong theory to help identify multiple appropriate performance metrics to ensure
acceptable content validity (Cohen, Cohen et al. 1990; Hulland 1999).
In this case, the main requirement is for an objective function that maximises the
variance explained by changes to the controllable decision variables in the environment. PLS
modelling is a valid tool for determining these weights while maximising the variance explained
(R2) (Haenlein and Kaplan 2004; Shook, Ketchen Jr et al. 2004). Once these objective functions
and their respective weights are determined, an optimisation algorithm can be used to determine
the optimal management policy given a demand. The following subsection will review the
common methods of optimisation. The following section is not meant to be an exhaustive
review into optimisation methods, but a cursory review of the most common methods of
optimisation and the steps.

2.8

Optimisation

The use of optimisation algorithms can be useful in providing the best solution to a complex
problem. In the context of this study, optimisation algorithms will deliver management policies
that maximally satisfy particular demand patterns given a means of performance quantification.
Optimisation algorithms vary widely, with methods such as combinatorial optimisation,
evolutionary algorithms, fuzzy logic, and data envelopment analysis receiving much attention in
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the literature. The fundamental approach to optimisation is to formulate a single function that
summarises the performance or value of a decision and iteratively improves this function by
selecting among the available alternatives (Fogel 2002). Darwinian evolution is considered to
be a robust search and optimisation mechanism and has served as a model for the development
of genetic algorithms. The process used to implement genetic algorithms generally follows the
form (Davis and Mitchell 1991; Fogel 2002):


Objective function is identified which identifies the fitness of a proposed
solution.



A number of candidate solutions are proposed.



Each solution is evaluated individually.



‘Mating’ current solutions creates new solutions.



New solutions are evaluated and less optimal solutions are deleted.



Once a suitable solution achieves convergence (either when the number of
iterations has been reached or optimality criteria are satisfied), the algorithm
stops.

Genetic algorithms have not been immune to criticisms. For example, the necessity for
binary codings12 has received considerable criticism (Antonisse 1989). However, the literature
has presented solutions to this problem. Michalewicz (1996) states that for real-valued
numerical optimisation problems, floating point genetic algorithms outperform traditional
binary representations in terms of precision, consistency, and execution time. Therefore, by
carefully selecting convergence options available in optimisation software, and conducting a
number of optimisation replications, an effective optimal solution to objective functions can be
obtained. Optimisation can maximise (or minimise) an objective function that provides a
measure of a management policy’s effectiveness in enabling the supply chain to match supply

Binary codings refer to the evolutionary paradigm of survival of the fittest, in other words, a
solution during a genetic algorithm optimisation either survives or it doesn’t there is no in
between.

12
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and demand (represented in Equation 2.6).
This procedure is a straightforward, convenient method to ensure management policies
are optimised to serve specific demand patterns. In process industries, management policy
design decisions are often made without the realisation that uncertainties in the supply chain
exist and may adversely impact system performance. Therefore, given that the literature refers
to simple decision rules used to manage real world supply chains this study will assume that
these management policy decisions are made without robustness considerations. The literature
review will continue with a review of disruptions and their impact on supply chain operations.

2.9

The impact of disruptions on supply chain operations
It is an undeniable truth that ‘things fail’ (Ebeling 2004 p. 1). Related questions such as;

‘what will fail?’, ‘when will the failure occur?’, ‘how long with the failure last for?’, and ‘what
are the consequences of the failure?’ have been the subject of many decades of research. The
business and popular press have stressed how vulnerable today’s organisations are to
disruptions and that there is a need for a systematic analysis of supply chain vulnerability,
security, and resiliency (Jüttner, Peck et al. 2003; Rice and Caniato 2003; Elkins, Handfield et
al. 2005; Sheffi 2005; Lynn 2006). A common theme shared by these authors is that the tightly
optimized, just-in-time, lean supply chain practices, popular among supply chain managers in
recent decades, increase the vulnerability of these systems.
There are a number of models developed that classify the nature of disruptive events;
for a detailed review, interested readers are referred to Tomlin (2006) and Tomlin and Snyder
(2006). Of particular importance to process industries are the so-called ‘disruption models’
where a member of the supply chain will alternate between up-states and down-states. In upstates, orders are filled and delivered on time and in full. In down-states, production is
unavailable. The first treatment of supply disruptions appears to be that of Meyer and his
colleagues (1979), who considered a production facility subject to stochastic failure and repair
processes, and a storage facility with fixed capacity attempting to meet a constant and known
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demand. Since then, very few scholarly articles have considered the magnitude and frequency
of disruptions as an experimental variable.
Two dimensions influence disruptions, the probability of a disruption occurring and the
duration of the disruption once it occurs. Conversely, availability is defined as the probability of
a piece of equipment being available when required. In other words, availability is represented
as a ratio of the expected value of the uptime of a system to the aggregate of the expected values
of up and down time. The times between any equipment failures equate to the uptime as while
the severity of the disruption reduces the available uptime. This is a function of the failure rate
and its repair rate.

Availability

MTBF
MTBF  MTTR

Equation 2.7

The variables for Mean Time Between Failures (MTBF) and Mean Time to Repair
(MTTR) are commonly represented stochastically by exponential distributions. The classic
assumption is that production equipment is complex, consisting of many components that could
individually fail (O'Connor, Newton et al. 2002). The collection of these failure probabilities is
most commonly represented as an exponential distribution. As process industries operate
continuously, availability can then be represented as a fraction of time.
The impacts of disruptions on business activities have received a great deal of interest
in the literature (Martha and Subbakrishna 2002; Hendricks and Singhal 2003; Monahan,
Laudicina et al. 2003; Christopher and Peck 2004; Sunil and ManMohan 2004; Hendricks and
Singhal 2005; Hendricks and Singhal 2005; Tomlin 2006). Scholars have evolved the subject
into the categorisation of disruptions in discrete industries (Chong, Sivakumar et al. 2003), risk
management (Kleindorfer and Saad 2005), and finding mitigation strategies (Tang 2006). One
common theme amongst these references is that they use examples of supply chain disruption
events that have a low probability of occurrence, but highly adverse consequences (e.g. natural
disasters, global financial crisis). At the other extreme are disruptions which occur frequently,
yet have short durations. These milder disruptions have seldom been explored in the supply
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chain literature, perhaps because they are commonly considered to be a “cost of doing business”
(Sheffi 2005 p. 21).
The bulk of equipment disruptions literature tends to focus on the prediction and
modelling of system availability for maintenance scheduling purposes and redundant systems
design. Another focus is on the observation of real world systems to characterise equipment
failure rates (O'Connor, Newton et al. 2002; Ebeling 2004). This observatory focus has largely
ignored the use of equipment failure rates as an experimental variable for strategic decision
making, Tomlin (2006)13 being one exception. This study maintains that the nature of
equipment failure rates should have a direct impact on performance in process industry supply
chains. The presumption is that process industry supply chain performance will generally
decrease with decreasing levels of production equipment availability (i.e. a monotonic
relationship). At this point, the following hypothesis can be generated.


Hypothesis H2: Production equipment disruptions will adversely affect supply
chain performance.

Given the inclusion of multiple strategies linked to demand patterns, Hypothesis H2 is
therefore being developed into the following sub-hypotheses.


Hypothesis 2a; In a market with high, steady demand in excess of production
capacity; there is a monotonic relationship between production equipment
availability and supply chain performance.



Hypothesis 2b; In a market with low, stable demand; there is a monotonic
relationship between production equipment availability and supply chain
performance.

It should be noted that Tomlin classified disruptions by their expected length. He used a
percentage uptime resulting from disruptions that were either short but frequent or rare but long.
Tomlin’s study did not explore the potential impacts of disruptions that were short but rare and
frequent and long.
13
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Hypothesis 2c; In a market with variable demand; there is a monotonic
relationship between production equipment availability and supply chain
performance.

Although an observatory approach to strategy selection is appropriate in some cases, it
may not sufficiently capture the trade-offs between disruptions and the supply chain
performance. At the time of writing this document, no literature was found that addresses this
issue. The above hypotheses allude to the need to classify the relationship between supply chain
performance and the level of equipment availability. This classification pertains to the ability of
a management policy to absorb the shocks induced by disruptions and be able to maintain an
acceptable level of performance (i.e. robustness). Therefore, the chapter will continue by
reviewing the literature on robustness in supply chains.
2.10 Management policy robustness in supply chains
This subsection will describe the options available in the literature to provide a means for
quantification of the performance of a management policy in situations where disruptions may
occur. An aspect of particular importance to supply chain managers is the ability of any
particular strategy to remain effective despite the impact a disruption has on supply chain
operations. This is termed robustness in the literature, although there are some mentions of this
term in supply chain literature (Naylor, Naim et al. 1999; Snyder 2003), methods for
quantification of robustness as a means of performance measurement in static decision making
environments are seldom mentioned, if ever. The bulk of the literature using robustness as an
optimisation objective (Bertsimas and Thiele 2004; Santoso, Ahmed et al. 2005) or as a
consideration in supply chain design (Gutierrez, Kouvelis et al. 1996). However, in the field of
computing system building there are quantitative metrics of robustness that will be adopted in
this study. These metrics are well aligned with the objectives of this study. Evidenced by the
definition of robustness provided by Eslamnour and Ali (2009);
“A resource allocation is defined to be robust with respect to specified system
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degradation in these features is limited with the perturbations occur within a
certain range.”
This metric is defined as the Euclidean distance between the tolerable limits of
performance [ min , max ] , against the magnitude of the perturbation (plotted on the X axis).
Therefore, the more robust the policy, the larger the distance between min and max intercepts to
the policy behaviour line. The general expectation (as described in section 2.9) is that policy
performance will decrease with respect to disruption magnitude, a monotonic relationship. This
means of robustness quantification requires the assumption that a monotonic relationship
between performance and disruption magnitude, this study will adopt this assumption14. A
graph using example data is illustrated in Figure 2.6.

Figure 2.6: Example figure of measurement of policy robustness against equipment disruptions
When used as a means of comparison among management policies, the robustness
metric will be used to rationalize the relative robustness of management policies. Therefore, the
actual value of robustness is only meaningful as a means of comparison among management

14

The validity of this assumption is confirmed in section 6.5.
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policy robustness values.
In situations where a number of management policies are available, it is a central focus
of this study to understand which policy will perform better than others at a given range of
equipment availability. In order to perform a comparison, a means of policy performance
quantification is necessary. Given that the resulting data are ordinal point estimates influenced
by exponentially distributed variables (MTBF and MTTR), may not be normally distributed, a
rank sums approach is appropriate to establish the significance of comparisons among datasets.
A nonparametric test commonly used to compare the significance of difference among rank
sums is the Wilcoxon-Wilcox test (Kanji 1999; Srivastava and Rego 2011). This test will, for a
range of equipment availability, quantify the statistical significance of the difference between
management policy rank. Complemented with the significance threshold level of 5% (or 95%
confidence level), criteria of acceptance or rejection of hypotheses can be performed.
Applying robustness and statistical means of policy performance comparisons to the
current study, a hypothesis may be generated on the basis that individual management policies’
relative performance in serving a particular demand pattern under uncertain equipment
availability conditions. The following hypothesis (H3) examines the relative performance
differential among management policies and how equipment availability levels affect them.


Hypothesis H3: A management policy aligned with demand will outperform
policies aligned with other demands in systems subject to uncertain equipment
availability.

As opposed to H1, the basis for H3 is that process industry supply chains are vulnerable
to equipment availability uncertainties. The justification for the hypothesis comes from the
unknown relative performance among management policies. In systems where equipment
disruptions are likely to occur, the impact of the disruptions on policy performance will provide
the necessary data. This data will be used to calculate policy robustness and statistically test the
difference in performance among policies at a given range of equipment availability. However,
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these tests must be conducted in isolation of other demand patterns and thus require the
following sub-hypotheses.


Hypothesis H3a: A mass production management policy will outperform lean
and/or agile policies in a market with high, stable demand and uncertain
equipment availability.



Hypothesis H3b: A lean management policy will outperform mass production
and/or agile policies in a market with low, stable demand and uncertain
equipment availability.



Hypothesis H3c: An agile management policy will outperform mass production
and/or lean policies in a market with variable demand and uncertain equipment
availability.

These hypotheses will represent the final contribution of this study. Given that there are
numerous levels of equipment availability that can be tested. This study will test these
hypotheses on the basis of equipment availability ranges. Therefore, it is expected that a policy
outperforms others in high levels of equipment availability ranges, may not at lower levels of
equipment availability.

2.11 Summary
The previous chapter highlighted the importance of supply chain alignment as essential to an
effective business strategy and competitive advantage in dynamic markets. Process industries,
largely built around the strategic principles of mass production, often find themselves lacking
the flexibility required to service dynamic markets successfully (Yusuf, Sarhadi et al. 1999).
Unfortunately, most theoretical developments in SCM ignore process industries, leaving these
organisations somewhat isolated (Dennis and Meredith 2000). Moreover, the complex situations
often faced by supply chain managers provide poor learning environments (Paich and Sterman
1993). This may be responsible for the common use of simple decision rules and ad-hoc
decision-making models to drive these supply chains (Bettis and Prahalad 1995; Porac, Thomas
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et al. 1995; Walsh 1995; Childerhouse and Towill 2000; Buxey 2003; Geary, Disney et al.
2006).
This chapter began with a basic definition and a simple example of supply chains, of
which process industries are a special case. Process industries are highly capital intensive, with
little process flexibility, and high production volumes, which consequently lead to high
inventory levels (Hill 1994). These characteristics place great importance on effective
managerial decision-making that drives supply chain behaviour. The decision making process
needs to take into consideration firm and supply chain goals. In some instances, achieving all
the goals may be infeasible and trade-off decisions are necessary. One example of a trade off is
whether management strives to optimise single firm operations versus the minimisation of wider
supply chain inefficiencies.
The study operationalised business functions in process industry firms into four
business functions; plan, source, make, and deliver. Each business function, a representative
decision rule was extracted from the literature. Each decision rules contain decision variables,
assumed to be controllable to process industry management. By extension, parameter sets of
controllable decision variables constitute the supply chain management policy.
The chapter continued with a review of three popular manufacturing strategies used in supply
chains: (i) lean, (ii) agile, and (iii) mass production. Literature reviews of these strategies helped
operationalise the identified decision variables. The result was a set of expected values each
variable would require in order to induce the supply chain behaviour aligned with each strategy.
The three strategies, and their characterization onto the seven management policy decision
variables are summarised in the following table.
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Decision
Variable

Mass Production
Strategy
Characterisation

Lean
Manufacturing
Strategy
Characterisation

Agile
Manufacturing

αFG

Low

Low

High

αRM

Low

Low

High

SS(RM)

High

Low

High

MBS

High

Low

Low

PSobj

Maximise Batch
Size

Minimise
Early/Tardy Time

Minimise
Flowtime

SS(FG)

High

Low

Low

QD

Highest Volume
Priority

Earliest Due Date

Earliest Due Date

Table 2.11: Three strategies characterization of decision variables
Performance measurement of a management policy continued this review and a focus
placed on the measurement of a management policy’s ability to enable the matching of supply
and demand. Supply chain performance measurement is inherently multidimensional and
necessitates the use of financial and non-financial metrics. With this premises in mind, a set of
metrics were identified and categorised for each strategy, grouped by business function. A
method that will aggregate these values in a single aggregate performance function was
identified in the multi-criteria optimisation literature. The resulting objective function can then
be optimised to find the best supply chain management policy in terms of adherence to a
particular strategy. It should be reiterated that this does not constitute a ‘pure’ implementation
of any of these strategies upon a process industry supply chain, but a management policy, which
exploits the available operational flexibility to induce some of the behaviour espoused by these
strategies.
Finally, the impacts of disruptions upon a process industry supply chain’s ability to
adhere to a strategy were addressed, with little academic work found on the subject. This
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chapter concludes by identifying three important gaps in the research concerning process
industry supply chain management.
i.

Applicability of strategies developed mainly in discrete manufacturing can be
feasibly implemented to process industries, although only in a limited fashion via
the manipulation of management policies.

ii. Metrics of management policy alignment to a manufacturing strategy are not
available in the literature.
iii. How equipment disruptions affect the ability of a process industry to adhere to a
prescribed strategy is yet unexplored.
Following these gaps in the literature, a set of three hypotheses were constructed and
discussed. These hypotheses will help guide the modelling and experimental procedures
presented in the following chapters. These hypotheses were also developed into sub-hypotheses
to enable a more focused approach to strategy comparison. Hypothesis 1, 2, and 3 are further
detailed in the following sub-hypotheses.


Hypothesis 1a; In a market with high, steady demand in excess of production
capacity; a mass production policy will outperform lean and/or agile policies
applied to a system with 100% equipment availability.



Hypothesis 1b; In a market with low, stable demand; a lean policy will
outperform lean and/or agile policies applied to a system with 100% equipment
availability.



Hypothesis 1c; In a market with variable demand; an agile policy will
outperform mass production and/or lean policies applied to a system with 100%
equipment availability.
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Hypothesis 2a; In a market with high, steady demand in excess of production
capacity; there is a monotonic relationship between production equipment
availability and supply chain performance.



Hypothesis 2b; In a market with low, stable demand; there is a monotonic
relationship between production equipment availability and supply chain
performance.



Hypothesis 2c; In a market with variable demand; there is a monotonic
relationship between production equipment availability and supply chain
performance.



Hypothesis H3a: A mass production management policy will outperform lean
and/or agile policies in a market with high, stable demand and uncertain
equipment availability.



Hypothesis H3b: A lean management policy will outperform mass production
and/or agile policies in a market with low, stable demand and uncertain
equipment availability.



Hypothesis H3c: An agile management policy will outperform mass production
and/or lean policies in a market with variable demand and uncertain equipment
availability.

The results of testing these hypotheses will provide practitioners with a number of
important insights into process industry supply chain management. These include;


A means by which to explore the implementation of strategic orientations
known to better serve certain demand patterns. Although a pure implementation
of these strategies may not be economically viable due to the nature of process
industry operational equipment, careful design of management policies will
have some influence on supply chain behaviour. Knowledge that these policies
can be designed to induce the desired supply chain behaviour will help
practitioners better match supply and demand in a wider variety of situations.
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Empirical evidence that a management policy’s ability to match supply and
demand is affected by equipment disruptions. Taking into account the potential
vulnerability of a management policy to equipment disruptions will inform
practitioner strategic choice.



A comparison of management policy robustness against equipment disruptions,
and the knowledge that some management policies may outperform others in
certain operational and demand situations. This knowledge also informs
practitioner strategic choice.

The following chapter will detail the methodology and conceptual model construction
procedures. These procedures are important in determining a valid conceptual model from
which to develop a simulation model for experimentation. Furthermore, results of
experimentation output data analysis will provide the necessary means to test the hypotheses
identified in this chapter.

77

CHAPTER 3: Methodology and conceptual model
The previous chapter revealed that process industry supply chains could be modelled as
a group of business functions (plan-source-make-deliver). The characteristics and constraints of
process industries and the interdependencies among the various components provide a basis for
conceptual model development. Given the importance of feedback loops and nonlinear
behaviour caused partly by the interdependencies between business functions, a system
dynamics approach for modelling the system is selected. An experimental design is then created
from existing methodologies and detailed. Experimentation with simulation models are a
platform for policy analysis (Kleijnen, Sanchez et al. 2005), as described in this chapter.
An important premise to this study is that simulation models, under sound guidance,
can be used to extend theory. A process roadmap is described by Davis, Eisenhardt et al (2007).
This process begins with determining a theoretically intriguing question and basic theory that
forms a basis for the conceptual model. A simulation approach is then chosen and a
computational representation is created and verified. Experimentation is then used to build
novel theory and the results are validated with empirical data. This chapter will detail the
implementation of this roadmap on the research questions posited in chapter 1.
The purpose of this chapter is to describe the methodology to be used in constructing
the conceptual model and resulting experimentation roadmap. This includes justification for the
methodology, details of the methodology itself, and a description of the development stages of a
generic system dynamics representation of a process industry supply chain conceptual model.

3.1

Justification for the methodology

There are a number of methods available to analyse the dynamics behaviour of process industry
supply chains. These include real world experimentation, analytical modelling (including game
theory), simulation modeling (as agent based, systems dynamics, or discrete event). In this
section, each method will be discussed and a justification for the selected methodology will be
provided.
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Real life constraints and a lack of access to a process industry supply chain restrict the
testing of alternative supply chain policies via direct experimentation. The costs of running
experiments, the inability to create or apply realistic test conditions, the difficulties in assessing
the system, the lack of available testing equipment or safety concerns are just some of the
barriers to access (Knepell and Arangno 1993). In recent years, the emergence of Living Labs
as a real world experimentation methodology in academia has emerged. It is based on a
systematic cooperative approach between persons, public entities and private enterprises to
integrate research and innovation processes through real life experimentation using simplified
models of real world processes (Kusiak 2007). This approach, as developed at the time of this
study, is strongly focused on new product development and fostering innovation, two goals that
are outside the scope of this study.
The next methodology considered was the use of analytical models to mathematically
represent the behaviour of a system. While analytical models are computationally efficient, they
tend to be simplified representations of reality to ensure tractability. These simplifications are
necessary in order to ensure a closed-form representation of the system Such models can be
restrictive in industrial settings useful to gain only simple insights (Byrne and Heavey 2006). If
this approach were to be adopted, the system complexity, stochastic nature of uncertainties, and
system nonlinearities would have to be largely excluded to ensure tractability. Therefore, the
dynamics of the system would not be captured; with hypothesis testing and answering of
research questions not being achievable.
Another analytical approach that was considered was game theory. Game theory
provides a set of analytical tools designed to help understand the phenomena observed when
decision makers interact. The basic assumptions underlying the theory are: (i) that decision
makers pursue defined exogenous (rational) objectives and (ii) take into account their
knowledge or expectations of other decision makers’ behaviour (use strategic reasoning).
Particular interest in this methodology was given by studies conducted that optimised the tradeoffs often faced by supply chain managers (Osborne and Rubinstein 1994). The justification for
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not using this approach came from the rationality assumption, which is contrary to the empirical
observations of Sterman, Henderson et al. (2007). Concurrently, research in this area suggests
that humans develop and rely on simplified representations of reality to organise their
knowledge and process the information available in their environment (Anderson 1990).
In many applications, the autonomous behaviour of supply chain managers can be
explored through simulation using agent based models (ABMs). This method is primarily
concerned with the study the emergence of behavioural trends (Gilbert and Troitzsch 2005).
This approach was carefully considered, given its capability to capture emerging trends in
dynamic decision-making policies. However, the use of ad-hoc behaviour by experienced
managers (Childerhouse and Towill 2000; Geary, Disney et al. 2006) and the use of simple
decision rules commonly drive real world supply chains (Bettis and Prahalad 1995; Porac,
Thomas et al. 1995; Walsh 1995; Buxey 2003) indicated that this approach was innappropriate.
As feedback complexity creates a poor environment for learning lessons from the past (Paich
and Sterman 1993), the use of intelligent agents and expert systems is not considered
appropriate for this study.
The choice of a system dynamics analysis methodology is supported by two premises:
(i) process industry supply chains are complex systems with feedback loops composing
nonlinearities that create intractable analytical models, and (ii) local decisions made by supply
chain managers are known to be influenced by and affect both suppliers and customers, which
affect future decisions. Forrester (1961) as a central premise to system dynamics defines this
phenomenon;
“An information-feedback system exists whenever the environment leads to a
decision that results in action which affects the environment and thereby influences
future decisions.”
The use of system dynamics to analyse process industry supply chains provides a
unique opportunity to explore the tradeoffs between disruptions and the supply chain
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performance. System dynamics as a discipline often uses simulation models to represent and
analyse the target system (Maani and Cavana 2007). Also, the complexity of supply chains has
led authors to recommend simulation as a means of analysing supply chains (Kleijnen 2005;
Van der Zee and Van der Vorst 2005). Given these premises, the use of a system dynamicsbased simulation model to analyse process industry supply chains is considered appropriate.
This research therefore develops a simulation model of a process industry supply chain
based on the system dynamics approach. The research extends on previous studies in the areas
of design, strategic alignment and disruptions’ impact on supply chain performance. A summary
table of the study’s main characteristics is presented in Table 3.1.

Study Dimension

Description

Purpose of the Study

Hypothesis Testing

Paradigm

Positivist

Type of Investigation

Simulation Model, Experimental

Extent of Researcher Interference

Nil

Business Unit of Analysis

Tactical, Strategic Level

Experimental Design

Factorial

Data Collection Method

Database

Measurement of Variables

Cardinal

Type of Simulation Model

Discrete Event, Non-terminating

Table 3.1: Descriptions of the study's main characteristics
3.2

Structure of a simulation study methodology

There are a number of contributions in the experiment design of simulation studies that this
study will follow (Law and Kelton 2000; Kleijnen 2004; Sargent 2005; Davis, Eisenhardt et al.
2007; Kleijnen 2007; Banks and Carson 2009). Among these contributions, there is agreement
in the general procedures of simulation studies. These procedures are regarded as largely
iterative rather than sequential and are illustrated in Figure 3.1.
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Figure 3.1: Steps in a simulation study, adapted from Law and Kelton (2000)
A simulation study begins with the formulation of a problem or research questions. In
this phase, the problem entity is examined and the goals of the study are defined. Next, data is
collected and a conceptual model developed. The level of model detail and means of
performance measurement is determined shortly thereafter. A structured walk-through of the
conceptual model is done to determine the ability of the conceptual model to accurately capture
assumptions about system components, structure, and interactions.
Once the conceptual model is validated, a computer model is constructed and debugged
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(verified). Pilot runs are conducted to verify the model. A set of experiments is designed, the
model is run and data is collected. Based on data analysis of model responses theories are
developed. The use of verification and validation procedures in every stage of a simulation
study is paramount in establishing the model credibility. Figure 3.2 illustrates the three activities
commonly conducted to establish model validity as proposed by Sargent (2005).

Figure 3.2: Simulation modelling process, adapted from Sargent (2005)
In many cases, achieving all three validation and verification stages may not be
possible. Whenever this occurs in the study, justification will be provided and qualitative
rationalisation used in its place. At this point, the methodological direction has been established.
The following section will detail the research procedures undertaken throughout this study,
beginning with the development of the conceptual model.

3.3

Process industry supply chain conceptual model development

The development of a generalised conceptual model of process industry supply chains requires
a collection of assumptions about the study entity. In this study, the model will largely focus on
the internal supply chain of a process industry assembled from general descriptions found in the
literature. External components of the supply chain will also be included in suppliers and
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customers, but their interaction with the target firm will be limited to the exchange of orders and
materials. This limitation has been established to limit model complexity, and will not affect the
model’s ability to capture and represent the overall dynamics commonly observed in process
industry supply chain, aspects that were deemed important to answer the research questions
presented in this study.
The following subsections will develop the material and information flow of a process
industry internal supply chain. Each section will use the characteristics of process industries
discussed in the literature review to construct the conceptual model piecewise. The conceptual
model developed will then serve as a blueprint for the computational model presented in
Chapter 4.

3.4

Structure of process industry Material Flow

In a supply chain, the flow of materials consists of; (i) sourcing raw inventories from suppliers,
(ii) converting raw inventories into finished goods, and (iii) delivering those finished goods to
customers (Beamon 1998). These activities in process industry supply chains, require inventory
decoupling between manufacturing steps. As opposed to many discrete industries, where the
flow of finished goods from one processing step to another would occur in a single movement
(Bolander and Taylor 1993). As a result, two inventories must be stored on site; (i) raw
materials, and (ii) finished goods.
Another aspect of material flow common to process industries are mechanisms to
quickly sell semi finished or excessive volumes of inventories. If an excess of raw inventories is
received or finished goods produced, the volume in excess of the desired or holding capacity is
sold to spot market customers (Haksoz and Seshadri 2007)15, at cost. The volumes of
inventories sold to the spot market are captured as surplus inventories. An example when this

Spot market is defined as a commodities or securities market in which goods are sold for cash
and delivered immediately. Contracts bought and sold on these markets are immediately effective.
15
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mechanism is required occurs when a replenishment order was issued to the supplier before a
prolonged equipment failure resulting in a loss of processing time. Raw materials are not
consumed at the expected rate. In the following time periods, another supplier order is received,
resulting in inventory holding capacity being exceeded. The surplus raw materials may be sold
to spot market customers to avoid exceeding inventory holding capacity or having to acquire
additional temporary inventory capacity. This mechanism therefore, maintains a steady flow of
materials throughout the supply chain.
Adding the decoupling of inventories to the original stock management problem
presented by Sterman (2000)16, Figure 3.3 is obtained, the dashed line represents the boundaries
of the process industry firm.

Figure 3.3: Material Flow Structure of a process industry firm
This material flow captures: (i) the decoupled inventory configuration, (ii) the receipt of
replenishment inventories from suppliers, (iii) the sales of finished goods to customers, and (iv)
routing mechanism for selling excess inventories. The production portion of the material flow is
represented by an activity delay that regulates the flow of material from raw materials to
finished goods. The following section will describe the information flow portion of the internal
process industry supply chain.

16

The stock management problem was reviewed in section 2.1.
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3.4.1

Structure of process industry Information flow

This section will describe the four business functions that comprise the information flow within
the process industry firm internal supply chain. Each subsection will briefly describe the
purpose of the business function, summarise literature review findings, describe in detail the
mathematical representation, and illustrate the conceptual representation of each function.
Plan
In this study, the role of the forecasting function is to predict inventory consumption rates.
Process industries, having decoupled inventories (raw materials and finished goods), require
two independent forecasts. It was determined in section 2.2.2 that a first order exponential
smoothing function with an adaptive feedback component provides an adequate model
representing process industry forecasting (presented as Equation 2.2).

Ft  Dt  (1   )Ft 1  (Dt  Ft 1 )

Equation 2.2

Where Ft and Ft-1 are the forecasts at the current and previous time period respectively,
Dt is the actual demand perceived, and α is the exponential smoothing constant, where 0 ≤ α ≤ 1.
The new forecast (Ft) is calculated from the old forecast (Ft-1) adjusted based on the most recent
demand (Dt) and an adaptive feedback component, μ(Dt - Ft-1) which represents the average
error of historical forecasts. Forecasts will be generated for both raw materials Ft(RM), and
finished goods Ft(FG). Table 3.2 summarises the structure of this equation, required
information, and the source of this information (e.g. information links).
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Component of Plan
algorithm

Variable

Source of variable value

Exponential Smoothing
Constant

α

Management policy, controllable
decision variable.

Actual Demand

Dt

Customer demand (finished goods
consumption), production schedule
(raw materials consumption)

Previous Forecast

Ft-1

Database record

Adaptive Feedback
Component

μ(Dt-Ft-1)

Average calculation of the difference
between Dt and Ft-1

Table 3.2: Forecasting algorithm variables
The decision variables associated with the forecasting function have been identified to
be the exponential smoothing constants. For each forecast, a summary of these decision
variables’ potential system impacts is presented in Table 3.3.

Decision
Variable

Symbol

Use

Potential
effect if low

Potential effect if
High

Exponential
smoothing
constant of raw
materials
consumption
rate

αRM

Sets the relative
weights between
actual production
rate and the
previous forecast

Slow reaction
time of
forecast to
sudden
changes in
production
rates

Excess forecast
volatility.

Exponential
smoothing
constant of
customer
demand
(finished goods
consumption
rate)

αFG

Sets the relative
weights between
actual customer
demand and the
previous forecast

Slow reaction
time of
forecast to
sudden
changes in
demand

Excess forecast
volatility.

Table 3.3: Summary of Plan decision variables
The links between the components of the equation and the other business functions are
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illustrated in Figure 3.4.

Figure 3.4: Plan function of conceptual model
The forecasts resulting from the algorithm will be used by two other business functions:
(i) the forecast consumption rate of raw materials will be used to determine replenishment order
sizes in the Source function, and (ii) the forecast consumption rate of finished goods will be
used to determine production schedule batchsizes in the Make function. The following section
will describe the Source function within the conceptual model.
Source
The mechanism for raw materials inventory replenishment is managed by the source function.
The algorithm monitors raw material inventory levels and issues routine replenishment orders to
the supplier. Raw materials inventory replenishment function in a process industry will be
represented by an order-up-to policy (see section 2.3 for more information). The desired
inventory level used in the order-up-to calculations will be provided by the plan function. The
order sizes at any given point in time (Ot) then take the following form;
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Ot  Ft (RM) 

DIt (RM)  CIt (RM)
OLT

Equation 3.1

Where DIt and CIt is the desired and current raw materials inventory levels,
respectively, and OLT is the expected order lead time. The level of desired inventory is then
calculated by:

DIt (RM)  Ft (RM)  SS(RM)

Equation 3.2

Where SS(RM) represents the safety stock buffer inventory. Table 3.4 summarises the
required information, and the source of this information.

Component of Source algorithm

Variable

Source of variable value

Forecast consumption rate

Ft(RM)

Forecasting algorithm (Plan)

Safety Stock of Raw Materials

SS(RM)

Management policy, controllable
decision variable.

Current Raw Materials Inventory

CIt(RM)

State variable, raw materials inventory
level.

Expected order lead time

OLT

Average order lead times

Table 3.4: Breakdown of source algorithm
The decision variable associated with the source algorithm, and its potential impact on
supply chain performance is summarised in Table 3.5.

Decision
Variable
Safety Stock of
Raw Materials

Symbol

SS(RM)

Use

Potential
effect if low

Potential effect if
High

Sets the buffer
size of
replenishment
orders.

Equipment
utilisation may
be lower due to
raw materials
stockouts.

Higher probability
of surplus raw
materials

Table 3.5: Decision variables of Source algorithm
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Interpreted as a diagram, the source function is illustrated in Figure 3.5.

Figure 3.5: Source portion of conceptual model
The source function will influence the rate of production by enabling production rates;
the management of finished goods inventories then falls on the production-scheduling
algorithm. Production rates are determined by the production schedule and aim to meet
incoming customer demand. The following section details the production scheduling and
execution portion of the model.
Make
The production scheduling function in process industries is tasked with the conversion of raw
materials into finished goods. Real world examples as well as general definitions, and typology
provide a clear picture of production scheduling in process industries. This function schedules
and sequences multiple products for processing in batches through several processing steps,
each step using the same equipment. To conceptualise these characteristics, this study will
schedule two products (generically named Product A and B) for production on a single

90

processing step17. Therefore, the role of the production schedule is to determine product specific
batch sizes ( X a , X b ), and sequencing for production. The rate at which production coverts raw
materials into finished goods is regulated by a number of factors, examples include:


The availability of raw materials



The availability of inventory holding capacity at finished goods inventory
holding locations



Production equipment availability

The bulk of the literature assumes that the generation of production schedules is centred
on the minimisation of production costs. However, given the alternative strategies available, and
the need for alignment among internal business functions, other objective functions (such as the
minimisation of inventory) will be used (Bicheno, Holweg et al. 2001). The choice of
alternative objective functions will influence the type of production schedule generated (Baker
and Trietsch 2009). In this study, three objective functions were identified to represent
production scheduling goals corresponding to the three strategies studied. The first option
mimics a mass production strategy by maximising batch sizes in formulating a production
schedule, subject to system constraints at the time. The second adopts a lean manufacturing
approach by selecting the feasible solution that minimises the difference between the expected
demand and production batch sizes. In this case, production rates are set to match finished
goods inventory targets only. The third is an agile manufacturing objective function that
determines the production schedule with the minimum total time in the system. For the agile
production schedule, the algorithm is identical to lean except for the time when the schedule is
released. The schedule is released towards the end of the week to ensure minimal finished goods
inventory residency time. The objective functions are displayed in Table 3.6.

To maintain tractability, this study assumes that the internal supply chain modelled is
responsible for a single processing step, scheduling production on a single piece of equipment.

17
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Strategy

Variable

Objective Function

Mass Production

PSobj(MP)

Maximise (X a Ta  X b Tb )

Lean

PSobj(L)

Equation 3.3

Minimise

[X a  DI a (FG)]  [ X b  DI b (FG)]

Equation 3.4

Minimise
Agile

PSobj(A)

[X a  DI a (FG)]  [ X b  DI b (FG)]

Equation 3.5

Table 3.6: Production Scheduling Objective Functions
In linear programming formulations, the objective function is followed by the
constraints of the problem. Some of these constraints are induced by operational system
conditions while others are induced by management policies. The operational system conditions
that constrain the production schedule include: (i) availability of raw materials, (ii) available
production time, and (ii) availability of finished goods inventory capacity.
The remaining linear programming problem constraints are represented by management
policies decision variable parameters. These include the minimum batch size value and the
safety stock of finished goods. The minimum batch size is a lower bound on production. Below
this value, batches will not go into production. The desired levels of finished inventories are
based on the forecast consumption rate of finished goods by customer orders as well as the
safety stock level. In identical fashion to raw materials safety stocks, finished goods safety
stocks may be put in place to account for variations in demand. A summary of these decision
variables is provided in Table 3.7.
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Decision
Variable

Symbol

Use

Potential
effect if low

Potential effect if
High

Minimum batch
size

MBS

Lower bound
represents
operational
constraints.

Production
batch sizes
may be low,
increasing
mean unit cost.

Large production
batchsizes will
decrease mean unit
cost, and greater
probability of
surplus finished
goods.

Level of
finished safety
stock

SS(FG)

Used in the
calculation of
desired finished
inventory level.

Lower
production
rates

High production
volumes may
restrict future
production (due to
limited inventory
holding capacity),
may increase
inventory
residence time.

Production
scheduling goal

PSobj

Sets the objective
function for the
single machine
problem

If Mass production; batchsizes are
maximised, limited by operational
system constraints.
If Lean; production schedule will
match production rates to desired
inventory levels.
If Agile; production schedule will be
calculated as in Lean, but released
towards the end of the time period.

Table 3.7: Decision variables for the make function
The common method of solving linear programming problems is by the use of graphical
methods. This involves plotting the objective function and constraints, as well as finding and
quantifying the vertices. The vertices are quantified using the objective functions, reveals
possible solutions. The maximum or minimum value among the possible solutions (depending
on the object function direction) becomes the optimal solution to the problem. This solution
method will be programmed into the simulation model to determine the batchsizes to be
produced.
93

Once the batchsizes are determined, the sequencing is established. The closed shop
sequencing rules have often been extracted from open shop formulations (Graves 1981). Open
shop sequencing, as per Banks (2009), indicates that in the cases of lean and agile objective
functions, a shortest processing time (SPT) by product type approach is used for sequencing; the
opposite is used for mass production. These sequencing rules are included in the production
scheduling formulations. Represented as a policy diagram, the make function is assembled in
Figure 3.6.

Figure 3.6: Make portion of conceptual model
The make function creates a production schedule based on the desired levels of finished
goods, the available levels of raw materials, available finished goods inventory capacity, and
any operational constraints (e.g. minimum batch size). Production results in an addition to
finished goods inventories suitable for order fulfilment. The process by which orders are
matched to available finished goods inventories is described in the following section.
Deliver
The literature on process industries commonly adopt the assumption that order fulfilment can
only be efficient when enough finished inventories are available to fill incoming orders prior to
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their receipt (Fransoo 1992). In many cases, a firm can receive orders that exceed available
finished inventories (Gross and Harris 1985). Given these conditions, the allocation of products
to orders (or customers) has to use some criteria. This problem is addressed by a queuing theory
approach to order fulfilment. A typical queuing problem is described by Blanchard and
Fabrycky (2006 p. 289 ) as:
“A facility or group of facilities is maintained to meet the demand for service created by
a population of individuals or units. These individuals form a queue or waiting line and
receive service in accordance with a predetermined waiting-line discipline.”
Adopting this view, the incoming customer orders are matched to available finished
inventories using a queuing discipline as the criteria. Using queuing theory to simulate order
fulfilment, orders are placed in a queue upon receipt. A queue discipline is used to sort orders
received, then processed and matched to available finished inventories in the order dictated by
the selected queuing discipline. The selection of a queuing discipline makes a decision variable
available. A number of commonly used queuing discipline are summarised in the following
table.

Decision
Variable

Symbol

Queue
Discipline

QD

Available Criteria

Use



First in First out (FIFO)



Last in First out (LIFO)

Determine the ranking of
incoming customer orders
to be serviced



Volume Priority



Earliest Due Date



Profit Priority

Table 3.8: Decision variables for 'Deliver' function
A condition commonly applied to queuing problems is the ability of individuals to
renege once they have entered the queue. This behaviour is seen in process industries where
order requirements are often time sensitive. Applied to this study, if the requirements of an
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order received are not met, the order is reneged and the sale is lost. In situations where the
available inventory exceeds the total demand realised period, the choice of queue discipline
becomes irrelevant. Conversely, in situations where demand exceeds supply, the queue
discipline can play an important role. This role is illustrated in the structural policy diagram
shown in Figure 3.7.

Figure 3.7: Deliver portion of conceptual model
In summary, the order fulfilment function is tasked with matching incoming customer
orders with available finished goods and delivering those to customers. In the following section,
the external supply chain portion of the conceptual model is described.
3.4.2

External supply chain

The external supply chain refers to the customers and suppliers of the target firm. The following
subsections will describe how these are represented in this study.
Customers
In devising an effective supply chain strategy, firms must consider the nature of the
demand for products that a company supplies (Fisher 1997), as well as the nature of the
customer they service (Christopher and Gattorna 2005). Both considerations emphasize the need
for alignment between the supply chain strategy and the demand characteristics. In this study,
three demand structures are used to represent three typical demand situations. These three
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demand patterns align with the three strategies explored in this study (see section 2.3).


Demand Pattern 1 (DP1)- Demand often cited in process industry scholarly
articles is that all production is saleable to customers, and demand either is
equal to or exceeds maximum production (Klassen and Menor 2007).



Demand Pattern 2 (DP2)- A static demand that is less than the firm’s maximum
production capacity. This demand pattern is expected to encourage the use of a
level schedule to satisfy demand (Dejonckheere, Disney et al. 2003). In this
study it was determined that halving the first demand structure would be
adequate as it represented a plausible pattern of demand experienced by process
industries (Keenan 2009).



Demand Pattern 3 (DP3)- An increasing single event step function as a means
of simulating an abrupt change in demand. This pattern is based on the work of
Sterman (1989; 1989), where even in a simple supply chain a single change in
the demand pattern can have significant impacts. The levels of demand at the
start of the simulation run are the same as DP2, and at one point throughout the
simulation run, the demand changes to that of DP1.

Demand is realised by the receipt of customer orders. At each time period, customers
will each issue a single order. The orders are received by the process industry business unit and
matched to current levels of finished goods inventories. Each order issued has a number of
attributes, these include:


Volume demanded per product (A, B)



Required due date



Order revenue



Customer identification number

These attributes are important in determining the sequence in which orders are fulfilled
as well as facilitate order routing back to the customer.
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Supplier
Process industries, like many others rely on suppliers to provide raw materials. To achieve this,
the supplier must hold a large stock of raw materials and have ample logistics capacity to
reliably deliver filled replenishment orders to the firm. In most cases, these orders have delays
associated with transportation, loading and unloading. Studies in the impact of supplier
reliability on supply chain operations are presented in the literature review (see section 2.5)
(Tomlin and Snyder 2006). Including the impacts of supplier reliability on process industry
operations may present issues in maintaining tractability. Therefore, this study will assume
fixed time delays of one generic time period in receipt of raw materials and 100% supplier
reliability.

3.5

Holistic view of conceptual model

Combining the four functions of plan, source, make, and deliver, along with suppliers and
customers, a holistic view of a process industry business unit is assembled (see Figure 3.8). The
italics next to each arrow indicate the information flow required to execute each business
function. The material flow is regulated by the business functions except for the excess raw
materials, which are triggered during instances when raw materials or finished goods inventory
exceeds holding capacities.

Figure 3.8: Diagram of conceptual model
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This conceptual model would differ significantly in other industries. For example, in a
make-to-order environment the customer would directly send their order to the make function,
which would then send a signal to the source function to locate the necessary materials needed
for order fulfilment. In the following section, the validation procedure for the conceptual model
is described.

3.6

Validation of conceptual model

Conceptual model validity is established by examining the assumptions underlying the
conceptual model. The process involves assessing whether the assumptions are correct, and
determining whether the model’s ability to represent the real system and the model structure;
logic, mathematical, and causal relationships is “reasonable” for the intended purposes of the
study (Law and Kelton 2000; Sargent 2005).
This study presented a conceptual model as a mathematical/logical representation of the
problem entity including the interrelationships among algorithms. This representation was
designed to be able to facilitate the answering of research questions presented in Chapter 1. The
conceptual model was constructed using general characteristics of process industries found in
the literature. The general business functions of a process industry supply chain firm were
analysed, interdependencies explored, and decision variables identified. Representative
mathematical models of each business function were used to represent firm operations.
Collectively, these functions and their interrelationships are able to generate the dynamic
behaviour commonly observed in process industry supply chains.
The model scope excluded the dynamics of supplier behaviour but a range of demand
patterns were identified and used. Despite this omission, the operational aspects of a firm
constitute an internal supply chain. Collectively, these conceptual model components are
considered a valid representation of the system dynamics of process industry supply chains.
Model validity is applicable to the research questions inasmuch as the model, once captured in a
simulation model, has the ability to experimentally generate the data necessary for analysis.
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These analyses will facilitate hypothesis testing and the answering of the research questions
presented in Chapter 1.

3.7

Conclusion

This chapter considered the methodology and conceptual model construction used in the study.
To this end, a justification for the methodology, details of the conceptual model and the
business functions that comprise the conceptual model of a generic process industry supply
chain. In addition, conceptual model validation discussions were presented.
The justification for the methodology stems from the focus of the research questions.
The complexity, stochastic nature of uncertainties, and information-feedback structure create
highly complex models, which are best studied in a simulated environment focusing on the
dynamic nature of process industry supply chains as a system. Moreover, scholars regard the
use of simulation, as not only an effective means of exploring alternative scenarios, but as an
accepted method of theory development in complex environments.
The chapter further developed the representative mathematical models to describe the
business functions and controllable decision variables that influence supply chain behaviour.
The discussion followed with a description of supplier and customer behaviours to be included
in the model. These are considered to align conceptual model characteristics with study aims. A
holistic view of the conceptual model was represented and arguments put forward as to model
validity in its ability to capture the overall dynamics commonly observed a generic process
industry supply chain. The conceptual model presented in this chapter will serve as a blueprint
for the computational representation simulation model that will provide a test bed for
experimentation. The output of experiments will be analysed to facilitate hypothesis testing and
the answering of research questions presented in Chapter 1.
The following chapter will detail the construction of a computational representation of
the conceptual model using simulation software. The processes above are brought from the
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conceptual space to the simulated environment for experimentation and data analysis.
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CHAPTER 4: Simulation model construction procedures
The previous chapter provided an overview of the conceptual model and methodology. This
chapter will describe the creation of the conceptual model’s computational representation as a
test bed for experimentation. The result is a combined continuous-discrete event system
dynamics simulation model. Also included in this chapter is a detailed description of the
computational processes used to simulate the material and information flow in the supply chain.
This includes the simulation of individual business functions as well as suppliers and customers.
This chapter also describes and justifies the decisions made in software selection, model
construction details, verification, and validation. Although there are a number of variables in
the model, some operational constraints needed to be placed to ensure: (i) similarities to real
world process industries were maintained, and (ii) the number of variables to be included in
experimentation was kept to a tractable level. To this end, a steelmaking process industry
supplies chain provided the operational constraints used in the model.
BlueScope Steel is a leading manufacturer of flat steel products in Australia and New
Zealand. Their operations incorporate continuous iron making and discrete steel making
operations using large production installations, serving a variety of market segments and
demand patterns. Their operational behaviour falls well within the definition of process
industry.

4.1

Simulation software selection

Software used to develop simulation models can be divided into three categories; general
purpose programming languages (e.g. C++, Java), simulation programming languages (e.g.
GPSS/H, SIMAN V), and simulation environments (e.g. Arena, ExtendSim) (Banks and
Carson 2009). For the purposes of this study, model complexity lead to the selection of a
simulation environment as the preferred type of simulation software. Considerations in
reviewing choices of simulation environments include cost, ease of use, and availability of
technical support. The field of possible software packages was narrowed to ExtendSim (version
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7) for a number of reasons: (i) ExtendSim is an open-architecture software, allowing the
modification/enhancement of the code structure of standardised blocks, (ii) an ability to model
combined continuous-discrete event systems increased the viability with which information
flow (a typically continuous process) and material flow (a discrete process) could be modelled
simultaneously, and (iii) the integrated database structure allowed for rapid collection of model
data over a large number of runs without the need for inter-software communications.
ExtendSim consists of multiple blocks capable of representing functions, mathematical
operations, and interactions among diverse functional blocks. The simulation model generates
diverse outputs from selected inputs through the realization of multiple arithmetic and
sequential operations (Krahl 2002). ExtendSim has been used to model production systems and
supply chains, and has been subjected to a number of ‘what if’ scenarios for decision support
and educational purposes (Zhao and de Souza 2000; Adams, Flatto et al. 2005). ExtendSim
models are constructed with library-based iconic blocks of general-purpose elements. Each
block represents a calculation or a step in a process. Blocks are placed on the model worksheet
and connected to create a model. There are two types of logical flows between the blocks in a
model. The first type of flow is that of “items”, which represent the objects that move through
the system, these can be assigned attributes and priorities. The second type of logical flow is
“values”, which represent a single number and will change over time during the simulation run
(Krahl 2002).
4.2

Simulation model construction

The computer model was constructed in a modular fashion as individual mini-models.
Individual models of each business function were designed to receive input, execute the
algorithms, and present results. These individual mini-models, were linked as per the conceptual
model and verified against spreadsheet calculations. The following subsections will describe
how individual mini-models were constructed and links established.
4.2.1

Material flow
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The simulation of material flow in the model represents hundreds of tons of product as single
‘items’. The items flowed from one model component to the next via fixed route connections. In
certain locations, these routes merged and separated (e.g. pre and post production steps). Where
necessary, item attributes were used to route items. Other item attributes include; product type,
raw materials cost, production cost, inventory holding cost, timing attributes, etc.
Queues represented the inventory holding locations. Four queues represented inventory
holding locations for two products (A and B) and two phases of production (Raw Materials and
Finished Goods). Industry data determined the maximum queue lengths. If these maximum
queue lengths were exceeded, the excess items were reneged, forced to leave the system and a
count was recorded. This rule was introduced to simulate the selling of excess inventories on the
spot market. Items not reneged were allowed to leave the queue at specific times and quantities
as determined by the responsible business function.
Material movements were batched going out of and coming into queues to ensure
synchronous movement. Replenishment inventories are received from the supplier, un-batched
and placed into raw material queues. Production batch sizes were received form information
flow algorithms. Processing delays were simulated as activity delays; delay length was
calculated based on batch size prior to the start of the delay. After the processing delay is
elapsed, the batched item is released into the product specific inventory holding location as
finished goods. Orders were also represented as items, each issued with a number of attributes
readable by the order fulfilment algorithm. Order volumes read from received customer orders
were used to determine finished goods quantities to remove from queues. These inventories
would be batched with the order item and routed to customers.
The material flow described resembles the steel manufacturing operations that form the
basis of the simulation model built. In the steel manufacturing operations modelled, steel slabs
are received from an internal slab caster as discrete units of manufacturing, these are stored in
assigned locations and queued for processing. Within the queues, product types (i.e. different
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chemical compositions) are segregated into different areas of inventory holding locations. In
events where the inventory holding capacity is about to be exceeded, spot sales are pursued to
dispose of excess inventories prior to or after processing. Production is scheduled in batches of
slabs and processing delay is dependent on the size of the batch. Typically, production times are
longer than order lead times and thus production is made to forecast, with incoming orders
matched to existing finished goods.
4.2.2

Information flow

The information flow of a supply chain model triggers the calculation of forecasts, issuing of
raw materials replenishment orders, production schedules and applies the queue discipline in
order fulfilment. Every time period (represented as weeks), each algorithm is executed. The
following sections will detail how these functions are simulated in the model.
Plan
The customer demand and throughput forecast calculations are conducted using repeating
discrete event algorithms. The algorithm executes the calculation of equation 2.2 (as per section
2.2.2). The outputs of this algorithm are values that represent the expected consumption rates of
finished inventories and raw inventories. Metrics on forecast accuracy (as per section 2.4.3) are
compared to realised demand/production and collected post algorithm execution.
The relationship between forecasted and actual demand typically exhibit the behaviour
illustrated in the following figures. The forecasting algorithm was plotted for a number of
exponential smoothing constant (α) values. The resulting behaviour indicates that the α value
has an influence on the point of equilibrium where the difference between forecast and actual
values are equal. Figures 4.1 and 4.2 illustrate that the value of exponential smoothing constants
will dictate the oscillation, dampening, and speed of alignment to demand (i.e. equilibrium) for
demand patterns 1 and 2. Figure 4.3 illustrates how the forecasting algorithms perform against
demand pattern 3. It is important to note that in this case, the value of α = 0.2 did not achieve
equilibrium prior to the step change in demand. In many cases, managerial preference over
exponential smoothing constants will require a past examination of demand patterns. In this
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case, the demand will begin from an initialized state and the value of α will determine the speed
at which the forecast will reduce the variability of forecast demand values.

Demand Pattern 1
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Figure 4.1: Forecasting Algorithm Sample Results for Demand Pattern 1
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Figure 4.2: Forecasting Algorithm Sample Results for Demand Pattern 2
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Demand Pattern 3
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Figure 4.3: Forecasting Algorithm Sample Results for Demand Pattern 3
The importance of a value of α that aligns with other decision variables is compounded
by its potential interactions with other decision variables. For example, if the forecast α value is
low, the forecast will tend to overshoot or undershoot expected demand. This situation may be
countered by holding slightly higher inventory buffers. Conversely, a higher value of alpha that
more closely aligns with the more recent observed demand data points will enable the lowering
of safety stocks as the forecast accuracy will be increased.
Source
Raw materials replenishment orders are calculated as described in section 3.3.2. The algorithm
outputs an order item routed to the supplier with embedded value attributes of required product
volumes. The supplier then issues the requested number of products and is routed to raw
materials queues.
Make
Production schedules are generated via an algorithm designed to solve an integer linear
programming formulation of the single machine problem (as described in section 2.2.2). Every
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time period, the algorithm18 calculates the desired production batch sizes and the sequence by
which the products are to be converted from raw materials to finished goods. Each production
scheduling objective function has its own algorithm and constraints. The solution method is a
re-coding of the simplex method as presented by Dantzig (1963). The constraints of the linear
problem are for the most part represented as a single dimension, providing an upper and lower
bound on each axis in the following figure.

Figure 4.4: Batchsizing linear programming formulation example
The diagonal constraint represents the temporal constraint of processing equipment to
produce batches of multiple products in a single time period. In the example provided in Figure
4.4, in a single time period, the production equipment may produce a single batch size 30 of
Product A or a single batch of size 40 of Product B or a combination of the two along the
diagonal constraint line. The algorithm solves the linear programming problem by determining
the number of vertices within the search space. In this example there are three, as highlighted in
the following figure.

18

Production scheduling algorithm details are included in Appendix A
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Figure 4.5: Linear Programming Algorithm problem vertices identification step
From this point, the vertices are evaluated based on the objective function. The vertex
with the highest value is then considered to be the optimal solution to the linear programming
problem. As such, the batch sizes for Product A and B are quantified and scheduled for
production. Production batch sizes are used to collect raw materials items and send to
production delay blocks. Upon completion of the production delay, the batches are routed and
un-batched onto finished goods inventory queues.
Deliver
The order fulfilment portion of the model is triggered upon receipt of customer orders. A queue
is used to sort order fulfilment schedule based on the predetermined queue discipline. Sorted
orders are delayed (representing order processing), batched with finished goods inventories
(when available), performance metrics collected, and routed back to the customer. This process
is summarised in the following figure.
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Figure 4.6: Order Fulfilment Process within Simulation Model
The corresponding input and output metrics collected are stored in ExtendSim’s
database tables. The collection of these functions embodies the computational representation of
the components of the conceptual model. Remaining requirements to represent the system
included the operational constraints collected from BlueScope Steel operations. The following
section details the operational constraints and parameters used.

4.3

Operational constraints and parameters

Representative data from a steelmaking supply chain (BlueScope Steel) were used in the
simulation model. In order to establish a more constrained system, assumptions on certain
operational aspects must be made. In this case, operational data from a portion of BlueScope
Steel’s Port Kembla Steelworks operations were used. This data was used to impose limits on
inventory and production capacity, and represent typical customer demands. The customer
demands and pricing were imposed based on real data, as well as the raw materials cost,
processing costs and inventory holding cost rates. Actual data was used to derive a
representative dataset that would: (i) protect confidentiality of BlueScope, and (ii) provide a
data basis for the simulation experiment corresponding to a real world process industry supply
chain. Operational data on a portion of the BlueScope Steel supply chain were collected from
experienced supply chain managers in the firm and verified by firm operations management
experts for validation purposes (as recommended by Law and Kelton 2000). The data was
simplified, reducing product types or Stock Keeping Units (SKUs). The data scope used
represents a single business unit, a single internal supplier, and three customers. The customers
included two external customers, representing whole market segments, and one internal
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customer, representing a downstream business unit within the same organisation.

Figure 4.7: Supply chain configuration of model
A summary of the representative data is given in Table 4.1. Other data obtained was
manipulated as follows:


The number of products was reduced from ~10,000 to 2. These were renamed
product A and B.



The unit of volume was changed from tons to hundreds of tons.



The unit of time of weeks was adopted.



Customers were generically named as customers 1, 2, and 3.



The number of business units was reduced to maintain tractability.
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Constraint Parameter

Product A

Product B

Maximum Raw Inventory Floor Space (100s of tons)

105

634

Raw inventory holding cost rate (100 tons/week)

$1500

$1000

Maximum Finished Inventory Floor Space (100s of tons)

105

634

Finished inventory holding cost rate (100 tons/week)

$1500

$1000

Raw materials cost

$0.00

$0.00

Processing Times per unit (per week)

0.0062

0.00275

Processing Cost ($ per time period)

$1,000,000

$1,000,000

Customer 1 Demand (100 tons per week)

6

39

Customer 1 Price paid (per 100 tons)

$1,033.00

$987.00

Customer 1 Order lead time

3

3

Customer 2 Demand (100 tons per week)

21

194

Customer 2 Price paid (per 100 tons)

$1113.00

$890.00

Customer 2 Order lead time

5

5

Customer 3 Demand (100 tons per week)

23

18

Customer 3 price paid (per 100 tons)

$0.00

$0.00

Customer 3 Order lead time

2

2

Table 4.1: Representative data used in the simulation model
Customers 1 and 2 represent external customers; each has a different price to pay for
products based on different service level agreements. Customer 3 as well as the supplier is a
representation of an internal customer and as such does not have a fixed price for materials;
similarly the business unit being modelled does not pay for raw materials, although it incurs
costs for processing and holding inventory. Other demand characteristics, based on the demand
scenario are summarised in the following table.
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Demand Scenario

Customer

Weekly
Demand for
Product A

Weekly
Demand for
Product B

DP1: Demand is stable and exceeds
supply (high, steady demand)

1

6

39

2

21

194

3

23

18

1

3

20

2

10

97

3

12

9

1

3/6

20/39

2

10/21

97/194

3

12/23

9/18

DP2: Demand is stable and lower
than supply capacity (low, steady
demand)

DP3: Demand is volatile (increasing
step demand)19

Table 4.2: Demand structures for model products
At the stage of experimentation where equipment disruptions occur, some data on the
frequency and severity of disruptions is necessary. BlueScope Steel provided MTBF and MTTR
values to inform the disruption magnitude data. These values are included as the operational
parameters presented in Table 4.1. Assigning time units as weeks, we obtain the following
ranges of values.

Factor

Range

MTBF

Maximum of 1 week between disruptions
Minimum of 1 hour between disruptions

MTTR

Maximum of 37.5 hours per disruption
Minimum of 1.5 hours per disruption.

Table 4.3: Parameters for Disruption Experiment

The demand for the agile scenario is represented by an increasing step function, where demand
doubles at time period 35.

19
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The parameters used will yield a testable availability range of 99.9% through to 2.0% at
1% intervals. This wide range of equipment availability will provide data for analysis that will
aid in answering the research questions. These data were necessary to populate and establish
constraints in the model. Different process industries will likely have different values for these
data. The actual data values used to populate the model establish operational constraints to
ground the model with real world data.
The primary interest of this study was to explore the robustness of management policies
in a process industry supply chain context. Therefore the model structure and decision variables
that induce the dynamic behaviour of the system are the central interest of this study and not the
operational constraints. These operational constraints provide real world context to an otherwise
generic model of process industries in real world data.
4.4

Verification and validation

Verification and validation procedures are essential in establishing model credibility and
answering the research questions central to the study. In the following subsections the
procedures followed to establish model validity and computational verification are explained.

4.4.1

Warm up period and simulation run length

Decisions on the warm-up period and simulation run length parameters are important decisions
in simulation modelling. They have the power to validate (or invalidate) point estimation. Long
values for each parameter provide the modeller with a means of ensuring adherence to
confidence interval levels at the end of each simulation run. Short warm-up period lengths may
include data that are heavily influenced by the model run initial conditions, termed initialisation
bias in the data. This bias includes unnecessary or misleading data in that will lead to inaccurate
analysis due to the inclusion of transitional data when model equilibrium behaviour is the main
interest.
The model constructed in this study is designed to reflect the behaviour induced by the
management policy. Alternative management policies will inherently have different abilities to
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reach equilibrium at different times. In the case of this model, the warm-up period was
determined prior to the running of full factorial experiments based on pilot runs. The purpose of
the warm up period is to provide a point of difference among management policies that may not
reach equilibrium during a the simulation run length. This also serves to narrow the scope of
optimality among management policies. If this model were to be started at equilibrium, the
study would have to start the model at different times for different management policies and be
required to justify the different times for different management policies. Rather than seeking to
establish a set of equilibrium values, the study started the model at zero values and assumed that
sub-optimal management policies would require longer warm-up periods which were contrary
to the purpose of the study. Although these policies would not fall within the ranges of optimal
policies, they will serve to provide a more complete dataset for other experimentation stages,
such as SEM.
The warm-up period is a portion during the simulation run prior to the model reaching
equilibrium, and data generated during this period is discarded. Determining the point at which
the warm-up period ends is discussed in Law and Kelton (2000), who recommend that the
warm-up and simulation run length satisfy the following condition (Law 2007 p. 509):
m

Y

i

Y (m,l) 

il 1

ml

Equation 4.1

Whereby the mean of the measured observations Y (m, l) with a warm-up period l and a
simulation run length m, equals the mean of the observations collected from the end of the
warm-up period to the end of the simulation model run. In stochastic models, methods exist to
determine the acceptable error within this premise. In this study, the model is purely
deterministic (until the introduction of stochastic equipment disruptions); therefore the use of
this condition is sufficient to establish warm-up period and simulation run length parameters.
The selection of the appropriate parameter for the warm-up period can be a contentious
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decision. In this case, all decision variables impact the point when the model reaches
equilibrium (see section 4.2.2). As a result, the study will assume that warm-up period
calculations will be based on a selected parameter, which is based on the parameter’s ability to
indicate the point when production execution and order fulfilment can feasibly occur.
The warm-up period was determined by visually inspecting order fulfilment timings.
This time included the procurement of raw materials, scheduling and execution of production,
and despatch products to customers. This value provides a sound basis for the identification of
the point during the model run at which the system can produce enough finished goods to
satisfy incoming demand. The results are displayed in Figure 4.8, where the vertical dashed line
represents the warm-up period (t = 10) and the end of the x-axis represents the simulation run
length (t = 100).
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Figure 4.8: Despatch of products to customers graphed for warm-up period and simulation run
length calculations
The data shown in Figure 4.8 was extracted from the policy optimised for mass
production. Using this policy to establish the warm-up period serves to establish the temporal
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position when the system can execute the functions required of a firm within a supply chain
(procure raw materials, convert them into finished goods, and satisfy incoming orders). In
situations where a management policy may not reach this state, the warm-up period provide a
basis for comparison.
The simulation run length was then determined as an arbitrary value that was
significantly larger than the warm-up period [as per recommendations of Law (2007) and
Robinson (2004)]. The values were then tested given the above management policy. Given that
there is no variance in the production rates, the conditions of Equation 4.1 are satisfied given a
warm-up period length of 10 time units (l=10) and a simulation run length of 100 time units
(m=100). Immediately following the end of the warm-up period, it is evident that lean (Figure
4.9) and in particular the agile optimum policies (Figure 4.10) suffer from some initialisation
bias.
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Figure 4.9: Lean Policy Total Production Response
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Figure 4.10: Agile Policy Total Production Response
This bias is induced by variations in management policy parameters. However,
parameter values should not be used to determine warm-up period lengths, as recommended by
Pritsker (1986). If the warm-up period is lengthened, another bias becomes evident. The policies
that can achieve equilibrium quicker are disadvantaged by the lengthier warm-up period and
therefore may not provide a adequate basis for comparison. Moreover, a lengthier warm-up
period will result in longer computation time and a reduction of the optimisation search space
that will potentially lead to sub-optimal results.
An alternative approach is to eliminate the warm-up period and record the point in the
simulation run when each policy reaches equilibrium. This particular exercise is considered
unnecessary to answer this study’s research questions and is therefore out of scope. It should
also be noted that Law (2007) also recommends the use of Welch’s method for the
determination of warm-up period calculations. In this study, Welch’s method was not used
given this method’s pre-requisite that stochastic variables be included in the model for the
implementation of Welch’s method. At this point in the experiment, no disruptions have been
introduced hence the simulation model is purely deterministic.
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4.4.2

Verification of individual management functions

Verification of calculation algorithms used was conducted via comparison to spreadsheet
calculations and visual inspections. Plan, source, and make algorithms were compared with
spreadsheet calculations. The order fulfilment was verified by inspection.

4.4.3

Number of replications in disruption experiments

Given the stochastic nature of uncertainties, there is a need in simulation studies to conduct an
experiment a number of times to ensure 95% confidence intervals in random number outputs. In
this case, the procedure described by Law and Kelton (2000) will be used to determine the
number of appropriate replications of optimisations and disruption experiments. Calculations to
determine the adequate number of replication are included in Appendix B.
4.4.4

Face operational validity

Given the nature of the model, operational validation in the strictest sense [as espoused by
Sargent (2005)] was not achievable. Model outputs are strongly influenced by the management
policies. Therefore, output values similar to production levels of BlueScope Steel were not
compared. However, face validity was obtained via presentation of the model to current and
former senior operations and supply chain BlueScope Steel staff. It was determined that the
model adequately represented the dynamics of a process industry supply chain.

4.5

Conclusion

This chapter detailed the simulation model construction. Included in this chapter are
justifications for simulation software selection, methods by which individual business functions
as well as the material flow were modelled. Individual business functions are represented as
individual algorithms that continuously feed information to other business function algorithms.
The material flow is a discrete event process, whereby items represent tonnage of product as
they flow through the system.
The chapter also described the operational parameters extracted from a real world
steelmaking supply chain. BlueScope Steel provided operational data on a number of
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production aspects from which to abstract the operational parameters used to provide the model
with constraints on values such as processing times and costs. These parameters provide
constraints for values that would otherwise need to be varied experimentally.
This chapter also described in detail the validation and verification procedures to be
used. The validation and verification of simulation model construction included a discussion on
the warm-up period, verification of individual business functions, number of replications for
optimisations, and disruption experiments. A discussion on face validity results was also
included. These procedures were conducted to ensure the model constructed is a valid and
verifiable representation of the system dynamics commonly observed in process industry supply
chains. To this end, model development and simulation model construction was focused on the
capture of the commonly observed dynamics rather than an attempt to create a high-fidelity
representation of a process industry supply chain. This choice was made on the basis of the
study focus, which tended to give preference to the dynamic nature of process industry supply
chains over the level of operational accuracy. The model constructed will serve as the basis for
experimentation to be described in the next chapters.
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CHAPTER 5: Experiments and procedures
The previous chapter detailed the construction of the process industry supply chain simulation
model, a computational representation of the conceptual model presented in Chapter 3. This
chapter explains the research methodology and presents a structured approach to generate the
necessary data. The execution of these procedures on the output data will provide the required
evidence to test the hypotheses and answer the study research questions. This model is to
provide a testbed for experimentation; the associated procedures are detailed in this chapter.
These experiments will provide the output data required to conduct the analysis that will
facilitate the hypothesis testing and answering of research questions presented in Chapter 1.

5.1

Overview of experiments

An experiment is a series of tests in which changes are made to a system’s input variable(s) to
observe and identify changes in the output responses (Montgomery 1991). In this study,
experimentation is necessary to explore the influence that decision variables have on supply
chain performance. The experiment design consists of six steps, illustrated in Figure 5.1:
1. Full factorial experiments: this procedure involves the development of a design
of experiments (DOE) input variable dataset and corresponding output metrics
databases. The result will be a dataset of input variable combinations and output
metrics from which to conduct a number of procedures.
2. DOE data analysis, metrics selection: the dataset will be regressed against
individual measures of performance. The results will quantify how well
individual metrics capture the variance induced by changes to input variables.
In order to capture maximum variance, a number of these metrics will be
aggregated. The result of these analyses will determine the best metrics to be
used for aggregation in the MPPI (Equation 2.6).

121

3. Determination of aggregate performance indexes: using software, the relative
weights of individual performance metrics within the MPPI are determined
such that the index captures the maximum variance induced by input variables.
Once these weights are determined, objective functions can be finalised.
4. Optimisation: using MPPI as objective functions, optimisation can be
conducted to determine optimal input variable sets. These variable sets will
constitute the management policies that best serve each demand pattern under
conditions where no equipment disruptions occur.
5. Disruption experiments: the optimised policies are then subjected to various
levels of equipment availability. The result will be a supply chain performance
profile dataset.
6. Disruption experiments data analysis: includes a visual inspection of supply
chain performance profiles, robustness calculations, and significance tests.

Figure 5.1: Experimental Procedures
Structural equation modeling methods are employed to regress a measure of strategic
adherence. Given the nature of alternative management policies’ abilities to serve demands, it is
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important to have a measure that captures the maximum variance induced by different
management policy decision variable values. To enable the capture of maximum variance,
individual strategic adherence measures are regressed for each demand pattern. An alternative
considered was to adopt a single set of performance metrics, equally weighted, across all
demand patterns to provide a common means of comparison among management policies.
Unfortunately, this exercise would result in the aggregated performance index that would miss
some of the variance induced by specific sets of management policy parameters. This would
result in misleading and inaccurate results in subsequent methodological stages that would
invalidate the results of this study. Without an accurate demand-based measure of strategic
adherence, management policies would be measured without knowing the full extent of the
system behaviours that could supply the demand. The following subsections will detail each of
these steps.

5.2

Full factorial experiment design

Given the number of decision variables included in this study, a factorial design was selected as
the most effective way to determine the impact of changes in decision variables upon output
measures. A full factorial design is able to capture the effect of all possible combinations of
decision variable values at a finite number of levels (Montgomery 2005). A full factorial
experiment was generated around possible decision variables input values. Limitations placed
upon the number of levels explored for each decision variable were based on an equitable
balance between accuracy and computation time. The following table presents a summary of the
levels and ranges used in generating the full factorial experiment design.
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Function

Decision
Variable
(Factor)

Levels

Plan

αFG

5

0-1, 0.25 increments

αRM

5

0-1, 0.25 increments

Source

SS(RM)

5

0-Maximum Raw Inventory Holding
Capacity, 25% increments

Make

MBS

5

0-Maximum Finished Inventory Holding
Capacity, 25% increments

PSobj

5

10-50, 10 unit increments20

SS(FG)

3

Deliver

QD

5

Range



Lean



Agile



Mass Production



First In First Out



Last In First Out



Volume



Profit



Earliest Due Date

Table 5.1: Full Factorial Experiment Input Parameters
Given the factors and levels adopted in the factorial experiment, 46,875 runs are
required for each demand pattern. These runs are generated and imported into an input database
table within ExtendSim. Outputs are recorded at the end of every run and stored in an output
database table. In some cases, infeasible policies will yield null values for many of the outputs.
These policies will be removed from the output data prior to analysis to ensure that no

The upper bound of the minimum batch size was determined by sensitivity analysis. Above this
upper bound, the system is unable to produce any finished goods.

20
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infeasibility bias is included. The number of data points removed will be discussed in the results
and data analysis chapter. The output measures collected are summarised as follows.

Business
Function
Plan

Source

Make

Deliver

Description

Units

Symbol/Abbre
viation
MSE(Cust)

Mean Squared Error of Customer
Demand Forecast

Hundreds of
Tons

Mean Squared Error of Expected
Production Rate

Hundreds of
Tons

MSE(PR)

Mean Absolute Percent Error of
Customer Demand Forecast

Percentage
Deviation

MAPE(Cust)

Mean Absolute Percent Error of
Expected Production Rate

Percentage
Deviation

MAPE(PR)

Average Inventory Level (Raw
Materials)

Hundreds of
Tons

Avg(RM)

Inventory Residence Time (Raw
Materials)

Time Units

InvRes(RM)

Amount of Surplus Inventory (Raw
Materials)

Hundreds of
Tons

Surplus(RM)

Adherence to Inventory Targets (
Maximum Customer Demand)

Percentage of
Time

InvAd(Cust)

Adherence to Inventory Targets (
Maximum Production Rate)

Percentage of
Time

InvAd(PR)

Average Inventory Level (Finished
Goods)

Hundreds of
Tons

Avg(FG)

Inventory Residence Time (Finished
Goods)

Time Units

InvRes(FG)

Amount of Surplus Inventory
(Finished Goods)

Hundreds of
Tons

Surplus(FG)

Equipment Utilisation

Percentage
Utilisation

EquipUtil

Mean Unit Cost

(AU$)
Australian
Dollars

MeanUnitCost

Production Unit Cycle Time

Time Units

CycleTime

Order Fill Rate

Percentage Fill
Rate

OrderFillRate

Total Profit

(AU$)
Australian
Dollars

TotalProfit

Total Production Despatched to
Customers

Hundreds of
Tons

TotalDespatch

Table 5.2: Summary of input variables and metrics included in the factorial experiment
125

In most cases, the results of a factorial design are optimised via response surface
methodology (RSM). This method is particularly useful if a single response variable is
influenced by several variables with the objective of optimising the response (Montgomery
1991). However, in cases where input variables have direct and indirect (e.g. interaction with
other input variables) effects on the response, RSM may not provide accurate results (Kleijnen
2004). Given the number of decision variables used in this study, and the potential for
interactions among input variables, response surface methods were deemed inadequate to
analyse the factorial results. Instead this study will adopt more sophisticated methods of
optimisation, namely a Floating Point Genetic Algorithms (FPGA) (Davis and Mitchell 1991;
Fogel 2002; Dang and Li 2007).

5.3

Determination of management policy performance indexes

Literature reviewed in section 2.7 established that the use of single metrics for the assessment of
supply chain performance is inadequate. Therefore, this study will address performance
measurement by the aggregation of multiple performance dimensions into a single weighted
sum (scalarisation). Scalarisation presents a simple, tractable means of determining the
aggregate index that can have; (i) individual components determined based on strong theory and
expert rationalisation, and (ii) relative metric weights quantified by analytical methods. The
index is represented by the following equation21.

Index  x1 ( Measure 1 )  x 2 (Measure 2 )  ...  x n (Measure n )

Equation 5.1

Selecting the appropriate number of metrics to be included in an aggregate index
presents significant challenges. The number of selected metrics must be strategically justifiable
and able to capture as much of the variance induced by decision variables upon supply chain
behaviour as possible. However, time restrictions arise in determining the variance captured for
a very large number of potential metric combinations. In this study, computational as well as
21

This equation is an the expanded form of Equation 2.5, presented in section 2.7.2
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manual effort time restrictions disallowed for a combinatorial approach to the determination of
these performance indexes. As a result, a ‘best guess’ approach will be used based on a number
of assumptions:


The greater the number of metrics included in the aggregate index, the greater
the variance explained.



In the literature, links must be present between a metric and its expected
qualitative range to a strategy.



A metric must have a linear relationship to MPPI (Equation 2.6).



The metrics included should not be strongly22, significantly correlated. This
criteria is included conducted to avoid mutlicollinearity23, a condition which
may lead to inaccurate results (Gujarati 2003). To ensure a low probability of
multi-collinearity, variance inflation factor (VIF) scores will be collected and
compared against generally accepted statistical thresholds (O'brien 2007).

Once the metrics to be aggregated are selected, the determination of weight values (

x1, x 2 ,.., x n in Equation 5.1) is necessary to finalise the objective functions. The determination
of weights for each of the metrics is discussed in the following subsection.

5.3.1

Determination of aggregate indexes weights

A purpose of an aggregate index of performance is to provide an objective function to optimise.
In this study, aggregate indexes of performance need to capture the maximum variance induced
by the decision variables. The relative weights of individual metrics within the index will
undoubtedly have an impact on the variance explained. Therefore, a method is required that will

The strength of a correlation shall be assessed by both correlation values and variance inflation
factor scores
22

Multi‐collinearity is a statistical phenomenon where two or more dependent variables in a
regression model are highly correlated. In this situation the coefficient estimates may exhibit
inaccurate responses to changes in the decision (independent) variables.
23
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seek the best set of weights based on variance explained. One such method is Structural
Equation Modelling (SEM) path modelling methodology, commonly based on Partial Least
Squares (PLS). SEM is commonly viewed as the combination of two modelling traditions: (i) an
econometric perspective focusing on prediction, and (ii) a psychometric emphasis that models
concepts as latent (or unobserved) variables that are indirectly inferred from multiple observed
measures (Chin 1998). In this case, the latent variable is the management policy effectiveness in
enabling supply chain behaviour that matches supply and demand, a construct formed by
several observed measures. SEM has allowed the execution of path analytic modelling with
latent variables, which has led to the general acceptance of the approach for academic research
purposes (Fornell 1987; Chin 1998).
As these aggregate indexes are formative constructs, they are defined (or caused)
completely by a linear combination of its indicators. As such, traditional measurements methods
of item reliability and convergent validity are inappropriate. Instead, the research will employ a
strong theory to help identify selection of appropriate metrics content validity (Cohen, Cohen et
al. 1990; Hulland 1999).
A number of software packages are available to execute these calculations. One popular
option used in this study is SmartPLS (Ringle and Sven 2005), due to its ease of use and general
acceptance in academic studies (e.g. Gudergan, Ringle et al. 2008; Leo R 2010). At the point
when MPPI values are determined for each demand pattern, the next stage in the experiment
design can be achieved. The following section describes the procedures associated with the
optimisation management policies to demand patterns.

5.4

Optimisation of management policies

The MPPI index discussed in section 2.7.2 serves as an objective function to optimse
management policies to serve each demand pattern. By design, the decision variables can then
be manipulated to vary objective function values. Due to the complexity of the system and
number of variables, traditional methods of optimisation (e.g. response surface methodology)
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may not be effective (Kleijnen 2004).
Therefore, the use of more sophisticated optimisation algorithms is considered. One
such method is the use of Floating Point Genetic Algorithms (FPGA) (Davis and Mitchell 1991;
Fogel 2002; Dang and Li 2007). In this method, an objective function is specified along with the
input variables and their potential value ranges. The optimisation algorithm then mates and
mutates potential solutions until it finds an optimal value or the optimisation converges. This
method was selected due to: (i) general acceptance as an optimisation method in academic
literature (Davis and Mitchell 1991), (ii) ability to robustly optimise complex multidimensional
solution spaces (Altiparmak, Gen et al. 2006), (iii) integration in and ease of use within the
ExtendSim software.
Once the objective function and optimisation methodology are selected, optimisation
parameters need to be determined. These parameters include: (i) number of replications (if
necessary), (ii) termination criteria, and (iii) result acceptance or optimisation convergence level
(Diamond 2007). In this study, selections made for each parameter are summarised in the
following table.
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Optimisation
Parameter
Number of
samples per case

Decision

Rationale

Reference

1

Simulation is deterministic, additional runs
will not vary if input variables are identical

Banks and
Carson
2009

Member
population size

10

Default value for deterministic simulation
optimisation, variance is captured in the
number of replications.

Diamond
2007

Termination
criteria

99%

Establishes a high degree of accuracy
among results, does not increase
computation time beyond acceptable levels,
provides basis for number of replications
calculation

Diamond
2007

Number of
replications

Varies by
demand
pattern24.

Optimisation algorithm selects initial values
based on pseudo-random number
generators, therefore a number of
replications is required to assess the
accuracy of results

Law 2007

Table 5.3: Optimisation Parameters
Optimisation parameters were selected based on the best result recommendations for
deterministic simulations, replicated a number of times as per (Law and Kelton 2000). A
screenshot of the optimisation parameters is illustrated in figure Figure 5.2.

24

Number of replication calculations are available in Appendix A.

130

Figure 5.2: Optimisation parameters
The objective function, of the form described in Equation 5.1, will use standardised data
for each of the metrics. The objective function quantifies a management policy’s performance
index (MPPI) in number of standard deviations from the mean of a normal distribution. To
facilitate ease in communication, this value will be converted to a percentage value using an
error function (ERF) equation (Abramowitz and Stegun 1964).

 x   
1 
1 erf 

2 
 2 2 

Equation 5.2

Where x is the aggregate index standardised value,  is the mean value, and  is the
variance across sample data. Since the data is standardised, the equation can be simplified by
setting =0 and  =1.The completion of the optimisation portion of the experiment design
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results in three management policies (sets of decision variables) optimised to their respective
MPPI values. A comparison of MPPI among demand patterns will be conducted and numerical
comparisons will be used to test the first hypothesis.
These policies will be subjected to increasing levels of stochastic equipment
disruptions. This portion of the experiment design will determine the level of robustness of each
management policy, details are provided in the following section.
5.5

Disruption experiments

Although supply chains are subject to a number of uncertainties, equipment disruptions are of
particular importance to process industries. The importance of maintaining capital intensive
equipment utilised is fundamental to the economic viability of process industries (Fransoo and
Rutten 1994). Therefore, this study will limit the scope of uncertainties to production equipment
disruptions to maintain tractability and avoid potential interactions among disruption types and
locations. Equipment disruptions are described by Tomlin and Snyder (2006) as situations
where member of the supply chain will alternate between up-states and down-states. In up-states
production is executed as scheduled, in down states production is unavailable. In the context of
internal supply chains, this concept can be applied to the availability of an activity delay
representing production. The model has been designed to exploit ExtendSim’s ability to
simulate this phenomenon.
Equipment disruptions, being uncertain in nature, are best represented by stochastic
variables, more specifically by the exponential distribution (O'Connor, Newton et al. 2002).
The total uptime of equipment (or availability) is commonly represented as a function of the
Mean Time Between Failures (MTBF) and Mean Time To Repair (MTTR).

Availability

MTBF
MTBF  MTTR

Equation 5.3

Since process industries typically operate 24 hours a day, 7 days a week, availability is
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then represented as a fraction of time equipment is available for use. The value ranges for
MTBF and MTTR were provided as part of the operational parameters provided by BlueScope
Steel and are presented in Table 4.1.
The disruption experiments will subject the supply chain simulation model to various
levels of equipment disruptions. During the disruption experiments, performance measures will
be collected and MPPI values calculated. The results of these experiments will be displayed as
supply chain performance against equipment availability. In order to facilitate hypothesis testing
and the answering of research questions, there is the need to quantitatively (as well as
qualitatively) evaluate the results of the disruption experiments. To achieve this, the relative
performance of each management policy will be compared in three ways.


A visual inspection of supply chain performance vs. equipment availability
graphs; to establish the presence of a monotonic relationship between supply
chain performance and production equipment availability.



A robustness metric (as applied in Eslamnour and Ali 2009); to assess the
ability of a management policy to remain feasible across a range of equipment
availability values, and



Wilcoxon-Wilcox test (Kanji 1999; Srivastava and Rego 2011); to statistically
establish the significance of the difference between management policy
performance at a given range of equipment availability.

These methods will enable quantitative comparison among management policies. The
results of these experiments will allow additional hypothesis testing to be conducted.

5.6

Conclusion

This chapter considered and justified the design of experiments to be used in this study. Given
the nature of this study, experimentation was not straightforward and required numerous steps.
The purpose of these steps was to ensure the data acquired was suitable for analysis, hypothesis
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testing, and the answering of research questions. Each step was selected from the literature and
the requirements of the study.
The first step was a full factorial design of experiments around the input variables,
where every combination of decision variables are used as inputs and every performance metric
are collected. This exercise results in a base dataset from which to analyse performance metric
suitability for aggregation onto management policy performance indexes (MPPIs). These
performance indexes require performance metrics as well as weight factors. Once the
performance metrics are selected, weight factors are determined through structural equation
modelling.
The resulting MPPIs can then serve as objective functions for optimisation. The
optimisation options were discussed and a number of replications were deemed necessary to
ensure the rugged solution landscape optimum is found. The resulting optimised management
policies will be subjected to a number of comparisons and then used in disruption experiments.
This final stage of experimentation will subject the optimised management policies to various
levels of equipment availability. The purpose of this exercise is the quantification of robustness
and comparison measures among management policies.
These steps are well grounded in the literature and will provide a means to quantify the
viability of management policies under uncertain equipment availability, a central concern of
process industry supply chains. The results will supply the dataset to facilitate the study’s
contribution to knowledge and implications for management.
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CHAPTER 6: Results and data analysis
The previous chapter detailed the various stages of experiment design and procedures conducted
to gather the results analysed in this chapter. This chapter will present the data gathered from
the experiments and implement the procedures detailed in the previous chapter to analyse the
data. The results of the data analysis will provide the necessary evidence to test hypotheses that
will defend how the research questions posed have been answered.

6.1

Results of full factorial experiment

The full factorial experiment phase of the experiment design yielded 46875 runs per customer
demand pattern (140625 in total). Out of the initial data yield, 37500 of these runs per demand
pattern were deemed as feasible and used for analysis. Feasibility of a management policy was
determined in section 2.3 as the ability to induce supply chain behaviour that allows the system
to execute the activities described by Beamon (1998) as the activities typical of a firm within a
supply chain. The inputs included were values of decision variables as per section 2.2.3, outputs
collected were the measures of performance derived from literature surveys. Once the data was
collected, a number of statistical analyses were conducted on the dataset; the following sections
will describe each in detail, starting with the results of the regression analysis.
6.2

Performance metrics regression analysis

The data collected was analysed to quantify; (i) the variance explained (R2) of each performance
metric, and (ii) the correlation values and significance among metric pairs. The purpose of this
exercise was to evaluate metrics for aggregation into management policy performance indexes.
The selection of performance metrics to be included in an aggregate index was conducted while
following the criteria set out in section 5.2. Each included performance metric; (i) maximised
the variance explained by the metric that is induced by the decision variables, and (ii) was not
be highly correlated with other metrics. Metrics that are highly and significantly correlated to
each other can potentially induce multi-collinearlity when aggregated (Gujarati 2003), leading
to inaccurate regression scores. Multi-collinearity is a data analysis phenomenon whereby
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multiple highly correlated metrics included in a single regression model can lead to inaccurate
regression scores. In each dataset a large number of performance metrics was included to
maximise the variance explained, while maintaining low probabilities of multi-collinearity. To
this end, variance explained (R2) values as the sole criteria for assessing the importance of a
metric would have been impractical. Two other criteria of selection were used: (i) correlation
with other metrics, and (ii) variance inflation factor (VIF) scores. The first criteria was used to
ensure no two or more metrics included in the aggregate index were highly, significantly
correlated as this may lead to multi-collinearity and therefore inaccurate R2 values. Given that
there are no hard and fast rules of determining multi-collinearity by correlation metrics alone,
the VIF scores were calculated. Rule-of-thumb guidance on threshold values of VIF are
provided in the literature and used to guide the selection process, any combination of metrics
that resulted in VIF scores greater than 5 were considered to have too high a risk of multicollinearity as per the rules of thumb on multic-ollinearity and threshold values reviewed in
sections 2.7.2 and 5.2. Full versions of the correlation tables are included in Appendix C.
The importance of a linear relationship between each variable and the level of
adherence to a strategy, represented as the MPPI, was also considered during the selection
process. Individual metrics represented management policy performance best when maximised
or minimised. Metrics that had non-linear relationships to the MPPI index would have violated
the basic premises of scalarisation. Although collectively the metrics included in the MPPI
assemble a nonlinear construct, it is necessary that the relationship between an individual metric
and the MPPI be linear. An alternative would have been to use nonlinear mathematical
processes for individual metrics within the MPPI. The current study justified the use of a linear
weighted sum as per optimization literature. The construction of nonlinear means of aggregating
performance metrics was therefore deemed to be out of scope. Individual metrics were
rationalised to conform to guidance from each strategy’s literature. The literature also provides
directionality for each metric within the objective function.
In this study, Structural Equation Modelling (SEM) (via Partial Least Squares
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regression) was used to determine the combined variance explained by the selected performance
indicators. Generalised Least Squares (GLS) regression was used to determine individual
metric’s R2 values induced by variations in decision variable values. Given the nature of PLS
and GLS, results were identical when individual dependent variables are regressed against the
decision variables. The full results of the regression analysis are presented in Appendix D.
These metrics conforming to the aforementioned aggregation criteria were included in
the aggregate performance indexes and tested via PLS regression SEM. Results of the SEM
portion of the experiments are presented in the following subsections along with variance
explained (R2) values, Variance Inflation Factors (VIF), correlation scores, and correlation p
values of significance. The following subsections will present the results of the performance
measures data analysis for each demand pattern.
6.2.1

Performance metrics analysis for Demand Pattern 1

The results of the performance metrics analysis for DP1 are presented in Table 6.1. These
metrics capture a policy’s ability to ramp up production quickly, exploit economies of scale
through equipment utilisation, and serve demands that are equal to or higher than the maximum
production rate and exhibit little volatility.
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Correlation Matrix

R2

Metric

VIF

MAP
E
(Cust)

Avg
(RM)

Surplus
(RM)

Surplus
(FG)

MAPE(Cust)

52%

1.52

Avg(RM)

70%

1.97

-0.03*

Surplus(RM)

87%

1.58

-0.01*** 0.47*

Surplus(FG)

44%

1.37

0.09*

-0.07*

0.27*

EquipUtil

40%

1.92

-0.50*

0.40*

0.04*

0.09*

TotalProfit

40%

1.31

-0.22*

0.34*

0.05*

-0.31*

Equip
Util

0.27*

Note:  = p < 0.01 ,  = 0.01 ≤ p < 0.05,  = 0.05 ≤ p ≤ 0.1, and  = p > 0.1
Table 6.1: Performance metrics selected for aggregation based on Demand Pattern 1
The table above illustrates that the individual performance metrics all explain at least
40% of the variance, are not highly and/or significantly correlated, and when aggregated do not
result in high VIF values. Each metric selected conformed to the criteria described in section 6.2
and is rationalised as follows. The following metrics’ directionality is rationalised to conform to
the basic principles of mass production and the satisfaction of DP1.


MAPE(Cust); A measurement of forecast accuracy is required to ensure
production levels are ramped up quickly. The lower the level of forecast error
the faster production levels will be maximised.



Avg(RM); firms strategically oriented towards mass production require high
levels of raw materials inventories to prevent stockouts and ensure high levels
of equipment utilisation. Therefore this metric will need to be maximised.



Surplus(RM); this metric is minimised to ensure that the raw materials ordered
do not become surplus inventories. This metric balances against Avg(RM) and
prevents the over-ordering of raw materials from the supplier.
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Surplus(FG); this metric is also minimised to ensure finished goods floor space
is not exceeded.



EquipUtil; this metric when maximised will exploit economes of scale and
maximise production rates. High utilisation of production equipment adheres
strongly to mass production principles.



TotalProfit; the inclusion of a financial metric to maximise ensures high levels
of order fulfilment as well as low economies of scale.

Based on the results in Table 6.1, a preliminary equation is developed that will enable
the quantification of MPPI to DP1. Given these metrics, the aggregate index of mass production
strategic adherence for a process industry supply chain takes a preliminary form in the
following equation.

MPPI(DP1)  x1 *[MAPE(Cust)]  x 2 *[Avg(RM)]  x 3 *[Surplus(RM)]
x 4 *[Surplus(FG)]  x 5 * (EquipUtil)  x 6 * (TotalProfit)
Equation 6.1
The weighting values [x1, x 2 ,.., x 6 ] will be determined via SEM.
6.2.2

Performance metrics analysis for Demand Pattern 2

The results of the performance metric analysis for DP2 are presented in Table 6.2. The metrics
selected to serve DP2 capture inventory level adherence to customer demand minimising surplus
inventories both in terms of surplus inventories and inventory remaining after demand is
satisfied. Simultaneously, the metrics capture the policy’s ability to provide a high level of order
fill rates and maintaining low unit costs (in terms of inventory holding costs).
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Correlation Matrix
Mean

R2

Metric

MAP
E
(Cust)

VIF

Surplus

InvAd

InvAd

Unit

(RM)

(Cust)

(PR)

Cost

MAPE(Cust)

52%

1.03

Surplus(RM)

67%

1.04

-0.01****

InvAd(Cust)

67%

1.27

-0.06*

0.12*

InvAd(PR)

21%

1.74

-0.08*

0.19*

0.44*

MeanUnitCost

9%

1.39

0.09*

-0.05*

-0.13*

-0.21*

OrderFillRate

45%

1.14

-0.08*

-0.10*

-0.07*

-0.44*

-0.15*

Note:  = p < 0.01 ,  = 0.01 ≤ p < 0.05,  = 0.05 ≤ p ≤ 0.1, and  = p > 0.1
Table 6.2: Performance Metrics Selected for aggregation based on demand pattern 2
experimental results
The table above illustrates that the individual performance metrics all explain at least
some variance, are not highly and/or significantly correlated, and when aggregated do not result
in high VIF values. Although MeanUnitCost only explains 9% variance, the inclusion of this
metric did not result in high VIF values and are linked to lean manufacturing strategy. Each
metric selected conformed to the criteria described in section 6.2 and is rationalised as follows.
The following metrics’ directionality is rationalised to conform to the basic principles of mass
production and the satisfaction of DP1.
Each metric is presented and rationalised as follows.


MAPE(Cust); A measurement of forecast accuracy is required to ensure
production levels are quickly matched to demand levels. The lower the level of
forecast error the faster production levels will equal demand rates while
minimising surplus inventories.
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Surplus(RM); this metric is minimised to ensure that the raw materials ordered
are not sold on the spot market. This metric also prevents the over-ordering of
raw materials from the supplier.



InvAd(Cust); presents a inventory target, whereby raw materials inventories
must be maintained at or above maximum customer actual demand levels. This
metric is maximised and countered by InvAd(PR).



InvAd(PR); minimising this metric presents an upper bound target for raw
materials inventory. Minimising this metric, raw materials inventories are kept
below maximum production rates.



MeanUnitCost; this metric is also minimised to lower costs of holding
inventory. Even though production costs are a contributor to MeanUnitCost, the
minimisation of this metric will ensure lower inventory holding cost rates. The
metric of MeanUnitCost is contrasted by OrderFillRate, in which case unit
costs are held low, but not too low as to affect order fill rates.



OrderFillRates; this metric is included to ensure finished goods inventory
levels are high enough to satisfy incoming demand.

Based on these results, a preliminary equation is developed that will enable the
quantification of MPPI to DP2. Given these metrics, the aggregate index of lean strategic
adherence for a process industry supply chain takes a preliminary form in the following
equation.

MPPI(DP2 )  x1 *[MAPE(Cust)]  x 2 *[Surplus(RM)]  x 3 *[InvAd(Cust)]
x 4 *[InvAd(PR)]  x 5 * (MeanUnitCost)  x 6 * (OrderFillRate)
Equation 6.2
With the equation presented above, a management policy’s ability to service demand
patter DP2 are captured. These metrics are not highly correlated and capture a large amount of
the variance induced by changes to management policies. The relative weights of each metric
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were estimated via structural equation modelling. Before these results are presented, the
performance metric analysis for DP3 is presented.
6.2.3

Performance metrics analysis for Demand Pattern 3

The results of the performance metrics analysis for DP3 are presented in Table 6.3. The metrics
below capture a policy’s ability to hold enough inventory to buffer against demand changes
while reducing inventory residence time, and providing high levels of order fill rates.

Correlation Matrix

R2

Metric

VIF

MAPE
(Cust)

Surplus

InvAd

Cycle

(RM)

(Cust)

Time

MAPE(Cust)

54%

1.03

Surplus(RM)

80%

1.78

-0.01****

InvAd(Cust)

72%

2.37

-0.02*

0.58*

CycleTime

36%

2.00

-0.01**

0.36*

0.16*

OrderFillRate

51%

2.58

-0.11*

0.35*

0.56*

0.60*

Note:  = p < 0.01 ,  = 0.01 ≤ p < 0.05,  = 0.05 ≤ p ≤ 0.1, and  = p > 0.1
Table 6.3: Performance Metrics Selected for aggregation based on demand pattern 3
DP3 metrics capture variance of at least 50% while not being strongly and/or
significantly correlated to the point of resulting in high VIF values when aggregated. These
metrics ensure inventory levels are manipulated to reduce order cycle times, while avoiding
surplus inventories, and maintaining high order fill rates. Each metric is presented and
rationalised as follows.


MAPE(Cust); A metric of forecast accuracy is important to ensure production
levels are linked to demand volumes. The importance of forecast accuracy is
increased in volatile demand environments.
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Surplus(RM); this metric is minimised to ensure that the raw materials ordered
are not sold on the spot market. This metric also prevents the over-ordering of
raw materials from the supplier.



InvAd(Cust); presents a inventory target, whereby raw materials inventories
must be maintained at or above maximum customer actual demand levels. This
metric is maximised and countered by the minimisation of Surplus(RM).



CycleTime; the central premise of agile strategy is the minimisation of cycle
times. This metric is included to ensure finished goods spend minimal time in
inventory and are sent to customers as quickly as possible.



OrderFillRates; this metric is included to ensure finished goods inventory
levels are high enough to satisfy incoming demand.

There is potential for conflicting goals between OrderFillRates and CycleTime. As a
result, the signs of each variable are opposite. The weightings, calculated via SEM methods,
will determine the relative importance of each goal given the ability of decision variables to
induce the supply chain operational behaviour that will best serve DP3. Given these metrics, the
MPPI for DP3 takes preliminary form of the following equation. The index weights are
determined via SEM, results are presented in the following section.

MPPI(DP3 )  x1 *[MAPE(Cust)]  x 2 *[Surplus(RM)]  x 3 *[InvAd(Cust)]
x 4 * (CycleTime)  x 5 * (OrderFillRate)
Equation 6.3
This section has determined the individual metrics that are expected to capture a large
amount of the variance induced by changes to input variables for a particular demand pattern.
These indexes represent a means by which the study can quantify a management policy’s ability
to serve the demand pattern. One aspect that is missing at this point is the relative weights of
each metric within the aggregate index. These weights were calculated using structural equation
modelling. The following section will present the results of the SEM portion of the study.
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6.3

Results of Structural Equation Modelling

The purpose of the SEM model was to capture the relative weights of each metric’s within the
aggregate index. The management policy variables were directed at a formative latent variable,
reflected upon a latent variable that captured the variance induced by the input variables. The
reflective latent variable was composed of the individual metrics to be aggregated. At the end of
the SEM model run, variance explained values (R2) and path weightings (xi) for performance
metrics were provided.
To ensure uniformity among metrics, raw data was standardised. The SEM results will
provide the combination of results that ensure maximum values of variance explained by the
aggregate index and not a means for strategic argument. The factor weights are the result of a
mathematical procedure whose purpose is to maximise the variance explained via the
manipulation of individual metric’s weight factors. A sample figure of the SEM model as run
for DP1 is shown in Figure 6.1.
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Figure 6.1: SEM Model25

25

The PSobj and Qd are categorical variables and as such need to be represented as dummy variables in the SEM model
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The results of the SEM iterations for each demand pattern are summarised in Table 6.4,
Table 6.5, and Table 6.6. The directionality of each factor does not affect the variance
explained. The directionality of each factor was determined based on the rationalisations
presented in section 6.2 (Ringle and Sven 2005)26, which stated that although weight factor
values are reliable, the directionality of weight factors determined by PLS are often misleading
and should be informed by strong.

Variable
MAPE(Cust)
Avg(RM)

Weight
Factor
-0.195
0.848

Surplus(RM)

-0.801

Surplus(FG)

-0.167

EquipUtil

0.467

TotalProfit

0.362

Table 6.4: SEM Results for Customer Demand Pattern 1

Variable

Weight
Factor

MAPE(Cust)

-0.084

Surplus(RM)

-0.63

InvAd(Cust)

0.674

InvAd(PR)

-0.786

MeanUnitCost

-0.262

OrderFillRate

0.385

Table 6.5: SEM Results for Customer Demand Pattern 2

The weight factor directionalities presented in the SEM results were not considered as per Ringle
and Sven (2007), and were rationalised based on the literature review (see section 2.7 and 6.2 for
further details).

26
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Variable

Weight
Factor

MAPE(Cust)

-0.064

Surplus(RM)

-0.813

InvAd(Cust)

0.864

CycleTime
OrderFillRate

-0.297
0.143

Table 6.6: SEM Results for Customer Demand Pattern 3
The results of these SEM regressions result in three aggregate indexes of performance
in the following forms.

MPPI(DP1 )  0.196 *[MAPE (Cust)]  0.848 *[Avg(RM )]
0.801*[Surplus(RM )]  0.167 *[Surplus(FG)]
0.467 * (EquipUtil)  0.362 * (Total Pr ofit)

Equation 6.4

MPPI(DP2 )  0.084 *[MAPE(Cust)]  0.063*[Surplus(RM)]
0.674 *[InvAd(Cust)]  0.768 *[InvAd(PR)]
0.262 * (MeanUnitCost)  0.385 * (OrderFillRate)

MPPI(DP3 )  0.064 *[MAPE(Cust)]  0.813*[Surplus(RM)]
0.864 *[InvAd(Cust)]  0.297* (CycleTime)  0.143* (OrderFillRate)

Equation 6.5

Equation 6.6

The purpose of these indexes is to quantify the ability of a management policy to match
supply and demand. The MPPI entails the level at which the management policy best served the
demand pattern, the right side of each equation being simulation model outputs collected at the
end of each simulation run. The data was standardised, therefore the index units will be in
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number of standard deviations from a mean of zero in a normal distribution. As such, an error
function can be applied and the value converted to a percent metric (for more information see
section 5.3). These indexes will provide an objective function for optimisation.
Prior to running the optimisations, statistical analysis was conducted to confirm the
presence of multiple interactions among decision variables in the aggregate indexes identified in
the previous sections. The analysis consisted in the generation of main effects and interaction
plots from the analysis of the full factorial data. The aggregate index of performance for
demand pattern 1 was used as the response variable to the changes in decision variable values.
The results indicate that a number two-way interactions exist in the data. The interaction and
main effect plots are presented in Appendix E. The result of this inspection support the use of
more sophisticated methods of optimisation than RSM. The optimisation results are presented in
the following section.

6.4

Optimisation results

Optimisations were undertaken to maximise the MPPI by varying decision variable values. The
FPGA algorithm used Equation 6.4 as the objective function to DP1, Equation 6.5 for DP2, and
Equation 6.6 for DP3. The decision variables parameter values were changed within the bounds
presented in Table 5.1 in order to maximise the MMPI.
The optimisation algorithm successfully converged on all replications. Due to the nature
of these optimisation algorithms, a number of replications were needed in to ensure the results
were within acceptable confidence intervals. Although the simulation is deterministic, the
starting point for the optimisation algorithm is stochastic. A sufficient number of replications
were executed; the number of replications was determined using the procedure described by
Law (2007) based on a 95% confidence interval around the MPPI values estimated. Spreadsheet
calculations of these calculations are included in Appendix B.
Results yielded three management policies that best fitted their respective demand
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patterns, termed Policy(DP1), Policy(DP2), and Policy(DP3). The optimisation results are
summarised in Table 6.7.

Policy

Policy(DP1) Policy(DP2) Policy(DP3)

αFG

1

0.67

0.45

αRM

0.18

0.75

1

SS(RM)

0.59

0.52

0.52

MBS

48

12

11

PSobj

3

1

2

0.68

0.11

0.28

2

5

3

-2.58

-2.63

-2.28

99.5%

99.5%

98.8%

SS(FG)
QD
Raw Score
% MPPI

Table 6.7: Results of Management Policy Optimisations27
Given that a number of optimisation replications were conducted, a number of policies
were available that resulted in high MPPI values. Among the number of optimal policies, those
closest to the strategic philosophy described in the literature review (section 2.3) were selected.
The resulting policies did not strictly reflect the qualitative guidance provided in the literature
review. Given the number of interactions among input variables, some deviations from the
qualitative guidance should be expected. The selected policies were no more than 1% difference
from the absolute maximum MPPI value out of the replications.
The three management policies were determined on the basis of the policy’s ability to
serve a specific demand pattern. Given the strong links in the literature between the demand

It should be noted that these management strategies were specifically defined for the simulated
system and are effective conditional to all the assumptions and simplifications of the simulation
model.

27
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patterns and prescribed strategies, this study will adopt the view that these management policies
align closely with the strategies. Therefore,


Policy(DP1) is linked with a mass production strategy,



Policy(DP2) is linked with a lean strategy, and



Policy(DP3) is linked with a agile strategy.

As a result, the study will refer to Policy(DP1) as the mass production policy,
Policy(DP2) as the lean policy, and Policy(DP3) as the agile policy.
Once the three optimised management policies were determined, comparisons among
policy performance could be conducted. To this end, a small number of additional simulation
runs were conducted in order to obtain the MPPI values of mass production, lean, and agile
policies to strategic adherence metrics outside of their optimisation demand patterns. The results
of the additional runs are presented in the table below.

Policy

Demand Pattern
DP1

DP2

DP3

Mass Production

99.5%

64.6%

55.9%

Lean

75.3%

99.5%

58.2%

Agile

97.7%

94.9%

98.8%

Table 6.8: Inter-demand pattern management policy performance indexes
As illustrated in the above table, the performance of policies designed to meet specific
demand patterns achieve better MPPI than those policies designed to meet other demand
patterns. Of note is the relatively high performance of the agile management policy across the
three demand patterns. The rationale for this lies in the decision variable levels of the agile
policy, in particular the value of SS(FG) being higher than the lean policy (and able to sustain
higher levels of production and finished goods inventories), yet lower than the mass production
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policy (and therefore able to serve low demand levels with little waste). The result is a
management policy that is able to cope with multiple demand levels, explaining the relative
high performance of the agile policy across the three demand patterns. Another rationalization
of this phenomenon is the fact that this policy is designed to cater for multiple levels of demand.
In demand pattern 3, demand begins at the same level as demand pattern 2 and rises to that of
demand pattern 1. An agile optimized policy, by default, would have been required to cope with
both demand levels. Therefore, when applied to static demand scenarios, this policy performs at
high levels. At this point, Hypothesis testing can take place for H1 and corresponding subhypotheses.

Hypotheses

Accept/Reject

H1a

In a market with high, steady demand in excess of
production capacity; a mass production policy will
outperform lean and/or agile policies applied to a system
with 100% equipment availability.

Accept

H1b

In a market with low, stable demand; a lean policy will
outperform lean and/or agile policies applied to a system
with 100% equipment availability.

Accept

H1c

In a market with variable demand; an agile policy will
outperform mass production and/or lean policies applied
to a system with 100% equipment availability.

Accept

Table 6.9: Results of Hypothesis testing for H1 and corresponding sub-hypotheses
The optimised management policies were subjected to increasing levels of stochastic
equipment disruptions. In the following section, the results of the disruption experiments are
presented.

6.5

Disruption experiments

Experiments were conducted where optimised management policies were subjected to
increasing equipment disruptions and MPPI. Further analysis on these experiments (one per
demand pattern) is included in the following subsections. The results of these experiments were
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analysed, as well as quantified using the following methods.


A visual inspection of supply chain performance vs equipment availability
graphs; to establish the presence of a monotonic relationship between the two
variables.



A robustness metric; to assess the robustness of individual policies in a given
demand pattern28, and



Wilcoxon-Wilcox test; to statistically establish the significance of the
difference between management policy performances at a given range of
equipment availability.

The experiments confirmed the decreasing trend mentioned above, therefore required
assumption of monotonic relationship (i.e. a steadily decreasing trend of policy performance
against decreasing equipment availability) among variables was satisfied and robustness metrics
could be collected as per section 5.4. Robustness represents a management policy’s ability to
remain feasible given a range of equipment availability. The range of values used to calculate
the robustness were; (i) max was taken as the maximum value of supply chain performance at
100% equipment availability (see Table 6.8) and min was taken at the 0% performance level,
aligning with the feasibility condition.
The results of the Wilcoxon-Wilcox test are presented in 10% equipment availability
intervals. This test provided a second quantitative basis for comparison among management
policies. The results provide a basis for hypothesis testing29. The experiments were conducted

The actual robustness value, as provided by the Euclidian distance between max and min is
provided as a means of quantitative comparison among management policies only. Therefore, the
reader should maintain that the value of robustness is only to be interpreted as a relative unitless
value within a demand pattern.
28

It should be noted that these quantitative measures cannot be compared across demand patterns
and serve only as a means of comparison for a management policy relative to other management
policies under those specific demand conditions.
29
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for each of the three demand patterns, and detailed results analysis are presented in the
following subsections.

6.5.1

Demand Pattern 1 results of disruption experiments

This experiment subjected all three management policies to increasing equipment disruptions
under high, steady demand where demand rate was greater than maximum production rate. The
resulting plot of supply chain performance vs equipment availability is presented in the
following figure.

100%

Supply Chain Performance

90%
80%
70%
60%
Mass Production

50%

Lean

40%

Agile

30%
20%
10%
0%
100% 90% 80% 70% 60% 50% 40% 30% 20% 10%
Equipment Availability

Figure 6.2: Disruption Experiment Results for Demand Pattern 1
The response of the agile policy is noteworthy in that there is a noticeable blip around
90% availability. This phenomenon is explained by the ability of the agile MPPI to retain a
performance level of around 60% during a period of equipment availability around 90%. Given
that the agile MPPI is a weighted sum of a number of performance metrics, the results indicate
that one performance metric may have decreased while another would have increased. The
relative weights of each metric would then influence the frequency and amplitude of the blip.
The steepness in the drop of the agile policy as equipment availability approaches 80% is
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explained by the inability of the policy to serve high demand levels with low buffer inventories
and equipment availability lower than 100%. The results of the disruption experiments for DP1
indicate that all three policies have a decreasing relationship to equipment availability
throughout the feasibility range and are thus monotonic. At this point, hypothesis 2a can be
tested and accepted.

Hypothesis
H2a

Accept/Reject

In a market with high, steady demand in excess of production
capacity; there is a monotonic relationship between production
equipment availability and supply chain performance.

Accept

Table 6.10: Hypothesis testing of H2a
As a result, the robustness metric can be calculated as per section 5.5 and 2.10. In table
form, the robustness of each policy is quantified as follows

Policy

Robustness

Mass Production

1.26

Lean

0.92

Agile

1.01

Table 6.11: Disruption Experiments Results Analysis for Demand Pattern 1
The results indicate that the mass production policy has a higher robustness value than
the other policies. This indicates that a policy designed to serve DP1, linked to mass production
principles, will remain feasible against greater magnitude disruptions than policies designed to
serve DP2 and DP3, linked to lean and agile principles respectively. These values provide strong
indication that mass production policy outperforms lean and agile against demand pattern DP1.
These results align well with the results of the Wilcoxon-Wilcox test. The table below
summarises the results of the test.
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Equipment
availability

Mass Production and
Lean

Mass Production and
Agile

Lean and Agile

99-90%

Mass Production >
Lean****

Mass Production > Agile****

Lean < Agile*

89-80%

Mass Production >
Lean***

Mass Production > Agile****

Lean > Agile*

79-70%

Mass Production > Lean**

Mass Production > Agile****

Lean > Agile**

69-60%

Mass Production > Lean**

Mass Production > Agile****

Lean > Agile**

59-50%

Mass Production > Lean**

Mass Production > Agile****

Lean > Agile**

49-40%

Mass Production > Lean**

Mass Production > Agile****

Lean > Agile**

39-30%

Mass Production > Lean**

Mass Production > Agile****

Lean > Agile**

29-20%

Mass Production >
Lean***

Mass Production > Agile*

Lean < Agile*

19-10%

Mass Production < Lean*

Mass Production < Agile*

Lean > Agile*

range

Note:  = p < 0.01 ,  = 0.01 ≤ p < 0.05,  = 0.05 ≤ p ≤ 0.1, and  = p > 0.1

Table 6.12: Results of Wilcoxon-Wilcox Test for Demand Pattern 1

Figure 6.3: Results of Wilcoxon-Wilcox test for Demand Pattern 1
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The results of this test indicate that a mass production policy achieves a significantly
higher level of supply chain performance than the lean and agile policies in high (100% to 80%)
equipment availability ranges. With these results, hypothesis H3a can be tested at 95%
significance levels and presented in Table 6.12.

H3a

A mass production management policy will outperform lean
and/or agile policies in a market with high, stable demand and
uncertain equipment availability.

Equipment
availability
range

Accept/Reject (vs. Lean)

Accept/Reject (vs. Agile)

99-90%

Accept

Accept

89-80%

Accept

Accept

79-70%

Reject

Accept

69-60%

Reject

Accept

59-50%

Reject

Accept

49-40%

Reject

Accept

39-30%

Reject

Accept

29-20%

Accept

Reject

19-10%

Reject

Reject

Table 6.13: Hypothesis testing of H3a
It was noted in section 6.4 that an agile policy exhibits a high level of performance in
DP1. The agile policy, although high performing (97.7%) in situations where no disruptions
occur, exhibits higher vulnerability than even the lean policy under even high levels of
equipment availability (80% to 99%). The following subsection will present the disruption
experiment results for DP2.
6.5.2

Demand Pattern 2 results of disruption experiments

This experiment subjected all three management policies to various levels of equipment
availability under low, steady demand where demand rate was half that of DP1. The resulting
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plot of supply chain performance vs. equipment availability is presented in the following figure.
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Figure 6.4: Disruption Experiments for Demand Pattern 2
The response observed in Figure 6.4 highlights two interesting features, the first being
the values of equipment availability at which all three management policies become infeasible.
The rationale for this phenomenon is explained in the low demand values of demand pattern 2
and how little scope there exists for a management policy to perform feasibly. Another
interesting feature of the above figure is the tendency for mass production and agile policies to
begin to perform better when equipment availability is high (99% to 90%). One possible
explanation is the tendency for mass production and agile policies to buffer inventories against
uncertainties. Therefore, when small disruptions are introduced, the buffers allow for the
servicing of customer demand and thus increasing the level of performance. The lean policy
does not hold significant buffer inventories and therefore does not exhibit this behaviour.
Despite this phenomenon, the results of the disruption experiments for DP2 indicate that all
three policies have a decreasing relationship to equipment availability through the feasibility
range and are thus monotonic. At this point hypothesis 2b can be tested and accepted.
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Hypothesis

Accept/Reject

H2b

Accept

In a market with low, steady demand; there is a monotonic
relationship between production equipment availability and
supply chain performance.
Table 6.14: Hypothesis testing of H2b

As a result, the robustness metric can be calculated as per section 5.4. In table form, the
robustness of each policy is quantified as follows.

Policy

Robustness

Mass Production

0.68

Lean

1.04

Agile

0.99

Table 6.15: Disruption Experiments Results Analysis for Demand Pattern 2
As expected, the lean policy yields a higher level of robustness than both the mass
production and agile policies. These results align well with the results of the Wilcoxon-Wilcox
test. The table below summarises the results of this test.
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Equipment
availability Mass Production and
Lean
range

Mass Production and
Agile

Lean and Agile

99-90%

Mass Production <
Lean****

Mass Production < Agile***

Lean > Agile*

89-80%

Mass Production <
Lean****

Mass Production < Agile*

Lean > Agile***

79-70%

Mass Production <
Lean****

Mass Production < Agile***

Lean > Agile*

69-60%

Mass Production <
Lean***

Mass Production < Agile*

Lean > Agile*

59-50%

Mass Production < Lean*

Mass Production = Agile

Lean > Agile*

49-40%

Mass Production = Lean

Mass Production = Agile

Lean = Agile

39-30%

Mass Production = Lean

Mass Production = Agile

Lean = Agile

29-20%

Mass Production = Lean

Mass Production = Agile

Lean = Agile

19-10%

Mass Production = Lean

Mass Production = Agile

Lean = Agile

Note:  = p < 0.01 ,  = 0.01 ≤ p < 0.05,  = 0.05 ≤ p ≤ 0.1, and  = p > 0.1
Table 6.16: Results of Wilcoxon-Wilcox Test for Demand Pattern 2
These results present a special case in equipment availability ranges under 70% (and
under 60% for the comparison between Mass Production and Lean). In these ranges, the
quantitative comparison between policies cannot be established. At this range, all policies
become infeasible and therefore cannot be compared (illustrated in Figure 6.4). As a result, the
equality result is qualified by the infeasibility state of the policies.
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Figure 6.5: Results of Wilcoxon-Wilcox tests for Demand Pattern 2
The results indicate that a lean policy outperforms a mass production policy in
equipment availability ranges greater than 60%. On the other hand, lean and agile comparisons
do not provide sufficient significance for acceptance, and therefore must be rejected. Although
visual inspection of Figure 6.5 illudes that the lean policy outperforms the agile policy, tests of
statistical significance indicate the performance differential is not sufficiently significant at the
95% confidence level. Aside from these occurrences, the tests are inconclusive (see Figure 6.5).
When using rank sums, equipment availability ranges under 70% for all except Mass Production
compared to Lean (which is under 60%) policies are all infeasible and not suitable for
comparison. Since there cannot be any significant basis for comparison, these policies are
considered equal in terms of relative performance. Given the hypothesis centres on the premise
that one policy must outperform another, hypothesis H3b is rejected at these levels of
equipment availability. The results of hypothesis testing are presented in Table 6.17.
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H3b

A lean management policy will outperform mass production and/or
agile policies in a market with low, stable demand and uncertain
equipment availability.

Equipment Accept/Reject (vs. Mass
availability production)
range

Accept/Reject (vs. Agile)

99-90%

Accept

Reject

89-80%

Accept

Reject

79-70%

Accept

Reject

69-60%

Accept

Accept

59-50%

Reject

Reject

49-40%

Reject

Reject

39-30%

Reject

Reject

29-20%

Reject

Reject

19-10%

Reject

Reject

Table 6.17: Hypothesis testing of H3b
The following subsection will present the results of demand pattern 3.

6.5.3

Demand Pattern 3 results of disruption experiment

This experiment subjected all three management policies to increasing equipment disruptions
under varying demand, represented as an increasing step function. The resulting plot of supply
chain performance vs. equipment availability is presented in the following figure.
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Figure 6.6: Disruption Experiments for Demand Pattern 3
Of note in the above figure is the presence of points in equipment availability where
policies induce the same level of performance, and cross over. This phenomenon is an
indication that there are regions of equipment availability better suited to one management
policy over another. Also, the mass production policy exhibits a consistency in induced supply
chain performance at high levels of equipment availability, as opposed to the sensitivity
displayed by lean and agile policies. This phenomenon is also an indication that the level
sensitivity of a management policy to equipment disruptions is not homogenous. In other words,
different management policies will exhibit different (albeit decreasing) trends to equipment
disruption magnitudes.
The results of the disruption experiment for DP3 indicate that all three policies again
have a decreasing relationship to equipment availability throughout the feasibility range and are
thus monotonic. At this point, hypothesis 2c can be tested and accepted.
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Hypothesis

Accept/Reject

H2c

Accept

In a market with varying demand; there is a monotonic
relationship between production equipment availability and
supply chain performance.
Table 6.18: Hypothesis testing of H2c

As a result, the robustness metric can be calculated as per section 5.4. In table form, the
robustness of each policy is quantified as follows.

Policy

Robustness

Mass Production

1.08

Lean

0.69

Agile

1.22

Table 6.19: Disruption Experiments Results Analysis for Demand Pattern 3
The agile policy yields a higher robustness value than the mass production and lean
policies. These results align well with the results of the Wilcoxon-Wilcox test. The table below
summarises the results of this test.
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Equipment
availability Mass Production and
Lean
range

Mass Production and
Agile

Lean and
Agile

99-90%

Mass Production >
Lean***

Mass Production < Agile*

Lean <
Agile****

89-80%

Mass Production >
Lean****

Mass Production > Agile**

Lean < Agile**

79-70%

Mass Production >
Lean***

69-60%

Mass Production >
Lean****

Mass Production > Agile

Lean <
Agile***

59-50%

Mass Production >
Lean****

Mass Production > Agile**

Lean < Agile**

49-40%

Mass Production >
Lean****

Mass Production > Agile*

Lean <
Agile***

39-30%

Mass Production >
Lean****

Mass Production > Agile**

Lean < Agile**

29-20%

Mass Production >
Lean****

Mass Production > Agile**

Lean < Agile**

19-10%

Mass Production >
Lean****

Mass Production > Agile***

Lean < Agile*

*

Mass Production < Agile

*

Lean <
Agile****

Note:  = p < 0.01 ,  = 0.01 ≤ p < 0.05,  = 0.05 ≤ p ≤ 0.1, and  = p > 0.1
Table 6.20: Results of Wilcoxon-Wilcox Test for Demand Pattern 3
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Figure 6.7: Results of Wilcoxon-Wilcox test for Demand Pattern 3
The results of this test indicate that an agile policy does not significantly outperform a
mass production policy. Compared to the lean policy, the agile policy performs significantly
better in some equipment availability ranges (99-90%, 79-60%, 49-40%). With these results,
hypothesis H3c can be tested, results are presented in Table 6.21.
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H3c

An agile management policy will outperform mass production
and/or lean policies in a market with variable demand and
uncertain equipment availability.

Equipment
availability
range

Accept/Reject (vs. Mass
production)

Accept/Reject (vs. Lean)

99-90%

Reject

Accept

89-80%

Reject

Reject

79-70%

Reject

Accept

69-60%

Reject

Accept

59-50%

Reject

Reject

49-40%

Reject

Accept

39-30%

Reject

Reject

29-20%

Reject

Reject

19-10%

Accept

Reject

Table 6.21: Hypothesis testing of H3b
Also noteworthy is the significantly superior performance of a mass production policy
compared to a lean policy under DP3 for all equipment availability ranges. The following
section summarises the results of the hypothesis testing portion of this chapter.

6.6

Summary of hypothesis testing results and findings

This study presented three broad hypotheses that were broken down into sub-hypotheses in
Chapter 2. The results analysed in the previous section tested the sub-hypothesis only. This
section serves to summarise these results in the table below to gain acceptance or rejection of
the broader hypotheses presented in section 3.4.
Section 6.4 presented the results of the management policy optimisations for the three
demand patterns. Each sub-hypothesis (H1a, H1b, and H1c) were accepted. Therefore,
hypothesis H1 can be accepted.
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Hypothesis

Accept/Reject

H1

Accept

Under 100% equipment availability conditions, supply
chain performance will be improved when management
policies are optimally adhered to customer demand
patterns.
Table 6.22: Hypothesis testing of H1

Section 6.5 presented the results of the disruption experiments for the three demand
patterns. Part of the disruption experiment analysis included the visual inspection of graphs and
a determination of whether there was a monotonic relationship between supply chain
performance and equipment availability. Each sub-hypothesis (H2a, H2b, and H2c) were tested
and accepted. Therefore, hypothesis H2 can be accepted.

Hypothesis

Accept/Reject

H2

Accept

Production equipment disruptions will adversely affect
management policies’ performance.
Table 6.23: Hypothesis testing of H2

With the acceptance of H2, the study can provide a clear answer to research question
(RQ1): How is supply chain performance affected by equipment disruptions? The results of
experimentation and the inspection of supply chain performance vs. equipment availability plots
provide empirical evidence that there is a monotonic relationship between equipment
availability and supply chain performance.
Section 6.5 also presented the results of disruption experiments where individual
policies were compared in terms of their level of MPPI in 10% interval equipment availability
ranges. Each sub-hypothesis (H2a, H2b, and H2c) were tested and accepted for some equipment
availability ranges presented in Table 6.12, Table 6.16, and Table 6.20 respectively. The
remaining equipment availability ranges did not provide sufficient evidence and were rejected.
Therefore, hypothesis H3 must be rejected.
167

Hypothesis

Accept/Reject

H3

Reject

A management policy aligned with demand will
outperform policies aligned with other demands in
systems subject to uncertain equipment availability.
Table 6.24: Hypothesis testing of H3

The rejection of H3 confirms the argument that there is no ‘silver bullet’ among the
strategies espoused in the supply chain management literature. Each of the management policies
was specifically designed to induce specific supply chain behaviours linked with the strategies
included in this study. Yet, these policies could not induce efficient supply chain behaviour
against multiple demand patterns and production equipment uncertainties. Moreover, the
comparison among these strategies revealed that no single policy is ‘better’ than another in
remaining viable against equipment disruptions. However, in responding to research question 2;
“Given a range of equipment availability, which management policy achieves higher
performance in a particular demand situation?” the study can conclude that only in very narrow
ranges of equipment availability can this question be answered. Therefore, as practitioners
consider a choice in strategy, the breadth of equipment availability range should play an
important role.
6.7

Conclusion

This chapter presented the results and data analysis of the research activities conducted during
this study. The chapter discussed the results of the full factorial experiment, performance metric
aggregation procedures, structural equation modelling, optimisation, and disruption
experiments.
The results indicated that a number of simulation runs yielded infeasible results and
were removed from the dataset. The remaining dataset was sufficient to continue with the rest of
the experiments. Next, the selection of performance metrics for aggregation was conducted
using a combination of expert rationalisation, correlation table inspection, and variance inflation
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factor testing. This provided sets of performance metrics to be aggregated, one per demand
pattern. The structural equation modelling provided the weight factors that finalised the
aggregation of performance metrics into management policy performance indexes. These
indexes provided adequate objective functions for optimisation.
The optimisation of decision variable parameters to maximise the management policy
performance indexes provided the management policies suitable for the hypothesis testing of
H1. The acceptance of H1 indicates that a management policy that is optimised towards a
particular demand pattern will outperform policies optimised for alternative demands. A
comparison of MPPIs allowed the comparison among all three policies and demand patterns.
Aside from the hypothesis testing result, it was noted that the agile policy performed well
against the three demand patterns.
The optimised management policies were then used in disruption experiments, whereby
supply chain performance was measured against equipment availability. The experiments were
conducted successfully. Visual inspection of supply chain performance vs. equipment
availability graphs confirmed the presence of a monotonic relationship between the two
variables. Therefore, H2 could be tested and accepted along with a response formulated to
research question 1.
The results of H2 facilitated the use of robustness metrics as a means of policy
comparison. Robustness quantification provided a means for comparison among policies; the
results echoed those of H1. However, using the Wilcoxon-Wilcox test yielded slightly different
results. The tests of significance among rank sums provide a means to statistically validate the
results of H1 and robustness measures. Instead, only some ranges of equipment availability fell
in the range of acceptance. These results lead to the rejection of H3 and the formulation of a
response the study’s second research question.
The data analysis concluded that there is no ‘silver bullet’ management policy, able to
cope with a variety of demand patterns and equipment availability among the strategies studied.
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The results presented in this chapter provide important implications for practitioners and
academics. They include; (i) a management policy designed to efficiently serve a specific
demand pattern does not necessarily perform well in other demand scenarios, (ii) empirical
proof that equipment availability adversely affects supply chain performance monotonically,
and (ii) management policies have different sensitivities to equipment disruptions. The
following and final chapter will summarise the results, present implications of the research, and
provide directions for future research.
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CHAPTER 7: Conclusions and future research
This research set out to explore two research directions: (i) the effect of equipment disruptions
on supply chain performance, and (ii) management policy robustness under uncertain equipment
availability conditions. This began by performing a review of the literature and identifying key
gaps, and subsequently developing a methodology and conceptual model. In addition, a
simulation model was constructed, and experimental procedures were developed in order to
obtain a dataset for analysis. This analysis presented some conclusions as to the relationships
between equipment disruption and supply chain performance, and also quantified the different
performance profiles of management policies under a number of demand conditions. The
following subsections will summarise the key findings, present contributions to knowledge,
describe limitations of the study, and suggest directions for future research.
7.1

Summary of key findings

In decades past, the alignment of core business activities with suppliers and customers have
been accepted as a source of both competitive advantage and improved business performance
(Ketchen and Hult 2007). The supply chain management literature has developed strategies to
help this alignment by linking specific strategies with customer demand. To date, most success
stories associated with supply chain management have been in discrete industries, leaving
process industries with little to benefit from these advances. This research was undertaken to
contribute to the body of process industry supply chain management literature. The broad aims
of this thesis involved identifying controllable management variables in process industry supply
chains, operationalising them to mass production, lean, and agile strategic orientations, and
testing these management policies in a simulated dynamic process industry setting. Therefore,
applying degrees of leanness or agility was done through the design of operations management
policies that govern operational decision-making and system behaviour. A conceptual model
was developed to characterise and capture the dynamic behaviour common in process industry
supply chains. A simulation model was developed to capture process industry dynamics. The
model was then used to optimise decision variable alignment to a number of demand patterns.
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The collection of these decision variables became the management policies to be compared and
tested for robustness.
To a large extent, process industries have evolved around mass production principles.
As a result, the application of many lean or agile manufacturing principles would be
prohibitively expensive in process industry supply chains. This exercise presented two
challenges:
(i)

how to measure the performance of the system to capture the effectiveness
of a management policy, and

(ii)

how to control decision variables to maximise the matching of supply and
demand.

The first challenge was addressed by developing an aggregate metric of performance
whose aim was to capture policy performance. This procedure began by testing the ability of
individual performance metrics commonly used in supply chain modelling to explain the
variance induced by changes in management policy decision variables. The relative importance
of each metric in an aggregate index of management policy performance was then manipulated
via structural equation modelling. The goal of this manipulation was to maximise the variance
explained of the selected metrics. The result was the aggregate metric MPPI that captured the
effectiveness of a management policy in enabling the matching of supply and demand. This
process was repeated for three demand patterns, and the end result provided an objective
function for optimisation.
The optimisation exercise addressed the second challenge. A floating-point genetic
algorithm optimiser was used to manipulate management policy decision variables to maximise
MPPI to each demand pattern. The result yielded three management policies that strongly
adhered to the prescribed strategy closely aligned with each demand pattern. This provided a
basis for further experimentation.
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There were two stages of the experiment design that lead to hypothesis testing. The first
was a comparison of management policies in each demand pattern, measured for their levels of
MPPI. Results of this exercise showed that management policies designed to serve a particular
demand pattern do not necessarily perform optimally in other demand situations. Although the
agile policy performed quite well in the three demand patterns, the other two policies did not
perform well outside their respective demands. Management policies optimised to a specific
demand pattern outperformed all other policies tested, providing a response to RQ1.
The second stage subjected these management policies to various levels of equipment
availability, and tested the ability of each management policy to withstand equipment
disruptions. The results of these experiments led to the testing of further hypotheses the results
of which provided empirical evidence of a monotonic relationship between supply chain
performance and equipment availability. As such, existing metrics of robustness were
applicable, and usable as a quantitative means of comparison. The results indicated that
management policies designed for a specific demand pattern exhibited a greater robustness than
those policies designed for non-specific demand patterns. Additional data analysis was
conducted to statistically test the significance of the difference in supply chain performance
among different management policies. This particular stage of data analysis revealed the best
management policy per range of equipment availability. The results indicated that, when faced
with a choice of management policies, the range of equipment availability must be considered
when selecting a policy to service demand. In addition, these equipment disruption experiments
uncovered that management policies exhibit different sensitivities to equipment disruptions. The
agile policy was an example of a policy that performed very well in the three demand patterns
under 100% equipment availability, yet suffered from dramatic reductions in performance when
subjected to even small equipment disruptions.
This finding indicates that there are no ‘silver bullet’ management policies, able to
serve multiple demand patterns and adequately cope with disruptions. As such, demand and
equipment availability are important considerations in strategic choice for process industry
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supply chain management. Moreover, in specific situations, empirical evidence presented
reveals that some policies will significantly outperform others. Although practitioners may feel
pressured to adopt current popular supply chain strategies (e.g. lean or agile manufacturing),
there is no evidence to suggest it will more effectively match supply and demand, except under
specific conditions.

7.2

Contribution of the study

As identified in the literature review, supply chain management has developed strategies to
better serve particular demand patterns. These strategies are intended to aid firms in aligning
business functions with their suppliers. Moreover, it was well known that equipment disruptions
have adverse impacts on the ability of supply chains to operate efficiently. However, the
impacts of these equipment disruptions on the ability of a firm to deliver goods and services to
customers are not quantified, nor are there theories develop to help managers decipher how to
deal with these disruptions. The current study was designed to address this gap, and draws
conclusions that provide academics and practitioners with a number of contributions:
(i)

a methodology to operationalise three common supply chain strategies,

(ii)

a grounded analysis in case study of real world supply chain in the under-examined
area of process industry strategic management, and

(iii)

empirical evidence that the magnitude of equipment disruptions matters in
considering strategies for implementation.
Each of these contributions extends the current knowledge by empirically validating

previous theoretical or case study based contributions. Furthermore, they present additions to
the theoretical body of knowledge, and yield implications for the common operational
tendencies exhibited in industry. The following subsections will detail each contribution in the
lens of academia and industry.
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7.2.1

Contributions to academia

The contributions to the operationalisation of mass production, lean, and agile manufacturing
strategic orientations extends on previous work (e.g. Naylor, Naim et al. 1999; Mason-Jones,
Naylor et al. 2000; Christopher, Peck et al. 2006) by generalising implementation
recommendations to a management policy based conceptual framework applicable to process
industries. The conceptual model developed in this study coupled existing general descriptions
of operational and decision making processes (Taylor, Seward et al. 1981; Nelson 1983;
Fransoo 1992; Bolander and Taylor 1993; Fransoo and Rutten 1994; Ashayeri, Teelen et al.
1996; Günther and van Beek 2003) with a real world case study to provide a blueprint for the
construction of combined discrete event-continuous system dynamics simulation models of
process industry supply chains.
In order to operationalise these strategies, this study established a focus of performance
measurement to capture only endogenous variance induced by managerial decision making.
This exercise extended existing work (Neely, Mills et al. 1996; Beamon 1998; Gunasekaran,
Patel et al. 2001; Kleijnen and Smits 2003) by providing a procedural roadmap of the
development of supply chain performance measures that focus on how well process industry
supply chains are managed to match supply to specific demands. Ultimately this model
provided the necessary means of analysis to establish comparisons between management
policies. Using the capabilities of the model, management policies were designed and optimised
to induce supply chain behaviours reflective of mass production, lean and agile strategies.
The use of equipment disruptions as an experimental variable takes a slightly different
view of the reliability engineering theory (O'Connor, Newton et al. 2002; Ebeling 2004) in
process industries (Fransoo 1992). By exploring the impact of a range of equipment disruption
magnitudes on supply chain performance, the study examined the robustness of management
polices to uncertainties. This is extending the work of Tomlin and Snyder (Snyder 2003;
Snyder, Scaparra et al. 2006; Tomlin 2006) to a more specific set of operational conditions,
thereby establishing the premise that maintenance reliability spending and strategic choice are
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inherently interrelated.
7.2.2

Contributions to industry

The results of this study provide industry with guidance in strategic choice, and a clearer, more
realistic picture of the important factors process industry supply chain practitioners need to
consider when evaluating strategic choices. More specifically, this study operationalised supply
chain strategies developed in discrete industries to allow at least partial implementation in
process industry supply chains. An important premise to the operationalisations is that pure lean
and agile implementation to process industry supply chains’ material flow is, in most cases,
economically not feasible. However, careful design of management policies will influence
supply chain behaviour. Analysis of study results showed that management policies can be
designed to influence the necessary supply chain behaviour to efficiently serve specific demand
patterns.
This study also empirically characterised the relationship between a management
policy’s ability to match supply and demand and the equipment availability resulting from
equipment disruptions. These characterisations can inform practitioners as to the vulnerability
of management policy strategic orientation to equipment disruptions. Taking into account the
potential vulnerability of a management policy to equipment disruptions will inform practitioner
strategic choice.
Practitioners need to consider a range of possible management policies prior to
implementation, and this requires a clear evidence-based understanding of their predicted
outcomes. This study compared the ability of alternative management policies to maintain
supply chain performance against equipment disruptions, providing the knowledge that some
management policies outperform others in certain operational and demand situations. For
example, process industries subject to little or no equipment disruptions and a wide range of
demand patterns may be inclined to adopt an agile manufacturing approach to management
policy design. Conversely, situations in which equipment disruptions are significant, a more
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robust strategy may be preferable. This knowledge also informs practitioner strategic choice.
These contributions help inform strategic choice in process industry supply chains. It
does so by providing a clearer picture of the importance of multiple criteria considerations, both
internal (e.g. equipment reliability), and external (e.g. customer demand) in effectively
matching supply and demand. In other words, adoption of a supply chain strategy needs to be
realistic given the specific conditions of the system. The study also provides practitioners with
the tools to better understand: (i) the importance of balancing interactions among decision
variables in a management policy, (ii) the impact of equipment disruptions on everyday
operations, and (iii) the trade-offs between equipment maintenance requirements and strategic
selection.
In the context of the case study included in this thesis, new insights are revealed that
apply specifically to BlueScope Steel. Firstly, the exploration of management policy parameters
can be observed to have significant impact on the flexibility of the supply chain in serving
different demand patterns. Over the years, BlueScope steel (as is the case with many process
industries) has adopted a view that their flexibility is highly constrained by their operational
requirement to maintain high levels of production. Another insight is in the use of aggregate
measures of performance to capture the strategic adherence of a supply chain to a strategy that
is prescribed to serve specific demands. This applies to BlueScope steel as anecdotal evidence
suggests a strong relationship to order fill rates as a primary means of performance
measurement. These contributions have implications in extensions of previous research and
practitioner observations. The implications of this research are described in the following
section.
7.3

Implications of the research

This research has extended previous work that has used experimentation via simulation
modelling to provide a test bed of strategy exploration. The model conceptualised typical
process industry operations as an internal supply chain. Representative decision rules provided a
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list of action options, which are then used to create managerial policies designed to induce the
desired supply chain behaviour. The validity of the model implies that some degrees of lean and
agile supply chain behaviour can be induced in process industry supply chains via the careful
design of management policy. Given the strong links in the literature between demand patterns
and supply chain strategies, these results can inform strategic choice.
In addition, this research modelled the effects of equipment disruptions on various
management policies. Results showed that some policies, agile in demand patterns 1 and 3
being clear examples, exhibited drastic reductions in performance compared to others. This
finding implies that management policies designed without considerations for equipment
uncertainties may not respond ideally in the event of a disruption. Therefore, it is important for
process industry supply chain managers to consider maintenance reliability spending levels
against strategic choice decisions.
Finally, the research showed that there is no single ‘silver bullet’ management policy,
capable of servicing multiple demand scenarios and coping with equipment disruptions. This
presents some interesting challenges to practitioners endeavouring to refine existing strategies
by adapting them to process industries.

7.4

Limitations to the research

This research was purposely limited to the activities required to answer the research questions
and test the hypotheses presented. Therefore, the study was limited to the use of simulation
modelling, mainly due to access restrictions. By definition, simulation modelling creates
simplified representations of the real-world system. Therefore, the model created during the
course of this research has a number of limitations, detailed in section 4.2, and 4.4. In addition,
there was a limit of three demand patterns and three supply chain strategies explored, and this
by no means constitutes an exhaustive exploration into demand scenarios and supply chain
strategies. In order to maximise the real-world validity, the demand patterns and strategies
selected were common situations and strategies prevalent in the literature.
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Despite these limitations, the simulation model developed performs as intended in as
much as it captures the dynamics of process industry supply chains as a system, in much the
same as the beer game captures the dynamics of inventory management decisions in supply
chains (Sterman 1989). The construction of higher fidelity models would have likely contained
a large amount of noise in the data, which would have made the inference of conclusions much
more difficult and thus reduced the validity of these conclusions.
7.5

Directions for future research

A number of future directions have been identified as extensions of this research. The first
direction entails the exploration of methods by which robustness of management policies can be
increased without sacrificing system performance under certain equipment availability. It
should be noted that during the course of this work, a number of policies actually induced
higher levels of performance when small equipment disruptions occurred (see section 6.5.2).
The study refers to this phenomenon being a cause of the MPPI adopted or the contribution of
additional inventories held as directed by the management policy that, under conditions of small
disruptions, would allow the supply chain to serve demand, and perform better, than without the
disruptions. The exploration of this phenomenon was not included in the original scope, but
presents an opportunity for further research. This work includes the further development of
models to explore the contributions of individual decision variables to policy robustness. These
activities would likely include the enhancement of MPPIs to include policy robustness among
the aggregated metrics. To that end, it would be useful to conduct an optimisation of
management policies to service demand and withstand various levels of equipment utilisation.
A second future direction of this research focuses on the expansion of uncertainties
included in the study. It seems likely that while they may cause short-term disruptions, not all
uncertainties are of detriment to the system in the long term. The calculation of net benefit to a
system from an infrastructure improvement project is often explored in a single business unit
context, largely ignoring the propagation of uncertainties on other supply chain partners. To
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further explore this, an additional two dimensions of uncertainty need to be included in any
uncertainty studies: (i) location of events in the supply chain, and (ii) intended effect on the
supply chain. The coordination of supply chain partners with markedly different goals under
these conditions presents significant gaps in the literature. For example, a logistics provider to a
process industry will likely have markedly different goals to that of the process industry firm. In
these cases, coordination of activities becomes a more complex affair.
A third future research direction would expand the current study to include a number of
business units, expanding the scope to include the external supply chain. An investigation into
the resulting alignment of management policies among supply chain partners in aligning supply
and demand would provide practitioners and academics with empirically-based insight into the
importance of strategic alignment in end to end supply chains. Research questions would be
designed to capture the potential differences among supply chain partner management policies
against various demand patterns, and the end to end supply chain performance sensitivity to
uncertainties.
Another form of uncertainty would be the extension of demand patterns to include
various magnitudes of stochastic ‘noise’. As a result, optimisation procedures would require the
maximisation of supply chain performance against varying degrees of demand uncertainty.
Enhancements to the current conceptual model, performance measurement framework, and
experiment design will allow for the deeper exploration of some of the issues identified in this
section. Those that present greatest value for process industry supply chain management will be
explored in future work.
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APPENDIX A -

PRODUCTION SCHEDULING ALGORITHM

The production scheduling algorithm used in the simulation model required the use of numerous
pieces of information. The information required established the upper and lower bounds of the
search space for the ILP algorithm to obtain the optimal values of product A and B batch sizes
to schedule for production. In the figure below, is a snapshot of the information required from
various portions of the model.

Figure A-1 Production scheduling algorithm required information
The information required was then used as inputs into the production scheduling
algorithm equation blocks. A screenshot of these is illustrated in the above figure. Depending on
the PSobj value, the items released every week were routed to the corresponding equation block.
The outputs indicated the batch sizes of products A and B to be scheduled for production. The
stop blocks were put in place to capture exceptions in the algorithm as were counts for zero
batch sizes in the agile algorithm.
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Figure A-2 Production scheduling algorithm equation blocks
The algorithm included in each equation block included similar code to that presented
as follows. The comments provide an indication of the processes executed at every stage of
production scheduling. The algorithm creates a case for each vertice combination possible given
the two upper and lower bound constraints on the vertical and horizontal axes. Given that there
is only one diagonal line, there are only a small number of cases. For each case, the algorithm
establishes the number of vertices and assigns them a value based on the boundary values,
extracted from the bounds of the upper and lower values of each axes or the diagonal. The
vertice values are then evaluated in the objective function, the optimal value of each vertice in
the objective function is then determined to be the solution to the linear programming
formulation and passed as the batch size of product A and B along with the sequence of
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production.
//Declares the variables that will become the vertices
Integer VerticeA_A;
VerticeA_A=Blank;
Integer VerticeB_A;
VerticeB_A=Blank;
Integer VerticeC_A;
VerticeC_A=Blank;
Integer VerticeD_A;
VerticeD_A=Blank;
Integer VerticeE_A;
VerticeE_A=Blank;
Integer VerticeA_B;
VerticeA_B=Blank;
Integer VerticeB_B;
VerticeB_B=Blank;
Integer VerticeC_B;
VerticeC_B=Blank;
Integer VerticeD_B;
VerticeD_B=Blank;
Integer VerticeE_B;
VerticeE_B=Blank;
//There are a number of situations equating to a number of vertices, each situation is
//evaluated separately
//This situation is when the diagonal crosses the square area and bisects both the
//A and B axes, Creating five vertices
If((int((ProcessingTotal-UpperB*ProcessingB)/ProcessingA)<=UpperA AND
int((ProcessingTotal-UpperA*ProcessingA)/ProcessingB)<=UpperB)
AND(int((ProcessingTotal-UpperB*ProcessingB)/ProcessingA)>=LowerA AND
int((ProcessingTotal-UpperA*ProcessingA)/ProcessingB)>=LowerB))
{Situationtype=1;
Numberofverts=5;
VerticeA_A=LowerA;
VerticeA_B=UpperB;
VerticeB_B=UpperB;
VerticeB_A=int((ProcessingTotal-VerticeB_B*ProcessingB)/ProcessingA);
VerticeC_A=UpperA;
VerticeC_B=int((ProcessingTotal-VerticeC_A*ProcessingA)/ProcessingB);
VerticeD_A=UpperA;
VerticeD_B=LowerB;
VerticeE_A=LowerA;
VerticeE_B=LowerB;
}
//This situation is when the diagonal does not cross the square at all,
//hence four vertices are present
If((int((ProcessingTotal-UpperB*ProcessingB)/ProcessingA)>=UpperA AND
int((ProcessingTotal-UpperA*ProcessingA)/ProcessingB)>=UpperB) OR (int((ProcessingTotalLowerB*ProcessingB)/ProcessingA)<=LowerA AND int((ProcessingTotalLowerA*ProcessingA)/ProcessingB)<=LowerB))
{Situationtype=2;
Numberofverts=4;
VerticeA_A=LowerA;
VerticeA_B=UpperB;
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VerticeB_B=UpperB;
VerticeB_A=UpperA;
VerticeC_A=UpperA;
VerticeC_B=LowerB;
VerticeD_A=LowerA;
VerticeD_B=LowerB;
VerticeE_A=0;
VerticeE_B=0;}
//This situation is when the diagonal crosses below both the upper limits,
//creating a triangle, and hence only three vertices
If((int((ProcessingTotal-LowerB*ProcessingB)/ProcessingA)<=UpperA AND
int((ProcessingTotal-LowerA*ProcessingA)/ProcessingB)<=UpperB) AND
(int((ProcessingTotal-LowerB*ProcessingB)/ProcessingA)>=LowerA AND
int((ProcessingTotal-LowerA*ProcessingA)/ProcessingB)>=LowerB))
{situationtype=3;
numberofverts=3;
VerticeA_A=LowerA;
VerticeA_B=int((ProcessingTotal-LowerA*ProcessingA)/ProcessingB);
VerticeB_B=LowerB;
VerticeB_A=int((ProcessingTotal-LowerB*ProcessingB)/ProcessingA);
VerticeC_A=LowerA;
VerticeC_B=LowerB;
VerticeD_A=0;
VerticeD_B=0;
VerticeE_A=0;
VerticeE_B=0;}
//This situation is when the diagonal is very close to vertical and replaces
//the upper bound on the A axis, four vertices
If((int((ProcessingTotal-UpperB*ProcessingB)/ProcessingA)<=UpperA AND
(int((ProcessingTotal-UpperB*ProcessingB)/ProcessingA)>=LowerA)) AND
(int((ProcessingTotal-LowerB*ProcessingB)/ProcessingA)<=UpperA AND
int((ProcessingTotal-LowerB*ProcessingB)/ProcessingA)>=LowerA))
{Situationtype=4;
numberofverts=4;
VerticeA_A=LowerA;
VerticeA_B=UpperB;
VerticeB_B=UpperB;
VerticeB_A=int((ProcessingTotal-UpperB*ProcessingB)/ProcessingA);
VerticeD_A=LowerA;
VerticeD_B=LowerB;
VerticeC_A=int((ProcessingTotal-LowerB*ProcessingB)/ProcessingA);
VerticeC_B=LowerB;
VerticeE_A=0;
VerticeE_B=0;}
//This situation is when the diagonal is very close to horizontal and replaces the
//upper bound on the B axis, four vertices
If((int((ProcessingTotal-LowerA*ProcessingA)/ProcessingB)>=LowerB AND
int((ProcessingTotal-LowerA*ProcessingA)/ProcessingB)<=UpperB) AND
(int((ProcessingTotal-UpperA*ProcessingA)/ProcessingB)>=LowerB AND
int((ProcessingTotal-UpperA*ProcessingA)/ProcessingB)<=UpperB))
{Situationtype=5;
numberofverts=4;
VerticeA_A=LowerA;
VerticeA_B=int((ProcessingTotal-LowerA*ProcessingA)/ProcessingB);
VerticeB_A=UpperA;
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VerticeB_B=int((ProcessingTotal-UpperA*ProcessingA)/ProcessingB);
VerticeC_A=LowerA;
VerticeC_B=LowerB;
VerticeD_A=UpperA;
VerticeD_B=LowerB;
VerticeE_A=0;
VerticeE_B=0;}
//Then calculate the resulting equipment utilisation at each vertice
VertA=100*(VerticeA_A*ProcessingA+VerticeA_B*ProcessingB)/ProcessingTotal;
VertB=100*(VerticeB_A*ProcessingA+VerticeB_B*ProcessingB)/ProcessingTotal;
VertC=100*(VerticeC_A*ProcessingA+VerticeC_B*ProcessingB)/ProcessingTotal;
VertD=100*(VerticeD_A*ProcessingA+VerticeD_B*ProcessingB)/ProcessingTotal;
VertE=100*(VerticeE_A*ProcessingA+VerticeE_B*ProcessingB)/ProcessingTotal;
//Evaluate each vertice and assign batch sizes
If(VertA>=VertB AND VertA>=VertC AND VertA>=VertD AND VertA>=VertE)
{BatchA=VerticeA_A;
BatchB=VerticeA_B;}
If(VertB>=VertA AND VertB>=VertC AND VertB>=VertD AND VertB>=VertE)
{BatchA=VerticeB_A;
BatchB=VerticeB_B;}
If(VertC>=VertA AND VertC>=VertB AND VertC>=VertD AND VertC>=VertE)
{BatchA=VerticeC_A;
BatchB=VerticeC_B;}
If(VertD>=VertA AND VertD>=VertB AND VertD>=VertC AND VertD>=VertE)
{BatchA=VerticeD_A;
BatchB=VerticeD_B;}
If(VertE>=VertA AND VertE>=VertB AND VertE>=VertC AND VertE>=VertD)
{BatchA=VerticeE_A;
BatchB=VerticeE_B;}
//Assigns sequencing
// The sequencing is different for lean and agile production scheduling (opposite)
If(BatchA*ProcessingA>BatchB*ProcessingB)
{SequenceA=1;
SequenceB=2;}
else
{SequenceA=2;
SequenceB=1;}
//Only necessary when above conditions are violated
If(upperA<lowerA)
{BatchA=0;}
If(upperB<lowerB)
{BatchB=0;}
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APPENDIX B -

REPLICATION CALCULATIONS

Two experimentation stages used stochastic variables; (i) floating point genetic algorithm
optimisations, and (ii) disruption experiments. Each of these stages required the calculation of
the adequate number of replications. The repetition of experiments was required to ensure the
specified precision of the means were within the bounds of the commonly accepted 95%
confidence interval. The calculations presented in this appendix are based on the work presented
by Law (2007). Execution of these calculations require the running of a number of replications
(n) from which to obtain a mean (µ) and a confidence interval about µ, and absolute error (β).
The number of replications then needs to satisfy a criteria. The results of the optimisation
replication calculations are presented in the following tables. The number of replications needs
to satisfy the condition whereby the β needs to be lower than the criteria value.
µ (MPPI) across replications
Confidence Interval
Replication
Number
1

Criteria

99.4%
1.8E-06
Acceptance

0.0708

Absolute Error
(β)
0.0065

2

0.0109

0.0065

No

3

0.0058

0.0065

Yes

No

Table B-1 Number of replications calculation for optimisation at DP1
µ (MPPI) across replications

99.5%

Confidence Interval

1.3E-08

Replication
Number
1

Criteria

Absolute Error
(β)

Acceptance

0.0061

0.0045

No

2

0.0009

0.0045

Yes

Table B-2 Number of replications calculation for optimisation at DP2
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µ (MPPI) across replications

98.6%

Confidence Interval

6.9E-06

Replication
Number
1

Criteria

Absolute Error
(β)

Acceptance

0.1410

0.0139

No

2

0.0218

0.0139

No

3

0.0116

0.0139

Yes

Table B-3 Number of replications calculation for optimisation at DP3
Based on these results, the number of necessary replications is three, two, and three for
optimisations conducted on DP1, DP2, and DP3 respectively. Based on these results, the
optimisations were run the indicated number of times and the best fit management policy was
selected.
The other stage where stochastic variables were used was the disruption experiments. In
this case, a single calculation was necessary as random number seeds were identical for the
three demand patterns. The calculations were based around the resulting equipment availability
percentage, the input values resulted in an equipment availability of 99.0%. The results are
presented in the following table.
µ (MPPI) across replications

97.99%

Confidence Interval

7.9E-03

Replication
Number

Criteria

Absolute Error
(β)

Acceptance

1

0.03046

0.01018

No

2

0.02154

0.01018

No

3

0.01758

0.01018

No

4

0.01523

0.01018

No

5

0.01362

0.01018

No

6

0.01243

0.01018

No

7

0.01151

0.01018

No

8

0.01077

0.01018

No
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9

0.01015

0.01018

Yes

Table B-4 Number of replications calculation for disruption experiments
Based on these results, the disruption experiments included nine replications for each
demand pattern. The results of these calculations ensured that the number of replications
included in the data analysis accounted for any variance induced by stochastic variables.
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FULL CORRELATION TABLES
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MSE(PR)
MAPE(Cust)
MAPE(PR)
Avg(RM)
InvRes(RM)
Surplus(RM)
InvAd(Cust)
InvAd(PR)
Avg(FG)
InvRes(FG)
Surplus(FG)
EquipUtil
MeanUnitCost
CycleTime
OrderFillRate
TotalProfit
TotalDespatch

MSE(Cust)
0.057*
1*
0.078*
-0.01**
0.282*
-0.01***
-0.03*
-0.05*
-0.09*
0.07*
0.08*
-0.11*
0.11*
-0.01****
-0.19*
-0.17*
-0.13*

InvRes(FG)
Surplus(FG)
EquipUtil
MeanUnitCost
CycleTime
OrderFillRate
TotalProfit
TotalDespatch

Avg(FG)
0.71*
0.36*
0.65*
-0.08*
0.49*
0.62*
0.39*
0.65*

MSE(PR)

MAPE(Cust)

MAPE(PR)

Avg(RM)

InvRes(RM)

Surplus(RM)

InvAd(Cust)

InvAd(PR)

0.06*
0.71*
0.00****
0.23*
0.34*
-0.02*
-0.16*
0.02*
0.21*
0.23*
0.05*
0.22*
0.06*
-0.07*
-0.15*
0.01**

0.08*
-0.01**
0.28*
-0.01***
-0.03*
-0.05*
-0.09*
0.07*
0.08*
-0.11*
0.11*
-0.01*
-0.19*
-0.17*
-0.13*

0.09*
0.27*
0.39*
-0.04*
-0.32*
0.14*
0.35*
0.38*
0.16*
0.24*
0.14*
-0.03*
-0.16*
0.12*

0.22*
0.57*
0.72*
-0.60*
0.59*
0.76*
0.33*
0.93*
-0.19*
0.54*
0.85*
0.61*
0.93*

-0.15*
0.08*
-0.28*
0.10*
0.20*
-0.05*
0.18*
0.01**
-0.04*
0.08*
0.07*
0.20*

0.58*
-0.24*
0.26*
0.46*
0.39*
0.43*
-0.03*
0.27*
0.34*
0.28*
0.40*

-0.02*
0.30*
0.34*
0.04*
0.51*
-0.26*
0.18*
0.48*
0.54*
0.52*

-0.50*
-0.73*
-0.53*
-0.73*
-0.33*
-0.61*
-0.61*
-0.20*
-0.70*

InvRes(FG)

Surplus(FG)

EquipUtil

MeanUnitCost

CycleTime

OrderFillRate

TotalProfit

0.67*
0.82*
0.24*
0.69*
0.66*
0.32*
0.77*

0.40*
0.23*
0.54*
0.16*
-0.03*
0.31*

-0.04*
0.63*
0.92*
0.58*
0.99*

0.77*
0.01****
-0.93*
-0.18*

0.60*
-0.13*
0.58*

0.57*
0.94*

0.61*

Note:  = p < 0.01 ,  = 0.01 ≤ p < 0.05,  = 0.05 ≤ p ≤ 0.1, and  = p > 0.1

Table C-1 Demand pattern 1 correlation matrix
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MSE(PR)
MAPE(Cust)
MAPE(PR)
Avg(RM)
InvRes(RM)
Surplus(RM)
InvAd(Cust)
InvAd(PR)
Avg(FG)
InvRes(FG)
Surplus(FG)
EquipUtil
MeanUnitCost
CycleTime
OrderFillRate
TotalProfit
TotalDespatch

MSE(Cust)
0.05*
1.00*
0.07*
0.02*
0.15*
0.01****
-0.06*
-0.08*
-0.02*
0.03*
0.05*
-0.08*
0.09*
0.04*
-0.08*
-0.02*
-0.27*

InvRes(FG)
Surplus(FG)
EquipUtil
MeanUnitCost
CycleTime
OrderFillRate
TotalProfit
TotalDespatch

Avg(FG)
0.93*
0.47*
0.76*
-0.04*
0.87*
0.70*
0.22*
0.56*

MSE(PR)

MAPE(Cust)

MAPE(PR)

Avg(RM)

InvRes(RM)

Surplus(RM)

InvAd(Cust)

InvAd(PR)

0.05*
0.81*
-0.34*
0.04*
0.57*
-0.19*
-0.10*
-0.14*
0.05*
0.41*
0.00****
0.19*
0.18*
-0.24*
-0.10*
-0.50*

0.07*
0.02*
0.15*
0.01****
-0.06*
-0.08*
-0.02*
0.04*
0.05*
-0.08*
0.09*
0.04*
-0.08*
-0.02*
-0.27*

-0.36*
0.09*
0.55*
-0.22*
-0.09*
-0.20*
0.00****
0.28*
-0.13*
0.24*
0.10*
-0.30*
-0.16*
-0.58*

-0.04*
0.29*
0.68*
0.44*
0.09*
0.00****
-0.08*
0.11*
-0.25*
-0.07*
0.15*
0.30*
0.30*

-0.39*
0.21*
-0.04*
-0.16*
-0.16*
-0.24*
-0.28*
0.24*
-0.18*
-0.05*
-0.16*
-0.18*

0.12*
0.19*
-0.05*
0.06*
0.35*
0.12*
-0.05*
0.16*
-0.10*
0.15*
-0.23*

0.44*
-0.15*
-0.21*
-0.45*
-0.33*
-0.13*
-0.31*
-0.07*
0.14*
0.13*

-0.53*
-0.54*
-0.32*
-0.41*
-0.21*
-0.56*
-0.44*
0.06*
-0.18*

InvRes(FG)

Surplus(FG)

EquipUtil

MeanUnitCost

CycleTime

OrderFillRate

TotalProfit

0.56*
0.70*
-0.04*
0.93*
0.57*
0.24*
0.33*

0.77*
-0.04*
0.70*
0.21*
0.15*
-0.01*

-0.19*
0.76*
0.71*
0.33*
0.58*

0.03*
-0.15*
-0.91*
-0.29*

0.58*
0.20*
0.27*

0.39*
0.75*

0.30*

Note:  = p < 0.01 ,  = 0.01 ≤ p < 0.05,  = 0.05 ≤ p ≤ 0.1, and  = p > 0.1

Table C-2 Demand pattern 2 correlation matrix
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MSE(PR)
MAPE(Cust)
MAPE(PR)
Avg(RM)
InvRes(RM)
Surplus(RM)
InvAd(Cust)
InvAd(PR)
Avg(FG)
InvRes(FG)
Surplus(FG)
EquipUtil
MeanUnitCost
CycleTime
OrderFillRate
TotalProfit
TotalDespatch
InvRes(FG)
Surplus(FG)
EquipUtil
MeanUnitCost
CycleTime
OrderFillRate
TotalProfit
TotalDespatch

MSE(Cust)

MSE(PR)

MAPE(Cust)

MAPE(PR)

Avg(RM)

InvRes(RM)

Surplus(RM)

InvAd(Cust)

InvAd(PR)

0.05*
1.00*
0.06*
0.00****
0.21*
-0.01****
-0.02*
-0.04*
-0.05*
0.03*
0.06*
-0.07*
0.08*
0.01**
-0.11*
-0.10*
-0.08*

0.05*
0.82*
-0.06*
0.22*
0.43*
0.01**
-0.19*
0.05*
0.29*
0.42*
0.07*
0.37*
0.33*
-0.08*
-0.18*
-0.01*

0.06*
0.00****
0.21*
0.00****
-0.02*
-0.04*
-0.05*
0.03*
0.06*
-0.07*
0.08*
0.01**
-0.11*
-0.10*
-0.08*

0.03*
0.31*
0.45*
0.04*
-0.28*
0.11*
0.35*
0.38*
0.13*
0.37*
0.33*
-0.01*
-0.15*
0.07*

0.33*
0.54*
0.78*
-0.71*
0.68*
0.72*
0.34*
0.91*
-0.48*
0.48*
0.88*
0.77*
0.92*

-0.11*
0.23*
-0.39*
0.13*
0.25*
-0.02*
0.31*
0.06*
0.12*
0.22*
0.14*
0.34*

0.58*
-0.31*
0.33*
0.46*
0.42*
0.43*
-0.01***
0.36*
0.35*
0.34*
0.38*

-0.31*
0.42*
0.42*
0.11*
0.56*
-0.36*
0.16*
0.56*
0.64*
0.59*

-0.76*
-0.86*
-0.54*
-0.86*
-0.17*
-0.71*
-0.80*
-0.51*
-0.83*

Avg(FG)

InvRes(FG)

Surplus(FG)

EquipUtil

MeanUnitCost

CycleTime

OrderFillRate

TotalProfit

0.87*
0.55*
0.79*
-0.06*
0.63*
0.82*
0.57*
0.75*

0.74*
0.86*
0.28*
0.83*
0.78*
0.49*
0.79*

0.54*
0.33*
0.76*
0.39*
0.16*
0.39*

-0.23*
0.70*
0.94*
0.71*
0.99*

0.59*
-0.30*
-0.92*
-0.44*

0.60*
0.20*
0.61*

0.76*
0.95*

0.75*

Note:  = p < 0.01 ,  = 0.01 ≤ p < 0.05,  = 0.05 ≤ p ≤ 0.1, and  = p > 0.1

Table C-3 Demand pattern 3 correlation matrix
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APPENDIX D -

Business Function

Plan

Source

Make

Deliver

REGRESSION ANALYSIS RESULTS
Demand
Pattern 1
(R2)

Demand
Pattern 2
(R2)

Demand
Pattern 3
(R2)

MSE(Cust)

50.1%

50.1%

50.3%

MSE(PR)

19.3%

24.0%

25.3%

MAPE(Cust)

51.6%

51.6%

53.7%

MAPE(PR)

38.4%

34.3%

35.7%

Avg(RM)

70.0%

85.0%

77.3%

InvRes(RM)

32.1%

14.3%

16.2%

Surplus(RM)

87.1%

67.3%

80.0%

InvAd(Cust)

61.3%

67.1%

71.8%

InvAd(PR)

41.1%

20.9%

29.6%

Avg(FG)

41.9%

54.2%

52.4%

InvRes(FG)

37.9%

54.4%

52.8%

Surplus(FG)

44.1%

50.9%

51.0%

EquipUtil

39.7%

55.5%

53.9%

MeanUnitCost

43.6%

9.0%

23.9%

CycleTime

65.1%

54.2%

36.1%

OrderFillRate

26.5%

45.2%

51.4%

TotalProfit

40.4%

13.7%

47.1%

TotalDespatch

29.7%

51.1%

51.1%

Metric

Table D-1 Results of performance metric regression analysis
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APPENDIX E -

MAIN EFFECTS AND INTERACTION PLOTS OF FULL FACTORIAL
DATA

The use of response surface methodology methods to find optimal management policies was
deemed inadequate mainly due to the presence of two way interactions among decision
variables. As a check of this assumption, main effects and interaction plots were generated for
three demand pattern datasets. The main effect and interaction plots for the MPPIs of the three
demand patterns are included below.
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Figure E-1 MPPI main effects plot for DP1

213

Figure E-2 MPPI interactions plot for DP1

214

Figure E-3 MPPI main effects plot for DP2

215

Figure E-4 MPPI interactions plot for DP2
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Figure E-5 MPPI main effects plot for DP3

217

Figure E-6 MPPI interactions plot for DP3
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