Abstract: With recent advances in imaging techniques, huge quantities of domain-specific images, such as medical or geospatial images, are produced and stored daily in computer-based image repositories. Size of databases and limited time at hand makes manual evaluation and annotation by domain experts difficult. In such cases computer based methods can be used to enrich the process of decision making while eliciting previously unknown information. For example, in the medical domain, query by image methods can be used by medical experts for differential diagnosis by displaying previously evaluated cases that contain similar visual patterns. Also, less experienced practitioners can benefit from query-by-semantic methods in training processes, especially for difficult-to-interpret cases with multiple pathologies. In this article we develop a methodology for ranking medical images using customized mixture models. The regions of interest are determined using Dirichlet process to determine natural groupings of images in a content-based feature space. These natural groupings of images are then evaluated for relevance to mixtures of associative semantic mappings. We evaluate and compare the performance of our method on two medical datasets using mean average precision and precision-recall charts. 
Introduction
Finding interesting patterns in domain-specific image databases is an important problem in information science. Recent improvements in data collection and storage bring more complexity to this issue since domain experts have less time to evaluate each image. For example, in the medical domain, studies show that in some cases radiologists performed up to 162 diagnoses per day, three times the reported daily average [1] . Radiologists averaged 4.5 minutes for detecting nodules of lung in a High Resolution Computed Tomography (HRCT) image set by examining in a slice-by-slice mode on average of 100 axial slices [34] with five minutes allocated for writing a report [8] . Such time limitations may affect the diagnosis process by misdiagnoses or missed diagnoses with a potential of impacting patients' health [30] . The most common sources of interpretation errors are related to failure in perception and lack of knowledge [34, 42] with significant differences among various levels of expertise [38] . Proper analysis of domain-specific images requires extensive knowledge of the semantics of visual patterns and efficient strategies for analyzing image information. During the evaluation process, experts use heuristics previously developed in training processes [34] in which tacit knowledge plays a very important role [9] . The use of tacit or hidden knowledge in decision making causes the task of computer-assisted image evaluation to be more complex since tacit knowledge is both idiosyncratic and especially difficult to communicate. For example the visual differences between emphysema and cystic lung can only be observed in the study of walls and regional distribution [45, 47] and can be difficult to differentiate when hard time restrictions affect the decision-making process. With increased amount of domain knowledge and work load, experts may face information overload [42] which can adversely impact the quality of knowledge derived from image analysis. With accuracy and efficiency the most desired qualities of image evaluation processes, technology support can enhance and speed-up the decision making process [19] . Most of the domain-specific retrieval systems use textual metadata to retrieve images. For example, in a medical setting experts label cases with anatomy, age of the patient, American College of Radiology (ACR) code, gender, keywords, diagnosis, etc. [37] . The appeal of such retrieval methods lies in the ease of implementation. However, these methods are known to be insufficient for formulating complex and specific queries due especially to difficulties in modeling spatial dependency of visual patterns as well as complexity and dimensionality of articulating image content with meta tags [16] . For an accurate description of complex visual patterns, Content Based Image Retrieval (CBIR) methods are shown to provide a better solution that can also handle larger volumes of data. When combined with other retrieval methods, CBIR can meet the accuracy requirements for extracting patterns from domain-specific image databases. In this article, we extend our approach of ranking images by content introduced in reference [5] . Such an approach may be helpful to image analysts who evaluate domain-specific image databases such as radiological databases. Our methodology uses non-parametric data mining techniques to identify subsets of images that are naturally grouped by similarity in a feature space constructed using image vision algorithms. We use a multivariate Gaussian distribution to model each such feature space region. Then we evaluate the relevance of these distributions to existent understanding of visual patterns gained through expert-in-the-loop supervised methods to build knowledge models for domain semantics of interest. These semantic models can be applied to decision support by predicting the relevance of semantics to a new image-semantic ranking, as well as in training procedures by predicting the relevance of an image to a semanticimage ranking. Our experiments are conducted on two medical datasets. This paper is organized as follows: Section 2 summarizes the related work in image evaluation. Section 3 presents our approach to identifying feature spaces relevant to semantic assignment. We then discuss our approach to semantic modeling in Section 4. We then evaluate the performance of our model in Section 5 and discuss the results and conclude the paper in Section 6.
Related work
Content-based image retrieval (CBIR) methods have received significant attention in bio-medical image databases [1, 27, 43] because they can augment both clinical, research, and educational aspects of biomedicine, while providing a solution to the high cost of manual classification and manipulation by medical experts. The success of content-based methods is based on the fact that they attempt to construct knowledge models that are similar to experts' knowledge models. Chu et al. [12] developed semantic models using the hierarchical, spatial, temporal, and evolutionary constructs of neural images. The ASSERT system [41] extracts visual patterns related to pathologies of lung found in HRCT images using content-based algorithms and retrieve these findings using a multidimensional hashing index. The approach in IRMA [26] , uses six layers of information abstraction from raw features to knowledge to texture and intensity distribution to classify images by example. The SPIRS system [19] provides content-based methods for retrieval of spine x-rays. One of the issues with CBIR systems is the fact that such systems introduce a semantic gap between the computer generated models that use low-level features and expert models that use high-level semantic similarity [43] . Several approaches address this issue by providing methods for semantic ranking and/or image ranking. Such methods become very important in the medical domain where visual patterns found in an image are not mutually exclusive so classification methods are likely to fail. For example, in a radiology case with the diagnosis "Cystic fibrosis" visual patterns related to bronchiectasis and chronic obstructive pulmonary disease (COPD) may coexist [37] . However, COPD is also a finding in other diagnoses such as pulmonary emphysema or bronchiolitis obliterans [37] . To alleviate the effects of semantic gap, content-based algorithms use similarities and differences between training instances to create prediction models that can be applied to newly discovered cases [43] . Support vector machines (SVM) [31] are high-performing methods for supervised learning. Their draw-back is that they create black-box models that are difficult to interpret by humans. Similarly, Artificial Immune Recognition System (AIRS) [49] and Artificial Neural Networks (ANN) [35] create supervised models that are inspired by biological processes but difficult to understand by experts. Other models that are more easily understood by human experts were proposed such as the Logistic Model Tree [25] that combines tree induction with linear models for supervised learning. The TreeRank method [13] creates tree induction for supervised ranking. However, all tree-based methods are greedy algorithms and may lead to suboptimal solutions. Associative learning algorithms [2, 3, 51] , evaluate the continuous feature space to identify subspaces of interest that are discretized and treated as items in a shopping cart for determining associations between feature values and semantics. To address complexity issues, approaches use the support and confidence thresholds to prune the number of candidate association rules. However, this makes these methods susceptible to dependence on the initial conditions [6] . Mixture models have the advantage of reducing overfitting and dependence on initial conditions. Gaussian mixture models were applied to the medical domain. Gaussian mixtures were applied to brain images [20] or breast cancer [46] using the expectation-maximization (EM) algorithm. Although finite mixtures of densities are important in associating feature measurements to semantics spaces, they require assigning prior distributions to all unknown quantities. The Dirichlet process (DP) can be used to model the uncertainty about the functional form of the distribution for parameters in a model since they are generalizations of finite mixture models. In the next sections we will introduce a methodology that uses Dirichlet processes for ranking problems that are applied to HRCT images of the lung.
Finding feature regions relevant to semantic assignments

Image collection and feature extraction
For training the semantic models using Dirichlet processes we used a feature space in which each record represents an image in a multidimensional space. Each record/image is labeled with one or many semantics ς ∈ S from the semantic space of interest S. For third party datasets such as the KDD-2006 cup [23] , which we use in our experiments, we did not have access to the images but rather to a feature set provided by the authors of competition, with each record containing information about an object of interest and a binary target label provided by domain experts. None the less, the quality of any classification/ranking depends directly on the quality of extracted features and, in a typical situation, the feature space needs to be determined using customized computer vision algorithms that are targeted to elicit feature values that can separate images in a provided semantic space. Such an example, in the dataset we used in our first experiment, where the raw information processed by our system was a collection of HRCT images of the lung. To characterize each of these images, a suite of computer vision and image processing algorithms were applied to identify visual abnormalities of lung pathologies. Features extracted were both global as well as local and include texture, shape, and gray scale. For example, for HRCT images of the lung the image is first segmented into the right/left regions which are separated from the background. These two regions are analyzed separately for various visual patterns using customized algorithms that include gray scale thresholding, connected components, topological characteristics, spatial relationship information, etc. For more information on methods of feature extraction the reader is referred to [21] . More details of the characteristics of the generated feature space for this dataset are provided in Section 5.2.1.
Gaussian models of semantic assignments
Gaussian models are the most common distributions in data mining that, unlike histograms, provide a parametric, smooth density distribution over a numerical feature space. To compute the relevance of a point m in the feature space to a multi-dimensional Gaussian function N (µ, Σ) with mean vector µ and correlation matrix Σ we use the following formula.
The proposed semantics query method searches the image databases by visual semantics using the association rules with the form g (m|µ, Σ) → ς. For a given query, such as "Retrieve images with cysts," the system first evaluates the relevance of images ι ∈ I in the image set I to all associations that have as consequent the semantic ς = "cyst". This is accomplished using the features measurements m extracted for the image ι with which we can compute the relevance of the image to the Gaussian N (µ, Σ).
This equation computes the relevance of the measurement m to the Gaussian assignment normalized using τ as weighting factor for support. In our experiments we have used τ = 1.25 that was empirically shown to result in high accuracy. The example in Figure 1 shows an example of a Gaussian distribution with µ = (0.42, 0.4) and Σ = (0.05, 0, 0, 0.01) that can be used to model a non-parametric distribution of images in a two-dimensional feature space containing the "FR033" and "FR064" features. The relevance of a point m 1 = (0.37, 0.41) to this function is T (m 1 |N(µ, Σ)) = 100% while the relevance of a point m 2 = (0.37, 0.87) is T (m 2 |N(µ, Σ)) = 36.9%.
To determine the rank of each image to a semantic ς we define the semantic model SM ς = {N(µ, Σ) → ς} as a set of all the normal distributions that are relevant to the semantic ς. To compute this relevance, we first sort all T (m|N(µ, Σ))|N ∈ SM ς . Let rank (T (m|N(µ, Σ))) be the rank of the relevance T (m|N(µ, Σ)). The final rank T (m|SM ς ) of image ι to semantic ς is given by the following equation:
T (m|SM ς ) is maximized when the relevance of the image to the most significant normal distribution is higher. For example, consider an example where the region of the feature space in Figure 1 (b) was determined to be relevant to the semantic ς. When two new images ι 1 and ι 2 are presented to the system, image vision algorithms map them into the same feature space that was used for training generating m 1 = (0.37, 0.41) and m 2 = (0.37, 0.87). In a ranking process, image ι 1 will be ranked higher than ι 2 due to the fact that
The system then ranks images on T (m|SM ς ) values for the semantic of interest ς and displays them to the users. The image with highest T (m|SM ς ) is considered the most relevant to the semantics.
Finding feature regions relevant to semantic assignments
A Dirichlet process DP(α, G 0 ), with baseline distribution G 0 and scale parameter α, is a distribution over distributions [18] . Let y i |i ∈ [1, N] y 1 , ...,y n be random values drawn independently from some unknown distribution. We can model the distribution of y as a mixture of normal distributions, that contains C mixing components, with the following probability function:
Assuming that C is finite, we can use a symmetric Dirichlet distribution as prior for pc:
The model can be represented according to a Dirichlet process mixture model using the Polya urn scheme [28] :
In this formula, G is the distribution over (µ c , Σ c ) that has Dirichlet process prior DP. The (µ c , Σ c ) | c ∈ [1, C] pairs are sampled from a baseline distribution G 0 and mixed with the positive scale parameter α | α > 0. The choice of α is directly proportional with the number of components.
In this formula, a 0 and b 0 are parameters that determine the α hyper-parameters parameter of DP. In this case we use the conjugate normal-inverted-Wishart as baseline distribution [15] : 
where, k 0 is the scale parameter of the normal part of the baseline distribution, m 1 is the mean of the normal part of the baseline distribution and υ 1 and ψ 1 are hyper-parameters of the inverted Wishart part of the baseline distribution. These hyper-parameters of G 0 can be computed with the following formulas:
Where, υ 2 and , ψ 2 are the hyper-parameters of the inverted Wishart prior distribution for the scale matrix ψ 1 , τ 1 and τ 2 are the hyper-parameters for the gamma prior distribution of k 0 , while m 2 and s 2 give the mean and the covariance of the normal prior for the mean m 1 .
The determined Dirichlet process prior can be used to determine conditional distributions of the posterior distribution of model parameters. Posterior sampling is performed using the Markov Chain Monte Carlo Gibbs sampling with auxiliary parameters (Algorithm 8) by Neal [28] .
The Dirichlet process returns a number of
which are based multivariate Gaussian probability distributions N (µ c , Σ c ) in which µ c is a vector representing the mean of the distribution while Σ c is a covariance matrix. The example Figure 1(a) shows the image density over a feature space formed by features "FR054" and "FR033". A Dirichlet-process will identify three components on this space which are going to be represented by parametric functions.
Semantic modeling
After the components DC are discovered using the procedure in Section 3.3, we create semantic models SM ς ⊂ DC for each semantic of interest ς by subseting the most relevant components. We accomplish this by using a greedy hillclimbing methods augmented with backtracking provided by the Sequential Forward Floating Selection Algorithm [32] . We start with an empty model SM ς =∅ and evolve it by adding or removing components that maximize the performance AUC (area under curve) performance metric. Every model will be a mapping between regions of a feature space F and a semantic ς ∈ S from a semantic space S. The pseudo-code for semantic model generation is shown in Figure 2 . The GENERATE_MODEL function takes as input the semantic space S, a training feature space F , and label vector for each instance of f ∈ F. This algorithm examines natural clusters of training instances for subsets f and F (line 2 and 3 in the pseudo-code) using a Dirichlet process and generates Gaussian mixtures N f (µ, Σ). Then it tests the relevance of each Gaussian distribution in the mixture to each semantic ς using the area-under-curve (AUC) performance measure (see lines 6, 7 in pseudo-code). A Gaussian distribution is added to a semantic model only if it increases AUC. Also, to ensure creating a less-greedy model, we use the Sequential Forward Floating Selection Algorithm [32] to dynamically perform exclusion of previously selected association rules (see lines 8 to 12 in pseudo code).
Experimental results
To evaluate our methodology, we conducted ranking ten-cross-fold experiments on two medical data sets: (1) a custom dataset from the University of Missouri and the 2006 KDD cup challenge dataset. Data preparation consisted of a random balanced stratification of the data into ten strata using the approach in [11] and feature selection using the method in reference [24] . For each experiment we performed training on nine strata and testing on the remaining one. These training and testing sets were rotated so each stratus is used for testing once. We compared our method with six other methods for supervised ranking as follwos: artificial neural networks (ANN) [35] , associative [4] , Bayesian networks (BAYESNet) [14] , ksvm [31] , linear model trees (LMT) [25] , and TreeRank [13] . All these experiments were designed in the R environment for statistical analysis [33] using the default parameters. For the TreeRank we have used the Cart-like ranking procedures. For the ksvm method we have used a radial basis kernel "Gaussian" kernel. The relevance images to each high-level semantic was determined with the pairwise coupling approach [50] , while evaluation was performed using the approach in [40] for precision-recall charts and with custom code for mean average precision.
Evaluation method
For each of the experiments we have recorded the performance in retrieval accuracy using the precision-recall and mean average precision (MAP). For both these measures, we used a conservative ranking approach, that is, in the case of equal ranking for two records with different semantic assignments, we have ranked the record labeled with the desired semantic last. Precision refers to the ability of a system to return only relevant images to the user and it the fined as the percentage of relevant images in the returned set. Recall refers to the ability of a system to return all relevant images to the user and it is defined as percentage of returned images to relevant images in the image database. In the case of ten-cross-fold experiments, where we know the number of relevant images to be recalled, we can plot the returned precision at different recall levels using precision recall plots. Mean average precision is a measure that provides an aggregate value of precisions across all the recall levels. For each model SM ς for ς ∈ S over a feature space F , let T (m ι |SM ς ) be a list of images ι ∈ I in the data set I sorted by T (m ι |SM ς ) and ι ς = {T (m ι |SM ς ) |semantic (ι) = ς} the subset of images determined by experts to be relevant to ς. The MAP measure is shown below:
In this formula
is the ranked list that includes the k most relevant image where semantic (ι) = ς.
Experiment 1
Data
In this experiment we have used a medical image database from University of Missouri containing 1001 HRCT images of lung. For each image, a 128-dimensional feature vector was extracted using the methodology in [21] . Also, these images were labeled by radiologists to include one or multiple labels from the following set: Interlobular septal thickening (SEP), Bronchiectasis (BRO) -6.38%, Tree-in-bud (TIB) -2.38%, Small nodules (SNO) -6.98%, Ground glass opacity (GG) -18.51%, Emphysema (EMP) -17.84%, Cysts (CYS) -1.55%, Honecombing (HON) -4.32%, Other (OTH) -2.93%, or Healthy (HLT) -9.38%. Each image was assigned a binary degree of relevance to a semantic of 0 (non-relevant) or 1 (relevant). A total of 326 images in this dataset were assigned with multiple labels. We performed ranking experiments on the first eight semantics but the OTH and HLT were maintained in the training dataset and considered non-relevant for all semantics of interest. Figure 3 shows the mean average precision returned for this experiment by the seven ranking methods for both average and itemized for semantic performance. As seen in this figure, the proposed method (noted Dirichlet) returns the best performance with an average of 49.15% MAP value. This means that, on average, 49.15% of the images are going to be relevant to the semantic query. Overall, the proposed method ranks first in returning four semantics (BRO, GG, HON, and TIB), ties with four others in ranking CYS, ranks second in returning two semantics (SEP and SNO) while ranks fourth in returning EMP. Figure 3 also shows, in black line, the standard deviation of MAP across the ten cross-fold experiments. As an absolute value, the standard deviation of the proposed method, ranks third, behind Associative and TreeRank while returning higher average precision. For example, considering that the error across the ten cross-fold experiments experiments follows a normal distribution, there is only a 0.05% chance that the MAP returned by the Dirichlet method would fall under 30% and 23.7% for the associative method, 57.9% for TreeRank, and 4.36% for LMT. Figure 3 also shows wide variations in ranking across the eight semantics at both average and standar deviation levels. The best MAP is returned for CYS where five methods virtually return perfect (100% MAP) in eight of the ten cross-fold experiments. The reason for this is that cystic structures are easier to identify in HRCT images of lung. The worst MAP is returned for SNO semantic with an average of 18.69% MAP across the seven ranking methods. Such variations are attributed in part to the feature space that was extracted which does not have enough predicted power for all the semantics. This is also visible in the performance for TIB, as shown in Figure 3(c) , where the standard deviation in MAP levels across the ten cross-fold experiments has comparable values to the average performance. For a deeper understanding of the performance of the seven methods in Experiment 1, we plotted the average precisionrecall, which is displayed in Figure 4 (a). The proposed method, ranks first in performance due to the fact that it returns increased precision at low levels of recall. For example, at 10% levels of recall, it returns a 57.63% level of precision as compared to 47.25% for the second highest method (LMT). Precision performance drops to 33.89% at 80% levels of recall for Dirichlet as compared to 36.86% for LMT which is also the best performer at this level of recall. The good performance that the Dirichlet method shows at low levels comes at the penalty of relatively higher standard deviation in results. At 10% recall level the reported standard deviation is 23.29% for Dirichlet as compared to 20.53% for LMT and only 14.49% for ksvm-the best performer. In Figure 5 we evaluate in-depth the performance of the Dirichlet method for two semantics: BRO - Figure 5 (a) -for which it returns the best relative performance and EMP - Figure 5 (b) -for which it returns the worst relative performance to other methods. The common patterns for both these cases, is the higher precision at low levels of recall. The lower results that are returned in the case of EMP is the low performance at high levels of recall. We attribute this due to overfitting issues. The overall conclusions from the first experiment are that using natural image groupings, as returned by a Dirichlet process, to create associative ranking methods return good performance combined with low standard deviations. Although, the increase in performance may be considered only marginal, it shows that this method clearly out performs other associative methods and can perform at similar levels with svm-based methods.
Results
Experiment 2
Data
In the second experiment we have used the medical dataset provided by the KDD-2006 cup [23] . This dataset originated at Siemens and refers to detection of pulmonary embolism (PE). For the purpose of the KDD cup, the dataset was divided into training and testing datasets. In our experiment we have used the training set to run ten cross-fold ranking experiments. This dataset contains 3038 records which represent candidate regions for pulmonary embolism. Each candidate is a cluster of voxels for which a 116-dimensional feature vector was extracted. The features can be categorized into three groups: intensity distributions within the candidate, intensity distributions in the neighborhood of the candidate, and 3-D shape of the candidate. Each of these regions were labeled with a PE identifier which we renamed "Pos" -13.57% of the records -if the region is a PE or "Neg" -86.42% of the records -if the region is not a PE.
Results
Due to the characteristics of this dataset -medical application put more emphasis on reducing the false-positive then false negatives -we will emphasize on performance on ranking images by their relevance to the "Pos" semantic. The overall ranking performance is indicated in Figure 6 . Overall the "Dirichlet" method returned the best MAP values especially due to better performance for the "Neg" class. For the class or interest, "Pos", the best algorithm was LMT with a 51.41% MAP, but at the cost of higher standard deviation across the ten cross-folds (5.47%) as compared to a 51.31% MAP and a 4.34% standard deviation returned by the Dirichlet method. These results confirm the conclusion from the first experiment that the proposed method performs better than other associative ones (TreeRank and Associative). We attribute this increase in precision to the selection of natural groupings of records using non-parametric methods. Figure 7 and Figure 8 show the precision-recall chart and standard deviation of precision at different recall levels for the "Pos" semantic. They show that the Dirichlet method tends to return better performance at lower levels of recall.
For example, at 10% recall, the Diriclet method returns 87.8% precision as compared to 81.5% from LMT the second best performer, while at 80% recall the figures are 27.56% for Dirichlet and 30% for LMT. The standard deviation of precision follows the same pattern with lower levels of variation at low recalls and slightly higher levels at high recall. An interesting case is that of TreeRank that observes a drop in precision at 10% recall. This is due to the combined effect of few ranking levels and conservative rankings used in this experiment. For example, the experiment with TreeRank on the first fold of data, returned a 6.25% level of relevance for 57.75% of the record with only 2.64 of them labeled "Pos". This shows that the TreeRank as used in this experiment is prone to underfitting. Another example of underfitting is the Associative experiment where the precision drops after recalls of 20%. This drop in precision combined with increase in standard deviation of precision, shows that there may be issues in finding relevant feature subspaces due to levels of support as well as space fragmentation. 
Discussion, conclusions, and future work
In this article, we have described a method for associating image content to domain semantics using Dirichlet nonparametric models. Firstly, we identify a set of candidate regions that can be used for semantic assignment using a Dirichlet process and a parametric Gaussian distribution. Then we create weighted additive models for each semantic of interest. The probability that a newly discovered Gaussian distribution is relevant for a semantic assignment is evaluated probabilistically using the area-under-curve (AUC) measure. We have performed a comprehensive evaluation of our approach ranking methods on two datasets that differ substantially in their characteristics: the first data set has a more complex semantic space as well as multiple semantics assigned to 32.5% of the images. The second dataset has an imbalanced class distribution where the class of interest accounts for only 13.55% of the records. We compared our method on with six other approaches using ten cross-fold experiments and discussed the relevance of our results using mean average precision and precision-recall plots on a ten-cross-fold experiment. Our evaluation concludes that using non-parametric models for semantic assignments achieve better ranking performance then other associative methods. Although, other methods, such as support vector machine, artificial neural networks and linear model trees, produced similar performance, the proposed method has the advantage of producing associations between features and semantics that are easier to be understood by image analysts. This can be beneficial for feature reduction as well as development of feature extraction algorithms.
Although not the focus of this article, it is worth mentioned that the improvement in precision over the other associative methods comes at the price of higher training time. For the purpose of this article we have employed some methods of reducing the complexity of training by evaluating up to three-dimensional Gaussian models. The main purpose of such model simplification was to address overfitting issues that may appear when higher-dimensional spaces are used. With such restrictions, the time necessary to build a Gaussian mixture model for semantic ranking using Dirichlet nonparametric models was in the order of two to seven hours, especially when paired with Sequential Forward Floating Selection methods, depending on the complexity of the feature space. Overall, we believe that time to build a semantic model is a secondary, though important, aspect of content-based methods due to the fact that it is done offline on previously submitted cases. The important task is prediction which is performed online after the model was determined and for which our model returns comparable time performance. The training performance is a subject we will address in our future work by employing genetic methods to derive the semantic model which can reduce training time while maintaining precision levels. Beyond the specific results on these experiments it is worth noticing that the poor overall results in ranking images for all the ranking methods. Our experiments report a 51% level in mean average precision (MAP), as seen in Figure 4 and Figure 7 , which does not rise to the level of expectation of a medical application. Also, by the time all the relevant images are recalled, the precision drops almost to the level of a random process. This means that regardless of the mining technique, some relevant images are always ranked at the bottom of the list and leads us to conclude that to improve the quality of ranking, we need to search beyond the mining algorithms into a deeper understanding of domain knowledge. Our future work includes incorporating other information such as domain ontology as well as better feature Figure 9 . Ten-fold precision-recall chart for ranking "Pos" images using the Dirichlet methods in Experiment 2.
extraction algorithms that lead to a better separation of the feature space in the relation to the semantic space. We also want to experiment with using other base distributions such as the asymmetrical sigmoid [14] to further refine the semantic assignment. Another area of further study would be in reducing the standard deviation of precision. As seen in Figure 9 , although the proposed method returns the lowest standard deviation overall, it is still over-dependent on the initial selection of the training images. For example, at a level of 60% recall, precision varies between 25.83% to 68.34% with an average of 41.73%. We consider this a necessary area of improvement, and we want to address it using PathFinder multidimensional scaling methods [15] which are suitable to removing idiosyncrasy across cross-fold experiments. Finally, we would also like to extend our approach to other domain-specific image databases from other domains such as geospatial or bioinformatics.
