This paper is devoted to the study of the oscillations for forced second order delay differential equations with impulses. The results gained here are based on the information of the forcing term on a sequence of subintervals of [t 0 , ∞), which develops some wellknown results for the equations without impulses and the equations without delay.
Introduction
In this paper, we are interested in obtaining the oscillation criteria for solutions of forced second order impulsive delay differential equations x (t) + p(t)f (x(t − τ )) = e(t), t ≥ t 0 , t = t k , k = 1, 2, . . . ,
x (t + k ) = b k x (t k ), k = 1, 2, . . . , (1.1) where 0 ≤ t 0 < t 1 < t 2 < · · · < t k < · · · , lim k→∞ t k = ∞ and t k+1 − t k > τ for k ≥ 0,
We always suppose that the following conditions hold:
(H 1 ) e, p, f ∈ C ([t 0 , ∞), R), xf (x) > 0, (x = 0) and f (x) x ≥ K for some K > 0. (H 2 ) b k ≥ a k > 0 are constants, k = 1, 2, . . .. Let J ⊂ R be an interval. We define PC (J, R) = {x : J → R : x(t) is continuous everywhere except on some t k s at which x(t + k ) and x(t − k ) exist with
The initial condition
Definition 1.1. A function x ∈ PC ([t 0 − τ , t 0 + α), R) is called a solution of (1.1) if (1) x(t) = φ(t), t ∈ [t 0 − τ , t 0 ], x(t + 0 ) = x 0 , x (t + 0 ) = x 0 ; (2) x(t) satisfies x (t) + p(t)f (x(t − τ )) = e(t), when t ∈ [t 0 , t 0 + α), t = t k , k = 1, 2, . . .; (3) x(t + k ) = a k x(t k ), x (t + k ) = b k x (t k ), and for any t k , we always assume that both x(t) and x (t) are left continuous.
Definition 1.2.
A solution x of (1.1) is said to be oscillatory if it is neither eventually positive nor eventually negative; otherwise it is said to be nonoscillatory. Eq. (1.1) is said to be oscillatory if all solutions are oscillatory.
The impulsive differential equations are adequate mathematical models of processes and phenomena characterized by as continuous as jumpwise changes of the phase variables describing the processes. For further applications and questions concerning the existence and uniqueness of solutions of impulsive differential equations, see [1] .
When the impulses are dropped, (1.1) reduces to delay differential equations with forcing term
for which there exist several oscillation criteria in the literature, see [2] [3] [4] [5] [6] [7] [8] [9] [10] and the references cited therein. In [4, 9] , it is always assumed that p is nonnegative and e is the second order derivative of an oscillatory function h. In this case, one can establish oscillation criteria for a more general nonlinear functional differential equation by employing the Kartsatos technique introduced by Kartsatos [4] .
However, from the Sturm separation theorem, we see that oscillation is only an interval property, i.e., if there exist a
El-Sayed [2] applied this idea to the study of oscillations and established an interval criteria for the oscillations of a forced second order linear differential equation
Wong [10] generalized this results, for more results using the technique due to El-Sayed [2] and Wong [10] , one can see [2, 3, [5] [6] [7] [8] 10] and the references cited therein.
Based on the oscillatory behavior of forced differential equation with impulses, Huang [11] obtained oscillation criteria for the forced linear delay differential equation with impulses
by Kartsatos technique. Using our approach of [11] , Zhang et al. [12] considered the oscillation of second order forced FDE with impulses
Recently, Liu and Xu [13] considered the forced super-linear impulsive ordinary differential equation
and extend the results of El-Sayed [2] and Wong [10] to (1.7). Özbekler [14] also studied a similar equation without delay term of (1.7) by Picone's formula, and establish some interval oscillation criteria.
The results of Liu [13] and Özbekler [14] are very interesting since they make use of the ''oscillatory interval'' of p(t), e(t) for the oscillations of the impulsive ordinary differential equation with forcing term. It is natural to ask if it is possible to research the second order impulsive delay differential equations with forcing term and to extend the results of Liu [13] . Indeed, motivated by the ideas of the El-Sayed [2] , Wong [10] and Liu [13] , we develop the results of Liu [13] to forced impulsive differential equation with delay. We establish the sufficient conditions for the oscillation of all solutions of (1.1), which utilize the oscillatory behavior of e, p on intervals of [t 0 , ∞). Those results extend some well-known results for the equation without impulses or delay.
Main results
In this sections, the intervals [c 1 , d 1 ] and [c 2 , d 2 ] are considered to establish oscillation criteria. So we also assume that
Proof. Assume, to the contrary, that x(t) is a nonoscillatory solution which is eventually positive, without loss of generality,
It follows from (1.1) that w(t) satisfies the following nonlinear equation for t = t j , t ≥ t 0
By the assumption, we can choose
At first, we consider the case in which k(c 1 ) < k(d 1 ).
In this case, all the impulsive moments in [
and multiplying by u 2 (t) on both sides of (2.3), integrating it from c 1 to d 1 , we obtain
Using the integration by parts on the left-hand side, and noting that the condition u(c 1 ) = u(d 1 ) = 0, we obtain
There are several cases to consider to estimate
, since t j+1 − t j > τ , we have two cases to consider:
Integrating it from t − τ to t, we obtain
, and there is an impulsive moment t j in (t − τ , t). Using Mean-Value
Theorem, one has
Integrating it from t j to t, and using
On the other hand, one has for t − τ ∈ (t j − τ , t j )
making a similar analysis of (2.9), we have
, integrating it from t − τ to t j , we get
(2.10)
Divided (2.10) by (2.9), we obtain
Case (2) . For t ∈ [c 1 , t k(c 1 )+1 ], similarly to the case (1), we have three cases to consider:
, and there are no impulsive moments in (t − τ , t). Making a similar analysis of the case (1.1) and using Mean-Value Theorem on (t k(c 1 ) , t k(c 1 )+1 ], we get
Making a similar analysis of the case (1.2) on (t k(c 1 ) , t k(c 1 ) + τ ) and [c 1 − τ , t k(c 1 ) ), we have
, and there are no impulsive moments in (t − τ , t). Similarly to case (1.1), we have
.
, t > t k(c 1 ) + τ .
(2.17)
Making a similar analysis of the cases (2.1)-(2.3) on (t k(d 1 ) , d 1 ], we obtain Cases (3). For t ∈ (t k(d 1 ) , d 1 ], there are three cases to consider:
and there are no impulsive moments in (t − τ , t). Similarly to the case (2.1), we have
, and there is an impulsive moment t k(d 1 ) in (t − τ , t). Similarly to the case (2.2), we obtain
, and there is an impulsive moment t k(d 1 ) in (t − τ , t). Making a similar analysis of the case (3.2) on (t k(d 1 ) , d 1 ), we have
Similarly to (2.17), we obtain
, t < t k(d 1 ) + τ .
(2.21)
If t k(c 1 ) > c 1 − τ , using (2.14), (2.15) and (2.17), we obtain that 
dt.
(2.23)
Making a similar analysis for
. . , k(d 1 ) − 1, and using (2.12) and (2.21), we obtain
dt, (2.24) and for j = k(c 1 ) 
Since x (t) is nonincreasing on (t j , t j+1 ], and for t ∈ (t j , t j+1 ], (2.7) holds, that is
(2.27)
From (H 2 ), (2.27 ), we get
, j = k(c 1 ) + 2, . . . , k(d 1 ), then, we obtain
(2.28) Then we get from (2.26) and (2.28) that
which contradicts (2.1).
Next, we consider the case in which k(c 1 ) = k(d 1 ).
In this case, then Q (u, c 1 , d 1 ) = 0 and there are no impulsive moments in [c 1 , d 1 ]. Similarly to the analysis of (2.26), we obtain
This again contradicts our assumption.
In the case of x(t) < 0 for t ≥ t 0 , we use the function y(t) = −x(t) as a positive solution of the following equations 
G(t j ) b j − a j a j (t j − t j−1 ) , for k(c i ) < k(d i ), i = 1, 2, then (1.1) is oscillatory.
Proof. Similarly to the proof of Theorem 2.1, suppose that x(t − τ ) > 0, t ≥ t 0 . If k(c 1 ) < k(d 1 ), let G ∈ D G (c 1 , d 1 ), multiplying G(t) throughout (2.3) and integrating over [c 1 , d 1 ], we obtain
Kp(t)G(t)
x(t − τ )
We obtain from (2.23)-(2.25) that
Next, we will establish Kemenev type oscillation criteria for (1.1) following the ideas of Kong [15] and Philos [16] where h 1 and h 2 ∈ L loc (D, R).
The following two lemmas due to Kong [15] are needed to prove our theorem.
Lemma 2.1. Assume that (H 1 ) holds and x(t) is a solution of (1.1). If there exist δ i ∈ (c i , d i ), δ i ∈ {t k }, i = 1, 2 such that x(t) > 0 on [δ 1 , d 1 ) and x(t) < 0 on [δ 2 , d 2 ), then for any H ∈ Ω H
