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Abstract
This article aims to introduced a new distribution named as extended xgamma
(EXg) distribution. This generalization is derived from xgamma distribution (Xg),
a special finite mixture of exponential and gamma distributions [see, Sen et al.
(2016)]. Some important statistical properties, viz., survival characteristics, mo-
ments, mean deviation and random number generation have been derived. Further,
maximum likelihood estimation for the estimation of the unknown parameters have
also been discussed for the complete sample. The application of the proposed model
has been illustrated through a real data set and observed that the proposed model
might be taken as an better alternative to some well known lifetime distributions.
Keywords: Exponential distribution, gamma distribution, xgamma distribution, mo-
ments, maximum likelihood estimation.
1 Introduction
In reliability analysis, the lifetime of any electronic device or items is varying in nature.
Hence, it seems to be logical to model the lifetime data with a specific probability dis-
tribution. The exponential distribution and it’s different generalizations, e.g., Weibull,
gamma, exponentiated exponential etc. have been often used to model the data with
constant, monotone hazard rate functions. Also, the finite mixtures of two or more prob-
ability distributions are also the better alternative to analyze any life time data, such
as Lindley [see, Lineley (1958)], generalized Lindley [see, Nadarajah et al.(2011)]. In
the same era of generalization of statistical distributions, the one parameter family of
distributions, namely, xgamma (Xg) distribution is one of them which is a special finite
mixture of exponential and gamma distributions, proposed by Sen et al. (2016). The
probability density function (PDF) of Xg distribution is given as
f(x; θ) =
θ2
(1 + θ)
(
1 +
θ
2
x2
)
e−θx ;x > 0, θ > 0
They have discussed various mathematical properties, viz., moments, reliability char-
acteristics and stochastic ordering etc. They have also discussed the estimation of the
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parameter and shown the superiority of Xg distribution over exponential distribution.
Yadav et al. (2018b), studied the Bayesian estimation of the parameter and the relia-
bility characteristics of Xg distribution using Type-II hybrid censored data. In most of
the situations, finite mixture distributions arising from the standard distributions play a
better role in modelling lifetime phenomena as compared to the standard distributions.
Recently, Yadav et al. (2018a) introduced the inverted version of Xg distribution which
possesses the upside-down bathtub-shaped hazard function. The Xg distribution did not
provide enough flexibility for analyzing different types of lifetime data as it is of one
parameter. It will be useful to consider further alternatives of Xg distribution to increase
the flexibility for modelling purposes.
In this article, we propose a three parameter family of distribution which generalizes
the Xg distribution, named as the extended xgamma (EXg) distribution and hence the
name proposed. The procedure used is based on certain finite mixtures of exponential
and gamma distributions. The shape parameter provides more flexibility for describing
different types of data allowing hazard rate modelling. Moreover, we also derived some
statistical characteristics such as, survival and hazard rate functions, moments, mean
deviation etc. The unknown parameters of the model are estimated via method of maxi-
mum likelihood estimation (MLE). Besides, the compatibility of the proposed model has
been shown based on a real data set and is observed that EXg distribution is best as
compared to its particular models. To the best of our knowledge, no such generalization
from Xg distribution has been used thus so for; hence, this study is targeted to mold the
gap through this present study.
2 Definition
Let,
f(x;α, θ) =
θα
Γ(α)
e−θxxα−1 ;x > 0, θ > 0 (1)
be the probability density function (PDF) of the gamma distribution with shape param-
eter α and the scale parameter θ and is denoted by gamma(α, θ). Let V1 and V2 are two
random variables which are distributed according to gamma(α, θ) and gamma(α+ 2, θ)
respectively. Suppose for β (≥ 0), consider the random variable X = V1 with probability
θ
θ+β
and X = V2 with probability
β
θ+β
. Then, it is easy to verify that the PDF of X is
f(x;α, θ, β) =
θα+1
(θ + β)Γ(α + 2)
(
α2 + α + θβx2
)
e−θxxα−1 ;x > 0, α, θ, γ > 0 (2)
As a particular case, when α = β = 1, the distribution, given in Equation (2), contains
the Xg distribution. The Equation (2) reduces to the PDF of the gamma distribution
(GD) with parameters α and θ when β = 0. Again, the case, where α = 1 and β = 0,
Equation (2) coincides with the PDF of the exponential distribution (ED). Hence, we say
that the random variable X has a EXg distribution with parameters α, θ and β, donated
as EXg(α, θ, β). To find the cumulative distribution function (CDF) of X, where, X is
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Figure 1: Density and hazard function plot.
following EXg(α, θ, β), we have to calculate
F (x;α, θ, β) = P (X ≤ x)
=
θα+1
(θ + β)Γ(α + 2)
 x∫
0
(
α2 + α + θβu2
)
e−θuuα−1du

=
(1 + α)
Γ(α− 1)γl(α, θx) +
βθ
Γ(α)
γl(α + 2, θx) ; α > 1 (3)
where, γl(α, θx) is the lower incomplete gamma function.
Shape of the distribution is traced graphically for the PDF (2) and it is observed that
the proposed model is highly positively skewed and uni-model, [see Figure 1]. The shape
is highly depended over the values of α, β and for higher α shape tends to symmetric
distribution.
2.1 Survival and hazard rate functions
The survival and hazard function are the two most important lifetime characteristics and
frequently used to describe the inherent properties of several survival data. The survival
function is the probability of an individual or any lifetime system which survive beyond
the mission time t0. Let T be the lifetime random variable follows PDF (2). Let survival
function and hazard function are denoted by S(to) and h(to), then the survival and hazard
functions for EXg distribution are given by the following expressions;
3
S(to) =
(1 + α)
Γ(α− 1)γu(α, θx) +
βθ
Γ(α)
γu(α + 2, θx) (4)
h(to) =
θα+1
(θ+β)Γ(α+2)
(α2 + α + θβx2) e−θxxα−1
(1+α)
Γ(α−1)γu(α, θx) +
βθ
Γ(α)
γu(α + 2, θx)
(5)
respectively and γl(α, θx) represents the lower incomplete gamma function. The shape of
the hazard function for different combination of the model parameters has been presented
in Figure 1 and is observed that the proposed distribution possess increasing, decreasing
and hump type hazard rate.
2.2 Random variate generation
The PDF of the EXg distribution can be written in terms of finite mixture of the PDF
of gamma distribution as
f(x;α, θ, β) =
θ
θ + β
f(x;α, θ) +
β
θ + β
f(x;α + 2, θ)
To generate random number from EXg(α, θ, β), the following steps may be used.
1. Specified the values of α, θ, β and n.
2. Generate Ui from uniform(0, 1) distribution (i = 1, 2, ..., n).
3. Generate Vi from gamma(α, θ) distribution (i = 1, 2, ..., n).
4. Generate Wi from gamma(α + 2, θ) distribution (i = 1, 2, ..., n).
5. If Ui ≤ θθ+β , set Xi = Vi, otherwise set Xi = Wi.
If we take α = 1, then we get the random variates from Xg distribution.
3 Some important statistical properties
In this section, we have studied some important statistical properties EXg distribution.
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3.1 Moments
Here, we have obtained the expression of the rth order moment about origin, i.e., r-th
order raw moment for the EXg distribution.
E(Xr) =
∫
x
xrf(x)dx
=
θα+1
(θ + β)Γ(α + 2)
∞∫
0
(
α2 + α + θβx2
)
e−θxxα+r−1dx
=
Γ(α + r)
θr−1(θ + β)Γ(α + 2)
[
α2 +
β
θ
(α + r)(α + r + 1)
]
; r = 1, 2, 3, ... (6)
Now, in particular, for r = 1, we just get the expression for first order raw moment, which
is nothing but mean of X, where, X is following EXGD, i.e.,
E(X) =
1
(θ + β)(α + 1)
[
α2 +
β
θ
(α2 + 3α + 2)
]
(7)
Also, for r = 2, 3 and 4, we get the second, third and fourth order raw moments respec-
tively, given as
E(X2) =
1
θ(θ + β)
[
α2 +
β
θ
(α + 2)(α + 3)
]
(8)
E(X3) =
(α + 2)
θ2(θ + β)
[
α2 +
β
θ
(α + 3)(α + 4)
]
(9)
E(X4) =
(α + 2)(α + 3)
θ3(θ + β)
[
α2 +
β
θ
(α + 4)(α + 5)
]
(10)
Again, by using the relation between the raw moments and central moments, we can find
the expression for successive central moments for EXg distribution. Hence, second order
central moment, i.e., variance is given as, where X is following EXg distribution
Variance(X) = E(X2)− E2(X)
=
1
θ(θ + β)
[
α2 +
β
θ
(α + 2)(α + 3)
]
−[
1
(θ + β)(α + 1)
{
α2 +
β
θ
(α2 + 3α + 2)
}]2
(11)
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third and fourth order central moments can also be obtained in the same lines. We can
also obtained the coefficient of variation (CV) from the above expressions, given as
CV =
√
Variance(X)
E(X)
=
α
[{
1
θ
+ β
θ2
(1 + 2
α
)(1 + 3
α
)
}− α2
(θ+β)(α!)2
{
1 + β
θ
(1 + 2
α
)(1 + 1
α
)
}]
√
θ + β(α + 1)
[
α2 + β
θ
(α + 1)(α + 2)
] (12)
3.2 Mean deviation
The mean deviation about mean of random variable X, having PDF, given in Equation
(2) is obtained as
MDµ = E|X − µ|
=
∞∫
0
|(x− µ)|f(x)dx
=
µ∫
o
(µ− x)f(x)dx+
∞∫
µ
(x− µ)f(x)dx
= 2µF (µ)− µ+ 2
∞∫
µ
xf(x)dx
=
2
(θ + β)Γ(α + 2)
∑
r
(−θ)r+α+1
r!
µr+α+1
[
α(α + 1)
(r + α)(r + α + 1)
+
µ2βθ
(r + α + 2)(r + α + 3)
]
(13)
where, µ = E(X) and F (µ) stands for CDF of X upto point µ.
4 Estimation of the parameters
Here, we have estimated survival and hazard estimates of proposed distribution EXg
distribution by using the maximum likelihood method of estimates using the invariance
properties of that. Suppose X1, X2, · · · , Xn be random sample drawn from EXg distri-
bution and x1, x2, · · · , xn be the observed values from the original sample. Then, the
likelihood function is given as
L(α, θ, β | x) =
n∏
i=1
[
θα+1
(θ + β)Γ(α + 2)
(
α2 + α + θβx2i
)
e−θxixα−1i
]
(14)
Taking logarithm on both the sides of the above Equation (3), we just get the log-
likelihood function and is given as
logL(α, θ, β | x) = n(α + 1) log(θ)− n log (θ + β)− n log Γ(α + 2) +
n∑
i=1
log
(
α2 + α + θβx2i
)
+
n∑
i=1
(α− 1) log xi − θ
n∑
i=1
xi (15)
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Now, we know that partial derivatives of the log-likelihood functions with respect to α,
θ and β and equating to zero, yield the MLEs αˆ, θˆ and βˆ, i.e.,
∂ logL(α, θ, β | x)
∂α
= 0 (16)
∂ logL(α, θ, β | x)
∂θ
= 0 (17)
and
∂ logL(α, θ, β | x)
∂β
= 0 (18)
Since, the above non-linear equation can not be solved analytically; thus any iterative
procedure has been used to obtain the estimates of the parameters.
5 Real data analysis
In this Section, we have considered one data set which represents the strength of 1.5 cm
glass fibers measured at the National Physical Laboratory, England. Unfortunately, the
units of measurements are not given in the paper and are taken from Smith and Naylor
(1987). The fitting of the proposed model has been compared with the following lifetime
distributions.
• Exponential distribution (ED)
• Gamma distribution (GD)
• Xgamma (Xg) distribution
The fitting/compatibility has been performed using different model selection tools, namely,
negative of log-likelihood, one sample K-S statistic and corresponding p value. The model
with minimum negative of log-likelihood, K-S statistic and maximum of p value is treated
as best model. The obtained measures are reported in the following table which indicates
that the EXg is best choices among the considered probability distributions. hence EXg
may be chosen as an alternative model. All the computation related to the fitting of the
data has been performed using R− software, see Ikha and Gentelman (1996).
Table 1: Values of the estimate of the parameters and model selection tools.
Model Estimates -2 Log-Likelihood K-S statistic
ED θˆ = 0.6636 177.6600 0.5640
GD [θˆ = 11.5711, αˆ = 17.4355] 47.9030 0.2164
Xg θˆ=1.3376 171.6012 0.4037
EXg [θˆ = 0.0156, αˆ = 17.5700, βˆ = 11.6800] 43.5070 0.1951
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6 Concluding remarks
In this article, a new three parameter model as an extension of Xg distribution has been
proposed and studied. Some statistical properties such as survival characteristics, mo-
ments, mean deviation about mean etc. have been derived and discussed. The algorithm
of random number generation of this proposed model has also been given. Further, MLEs
of the parameters are also obtained using iterative procedure. Lastly, a real data set has
been used to demonstrate the practical applicability of the proposed model and observed
that EXg model provides better fit as compared to its particular models. Hence, the pro-
posed model might be taken as an alternative model analyze several reliability/ survival
data.
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