ABSTRACT Urban hotspots refer to regions where flourishing shopping centers are located, the travel volume is very large, and there is high traffic. The formation of hotspots is strongly correlated with many features, i.e., time, space, and the distribution of points of interest; however, most studies have used qualitative analyses to describe the relevance of these features, and there is a lack of quantitative analyses. Therefore, we propose the concept and a model of the attractiveness index of a hotspot that is used to quantify the spatio-temporal distribution of the hotspots and determine the degree of attractiveness to the residents. In addition, a novel algorithm of hotspot similarity is designed and implemented to improve the efficiency of summarizing the hotspot data, which is usually performed manually. We mine the data and determine different hotspots using a one-week GPS trajectory dataset collected from 6599 taxis in Kunming. Furthermore, we calculate the attractiveness index of hotspots and visualize their characteristics. The research results provide a scientific basis and reference for public infrastructure planning, land-value evaluation, store location planning, consumption recommendations, and other applications.
I. INTRODUCTION
Urban hotspots are areas of intense urban economic development and are an important part of urban comprehensive competitiveness [1] . A region is designated a hotspot because it contains many types of infrastructure that are necessary for the daily life of residents, such as restaurants, entertainment, schools, and hospitals. The use of data mining to determine hotspots of interest to residents can provide a scientific basis and a reference for location-based services. Taxis are a public transportation type characterized by all-weather operating and real-time data. Therefore, taxi trajectories are a good representation of the residents' travel patterns and commuting behavior and have become an important source of data mining for the detection of urban hotspots [2] , [3] .
Liu et al. [4] proposed a variant of the density peaks clustering (DPC) approach for discovering demand of hot spots from a low-frequency, low-quality taxi fleet operational dataset. Their approach could be of use to both taxi fleet operator and traffic planners in guiding drivers and setting up taxi stands. Pan et al. [5] used an iterative density-based spatial clustering of applications with noise (DBSCAN) clustering algorithm to find urban hotspots, which were then used to create a classification of urban land functions. Chen et al. [6] planned a city's night bus route based on the detected hotspots. Li et al. [7] analyzed the pick-up/drop-off behaviors of taxi drivers derived from the GPS trajectories of taxicabs and recommended the best locations where the drivers could find passengers. In addition to using the GPS trajectory data of vehicles as a data source, mobile location data and check-in data have also become a new data source for data mining of urban hotspots. Klessig et al. [8] used a mobile location dataset of a 3G mobile network in a northern European city and automatically detected and tracked the traffic hotspots using image processing techniques. Louail et al. [9] determined the number of hotspots (locations where mobile phone users congregate) as a function of the overall city population and observed the spatial and temporal stationarity of these hotspots, which represented the hearts of cities. Hu and Zhang [10] use the Weibo check-in data in Wuhan which is between 2011 and 2015 to mine commercial hotspots.
After urban hotspots are discovered, most literatures mainly focus on their spatio-temporal patterns, but seldom analyze the factors affecting the formation of hotspots.
For example, large office buildings and railway station are both hotspots. Large office buildings are characterized by high travel volume, but the time forming a hotspot is limited to two time periods of commuting. However, except late at night, the railway station has a large traffic volume all day. In addition, even the same type of hotspots, such as shopping malls, because of their location, scale and surrounding environment, the degree of attraction to citizens is completely different. Due to the lack of quantitative analysis, the differences between these hotspots cannot be compared. Therefore, the objectives of this paper is how to establish an effective quantitative model to describe the attractiveness of each hotspot.
II. RELATED WORK
The traditional analysis for urban hotspots has used spatioeconomic data such as land use changes, population, and density to reveal the attraction of tourist scenic spots, the spatiotemporal changes of prosperous districts and the spatial distribution of passenger flow by the questionnaires. At present, it is the most commonly method to study the urban hotspots through GPS trajectories collected from vehicles and individuals. The extraction techniques of hotspots include spatiotemporal clustering, mesh generation and spatial statistics.
Wang et al. [11] investigated the real-time demand-supply level for taxis and made an adaptive tradeoff between the utilities of drivers and passengers for different hotspots. Then, they constructed a recommendation system that achieve a remarkable improvement on the global utility and make equilibrium between the utilities of drivers and passengers, simultaneously. Zheng et al. [12] mined interesting locations and classical travel sequences within a given geospatial region using the GPS trajectories generated by multiple users and provided the travel recommendation for mobile tourists. Kisilevich et al. [13] presented P-DBSCAN, a new densitybased clustering algorithm based on DBSCAN for analysis of hot places and events using a collection of geotagged photos. Gui et al. [14] proposed a MapReduce-based two-steps distributed parallel algorithm for extracting traffic hotspot areas from the taxi track. Chen et al. [15] referred to image-based clustering algorithm applied on matching map of the vehicle networking data and ultimately obtained the traffic hot spot map of the urban roads by the clustering analysis.
For discovering efficient and inefficient passenger-finding strategies from a large-scale taxi GPS dataset, Li et al. [7] partitioned Hangzhou metropolitan area into 40×20 grids with equal intervals, then they counted all the pick-up and drop-off events during the selected 15 days in each region and selected the top 99 busiest regions as the hotspots area. Rong et al. [16] studied the influential factors in passenger seeking strategies and found algorithms to guide taxi drivers to passenger hotspots with the right timing. Their proposed strategies may predict the taxi rides at different times per day, and increase the taxi drivers income levels by controlling appropriate mileage per trip and following the route across more urban hot spots.
Li et al. [17] used kernel density estimation to identify the urban' hotspots. The region with high kernel density corresponds to the area with larger distribution of trajectory points. Qi [18] combined the information entropy theory with the spatial statistical analysis theory, and analyzed the spatial distribution characteristics of multi-day taxi's pick-up points in Shenzhen for determining the high gathering places.
Cao et al. [19] performed the random walks model that exploit massive amounts of GPS records collected from multiple users for identifying top-k significant semantic locations. Moreira-Matias et al. [20] proposed a prediction model based on probability model, which can be well applied to a recommend system for helping taxi drivers to choose the best taxi stand. Scholz and Lu [21] proposed a method to detect the dynamics of space-time development of urban activity patterns that are embedded in large volume trajectory data, at the same time, they used Poisson distribution in the process of detecting hotspots.
Several thorough and detailed studies have been conducted on the use of data mining for the detection of urban hotspots. However, most of the existing studies only used qualitative methods to analyze the spatio-temporal pattern of hotspots and few quantitative analyses have been conducted. For example, Zhao [22] divided the hotspots generated by the taxi trajectories in Wuhan into persistent hotspots and transient hotspots but he did not compare the spatio-temporal differences in these regions in detail. Chen [23] performed a quantitative analysis of urban hotspots but she only considered the travel volume and travel frequency in the hotspots and these two indicators were relatively simple. In order to improve on these studies, we redefine the concept of an attractiveness index for a hotspot and use multiple quantitative indicators to describe the attractiveness degree of hotspots to residents. In addition, we develop an algorithm to compute the attractiveness index of the hotspots. The calculation of the attractiveness index requires the comparison and analysis of the relationships among multiple hotspots to identify similar regions and merge them. However, the commonly used manual summarization of the hotspots is often inefficient. Therefore, a hotspot similarity algorithm is proposed and implemented in this study to improve the efficiency of summarizing the hotspots.
III. DEFINITIONS AND MODELS OF THE ATTRACTIVENESS INDEX FOR URBAN HOTSPOTS
The formation of hotspots is strongly correlated with some features and there are also various differences between hotspots. Therefore, the concept of the hotspot attractiveness index is proposed to quantitatively analyze the relationship between the hotspots and the related factors. The basic components and the models of the attractiveness index are given below.
A. DEFINITIONS

Definition 1 [Hotspot(HS)]:
An HS refers to an region where the travel volume is high and which is visited frequently. VOLUME 6, 2018 In this study, the HS represents the results of the clustering mining.
Definition 2 [Hotspots Attractiveness Index(HSAI)]:
This assessment index describes the hotspot's attractiveness to residents and it is comprised of four indicators including travel volume, time distribution, travel distance, and the density of the points of interest (POI).
Definition 3 [Residents Travel Volume Index (RTVI)]:
This index denotes the residents' travel volume from and to the hotspots. In this study, the number of pick-up/drop-off points in a certain region is used to represent the travel volume.
Definition 4 [Time Distribution Index (TDI)]:
This index represents the frequency of occurrence of hot spots under given time period. The time period can be hour or day.
Definition 5 [Residents Travel Distance Index (RTDSI)]:
The travel distance index includes the distance that the residents travel when entering and leaving the hotspots.
Definition 6 [Hotspot POIs Index (HSPOI)]:
A POI is a venue such as a shopping mall or school with a name, address, coordinates, category, and other attributes. The hotspot's POI index is used to evaluate the POI density for each category in a particular region, that is, the infrastructure configuration in this region.
B. MODELS OF THE ATTRACTIVENESS INDEX
The HSAI is the sum of the four indicators (RTVI, TDI, RTDSI, HSPOI ) after normalization, the range of the indicators is (0,1). In this paper, we believe that these four indicators are equally important, so we do not consider their weights, in other words, their weights are all 0.25. The equation for the HSAI is:
The RTVI is defined by Eq. (2) and Eq. (3):
In Eq. (2), HSTD t1 represents the travel volume of the hotspot in time period t1, N t1 up and N t1 down represent the number of pickup and drop-off points in t1 respectively. The travel volume in different time periods is added to obtain the total travel volume in this area for one day. In Eq. (3), α is a parameter to be determined and the calculation of α will be described in the experimental section. The range of RTVI is (0,1). The closer it is to 1, the higher the traffic volume of the hotspot is.
The TDI is defined by Eqs. (4) and (5):
In Eq. (4), a day is divided into 13 time periods, m is equal to 13, and the expression
√ ρ i represents the sparseness of the time period. The range of TDI is also (0,1). The closer the value is to 1, the more even the distribution of the time periods, which means that a hotspot can be formed in multiple time periods of a day; the closer the value is to 0, the sparsity of time distribution is, and a hotspot is appeared in only 1 or 2 time periods. The RTDSI is defined by Eqs. (6) and (7):
In Eq. (6), HSDS t1 represents the travel distance to and from the hotspot in time period t1,DS t1 arr is the average travel distance when entering the area in t1, andDS t1 dep is the average travel distance when departing from this area in t1. The travel distance in the different time periods is added to obtain the total travel distance in this area for one day. In Eq. (7), β is also a parameter to be determined. The range of RTDSI is (0,1). The closer the value is to 1, the more the hotspot attracts visitors who live far away; otherwise, it indicates that this hotspot only attracts nearby visitors.
In order to obtain the POI distribution in all hotspots, we divide the POI into 15 categories, as shown in Table 1 .
Then, we compute an average POI density in a hotspot, where the density d j of the jth POI category in hotspot r i is calculated using Eq. (8) and the HSPOI is calculated using Eq. (9):
Number of POIs of the jth POI category Area of hotspots r i (8)
The value range of HSPOI is (0,1). A value closer to 1 indicates better infrastructure in the hotspot and more urban functions for the residents; a value closer to 0 indicates that the hotspot provides only a few urban functions, such as airport or bus terminals or that there is less infrastructure.
IV. SIMILARITY CALCULATION OF URBAN HOTSPOTS
After using the clustering algorithm to mine the GPS trajectory data, we obtain multiple clusters but each cluster does not represent one hotspot because several clusters may exist in close proximity and they only occur during different time periods. Therefore, we need to merge the clusters with similar locations into one hotspot and those dissimilarity clusters are identified as the new hotspot.
A. ANALYSIS OF HOTSPOTS
On the map, the hotspot is depicted as a polygon that encompasses multiple pick-up/drop-off points. The spatial relationship between any two polygons can be described as separation, containing, intersecting, or touching [24] . Figure 1 shows these four positional relationships. In Figure 1 , a 2×3 grid is shown and each grid represents the positional relationship of a polygon pair; therefore, there are six cases in total. C ij represents the j clustering result of the polygon in i time period. Grid A indicates that C 11 and C 21 are separated and they form two hotspots. Grid B indicates that C 12 and C 22 are touching and they are still treated as two hotspots. Grid C shows that C 23 contains C 13 ; therefore, the larger portion C 23 is used to represents the hotspot. Grid D is exactly the reverse of the C grid but the larger result C 14 is still used to represent the hotspot. Grid E shows that the two polygons C 15 and C 25 intersect but their intersection is less than a given threshold θ s ; therefore, they are treated as two hotspots. Grid F indicates that C 16 and C 26 intersect and the intersection is larger than the threshold θ s ; therefore, their union is treated as a hotspot.
In this study, when determining if two polygons are similar, the main point of interest is whether they overlap. The hotspot consists of multiple point sets; therefore, is inconvenient to determine the overlapping relationship manually. In order to solve this problem, we use a bounding box to replace the points. A bounding box is a relatively simple closed space that contains all the points, objects, or a group of objects. A bounding box is commonly used to expedite specific testing processes [25] . There are five types of bounding boxes, i.e., a surrounding sphere (SS), an axis-aligned bounding box (AABB), an oriented bounding box (OBB), a fixed-direction hull (FDH), and a convex hull (CH) [26] .
In Figure 2 , the AABB refers to a box whose axis is parallel to the coordinate axis. It is the rectangle formed by selecting the maximum and minimum horizontal and vertical coordinates in each vertex of the two-dimensional shape and is one of the most commonly used bounding box types. The axis of the OOB can have a random direction and it is an improvement of the AABB. The FDH is a fixed-direction bounding box. The CH tightly surrounds the object and it has the smallest area of the bounding boxes. In order to efficiently describe the polygonal shape, the CH is used to represent the hotspot. At present, there are many algorithms for computing CH including incremental method, Graham scan method, gift-wrap-ping method and divide-and-conquer method. Among them, the Graham algorithm is more commonly used.
After all the CHs and their areas are calculated, we use the overlapping relationship to reflect the similarity of the CHs and the area threshold θ s is introduced here. Assuming that the areas of two CHs P and Q are SP and SQ respectively and their intersection area is SI , then θ s can be specified as twothirds of the maximum value of the two CH areas. Due to space limitations, we don't discuss the computation process of the parameter θ s , and its value came from the experimental results. If SI ≥ θ s , then P and Q are similar and the union of P and Q forms a new hotspot. Otherwise, P and Q are dissimilar and P and Q each form one hotspot. In addition to the separation and intersection relationship, two CHs can touch or one can contain the other. The external touching relationship is treated as a special separation relationship in this study and they are judged as dissimilar. If all the vertices of one CH are inside of another CH and their edges are not intersected, they belong to the containing relationship and are similar.
B. ALGORITHM OF HOTSPOT SIMILARITY
Using the above-mentioned definitions, a hotspot similarity algorithm (HSSA) is proposed. Its basic process is as follows:
(1) The Graham algorithm [28] is used to calculate the CHs resulting from the clusters.
(2) The minimum area of each CH is calculated using the algorithm described in [27] .
(3) The spatial relationship between any two CHs is evaluated to determine their similarity. The simple method of calculating the distance between the centroids of two CHs can be used to determine the positional relationship. If this distance is greater than or equal to the distance threshold θ d , then the CHs are separated and the similarity is 0. If the distance is less than θ d , the CHs may have touching, containing, or intersecting relationships. First, for the containing relationship, if one CH contains another, the similarity is 1. Touching is treated as a special case of an intersection. Next, for the intersection, the intersection area and area threshold θ s of the intersecting CHs are calculated. If the intersection area is greater than or equal to θ s , the two CHs are similar and the return value is 1; otherwise, the two CHs are dissimilar and the return value is 0. Two methods are used to determine the distance threshold θ d .
Method 1: the value θ d is manually determined based on experience; for example, 10 km.
Method 2: first, the centroid distance between any two hotspots is calculated; second, we choose the minimum distance and maximum distance from all distances and calculate the mean value according these two values, then θ d is set to the mean value.
We list the notations for describing the HSSA in Table 2 . The pseudocode for the HSSA is is given in Algorithm 1. The Graham algorithm is used to calculate the CHs of the points. According to the relevant proofs [26] , the time complexity of the Graham algorithm is O(nlogn) for polygons with n vertices. Assuming that the number of edges of the polygon is n and the number of CH edges is m (where m ≤ n), the time complexity of the minimum area of the CH is O(m 2 ) [29] . A new algorithm based on plane scan lines and intersection subdivision is used to determine whether two CHs intersect [30] . Assuming that the total number of edges of all CHs that are compared is m and the total number of intersecting edges of all CHs is k, then the time for this algorithm to complete the entire traversal is O((m + k)log(m + k)). Since k ≤ m 2 , the total time consumption for determining whether several CHs intersect is O(m + k)log(m). In summary, the time complexity of the HSSA is O(nlogn)+O(m 2 )+O(m + k)log(m), where n, m and k represent the vertices of the polygons to be calculated, the number of edges of the CHs created by the polygons, and the total number of intersecting edges of all CHs respectively, and their relationship is n m, m 2 ≥ k. Therefore, the most time-consuming calculation of the HSSA lies in the calculation of the CHs. Finally, the time complexity of the HSSA is O(nlogn).
V. THE ALGORITHM OF ATTRACTIVENESS INDEX FOR HOTSPOTS
This section introduces the algorithm of attractiveness index for hotspots (HSAIA). The principle of the HSAIA is as follows: first, we analyze and compare each generated cluster for the different time periods. Second, we merge similar clusters into a hotspots or identify independent clusters as new hotspots. Third, we calculate the four evaluation indicators of each hotspot. Finally, the HSAI for each hotspot and the combined hotspots are obtained. We list the notations used in this algorithm in Table 3 .
The pseudocode of the HSAIA algorithm is given in Algorithm 2.
VI. EXPERIMENT AND ANALYSIS
In order to validate the effectiveness of the attractiveness index, the GPS trajectory data provided by the Kunming Taxi Vehicle Administration Office is used as a validation dataset. This dataset contains 55,851,192 GPS records generated by 6,599 taxis within one week in August 2012 (Aug. [13] [14] [15] [16] [17] [18] [19] [11] . After performing data preprocessing (such as data cleaning, map matching) on the original GPS trajectory dataset, the DBSCAN algorithm [31] is used to mine the for j = 1 to 13 //time period 4: for k = 1 to count(D ij ) 5: if HS = φ then end // end flag2 24: end // end flag1 25: add(A) to HS the number of hotspots in a city may be actually less because many areas are similar and can be merged into the same hotspot.
A. SIMILARITY RESULTS OF HOTSPOTS
The similarity calculation of the 905 clustering results is performed in accordance with the HSSA, that is, the clustering results based on the pick-up/drop-off data for one week are calculated and 37 urban hotspots are finally obtained. The hotspots' similarity results are compared with the results of manual summarization, and their numbers and locations are basically the same. These hotspots vary widely in terms of time period and travel volume. The hotspots may form in several time periods in one week in some areas, whereas some areas only occasionally become hotspots. In order to display the similarity results of the hotspots, the clustering results of the pick-up points in four different time periods on August 19 are shown in Figure 3 for visual analysis and different colors are used. It is evident that the hotspots for the four clustering results are spatially very similar; therefore, they should belong to the same hotspot. Therefore, the results of the algorithm are consistent with our visual interpretation and the results are accurate and credible.
B. ATTRACTIVENESS INDEX OF THE HOTSPOTS
After the 37 hotspots are obtained, the HSAIA is used to calculate the four evaluation indicators for each hotspot. The parameter α is important in the calculation of the RTVI. The parameter α represents the mean value of the RTVI in the range of (0,1), that is, the greater the travel volume of the hotspot, the closer the value of α is to 1; otherwise, the value of α is closer to 0. According to Eq. (3) we can deduce Eq. (9) for calculating α, which is as follows:
It can be seen from Eq. (10) that the parameter α is jointly determined by the HSTD and the RTVI. First, the HSTD of each hotspot is calculated and then the HSTD values are ranked from largest to smallest to determine the median and mean values of the travel volume. At this point, the corresponding RTVI value should be 0.5. Then, the parameters α1 VOLUME 6, 2018 and α2 are calculated and obtained based on the median and mean values respectively. Finally, α1 and α2 are used in Eq. (3) and the RTVI of the hotspots is calculated. According to the experimental results, α1 has a better effect than α2 because the travel volume index is evenly distributed between 0 and 1. Therefore, the value of α1 is set to 1.3565e-04.
For the RTDSI, we use a similar method to calculate the parameter β and its value is 0.0073.
After determining the values of α and β, the RTVI and RTDSI for all hotspots can be calculated. Then, their TDI and HSPOI are obtained using Eqs. (4), (5), (8) , and (9). The attractiveness indices of 10 hotspots are shown in Table 4 . We find that the difference between the hotspots is very large. The hotspots with a high travel volume have a high visiting frequency and large travel distance and the time periods of the hotspot formation exhibit high regularity. The hotspots with a low travel volume have a low visiting frequency and small travel distance and no regularity in the time periods of the hotspot formation is observed. However, the HSPOIs of these hotspots are not high. After performing the quantitative analysis of all hotspots, we use a scatter plot to depict them, as shown in Figure 4 .
In Figure 4 , the X-axis represents the ID of hotspots and the Y-axis represents the attractiveness index. Three dotted lines are plotted on the 0.1, 1, and 2 intervals on the Y-axis and the attractiveness index is divided into four categories. The first category contains 6 hotspots, which are called high-access hotspots. Their attractiveness index is between 2 and 3 and they have the highest travel volume, the highest travel frequency, the longest travel distance, and the most POI. The second category contains 11 hotspots, which are called persistent hotspots. Their attractiveness index is between 1 and 2, and their travel volume, travel frequency, travel distance, and POI are lower than those in the highaccess hotspots. The third category contains 16 hotspots and we call them regular hotspots; they have attractiveness indices between 0.1 and 1. Their travel volume and travel frequency are low and the travel distance is short. Moreover, there are few POI and most hotspots belong to this category. The fourth category contains only 4 hotspots and they are called the occasional hotspots. Their attractiveness index is less than 0.1. These hotspots form temporarily, they only appear 1 or 2 times a week, and they do not follow any spatio-temporal rules.
C. VISUAL ANALYSIS AND EVALUATION OF THE HSAI 1) VISUAL ANALYSIS OF HOTSPOTS
This subsection describes the visual evaluations of the hotspots. Kunming is divided into four administrative districts (Wuhua District, Panlong District, Xishan District, and Guangdu District). Four colors are used to show the hotspot categories. Red represents the high-access hotspots, yellow for the persistent hotspots, green for the regular hotspots, and blue for the occasional hotspots. Since there are many hotspots and their locations are very dispersed, some common hotspots outside the Third Ring Road, such as the airport and the two bus terminals (North bus terminal and South bus terminal) are not shown on the map for clarity. The remaining hotspots are shown in Figure 5 .
Several travel rules of the urban residents can be deduced from Figure 5: (1). The number of hotspots in the four categories is 6, 11, 16, and 4, indicating that the number of regular hotspots is largest. Regular hotspots are often located around commercial centers and mostly appear after the rush hour. This shows that residents prefer to choose commercial zone near their workplace or residential areas when considering shopping and entertainment after work.
(2). More than 2/3 of the high-access hotspots and nearly half of the persistent hotspots are on First Ring Road, which is located in the Wuhua District and near the traditional shopping malls, supermarkets, universities, and parks. These areas represent the preferred destination of residents' travel. Therefore, these locations are prone to traffic jams and traffic dispersion is needed.
(3). More than half of the regular hotspots are on First Ring Road and between First Ring Road and Second Ring Road. These are mainly residential areas and areas where schools and hospitals are located.
(4). There are a few regular hotspots between Second Ring Road and Third Ring Road. They are mainly commercial centers that are surrounded by densely populated residential areas.
(5). The formation of the hotspots is significantly associated with the scale, abundance, and functionality of the infrastructure. Therefore, they are basically distributed within Third Ring Road.
2) EVALUATION OF ATTRACTIVENESS INDEX
In order to verify the result of attractiveness index, 11 hotspots located on Second Ring Road were selected for the evaluation, including 5 business circles, 4 hospitals, and 2 large residential areas. Our evaluation indicators are compared with 2 evaluation indicators from [12] . We perform a field study in the 11 hotspots in Kunming and analyze the actual traffic patterns via video capture and proof our results by [32] - [34] . We then rank these hotspots based on the actual trips and the results of our method and measure the difference in the two ranks using Eqs. (11) and (12):
The results are shown in Table 5 . The performance is measured by two metrics: Root Mean Square Error (RMSE) and Mean Absolute Error (MAE), where y i is an inference and y i is the ground truth; n is the number of instances. Table 5 shows that the ranking result using RTVI and TDI only has the largest error, the ranking result of the three indices has the larger error, but the ranking error of the four indices is the smallest. Our method is superior to the other methods.
Next, we use 5 business circles as an example to illustrate their differences in the attractiveness index. They are located on First Ring Road; 4 are located in the Wuhua district and 1 is located in the Panlong area. All of them are core commercial centers. Their heat maps on weekdays and weekends are shown in Figures 6-7 .
The results show that the 5 business circles attract many urban residents and the travel volume is large regardless of the day of the week. However, there are some differences between them. The indices are higher for HS1 and HS8 than for the other 3 hotspots and HS17 has the lowest indices. A comparison of the evaluation indices is shown in Table 6 and Figures 8-11 .
If the attractiveness index is not used, no differences are observed between the areas. However, when the travel volume, travel frequency, average travel distance in one week, and the number of POI are taken into consideration, there are apparent differences, which is in agreement with the visual analysis. HS1 and HS8 are high-access hotspots, HS10 and HS20 are persistent hotspots, and HS17 is a regular hotspot. Therefore, these 5 business circles have different attractiveness values and different business values.
VII. CONCLUSION
In the intelligent transportation field, determining urban hotspots is an important research topic. However, there are few quantitative analysis methods for evaluating them. Therefore, a novel evaluation indicator, the attractiveness index, is proposed to describe the degree of correlation between the hotspots and the time period, travel frequency, travel volume, travel distance, and POI. In this study, the concept, mathematical models, parameter generation, and the algorithms of the attractiveness index are described in detail. Actual GPS trajectories are used to validate the effectiveness of the attractiveness index. The urban hotspots are categorized into highaccess hotspots, persistent hotspots, regular hotspots, and occasional hotspots based on the attractiveness index values and they are visualized on a map. The proposed attractiveness index model can also be used for the creation of hotspots using bus, subway, or mobile location data. Therefore, it has a wide range of applications. In this study, the attractiveness index was limited to data acquired in one week; in future studies, a larger dataset will be used to validate the effectiveness of this method. His current main research interests are about distributed computing, cloud computing, and bioinformatics.
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