ABSTRACT Tracking methods based on a correlation filter have attracted much attention because of their high efficiency and strong robustness. However, a tracker based on a single feature is obviously not sufficient to adapt to the complex appearance changes of the target. Besides, rapid and exact scale estimation is still a challenging problem in the field of visual tracking. In this paper, we introduce an independent scale filter for the estimation of the scale of an object and merge two complementary features to further boost the performance of the tracker. At the same time, a dimension reduction strategy is adopted to decrease the computational load. Finally, a dynamic learning rate-based model update mechanism is inserted to effectively alleviate model degradation problem by suppressing the influence of noisy appearance changes. The extensive experiments were conducted on the object tracking benchmark (OTB) dataset and Temple color 128 dataset. The quantitative and qualitative results exhibit that compared with other popular trackers, the tracker proposed in this paper acquires favorable results in tracking accuracy, efficiency, and robustness. On the OTB-2015 benchmark dataset, it obtains precision scores of 0.773, 0.782, and 0.714 and success scores of 0.585, 0.606, and 0.534 in the three indexes of OPE, TRE, and SRE. On the Temple color 128 dataset, it acquires precision scores of 0.641, 0.681, and 0.606 and success scores of 0.478, 0.515, and 0.445 in the three indexes of OPE, TRE, and SRE, surpassing many well-known tracking methods. In terms of tracking efficiency, it runs at a speed of 42.3 frames/s on a single CPU, making it suitable for real-time applications.
I. INTRODUCTION
As an important issue in computer vision area, visual object tracking plays a critical role in video monitoring, automatic driving, video analysis, and other real-world applications. Although great progress has been achieved in recent years, it is still very hard to develop a robust tracking algorithm due to the influence of multiple challenges such as illumination change, background clutters, scale variation, deformation and occlusion, which are caused by random variation in video sequences.
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Existing tracking algorithms can be roughly divided into discriminative and generative ones. The generative approaches (e.g., [1] - [4] ) aim to learn a visual model representing the appearance of the tracked object and conduct tracking through the best matching image region. Ross et al. [2] present an incremental visual tracking (IVT) method, which learns a low dimensional principal component analysis (PCA) subspace and updates the PCA subspace online. Although the IVT method can handle illumination and pose changes, it is sensitive to outliers (such as partial occlusion and background clutter). Kwon and Lee [5] adopt a sparse PCA method to select multiple color and edge templates, which is robust to the challenges of illumination variation, scale change and non-rigid motion. However, high VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ computational overhead prevents its applications for real-time tracking. Inspired by the idea of [6] , Mei and Ling [7] propose a novel l 1 tracker, which sparsely represents the target object using a series of object and trivial templates. Afterwards, many researchers improve its speed and accuracy by using accelerated proximal gradient algorithms [8] , replacing raw pixel templates with orthogonal basis vector [9] , and modeling the similarities between different candidates [10] . The discriminative methods (e.g. [11] - [15] ) treat tracking as a binary classification problem and often establish online classifiers to distinguish the tracked object from the background. For a new frame, this type of approaches usually proceeds two steps. First, a classifier is applied exhaustively at many locations to detect the target. Then, positive and negative samples are sampled and used to update the classifier model. The performance of discriminative tracking is largely dependent on samples collected during tracking. Generally, more samples make the classifier more robust. Unfortunately, because of the time-sensitive of tracking, only a few samples are randomly chosen from each frame.
Recently, correlation filter based trackers [16] - [20] , [45] - [47] have achieved big success because of their high efficiency and excellent robustness. The underlying principle behind trackers of correlation filter lies in the usage of the circulant matrix and fast Fourier transform (FFT), where thousands of negative samples are effectively employed to train a ridge regression classifier. Bolme et al. [16] presented a pioneering research on using the correlation filter for visual tracking. They proposed a minimum output sum of squared error (MOSSE) filter for visual tracking on gray-scale images, which has received more and more attentions. One of the highlights of the MOSSE tracker is the extremely fast speed of 669 frames per second, which is a remarkable improvement compared with the existing trackers. Based on the basic framework of MOSSE tracker, the researchers have made a lot of improvements and proposed many correlation filter based tracking algorithms. Among these algorithms, the kernelized correlation filter (KCF) tracker [18] has exhibited impressive performance due to its robustness, simplicity, and high efficiency. Despite of these advantages, there still exists three issues that severely limit the tracking performance of the KCF tracker. First, the KCF tracker uses a single feature for tracking. Single feature has its limitations in addressing diverse variations of tracking scenarios. To handle more challenges, combination on feature level was proposed and multi-feature [21] - [23] were applied to tackle different target variations. Second, the KCF tracker cannot successfully handle significant scale changes of the target object during the tracking process due to the use of fixed template size. Third, the KCF tracker updates the learned filters with a fixed learning rate to cope with the latest appearance changes in continuous image sequences. Unfortunately, such model update mechanism is only suitable for tracking the object under ideal conditions (such as without occlusion). This paper solves the aforementioned three problems from the following aspects. First, multiple complementary features such as HOG and color attributes are integrated to strengthen the discriminability of the tracker. Second, we utilize a robust scale estimation method, which learns a 1-D scale filter based on a scale pyramid representation to estimate the size of a target object. Third, a dimension reduction strategy is inserted to enhance the speed and robustness of our tracker. Fourth, we adopt an online model update mechanism based on dynamic learning rate and give a reliability check criterion. The major contributions of this study are listed below.
1) A novel fast scale adaptive kernelized correlation filter based tracker is proposed, which extends the KCF tracker by incorporating a scale estimation method and a dimension reduction strategy. 2) Several complementary features are combined to further increase the tracking performance of the tracker. 3) An adaptive model update mechanism based on dynamic learning rate is adopted for each frame, which effectively strengthes the robustness of the tracker. 4) Our approach is executed on two large-scale benchmark datasets and achieves competitive results.
The rest of this paper is arranged as follows. The second section briefly reviews the relevant work. The details of the proposed algorithm are described in the third section. The fourth section provides experiments and results. A conclusion about the whole paper is given in the fifth section.
II. RELATED WORK
Visual object tracking has been widely studied and plenty of work [24] - [27] has been done in the past decades. Here, we discuss the most relevant methods to the work of this paper, namely, correlation filter based trackers and scalable visual trackers.
A. CORRELATION FILTER BASED TRACKERS
Correlation filter (CF) has been extensively studied and successfully applied to a variety of computer vision tasks, such as eye location and object detection [28] . The CF operator is easily transferred to the Fourier domain. In the Fourier domain, the correlation calculation can be efficiently realized via element-wise multiplication. CF is favored by the tracking community for its high computational efficiency, and a large number of CF based trackers have appeared. For CF based trackers, tracking and filter training work together. After initializing a small window in the beginning frame, the target is tracked by correlating the filter over a bigger search window in the next frame. The new position of the target is obtained with the maximum correlation response, which is then used to update the filter.
MOSSE [16] is the earliest CF based tracker, which directly trains a correlation filter on gray-scale samples. With the aid of CF, the computational efficiency of the MOSSE tracker reaches several hundred frames per second. Hen-riques et al. [17] propose the CSK method and extend CF to a kernel space. The CSK method builds on illumination intensity features and achieves the highest speed in a recent benchmark [25] . The KCF tracker [18] adopts HOG feature instead of illumination intensity feature to further improve the CSK method by extending a single channel to multiple channels. In [19] , Danelljan et al. exploit the color attributes to replace the original gray scale representation of CSK method and propose an adaptive feature dimension reduction method. Reference [20] incorporates spatio-temporal context information into filter learning and models the scale variation of the target on the basis of consecutive correlation responses. Unfortunately, all the methods mentioned above are limited to the translation estimation of the target, so their performance is usually poor when there are significant scale changes.
B. SCALABLE VISUAL TRACKERS
Scale variation is one of the most common challenging problems in computer vision. A large number of studies have been conducted on how to accurately estimate the scale of the target object. DSST tracker [29] regards visual tracking as two independent problems and learn separate discriminative correlation filters for translation and scale estimations. This method firstly uses HOG feature to train a translation correlation filter for the detection of the translation of the target center, and then trains another scale correlation filter to search the optimal scale on the multi-scale spatial pyramid. LCT [30] estimates the scale through an exhaustive search of the target appearance pyramid, and estimates the translation through the modeling of temporal context correlation. PBT [31] divides the target object into multiple parts and learns correlation filter for each part separately. The new location and scale of the target are estimated by combining the tracking results of all parts. Li and Zhu [32] seek the optimal scale by comparing multi-resolution samples of the target obtained with predefined scales. Danelljan et al. [33] perform feature compression and scale filter acceleration through PCA dimension reduction to improve the tracking performance and speed of the DSST tracker.
C. DEEP NEURAL NETWORKS BASED TRACKERS
Great success of deep neural network on visual tracking has been witnessed owing to its powerful feature learning capability. Wang and Yeung [4] train a stacked denoising autoencoder network through an auxiliary dataset to obtain compact and informative image representations for tracking. In [34] , a shallow network with two convolution layers is proposed for visual tracking. Wang et al. [35] use the fully convolutional neural network (CNN) for target location. Reference [36] uses CNN trained beforehand to learn discriminative maps for online tracking. Nam and Han [37] present multi-domain CNNs, which use large amounts of labeled videos to train the shared layers for extracting generic feature representations and then adaptively add domain-specific layers for each video.
III. PROPOSED VISUAL TRACKING ALGORITHM
Our goal is to set up a real-time and robust tracking system. Taking into consideration the high efficiency and excellent performance of KCF tracker [18] , we develop our method on the basis of it. We firstly introduce a feature dimension reduction strategy to improve the efficiency of the proposed approach and utilize a discriminative correlation filter to estimate the size of the object. Then, multiple features are fused to strength the robustness of our method for variations of tracking scenarios. In addition, we employ a dynamic learning rate-based adaptive model update mechanism to mitigate model degradation. The flow diagram depicting the whole process is shown in Figure 4 . Our multi-feature fast scale kernelized correlation filter tracker contains four key components: dimension reduction, response map combination of multiple features, scale estimation and adaptive model update.
A. THE BASELINE KCF TRACKER
The KCF tracker achieves surprising performance among the recent top-performing trackers and its principle is simple. In this section, we provide a brief overview of the KCF tracker, which is the baseline of our method. More details can be referred to [18] .
KCF tracker models the appearance of a target object using a filter w trained on an image patch x of size M × N , where all the cyclic shifts x i,j , (i, j) ∈ {0, 1, . . . , M − 1} × {0, 1, . . . , N − 1}, are considered to be training samples with Gaussian label y i,j . The filter is trained by minimizing the squared error:
where φ indicates the mapping to a kernel space and the constant λ ≥ 0 indicates a regularization parameter controlling overfitting. The inner product is defined as φ (x) , φ x = k x, x . The squared error of (1) is minimized by w = i,j ∂ i,j φ x i,j , and the coefficient ∂ is defined as
where F represents the discrete Fourier transform (DFT) operator. We use capital letters to denote the DFT of the corresponding quantities, for example, Y = F (y) and K xx = F (k xx ), where k xx (i, j) = k x i,j , x is the output of the kernel function k. In the KCF tracker, the kernel correlation k x, x is calculated by a Gaussian kernel k x,
. Thus, we have
where F −1 is the inverse DFT, * stands for the complex conjugate, and denotes the element-wise product. In the detection phase, an image patch z of size M × N is first cropped out in a new frame t. The response map is calculated byŷ
whereÂ t−1 andx t−1 are the coefficient and target appearance updated in the previous frame, respectively. z t is the appearance representation of the patch z. The target location in the new frame is then estimated by searching the position with maximum value in the response map.
In the update phase, the coefficientÂ t and the target appearancex t are updated with a learning rate η as
where
B. FAST SCALE KERNELIZED CORRELATION FILTER
(1) Dimension reduction: The calculation cost of the KCF tracker is originated from the FFT. The number of FFT calculations increases linearly as the feature dimensions increase. In order to reduce the number of FFT calculations required, we adopt an adaptive dimension reduction strategy that preserves useful information while drastically reducing feature dimensions. This dimension reduction technique is based on the standard PCA. Let x t be a d-dimensional training sample and its construction process is shown in Fig. 1 . The training sample x t contains a d-dimensional feature vector x t (n) ∈ R d at each pixel n of it. The core of the dimension reduction technique is to construct ad × d projection matrix P t , whered denotes the compressed feature dimension. To this end, we update a translation template as
The projection matrix P t is obtained by minimizing the reconstruction error of u t : where index n covers all elements of the template u t . Under the orthonormality constraint P t P T t = I , u t has the smallest reconstruction error. At this time, P t is computed by 83212 VOLUME 7, 2019 FIGURE 2. The construction procedure of scale training sample. We first sample image patches of different scales. HOG feature is then extracted from each image patch and mapped to a feature descriptor. The scale training sample is set to the collection of these feature descriptors.
eigenvalue decomposition of the auto-correlation matrix:
P t is composed ofd eigenvectors of C t , which correspond to the maximum eigenvalues.
The response map at the test sample z t is achieved by using the compressed samplez t = P t−1 z t and compressed translation templateũ t−1 = P t−1 u t−1
The coefficientÂ t is updated by applying the compressed training samplex t = P t x t aŝ
(2) Scale estimation: After position estimation, we employ a scale pyramid around the target position and learn a scale correlation filter to estimate the scale of the target. The scale correlation filter is trained by minimizing the cost function:
where h l scale denotes the l − th feature channel of the scale filter, r denotes the scale training sample, ⊗ stands for correlation. The desired correlation output g is set to a 1-dimensional Gaussian function. To establish the scale sample r, we sample image patches of variable sizes centering on the target. Let Q × T be the size of the target in the previous frame. S denotes the number of scales. In the current frame, S image patches are cropped around the estimated target position, and the size of image patches is given by a n Q × a n T n ∈ − S−1 2 , ...,
. Here, a denotes the scale factor. Then, each image patch is operated for HOG feature extraction after it is resized to a unified size. The value of the scale training sample r at each scale level n is a d s -dimensional feature descriptor r (n) ∈ R d s . The whole process for the construction of r is visualized in Fig. 2 . Eq. (11) is a linear least squares problem, which can be efficiently solved by applying Parseval's formula to transform the calculation into the Fourier domain:
where G = F (g) and R l = F r l . In the update process, 
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Since the multiplication and division in (12) can be computed point by point, the main calculation cost in the training process comes from FFT. Similarly, a dimension reduction strategy is adopted to decrease the feature dimension of scale training sample. To realize the dimensionality reduction, a common practice is to update a scale template by
The learned scale template u t,scale is used to build ad s × d s projection matrix P u t,scale , by which the features are projected from the original space (with d s dimension) to a low dimensional one (withd s dimension). We can obtain P u t,scale by minimizing the reconstruction error of u t,scale :
where scale index n ranges over all scale levels. The optimal P u t,scale is achieved by eigenvalue decomposition of the auto-correlation matrix:
The rows of P u t,scale are composed of the eigenvectors corresponding to thed s maximum eigenvalues of C t,scale . For the scale filter, the feature dimension d s ≈ 1000 far exceeds the total number of scales S= 17. Thus, the acquisition of projection matrix is not as same as the above process. Here, two projection matrices P u t,scale and P r t,scale are computed by the QR factorization of u t,scale and r t . The compressed scale template and compressed scale sample are computed by ũ t,scale = P u t,scale u t,scalẽ r t = P r t,scale r t .
The scale filter is then updated by these compressed versions, i.e.,
The scale correlation scores at the detection stage are obtained by applying the scale filter to a compressed test samplez t,scale = P u t−1,scale z t,scale ,
The scale is determined by looking for the biggest value of f z t,scale . Algorithm 1 summarizes the proposed fast scale kernelized correlation filter (FSKCF) tracker.
C. MULTI-FEATURE FUSION MODEL
Features are crucial for visual tasks. Fusion of different features can enhance the robustness of a tracker in dealing with variations of tracking scenarios. Based on this, we integrate multiple features into the proposed FSKCF tracker and extend it to be a multi-feature fusion model to take advantage of the complementarity of multiple features. As shown in Figure 3 , we utilize two types of features: HOG and Color attributes. In the latter part of this section, we briefly introduce these two features and the fusion strategy for them.
Histogram of Gradient (HOG) is an extensively used feature in computer vision, which is robust to illumination and deformation. HOG integrates all the gradient information extracted from the pixels in a cell. Similar to Danelljan et al. [33] , we employ a 32-dimensional variant of HOG, in which the last dimension is gray value.
Color attributes are also known as color names (CN), which are linguistic color labels assigned by human to describe colors in the real-world. Eleven basic color terms such as red, green, blue, black, brown, gray, orange, pink, purple, white and yellow are employed. The mapping approach provided by [38] is used to convert the RGB observations into linguistic color labels. The mapping is automatically learned from images retrieved using Google image search. It maps the RGB values to a probabilistic 11-dimensional color representation. Color attributes are robust to motion blur.
Given t − th frame, an image patch z is cropped according to the target position of the previous frame. HOG feature and color names are respectively extracted from this patch and used to establish two training samples z t,HOG and z t,CN . According to the process in section III-B, response mapŝ y HOG andŷ CN can be obtained by
whereÂ t−1,HOG andÂ t−1,CN denote the coefficient learned by HOG and color features, respectively.ũ t−1,HOG and u t−1,CN denote the compressed translation template constructed by HOG and color features, respectively. After making the response maps of these two features have the same size, we calculate the final response map by combining them linearlyŷ
where ρ is the weight factor. The final response map is used to determine the position of the target.
D. ADAPTIVE MODEL UPDATE
To be robust to the appearance changes during tracking, the tracking model should be updated over time. Most existing trackers based on correlation filter make use of a fixed learning rate to update the tracking model for each frame without any strategy to detect the condition of the tracked object. When the tracked object is contaminated by noise caused by deformation, occlusion, motion blur or other reasons, the model update approach based on fixed learning rate is easy to introduce noisy appearance changes into the tracking model, which will damage the tracking model and lead to model degradation. Aiming at this point, we design an adaptive model update approach based on dynamic learning rate. In this model update approach, we first compute the peak-to-sidelobe ratio (PSR) of the response map. For the HOG-based correlation filter response map, we compute the PSR as:
HOG is the HOG-based correlation filter response map of the i − th frame, µ On the contrary, we consider that the tracked object of the i − th frame is contaminated and discard the PSR value P (i) HOG . We calculate the PSR of the color-based correlation filter response map as:
In Eq. (24),ŷ
CN is the color-based correlation filter response map of the i − th frame, µ After the PSR and the mean of the current frame t are computed, the learning rate η t is dynamically determined as:
where η is the initial learning rate, P
HOG and P
(t)
CN are the PSR of the current frame, M h and M c are the mean of the current frame, τ h and τ c denote high thresholds compared with o h and o c . When the tracked object is contaminated, the model update approach proposed in this paper adopts a smaller learning rate to suppress the influence of noisy appearance changes to the model, alleviating the model degradation to a certain extent.
In the model update stage, the dynamic learning rate η t is used to replace the fixed learning rate of Eq. (6), Eq. (10), Eq. (15) and Eq. (19):
We add the adaptive model update approach based on dynamic learning rate into the multi-feature fusion model of section III-C to construct the final multi-feature fast scale kernelized correlation filter (MFFSKCF) tracker. Algorithm 2 presents the outline of the MFFSKCF tracker and its flow is shown in Fig. 4 .
IV. EXPERIMENTAL RESULTS

A. IMPLEMENTATION DETAILS 1) DATASETS
The OTB-2013 dataset [25] contains 50 sequences annotated with 11 kinds of attributes. These attributes describe object appearance variations in visual tracking, including illumination variations, partial occlusion, deformation, scale changes and so on. OTB-2015 dataset [39] is an extended version of OTB-2013 dataset, in which the number of sequences is increased to 100 to cover diverse cases. Temple Color 128 dataset [42] includes 128 color sequences. The sequences in the Temple Color 128 dataset have more diversity and nuisances than those in the OTB dataset. In the experimental part, we use the OTB-2013 dataset for parameter tuning and the other two datasets for performance evaluation.
2) EVALUATION METRIC
Quantitative results are presented by following metrics. The first metric is center location error (CLE), which is computed as the average Euclidean distance between the ground-truth and the estimated center position of the target. The second metric is distance precision (DP), which represents the percentage of frames where the center location error is smaller than a certain threshold. In this work, we report the DP values at a threshold of 20 pixels. The third metric is overlap precision (OP), which is defined as the percentage of frames where the bounding box overlap is higher than a threshold.
The OP results at a threshold of 0.5 are reported. In addition, the precision and success plots are used for reporting the tracking results. The average distance precision (DP) is plotted over a range of thresholds in the precision plot. The legend reports the average DP score at 20 pixels for each method. The average overlap precision (OP) is plotted over a range of thresholds in the success plot. The area under the curve (AUC) of each method is included in the legend. In our experiments, OPE (one pass evaluation), TRE (temporal robustness evaluation) and SRE (spatial robustness evaluation) are used. The SRE is performed with 12 different initial locations in the first frame. These initial locations are obtained via 12 perturbations of the ground-truth box in the first frame. Four of them are obtained by moving the ground-truth box left and right in the horizontal direction, and up and down in the vertical direction. Another four ones are obtained by moving the ground-truth box 10% of the target size in four diagonal directions. The remaining four ones are obtained by scaling the ground-truth box with the four factors of 0.8, 0.9, 1.1 and 1.2. The TRE is carried out with numerous different starting frames, where each starting frame has its corresponding ground-truth bounding box. In the TRE evaluation, all videos are divided into 20 segments.
3) PARAMETERS
The proposed algorithm is implemented in MATLAB and all experiments are conducted on a computer with an Intel core i7-4770 CPU (3.4GHz). The regularization parameter λ is 10 −4 and the padding size is 1.5. The spatial bandwidth used for generating the regression label y of Eq. (1) is set to
, where Q 0 × T 0 stands for the initial target size. The bandwidth of Gaussian kernel is set to σ = 0.5. For scale estimation, the parameters are set as follows. The value of the scale factor a is 1.02. After obtaining the scale correlation output of Eq. (20), we interpolate it from 17 scales to 33 scales, which is similar with the work [33] . For the desired correlation output g, its standard deviation is chosen to be S 16 in the scale filter.
For position estimation, we employ CN and modified HOG for image representation. The cell size of HOG is 4 × 4. This HOG feature is enhanced by using the grayscale features, which are always normalized to − For the scale filter, HOG features are extracted from multiscale image patches using a cell size of 4 × 4 after these patches are resized to a unified size. The unified size is set to the initial target size. However, for targets with an initial area larger than 512 pixels, we compute a unified size with a preserved aspect ratio and an area of 512 pixels. These HOG VOLUME 7, 2019 For multi-feature fusion model, the combined weight ρ in Eq. (22) is set as 0.2. Finally, all extracted features are multiplied by a Hann window.
For adaptive model update, the initial learning rate is set to η = 0.02. The coefficients o h , o c , τ h and τ c are set to 0.6, 0.6, 0.7 and 0.7 respectively.
B. RESULTS ON THE OTB-2015 1) EXPERIMENT 1: FAST SCALE KERNELIZED CORRELATION FILTER
Here, we present experiments to verify the effectiveness of two components, namely scale estimation and dimension reduction. We compare the kernelized correlation filter (KCF) tracker and our fast scale kernelized correlation filter (FSKCF) tracker. The former is the latter's baseline. For a fair comparison, both methods exploit HOG feature for image representation. Table 1 presents the performance comparison of the two trackers on all 100 sequences of the OTB-2015 dataset. In mean DP and OP, our FSKCF tracker provides a gain of 6.0% and 10.5% respectively. In mean CLE, our FSKCF tracker improves the tracking performance of KCF tracker by 3.0%. Figure 5 shows the precision plots and success plots of the two methods in the terms of OPE, TRE and SRE over all 100 sequences. From the results of OPE, our FSKCF tracker provide a gain of 4.4% in precision score and 7.7% in AUC over the KCF tracker. From the results of TRE, our FSKCF tracker improves the KCF tracker with an improvement of 7.1% in AUC and 5.2% in precision score. From the results of SRE, our FSKCF tracker outperforms the KCF tracker 7.0% in AUC and 4.5% in precision score.
The quantitative results in Figure 5 and Table 1 verity the effectiveness of dimension reduction component and scale estimation component.
2) EXPERIMENT 2: MULTI-FEATURE FUSION MODEL
Here, we compare the performance of our multi-feature fusion model and its two single-feature versions to verify the effectiveness of multi-feature fusion component. FSKCF(HOG) and FSKCF(CN) are utilized to denote the two single-feature versions. Table 2 presents experimental results of the three trackers on all 100 sequences of the OTB-2015 dataset. From the results of mean DP, mean OP and mean CLE, we can see that the multi-feature fusion model performs better than either of the two single-feature trackers. Figure 6 reports the tracking results of the three trackers using the success and precision plots. In the success plot of OPE, the AUC of the multi-feature fusion model is 0.565, which outperforms FSKCF(HOG) and FSKCF(CN) by 1.3% and 4.3% respectively. In the precision plot of TRE, single-feature trackers FSKCF(HOG) and FSKCF(CN) achieve precision score of 0.767 and 0.719, which are both lower than the multi-feature fusion model with 0.782. In the success plot of TRE, our multi-feature fusion model acquires 1.1% and 4.6% gains compared with its two single-feature versions FSKCF (HOG) and FSKCF(CN). In the precision plot of SRE, our multi-feature fusion model obtains a precision score of 0.701, which improves the tracking performance of its two single-feature versions FSKCF (HOG) and FSKCF(CN) 1.6% and 5.7%, respectively. In the success plot of SRE, the AUC scores of single-feature trackers FSKCF(HOG) and FSKCF(CN) are 0.512 and 0.486, respectively. The multi-feature fusion model improves their performance with an AUC score of 0.523. The experimental results in Figure 6 and Table 2 demonstrate the effectiveness of multi-feature fusion component, which utilizes the complementary information of different features. In this study, the proposed score-level multi-feature fusion model uses a fixed weight factor to connect the response maps of different features, which may compromise the performance of the multi-feature fusion model on some sequences. We are planning to investigate a more effective feature fusion approach to promote the tracking performance in our future work.
3) EXPERIMENT 3: ADAPTIVE MODEL UPDATE
In this study, the proposed MFFSKCF tracker adopts dynamic learning rate. Here, we perform experiments to verify the effectiveness of dynamic learning rate. We compare the performance of the proposed MFFSKCF tracker and the proposed multi-feature fusion model. The former is the improved version of the latter. Note that the proposed multi-feature fusion model and its two single-feature versions mentioned above use a fixed learning rate which is equal to the ini-VOLUME 7, 2019 FIGURE 7. Precision plots and success plots of OPE, TRE and SRE for our multi-feature fusion model and the final MFFSKCF tracker on all 100 sequences of the OTB-2015 dataset. tial value η. Table 3 lists the performance statistics of the two trackers on all 100 sequences of the OTB-2015 dataset. Compared to the multi-feature fusion model, the MFFSKCF tracker obtains an increase of 3.4% and 2.5% in mean DP and OP. Moreover, the MFFSKCF tracker acquires a lower mean center location error. Figure 7 exhibits the quantitative comparison between the two trackers by using the precision plot and the success plot. As can be seen from the OPE results, the MFFSKCF tracker improves the AUC and precision score by 2% and 3.7% respectively over the other one, which thanks to dynamic learning rate. For TRE and SRE experiments, the MFF- SKCF tracker provides a consistent performance gain over the multi-feature fusion model.
The quantitative results in Figure 7 and Table 3 show the advantage of dynamic learning rate.
4) EXPERIMENT 4: COMPARISON WITH THE STATE-OF-THE-ART TRACKERS
Here, we provide a comprehensive comparison of our MFFSKCF tracker with 11 state-of-the-art trackers on the VOLUME 7, 2019 OTB-2015 benchmark. The 11 trackers are Staple [23] , SAMF [32] , LCT [30] , MEEM [40] , TGPR [41] , DSST [29] , KCF [18] , DLT [4] , STC [20] , fDSST [33] and CF2 [44] . For all methods, we exploit the source codes and default parameter settings provided by the authors to get the results. Fig. 8 shows the comparison results of OPE over all 100 videos of the OTB-2015 dataset. We can see that the proposed MFFSKCF tracker achieves excellent performance. Specifically, the proposed MFFSKCF tracker ranks 1 in the success rate and 4 in the precision rate. In the success plot, our MFFSKCF tracker achieves the AUC of 0.585, which outperforms the baseline KCF tracker by 11%. In the precision plot, our MFFSKCF tracker achieves the precision score of 0.773, which is slightly lower than the Staple tracker (0.784) and the MEEM tracker (0.781), but surpasses the KCF tracker (0.692) by 8.1%. scale variation (SV), occlusion (OCC), deformation (DEF), background clutters (BC), illumination variation (IV), motion blur (MB), fast motion (FM) and out of view (OV). The results of these annotated sequences are helpful to analyze the strength and weakness of the tracking approaches. Thus, the performance of our MFFSKCF method under different attributes is tested experimentally. The success plot of each attribute is illustrated in Fig. 9 . It can be seen that our MFFSKCF tracker achieves the top three performance on all 11 attributes and exceeds the baseline KCF tracker on each attribute. Our MFFSKCF tracker achieves the best performance on OPR, SV, OCC, OV, and LR attributes. On the IV attribute, our MFFSKCF tracker achieves the second best performance, which is 0.5% less than the best performing method Staple. On the attributes of MB and FM, our MFF-SKCF tracker ranks second, which is close to the best performing method CF2. On the DEF attribute, our MFFSKCF tracker ranks third, closely following the CF2 and Staple approaches. For the BC and IPR attributes, our MFFSKCF tracker ranks third among all the evaluated trackers with a very small gap (less than 1%) to the best two execution methods.
a: QUANTITATIVE COMPARISONS i) OVERALL PERFORMANCE:
iii) COMPARISON OF ROBUSTNESS UNDER DIFFERENT INITIALIZATIONS:
The robustness of our MFFSKCF tracker to initializations of different positions and frames is also evaluated. SRE and TRE are employed to evaluate the robustness of our approach. Figure 10 shows the precision and success plots for TRE and SRE on all 100 videos of the OTB-2015 dataset. In both evaluations, our MFFSKCF tracker performs favorably. For the results of TRE, our tracker ranks first and fourth in the success and precision rates. In the success plot of TRE, the AUC of our tracker is 0.606, which is 8.4% higher than that of the KCF approach. In the precision plot of TRE, the precision score of our tracker is 0.782, which follows closely the MEEM approach (0.788) and the Staple approach (0.785), but outperforms the KCF approach by 6.7%. For the results of SRE, our tracker ranks second in the success rate while fifth in the precision rate. In the success plot of SRE, our tracker gains the AUC of 0.534, surpassing the KCF approach by 9.2%. In the precision plot of SRE, the precision value of our tracker is 0.714, exceeding the KCF approach by 7.4%. In the TRE and SRE evaluations, the CF2 tracker achieves higher precision scores than our MFFSKCF tracker due to the use of the more descriptive CNN features. We expect to utilize CNN features to further improve the tracking performance in our future work.
iv) TRACKING SPEED COMPARISON:
Tracking speed is an important evaluation index for a tracker, as it directly determines whether the tracker can be used in a real-time tracking system. Regarding tracking speed, in Table 4 we report the comparison result in terms of frame per second (fps). All trackers are run under the same configuration for a fair comparison. From Table 4 , we can see that our tracker achieves a speed of 42.3 fps which ranks in the middle among all evaluated trackers. The real-time tracking system requires that the tracker not only has good robustness, but also has a running speed of no less than 25 fps. From the quantitative results in Table 4 , Figure 8 and Figure 10 , it can be seen that Staple and the proposed MFFSKCF tracker are more suitable for the real-time tracking system than other methods.
b: QUALITATIVE COMPARISONS
In order to more intuitively compare our approach with existing trackers, we provide their tracking bounding boxes generated on several key frames of ten representative sequences in Fig. 11 . Besides, Figures 12 and 13 present the corresponding center location errors (CLE) and overlap ratio (OR) of all compared trackers. The target of the doll sequence experiences scale change and rotation for a long while. From the Fig. 11 , it can be seen that only fDSST, Staple, LCT and our MFFSKCF tracker can adapt to the scale change of the target. The david sequence is recorded in indoors. The target in this sequence meets with multiple challenges, such as illumination variations, scale change, occlusion, deformation and rotation. The DLT tracker performs poorly and loses target (e.g. #599, #679 and #770). Although the STC tracker is designed to handle scale change, it cannot perform well at the end (seen from #770). Except for DLT and STC trackers, the other nine trackers keep track of the target throughout the sequence but Staple and our MFFSKCF tracker achieve relative lower error and higher accuracy, which can refer to the CLE plots of Fig. 12 and OR plots of Fig. 13 . For the Human6 sequence, the STC, LCT and KCF trackers exhibit large drift and lose track of the target (seen from #260, #540 and #740). The DLT, MEEM, SAMF, DSST and TGPR trackers drift away to the background regions at frame #540 due to occlusion. In contrast, the Staple, fDSST and our MFFSKCF tracker finish the entire tracking task well. In the singer1 sequence, the target object moves far away from the camera with large scale change and the stage light changes drastically. The TGPR tracker is sensitive to severe light change (seen from #140). The DSST, KCF, STC and SAMF trackers fail to track the scale variation of the target well. The MEEM tracker drifts away from the target at frame #250 and loses the target at last (seen from #351). The LCT tracker slightly deviates from the target position (e.g. #250 and #351). The DLT, Staple, fDSST and our MFFSKCF tracker robustly overcome the challenges caused by illumination and scale variations, and obtain favorable results. For jogging2 sequence, the target is heavily occluded by a lamp post. Only the LCT, TGPR, SAMF, MEEM and our MFFSKCF tracker are capable of capturing the target again after it goes across the obstacle and reappears (see #100, #210 and #307), while the other trackers fail. The main challenge of carscale sequence is scale change. We can see that the Staple, fDSST and our MFFSKCF tracker perform much better than other trackers, which has been validated by the visual results in Fig. 11 and the quantitative results of Fig. 12 and Fig. 13 . The target in the car24 sequence goes through a long time scale and illumination changes. At the same time, cluttered background makes tracking task more difficult. The LCT and STC trackers fail to accurately track at the end of this sequence (e.g. #2700 and #3059). The SAMF tracker deviates away from the correct position of the target during the tracking process (seen from #1700, #2700 and #3059). The TGPR tracker meets with a large deviation after the target enters the shadow of the bridge (e.g. #1700). The rest seven trackers stably track the target at all frames and our MFFSKCF tracker achieves the highest OR. The Surfer sequence contains many challenging factors, such as scale variation, fast motion, in-plane rotation, out-ofplane rotation and low resolution. The STC tracker cannot robustly address these challenges and undergoes large drift from beginning to end (e.g. #50, #152, #215 and #376). The low robustness of the KCF, DSST and Staple trackers against low resolution introduces drifting at frame #152. The TGPR tracker loses the target at frame #215. The MEEM tracker fails to lock the target at the end (e.g. #376). Unlike the above trackers, LCT, fDSST, SAMF and our MFFSKCF method persistently track the target in the whole sequence. In the RedTeam sequence, a vehicle drives on straight road through the desert and has long shadows. The STC tracker soon fails to track exactly (e.g. #400). Although the LCT, TGPR, DSST, KCF, Staple and MEEM trackers successfully track the target location, they don't handle scale changes well (e.g. #1700). On the contrary, fDSST, DLT, SAMF and our MFFSKCF tracker acquire satisfactory results in both CLE and OR. In the Human8 sequence, the target undergoes significant illumination variation when the person walks under the tree shade. Along with the illumination variation is scale change. It is difficult to deal with both of these two challenges.
The TGPR, DLT and STC trackers drift away when the person goes under the tree shade (e.g. #72). The MEEM, DSST, SAMF and KCF trackers fail to track the scale change of the target well (e.g. #100 and #128). The LCT, fDSST, Staple and our MFFSKCF tracker perform well and achieve high accuracy.
C. RESULTS ON THE TEMPLE COLOR 128
To further validate the effectiveness of our MFFSKCF tracker, we use the Temple color 128 dataset and carry out experiments on this dataset. Unlike the OTB dataset that includes both grayscale and color videos, Temple color 128 dataset [42] is composed of 128 color videos. We compare our MFFSKCF method with six well-known tracking methods: SAMF [32] , KCFDP [43] , LCT [30] , fDSST [33] , DSST [29] and KCF [18] . Figure 14 shows the tracking performance of these seven tracking algorithms by using the success plot and the precision plot. From the results of OPE, the proposed MFFSKCF tracker achieves the best performance in success and precision rates. Compared with the standard KCF tracker, our MFFSKCF tracker has a 9.2% improvement in success rate and an 8.4% improvement in precision rate. From the results of TRE, the MFFSKCF tracker proposed in this paper ranks first in both success rate and precision rate. In the success plot of TRE, the AUC of the proposed MFFSKCF tracker reaches 0.515, which outperforms KCF tracker by 7.9%. In the precision plot of TRE, the precision score of our MFFSKCF method is 0.681, which outperforms KCF method by 7.5%. For the SRE metric, our MFFSKCF tracker also obtains favorable results, ranking first and second in the success and precision rates. Compared to the baseline KCF, our MFFSKCF tracker provides 8.5% improvement in success rate and 8.3% improvement in precision rate.
D. PARAMETER ANALYSIS 1) NUMBER OF REDUCED FEATURE DIMENSION
In our FSKCF framework, we adopt a feature dimension reduction strategy. We investigate the influence of changing the number of dimensions for HOG and CN features on tracking performance. Figures 15 and 16 show the tracking performance on the OTB-2013 dataset, with AUC, for different values of this parameter used in HOG and CN features respectively. From the results, we can see that the best performance is respectively obtained by selecting HOG feature with 19 dimensions and CN feature with 6 dimensions. Therefore, we set the number of HOG dimensions to 19 and the number of CN dimensions to 6 for all our experiments.
2) COMBINED WEIGHT
The combined weight ρ is a crucial parameter in our multi-feature fusion model and the final MFFSKCF tracker, which is employed for merging the response score of two complementary features. In Fig. 17 , we discuss the tracking performance of our multi-feature fusion model under different combined weights. As can be seen from the precision plots and the success plots, the best performance of our multi-feature fusion model is achieved at ρ = 0.2. Thus, we set the value of ρ to 0.2 in all experiments.
V. CONCLUSIONS
In this paper, we propose a real-time tracker based on multi-feature and fast scale adaptive kernelized correlation filter. An independent scale filter is used to handle the scale change of the object. Two complementary features are integrated to enhance the robustness of the tracker. Considering that the computation time increases linearly with the feature dimension, a feature dimension reduction strategy is adopted. Finally, a dynamic learning rate based model update mechanism is inserted to keep tracker from corruption. Qualitative and quantitative results validate the effectiveness of the proposed multi-feature tracker based on score-level (response map) fusion. Extensive experiments show that the proposed tracker achieves good performance in accuracy and robustness. We hope to further improve the performance of the proposed tracker by investigating a more effective feature fusion method and incorporating CNN features.
