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ABSTRACT
It is the aim of this thesis to provide a rigorous and comprehensive analysis of single
cell gene expression data. Specifically, the focus is on expression of the human Pro-
lactin gene, which can be measured in intact tissue samples via a reporter process.
To do this, we develop a robust statistical procedure, the stochastic switch model,
to model the transcriptional regulation within single cells that properly accounts for
both intrinsic and extrinsic variability whilst also incorporating a realistic measure-
ment process. The stochastic switch model provides a highly flexible framework for
coupling the regulatory system without the need for detailed prior knowledge of the
underlying regulatory mechanisms. In this thesis, this methodology is applied to
numerous datasets to find different regulatory behaviour evident in different biolog-
ical conditions. Moreover, since the data provided has in addition a representative
spatial resolution, we investigate how the spatial organisation of the expressing cells
changes in these different biological conditions. This is achieved via spatial point
processes and makes use of the recently developed hybrid Gibbs processes. The
thesis ends by revisiting the transcriptional regulation within single cells and how
analysing these processes in space reveals evidence of cell signalling. From this
evidence, various semi-mechanistic models are derived with attention focused on
model identifiability. Consequently, this thesis provides both methods and analysis





So perhaps the best thing to do is to
stop writing introductions and get
on with the book.
A.A. Milne, Winnie-the-Pooh
During the last few decades there have been huge advances in experimental biology
and the techniques employed that have yielded many interesting and important in-
sights into the underlying biological processes. With increasing frequency, many of
these processes have been shown to have stochastic variation at the molecular level.
Moreover, as experiments become increasingly complex, relating the biology to the
measured outcomes becomes challenging. It has therefore become clear that robust
and rigorous statistical analysis is key to extracting information from such experi-
ments. The objective of this research is to provide robust statistical methodology
for the analysis of gene expression dynamics where observations consist of single cell
measurements of reporter protein levels. Section 1.1 provides a basic introduction
to the fundamentals of gene expression and the particular experimental techniques
to which we focus our attention. Motivating data is presented in Section 1.2 and




Information encoded within individual genes is transferred through the process of
gene expression. This process results in the synthesis of some gene product, which
most commonly is a specific protein that is required for some role within the body.
Examples include the production of hormones that in turn regulate physiology and
behaviour. Consequently, the regulation of gene expression within single cells en-
ables individual cells to control and respond to the molecular environment. For
example, the expression of the Prolactin hormone will be highly up-regulated in
response to lactation in order to produce increasing amounts of milk.
Gene expression typically consists of three main processes:
Gene activation/regulation. For a gene to be expressed it first has to be ac-
tivated. This activation occurs through a series of reactions including the
binding and/or unbinding of transcription factors to the gene promoter region
of the DNA.
Transcription. Once a gene has been activated, it can be transcribed to result in
the production of mRNA molecules.
Translation. The mRNA molecules will then move out of the cell nucleus and into
the cytoplasm to either be degraded or translated into proteins. Proteins are
the final product of gene expression and will move on to play some role either
within the same cell or somewhere else within the body.
The above processes are depicted in Figure 1.1, which provides a coarse level rep-
resentation. There are many other molecular processes involved in gene expression,
including protein folding and unfolding, which we do not consider in our applications
due to the limited resolution of the data available.
In single cells, gene expression is made up of fundamentally stochastic processes (Raj
and Van Oudenaarden, 2008) due to both intrinsic and extrinsic variation. Intrinsic
variability is the variation observed between the molecular processes of identical gene
copies, which arise from random microscopic events determining these processes. For
instance the reactions involved within these processes will occur randomly accord-
ing to the law of mass action and thus the event of a successful reaction will be a
random variable with probability depending on the reaction rate. In comparison,
2
(a) (b)
Figure 1.1: Illustration of gene expression where in a) the gene is activated through the
binding of certain molecules to allow mRNA molecules to be created through transcription.
Following this, shown in b), the mRNA molecules then move out of the nucleus and into
the cytoplasm to either degrade or be translated into proteins.
extrinsic variability is the intercellular variability of gene expression caused by fluc-
tuations in molecular activity due to both interacting processes and randomness in
molecular machinery (Elowitz et al., 2002). This can be interpreted mathematically
by considering fluctuations in the reaction rate constants across differing cells. Con-
sequently, one must incorporate both these sources of stochasticity when analysing
gene expression within single cells.
Analysing gene expression data has attracted much attention (see for example, Kærn
et al. (2005); Raj and Van Oudenaarden (2008); Spiller et al. (2010); Zechner et al.
(2014)) with many interesting features having been elicited. The main feature we
investigate in this thesis is the pulsatile behaviour of expression that has been found
for many different genes (Suter et al., 2011; Harper et al., 2011). In particular, this
pulsatility has been shown to be highly variable between individual cells. Recent
papers (Blake et al., 2006; Paszek et al., 2010; Harper et al., 2010, 2011) hypothesise
this varying pulsatile behaviour to be necessary for robust tissue level response to
a range of physiological conditions and we will investigate this further for a single
gene application.
1.1.2 Experimental Techniques
There are many different techniques used to collect data on gene regulation and
expression. Examples include microarray experiments where the concentration of
mRNA molecules is measured from aggregated data or qPCR (quantitative poly-
merase chain reaction) experiments, which measure something proportional to the





















Figure 1.2: A diagrammatic representation of how the measurement process through
reporter genes relates to the underlying process of native gene expression. Specifically, both
native and reporter mRNA are transcribed in parallel, after which the two processes become
independent with the reporter mRNA being translated into reporter protein independently
of the translation of native mRNA. The reporter protein can then be measured through
light microscopy techniques.
aggregated over many cells and represent an average behaviour. Here, however, we
are particularly interested in quantifying the dynamics within individual cells. Mea-
surements on individual cells can be obtained through live cell imaging techniques
and has proven successful for studying the stochastic temporal expression dynamics
of reporter genes (Stephens and Allan, 2003; Spiller et al., 2010). A reporter gene is
a gene that is inserted into cell DNA and engineered to be controlled by the same
promoter as the gene of interest. Examples of reporter genes are the genes coding
for fluorescent and luminescent proteins, which can be measured indirectly through
light microscopy. Figure 1.2 gives a diagrammatic representation of how expression
of the reporter gene relates to native gene expression. Specifically, since the reporter
is under the control of the native gene promoter, both reporter and native mRNA
will be transcribed in parallel. The reporter mRNA will then be translated into
reporter protein independently of the native mRNA. Levels of these reporter pro-
teins can then be measured indirectly through light microscopy. For instance for a
green fluorescent protein, under a laser, levels of fluorescence can be measured and
will be proportional (with error) to the number of reporter protein molecules. Con-
sequently, reporter gene expression is summarised by the reactions (Elowitz et al.,
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2002; Nelson et al., 2004; Paulsson, 2005),
DNA
β(t)−−−→ mRNA, mRNA δm−−−→ ∅, (1.1)
mRNA
α−−−→ mRNA + Protein, Protein δp−−−→ ∅, (1.2)
where the superscript for each reaction denotes the corresponding reaction rate. The
rate of transcription, β(t), will be time varying as it depends on the activation state
of the underlying gene and will therefore represent the regulation of the underlying
gene promoter. Moreover, these transcriptional dynamics of the reporter will relate
to the transcriptional dynamics of the native gene (Finkensta¨dt et al., 2008; Harper
et al., 2011) due to the coupling depicted in Figure 1.2. Consequently, it is these
transcriptional dynamics that relate the observed reporter gene expression dynamics
to the regulation of the native gene of interest, also termed the target gene.
1.2 Motivating Data
Representative data following the above reporter construction are shown in Figure
1.3. The target gene for these data is the Prolactin (PRL) gene whose regulation
is of particular interest, due to its important roles in mammalian reproduction and
also its frequent over-production by pituitary adenomas (Harper et al., 2010). In
order to obtain measurements, a line of transgenic rats was created. Specifically, the
rat genome was modified so that the native DNA contained the human Prolactin
promoter that in turn controlled the expression of a destabilised green fluorescent
reporter protein. Since rats naturally produce the regulatory transcription factors
that bind to the human Prolactin promoter, this rat model allows one to study the
regulation of the human Prolactin gene within mammalian tissue, specifically rat
pituitary tissue. A number of different samples have been collected from different
physiological conditions. Namely, pituitary tissue has been taken from animals in
different stages of development ranging from adulthood to post-natal day 1.5 and
embryonic day 18.5. Further details of the reporter construct used and associated
experimental framework can be found in Semprini et al. (2009); Harper et al. (2010)
and Featherstone et al. (2011).
As an example, two representative datasets are shown in Figure 1.3 where the top
row corresponds to a pituitary tissue sample taken from an adult male rat and the
bottom row corresponding to a pituitary tissue sample of a post-natal day 1.5 rat.



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 1.3: Example data of a green fluorescent reporter under the control of the human
Prolactin promoter. The top row shows data obtained from an adult male rat pituitary
tissue sample with the bottom row corresponding to data obtained from a post-natal day
1.5 (P1.5) rat pituitary. Figures a) and e) show the raw image file from which an area of
approximately 100 cells were tracked every 15 minutes over a 46 hour period to obtain the
time series data in Figures b) and f). The corresponding autocorrelation plots are shown
in Figures c) and g). Figures d) and h) then show the relationship between the Pearson
correlation coefficient between each pair of time series and their Euclidean distance. The
fitted red line is a penalised regression spline with associated 95% confidence bands about
the mean response.
100 cells were tracked every 15 minutes over a 46 hour period to obtain the time
series data in Figures 1.3 b) and f). These data exemplify some of the issues arising in
single cell imaging data. In particular, the data consist of time discrete observations
of the underlying reporter protein levels measured indirectly through the imaging
process. Moreover, reporter mRNA abundance is completely unobserved. There is
clear stochasticity in the data and in addition, the corresponding autocorrelation
functions in Figures 1.3 c) and g) demonstrate evidence of clear pulsatile behaviour
as has also been observed in Harper et al. (2011).
1.2.1 Temporal Dynamics
Little is known about the regulation mechanisms driving Prolactin gene expression.
Previous papers (Harper et al., 2010) have analysed similar data to that shown
in Figure 1.3 by grouping the time series data into clusters of similarly behaved
6
patterns. The authors suggest several hypotheses for these differing patterns in-
cluding structural features of the pituitary, functional speciation of lactotroph cells
(Christian et al., 2007) or local paracrine signalling. However, the authors did not
take into account the stochastic nature of the data nor did they relate the observed
dynamics back to the native process. Consequently, this motivates Part I of this
thesis, to provide a methodology that analyses the temporal dynamics of reporter
gene expression data and relates back to the native process regulating the native
gene.
Since it is only through transcription that the reporter and native processes are
coupled, the main aim is to back calculate from light intensity measurements back
to reporter protein levels, back to reporter mRNA and finally to the underlying
transcriptional dynamics. As specified before, these transcriptional dynamics model
the regulation of the underlying gene. The most commonly assumed model for gene
regulation is the binary switch model (Peccoud and Ycart, 1995; Kærn et al., 2005;
Larson et al., 2009; Suter et al., 2011; Harper et al., 2011) where,
β(t) =
β0 if t is in an on-phaseβ1 if t is in an off-phase.
Here transcription can take only one of two values corresponding to the gene being
in an active or inactive state. Typically it is assumed that β0 is low or possibly
zero for an inactive gene state. This simple model has been used extensively to
infer dynamics of gene regulation for various systems. For example, both Suter
et al. (2011) and Harper et al. (2011) found evidence of a refractory period where a
gene was regulated by a three state Markov process switching between on, off and
refractory states with associated transcriptional states given by,
β(t) =
β0 if t is in an on-phaseβ1 if t is in either an off- or refractory- phase.
More complex structures for gene regulation can also be described by this binary
model, for example, Sanchez et al. (2013) produce the predicted transition times of
the binary switch given a four state promoter, with transcription occurring in only
a single promoter state. In addition to reconstructing gene expression dynamics,
the binary switch model has also been used to infer transcription factor interactions
(Sanguinetti et al., 2009; Opper and Sanguinetti, 2010).
Other transcriptional functions used in the literature include a sinusoidal func-
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tion (Komorowski et al., 2010) motivated by circadian clock data (Chabot et al.,
2007), or an exponential function relating to the presence of experimental stimulus
(Finkensta¨dt et al., 2008). Hill functions have also been used extensively (see for
example Rosenfeld et al. (2005)) to model transcription with additional dependence
on the levels of activator or repressor that are present in the cell nucleus.
In contrast, Jenkins et al. (2013) extended the binary switch model to allow for
multiple rates of transcription, where,
β(t) = βi for t ∈ [si−1, si). (1.3)
Here the transcriptional rate of a gene is piecewise constant over intervals with
changes in transcriptional regulation at the unknown switch times s1, ..., sK , asso-
ciated with unobserved transcriptional events. Although the binary switch has a
simple biological interpretation, restricting transcription to binary states may not
capture the full range of cellular activity as other events such as limiting/competing
transcription factors may influence gene regulation. Jenkins et al. (2013) fitted
the multiple state switch model to aggregated mRNA populations as observed in
microarray analyses and found that the approach is general enough to describe a
wide range of observed dynamic patterns in gene expression including oscillatory
behaviour with asymmetric cycles of varying amplitude.
In what follows we will demonstrate how the multi-state switch model may be used
to provide possible hypotheses for the mechanisms of gene regulation including (up
to limited identifiability) interacting transcription factors. Consequently, embedding
the multi-state switch model within a stochastic framework will form the basis of
Part I of this thesis.
1.2.2 Spatial Organisation
One of the unique aspects of these data is the spatial resolution, examples of which
are shown in Figure 1.3 a) for an adult male tissue and 1.3 e) for a post-natal day 1.5
tissue. Typically, these imaging experiments are performed on dispersed cells within
a culture, however, here the data consist of cells within intact tissue to provide a
spatial resolution representative of the spatial organisation within a native system.
Consequently, these data provide a unique opportunity to also study the spatial
organisation of Prolactin producing cells (called lactotrophs). In addition, we have
a number of datasets obtained from animals in different stages of development and
8
it is therefore of interest to study the changes (if any) in spatial organisation of cell
location to gain insight into the tissue architecture. For instance, the positioning of
lactotrophs may be quantitatively different during different stages of development.
Ideally one would wish to model the changing spatial organisation mechanistically.
For example spring-bead models provide a highly flexible framework for modelling
spatial dynamics. Applications include modelling of plant tissue incorporating cell
dynamics such as growth and division (Shapiro and Mjolsness, 2001; Shapiro et al.,
2011), or applications in dissipative particle physics (Groot and Warren, 1997) such
as polymer structures (Symeonidis et al., 2005) and platelet aggregation in arteries
(Pivkin et al., 2009). Lattice based methods have also been used in similar applica-
tions, for instance Dobrescu and Purcarea (2009) applied a cellular automata model
to describe tumour growth.
However, the data we have available substantially limits the feasibility of inference
for such mechanistic approaches. In particular, although we have replicate tissue
samples from different stages of development, each sample comes from independent
tissues and consequently there is no mechanistic way of linking the data through
developmental stage. Therefore a statistical approach becomes much more appro-
priate and in particular we will use spatial point processes to provide a statistical
description of tissue architecture at different stages of development. This will form
the basis of Part II of this thesis.
1.2.3 Spatial Coordination
It is a natural extension, given the motivating data consist of both temporal and
spatial resolutions, to consider the spatio-temporal relationship. In particular, Fig-
ures 1.3 d) and h) show the relationship between the Pearson correlation coefficient
between any pair of time series and their Euclidean distance. It is clear that within
the adult tissue, there is an increased synchronicity at shorter distances perhaps
indicative of a cell signalling mechanism. However, this synchronicity is not evident
in the P1.5 tissue and motivates further investigation. In particular, it is desirable
to incorporate any spatio-temporal coupling at the native gene level rather than at
the reporter protein level. Therefore the spatio-temporal modelling should be based




As motivated by the data presented in the previous section this thesis is separated
into the three following parts.
Part I
Part I provides a rigorous statistical methodology for estimation of the transcrip-
tional dynamics of single cell gene expression as described in Hey et al. (2015). In
particular, it is the aim of this work to embed the multiple state switch model within
a general stochastic modelling and inference framework, namely the stochastic switch
model (SSM), to study gene expression dynamics at the single cell level. Our ap-
proach is derived on the basis of a stochastic reaction network (SRN) to capture the
intrinsic variability whilst also introducing a realistic measurement equation with
unknown parameters in order to fit the model to experimental single cell imaging
time series accounting for variability due to the measurement process. The result-
ing model provides an approach that is both scientifically interpretable and flexible
enough to capture a wide range of stochastic dynamics observed in longitudinal
single cell imaging data including irregular pulsatile behaviour.
Chapter 2 introduces stochastic reaction networks and their associated approxima-
tions. In addition to the approximations common within the literature, we derive
a model specific approximation termed the birth-death approximation or BDA. We
find that a state space representation provides a unifying framework for stochastic
reaction networks in the presence of a measurement process. Chapter 3 consists of
a discussion of the inferential techniques for these state space models along with an
extensive simulation study. A complete application to single cell imaging data is
presented in Chapter 4 along with extensive analyses of the posterior transcriptional
profiles.
Part II
Part II consists of a comprehensive analysis of the spatial organisation of lactotroph
cells during development of the mammalian pituitary. This is achieved within a
spatial point process framework and allows us to identify many interesting features
of the data. We find that the recently developed family of hybrid Gibbs point
processes provides a flexible framework that can encompass the different features
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identified at different developmental stages. In particular, as tissues mature from
post natal day 1.5 to adulthood, we find evidence of the development of spatial
clustering, which may result in more cohesive networks. This is investigated in
some detail. Chapter 5 provides a detailed introduction to spatial point processes
with their application to data presented in Chapter 6.
Part III
Part III presents the groundwork for modelling temporal transcriptional dynamics
within single cells whilst incorporating a spatial resolution. Simulation models are
constructed based on the posterior analysis of the multi-state switch model applied
to single cell imaging data. In particular, we construct a spatial transcriptional
model so that the marginal temporal dynamics inferred from Part I are recovered
when integrating over the spatial domain. through the analysis of real data, several
spatio-temporal dependencies are observed in the posterior transcriptional profiles.
Interestingly, we see that certain spatio-temporal features can be recovered by a
completely separable space-time model where spatial location is given by the anal-
ysis of Part II and are therefore not captured through signalling mechanisms. In
contrast, other space-time features can only be reproduced through a signalling
component through an explicit spatial dependence in the transcriptional profile.
We therefore investigate different formulations that can be associated to different
signalling mechanisms. Attention is focussed on model identifiability where we in-
vestigate the implications of different data resolutions to provide recommendations
to ensure optimal identifiability.
A complete exploratory analysis of the spatial distribution of the posterior tran-
scriptional profiles is presented in Chapter 7 along with an overview of different
modelling approaches and associated simulation study. We finish with a discussion
of future extensions for the application to data.
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Part I





We demand rigidly defined areas of
doubt and uncertainty.
Douglas Adams, Hitchhiker’s Guide
to the Galaxy
2.1 Introduction
Stochastic reaction networks (SRNs) can be used to model systems of reactions
by Markov jump processes (MJPs). Consider a system of ν stochastic reactions
involving D molecular species, X = (X1, ..., XD)
T in a well-mixed environment of
volume Ω. The stochastic process can be represented by the set of reactions,
PTX h−→ QTX,
for matrices P and Q. The vector h, is the vector of hazard functions describing
the rate at which each reaction occurs and S := QT − PT := [v1, ..., vν ] is the
stoichiometric matrix. The vectors vj , describe the corresponding change in state
for each reaction j. In general, each hazard function will depend on the state of the
system, x, and the associated kinetic rate of the reaction, denoted by θ. By the law
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of mass action, the hazard functions are given by,







, for j = 1, ..., ν, (2.1)
where Pjk is the jkth element of P and Xk is the kth element of the state vector X.
One can also define the stochastic reaction network in terms of the concentration,
X(Ω) := X/Ω, through a classical rescaling (Wilkinson, 2011). In particular, the





















where the order of each reaction is defined to be the number of reactant species,
oj :=
∑D
i=1 Pij I[Pij 6=0]. Consider the example of a zero order reaction of the form,
∅ θ−→ X.
The hazard function will be given by θ, and a concentration hazard of Ωθ. Similarly,
a first order reaction of the form,
X
θ−→ Y,
will have hazard function θX, equivalently, concentration hazard of θX(Ω) ≡ θX/Ω.
Example. Consequently, the gene expression model introduced in Chapter 1 can
be formulated in the following way,
∅ β(t)−−−→M, M δm−−−→ ∅, (2.3)
M
α−−−→M + P, P δp−−−→ ∅. (2.4)
Letting X = (M,P )T be the vector of states, the associated stoichiometric matrix
and hazard rates are given by,
S =
(
1 −1 0 0
0 0 1 −1
)T
, h(X, θ) =
(




The stoichiometric matrix and hazard vector completely specify the reaction net-
work. Specifically, given the system is currently in state x, the probability of reaction
j occurring so that the state vector becomes x+vj in the next infinitesimal dt time,
is given by hj(x, θj)dt. From this, it is straightforward to derive (Wilkinson, 2011)
that the next reaction to occur will be at time t+ τ and of type j with probability,
P(X(t+ τ) = x + vj |X(t) = x) = e−h0(x,θ)τhj(x, θj), (2.5)
where h0(x, θ) =
∑ν
j=1 hj(x, θj). This identity forms the basis of the stochastic
simulation algorithm (SSA), (see for example, Gillespie (1977)) from which we can
generate exact sample paths of a given system.
Given the above properties, stochastic reaction networks can be formulated as a
Markov jump process (MJP) (Stathopoulos and Girolami, 2013), where the D di-
mensional stochastic process X(t) = (X1(t), . . . , XD(t)) satisfies the Markov prop-
erty that the probability of the current state given its entire history depends only
on the state at the previous time point, i.e.
P(X(ti)|X(t1), . . . ,X(ti−1)) = P(X(ti)|X(ti−1)), (2.6)
for any sequence t1 < · · · < ti times.
The transition probability is defined for all times s and t, such that s ≤ t, by
P(X(t) = xt|X(s) = xs) and using the above Markov property, can be shown to
satisfy the Chapman-Kolmogorov equations,
















P(X(t) = x|X(0) = k)P(X(τ) = k|X(0) = x0). (2.7)
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Letting Gkx(τ) := 1τ (P(X(τ) = k|X(0) = x0) − P(X(0) = k|X(0) = x0)), equation
(2.7) can be rewritten to give,




P(X(t) = x|X(0) = k)Gkx(τ),
which can be rearranged to yield,




P(X(t) = x|X(0) = k)Gkx(τ).
Letting τ ↓ 0, the generator of the process is given by G = (Gkx), where Gkx :=
limτ↓0 Gkx(τ). Consequently, as τ ↓ 0, we obtain Kolmogorov’s forward equations,
d
dt P(X(t) = x|X(0) = x0) =
∑
k
P(X(t) = x|X(0) = k)Gkx. (2.8)
For ease of notation, we let P(x, t) := P(X(t) = x|X(0) = x0) be the transition
density from time 0 to time t, subject to the initial condition P(x, 0) = I[x=x0].
Kolmogorov’s forward equations can then be rewritten (see for example Wilkinson






hj(x− vj , θj)P(x− vj , t)− hj(x, θj)P(x, t), (2.9)
P(x, 0) =
1 if x = x00 if x 6= x0. (2.10)
Equation (2.9) is called the (chemical) master equation (ME) and is often intractable
for even very simple systems. Nevertheless, it is useful for deriving approximations
to the system and can be used to assess the accuracy of different approximations in
the literature (Ferm et al., 2008).
Example. The two species gene transcription model described by equations (2.3)
- (2.4) satisfies the following master equation,
d
dt
P(m, p, t) = β(t)P(m− 1, p, t) + δm(m+ 1)P(m+ 1, p, t)
+ αmP(m, p− 1, t) + δp(p+ 1)P(m, p+ 1, t)
− (β(t) + δmm+ αm+ δpp)P(m, p, t). (2.11)
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P(m, p, 0) =
1 if m = m0 and p = p0,0 if m 6= m0 or p 6= p0. (2.12)
Here, P(m, p, t) is the transition probability that at time t, the number of mRNA
molecules (M) is given by m and the number of proteins (P ) is given by p, subject
to the initial condition of m0 mRNA molecules and p0 proteins at time t = 0.
2.2 Exact Inference
If complete data on all species and reactions were available, inference would be









h0(x(ti), θ)[ti − ti−1]
)
, (2.13)
where n is the number of reactions that take place, j1, ..., jn is the sequence of
reaction types and t1, .., tn are the associated timings of each reaction. However,
in molecular biology complete data paths are rarely available and commonly only a
subset of species are measured with error.
There are therefore two broad approaches one can take to perform inference. Either
one can integrate over the latent reaction paths between observations or one can
work with (approximate) transition densities of the system. We focus our meth-
ods on the latter approach, which we will argue is computationally more feasible
although has the disadvantage that a likelihood approximation is often necessary
to accomplish this. The former approach allows one to work with the exact system
and attention has been focused on performing these high-dimensional integrations
in a computationally efficient way and is reviewed below.
Andrieu et al. (2010) show how particle MCMC methods can be used to perform in-
ference on MJPs, in particular the stochastic kinetic Lotka-Volterra model although
it was found to perform poorly in low measurement error scenarios (Golightly and
Wilkinson, 2011). Other approaches for inference on the exact system include a sim-
ulation based method (Amrein and Ku¨nsch, 2012), a reversible jump MCMC method
(Boys et al., 2008), an implementation of uniformisation (Choi and Rempala, 2012)
and the MCEM2 of Daigle et al. (2012), which uses techniques for simulating rare
events. Two recent examples that apply their methods to real data are the delayed
acceptance MCMC method of Golightly et al. (2014) applied to epidemic data and
17
the dynamic prior propagation method of Zechner et al. (2014) who model an artifi-
cially controlled gene expression system in yeast. The delayed acceptance method of
Golightly et al. (2014) is again an application of particle MCMC methods. However,
in order to decrease the computational cost, sample paths are first proposed under
a fast approximation and only if these are accepted is a sequential Monte Carlo
scheme used to estimate the true latent states. In this way, their algorithm avoids
computing proposals under the true likelihood that are likely to be rejected.
The dynamic prior propagation method of Zechner et al. (2014) is based on a hier-
archical structure that allows one to construct a marginal reaction network over the
rate constants that vary between cells. In this way, the method only infers sufficient
statistics of the distribution of the rate constants rather than each individual cell
specific constant. The authors successfully applied their approach to single cell time
course measurements subject to white noise error. Although described as a scalable
approach, no indication of computational cost is given. Moreover, it is clear that
although the method scales well as the number of individual cells increases, it is
less clear how well the methods will scale as the number of observations per cell in-
creases, particularly since it relies on an SMC update through stochastic simulation
of the latent states.
One further approach to inference on the exact MJP has been achieved through
approximate inference techniques. In these scenarios one continues to work with the
exact stochastic system but obtains only an approximation to the true posterior den-
sity. Examples include ABC (Approximate Bayesian Computation, Beaumont et al.
(2002)) and Variational Bayes. ABC methods have been applied to the stochas-
tic Lotka-Volterra model (Fearnhead and Prangle, 2012), a stochastic autologistic
model (Drovandi and Pettitt, 2011) and gene network models (Lillacci and Kham-
mash, 2013). In contrast, Variational Bayes techniques have been used to infer the
logics of two competing transcription factor interactions within a reduced MJP via
the optimisation of the Kullback-Leibler divergence between the true process and a
known family of densities (Opper and Sanguinetti, 2010).
Each of the methods mentioned above have their own disadvantages. Although
approximate inference techniques can be useful for inferring parameters, it is not al-
ways clear how the approximate posterior is related to the true posterior. Recently,
Owen et al. provided a comparison of ABC and exact inference techniques applied
to stochastic reaction networks. They found the exact approaches to be preferable
when observed times series were relatively long and moreover, found ABC performed
poorly in the presence of measurement error. Having said this, the exact inference
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methods also have significant limitations in a practical framework. Without excep-
tion, all the exact inference techniques reviewed here assume a known scaling factor
of 1 and often also known measurement error. Moreover, the techniques used are
generally computationally burdensome with respect to the size of data we consider
(a typical dataset in our experimental framework consists of 100 time series of ap-
proximately 190 measurements per time series). In a molecular biology framework
experimental methods will invariably result in a measurement process with both
unknown error and scaling as the direct number of molecules is not observable. One
approach is to rescale the data based on additional experiments (Zechner et al., 2014)
as the incorporation of both unknown measurement error and scaling is non-trivial
in this framework and which we will consider in some detail.
Further details of the exact approaches to inference mentioned here are reviewed in
the supplementary material of Appendix A.
2.3 Likelihood Approximations
In contrast to the above approaches, we consider the feasibility of approximating the
underlying MJP. This is achieved by approximating the transition densities, P(x, t),
that solve the, rarely tractable, chemical master equation given in (2.9).
In order to define the limiting approximations, we let X(Ω) := X/Ω denote the
concentration of X, and in particular, X(Ω) satisfies the same SRN as X with hazard
rates given by h(Ω) as defined in (2.2).
It is useful in the following to express the Markov jump process in terms of the
following Poisson process. Namely, for fixed τ the following equality holds,










where Kj is the number of type j events occurring in the interval. Equivalently, the
rescaled concentration process X(Ω) satisfies the Poisson process,








where S is the stoichiometric matrix, K(Ω) is a vector of Poisson random variables
and h = (h1, ..., hν)
T is the vector of hazard rates.
2.3.1 Macroscopic Limit
The direct deterministic analogue, XD(t), of the stochastic model, X(t), is given
by the conditional expectation of the stochastic process given its history (Chesson,
1978),
XD(t+ τ) = E
[
X(t+ τ)|X(t) = XD(t)] = XD(t) + ∫ t+τ
t
Sh(XD(s), θ) ds. (2.16)
This can be rewritten in the equivalent ODE for XD, often referred to as the reaction







D, θj) = Sh(X
D, θ), (2.17)
XD(0) = x0. (2.18)
Kurtz (1970) and Anderson and Kurtz (2011) show, using the law of large numbers,
that this ODE can be derived as the limit of X(Ω) as Ω→∞,
X(Ω)(t+ τ)→ X(Ω)(t) +
∫ t+τ
t
Sh(X(Ω)(s), θ) ds =: XD(t+ τ), as Ω→∞.
As a consequence, for sufficiently large systems, intrinsic variability can be assumed
to vanish and a deterministic ODE model can be used. This approach may be ap-
propriate for modelling high-level aggregate data with negligible intrinsic variability
as in Jenkins et al. (2013).
For example, the reaction rate equations of the gene transcription model (2.3)-(2.4)
are given by,






















2.3.2 Limiting Diffusion Processes
In this section, we consider two stochastic approximations to the MJP, the chemical
Langevin equation (CLE) and the linear noise approximation (LNA). Both give
rise to systems of SDEs but the literature often refers to the CLE as the diffusion
approximation or DA, we choose to avoid this terminology to avoid confusion.
Chemical Langevin Equation
The chemical Langevin equation was first derived in the chemical physics literature
in Gillespie (2000). We will follow this heuristic derivation although a more rigorous
treatment can be found in Anderson and Kurtz (2011).
Assuming τ is chosen to be small enough such that hj(X
(Ω), θj) can be considered
constant over the interval [t, t+ τ) ∀j, known as the first leap condition (Gillespie,
2000), the updating equation (2.15) becomes,
X(Ω)(t+ τ) ≈ X(Ω)(t) + 1ΩSK˜(Ω), (2.19)
K˜(Ω) ∼ Pois(Ωh(X(Ω)(t), θ)τ),
where the integrand in the Poisson rate has been replaced by a constant. Under
the second leap condition, namely Ωhj(X
(Ω)(t), θj)τ is large ∀j, this Poisson ran-
dom variate can be replaced by a normal density yielding, the (chemical) Langevin
equation,









Z ∼ N (0, ID).
Formulating the CLE in terms of the concentration process X(Ω), we notice that the
second leap condition is satisfied as the system size Ω→∞.
Taking the limit as τ → 0, equation (2.20) can be expressed by the following Itoˆ
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S diag (h (XC, θ))ST . (2.23)
Consequently, in the limit as τ → 0, the CLE will preserve the first and second
moments of the true Poisson process in (2.14) albeit through a Gaussian approxi-
mation.
Returning to the linear gene transcription model of (2.3)-(2.4) and letting XC :=























The CLE has been used extensively for inference within SRNs, (Golightly and
Wilkinson, 2005, 2011; Heron et al., 2007). Despite this there are several draw-
backs, not least of all, that the transition density often remains intractable and one
often works with a discretisation, for example the Euler-Maruyama approximation.
Moreover, in practice, data are measured at discrete time intervals that cannot be
assumed to satisfy the first leap condition and consequently, one is often required
to bridge between observations. Various approaches have been used to impute la-
tent points between observations to ensure that this condition is satisfied. Heron
et al. (2007) used a bridging approach (Elerian et al., 2001), whereas Golightly and
Wilkinson (2011) employ a particle MCMC scheme to impute these points, however
in both cases, the parameters of the measurement equation were assumed to be
known.
Linear Noise Approximation
The linear noise approximation (LNA) is a linearisation of the master equation and
always results in analytical transition densities. Derivations of varying degrees of
rigour can be found in numerous sources (see for example, van Kampen (1961);
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Kurtz (1971); Wallace et al. (2012)). Van Kampen’s system size expansion evolves
from the ansatz,
XL(t) = φ(t) + Ω−1/2ξ(t), (2.24)
where φ is a deterministic path, ξ a stochastic fluctuation and Ω is the size of the
system. In particular, φ := XD, is the macroscopic solution. The derivation then
proceeds via a second order Taylor expansion about the master equation for the
solution (2.24). Kurtz (1971), on the other hand, provides a rigorous foundation
for the LNA with a detailed application to SRNs given in Anderson and Kurtz
(2011), which we follow here. In particular, the LNA is derived as a central limit
theorem to the Poisson process given in equation (2.15). To see this, we consider
V (Ω) :=
√
Ω(X(Ω) − φ) to be the deviation between the Poisson process, X(Ω), and

























where A is defined as in equation (2.17). Thus we have,














Using the trick of adding zero, we have,



































By the central limit theorem, 1√
Ω







h(X(Ω)(s), θ) ds ST
)
. (2.26)
Moreover, under the assumptions that there exists a unique solution to the initial
value problem (2.17) and that the hazard rates are multinomial (assumptions that
are immediately satisfied by a stochastic reaction network), theorem K of Barbour
















where J(φ(s)) is the Jacobian, Jij :=
∂Aj
∂φi
, of the macroscopic ODE. Consequently,
taking the limit as Ω→∞, and defining ξ(t) := limΩ→∞ V (Ω)(t) = limΩ→∞(
√
Ω(X(Ω)(t)−
φ(t))), equation (2.25) becomes,












where B is as in (2.23) and comes from equation (2.26).
We therefore arrive at the full specification of the LNA,




dξ = J(φ(t))ξ(t) dt+B(φ(t))dWt, (2.29)
where dWt are independent Wiener processes. Equation (2.29) is linear with Itoˆ
representation and thus the transition, P(ξ(t+ τ)|ξ(t)), is Gaussian with mean and






= Σ(t)J(φ(t))T + J(t)Σ(t)T +B(φ(t))B(φ(t))T .
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Correspondingly, the transition probabilities of the state vector are derived to be
(Finkensta¨dt et al., 2013),
P
(
XL(t+ τ)|XL(t)) = N (φ(t) + Ω−1/2µ(t+ τ),Ω−1Σ(t+ τ)) .
Given this formulation, the LNA can always be expressed as a linear Gaussian state
space model. For example, let XL(t) be the LNA of a linear stochastic reaction
system. In this case, the Jacobian is independent of φ and consequently is constant
in time so that the state space representation takes the form,
XL(t+ τ) = eJτXL(t) +
(
φ(t+ τ)− eJτφ(t))+ Ω−1/2η(t+ τ), (2.30)










As before, φ denotes the solution to the macroscopic ODE and J is the associated Ja-
cobian. To be explicit, for the gene transcription model (2.3)-(2.4), φ := (φm, φp)
T ,





















Both the CLE and LNA are derived in the limit as the system size Ω → ∞ with
precise statements given in Kurtz (1971, 1978). Despite the LNA commonly being
derived as an approximation to the CLE, Anderson and Kurtz (2011) show that in
fact less stringent assumptions are required for the derivation and argue that the
foundations of the LNA are well justified whereas the CLE is derived less rigor-
ously. Inference on different transcription networks including autoregulatory and
dimerisation systems using the LNA are given in Ruttor and Opper (2009); Ko-
morowski et al. (2009); Stathopoulos and Girolami (2013); Finkensta¨dt et al. (2013)
and Fearnhead et al. (2014). Although the LNA is derived in the large system size
limit, these studies found reasonable performance for mesoscopic systems.
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2.3.3 Birth Death Approximation
In addition to the already existing approximations given above, one can construct
an approximate reaction network specifically for the transcription model (2.3)-(2.4).
In particular, we consider an approximation consisting of conditionally independent
birth-death networks,
∅ β(t)−−−−−→M, M δm−−−−−→ ∅, (2.31)
∅ αM
∗(t)−−−−−→ P, P δp−−−−−→ ∅, (2.32)
which corresponds to the following factorisation of the joint transition density,
P(M(t), P (t)|M(0), P (0)) = P(M(t)|M(0), P (0))P(P (t)|M(0),M(t), P (0))
≈ P(M(t)|M(0))P(P (t)|M∗(t), P (0)). (2.33)
The approximation of this birth-death decomposition arises through the process M∗.
Note that the exact system will be derived by setting M∗ to be the continuous time
mRNA process, M(t). We have considered the three following different definitions
of M∗,
M1: M∗(t) := m0, the mRNA level at the previous time point. As the distance
between observations becomes small, this will converge to the exact process.
M2: M∗(t) := mt, the mRNA level at the current time point. Again, as the distance
between observations becomes small, this will converge to the exact process.
M3: M∗(t) := E(M(t)|M(0) = m0), the expected value of the continuous time
mRNA process given the previous observation. This approximation will con-
verge to the exact process when either the time between observations becomes
small or the intrinsic variability of the mRNA process vanishes.
Note that in all cases, the marginal transition for the mRNA process will remain
exact and it is through the protein process that the approximation to the joint
transition occurs. Figure 2.1 shows how each approximation M∗ compares to the
true underlying process M for two different situations. Clearly, approximation M3
underestimates the variance in the true process, with only minor differences being
observed between the other two approximations. Figure 2.2 shows the 95% pointwise
simulation intervals for the corresponding protein population levels under different
26






















Figure 2.1: In each panel, the black envelope is the empirical 95% pointwise confidence
envelope for the true continuous time mRNA process and the red, green and blue envelopes
correspond to the empirical 95% pointwise envelopes for M∗ under approximation M1, M2,
and M3 respectively. The two panels correspond to different simulated scenarios of different
sampling intervals and different molecular numbers (increasing from a) to b)). In particular,
transcription has been simulated to have switches at 12 and 20 hours in each scenario.
simulations for each of the above approximations. Again, it can be seen that under
approximation M3, the variance is underestimated in all scenarios. In comparison,
when the sampling interval is small with respect to the speed of the reactions (Figure
2.2 a)), the difference between approximations M1 and M2 is small. However, as the
sampling interval increases, some differences appear, particularly about the switch
points in transcription. Taking the previous mRNA population as a proxy to the
continuous time mRNA process will result in delaying the estimated switch points in
transcription, whereas the current mRNA population will accelerate the estimation
of switch points. Figure 2.3, which shows the marginal transition density of the
protein process under each approximation, shows more clearly that as the sampling
interval becomes even larger, approximation M2 becomes the more accurate proxy
to the true process. Therefore, we restrict our research to using only approximation
M2, which we will term the birth-death decomposition (BDD), and note here that
approximation M1 may also yield valid inference for systems with a “reasonable”
sampling window.
To solve the system (2.31)-(2.32), we note that a birth-death process of the form,
∅ b(t)−−→ X, X d(t)−−→ ∅, (2.34)
has corresponding master equation,
d
dt
P(x, t) = b(t)P(x− 1, t) + d(t)P(x+ 1, t)− (b(t) + d(t))P(x, t), (2.35)
27
















































Figure 2.2: In each panel, the black envelope is the empirical 95% pointwise confidence
envelope for the true protein process and the red, green and blue envelopes correspond
to the empirical 95% pointwise envelopes for the approximate protein process given M∗
calculated under approximation M1, M2, and M3 respectively. Each panel corresponds to a
different simulated scenario of different sampling intervals and different molecular numbers
(increasing from a) to d)). In particular, transcription has been simulated to have switches
at 12 and 20 hours in each scenario.
































Figure 2.3: In each panel, the black histogram is the empirical transition density for the
true marginal protein process and the red, green and blue histograms correspond to the
empirical transition densities for the marginal protein process given M∗ calculated under
approximation M1, M2, and M3 respectively. Each panel corresponds to a different simu-
lated scenario of different sampling intervals (increasing sampling interval from left to right)
whilst maintaining the same rate parameter values (same molecular levels). In particular,
the final panel has a sampling interval large enough to contain a switch in transcription.
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P(x, 0) =
1 if x = x00 if x 6= x0,
that has a closed form solution (see Appendix B.1 for details). Explicitly, letting Z
denote the random variable with transition density satisfying (2.35) then,
Z = ZP + ZB,
where ZP ∼ Pois(λ) and ZB ∼ Bin(x0, pi) and the corresponding parameters satisfy
the following system of ODEs,
dλ
dt
= b(t)− d(t)λ(t), λ(0) = 0,
dpi
dt
= −d(t)pi(t), pi(0) = 1.
A full derivation of this result is given in Gardiner (1985). This birth-death decom-
position or BDD may be further approximated by replacing the Poisson-binomial
convolution by a bivariate normal density truncated to the positive real line so that
the transition densities are given by,
M(t)|M(0) ∼ N T (λm +m0pim, λm +m0pim(1− pim)) (2.36)
P (t)|(M∗(t), P (0)) ∼ N T (λp + p0pip, λp + p0pip(1− pip)) (2.37)
where N T indicates the normal density truncated to the positive real line and,
dλm
dt
= β(t)− δmλm(t), dpi
m
dt
= −δmpim(t), λm(0) = 0, pim(0) = 1. (2.38)
dλp
dt
= αm0 − δpλp(t), dpi
p
dt
= −δppip(t), λp(0) = 0, pip(0) = 1. (2.39)
This truncated normal approximation to the BDD is then termed the birth-death
approximation or BDA.
Although this method may be more widely applied, since many stochastic reaction
networks can be expressed as a sequence of conditionally independent birth-death




So far, we have presented only a selection of approaches that can be found for ap-
proximating the exact Markov jump process. Due to the ever increasing interest
in modelling biological processes through MJPs, or equivalently stochastic reaction
networks, there has been a plethora of approximation techniques developed in the
literature within recent years. In general, these approximations can be categorised
into two main approaches (Kazeev et al., 2014). Firstly, there are the approxi-
mations obtained asymptotically, which include the macroscopic rate equation, the
CLE and the LNA as already discussed. Other examples include the Moment Clo-
sure approximations (Gomez-Uribe and Verghese, 2007; Ferm et al., 2008; Ullah
and Wolkenhauer, 2009), quasi-steady state approaches (Rao and Arkin, 2003) and
extensions to the LNA (Grima, 2010; Thomas et al., 2012, 2014).
The second broad approach to approximating the exact MJP is through a trun-
cation of the state space of the system. For example, the finite state projection
(FSP) method (Munsky and Khammash, 2006, 2008) allows one to approximate
the solution to the master equation to any prespecified degree of accuracy. An al-
ternative truncation approach is through the uniformisation method (Hobolth and
Stone, 2009), implemented in the stochastic reaction framework by Choi and Rem-
pala (2012).
Although, in general these alternative approximations within the literature have the
advantage over both exact inference methods and the Langevin approximation, in
that an analytical expression for the transition density is available, the form of the
density still provides many challenges from an inferential viewpoint in the presence
of measurement error. Specifically, in the presence of measurement error, the data
likelihood remains intractable. To date, there has been only limited research in
the area of inference of these additional approximations, specifically only of the
truncation methods. Moreover, the inclusion of a measurement process has not,
to date, been considered. The issues surrounding the inference problem for these
approximations are similar to those facing the BDA, where an analytical transition
density is available but not a data likelihood. This is of course a standard problem
within state space models and is considered in detail in Chapter 3. We do not
consider the inference problem for these alternative approximations but note that
future research in this area is likely to be conducive to the field, especially since
it is desirable to have both a comparison of the approximation accuracy and a
comparison of the amenability and accuracy of the inference problem.
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A detailed review of this literature regarding the different approaches to approxi-
mating the underlying SRN is given in the supplementary material of Appendix A.
We do not consider them any further either for inference or simulation based com-
parison for several reasons. The Moment Closure and quasi-steady state approaches
have both been shown to have limited validity (Schnoerr et al., 2014; Thomas et al.,
2012). The slow-scale LNA (Thomas et al., 2012) and conditional LNA (Thomas
et al., 2014) are both derived by making explicit assumptions about the regulation
of the promoter, however, for our application to the Prolactin gene, little is known
about regulation and consequently, these approaches are less amenable. The remain-
ing truncation approaches can be difficult to implement in an efficient way since the
truncated state space can remain very large and have limited applicability to long
time series.
2.4 Comparative Study
The aim of this section is to explore various features of the different approximations
one can use on stochastic reaction networks. For the purpose of simulation, we com-
pare the performance of the exact process to the CLE, the LNA, the BDD and the
BDA. We note, that when viewing the inference problem within the following chap-
ter, we will focus attention to the LNA and BDA which have analytical transition
densities.
In order to compare these different processes, we apply them to the gene transcrip-
tion model of (2.3)-(2.4) and investigate both the behaviour of individual transition
densities and the accuracy of simulations.
Transition Density
Shown in Figure 2.4 are the corresponding transition densities calculated under the
exact process, the CLE, the LNA, the BDD and the BDA. Since an analytical form
for the transition density is unavailable for either the exact process or the CLE,
these have been calculated empirically via simulation. The most notable differences
occur at small molecular numbers where both the CLE and the LNA give non-zero
probability to negative populations. Moreover, the BDA and BDD, better capture
the asymmetry in the exact density at these low levels.
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Figure 2.4: Transition densities calculated for the exact process (obtained empirically
and shown in grey), the BDD (blue), the truncated normal BDA (red), the LNA (green)
and the CLE (yellow). These have been calculated for three different scenarios for both
mRNA (top) and for protein (bottom) involving increasing molecular abundances for both
species from left to right.
Simulations
The improved precision of the BDA over the LNA becomes apparent in Figure 2.5,
which shows the 95% pointwise confidence envelopes for processes simulated from
the various approximations. In all scenarios, the BDD and BDA envelopes for both
mRNA and protein are closer to the true envelopes than the LNA with the truncated
normal approximation modelling the skewness at low molecular numbers better than
the symmetric LNA. The LNA improves as molecular numbers increase although
consistently overestimates the variance for low numbers and will consequently be
likely to miss switch points in the transcriptional profiles. The envelopes of the
CLE again match very closely to the true process, however, since the transition
densities are intractable, inference becomes much more challenging. This empirical
validation reinforces the intuition that the BDA is more accurate at low molecular
levels and may be preferable for inference to the more standard LNA, especially for
systems of low molecular levels.
The inferential problem will be investigated in the following chapter and it will
be shown that the LNA, although less accurate, has many advantages from an
inferential viewpoint.
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Figure 2.5: 95% pointwise confidence envelopes for simulated mRNA (top) and protein
(bottom) processes under the true process (black), the BDD (blue), the truncated normal
BDA (red), the LNA (green) and the CLE (yellow) for two different scenarios corresponding
to different molecular abundances.
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CHAPTER 3
INFERENCE FOR STATE SPACE MODELS OF
STOCHASTIC GENE TRANSCRIPTION
Research; the curiosity to find the
unknown to make it known.
Lailah Gifty Akita, Beautiful Quotes
3.1 State Space Representation
State space models provide a unifying framework for formulating each of the approx-
imations described in the previous chapter. Formulating these approximations in a
state space model enables one to make use of a number of techniques developed for
inference on this class of models, in particular in the presence of an observation equa-
tion. The general state space model is given by two equations, the measurement or
observation equation defining the observable data, Y , and the state equation, which
defines the unobserved state of the system, X. Although, both X and Y may be
multivariate, we make no distinction with boldface fonts, since this will instead be
used to denote a sequence of observations described in the following.
The observation equation is given by,
Y (t) = G(t)X(t) + (t) (3.1)
(t) ∼ N (0,Σ),
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X0 X1 X2 . . . XT
Y1 Y2 . . . YT
Figure 3.1: A pictorial representation of a general hidden Markov model for state space
models. The observations Y are conditionally independent given the latent Markov process
X, with X0 providing the prior information about the initial state.
for some (possibly time varying) matrix G. Although more general measurement
processes can be modelled in the state space framework, we restrict ourselves to
linear Gaussian measurement error since this provides a reasonable model for the
measurement of light intensity levels in single cell gene expression experiments (see
Section 4.1).
The state equation is given by,
X(t+ τ) = F (t)X(t) + c(t) + η(t), (3.2)
η(t) ∼ N (µ(t),Σ(t)),
for matrices F,Σ and vectors c and µ. The state equation may be specified through
any of the approximations outlined in the previous chapter. In what follows, it will
be convenient to express equations (3.1) and (3.2) in terms of the following densities,
Y (t)|X(t) ∼ g(y(t)|x(t), θ), (3.3)
X(t+ τ)|X(t) ∼ h(x(t+ τ)|x(t), θ), (3.4)
where h and g denote the transition and observation densities respectively, with θ
denoting the vector of (unknown) parameters.
Assuming data are observed at discrete time points, t1, ..., tT , we let Xti := X(ti),
Yti := Y (ti) and y1:i define the sequence of observations y(t1), ..., y(ti) from time t1
to ti and x1:i define the corresponding sequence of latent states x(t1), ..., x(ti). In
addition, we will use the convention y := y1:T to denote all the observed data points
y(t1), .., y(tT ) and x := x1:T to denote the corresponding latent states.
Assuming observations consist of only the data y, the system can be expressed as a
hidden Markov model (HMM), depicted in Figure 3.1, where the latent states x are
unobserved. Since this chapter is predominantly interested in the inference problem
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The integrand in the above, which we will refer to as the joint or extended likeli-





h(x(ti)|x(ti−1), θ)g(y(ti)|x(ti), θ). (3.6)
It becomes clear from equation (3.6), why it is desirable to work directly with the
transition densities. If one wanted to work with either the exact system or an
approximation with an intractable transition density, one would have to further




SP(x) dx, ∀i ∈ 1, ..., T,
where SP is the stochastic process of the state x. Consequently, we restrict our
attention to the LNA and BDA when considering inference for SRNs as tractable
transition densities are available for each.
Despite the existence of analytical transition densities, it is not immediately obvious
how one can obtain the data likelihood in equation (3.5). It is worthwhile noting,




However, it remains unclear how one obtains, or even samples from, the conditional
density f(x|y, θ). We shall present the framework one can use to obtain both the
data likelihood, f(y|θ), and the latent conditional density, f(x|y, θ), for a completely
general state space model in Section 3.2. Section 3.3 will then outline how this
methodology can be implemented in a general inference framework.
The remainder of the chapter will be restricted to the LNA and BDA methodologies
and the specific features of their associated state space formulation. In particular,
Section 3.4 will discuss the computation of the likelihood under each of the LNA and
BDA and compare features of these likelihood surfaces to the likelihood surface of the
36
exact process. Section 3.5 will return to our gene transcription model and describe
how one can perform parameter inference on this system with the specification of
all prior distributions given in Section 3.6. Section 3.7 discusses the problem of
inferring the latent states under the BDA. Finally, the algorithm specification is
given in Section 3.8 with an extensive simulation study presented in Section 3.9.
3.2 Filtering, Smoothing and Backward Sampling
Consider the latent states, Xt1 , ..., XtT of the system depicted in Figure 3.1. Suppose
we are interested in computing the conditional densities f(xts |y1:i). We shall see the
relevance of these densities in the following, but first note that there are three
distinct problems. Namely,
1. If ts = ti, estimating f(xti |y1:i) is the filtering problem with f(xti |y1:i), called
the filtering density,
2. If ts < ti, estimating f(xts |y1:i) is the smoothing problem and,
3. If ts > ti, estimating f(xts |y1:i) is the prediction problem.
Since we are not interested in the behaviour of the latent states outside the observed
time interval, we do not explicitly consider the prediction problem in this work. In
contrast, both the filtering and smoothing problems have implications for inference,
which we discuss here.
3.2.1 Filtering
Following Petris et al. (2009), for general state space models of the form given in
equations (3.3) and (3.4), one can recursively obtain the filtering densities, f(xti |y1:i),
for i = 1, .., T . Starting from the initial distribution Xt0 ∼ f(xt0), the filtering den-
sities are obtained in a recursive way through the following three steps.
1. Obtain the one-step ahead state prediction for Xti |y1:i−1, given by the density,
f(xti |y1:i−1) =
∫
h(xti |xti−1)f(xti−1 |y1:i−1) dxti−1 , (3.7)
where f(xti−1 |y1:i−1) is the previous filtered density.
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g(yti |xti)f(xti |y1:i−1) dxti . (3.8)







Consequently, one can use the one-step ahead observation predictions given in equa-
tion (3.8) to obtain the likelihood. Explicitly, one can factorise the data likelihood




f(yti |y1:i−1, θ), (3.10)
given by the product of the one-step ahead observation prediction densities. Thus,
through the filtering densities, one is able to obtain an analytical data likelihood
provided there is an analytical expression for both the one-step ahead prediction
densities and the filtering densities.
3.2.2 Smoothing and Backward Sampling
In contrast to the filtering problem, the smoothing problem instead considers the
estimation of the latent states given all of the observed data. Starting from the final
filtering density, f(xtT |y1:T ), the smoothing densities f(xti |y1:T ), can be obtained in
the following recursive way over i = T − 1, .., 1,
1. Obtain the backward transitions, through Bayes rule,




which involves both the one-step ahead state prediction density and filtering
density of equations (3.7) and (3.9).
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2. Obtain the smoothing density for Xti |y1:T , given by,




f(xti+1 |y1:T ) dxti+1 . (3.12)
Latent States
Consequently, the conditional density over all the latent states, f(x|y, θ), can be












f(xti |xti+1 , y1:i, θ).
Thus, one can obtain a sample of the latent states from the conditional density,
f(x|y, θ), by sampling from each of the backward transition densities, if available.
This procedure is known as the Forward-Filtering Backward Sampling (FFSB) al-
gorithm.
3.3 Towards an Inference Framework
Section 3.2 described how one can obtain analytically the data likelihood for gen-
eral state space models provided there exists an analytical form of the filtering and
one-step ahead prediction densities. Consequently, we now consider two broad ap-
proaches to inference for state space models.
1. The data likelihood, f(y|θ), is analytically available through the filtering re-
cursions of Section 3.2.
2. The data likelihood is analytically unavailable, but the joint or extended like-
lihood, f(y,x|θ), has an analytical form.
In the first case, Bayesian inference about θ can be performed by sampling from the
posterior f(θ|y). We shall see in Section 3.4.2, that since the measurement process
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is assumed to be of linear Gaussian form, the LNA defines a linear Gaussian state
space model and the data likelihood can be computed through the Kalman filter.
In the second case, Bayesian inference about θ can instead be performed on the
extended posterior, f(θ,x|y) where the latent states x are also estimated. In such
scenarios, it will be assumed that inference about θ and x will be achieved through
the following two-step Gibbs sampler,
1. Sample the parameter vector, θ, from the density f(θ|y,x).
2. Sample the latent states, x, from the conditional density f(x|y, θ).
3.4 The Likelihood
In this section, we give explicit formulae for the likelihood under each of the exact
process, the LNA and the BDA and compare the likelihood surfaces of each.
3.4.1 Exact Likelihood
















h0(x(ti), θ)[ti+1 − ti]
)
dx, (3.13)
where hj is the hazard vector, n is the number of reactions that take place, j1, ..., jn
is the sequence of reaction types and t1, .., tn are the associated timings of each
reaction. Methods for inference of this likelihood were reviewed in Section 2.2 and
are not considered any further. Instead we use (3.13), or specifically, the integrand
of (3.13) to compare the correlation structures within the parameter vector θ for
the LNA and BDA.
3.4.2 LNA Likelihood










h(x(ti)|x(ti−1), θ)g(y(ti)|x(ti), θ) dx, (3.14)
where h is given in equation (2.30) and g is as in (3.3). Specifically, under the
LNA, the state equation (3.2) becomes a linear Gaussian state equation of the form
(Finkensta¨dt et al., 2013),
X(ti+1) = F (ti)X(ti) + c(ti) + η(ti), (3.15)
η(ti) ∼ N (0,Σ(ti)). (3.16)
Kalman Methodology
In order to obtain the data likelihood under the LNA, we need to perform the
filtering recursions described in Section 3.2.1. One can explicitly evaluate each of
the required densities, moreover, noting that under a linear Gaussian model, the
vector (Xt1 , ..., XtT , Yt1 , ..., YtT ) has a multivariate Gaussian distribution, it follows
that all the conditional and marginal densities required in the filtering algorithm
will be Gaussian and it suffices to simply evaluate the mean and variance (Petris
et al., 2009). Filtering on the linear Gaussian state space model is attributed to
Kalman (1960) and consequently has been termed the Kalman Filter.
To start the recursions, one must first assign a prior distribution to the initial latent
states, X(t0) ∼ N (a0, Q0). The recursions then take the following form. For time
i = 1, ..., T ,
1. The one-step ahead state prediction density is given by, X(ti)|y1:ti−1 ∼ N (bi, Ri),
where the predictive equations are given by,
bi = F (ti−1)ai−1 + c(ti−1),
Ri = F (ti−1)Qi−1F (ti−1)T + Σ(ti−1).
2. The one-step ahead observation prediction density is given by, Y (ti)|y1:ti−1 ∼
N (G(ti)bi, Si) where,
Si = G(ti)Ri−1G(ti)T + Σ. (3.17)
3. Finally, the filtering density is given by X(ti)|y1:ti ∼ N (ai, Qi), where the
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updating equations satisfy,
ai = bi +RiG(ti)
TS−1i (y(ti)−G(ti)bi) (3.18)
Qi = Ri −RiG(ti)TS−1i G(ti)Ri.
The likelihood for the data y := y1:T is then given by the product of the one-step

















−12 (y(ti)−G(ti)bi)T S−1i (y(ti)−G(ti)bi)
)
.
In order to use the above methodology, one needs to specify a starting value for
the recursions, a0 and Q0. These starting values may depend upon the parameter
vector θ. In particular, Komorowski et al. (2009) let a0 := x0 be the initial value
of the latent states and treat them as additional parameters to be estimated and
Q0 := Σ0 is chosen to satisfy the following equation,





where J0 := J(φ(0)) and B0 := B(φ(0)). This ensures that the initial covariance
matrix is set to be the covariance of the system at time t = 0 if the system was
initialised at a steady state.
The restarting variant of the LNA (Fearnhead et al., 2014) uses the filtering dis-
tribution calculated in (3.18), to reset the ODEs, φ, used in the LNA transition
densities. Specifically, the ODE is recalculated at each time point subject to the
condition, φ(ti−1) = ai−1, where φ(ti−1) is the ODE evaluated at time point ti−1.
Note that under this Gaussian framework, ai−1 is the best linear unbiased predic-
tor of X(ti−1) and is often denoted by Xˆ(ti−1). The restarting LNA method of
Fearnhead et al. (2014) is essential for non-linear systems as it reduces the impact
of the initial value. For linear systems, the differences between the restarting and
non-restarting methods is reduced (see Section 3.4.4). In addition, due to the recur-
sive nature of the restarting method, the implementation can become considerably
slower and we consequently focus our attention on the non-restarting version for
this (piecewise-linear) application of gene transcription.
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3.4.3 BDA Likelihood










h(x(ti)|x(ti−1), θ)g(y(ti)|x(ti), θ) dx, (3.19)
where g is as in (3.3) and h(x(ti)|x(ti−1)) := hm(m(ti)|m(ti−1))hp(p(ti)|p(ti−1),m∗(ti)),
such that,
hm ∼ N T (λm(ti) + pim(ti)m(ti−1), λm(ti) + pim(ti)(1− pim(ti))m(ti−1)) ,
hp ∼ N T (λp(ti) + pip(ti)p(ti−1), λp(ti) + pip(ti)(1− pip(ti))p(ti−1)) ,
where λ := (λm, λp)T and pi := (pim, pip)T satisfy the system of ODEs (2.38)-(2.39).
Although, this likelihood is defined through Gaussian densities (albeit truncated to
the positive real line), unlike the LNA, it does not define a linear state space model.
This is due to the non-linear dependence upon the latent states in the variance term
of the transition density. Consequently, one cannot use the Kalman methodology
to evaluate (3.19) explicitly.
As discussed in Section 3.3, one can instead view f(x,y|θ) as the joint likelihood of
the system and the problem reduces to a simulation framework, where one samples
the latent states from the conditional density f(x|y, θ). One way in which these
samples can be obtained is through the forward filtering backward sampling algo-
rithm outlined in Section 3.2.2. However, this is only possible if one can evaluate
the backward transitions, f(xti |xti+1 , y1:i), which under the BDA, are not available
analytically. There are a number of other approaches one can use to sample the
latent states, a selection of which are presented below.
Sampling Latent States
The first method is to estimate the conditional density f(x|y, θ) through an MCMC
sampler. This could be achieved through a Gibbs sampler, where at each iteration
of the MCMC algorithm, one would sample each x(ti) from the full conditional,
f(x(ti)|x1:ti−1 ,xti+1:T ,y, θ). In non-linear or non-Gaussian frameworks, the density
f(x(ti)|x1:ti−1 ,xti+1:T ,y, θ) may only be known up to a normalising constant and a
43
Metropolis within Gibbs algorithm may be used to sample from these full condi-
tionals.
In general, due to the large number of latent states, this approach could result in
very slow mixing Markov chains. Moreover, latent states are likely to be highly
correlated and this approach will be inefficient for sampling from the full posterior
distribution and one could instead update blocks of latent states. Rather than
a Metropolis step to propose the block of latent states, one could instead use an
independence sampler of the form given in Algorithm 1.
Algorithm 1 Updating the hidden states of a HMM via an independence sampler
1: Sample two observation points X(tk−1) and X(tk+m+1) at random, where m is
the distance between them.
2: Propose new values for X∗tk:tm := X
∗(tk), ..., X∗(tm), from a proposal distribution
q.









Consequently, given two endpoints, X(tk−1) andX(tk+m+1), a proposal distribution,
q, is required to propose X∗tk:tm . Specifically, we consider the Laplace approximation
of f(y,xk:m|θ), where the proposal distribution is given by a multivariate normal
distribution with mean given by the mode, x˜k:m := argmaxx f(y,xk:m|θ), obtained
by a small number of Newton steps, and covariance matrix given by the negative in-





. This approach has previously
been implemented within a bridging framework (Elerian et al., 2001) that Heron
et al. (2007) applied to stochastic kinetic models. However, this approach has a
non-trivial computational cost due to the high dimensional posterior. In practice,
the maximisation of the Laplace approximation is computed using at most three
Newton steps to avoid high computational cost. To avoid a low acceptance rate, we
update only short sections of the trajectory at each iteration, which can result in a
slow convergence rate of the Markov chains.
In scenarios of low molecular numbers, the Laplace/independence sampler used with
the BDA often failed. This is unsurprising since the true latent states will lie on or
close to the state boundary (note that the support of the latent states is the positive
real line) and thus the mode of the normal approximation to the posterior will lie
close to the boundary, resulting in a non-positive semi-definite Hessian preventing
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its use in the proposal distribution for latent states. Moreover, in scenarios of larger
molecular numbers, although valid, the Laplace method is extremely slow owing to
the optimisation step used to compute the proposals. We therefore generally regard
this as an unfeasible method to use.
Particle Filter
A class of methods that have become popular in recent years for sampling hidden
states in a hidden Markov model are particle filters. This is a sequential Monte
Carlo (SMC) approach based on forward simulations to sequentially approximate
the conditional densities, f(x1:ti |y1:ti) and can be applied to very general state space
models that are not necessarily linear or Gaussian. Specifically, we shall consider the
sequential importance sampling (SIS) algorithm of Doucet et al. (2000). Following
the motivation of SMC presented in Petris et al. (2009), the basic principle of the
SMC methodology is found in importance sampling. Suppose one is interested in














where w is the importance function given by g(x)f(x)/q(x) and q is the importance
density. Consequently, the main idea behind importance sampling is that one can






to get an approximation of equation (3.22). Therefore setting g(x) := δx to be the
delta function centred at x, the unknown density, f , can be approximated by the
discrete approximation,





Thus, to estimate an unknown density, one requires a sample {x(j), w(j) : j =
1, ..., Np}, where x(j) are samples or particles from some importance density and
w(j) are the associated importance weights. Consequently, the particles x(j) form a
weighted sample from the density f .
In order to estimate the conditional density f(x|y, θ) through an importance sam-
pling approach, one needs to construct an efficient proposal distribution. Typically,
in state space models, the dimension of f(x|y, θ) is very large and it is difficult
to obtain samples with reasonable weight. The sequential importance sampling
methodology alleviates this issue by exploiting the recursive properties of the model.
Explicitly, the conditional densities f(x1:ti |y1:ti) satisfy,
f(x1:ti+1 |y1:ti+1) ∝ g(yti+1 |xti+1)h(xti+1 |xti)f(x1:ti |y1:ti),
where h and g are the state and observation densities as given in (3.19). This means
that both the importance density and importance weights can be defined recursively,









q(xti+1 |yti+1 , xti)
.
Consequently, one can sequentially draw samples from f(x1:ti |y1:ti), to end with a
weighted sample x(1), ...,x(Np) from the full conditional density fNp(x1:T |y1:T ). In
practice, due to the sequential nature of this sampling procedure, it can lead to
a weight degeneracy problem, where only a small number of samples have a sig-
nificant weight by the end of the recursions. For example, as depicted in Figure
3.2a), all initial samples of x1 have reasonable weight but sampling forward in time
results in many samples of xT having very low weight and being far from the true
path. To overcome this issue, one can use a resampling procedure where the particle
approximation {x(j)1:ti , w
(j)
ti
} is transformed into an equally weighted sample by sam-
pling with replacement (Figure 3.2b)). The procedure is then termed the sequential
importance resampling (SIR) algorithm and is given in Algorithm 2.
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Algorithm 2 SIR algorithm
1: At time t = t1, sample Np particles from initial distribution Xt1 ∼ h(xt1 |xt0) to





























2: For i = 2, ..., T ,




























































If Nˆeff < NˆThres, resample the paths with weights, W
(j)
ti






for j = 1, ..., Np.




T to obtain a sample of the full
latent path x
(B)
1:T consistent with the data y. Define the ancestral lineage, B =
(B1, ..., BT ) of the sample as the sequence of indices of the particle parents.
We define the ancestral lineage, B = (B1, ..., BT ) of the sample as the sequence
of indices of the particle parents. This ancestral lineage becomes important when
incorporating the particle filter into a conditional SMC framework as described in
Section 3.7.
A key technicality of the particle filter is the resampling step 2d) of Algorithm 2.
This is used to ensure we can efficiently sample paths compatible with the data,
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Figure 3.2: Illustration of weight degeneracy in a) where by time point 10, very few
paths have reasonable weight conditional on the observed data shown in black. b) gives an
illustration of particle degeneracy where the paths are resampled to maintain reasonable
weight but there are very few independent paths remaining by time point 10.
although it may result in particle degeneracy where only a small number of inde-
pendent paths are obtained as depicted in Figure 3.2b). Thus, we need to sample
enough particles to ensure that there is a sufficient number of independent paths at
the end of the algorithm.
In addition, in order to implement the particle filter, one needs to define a proposal
distribution. This proposal distribution is used to draw samples of the latent process,
xti , conditional on the observations up to time ti and the latent process up to time
ti−1. Since this algorithm is an importance sampler, the proposal distribution, q,
will be optimal if it is equal to the density,
q(xti |x1:ti−1 , y1:ti) = f(xti |x1:ti−1 , y1:ti).
If this density is not analytically available, q should otherwise be chosen as a good
approximation to f(xti |x1:ti−1 , y1:ti) with slightly heavier tails.
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Example. Implementation under the BDA. Consider the gene transcription model
(2.3) - (2.4) under the BDA. Recall that this approximation follows the non-linear
state space model,







Xti+1 ∼ N T (µti+1 , σ2ti+1),
where Xti+1 := (Mti+1 , Pti+1)
T , and N T is a truncated Gaussian density with,
µti+1 = λti + pitiX
T
ti ,
σ2ti+1 = λti + piti(1− piti)XTti ),










)T satisfying the ODE system
(2.38)-(2.39). Consequently, under the BDA, the joint transition density h(xti+1 |xti)
can be decomposed into,
h(mti+1 , pti+1 |mti , pti) = hm(mti+1 |mti)hp(pti+1 |mti+1 , pti),
where hm is the marginal transition for the mRNA process and hp is the BDA
marginal transition density for the protein process. Thus, the joint filtering density
can also be decomposed as follows,
f(mti , pti |m1:ti−1 , p1:ti−1 , y1:ti) = f(pti |m1:ti−1 ,mti , p1:ti−1 , y1:ti)×
× f(mti |m1:ti−1 , p1:ti−1 , y1:ti)
= f(pti |mti , pti−1 , yti)hm(mti |mti−1).
Letting g denote the observation density, one can propose Xti := (Mti , Pti) in two
steps.
1. Propose Mti from the transition density hm(mti |mti−1), which will have im-
portance weight proportional to 1.
2. Secondly, propose Pti from the proposal q(pti |mti , pti−1 , yti) given in (3.23) and
derived below.
In order to construct a reasonable proposal distribution, q, we note that,
f(pti |mti , pti−1 , yti) ∝ hp(pti |pti−1 ,mti)g(yti |pti),




p and variance σp
2
ti
:= λp + pti−1pi
p(1 − pip). Consequently,
under the corresponding (non-truncated) normal approximation to hp, (i.e.




f(pti |mti , pti−1 , yti)
approx∝ h∗p(pti |pti−1 ,mti)g(yti |pti),
thus enabling the construction of the following proposal distribution for
Pti |Pti−1 ,Mti , Yti ,




























As with the LNA, one requires the initial state Xt0 := (Mt0 , Pt0)
T to initialise the
algorithm and are treated as additional model parameters.
Although, the particle filter comes at its own computational cost when incorporat-
ing it within the overall Bayesian framework for inference about the parameters, θ
(Section 3.7), as a method for obtaining samples from the BDA conditional density
f(x|y, θ), it is considerably faster and more efficient than the MCMC methods dis-
cussed in this section. Therefore, we shall restrict our attention to this methodology
for estimating the conditional density f(x|y, θ), under the BDA.
Pseudo-Marginal Approach
The above approaches all rely on sampling the latent states of the system so that
one can compute the joint likelihood f(x,y|θ) and consequently target the extended
posterior f(θ,x|y). Since our main interest is in the posterior f(θ|y), an alternative
approach under the BDA is the pseudo-marginal method of Beaumont (2003) and
Andrieu and Roberts (2009). In this framework, the likelihood f(y|θ) is approxi-
mated by an unbiased Monte Carlo estimate fˆ(y|θ). Explicitly,
fˆ(y|θ) = fˆ(yt1 |θ)
T−1∏
i=1
















:= f(yti+1 |x(j)ti+1 , θ) and x
(j)
ti+1
are the samples from f(x|y, θ). Thus, given
any of the methods described above for obtaining samples of the latent states from
the full conditional density, one can obtain an estimate of the data likelihood.
3.4.4 Likelihood Comparison
Finally we compare some features of the corresponding likelihood function for each
model. Data were generated from the exact process via a stochastic simulation
algorithm (Gillespie, 1977) based on equation (2.5). Sampling these data at discrete
time points enabled us to evaluate the likelihood under the two approximations
given by the LNA and BDA. In general (plots not shown), we confirmed that the
higher the sampling frequency, the gradient of the likelihood became steeper about
the maxima.
In order to compare the features of the likelihood, we first consider the case when
latent states are observed and the likelihood is given by the joint density, f(y,x|θ).
The bivariate extended likelihood surfaces are then presented in Figure 3.3 for the
exact process, Figure 3.4 for the LNA and Figure 3.5 for the BDA. It can be seen
that under the two approximations, significantly more correlation structure appears
between the different parameters. In particular, we see a high correlation between
δm and β and also between α and δp. This is unsurprising, since it is the trade-off
between the birth and death rates of the two species.
However, in practice, the latent states are not observed and the data likelihood is
given by f(y|θ). Since this is only available analytically for the LNA, we have only
shown the likelihood surfaces in Figures 3.6 and 3.7 for the restarting and non-
restarting LNA respectively. There is very little difference between the LNA and
restarting LNA likelihood surfaces but notably, there is a great deal more structure
in the surfaces compared to the case when the latent states are observed. Specif-
ically, there is a strong correlation between most of the parameters with only the
measurement error, σ, appearing to be independent. It is likely that the likelihood
surface under the BDA for unobserved latent states will also show greater structure
and consequently there is a need to design an efficient MCMC sampler to explore





























































































































Figure 3.3: Bivariate likelihood transects under the exact joint likelihood. True param-
eter values are shown by the black points. Data were generated via an exact stochastic






























































































































Figure 3.4: Bivariate likelihood transects under the LNA joint likelihood. True parameter
values are shown by the black points. Data were generated via an exact stochastic simulation






























































































































Figure 3.5: Bivariate likelihood transects under the BDA joint likelihood. True parameter
values are shown by the black points. Data were generated via an exact stochastic simulation






























































































































Figure 3.6: Bivariate likelihood transects under the restarting LNA data likelihood. True
parameter values are shown by the black points. Data were generated via an exact stochastic





























































































































Figure 3.7: Bivariate likelihood transects under the non-restarting LNA data likelihood.
True parameter values are shown by the black points. Data were generated via an exact
stochastic simulation algorithm and sampled at 100 discrete timepoints.
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3.5 Parameter Inference
The previous section described how to compute the data likelihood within a state
space model for stochastic reaction networks under the LNA and BDA. Given this
likelihood, we now focus on performing inference about the parameters θ of the
multi-switch gene transcription model.
In particular, inference about θ includes inference on the number, k, and position,
s1, ..., sk of switches as well as the associated kinetic parameters (β0, ..., βk, α, δm, δp),
the measurement parameters, (κ, σ2 ) and the initial state of the latent molecular
processes, (M0, P0). Note that the dimension of θ varies with the number of switches,
k, and thus to sample across these differing dimensions, we employ a reversible jump
(RJ) scheme, outlined below in Section 3.5.2. The remaining parameters are updated
via a random walk Metropolis-Hastings (MH) step, which is described in Section
3.5.1, the full MCMC algorithm for posterior inference is given in Section 3.8.
3.5.1 Random Walk Metropolis Hastings
For a given sample of switches, the kinetic rate parameters are updated via a
random-walk Metropolis Hastings (RW-MH) scheme (Metropolis et al., 1953; Hast-
ings, 1970). Since all parameters are positive, this is performed in log-space. As
demonstrated in Figures 3.5 and 3.7 in Section 3.4.4, there is a strong correlation
structure between certain parameters depending upon which approximation is used.
Therefore, in order to sample efficiently, we re-parameterise α˜ := κα and P˜ti := κPti
under the LNA (see Appendix B.2) and target the posterior of the log-parameters
(log θ) for both the LNA and BDA, as both the proposals and priors are symmet-
ric in log-space. Efficiency was further increased through the adaptive scheme of
Haario et al. (2001). Log-parameters are sampled in two blocks where proposals are
drawn from a multivariate normal distribution centred at the previous value, with
covariance matrix proportional to the covariance of the Markov chains up until the
current iteration. This adaptation results in an ergodic Markov chain provided the
target density is bounded from above and has a bounded support.
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3.5.2 Reversible Jump MCMC scheme
At each iteration of the MCMC algorithm, we employ a reversible jump (Green,
1995) step in order to update the log transcriptional profile, log β(t), where,
β(t) := βj for t ∈ [sj , sj+1).
A reversible jump method is used in order to sample across the different model
dimensions, corresponding to the number, k, of switch times within the transcrip-
tional profile. This is implemented according to a similar specification as in Jenkins
et al. (2013) where at each iteration of the reversible jump step, we allow one of the
following three possible moves.
a) Propose the addition of a switch with probability bk.
A new switch, s∗ is proposed uniformly on [0, T ]. Suppose s∗ ∈ [sj , sj+1), then
new values for the transcription rates are required on this interval. In particular,
the new rates are defined as a perturbation of the old rates and since we are
targeting the log-parameters, this is done by first drawing u uniformly on [0, 1],
and setting the new rates β∗j , β
∗
j+1 so that the following set of equations are
satisfied,
log β∗j+1 = log βj + u
log β∗j = log βj − u,
where βj was the original transcription rate over the interval [sj , sj+1). Since the
new rates have been proposed as a transformation of the old rates, log βj , and












b) Propose the deletion of a switch with probability dk.
A switch is proposed uniformly from {s1, ...sk} for deletion. Suppose sj is the
candidate for deletion, then the new transcription rate, β∗, over [sj−1, sj+1) will
be chosen so that,
log β∗ = (log βj−1 + log βj)/2.
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c) Propose to move a switch with probability 1− bk − dk.
A candidate switch for moving is proposed uniformly from {s1, ...sk}, say sj . The
new placement s∗j is proposed uniformly on the interval [sj−1, sj+1). Since there
is no transformation of the rate variables associated with this move, the Jacobian
is equal to 1.
As in Green (1995), we let bk = cmin(1, f(k+1)/f(k)), dk = cmin(1, f(k−1)/f(k)),
where c is some constant (throughout our implementation, this has been fixed at
0.4) and f(k) is the prior density for k switches. The proposed transcriptional profile
obtained from performing one of a), b) or c) is then accepted with probability,
α = min(1,Likelihood Ratio× Prior Ratio× Proposal Ratio× Jacobian).
The prior ratio is comprised of the ratio of the priors over a) the number of switches,
b) the position of switches and, c) the transcriptional rates. The proposal ratio for








and c) a switch adjustment is equal to 1.
3.5.3 Hierarchical Model
Due to the strong dependency between parameters it can sometimes be difficult
to disentangle them and model identifiability can become an issue. One way to
tackle this issue is to incorporate external information into the prior distributions of
the parameters. In the example of single cell imaging data, additional experiments
can be performed to obtain estimates of the degradation parameters, δm and δp to
provide informative prior distributions.
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A hierarchical structure can be used to aid in the identification of the remaining
parameters, since a dataset will typically consist of multiple time series from the
same experiment (Finkensta¨dt et al., 2013). Thus, one can assume that certain
parameters will be similar between time series and that the variation in kinetic
parameters can be modelled through this hierarchical assumption. Finkensta¨dt et al.
(2013) motivate this approach and in particular demonstrate how a hierarchical
approach can be used to model the extrinsic noise as defined by Elowitz et al.
(2002).







 ) denote the vector of parameters for cell i, for i = 1, ..., N . We assume
that the translation rate, α, and measurement parameters, κ and σ, will be similar
across cells and can therefore place the following hyper-distribution over each of the
parameters,
α(i) ∼ Log-Normal(µα, σ2α)
κ(i) ∼ Log-Normal(µκ, σ2κ)
σ(i) ∼ Log-Normal(µσ, σ2σ), for i = 1, ..., N.






σ) are estimated in addition to each
θ(i) and due to the log-normal specification can be updated conjugately where the






, σ−2θ ∼ Gamma(a, b),
where a and b are the shape and scale parameters of the Gamma distribution.
To be explicit, consider the translation rates α := (α(1), ..., α(N)) for all cells 1, ..., N ,
where we have assumed that,
logα ∼ N (µα, σ2α),
Thus, given observations α, the hyper-parameters, µα and σ
2
α, can be drawn from
the following full conditional distribution,





, σ−2α |α ∼ Gamma(a∗, b∗),
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where,
m∗ = (t−1m+NαL)/(t−1 +N), 1/t∗ = t−1 +N.

















(logα − αL)2. In exactly the same way,
the hyper-parameters µκ, σκ, µσ , σσ can be updated.
Specifying a hierarchical model for the transcription rates β := (β(1), ..., β(N)), where
β(i) := (β
(i)
0 , ..., β
(i)
k ) is the vector for each cell i, is less straightforward. To use the
same specification as above would dilute the effect of switching events since all rates
would be shrunk to a single distribution through the hierarchical specification. On
the other hand, vague proper priors are not a feasible option since it gives too much
prior probability to the zero switch model (Green, 1995). As an alternative, we




wβvN (µβv , σ
2
βv),
which reduces the hierarchical shrinkage. Without resorting to a second reversible
jump, it is necessary to specify the number of components in advance. One could
choose several candidates and perform model selection a posteriori, although we
found two components sufficient to capture the variability in the data, which is
supported by the biological hypothesis that transcription will typically occur at
either a high or low rate. Simulations showed that if the rates truly come from a
single component then this is elicited from a two component specification with one
weight estimated to be very low.
The hyper parameters of the mixture prior (wβv , µβv , σ
2
βv
for v = 1, ..., V ) can also
be updated conjugately. To see this, we introduce some additional notation. Fol-
lowing the derivation given in McLachlan and Peel (2004), let fv be the density
corresponding to component v and let ζ = (ζ1, ..., ζN ) be the vector of indicator
values such that ζi = (ζi1, ..., ζiV ) and,
ζiv =
1 if the ith observation is drawn from fv,0 otherwise.
Given these indicator variables, inference on wβ, µβ, σ
2
β can be performed by a series
of Gibbs steps as the prior over the transcription rates can now be written in the
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following form,










With conjugate hyper-priors given by,
wβ ∼ Dirichlet(c1, ..., cV )
ζ|wβ ∼ Multinomial(1,wβ)
µβv ∼ N (m, t)
σ−2βv ∼ Gamma(a, b) for v = 1, ..., V.
Consequently, in order to update the hyper-parameters, µβ, σ
2
β and wβ, conditional
on the observations log β, one can sample from each of the following full conditional
distributions,
1. wβ| log β ∼ Dirichlet(c∗1, ..., c∗V ),
where, c∗v =
∑N
i=1 ζiv + cv for v = 1, ..., V .
2. ζ|wβ, log β ∼ Multinomial(1,w∗β),
where, w∗β := (w
∗
β1
, .., w∗βV ) with w
∗
βv
∝ wβvf(log β|µβv , σ2βv).
3. For v = 1, ..., V sample,
(a) µβv | log β ∼ N (m∗, t∗),
where, m∗ = (t−1m + Nvβv)/(t−1 + Nv), and 1/t∗ = t−1 + Nv, with
Nv :=
∑N




i log β × ζiv.
(b) σ−2βv ∼ Gamma(a∗, b∗),
where, a∗ = a + Nv/2, b∗ = b + 12(Ns
2
v + (t





i(log β − βv)2 × ζiv.
Finally, we specify a hierarchy over the initial latent states M0 and P0. Specifically,
it is assumed that,
M0 ∼ Gamma(µm0 , σ2m0),
P0 ∼ Gamma(µp0 , σ2p0),
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where here, we have parameterised the Gamma distribution by its mean and vari-
ance. In contrast to the other parameters, this is no longer conjugate and conse-
quently, we update µm0 , σ
2
m0 , µp0 and σ
2




As stated previously, within a single cell imaging framework, one can obtain prior
information on the two degradation parameters. These priors are parameterised by
log-normal distributions,
log δm ∼ N (µδm , σ2δm),
log δp ∼ N (µδp , σ2δp).
Within simulations, the parameters µδm , σδm , µδp , σδp were all fixed at the true value.
For the application to GFP imaging data in the following chapter, these values were
obtained from Finkensta¨dt et al. (2013), where,
µδm = log(0.14), σδm= 0.06,
µδp = log(0.57), σδp = 0.06.
Hierarchical Priors.
As already stated, the remaining kinetic and measurement parameters were incor-
porated within a hierarchy with log-normal priors,
logα ∼ N (µα, σ2α),
log κ ∼ N (µκ, σ2κ),
log σ ∼ N (µσ, σ2σ).
The hyper-parameters were assigned uninformative prior distributions where the
mean, µθ|σ2θ , was given a N (0, (100σθ)2) prior, and the precision, σ−2θ , was given a
Gamma(1, 0.001) prior, parameterised by its shape and scale.






ωvN (µβv , σ
2
βv).
The hyper-parameters were assigned uninformative prior distributions where the
mean was given a N (0, 1002) prior, and the precision was given a Gamma(1, 0.001)
prior while the weights of the hierarchical mixture model have a Dirichlet(2, 2) prior.
In addition, the initial values of the latent states were also incorporated into a
hierarchy, with gamma specification, parameterised by the mean and variance,
M0 ∼ Gamma(µm0 , σ2m0),
P0 ∼ Gamma(µp0 , σ2p0).
The hyper-parameters were again assigned uninformative prior distributions where
the mean was given a N (0, 1002) prior, and the precision was given a Gamma(1, 0.0001)
prior, parameterised by its shape and scale.
Switch Priors.
The prior distributions over the switch parameters were chosen to be vague. Specif-
ically, we define a negative binomial distribution over the prior number of switch
points within the data conditional on the number of switches not exceeding some
kmax.
k ∼ NegBin(µk, σ2k; kmax),
s1, ..., sk|k ∼ Unif (0, T ).
The parameter µk, is the prior expected number of switches and should therefore be
chosen depending on the data application. For our purposes, this has been fixed at
a value of 5 and kmax has been fixed at 20. We have chosen a negative-binomial as
opposed to a Poisson prior in order to be less informative about the prior number
of switches. In particular, we fix σ2k to be 4µk.
Following Green (1995), conditional on k switches, the switch positions s1, .., sk
are distributed as the even-numbered order statistics from 2k + 1 points uniformly
distributed on [0 T]. As noted in Boys and Giles (2007), this prior assumption
corresponds to the distribution of consecutive switches, (sj+1 − sj)/T following a
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Beta(2, 2k) distribution.
3.7 Inferring the Latent States
Recall that under the BDA, the data likelihood is analytically unavailable. Conse-
quently, there are two approaches to inference. Either one can use a pseudo-marginal
approach as discussed in Section 3.4.3, where one relies on a Monte Carlo estimate
of the data likelihood. Alternatively, one can perform inference on the extended sys-
tem where rather than targeting the posterior, f(θ|y), we instead choose to target
the extended posterior, f(θ,x|y), where x are the latent states. This can be done in
the following Gibbs sampler where at each iteration of the outer MCMC loop, the
following steps are performed,
1. Sample the parameter vector θ from f(θ|y,x).
2. Sample the latent states, x, from the density, f(x|y, θ).
Step 1 is achieved through the MCMC sampler described in Section 3.5. Step
2 can be achieved through any of the methods discussed in Section 3.4.3 within a
conditional framework and we specifically focus our attention to the implementation
of the sequential importance sampler (SIS) of Doucet et al. (2000).
3.7.1 Particle Gibbs
It should be noted that in step 2 of the above Gibbs sampler, one samples the latent
states not only conditional on the observed data, but also on the latent path used in
the previous iteration of the outer MCMC loop. Thus, in order to implement the SIS
or SIR algorithms, they should be incorporated into a conditional sequential Monte
Carlo framework. Technical details of how to embed the SIR within a conditional
framework are given in Andrieu et al. (2010, 2009). The resulting algorithm is
termed Particle Gibbs and is outlined in Algorithm 3.
65
Algorithm 3 Particle Gibbs SIR
Initialisation Initialise the static parameters, θ and run an SMC method (for
example the SIS/SIR in Algorithm 2 to obtain a sample x1:T and let B denote
its ancestral lineage.
Update At each iteration of the MCMC, run the following conditional SMC algo-
rithm,
1: At time t1, for j 6= B1 sample Np − 1 particles from initial distribution






























2: For i = 2, ..., T ,




































































on the ancestral lineage B, and set W
(j)
ti
= 1Np for j = 1, ..., Np
through a conditional systematic resampling algorithm (Kitagawa,
1996; Andrieu et al., 2010).




T to obtain a sample of the
full latent path x
(B)
1:T consistent with the data y, where B is the updated
ancestral lineage.
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3.7.2 Particle Marginal Metropolis Hastings
In contrast to particle Gibbs, the pseudo-marginal approach would target the poste-
rior of interest, f(θ|y). This can be achieved through a particle marginal Metropo-
lis Hastings (PMMH) method where the likelihood in the acceptance ratio of the




for some proposal distribution q. As discussed in Section 3.4.3, fˆ(y|θ) can be ob-
tained via a number of different Monte Carlo procedures. In particular, one can
again use the SIS/SIR algorithm as described in Algorithm 2. Although PMMH
methods have been successfully applied to various approximations of SRNs (namely
the CLE in Golightly and Wilkinson (2011)), we have not considered its implemen-
tation to the BDA. The main reasons for this are that although the PMMH approach
is likely to decrease the amount of autocorrelation in the Markov chains, it is well
known to have “sticky” behaviour with low acceptance probability (Andrieu et al.,
2010). Moreover, the computational expense of the PMMH will be higher since the
particle estimate of the likelihood has to be computed every time parameters are
updated (thrice per MCMC iteration). In contrast, in the Particle Gibbs approach,
the latent states need only be updated intermittently, and in our current implemen-
tation, this is done every 100 MCMC iterations. Although particle degeneracy can
be a major obstacle in the Particle Gibbs methods, we have found 100 particles to
be sufficient to obtain a reasonable number of independent samples of the latent
states, which does not induce much computational cost. Having said this, we note
the PMMH may be a useful alternative to the Particle Gibbs approach implemented
in the simulation study presented in Section 3.9.
3.8 Algorithm Specification
Combining Sections 3.3-3.7 together, the algorithm specification for sampling the
full posterior,
f(θ(1), ..., θ(N), ϑ|y(1), ..., y(N)),
of both the parameters and hyper-parameters under each of the LNA and BDA is
given below.
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Case 1: LNA algorithm
1. Initialisation
(a) Initialise parameters, θ.
2. Update hyper-parameters, ϑ, from the full conditional,
f(ϑ|θ(1), ..., θ(N), y(1), ..., y(N)) = f(ϑ|θ(1), ..., θ(N)).
(a) Sample µα, σ
2






σ from their respective conjugate
distributions.
(b) Sample µm0 , σ
2
m0 , µp0 , σ
2
p0 via a random walk MH step.
3. For cell i = 1, ..., N , sample θ(i)

































parameters by a random walk MH
step.
4. Repeat steps 2 and 3 until convergence.
Case 2: BDA algorithm
1. Initialisation
(a) Initialise parameters, θ.






1 , ..., P
(i)
T ,
by a sequential importance sampler.
2. Update hyper-parameters, ϑ, from the full conditional,
f(ϑ|θ(1), ..., θ(N), y(1), ..., y(N)) = f(ϑ|θ(1), ..., θ(N)).
(a) Sample µα, σ
2






σ from their respective conjugate
distributions.
(b) Sample µm0 , σ
2
m0 , µp0 , σ
2
p0 via a random walk MH step.
3. For cell i = 1, ..., N , sample θ(i) and the latent states,

































parameters by a random walk MH step.






1 , ..., P
(i)
T , by a particle Gibbs
step.
4. Repeat steps 2 and 3 until convergence.
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3.9 Simulation Study
In order to validate the methods described in this chapter, we performed a number
of simulation studies on synthetic data following the gene transcription model (2.3)-
(2.4). Data were simulated from the exact Markov jump process via a stochastic
simulation algorithm (SSA) (Gillespie, 1977) for a variety of parameter values and
with differing transcriptional switch profiles. In particular, data were constructed
to replicate the main features of the observed data in Figure 1.3 with observations
taken at discrete time points under a linear Gaussian measurement process.
3.9.1 Study Design
We consider three scenarios of different parameter choices relating to different un-
derlying population levels where each dataset contains 15 time series each consisting
of 100 measurements over a 30 hour period. Within each scenario, time series are
simulated with a variety of switching regimes and for each scenario we performed
10 different simulations and applied both the BDA and LNA models.
Scenario 1 is simulated from the parameter set: log δm ∼ N (log(0.4), 0.02), log δp ∼
N (log(0.7), 0.02), log β ∼ N (log(8), 0.3), logα ∼ N (log(4), 0.05), log κ ∼
N (log(2), 0.05), log σ ∼ N (log(4), 0.2). This simulation scenario corresponds
to average mRNA population sizes of 20 and average protein populations of
approximately 115.
Scenario 2 is simulated from the parameter set: log δm ∼ N (log(0.4), 0.02), log δp ∼
N (log(0.7), 0.02), log β ∼ 0.5 ∗ N (log(2), 0.2) + 0.5 ∗ N (log(10), 0.1), logα ∼
N (log(4), 0.05), log κ ∼ N (log(2), 0.05), log σ ∼ N (log(4), 0.2). This scenario
corresponds to an average mRNA population size of 15 and approximate av-
erage protein population of 85. The key difference to Scenario 1, is the bi-
modality of the transcription rates.
Scenario 3 is simulated from the parameter set: log δm ∼ N (log(0.4), 0.02), log δp ∼
N (log(0.7), 0.02), log β ∼ 0.5 ∗ N (log(2), 0.2) + 0.5 ∗ N (log(4), 0.1), logα ∼
N (log(1), 0.05), log κ ∼ N (log(4), 0.05), log σ ∼ N (log(5), 0.2). This scenario
corresponds to the lowest population scenario with average mRNA levels at
8 and average Protein levels at approximately 10. As with Scenario 2, the
transcription rates are simulated from a mixture model with two modes.
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Figure 3.8: 15 simulated time series from a single hierarchical distribution under Scenario
3. a) gives the simulated transcriptional profiles, b) the corresponding continuous time
mRNA process, c) the continuous time protein process and d) the discrete time observed
measurements.
Applying both the LNA and BDA models to these data it was found that informa-
tive priors for the degradation parameters were essential in order to identify both
the transcriptional profile, β(t), and translation rate, α. We therefore imposed in-
formative prior distributions, log δm ∼ N (µδm , σ2δm) and log δp ∼ N (µδp , σ2δp) where
the hyper-parameters were fixed at the true values. Analyses showed that under the
BDA, the scaling parameter, κ, remained unidentifiable in the majority of simula-
tions. We hypothesise this is because under the BDA, we are targeting an extended
space by explicitly sampling the latent states. To our knowledge, there has been
no application within this extended framework (either explicitly or via a pseudo-
marginal approach) that has incorporated a scaling parameter in the measurement
equation. We hence consider two scenarios under the BDA, (1) κ is fixed at the true
value and (2) κ is fixed at the posterior median obtained from the LNA.
3.9.2 Illustrative Example
We present here an example from one simulation under Scenario 3. The 15 simulated
time series are shown in Figure 3.8, where a) gives the simulated transcriptional
profiles, b) the unobserved mRNA levels, c) the unobserved protein levels and d)
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the observed measurements. Specifically, we present the results from running the
LNA and also the BDA with κ fixed at the true value.
Under the LNA, the MCMC algorithm for this simulation took 400,000 iterations
compared to the BDA methodology, which took 1,500,000 iterations to sufficiently
explore the respective posteriors. The corresponding thinned Markov chains (every
10 iterations) after an initial burn-in period are shown in Figure 3.9 for the LNA
and Figure 3.10 for the BDA. The chains show good mixing with the true parameter
value being sampled with relatively high frequency. Although the BDA was run for
significantly more iterations, it can still be seen in Figure 3.10, that the parameter
α has reasonably high autocorrelation in the chains. These thinned Markov chains
have been used to obtain an estimate of the marginal posterior distributions, shown
in Figure 3.11 (LNA) and Figure 3.12 (BDA). It can be seen that the true values
all lie well within the estimated posterior densities. Moreover, the shrinking effect
of the hierarchical specification can be seen, where the posterior densities for each
individual parameter are very similar. This is most notable for the translation rate α,
under the BDA, where the individual posterior densities are almost indistinguishable
from each other. Thus, the hierarchy has a large influence on the ability to estimate
the parameter α and may explain the increased autocorrelation in the Markov chains.
The true hyper-distribution for the transcription rates β, under this Scenario was
a mixture of two Gaussian components. However, under both the LNA and BDA,
there is convergence to a unimodal posterior for all the hyper-parameters µβ, σβ and
also the individual parameters β(i). Specifically, it can be seen that the posterior
of both the hyper means overlay each other and are unimodal where both the true
modes lie well within the density. The corresponding posterior densities for β(i) are
relatively wide ensuring that all the true values lie within a region of reasonable
weight of the estimated posterior. This perhaps implies, that the true modes lie too
close together for the algorithm to distinguish and can be seen from the data (Figure
3.8), where no distinguishable bimodality is observed in the molecular processes.
In practice, one is not only interested in the marginal posterior densities of each
parameter value, but also the posterior transcriptional function, consisting of both
the number and position of switch times and the corresponding transcriptional rates.
Since this is estimated via a reversible jump algorithm, the posterior is a high
dimensional model space consisting of all possible transcriptional functions. In order
to extract the information regarding the transcriptional process, we employ a post-
processing procedure outline below.
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Figure 3.9: After an initial burn-in period, the thinned Markov chains for a) each of the
hyper-parameters and b) each of the individual parameters for a representative single time
series calculated under the LNA. Red line indicates the true value.













































































Figure 3.10: After an initial burn-in period, the thinned Markov chains for a) each of
the hyper-parameters and b) each of the individual parameters for a representative single










































































Figure 3.11: Posterior densities for a) the hierarchical parameters where the top row
corresponds to the posterior density of the mean of the hyper distribution, the second
row corresponds to the posterior of the standard deviation of the hyper distribution and
the bottom row shows all the individual posterior densities for each parameter. In b) the
posterior densities for the two degradation parameters, all of which have been calculated


























































Figure 3.12: Posterior densities for a) the hierarchical parameters where the top row
corresponds to the posterior density of the mean of the hyper distribution, the second row
corresponds to the posterior density of the standard deviation of the hyper distribution
and the bottom row shows all the individual posterior densities for each parameter in the
hierarchy. In b) the posterior densities for the two degradation parameters are shown, all of




One of the most important features to extract from these analyses is the posterior
transcriptional profile. There are many ways in which this can be achieved, and
for our analysis, we consider two different summaries of the output, a marginal and
a conditional output. The methods for extracting these different summaries are
exemplified through two different time series. The first, shown in Figure 3.13(a),
has only a single weak switch in the true underlying transcriptional profile. In
contrast, the second example, shown in Figure 3.14(a), has two switches (one weak,
one strong) in its underlying transcriptional profile.
Marginal Transcriptional Profile
The marginal approach considers all switch points sampled during the course of the
MCMC sampler, regardless of the model dimension. For example, we pool all the
switch points estimated for any k switch model, k = 0, 1, ..., kmax. These samples are
shown in Figure 3.13(b) for the time series in Figure 3.13(a). In order to summarise
the marginal switch points, we consider a parametric fit to the posterior density
of switches in a similar vein to that presented in Jenkins et al. (2013). To do
this, we first fit a non-parametric kernel density estimate, shown in Figure 3.13(c).
This kernel density estimate is compared to the “null” density estimate obtained
if switches were sampled completely at random, shown by the red line in Figure
3.13(c).
To test whether or not the estimated density is different from the “null”, we calculate
the area between the curves, shown by the shaded region in Figure 3.13(c), and if
this is greater than some threshold, we conclude a non-uniform distribution of switch
points. Specifically, defining,
fˆc(x) := max(fˆs(x)− fˆunif(x), 0),
we conclude that the posterior switch distribution is not uniform if
∫
x fˆc(x) dx >
SThres, where SThres is some threshold. For the purpose of this work, SThres has
been set to 0.025. We note here that alternative procedures could be constructed
based on the Kullback-Leibler divergence between the two densities.
If the density is different from the “null”, the peaks are then extracted to give an
estimate of the posterior switch times. Any peak falling below the “null” thresh-
old is discarded, to give the new density estimate shown in Figure 3.13(d). To
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Figure 3.13: Illustrative example of fitting a marginal parametric switch model to the
posterior samples obtained via a reversible jump algorithm with the LNA under Scenario 3.
a) gives the raw time series data, b) shows the Markov chain for the switch position with c)
a kernel density estimate of b). The red line in c) is the kernel density estimate obtained if
switches were sampled uniformly over the time period. d) presents the mixture distribution
of the proportion sampled uniformly and the proportion sampled in the peaks, with switch
points identified by red circles. The fitted Gaussian and uniform mixture model is shown
in e) with black lines indicating the estimated mean and ±1.96 standard deviations of the
switch points. The corresponding transcriptional profile is shown by the blue line in f), with
the black dashed line representing the true transcriptional profile.
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Figure 3.14: Illustrative example of fitting a marginal parametric switch model to the
posterior samples obtained via a reversible jump algorithm with the LNA under Scenario 2.
a) gives the raw time series data, b) shows the Markov chain for the switch position with c)
a kernel density estimate of b). The red line in c) is the kernel density estimate obtained if
switches were sampled uniformly over the time period. d) presents the mixture distribution
of the proportion sampled uniformly and the proportion sampled in the peaks, with switch
points identified by red circles. The fitted Gaussian and uniform mixture model is shown
in e) with black lines indicating the estimated mean and ±1.96 standard deviations of the
switch points. The corresponding transcriptional profile is shown by the blue line in f), with
the black dashed line representing the true transcriptional profile.
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Figure 3.15: Posterior density of the number of switches sampled under the LNA for the
time series shown in Figure 3.13(a).
parameterise the distribution of the switch times, a mixture model is fitted to this
density. Specifically, this mixture will consist of n Gaussian components (where n is
the number of peaks) and also a single component of uniform switches. The fitted
mixture model is shown in Figure 3.13(e) and is fully parametric, allowing one to
obtain quantities such as the standard deviation of each switch point. Associated
with these marginal switch times, is a marginal transcriptional rate, which can be
extracted from the reversible jump output and is shown in Figure 3.13(f).
This first example has two weak switches in the estimated posterior marginal tran-
scriptional profile and we shall see that this summary of the algorithm output is
somewhat misleading. On the other hand, running the above procedure for the sec-
ond example, shown in Figure 3.14, the estimated marginal profile is found to have
a single strong switch, which we will see is representative of the algorithm output.
Although, this marginal approach provides a single summary of the transcriptional
profile, due to the averaging over model dimensions, substantial information is lost
in this procedure. Consequently, we also consider summarising the posterior tran-
scriptional profiles through a conditional approach.
Conditional Transcriptional Profile
The aim of a conditional summary of the posterior profile is to obtain a collection
of mutually exclusive transcriptional profiles that were sampled from the reversible
jump procedure along with their probabilities of occurrence. For example, the pos-
terior distribution of the number of switches for the cell shown in Figure 3.13(a), is
given in Figure 3.15 and shows that the sampler spent 65% of the time in a zero
switch model, 27% of the time in a one switch model and 6% in a two switch model.
Consequently, the transcriptional profile associated with the marginal two switch















Figure 3.16: For three possible switches, there exist eight possible sub-models. Dark
grey blocks represent switches that are contained in each sub-model and light grey blocks
are the switches not sampled in each sub-model.
with relatively high frequency and should both be summarised.
Perhaps the most obvious method for summarising each conditional model is to
first partition the posterior samples conditional on the number of switches sampled,
i.e. analysing the Markov chains associated with each model dimension separately.
However, this does not give a fully conditional summary and in some cases actu-
ally gives a marginal approach. Consider the extreme example where the sampler
remains within a one switch dimension for the full duration of the sampler. How-
ever, suppose the single switch point is sampled in two different locations. In this
example, the marginal summary will report two switches (that never co-occur) and
moreover, conditioning on the one switch Markov chains, there will still be two
switches estimated. Consequently, we consider a more in-depth extraction of all the
conditionally mutually exclusive posterior profiles through the following procedure.
1. Extract the marginal switch distribution as outlined above, to find all possible
switch points.
2. Extract the frequency of occurrence of each sub-model of the full marginal
model. E.g. for a three switch marginal model, there exist eight possible sub-
models as depicted in Figure 3.16. For our purposes, we perform a greedy
search over this model space since the total switch dimension is typically low.
Note that for more general applications, more efficient methods should be used
as this model space quickly becomes very large.
3. Extract the corresponding transcriptional rates for each sub-model.
4. Report all possible models that were sampled more than T% of the time for
some threshold, T .
For example, the conditional profiles for the example cell shown in Figure 3.13(a)
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are given in Figure 3.17(a). In this example, the marginal model corresponds to
the fourth most frequently sampled sub-model. In contrast, performing the same
procedure for the example presented in Figure 3.14(a), the one switch marginal
model also corresponds to the most probable model with a sampling frequency of
97.5% (shown in Figure 3.17(b)). The zero switch sub-model was only sampled 2.5%
of the time.
The advantage of a conditional summary over a marginal summary, is that one re-
tains more information, such as the number of probable models and also whether or
not any of the switches are mutually exclusive. However, the conditional summary
is harder to use when summarising complete datasets and also when making com-
parisons between different datasets. One approach we use in the following chapter,
is to associate each cell with multiple profiles weighted by their posterior probability
of occurrence.
Alternatively, one could extract a single transcriptional profile. This single profile
could be either the marginal profile, the most probable switch profile or the profile
chosen by a model selection criterion. The literature provides a vast number of
potential criteria for selecting the best model, with no overwhelming consensus as
to which should be used. For our purposes, working within a Bayesian framework,
we consider the deviance information criterion (DIC, Spiegelhalter et al. (2002))
and its variant DICv, (Gelman et al., 2013). We note that although one could use
a Bayes factor analysis, it is arguably less appropriate for these comparisons, since
it is of interest to analyse a model conditional on certain parameters rather than a
fully marginal approach.
The DIC is given by,





where f(y(i)|θ¯) is the likelihood evaluated at the posterior mean of the parameters,




where, the second term is the posterior mean of the log likelihood. If the posterior
mean of the parameters, θ, is far from the mode, a negative pD can be produced
and perhaps implies that the DIC is only reasonable when the posterior is well











































































Figure 3.17: All possible sub-models for two representative cells. Panels shown in a)
correspond to the single cell given in Figure 3.13 and panels in b) correspond to the single
cell shown in Figure 3.14. The first panel corresponds to the marginal transcriptional
profile obtained under the LNA with each following panel corresponding to an individual
conditional transcriptional profile, with associated probability of occurring. Thus in the
first example in a), the marginal model corresponds to the least probable model but in the









Sub-Model 1 0 2.80 815.72 0.932
Sub-Model 2 1 3.56 817.53 0.312
Sub-Model 3 1 3.82 817.75 0.141
Marginal Model /
Sub-Model 4
2 4.31 817.60 0.0539
Table 3.1: Model Comparison of the different transcriptional profiles obtained under
either a marginal or conditional extraction for the single cell presented in Figures 3.13 and
Figure 3.17a). DIC is the deviance information criterion and DICv is its variant as given in
equations (3.24) and (3.25).
As for the DIC, the DICv is defined as the difference between the deviance and the
effective number of parameters,
DICv = −2 log(f(y(i)|θ¯)) + 2pv, (3.25)
where pv is given by,
pv = 2 Var
(
log(f(y(i)|θ))).
It is noted that although pv will always be positive, it may not always be numerically
stable.
These two information criteria are both derived as an approximation to the expected
log pointwise predictive density, which is but one way of measuring model fit. Table
3.1 gives the DIC and DICv for each of the sub-models for the simulation example
presented in Figure 3.17a). Unsurprisingly, the DIC is minimised for the most
frequently sampled model, the zero switch model, with the marginal model having
the highest DIC due to the rarity with which it was sampled.
Diagnostics
Since these inferential procedures are performed on approximations to the true un-
derlying Markov jump process, one should assess how well these approximate models
fit the data through residual analysis. For example, consider the following recursive
residuals
rti =
yti − E(Yti |y1:ti−1)√
Var(Yti |y1:ti−1)
, for i = 1, ..., T, (3.26)
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Figure 3.18: Model diagnostics from the zero switch conditional posterior model for time
series shown in Figure 3.13(a) calculated under the LNA. The first panel is a plot of the
recursive residuals against index, the second is a normal qq-plot and the third panel is the
autocorrelation function with the grey area indicating the associated 95% confidence bands
of a white noise process.
where Yti |y1:t−1 is the one-step ahead predictive distribution. This predictive distri-
bution is computed in equation (3.17) as part of the Kalman filter for linear Gaussian
state space models such as the LNA. It can also be evaluated via the particle filter
for more general state space models such as the BDA. In particular, the moments















and for any function h. Under
a state space model formulation the residuals in (3.26) will be independent and
identically distributed with mean zero and variance one if the model fits the data.
Moreover, if the state space formulation is Gaussian, these residuals will also be
Gaussian.
Diagnostic plots for the chosen zero switch model of the first single cell example
(Figures 3.13), are shown in Figures 3.18 and 3.19 for the LNA and BDA, respec-
tively. The recursive residuals were computed using the posterior median of each
model parameter and in both methods they appear to satisfy the state space as-
sumptions. Namely, they have mean zero (shown in the first panel of the figures), are
approximately normally distributed (qq-plot in the second panel) and are uncorre-
lated (autocorrelation function given in the third panel). Despite mRNA molecular
numbers being less than 10, it appears from these diagnostics that the LNA is still
a reasonable approach to use for inference.
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Figure 3.19: Model diagnostics from the zero switch conditional posterior model for time
series shown in Figure 3.13(a) calculated under the BDA. The first panel is a plot of the
recursive residuals against index, the second is a normal qq-plot and the third panel is the
autocorrelation function with the grey area indicating the associated 95% confidence bands
of a white noise process.
3.9.3 Results
Returning to the full simulation study, both methods were coded in MATLAB R© and
typically took 10-32 hours to run on a standard PC under the LNA, for 200K-700K
iterations. Despite the fact that the BDA methodology is computationally faster to
run per MCMC iteration, due to the high autocorrelation in the chains and poorer
mixing properties, we found it would take approximately 1-3 million iterations to
sufficiently explore the posterior, which could take 20-40 hours. This is unsurprising,
since the BDA methodology requires the sampling of all latent states in addition to
the parameter vector θ. For all scenarios under the BDA, 100 particles were used
to give a sufficient number of independent samples in the particle filter.
Prior estimation of the degradation parameters is essential and moreover, the pre-
cision of these priors influences the posterior inference. Typically, 10-15 time series
consisting of around 100 observations is sufficient to inform the hierarchy. More
cells may be included in the hierarchy at an increased computational cost, with our
methods having been successfully applied to datasets of 100 or more cells consisting
of approximately 190 time points per cell (see Chapter 4).
In order to compare the two approximations, we analyse both the mean square error
(MSE) and the width of the 50% credible intervals for each method. The MSE is
given by,






where θˆ is an estimate of θ and S = 150 since we have 10 × 15 estimates for each
parameter under each of the three different scenarios.
Figure 3.20 shows the mean square errors of the kinetic parameters calculated at the
posterior median values for each of the three scenarios. We compare the following
five different methods for inferring these parameters:
1. LNA,
2. LNA with κ fixed at the truth,
3. LNA with κ fixed at the LNA posterior median (obtained from method 1)),
4. BDA with κ fixed at the truth,
5. BDA with κ fixed at the LNA posterior median (obtained from method 1)).
Since the BDA cannot reliably estimate the scaling parameter, κ, it needs to be fixed
a priori. In general, one may not know the value of κ, which motivates methods 3)
and 5). A possible alternative to fixing κ would be to run the algorithm over a grid
of “reasonable estimates” for κ and perform model selection.
From Figure 3.20 it can be seen that in some scenarios, the BDA provides a more ac-
curate estimate for the transcription rate, β, and the translation rate, α, regardless
of whether the LNA is calculated with κ fixed at the truth. Interestingly the LNA,
although less accurate at estimating α and β, does reliably estimate the product
αβ and implies the LNA is less able to distinguish between these two parameters
than the BDA. Moreover, Figure 3.21 shows the width of the 50% credible inter-
vals under each of the different methods and in general, the BDA tends to give
narrower intervals. The main advantage of the LNA is its computational efficiency
and furthermore in practice one would be required to run the LNA to first obtain
an estimate of κ before running the BDA methodology. These results show that
one can use the BDA to further refine the LNA estimates of the kinetic parameters,
which themselves give reasonable accuracy in reasonable computational run time.
Under both approximations, the hierarchical structure greatly aided model identi-
fiability since it enabled the algorithm to differentiate between intrinsic variability
and transcriptional switches.
In order to compare the LNA and BDA, one may wish to compare the different
mathematical approximations used to compute the statistical model that is fitted
to the data, for example to compare the fits of the BDA and LNA. Theoretically,
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Figure 3.20: The mean square error for each estimated parameter calculated under the
LNA (circle), the LNA with κ fixed at the truth (square), the LNA with κ fixed at the
posterior median of the LNA (triangle), the BDA with κ fixed at the truth (star) and the
BDA with κ fixed at the posterior median of the LNA (cross). Each panel corresponds
to a different molecular scenario as outlined in the text. For each scenario, there are 10
different simulations containing 15 individual time series. The MSE is therefore calculated
from 150 different estimates of the posterior median. The vertical lines are centred at the
mean square error with length given by two standard deviations of the square error for each
parameter.







f(θ2|M2)f(y|θ2,M2) dθ2f(M2) , (3.28)
where M1 and M2 are the candidate models with associated parameter vectors θ1
and θ2. Under the prior assumption that both models are equally likely, the Bayes
factor reduces to the ratio of marginal model likelihoods. However, since these
marginal likelihoods are not analytically available under either the LNA or BDA,
one could use a Monte Carlo estimate to obtain an approximation fˆ(y|M). There
are many different estimates suggested in the literature often obtained through an
importance sampling approach. One example yields the harmonic mean estimator
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Figure 3.21: The width of the 50% credible interval calculated under the LNA (circle),
the LNA with κ fixed at the truth (square), the LNA with κ fixed at the posterior median
of the LNA (triangle), the BDA with κ fixed at the truth (star) and the BDA with κ fixed
at the posterior median of the LNA (cross). Each panel corresponds to a different molecular
scenario as outlined in the text.
(Newton and Raftery, 1994), which can be strongly affected by small likelihood
values (Gamerman and Lopes, 2006). Many other importance functions have been
suggested in the literature, for example see Gamerman and Lopes (2006). An alter-
native approach proposed by Chib and Jeliazkov (2001) is to estimate the marginal
likelihood f(y|M) through a posterior ordinate f(θ∗|y,M). We do not consider
this a computationally feasible approach for our application, since the parameters
are not updated in a single block and thus, it would require running the MCMC
sampling scheme multiple times for appropriately fixed parameter values.
As an alternative to Bayes factors, model accuracy could be assessed by Bayesian
cross validation. This would involve partitioning the dataset into different training
and prediction sets and would again be computationally infeasible in this scenario
due to the cost of performing inference. Watanabe (2010) derived an information


















where log f(y(i)|θs) is the log likelihood for time series i evaluated at the s iteration
of the MCMC chain. Gelman et al. (2013) advocate the use of WAIC due to its
fully Bayesian justification and its relation to leave one out cross validation. Note
that a lower WAIC value indicates greater predictive accuracy.
In general, model comparison criteria depend upon the likelihood, which restricts its
use in this modelling framework. Specifically, under the LNA, the likelihood is ob-
tained as a marginal over the latent states whereas the BDA obtains the likelihood
as a joint density over both the data and the latent states. Consequently, these
model selection criteria are not directly comparable between the two approxima-
tions as can be seen by the different scales of the WAIC calculations in Figure 3.22
(comparing columns). In order to make more direct comparisons, we also obtain
the joint likelihood under the LNA through the forward filtering backward-sampling
algorithm described in Section 3.2.2. Thus we obtain the joint WAIC∗ for both the
















where log f(y(i), x(i)|θs) is the joint log likelihood for time series i evaluated at the
s iteration of the MCMC chain. These are shown in the second column of Figure
3.22 for each of the different simulations. It can be seen that in Scenario 2, the
BDA methodologies generally outperform the LNA in terms of the WAIC implying
it has a greater predictive accuracy. In contrast, for Scenario 3, corresponding to
very low molecular numbers, the LNA surprisingly has a lower WAIC than the
BDA approach. However, the numerical accuracy of the WAIC calculations can be
unstable due to the low log-likelihood values. We therefore consider the diagnostic
plots of Figures 3.18 and Figure 3.19 more reliable to assess the appropriateness of
each approximation.
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Figure 3.22: The WAIC calculated under each of the five different inference approaches.
Each row corresponds to the three simulation scenarios. The first column gives the marginal
WAIC of the LNA methodologies and the second column give the joint WAIC under both
the the LNA and BDA methodologies. For each scenario, the WAIC is calculated for each
of the 10 simulations.
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3.10 Summary
In this study, we have proposed a general methodology for inferring transcriptional
regulation for data obtained through single cell imaging techniques. The underly-
ing biological model is flexible enough to describe a wide range of behaviours that
cannot be captured by the traditional binary model and can be estimated reliably
through a reversible jump scheme. In order to achieve the above, we consider two
approximations to the true stochastic system. Although with slight loss in precision,
the LNA has the advantage both in terms of computational speed, through the use
of the Kalman methodology, and also its ability to identify the scaling parameter
of the measurement process. This parameter is of interest as it allows one to ob-
tain an estimate of the underlying system size. However, since the BDA can give
a more accurate representation of the stochastic system, it may suggest the use of
this in conjunction with the LNA estimate of κ. The BDA, although more expen-
sive than the LNA, is still considerably cheaper than the exact methods reviewed
within the previous chapter as we continue to work with the underlying transition
densities albeit through a normal approximation. It therefore provides a realistic
alternative to both the LNA and exact approaches when inferring systems of very
small molecular numbers. The BDA is specific to our gene expression model, how-
ever, many different stochastic reaction networks can be approximated by sequences
of conditionally independent birth-death reactions and a similar approach may be
more widely applied. Despite the theoretical advantages of the more exact BDA, for
practical implementation on large datasets we consider the LNA to give reasonable
approximations in realistic computational run time.
The following chapter will discuss how these methods may be applied to real single




APPLICATION TO SINGLE CELL IMAGING DATA
An approximate answer to the right
problem is worth a good deal more
than an exact answer to an
approximate problem.
John Tukey
The following chapter is dedicated to the analysis of several datasets measuring levels
of human Prolactin expression levels within single cells across intact pituitary tissue.
Data have been obtained from our collaborators at the University of Manchester and
particular acknowledgement should be given to Karen Featherstone who collected
all the data analysed in this chapter. Details of the specific experimental framework
can be found in Semprini et al. (2009); Harper et al. (2010) and Featherstone et al.
(2011).
In total, we analyse eight datasets that have been taken from mammalian pituitary
tissue in different stages of development. There are two main aims of the analysis
of this data, the first is to understand the transcriptional regulation of Prolactin
and how this may vary in different stages of development. The second, which we
will postpone to Parts II and III of this thesis, is to investigate both the spatial
organisation and spatial coordination of Prolactin expressing cells in the different
stages of development. The remainder of this chapter is structured as follows, Sec-
tion 4.1 will briefly describe the format of the data and any necessary pre-processing
procedures, Section 4.2 will present a preliminary analysis of the different datasets
with Sections 4.3-4.5 presenting the analysis obtained using the stochastic switch
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model methodologies as described in Chapter 3.
4.1 Pre-processing
Each dataset consists of approximately 100 single cell time series measured over a
48 hour period with measurements taken every 15 minutes. Measurements consist
of the average light intensity (or average fluorescence) over the pixels within each
cell. Letting y
(i)
q (t) denote the light intensity for pixel q within cell i at time t, the
data are given by,












TOT(t) is the total fluorescence of cell i and Q
(i) is the number of pixels for
cell i. Consequently, assuming a measurement equation of the form,
y(i)(t) = κ(i)p(i)(t) + (i)(t), (i) ∼ N (0, σ(i)2 ), (4.1)
where p(i)(t) is the total number of proteins in cell i, (i) is random error and
κ(i) := κ˜/Q(i), where κ˜ is the scaling parameter between the number of proteins and
the light intensity of a cell. Throughout, we assume the measurement error of cell i
to be independent over time and to have a Gaussian distribution.
The light intensity levels of each dataset have arbitrary units, since the microscope
settings were adjusted to capture the most active dynamic range. Consequently,
the scaling parameter becomes important for relating the population level of each
dataset to the observed light intensity levels.
To avoid issues with light saturation, five (of the total eight) datasets were collected
by recording two measurements at each time point with two differing microscope de-
tector settings (two channels) to capture the different dynamic ranges. An example
is shown in Figure 4.1, where the lower channel clearly saturates. In comparison,
the higher, more sensitive channel cannot always be used as it detects substantial
background autofluorescence at low light levels resulting in limited detection ability
at lower intensities. For the purpose of this analysis, we combine the two channels
to obtain a single time series for each cell. The combined series is shown in Figure
4.1 c). In brief, the method for combining the channels consists of:
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1. Finding the range of fluorescence intensities such that there is a linear rela-
tionship between the two channels as shown in Figures 4.2 a) -b).
2. Rescaling the higher channel (channel 2) according to this linear relationship
to put the two channels on the same scale (Figure 4.2 c)).
3. Combining channel 1 with the rescaled channel 2 such that below some fluo-
rescence threshold, measurements are taken from channel 1 and above some
threshold, measurements are taken from the rescaled channel 2 as depicted
in Figure 4.2 d). This then creates the combined time series data shown in
Figure 4.1 c).
Having two independent time series measurements for each cell enables one to assess
the appropriateness of the measurement equation. In particular, under the mea-
surement process given in equation (4.1), the relationship between the two channels
should satisfy,
y1 = Ay2 + y, y ∼ N (0, σ2y),






as can be seen from Figure 4.2, there is strong evidence of an intercept such that,
y1 = I +Ay2 + y, y ∼ N (0, σ2y).
This relationship will hold under the assumption that each individual channel mea-
surement is also subject to an intercept term so that,
y(t) = γ + κp(t) + (t),  ∼ N (0, σ2 ). (4.2)
Thus, when applying to data, we include an intercept in the measurement pro-
cess, which is estimated as an additional parameter. It turns out, that including
this parameter in the model, greatly improves the mixing properties of the Markov
chains and is well identified indicating further it is a necessary component to the
measurement process. This intercept term, γ, could be the result of background
autofluorescence over the tissue or a result of noise in the detector of the micro-
scope. Thus, we impose a uniform prior over γ, limited to the range (0,max(y)),
since the intercept will be no higher than the maximum observed light intensity
measurement.
Having two channels independently measuring the same process at different fluo-
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Figure 4.1: Time series data obtained from an adult male pituitary sample and imaged
using two microscope detectors (two channels) to obtain two time series for each cell shown
in a) and b). These have been combined to form a single time series for each cell, shown in
c).
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Figure 4.2: Illustration of how measurements from two different channels can be combined
into a single time series. The relationship between the two channels is shown in a) with
the linear relationship identified in the range shown in b). Using this relationship, the two
measurements are combined in c) where the grey line indicates the channel 1 measurements
and black line, the combined time series. The red line is the threshold above which the






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.3: The residuals of the linear fit between the two channel measurements as



























































































































Figure 4.4: Time series imaging data for eight different datasets relating to the expression
of the human Prolactin gene through a GFP reporter. Top row are four different adult male
datasets consisting of approximately 100 cells each. Bottom row are two post-natal day 1.5
datasets (each of approximately 120 cells) and two embryonic day 18.5 datasets, consisting
of approximately 120 and 70 cells respectively.
rescence ranges allows us to further analyse the assumptions of the measurement
process. In particular, this data justifies a Gaussian error, since the residuals of the
linear model in equation (4.2) are all well-behaved (Figure 4.3). This is in contrast to
other findings (Finkensta¨dt et al., 2013), which suggest evidence of a heteroscedastic
measurement process where the measurement variance is proportional to the protein
population levels.
4.2 Preliminary Analysis
The eight datasets are shown in Figure 4.4 with the top row corresponding to four
adult male pituitary samples and the bottom row corresponding to two post-natal
day 1.5 (P1.5) and two embryonic day 18.5 (E18.5) pituitary tissues. These dif-
ferent datasets will be abbreviated to A1-A4 for the adult datasets, P1-P2 for the
P1.5 datasets and E1-E2 for the embryonic datasets. Within each dataset, clear
stochasticity can be seen due to both the measurement process and the intrinsic
variability of single cell measurements. There are also clear differences in the overall
trend of behaviour between the different datasets, with greater synchronicity shown
in the Adult tissues. One possible hypothesis for this is a dopamine effect, which is
currently being investigated through further experiments.










































































Figure 4.5: The autocorrelation function for each of the time series shown in Figure 4.4.
The grey shaded region is the region within which a white noise process would be contained.
box plots of the dynamic range of expression (Figure C.1 in Appendix C) and the
corresponding autocorrelation functions shown in Figure 4.5. The autocorrelation
function gives clear indication of pulsatile behaviour in the sense of a deviation from
white noise processes (indicated by the grey shaded region). It is difficult however
to extract any meaningful phase or period due to the stochasticity of the data. In
addition, the box plots are useful to show the range of activity of different cells
where in most cases relatively few cells (< 50%) dominate the dynamic range of the
data.
These preliminary analyses allow one to make qualitative comparisons between dif-
ferent datasets, however, due to the arbitrary units and inability of distinguishing
between intrinsic, extrinsic and measurement noise, it is difficult to compare quan-
titatively. In order to do this, we look at applying the stochastic switch model
methodologies described in the previous chapter.
4.3 Stochastic Switch Tool Specification
In order to implement the stochastic switch tool, due to the high correlation in the
likelihood surface, it was found in the simulation study that to ensure model identi-
fiability, one requires reasonably informative priors on the two degradation rates of
reporter mRNA and reporter protein. Prior information for these degradation rates
was estimated in Finkensta¨dt et al. (2013) via two additional biological experiments.
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Figure 4.6: Subset of data, to illustrate the LNA and BDA methodologies. a) shows
15 randomly selected cells from dataset A1 and b) shows 15 randomly selected cells from
dataset P1.
Extracting these distributions, we use the following priors,










We note here, that the two experiments outlined in Finkensta¨dt et al. (2013), to
obtain estimates for reporter mRNA and reporter protein degradation rates, have
also recently been performed on intact pituitary tissue with comparable degradation
rates obtained.
All other prior distributions remained the same as those specified in the simulation
study of the previous chapter.
4.4 Illustrative Example
To apply our methods to these data, we first consider a subset of 15 cells from
datasets A1 and P1 and is shown in Figure 4.6. To back-calculate to the transcrip-
tional dynamics, we first apply the LNA and then the BDA with κ fixed at the
posterior median obtained from the LNA estimation. When applying to real data,
significantly more iterations were required to fully explore the BDA posterior (8
million and 4.5 million iterations for the two datasets given in Figure 4.6 a) and b))
compared to the LNA (300K and 900K, respectively).
Figure 4.7 shows a single back-calculation under both the LNA and BDA along with
the 95% credible intervals of the posterior switch times and transcription rates. This
example typifies the two methods, where although the estimated transcription rates
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Figure 4.7: a) The raw time course data for a single cell from dataset A1, with the
back-calculated transcriptional profile given in b) under the LNA and in c) under the BDA.
The reparameterised profile of transcription x translation, αβ, is given in d) for the LNA
and e) for the BDA. Dashed lines represent the 95% credible intervals about the posterior
median transcriptional switches (vertical lines) and transcriptional rates (horizontal lines).
differ with tighter intervals obtained under the BDA, the product of translation and
transcription, αβ, along with the estimated switch times are comparable. Model
fit was assessed through the analysis of recursive residuals of the one-step ahead
predictive distribution and are shown in Figure C.2 of Appendix C with no departure
from the model assumptions detected indicating that the stochastic switch model
under both the LNA and BDA fits the data well.
Also provided in Appendix C (Figures C.3-C.6) are the posterior densities obtained
from running the LNA and BDA methodologies to the two datasets shown in Fig-
ure 4.6. In general, the posterior densities between the two methods show strong
agreement and moreover, the importance of the prior information regarding the
degradation parameters, δm and δp, can be seen. Specifically the posteriors for
these parameters are indistinguishable from the informative prior densities.
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Both the similarity between the LNA and BDA and the diagnostic plots suggest
molecular numbers to be sufficiently large that the LNA is a reasonable approxima-
tion to the real data. One contributing factor to this, is the transgene copy number.
Although unknown, for these experiments, it is thought to be in the range of 2-4
meaning for every native mRNA molecule transcribed, 2-4 reporter mRNA molecules
will be transcribed resulting in larger population levels of reporter molecules.
Given the vast increase in computational expense under the BDA when applying
to a subset of the real data, we present an in-depth analysis of the full data only
under the LNA. Although it is possible that some identifiability between the rates of
transcription and translation will be lost, given the results of the simulation study,
the translation transformed transcription, given by the product β˜ := β × α, should
be well identified and comparable between datasets. Moreover, the switch times
will be robust to the choice of method such that they will be comparable between
datasets and representative of the true process. In order to implement the BDA
in realistic computation time, this illustrative example is based on only 15 cells.
In the following analysis, the estimation procedure is based on complete datasets
consisting of approximately 100 cells. Consequently we see improved identifiability
under the LNA since much more data is available.
4.5 Posterior Analysis
Each dataset was run through the stochastic switch model under the LNA and
took approximately 300,000-600,000 iterations to sufficiently explore the posterior.
Within each dataset, all (approximately 100) cells were updated in a single hier-
archical structure. The marginal posterior transcriptional profiles (and translation
transformed (TT) profiles) are shown in Figures 4.8 and 4.9. It can be seen that
the transcriptional profiles across the different datasets exhibit dynamic switching
behaviour and live on similar scales across the different datasets. It appears that the
E18.5 datasets have the largest range in the estimated transcription rates, showing
cells with the highest rates across all datasets. Having said this, although some
cells have a very large transcription rate, there are a significant number of cells in
both the E18.5 and the P1.5 datasets that remain at very low transcriptional lev-
els throughout the time course. Dataset A1 shows the most significant switching
behaviour with the majority of cells following an off-on-off type switching behaviour.
The log translation transformed marginal transcriptional profiles are shown in Figure
































































































































Figure 4.8: The back calculated marginal transcriptional profiles for each single cell
presented as a time series in a) and a heat map in b). Each panel corresponds to the





































































Figure 4.9: The back-calculated marginal posterior of the log translation transformed
transcriptional profiles. Each panel corresponds to the separate datasets, A1-A4 (top row),
P1-P2 and E1-E2 (bottom row).
model for the datasets P1-P2, E1-E2 and A2-A4, where there is a low inactive state
(log β˜ ∈ (e−10, e−5)) and a higher active state (log β˜ ∈ (e0, e6)).
As discussed in Section 3.9, comparisons based solely on the marginal posterior
profile will lose some of the information contained within the output. Specifically, the
marginal switch profile may only occur with low probability where the switch times
rarely co-occur. An alternative is to analyse a representative sample of transcription
profiles. This can be obtained by assigning each single cell a single transcriptional
profile that is randomly selected with probability given by its posterior probability
of occurring. These representative samples are shown in Figure 4.10. There is a clear
decrease in the dynamic behaviour with fewer switches occurring in each single cell.
Moreover, in all datasets, there is a substantial increase in the number of cells that
have no switches and remain at a low transcribing state throughout the entirety of
the time course (Figure 4.10b)). Of those cells that switched multiple times, it is
still evident that the periods of high state transcriptional behaviour in the immature
(both P1.5 and E18.5) tissues is much shorter compared to the longer pulses in the
Adult datasets.
In both the marginal and the representative profiles, it can be seen that there is
considerable variability between datasets within the same tissue state, particularly
with respect to the absolute level of transcription. For example, dataset P2, shows
considerably lower transcriptional activity than P1 or in fact any other dataset.
This variability makes it difficult to draw robust comparisons between the different


































































































































Figure 4.10: A representative sample of back calculated posterior transcriptional profiles
for each single cell. The sample is obtained by randomly selecting a conditional profile with
probability given by its posterior probability of occurring. These are presented as a time
series in a) and a heat map in b). Each panel corresponds to the separate datasets, A1-A4
(top row), P1-P2 and E1-E2 (bottom row).
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datasets, along with much shorter pulses are able to reach higher transcriptional
states than the adult tissues although again, there is considerable variability be-
tween the two E18.5 datasets. Moreover, this observation is based on a relatively
small sample (2 datasets) and more importantly is only based on the median tran-
scriptional profile without taking into account the associated variability of each of
the estimated profile.
Since each cell has multiple possible transcriptional profiles associated to it, using
only a single (albeit representative) transcriptional profile for each cell may be insuf-
ficient to fully summarise the algorithm output. For example, some cells may have
only one significant profile but others may have two or three equally likely posterior
profiles. We therefore also consider summary statistics based on the weighted condi-
tional posterior transcriptional profiles, where a summary statistic is obtained from
each profile and weighted by its posterior probability of occurring. For instance,
Figure 4.11 shows a) the histograms of the number of switches obtained from the
marginal posterior transcriptional profiles and b) the weighted histograms of the
number of switches obtained from the weighted conditional transcriptional profiles,
where each cell contributes multiple values with weight given by its sampled fre-
quency. It can be seen that the marginal approach inflates the posterior number of
switches compared to the weighted conditional approach, since it does not take into
account the co-occurrence of switches. In general, it seems that from the weighted
conditional summary, zero, one, or two switches in transcription are sufficient to
describe the pulsatility of the observed data.
In a similar way, one can analyse the posterior transcriptional rates. Figure 4.12
shows a) the histograms of the transcriptional rates from the marginal profiles and
b) the weighted histograms of the transcriptional rates from all conditional posterior
profiles. The shape and scale of the distributions appear to be robust to the way they
are summarised with the main difference being the overall frequency. Namely, there
are far fewer rates in the weighted conditional approach, due to the decrease in the
number of switches. The bimodality of the log transcriptional rates is particularly
interesting as it appears to capture the inactive and active ranges of transcription.
Noting this is on the log scale, the lower mode essentially describes a very low basal
(≈ 0) transcriptional rate and the higher mode captures a continuous range of dif-
ferent active transcriptional rates. This challenges the traditional binary viewpoint,
since although the posterior rates can be roughly categorised into two modes (in log
space), the active transcriptional rates, can take a wide continuous range of values
(essentially any non-zero value) and are not restricted to a finite value.
104
































































































































































































































































Figure 4.11: Histograms of the number of switches in the posterior transcriptional profile
obtained a) from the marginal profile and b) from the weighted conditional profiles. Each







































































































































































































































Figure 4.12: Histograms of the posterior log transcriptional rates obtained a) from the
marginal profiles and b) from the weighted conditional profiles. Specifically, the histograms
are obtained by counting the frequency with which a transcriptional state occurs in the
posterior transcriptional profiles. Note, no weight is attached to the associated duration of
each state. Each panel corresponds to the separate datasets, A1-A4 (top row), P1-P2 and
E1-E2 (bottom row).
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Figure 4.13: Combined histograms of the number of switches in the weighted conditional
posterior transcriptional profiles for all three tissue types.





















Figure 4.14: Partitions of the datasets based on whether the weighted conditional pos-
terior transcriptional profiles have two or more transcriptional switches.
For the remainder of these analyses, we will pool together the posterior profiles into
three groups of different developmental age, the four Adult datasets, the two P1.5
and the two E18.5 datasets and concentrate on comparisons between the different
developmental stages. For example, Figure 4.13 shows how the number of switches
differs between the different datasets and interestingly, we see significantly fewer
switches in the E18.5 and P1.5 datasets compared to the Adult (Mann-Whitney
U-Test with p-values < 0.001 for both E18.5 vs Adult and P1.5 vs Adult).
Partitioning the transcriptional profiles into two groups, those with fewer than two
switches and those with two or more switches, one can compare the inter-switch
waiting times. Figure 4.14 shows this partitioning for the different pooled datasets,
from which it can be seen that there is a very small proportion of P1.5 cells that
have two or more switches and consequently it may be difficult to get a reliable
estimate of the waiting time between switches. Figure 4.15 shows a kernel density
estimate of the inter-switch waiting times for those cells with two or more switches
and it is clear from this, that both the P1.5 and E18.5 have much shorter periods
compared to the adult tissues. This will be further analysed in a parametric form
in the following section.
Thus, this initial analysis finds a number of interesting features within the posterior
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Figure 4.15: Kernel density estimate of the inter-switch waiting times for the three pooled
datasets. This is calculated from all profiles with at least two transcriptional switches. Thus,
the sample sizes for each pooled dataset are 150 switches for the adult, 23 switches for the
P1.5 and 45 switches for the E18.5 tissues.
transcriptional profiles consisting of:
1. A continuous range of possible active transcriptional states,
2. Heterogeneous switching dynamics that differ between different development
stages where:
(a) The number of transcriptional switches in the immature tissues (E18.5
and P1.5) is lower than that in the Adult tissues,
(b) The time between switches is shorter in the E18.5 and P1.5 tissues com-
pared to the Adult. This is representative of the length of transcriptional
pulses, since most switching cells have an off-on-off structure in their
transcriptional profiles.
4.5.1 Parametric Transcriptional Process
Given these posterior transcriptional profiles and associated analysis, it is desirable
to characterise the transcriptional process in a parametric form in a similar way to
that already achieved under the traditional binary transcriptional model where,
β(t) =
βon if a gene is active at time t,βoff if a gene is inactive at time t.
We have already shown in the previous section that our analysis challenges this
model since we find transcription can take a continuous range of different rates.
However, the binary model has previously yielded parametric models for the switch-
























































Figure 4.16: The binary switch model where a gene switches between an active and
inactive state (a) with transcription occurring at a high rate in the active state and a low
rate in the inactive state. The transition times between these states follow an exponential
distribution (b). Incorporating a refractory state (c) where transcription remains at a low
basal rate also has exponential waiting times between states (d) but the transition between
an inactive (off + refractory) and an active state (on) is given by the sum of exponentials.
test if β(t) follows a Markov process with exponential waiting times between on and
off states. An interesting result from previous analyses (Suter et al., 2011; Harper
et al., 2011) is evidence of a refractory period where a gene switches between three
states, on-off-refractory, instead of two, on-off, and is only able to transcribe at a
higher rate in the on state, as depicted in Figure 4.16. This three state model is par-
ticularly appealing as it remains Markovian with exponential waiting times between
each transition but enables one to model the waiting time between an inactive state
(combined both refractory and off) and an active state (on) as non-exponential.
Biologically, this result translates into a cell requiring a recovery period before it is
able to switch on.
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Given the interpretability of the three state Markov process and its ability to capture
the observed waiting time distribution, our aim is to present a similar framework to
model the dynamics of observed behaviour in our more general multi-state switch
model. Recall that the chosen model of the transcriptional dynamics is given by a
random step function where,
β(t) = βi for t ∈ [si−1, si),
for i = 1, ...,K, with K being the number of transcriptional switches. Thus to
parameterise the switching process, we consider two components; the time to the
next switch and the rate after the next switch.
Time to Next Switch
Figure 4.17 shows the distribution of waiting times between successive switches for
the pooled Adult, P1.5 and E18.5 datasets. Again we present the analysis based
on both the marginal transcriptional profile and the weighted conditional profiles
although the interpretation of these approaches differ substantially. Specifically,
since the marginal profile can be viewed as an average transcriptional profile that
combines all the mutually exclusive possibilities, the waiting times are the times
between the potential switch positions and will be an underestimate of the actual
waiting time between consecutive switches. In contrast, the weighted conditional
approach represents the true time between consecutive switches.
There is some evidence of a departure from an exponential distribution in the waiting
times of each dataset, particularly for the Adult and E18.5 pooled data (weighted
marginal output). Due to the limited number of “up” switches in the back-calculated
data, it is difficult to make robust comparisons between the timings of up and down
switches and the distributional properties. Thus, we make no distinction in the
direction of a switch in order to obtain a reasonable number of samples to enable
the fitting of a parametric model.
One can capture the non-Markovian behaviour of switch times by again using the
idea of a refractory period as depicted in Figure 4.18. In contrast to the binary
model, which can be represented by a finite discrete state Markov process, we express
the continuous switching model by an M/M/1 queuing process where a transition
between two differently transcribing states consists of an exponential transition to a
queue (refractory state) that is then “served” according to an additional exponential
transition. Explicitly, letting Rt be the time from state βt to the next refractory
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state and St be the time from the refractory state to the state βt+1, the full transition
time, Tt will be defined as the time between the state βt and βt+1 and will satisfy,
Rt ∼ Exp(λ1),
St ∼ Exp(λ2),
Tt = Rt + St. (4.3)
Since the timings of the refractory transitions are unknown, it is impossible to de-
couple the two types of transitions (i.e. λ1 and λ2 are interchangeable), however,
one can still estimate these parameters. For example, Figure 4.19 shows the like-
lihood surface for the waiting time data given in Figure 4.17 for a convolution of
exponential distributions with parameters λ1 and λ2. Running a simple Newton
optimisation method, we obtain the maximum likelihood estimates, λˆ1 and λˆ2 with
the corresponding fit shown by the blue lines in Figure 4.17. The estimated pa-
rameters are given in Tables 4.1 and 4.2 for the marginal transcriptional output
and weighted conditional output of each pooled dataset respectively. An alternative
to using the sum of exponential distributions is to approximate this by a gamma
distribution with shape a and scale b−1. The corresponding model fit is shown by
the green lines in Figure 4.17 with parameter estimates again given in Tables 4.1
and 4.2 for the different pooled datasets. Reparameterising the MLEs in terms of
the mean and variance, we see that both the Convolution model and the Gamma
model estimate the same mean and comparable variances. Both appear to fit the
data well, shown by the fitted curves in Figure 4.17 and moreover, there is little
difference in the log-likelihood value calculated at the MLE, shown in the final col-
umn of Tables 4.1 and 4.2. These results indicate a reasonable parameterisation
of the inter-switch waiting time distribution and allow direct comparisons between
datasets. Under the marginal output, the Adult datasets have a mean waiting time
of 6.64 hours compared to a 2 hour reduction for the P1.5 waiting times of 4.26
hours and the E18.5 waiting times of 4.93 hours, respectively. As stated previ-
ously, this will be an underestimate of the inter-switch times and can be seen when
analysing the weighted conditional transcription profiles where the Adult datasets
have a longer inter-switch waiting time with mean 8.82 hours. The P1.5 dataset
has a mean waiting time of 3.42 hours, whilst the E18.5 remains quite robust to
the marginal analysis with a mean waiting time of 4.76 hours. It should be noted,
that under the weighted conditional approach, the sample size of switches for the
E18.5 and P1.5 pooled data is significantly smaller than that of the Adult data at
45 and 23 switches for the E18.5 and P1.5 respectively compared to 150 samples in
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Data Fit θˆ µˆ σˆ2 Log-Like
Adult
Exp C
0.16 (0.47 , -0.15)
6.64 38.31 1538.72
2.15 (1.28 , 3.03)
Gamma
1.26 (1.69 , 0.83)
6.64 34.98 1547.92
5.27 (4.87 , 5.67)
P1.5
Exp C
0.24 (2.86 , -2.38)
4.26 17.79 522.85
22.16 (-5.06 , 49.38)
Gamma
0.96 (1.54 , 0.39)
4.26 18.86 524.20
4.42 (3.82 , 5.03)
E18.5
Exp C
0.23 (0.64 , -0.17)
4.93 19.00 417.67
1.63 (0.77 , 2.50)
Gamma
1.42 (1.82 , 1.02)
4.93 17.12 422.57
3.47 (3.03 , 3.92)
Table 4.1: Parameter estimates of fitting a parametric model to the waiting time dis-
tributions for the pooled Adult, P1.5 and E18.5 datasets obtained from the marginal tran-
scriptional process. The first column gives the MLE of the parameters θ along with the 95%
confidence interval. The second and third column reparameterise the parameters θ to give
the mean and variance of the model respectively. The value of the log-likelihood evaluated
at the MLE is given in the final column.
Data Fit θˆ µˆ σˆ2 Log-Like
Adult
Exp C
0.13 (0.40 , -0.15)
8.82 62.33 1675.39
1.01 (0.56 , 1.47)
Gamma
1.51 (2.07 , 0.95)
8.82 51.48 1676.91
5.84 (5.36 , 6.31)
P1.5
Exp C
2.48 (0.66 , 4.29)
3.42 9.29 178.50
0.33 (0.24 , 0.42)
Gamma
1.22 (1.76 , 0.67)
3.42 9.65 182.13
2.82 (2.13 , 3.51)
E18.5
Exp C
0.26 (0.57 , -0.06)
4.76 15.67 269.08
1.11 (0.49 , 1.73)
Gamma
1.67 (2.00 , 1.33)
4.76 13.59 271.78
2.86 (2.37 , 3.34)
Table 4.2: Parameter estimates of fitting a parametric model to the waiting time distribu-
tions for the pooled Adult, P1.5 and E18.5 datasets obtained from the weighted conditional
transcriptional process. The first column gives the MLE of the parameters θ along with
the 95% confidence interval. The second and third column reparameterise the parameters
θ to give the mean and variance of the model respectively. The value of the log-likelihood
evaluated at the MLE is given in the final column.
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the Adult. In comparison, under the marginal transcriptional approach, the sample
size of the different datasets is much larger with 538, 214 and 165 switches for each
of the Adult, P1.5 and E18.5 datasets respectively.
Rate after next switch
Since transcription is allowed to take any rate at any time, we investigate the re-
lationship between consecutive rates. Figure 4.20 shows how the type of the next
switch depends upon the current transcriptional rate. Unsurprisingly, the higher the
current rate, the more likely it is that the next switch will be a “down” or decrease
switch. In order to fully parameterise this property, Figure 4.21 constructs a density
of the current transcriptional rate partitioned upon whether the next switch will be
an “up” or “down” switch. Given these densities, for any given transcriptional rate,




where f(β|up) is estimated by the density in Figure 4.21, P(up) is estimated by
the proportion of “up” switches and f(β) is estimated by the sum of the densities
fˆ(β) = fˆ(β|up) + fˆ(β|down), shown in Figure 4.21.
In general, there is a good separation between the density of the transcriptional
rates conditioned upon an up switch, f(β|up), compared to the density conditioned
on a down switch, f(β|down). Moreover, all the pooled datasets behave comparably.
However, we again see the disadvantage to the marginal profile analysis, since there is
clear bimodality in the densities that is much less evident in the weighted conditional
approach. This bimodality may be artificial due to the estimation of switches that
rarely co-occur in the marginal transcriptional profiles.
Given the probability of the type of the next switch, one can model the level of
transcription after the next switch. Shown in Figure 4.22 is the relationship between
any two consecutive rates projected to show the relationship between the lower rate
versus the higher rate. One can see a weak linear relationship between the log of
the lower rate and the log of the higher rate either side of a switch point such that,
log βlow = a0 + a1 log βhigh + , (4.4)
 ∼ N (0, σ2).
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Estimate Std. Error t value Pr(>|t|)
Adult
a0 -2.19 0.09 -23.78 0.00
a1 0.51 0.08 6.40 0.00
P1.5
a0 -10.09 0.16 -63.37 0.00
a1 0.13 0.09 1.43 0.15
E18.5
a0 -2.61 0.18 -14.90 0.00
a1 0.69 0.09 7.70 0.00
Table 4.3: Parameter estimates of the linear regression model (4.4) calculated from the
weighted conditional transcriptional process for each pooled dataset.
This relationship is unlikely to be a complete representation of the relationship be-
tween consecutive rates, particularly due to the heteroscedasticity evident in the
Adult and P1.5 datasets, however, it provides a parsimonious representation of the
weak relationship seen in Figure 4.22. The corresponding parameter estimates are
given in Table 4.3 and are comparable between the different datasets. The depen-
dence between consecutive rates is most notable in the Adult and E18.5 datasets
with the largest estimates of the parameter a1. The weakest dependence is seen in
the P1.5 data, which may be due to the limited number of estimated switch points.
This representation will be used for simulation purposes in Chapter 7.
Rate and Switch Dependence
The final component necessary to construct a model for the transcriptional process
is to infer the relationship between the rate of transcription and the length of time
spent in any transcriptional state, which is shown in Figure 4.23. It can, thus, be
seen that the duration of a transcriptional state appears to be only weakly dependent
on the level of transcription. It is to be expected that if one had longer periods of
observations, a clear dependence may be uncovered, particularly, given the tendency
for short bursts of high transcriptional activity in the immature tissue (Figure 4.10).
However, since no clear pattern emerges from Figure 4.23, for the purpose of the
subsequent analysis, we consider the rate of transcription to be independent of the
time spent in any transcriptional state.
Parametric Transcriptional Process
The independence between the transcriptional state and waiting time enables us to
decouple the transcriptional process into two independent processes, one modelling
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the transition times between states and the other modelling the transition between
transcriptional levels. These two processes can be parameterised by equations (4.3)
and (4.4) respectively.
Parameterising the posterior profiles in this way not only allows interpretable com-
parisons to be made between the pooled datasets of different developmental stage
but also enables one to construct a parametric model for the transcriptional pro-
cess. Explicitly, let P(τ, β∗|t, β) dτ dβ∗ be the probability that a cell switches in the
interval (t+ τ, t+ τ + dτ) to a new state in (β∗, β∗+ dβ∗) given a cell is currently
in state β at time t. Furthermore, let q(τ |t) dτ be the probability the next switch
occurs in the interval (t + τ, t + τ + dτ) and is defined by equation (4.3) and let
ω(log β∗| log β) dβ∗ be the probability the next state will lie in (β∗, β∗ + dβ∗) and
is defined by equation (4.4) then,
P(τ, β∗|t, β) dτ dβ∗ = q(τ |t) dτ ω(log β∗| log β) dβ∗.
Consequently, the transcriptional process can be modelled as a random jump process








q(∆j)ω(log βtj+1 | log βtj ), (4.5)
where K is the number of switches and t1, ..., tK are the timings of each transcrip-
tional switch and ∆j := tj+1 − tj .
Under the additional assumption that the parameters of the transcriptional model
are constant across each dataset, the joint likelihood for all the transcriptional pro-


















where K(s) is the number of switches for cell s.
This parametric form will be especially useful when extending our analyses into a
spatial dimension in Part III.
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4.6 Discussion
This chapter has focussed on the implementation of the stochastic switch model
(SSM) for transcription to real single cell imaging data. We find the reduced com-
putational cost of the LNA to be advantageous when applying the methods to large
quantities of relatively large (e.g. long time series) data.
We have shown how further analyses of the posterior transcriptional profiles may
give insight into the underlying mechanisms of gene expression. For instance, we
see that the estimated active transcriptional rates occupy a wide range of values,
indicating a continuous range of gene activity as opposed to a tissue-wide binary
activity. Little can be said about the specific regulatory network such as the number
and logics of interacting transcription factors, but evidence of refractory periods
between transcriptional switches suggests the behaviour is mechanistic in the sense
that it deviates from a random memoryless process. Moreover, the evidence pointing
towards a continuous distribution of active transcriptional rates suggests a complex
regulatory system in order to achieve these different transcriptional states.
Thus, the SSM provides an approach that is both flexible and scientifically inter-
pretable. The natural hierarchical structure enables the differentiation of intrinsic
variability and transcriptional switches. This has been exemplified through the Pro-
lactin gene application, since little is known about the regulation and our posterior
inference shows a clear dynamic switching regime for many different transcriptional
levels. This is in contrast to assuming a priori a specific regulatory network, which
to ensure model identifiability, often requires conditioning on gene activity (Tkacˇik
and Walczak, 2011) an assumption that does not correctly model the intrinsic noise
(Thomas et al., 2012).
The Prolactin gene provides a good example for modelling gene expression through
stochastic processes with random transcriptional pulses as it exemplifies features
found in many different genes (Suter et al., 2011).
Moreover, the parametric analysis of the posterior profiles can be used as a hy-
pothesis generator for different regulatory and signalling mechanisms. This will be
investigated further in Part III.
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Figure 4.17: Posterior transcriptional waiting times between successive switches calcu-
lated a) based on the marginal transcriptional profiles for the pooled Adult (left), pooled
P1.5 (middle) and pooled E18.5 (right) and b) based on the weighted conditional transcrip-
tional profiles for the three pooled datasets. The blue line is given by fitting an Exponential
convolution model, The green line is given by a Gamma fit and the red line is a kernel
density fit to the data.
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Figure 4.18: The multi-state switch model allows a gene to switch between any number
of different states (a) with transcription occurring at any number of different rates. The
transition times between these states follow an exponential distribution. Incorporating a
refractory state (b) where transcription remains at the same rate as in the previous state,
again with exponential waiting times between states, the overall transition density between








Figure 4.19: The likelihood surface of the two parameters of an exponential convolution























































































Figure 4.20: Boxplots showing how the type of next switch depends on the current
transcriptional rate where a) is calculated under the marginal transcriptional process and b)
under the weighted conditional transcriptional process. Left to right, the panels correspond
to the pooled Adult, P1.5 and E18.5 datasets respectively.
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Figure 4.21: Density plots of how the current transcriptional rate changes with the type
of next switch. Blue lines show the density of transcriptional rates conditioned on the next
switch being an up switch and red lines indicate the density conditioned on a down switch
where a) is calculated under the marginal transcriptional process and b) under the weighted
conditional transcriptional process. Left to right, the panels correspond to the pooled Adult,
P1.5 and E18.5 datasets respectively.



































































































































































































































































































































































































































































































































































































































































































































































Figure 4.22: Linear regression fits between consecutive log transcriptional rates cal-
culated under the weighted conditional transcriptional process. Left to right, the panels
correspond to the pooled Adult, P1.5 and E18.5 datasets respectively. The red line shows
the estimated mean response and associated 95% confidence intervals and the green line
shows the corresponding 95% prediction intervals.
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Figure 4.23: The relationship between the time spent in any transcriptional state and the
level of transcription, both of the current state (top row) and the subsequent state (bottom
row) where a) is calculated under the marginal transcriptional process and b) under the
weighted conditional transcriptional process. Left to right, the panels correspond to the
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As stated in the introduction, the data motivating this research provides a unique op-
portunity to study the spatial organisation of Prolactin producing cells (lactotrophs)
within different experimental conditions. Primarily, these data are extracted from
intact pituitary tissue in different stages of development and it is therefore desirable
to characterise this spatial organisation both within a single dataset and between
datasets over changing conditions.
There exist many types of mechanistic models that have been used for similar pur-
poses and these are reviewed briefly in Chapter 1. However, due to the limited
resolution of the data available and the fact that each dataset is an independent
observation, a statistical analysis can be more appropriate. Specifically, we consider
the application of spatial point processes to provide an acceptable framework for
these analyses. Spatial point processes can be used to describe the spatial correla-
tion between points, for example, to describe the level to which points show aggre-
gation/clustering or repulsion/inhibition. The aim of this chapter is to provide the
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necessary background into spatial point processes with the application to data given
in Chapter 6. Consequently, the motivation for some of the models introduced in
this chapter will become clear in the following chapter.
The remainder of this chapter is structured as follows. Section 5.2 introduces the
notation and basic principles of spatial point processes, Section 5.3 describes the
various techniques one can use for exploratory analysis including details of how
these exploratory functions can be estimated. Section 5.4 introduces Cox processes
whilst Section 5.5 goes on to discuss Gibbs processes. Finally, we present some
examples of spatial point processes applied to biological data in Section 5.6.
5.2 Basic Principles
The majority of the background material for this section has been adapted from
Møller and Waagepetersen (2004); Illian et al. (2008) and Baddeley and Turner
(2005).
Informally, a spatial point process, X, is a random countable subset of a space S.
Throughout we will assume S ⊂ R2, and moreover let W ⊂ S be the bounded obser-
vation window. Following Møller and Waagepetersen (2004), we restrict attention
to point processes X whose realisations are locally finite subsets of S.
Definition 1. For any subset x ⊂ S, let n(x) denote the cardinality of x, setting
n(x) =∞ if x is not finite. Then x is said to be locally finite if n(xB) <∞ whenever
B ⊂ S is bounded where xB := x ∩ B. Thus, X takes values in the space defined
by,
Nlf = {x ⊂ S : n(xB) <∞∀B ⊂ S}.
Let S be equipped with the Borel σ-algebra B, and Nlf be equipped with the σ-
algebra Nlf := σ ({x ∈ Nlf : n(xB) = m} : B ∈ B0,m ∈ N0), where B0 is the class
of bounded Borel sets and N0 := N ∪ {0}.
Definition 2. Formally then, a spatial point process, X defined on S, is a measurable
mapping defined on some probability space (Ω,F ,P) and taking values in (Nlf ,Nlf ).
The distribution of X is given by,
F (D) := P({ω ∈ Ω : X(ω) ∈ D}), for D ∈ Nlf .
If x = {x1, .., xn} is a realisation of the point process X then the number of points in
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a point pattern x is given by n(x) = n and is a realisation from a random variable
N . Consequently, knowing the distribution of N over all sets in B will uniquely
define the point process. Moreover, it can be shown (Møller and Waagepetersen,
2004) that the probability distribution of X is uniquely determined by the void
probabilities given by,
v(B) = P (N(B) = 0) , B ∈ B0,
where {B ⊂W : n(X ∩B) = 0} are the set of void events.
Definition 3. A density, f , for a point process X1 with respect to a process X2,
where X1 and X2 are defined on the same space W , is given by,
P (X1 ∈ B) = E [I [X2 ∈ B] f(X2)] , B ∈ B. (5.1)
The density, f , is a measurable function satisfying,
E [f(X2)] = 1 (5.2)
We shall often refer to the unnormalised density, h, given by,
f(x) = c h(x), (5.3)
where the constant is given by, c = E [h(X2)]−1. As a consequence to (5.2), the
unnormalised density must therefore always satisfy the following integrability con-
dition,
E [h(X2)] <∞. (5.4)
Definition 4. The Papangelou conditional intensity is defined to be,
λ(u,x) =
f(x ∪ {u})
f(x \ {x}) , (5.5)
for u ∈ S \x and can be interpreted as the conditional probability of finding a point
at the location u given complete information about the process.
Definition 5. A point process is stationary or homogeneous if the process X and
any translation of the process X are equal in distribution. Throughout, we shall
use the terms stationary and homogeneous interchangeably. Moreover, a process is
isotropic if any rotation of the process X is equal in distribution to the distribution
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of X.




λ(u) du, B ⊂ S,
for intensity function, λ, that is locally integrable (
∫
B λ(u) du < ∞). Specifically,
the intensity measure satisfies,
E [N (X ∩B)] = Λ (X ∩B) ,
and if the process is stationary, the intensity, λ, is given by the mean number of
points per unit area and satisfies,
E [N (X ∩B)] = λν (X ∩B) ,
where ν(B) = |B| is the volume of B ⊂ S.
The “null” model of complete spatial randomness (CSR) has the properties that
points are independent of each other and in addition, have the same propensity to
be found at any location. Specifically, CSR is obtained under the homogeneous
Poisson process with intensity λ, which satisfies the following two conditions,
1. The number of points N(X ∩ B) ∼ Pois(Λ(B)) for any set B ⊂ S, where
Λ(B) = λ ν(B), for a constant λ.
2. If B1 and B2 are disjoint sets, N(X ∩ B1) and N(X ∩ B2) are independent
random variables.
A point process may deviate from complete spatial randomness in the following
ways:
1. The underlying propensity of points is not constant over the window W , i.e.
the process is inhomogeneous,
2. The positioning of points is not independent, i.e. the underlying distribution
deviates from the Poisson assumption.
The unit (λ = 1) Poisson process, denoted by Z, provides a reference model for an
arbitrary point process X. Specifically, using (5.1), a point process X is said to have
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Figure 5.1: Realisations of spatial point processes where a) is a realisation from a Poisson
process, b) a realisation of an inhomogeneous cluster/attractive process and c) a realisation
of a non-Poisson regular/inhibitive process.
probability density function, f , with respect to the unit Poisson process if,
E [g(X)] = E [g(Z)f(Z)] ,
for some measurable functional g. Throughout, whenever we refer to the density of
a point process, we specifically mean the density with respect to the unit Poisson
process.
A single realisation of a Poisson process is shown in Figure 5.1 a). Figures 5.1 b)
and c) show realisations of point processes deviating from CSR. Specifically, Figure
5.1 b) shows a realisation of an inhomogeneous cluster/attractive process and Figure
5.1 c) shows a realisation of a non-Poisson regular/inhibitive process.
5.3 Exploratory Analyses of Stationary Point Processes
There are a number of exploratory techniques one can use to explore certain features
of a point process. These are typically related to the first and second moments or
the inter-point distances of a stationary point process.
Ripley’s K-function (Ripley, 1976) measures the average number of points found
within a distance r from a typical point within a stationary point process and is
defined by,
K(r) = 1λ E [N(b(u, r) \ {u})|u ∈ X] , for r ≥ 0,
where b(u, r) is a ball of radius r centred at u. Since a Poisson process describes
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points that are randomly distributed in space, the associated K-function of a planar
Poisson process is given by K(r) = pir2. Moreover, if a process exhibits clustering,
points are more likely to have close neighbours than in a Poisson process and K(r) >
pir2. Similarly, repulsive patterns will have fewer close neighbours than a Poisson
process and K(r) < pir2. A common transformation that stabilises the variance of





, for r ≥ 0,
which under the Poisson process will be a straight line when plotted over r.
A closely related summary statistic is given by the pair correlation function, typically




, for r ≥ 0.
The pair correlation function can be interpreted as the probability of observing a
pair of points separated by a distance r divided by the probability that a pair of
randomly distributed points (i.e. from a Poisson process) are separated by the same
distance r. Consequently, g(r) > 1 implies clustering and g(r) < 1 implies inhibition
of a stationary point process.
Although the K-, L- and pair correlation functions are often considered as the most
useful summary statistics (Illian et al., 2008), alternative measures can be defined
through inter-point distances. For example, the spherical contact distribution func-
tion, which we shall denote by F , is defined by,
F (r) = P [d(w,X) ≤ r] , for r ≥ 0,
where d(w,X) = minx∈X ||x − w||, and w is an arbitrary reference location in W .
This function is also referred to as the distribution function of the empty space
distance. Similarly, the nearest neighbour distribution function, denoted by G, is
given by,
G(r) = P [d(u,X \ {u}) ≤ r|u ∈ X] , for r ≥ 0,
where d(u,X \ {u}) is the distance from an arbitrary point u ∈ X to its nearest
neighbour in X.
A common transformation of the spherical contact and nearest neighbour distribu-
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tion functions is the J-function (Lieshout and Baddeley, 1996) defined by,
J(r) =
1−G(r)
1− F (r) , for r ≥ 0.
Consequently, the J-function compares the environment of a typical random point
of the process to the environment of a fixed arbitrary point (Lieshout and Baddeley,
1996), which for a Poisson process will be equal, to give J = 1. J < 1, implies there
is a higher density of points close to a typical point of the process when compared
to an arbitrary point in space and consequently implies a clustering mechanism.
Conversely, J > 1 implies there is a lower density of points close to a typical point
of the process to result in an inhibitive or repulsive process.
Estimation
Estimation of these summary statistics is not always straightforward. Particular
attention should be given to edge effects, as in practice stationary point processes
are only observed on a finite window and the corresponding na¨ıve estimators of the
summary statistics will be biased. There are a number of edge correction methods
available for the different summary statistics, including the, pointwise unbiased,
reduced sample (or border) method and the, more efficient, spatial Kaplan Meier
estimate (Baddeley and Gill, 1997). For example, to calculate the spherical contact


















where nb is the number of points that lie further than a distance r away from the
boundary. In contrast, the Kaplan-Meier estimate is calculated more efficiently, by
throwing away fewer data and is obtained through product integration. Details can
be found in Baddeley and Gill (1997) and as a simple illustration, the analogous
one-dimensional survival analysis example is given by,








j ||xi − xj || = s∑
i
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Note that there are other edge correction methods available, specifically for the
estimation of the K-function one can use a more efficient isotopic correction (Ohser,
1983; Ripley, 1991).
It is typical that one compares the estimated summary statistics of the observed
point pattern to the summary statistics of known point patterns. For example,
to compare the observed statistics to those that would be obtained from a com-
pletely random spatial process, one can generate Monte Carlo simulation envelopes
of the summary statistics under a homogeneous Poisson process. Deviation from
a completely random process, or equivalently deviation from a homogeneous Pois-
son process, can be detected via any discrepancy between the estimated summary
statistics and the simulation envelopes.
An important caveat when using these summary statistics to explore an observed
point process is that they are all derived under the assumption of stationarity.
Consequently, a departure from the behaviour of a Poisson process may not imply
spatial correlation but rather a departure from homogeneity. If a point process is
known to be inhomogeneous, one may “homogenise” the process by removing the
non-stationary trend and to check the behaviour of the residual process. If the
residual process still shows evidence of departure from Poisson behaviour, it gives
an indication of spatial dependence between points.
5.4 Cox Processes
The Poisson process provides a reference model for complete spatial randomness, but
can be extended to incorporate spatial inhomogeneity. The resulting inhomogeneous
Poisson process is then defined by the property that the number of points N(X ∩
B) ∼ Pois (∫B λ(x) dx) for any set B ⊂ W , where now the intensity function, λ,
depends upon spatial location. As in the homogenous case, it is assumed that the
number of points falling in disjoint sets are independent random variables. One
can either estimate λ(x) non-parametrically through a kernel density estimate or
assume a parametric form. For example, if information of covariates were available
(an example could be the capillary network of the tissue sample) one could include
a regression term on these covariates (corresponding to the distance to the nearest
capillary).
Generalising the inhomogeneous Poisson process further by allowing λ(x) ∼ Λ(x) to
be random, yields the Cox process. I.e. conditional on an observation Λ(x) = λ(x),
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a single realisation of a Cox process is an inhomogeneous Poisson process. This
enables a hierarchical framework for inference about Λ. Clearly, a single realisation
of a Cox process is indistinguishable from an inhomogeneous Poisson process and
it is often application specific as to which approach to use. Cox processes are very
general and can model quite structured point processes depending on the amount of
covariate information available. If covariates are not available, alternatives include
the Log-Gaussian Cox process, which models exp(Λ(x)) as a random Gaussian field
or (Neyman-Scott) cluster processes where Λ(x) =
∑
c∈C αk(x− c), with C being a
Poisson process and k a kernel.














which is rarely tractable.
Although Cox processes provide a very flexible framework for modelling point pro-
cesses, due to the independence assumption of the underlying Poisson process, one
is unable to explicitly model spatial dependence. This turns out to be important in
our applications since the only information available about points is their location.
Hypothetically, if more spatial information, such as capillary networks, were avail-
able, it may be possible to model cell locations as conditionally independent given
these covariates. However, without this information, one requires an alternative
approach to model spatial dependence.
5.5 Gibbs Processes
In contrast to Cox processes, which are defined through the intensity function, Gibbs
(or Markov) processes are defined explicitly through the density function, which
enables the incorporation of interactions between sets of points and hence allows one
to model spatial dependence. This dependence structure can take many forms but
we shall restrict ourselves to pairwise interaction models, where the unnormalised











where b : W → [0,∞) and c : W × W → [0,∞) are given functions. For a ho-
mogeneous process, the function b will be constant and the function c should be
translation invariant in the sense that c(xi, xj) = c(||xi − xj ||) only depends on
the distance between any two points. It is common to express c in terms of a pair
potential function φ such that it is always translation invariant and satisfies,
∏
i<j
c(xi, xj) = exp
−∑
i<j
φ(||xi − xj ||)
 . (5.6)





The class of pairwise interaction models is very flexible and allows one to construct
many different types of interaction. It is this ability to incorporate explicit de-
pendence between points that give Gibbs models an advantage over Poisson type
models. For instance, referring to equation (5.6), if φ(r) = 0, then there is no
interaction at a distance r. If φ(r) > 0, it means that pairs of points a distance
r apart have a very small contribution to the density and hence are less likely to
occur. Conversely, for φ(r) < 0, it means pairs of points that are a distance r apart,
have a large contribution and therefore occur more frequently resulting in attractive
behaviour at this distance.
Below, we present some relatively simple examples of Gibbs processes. Although
this list is far from comprehensive, we shall see in the following section how they
can be used to construct more complex processes.
Hardcore
A hardcore process has interaction defined by,
c(xi, xj) =
∞, ||xi − xj || ≤ r01, ||xi − xj || > r0, (5.8)
where r0 is the hardcore distance and no points are found closer than r0 apart.
Letting r := ||xi− xj ||, the pair potential function, φ, of a hardcore process is given
by, φ(r) = ∞ for r ≤ r0 and φ(r) = 0 for r > r0. Consequently, conditional on all
pairs of points exceeding a distance r0 apart, the process exhibits neither attractive
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Figure 5.2: A realisation of a hardcore process, where each point has a minimum distance
r0 to any of its neighbours. This is shown by the dashed circle of radius r0 about each point.
nor repulsive behaviour. This is a particularly useful property that allows one to
model points as a random spatial point process whilst incorporating a non-zero
physical size to the points, as shown in Figure 5.2.







I [||xi − xj || > r0 ∀i 6= j] , (5.9)
λ(u,x) =
b(u) ||u− xi|| > r0,0, otherwise. (5.10)
Strauss
A Strauss process (Strauss, 1975) has interaction defined by,
c(xi, xj) =
γ, ||xi − xj || ≤ r1,1, ||xi − xj || > r1, (5.11)
where r1 is the range of interaction and γ controls the intensity of points closer
than r1 apart. In order to satisfy the integrability condition (5.4), γ must be less
than 1. Consequently, the corresponding pair potential function is given by φ(r) =
− log γ > 0 for r ≤ r1, and φ(r) = 0 for r > r1. This means that the process
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exhibits repulsive behaviour for points less than r1 apart, since the contribution to
the overall density will be small. Moreover, the Strauss process is only able to model
repulsive behaviour since a clustering model with γ > 1 violates the integrability











λ(u,x) = b(u)γt(u,x), (5.13)
respectively, where s(x) :=
∑
i<j I [||xi − xj || < r1] and t(u,x) := s(x∪ {u})− s(x).
Multiscale
A multiscale process (Penttinen, 1984) has interactions defined by,
c(xi, xj) =

∞, ||xi − xj || ≤ r0,
γ1, r0 < ||xi − xj || ≤ r1,
γ2, r1 < ||xi − xj || ≤ r2,
...
γk, rk−1 < ||xi − xj || ≤ rk,
1, ||xi − xj || > rk,
(5.14)
where γ1, ..., γk < 1 to satisfy (5.4) and the range of interaction is rk. This process
is able to model different types of spatial dependence at different spatial scales. For
instance, consider the example satisfying,
c(xi, xj) =

∞, ||xi − xj || ≤ r0,
γ1, r0 < ||xi − xj || ≤ r1,
γ2, r1 < ||xi − xj || ≤ r2,
1, ||xi − xj || > r2,
(5.15)
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Figure 5.3: An illustration of how a two component multiscale process is constructed.
Each point has a hardcore distance of r0. Within the region r0 < r < r1 of any point, there
will be a density of γ1 points and in the region r1 < r < r2 there will be a density of γ2
points, which in this simulation is greater than γ1.




∞, ||xi − xj || ≤ r0,
− log γ1, r0 < ||xi − xj || ≤ r1,
− log γ2, r1 < ||xi − xj || ≤ r2,
0, ||xi − xj || > r2,
(5.16)
and since − log γ1 > − log γ2, it means that although the process is repulsive, there
will be a higher density of points within a distance r1 to r2 than in the range r0 to
r1 as depicted in Figure 5.3.
It will be shown in the following section that this is an example of a much wider
















where t(xi,x \ xi) :=
∑
i 6=j I [||xi − xj || < r1] and q ∈ N. The saturation parame-
ter, q, ensures the density satisfies the integrability condition for all values γ > 0.
The interpretation of the Geyer saturation model is similar to that of the Strauss
process with an additional constraint to ensure mathematical tractability. The sat-
uration parameter truncates the contribution to the overall density of each point.
For example, if a point had 8 neighbours within a distance r, but the saturation
threshold q = 3, the contribution of this point to the overall density would be the
same as those points with only 3 neighbours. Consequently, the Geyer saturation
process can capture both clustering and repulsive behaviour since the pair potential
function, φ, can take any value in (−∞,∞).
Area-Interaction
The area-interaction process (Widom and Rowlinson, 1970; Baddeley and Van Lieshout,







[exp(−κU(x, r))] , (5.18)
where U(x, r) = |W ∩ (∪ib(xi, r))|. This process captures the interaction through
the so-called area of influence, consisting of the union of the radius r areas about
each point. Consequently, κ can be viewed as a weight for the area of influence
of each point. If κ < 0, the weight of the area of influence is large and hence the
process is repulsive as the density becomes small. On the contrary for κ > 0, the
weight of the area of influence is small resulting in a clustering process.














for η > 0. This reparameterisation allows an easier interpretation (Baddeley and
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Turner, 2005), where the parameter η can be viewed as an interaction parameter and
in contrast to the parameter κ of equation (5.18) is decoupled from the intensity
function. For example under the parameterisation of equation (5.18), each point
contributes a factor b(xi)(e
κ)−pir2 to the probability density. However, in the second
parameterisation of equation (5.19), each point contributes a factor b(xi) to the
density. In this reparameterisation, η < 1 corresponds to a clustered process and
η > 1 to a clustered process. It should also be noted that the range of interaction
between points is given by 2r.
5.5.1 Hybrid Gibbs Processes
With the exception of the multiscale process, all models presented so far only incor-
porate spatial correlation at a single spatial scale. It is often of interest to model
different correlation structures at different spatial scales since many factors may
influence the spatial organisation. A general framework for achieving this has re-
cently been proposed by Baddeley et al. (2013). In this paper, the authors introduce
the notion of a hybrid point process defined through the unnormalised density, h.
Specifically, let h1, h2, ..., hm be unnormalised densities. Then their simple hybrid is
given by,
h(x) = h1(x)h2(x), ..., hm(x),
and the weighted hybrid is given by,
h(x) = h1(x)
κ1h2(x)
κ2 , ..., hm(x)
κm ,
for 0 < κ1, .., κm <∞.
In order the ensure the hybrid satisfies the integrability condition (5.4) and hence
defines a point process, Baddeley et al. (2013) provide necessary conditions regarding
the unnormalised density, h. In particular, if all of the individual components satisfy
(5.4), the hybrid will be a Gibbs point process. However, the condition that all
components are integrable is not strictly necessary. An interesting counter example
is given in Baddeley et al. (2013) and presented below.
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Hybrid Hardcore-Strauss
Let h := h1h2, where h1 is a Strauss density (5.12) with parameter γ, and h2 be a
hardcore density (5.9). The density h(x) is given by,
h(x) ∝ γs(x) I[||xi−xj ||>r0, ∀i 6=j],
and can be shown to be uniformly bounded and hence integrable for all γ ∈ R.
This example is particularly interesting because although a Strauss process is only
able to model inhibition (integrability condition ensures γ < 1), the hybrid of a
Strauss and a hardcore process is able to model both inhibition and attraction since
γ ∈ R.
Hybrid models provide a very intuitive framework for modelling correlation at dif-
ferent spatial scales within a point process and moreover enable one to model both
attraction and inhibition at these different scales. As such, we shall use these hybrid
models extensively for analysing cell locations within different tissues.
5.5.2 Model Fitting
We consider here maximum likelihood approaches for estimating the parameters of a
spatial point process, focussing our attention to the application of Gibbs processes.
Specifically, the likelihood of a point process model is given by,
L(θ) = f(x|θ) = h(x|θ)M(θ)−1,
where h is the unnormalised density and M(θ) = E[h(Z|θ)] is the normalising con-
stant. Notice that we have explicitly denoted the dependence of the normalising
constant on the unknown parameters, θ, of the point process. For example, under
a Strauss process, θ will be the vector, θ := (r0, r1, γ, b). This normalising constant,
M(θ), is typically intractable for Gibbs processes and moreover, the dependence on
θ prevents the use of typical maximum likelihood methods. There are numerous
variations of Monte Carlo approaches to maximum likelihood estimation and we
present a brief overview of these methods with further details given in Møller and
Waagepetersen (2004).
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Monte Carlo Maximum Likelihood
Recall that a standard optimisation method for obtaining the MLE, is the Newton-
Raphson algorithm, which is an iterative procedure producing a sequence of esti-
mates of θ, θˆ0, θˆ1, θˆ2, ..., which will converge to the MLE, θˆ. The updating equation
is given by,
θˆ(m+1) = θˆ(m) + u(θˆ(m))j(θˆ(m))−1, m = 0, 1...
where u is the score function and j is the observed Fisher information matrix as de-
fined below. Since, the likelihood is only known up to a normalising constant, analyt-
ical expressions for u and j are unavailable. Consequently, one has to estimate them,
which can be achieved through importance sampling. Let, Vθ(x) =
d
dθ log h(x|θ),
and Eθ[Vθ(X)] = ddθ logM(θ). The score function, u, can then be expressed by,
u(θ) = ddθ log f(x|θ)
= Vθ(x)− ddθ logM(θ),
= Vθ(x)− Eθ[Vθ(X)].
Similarly, the observed Fisher information can be expressed in terms of V through,
j(θ) = − ddθu(θ)










In order to obtain estimates of the score function and observed Fisher information
matrix, consider the log-likelihood ratio for some fixed θ0,
log f(x|θ)− log f(x|θ0) = log(h(x|θ)/h(x|θ0))− log(M(θ)/M(θ0)). (5.20)
Due to the ratio of unknown normalising constants, equation (5.20) is not analyti-
cally available, but an importance sampling approximation is given by,









where Y0, ..., Yn−1 is an MCMC sample with invariant density fθ0 . Details of how
to construct an appropriate MCMC sampler to simulate a spatial point process can
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be found in Møller and Waagepetersen (2004) with particular attention given to the
problem of estimating the ratio of unknown normalising constants.
Taking the first derivative of equation (5.21) then gives,
uθ0,n(θ) = Vθ(x)− Eθ,θ0,n[Vθ(X)],
the importance sampling approximation of the score function. Similarly, taking the
second derivative of equation (5.21), one obtains the importance sampling approxi-
mation of the Fisher information matrix, jθ0,n(θ). Consequently, a Newton-Raphson
algorithm of the from,
θˆ(m+1) = θˆ(m) + uθ0,n(θˆ
(m))jθ0,n(θˆ
(m))−1, m = 0, 1...
where uθ0,n and jθ0,n are the importance sampling approximations of u(θ) and j(θ)
respectively can be used to obtain a maximum, θˆ, for an approximate log-likelihood.
It is noted in Møller and Waagepetersen (2004) that the above importance sampling
procedure is only useful for θˆ(m) sufficiently close to θ0. Consequently, when θˆ
(m)
deviates from θ0 by a predefined distance, a new MCMC sample is required (where
θ0 7→ θˆ(m)) to generate new importance sampling approximations of u(θ) and j(θ).
Pseudo-likelihood Method
An alternative to Monte Carlo approximate maximum likelihood, is the pseudo-
likelihood method of Besag (1975, 1977). This is defined through the Papangelou
conditional intensities, under the assumption that the unnormalised density can be






for some functions of location, S(x) and B(x). Consequently, the Papangelou con-
ditional intensity takes the form,
λ(u,x) = exp
(
θTT (u,x) + C(u,x)
)
, (5.23)
where T (u,x) := S(x ∪ {u})− S(x \ {u}) and C(u,x) := B(x ∪ {u})−B(x \ {u})
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where λ is the Papangelou conditional intensity. This is derived (Jensen and Møller,
1991; Møller and Waagepetersen, 2004) in the limit as i→∞ of the quantity,






where {Aij : j = 1, ...,mi}, i = 1, ... are nested subdivisions of A ⊂W such that,






→ 0 as i→∞,
and f is the density of the point process.
Intuitively then, the pseudo-likelihood can be viewed as an infinite product of in-
finitesimal conditional probabilities (Baddeley and Turner, 2000) and up to a con-




f(xi|x \ {xi}, θ), for X ∈W.
Example. The Inhomogeneous Poisson Process. The inhomogeneous Poisson pro-















where λ is both the Papangelou conditional intensity and the intensity function of















and differs from (5.26) by a factor of exp(|W |).
Example. A Pairwise Interaction Process. Recall that the likelihood for a pairwise
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where M(θ) is the unknown normalising constant. Using equation (5.24), the cor-

















where the intractable normalising constant has been replaced by an exponential
integral in the same vein as for a Poisson process (Baddeley and Turner, 2000).
Although the pseudo-likelihood is an approximation to the true likelihood, taking








T (u,x)λ(u,x|θ) du, (5.28)
where T (u,x) := S(x ∪ {u}) − S(x \ {u}). Thus, solving PU(x|θ) = 0 will give an
unbiased estimate for θ.
The pseudo-likelihood, relies on being able to express the unnormalised density in
log-linear form, which may only be achievable when certain parameters (nuisance
parameters) are fixed. For example, η is defined to be a nuisance parameter if the
conditional intensities cannot be expressed in the log linear form of (5.23) and rather
appears in the nonlinear form (Baddeley et al., 2013) below,
h(x|θ, η) = exp (θTS(x, η) +B(x, η)) . (5.29)
In practice, one can obtain approximate estimates of the nuisance parameters by




Then conditional on these estimates ηˆ := arg maxη PPL(η), the remaining parame-
ters, θ, can be estimated by maximum pseudo-likelihood methods.
In the following chapter, we will restrict ourselves to basing inference through the
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maximisation of the pseudo-likelihood and profile pseudo-likelihood for nuisance
parameters as described in Baddeley et al. (2013). It should be noted that Illian
et al. (2008) recommend this methodology be used as a preliminary analysis that
can be further refined through a Monte Carlo maximum likelihood approach.
5.6 Literature Examples
There are many examples of the application of spatial point processes and it is
beyond the scope of this thesis to provide a thorough or even representative review
of these applications. However, in this section, we have picked two examples of how
spatial point processes can be used to gain insight into different biological processes
and hence motivates why we choose to analyse the Prolactin data in this broad
framework presented in the following chapter.
Example. Amacrine Cells. Diggle (1986, 2005) presented the analysis of the spatial
organisation of different cell types within the retina. Specifically, the authors were
interested in distinguishing between two hypotheses describing the emergence of the
different cell types during development. In particular, the authors were interested in
distinguishing whether the two cell types emerge from a single undifferentiated pop-
ulation or if in fact they develop independently of each other. Through exploratory
analysis of the bivariate K-function, it was found that the two cell types would be
reasonably well modelled by two independent point processes favouring the second
biological hypothesis. The specific point process model used to describe the spatial
organisation was a pairwise interaction Gibbs process incorporating an inhibitory
component between points to reproduce the effect created by the non-zero physical
size of cells. Through pseudo-likelihood Monte Carlo tests of the fitted point process
model, it was found that a weak dependence did exist between the two cell types
that was not captured in the K-function exploratory analysis. The main conclusions
of the paper were that although the exploratory analysis gives a good summary of
the data and can indicate which family of point process models are appropriate for
the analysis of the data, more information can be obtained through a modelling and
inferential approach.
Example. Microscopic and Macroscopic Biological Image Data. Fleischer et al.
(2006) present the analysis of two quite different biological applications with similar
aims for inference. The first application considers the analysis of cell nuclei structure,
specifically, the distribution of centromeres in two cell types, whereas the second
application analyses the distribution of root systems for two different tree species.
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In both applications, the authors were interested in making comparisons between
two different subgroups of data and also in the comparison to completely random
spatial behaviour. This was achieved through the use of the summary statistics,
reviewed in Section 5.3. For example, the L- and pair correlation functions were
particularly useful in detecting attractive behaviour in the root dataset.
As in the previous example, the use of summary statistics motivated a particular
point process model to describe the features detected in the exploratory analysis,
which here consisted of a Mate´rn-cluster process (an example of a Cox process),
which could account for attractive behaviour and was fitted to the root dataset.
Moreover, for the cell nuclei dataset, the pair correlation function was used to show
that one cell type occurred with a greater clustering effect at certain distances
compared to a different cell type, motivating further biological hypotheses.
Other examples of the application of point process modelling includes the location
of forest fires (Turner, 2009), point patterns of Western Australia plants (Illian
et al., 2009), the positioning of herd dispersion in Kenya (Stein and Georgiadis,
2006) and many other applications ranging from the ecological to the archaeological.
For each application, different models are assumed and indeed, there are many
datasets that have been analysed through a variety of different point processes. As
demonstrated by the two examples given here, the exploratory analysis through the
use of summary statistics provides a starting point for a modelling framework. The
following chapter, follows this approach by providing an in-depth analysis of various
summary statistics for lactotroph location within pituitary tissue, which is further
analysed in a specific modelling and inferential framework. By nature of the data
available, this modelling approach remains descriptive and cannot give huge insights
into the underlying biology. However, it can generate hypotheses that may motivate
future experiments. Moreover, we demonstrate the types of data one would wish to
collect in order to model the cell organisation in a more mechanistic or biological
framework than can currently be achieved.
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CHAPTER 6
APPLICATION TO SINGLE CELL IMAGING DATA
The combination of some data and
an aching desire for an answer does
not ensure that a reasonable answer




Over the last decade there has been considerable interest in identifying the biological
structure and mechanisms of signalling within the mammalian pituitary. The major-
ity of the pituitary is made up of five cell types, which are defined by the hormones
they secrete. Specifically, somatotrophs secrete growth hormone (GH), lactotrophs
secrete Prolactin (PRL), gonadotrophs secrete both luteinizing and folliculostellate
hormone (LH and FSH), corticotrophs secrete adrenocorticotropic hormone (ACTH)
and finally thyrotrophs secrete thyroid stimulating hormone (TSH) (Le Tissier et al.,
2012). These cells appear through cell differentiation at different stages of pituitary
development with corticotrophs appearing first. It has been shown that both corti-
cotroph and somatotroph cells first appear as isolated cells that form clusters, which
then form strands of connected cells (here connected refers to the presence of direct
cell-cell contact). The gonadotroph network appears a few days later in develop-
ment and again forms strands of connected cells (Mollard et al., 2012). Although
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the lactotroph network has not been analysed in such detail there is evidence of
interaction between the networks of different cell types. For instance there is a pref-
erential location of gonadotrophs and lactotrophs within the pituitary (Le Tissier
et al., 2012). To further complicate the network structure it has been shown that
the vasculature of the tissue plays a role in these cell networks (Le Tissier et al.,
2012). An important aspect in the identification of these connected cell networks
has been the use of 3D imaging techniques (Bonnefont et al., 2005) that revealed
the connectivity of cells in 3D that had previously appeared disconnected (i.e. not
touching) in two dimensional slices.
Despite obvious limitations in the data available, for instance the lack of 3D imaging
and no information on the tissue vasculature, we would like to characterise the spa-
tial distribution of lactotroph cells. In contrast to the networks identified for other
cell types, we are not looking for networks of physically connected cells but rather
networks of cells that may provide a route of cell communication and signalling.
This is motivated by Harper et al. (2010) who identified evidence of cell synchronic-
ity (of luminescence signalling) between cells in close regions and moreover, found
that when cells were enzymatically disaggregated, no synchronisation was evident.
As stated in the introduction, we have a number of datasets obtained from animals
in different stages of development with both a spatial and temporal resolution. The
aim of this section is to provide a statistical description of the spatial distribution of
lactotroph cells and specifically, we are interested in how the distribution changes as
the pituitary matures. Microscope images are shown in the first row of Figure 6.1 for
three adult male pituitary slices (A1-A3), two P1.5 pituitary samples (P1-P2) and
a single E18.5 pituitary sample (E1). Unfortunately, image files are not currently
available for the remaining adult and E18.5 datasets (A4 and E2, respectively).
The temporal data analysed in Chapter 4 were obtained by tracking a sample of
the single cells identified in these images over time. Specifically, for datasets A1-A3
and P1-P2, only a small region of tissue (consisting of approximately 100 cells) was
tracked of an approximate area of 150 × 150µm compared to the total image field
of 400× 400µm. A larger area (240× 220µm) was tracked in E1 to again consist of
approximately 100 cells and corresponded to the majority of the image field being
tracked. In this chapter, rather than analysing only the tracked cells, we instead
choose to analyse the entire image field. This provides both a larger sample of data
and also a better representation of the image boundary.
In order to extract cell location we first performed image registration techniques
that allowed us to remove any drift in tissue movement and to align the sequence of
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A1 A2 A3 P1 P2 E1































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 6.1: The first row shows an example time frame of the raw fluorescent imaging data
for datasets A1-A3, P1-P2 and E1. The second row shows the combined registered image
of the full time course where the colour intensity is given by the intensity of fluorescence
levels. The black points indicate peaks of intensity and indicate cell location, shown in the
third row. Note, the white boundaries shown in the second row are indicative of the tissue
edge.
time frames. These frames were then combined into a single image and are shown
in the second row of Figure 6.1. The cell locations were then extracted after a slight
smoothing of the image through a simple peak detection algorithm and are shown by
the black points in the second and third rows of Figure 6.1. It is these cell locations
that can be viewed as a realisation of a spatial point process.
The remainder of this chapter is structured as follows, Section 6.2 will present a
detailed exploratory analysis of the datasets, making use of the techniques outlined
in Chapter 5. Section 6.3 will discuss how these observed point patterns can be
parameterised by a particular spatial point process and Section 6.4 will discuss the
interpretation of the fitted models.
6.2 Exploratory Analyses
In order to perform both exploratory and inferential analyses on these datasets, we
have made extensive use of the spatstat package (Baddeley and Turner, 2005) in
R (R Core Team, 2013).
The exploratory analysis presented in this section takes three forms. The first is to
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Figure 6.2: Spatial intensity analysis of the location of individual cells within datasets
A1-A3, P1-P2 and E1. The first row shows the cell location with the second and third
rows showing estimates of the intensity of points obtained from a kernel smoothing of point
locations and the Voronoi tessellation, respectively.
analyse the intensity of the underlying point process in order to assess whether or
not the process is stationary/homogeneous. More specifically, if there is a departure
from stationarity it is of interest to capture the specific form of inhomogeneity.
Secondly, we shall investigate the structure of different networks in the data as this
may give useful characterisations of the connectivity of each tissue. Finally, we will
analyse the summary statistics, defined in Chapter 5, which will help to identify
particular parametric point processes that can model the observed data.
6.2.1 Intensity Analysis
Assessing stationarity of a point process is difficult without knowing the underly-
ing model. However, one can visually inspect the intensity of an observed point
process to try to identify the presence or absence of a spatial trend. For our pur-
poses, we have considered two different representations of the intensity function.
The first is based on a kernel smoothing of the point process and the second on the
Voronoi/Dirichlet tessellation. The kernel smoothing approach is highly dependent
on the choice of bandwidth, here we have used the bandwidth that minimises the
mean square error as defined in Berman and Diggle (1989). Since this bandwidth
selection method has been shown to perform badly in some situations (Baddeley
et al., 2013), we also look at the Voronoi tessellation. The Voronoi tessellation is
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constructed by assigning each point a boundary, which is equidistant between any
two neighbouring points. Consequently, for a homogeneous process the area con-
tained within each boundary should be roughly equal over the whole tissue. For
each dataset, both the kernel smoothing estimate of the intensity and the Voronoi
tessellation are given in Figure 6.2. It is clear, particularly from the Voronoi tessel-
lations that the only dataset that may be considered homogeneous is dataset A3.
Specifically, A1-A2 and P1-P2 all show a clear inhibition very close to the boundaries
that is likely to be an artefact of the data. Moreover, there is evidence in A1 and
A2 and in dataset E1 of increased cell intensity towards the periphery of the tissue.
This preferential location at the periphery of pituitary tissue has previously been
identified experimentally (Featherstone et al., 2011; Harper et al., 2010). Dataset
E1 gives the strongest indication of spatial inhomogeneity with a clear trend in the
x-axis with preferential cell location at the tissue edge. In order to account for
the spatial inhomogeneity evident in A1-A2, P1-P2 and E1, we will incorporate a
polynomial spatial trend in the intensity function, which can be viewed as a proxy
to the distance to the tissue boundary.
6.2.2 Network Analysis
In the following chapter, we will investigate how (and if) the transcriptional dynam-
ics of individual cells are correlated over space. In light of this, we are interested in
identifying possible networks of communication through the spatial organisation of
cells. To achieve this, we have looked at two different networks, the first is based
on Euclidean distance and the second on geodesic distance. Despite the clear differ-
ences in spatial trend in the different datasets, the properties of these two networks
remain relatively robust across the different tissues.
The Euclidean network is constructed by connecting any two cells with an edge if
the distance between them is less than some predefined threshold d. For a fixed
threshold d, we are interested in how the cells are connected. For example, Figure
6.3 a) shows the Euclidean network for dataset P1 for a threshold distance of 20µm
with b) showing the distribution of node degree of the network and c) the size
of each separate cluster in the network. Increasing the threshold d, we typically
find the entire dataset becomes connected (i.e. one single cluster of cells) when
d ∈ (25µm, 48µm). Moreover, at the point the entire dataset becomes connected,
the average node degree is around 4-5. Common to all datasets is the property that
there is a very limited range of thresholds that produce a number of different clusters.
For example, Figure 6.4 shows the Euclidean network for dataset A3 with threshold
149






















































































































































































































































































Figure 6.3: Example of the Euclidean network for dataset P1 for a threshold distance of
20µm shown in a) with b) showing the distribution of node degree of the network and c)
the size of each separate cluster in the network



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 6.4: Examples of the Euclidean network for dataset A3 with threshold a) d =
10µm b) d = 20µm and c) d = 30µm.
a) d = 10µm - no connections b) d = 20µm - clusters of cells appear and c) d = 30µm
- all cells are connected in one cluster. Table 6.1 gives the approximate range of
threshold distances that give rise to this clustering behaviour. Thresholds below
this range produce a dispersed network (50% of cells are completely disconnected)
and thresholds above this range produce a fully connected network (90% of cells are
contained within a single cluster). From this, all datasets seem to behave similarly
although slightly more cell dispersion is apparent in the immature tissues.
In contrast, the geodesic network is constructed by connecting each cell to its k
nearest neighbours. For a fixed k it is then of interest to examine the distribution
of the edge length and the size of clusters that are produced. As for the Euclidean
network, the different datasets behave similarly. In particular, we find that k = 3
connects the vast majority of the tissue in each of the different datasets and more-
over, the distribution of edge lengths of these networks remains relatively consistent
as shown in Figure 6.5 for datasets P1 and A3.
An interesting feature of the geodesic networks is the difference between the networks
150







Table 6.1: Threshold ranges for Euclidean networks. Lower threshold is calculated when
the number of disconnected cells is less than half the total number of cells. Upper threshold
calculated when 90% of cells are connected by a single cluster. All ranges are given in µm.










































































































































































































































































































































































































































































































































































































































Figure 6.5: Geodesic network examples where each node is connected to its three nearest
neighbours shown in a) for dataset P1 and c) for dataset A3. The corresponding distribution
of edge lengths are shown in b) and d) respectively.


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 6.6: Geodesic networks for dataset A1 where each node is connected to its a)
closest neighbour, b) two closest neighbours and c) three closest neighbours.
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produced for k = 1 and k = 2. Specifically, for k = 1, the networks produced consist
of a large number of small clusters whereas for k = 2, the networks generally consist
of a small number of much larger clusters. This is exemplified in Figure 6.6 for
dataset A1. These network properties are particularly relevant when it comes to
modelling cell signalling. In particular, it is desirable to find at what distance cells
signal and what the corresponding connectivity of a tissue is. It should be noted
that the Euclidean networks will be more robust in the presence of missing data
than the geodesic networks. Data may be missing for several reasons, for instance,
although imaged for 48 hours, a lactotroph may not have been expressing Prolactin
in this time and consequently won’t have been imaged.
6.2.3 Summary Statistics
The final part of our exploratory analysis is to estimate those summary statistics
given in Section 5.3. Some care needs to be taken when performing this analysis as
we have previously identified possible deviations from spatial homogeneity. Figure
6.7 gives the observed L-, J- and pair correlation functions for each of the six datasets
compared to a homogeneous Poisson process. Simulations were constructed from a
homogeneous Poisson process and have been used to calculate both pointwise and
simultaneous simulation envelopes. We show here in Figure 6.7, only the pointwise
envelopes as it gives a better indication of the form of deviation from complete
spatial randomness. Simultaneous simulation envelopes (not shown) enabled us to
reject the hypothesis of complete spatial randomness as for each dataset, there was
at least one summary statistic that did not lie within the significance bands.
For all datasets, there is a clear departure from complete spatial randomness, since
the observed statistics deviate from the simulation envelopes. Looking specifically
at the J-function, in most of the datasets, the observed statistic is larger than
that obtained under a homogeneous Poisson process at short distances, indicative of
repulsive behaviour. Analysing the L- and pair correlation functions, it can be seen
that at larger distances, the observed statistic is larger than that obtained under a
homogeneous Poisson process, which is indicative of attractive behaviour. However,
in order to assess whether these departures from a homogeneous Poisson process
were due to a departure in stationarity or a departure from independence, Figure
6.8 presents the summary statistics of each dataset compared to an inhomogeneous
Poisson process with polynomial trend of order 3. If the departure from CSR were
due only to the inhomogeneity of spatial trend (of polynomial order 3), the observed























































































































































Figure 6.7: Observed L-, J- and pair correlation functions (black) for each dataset with
95% pointwise simulation envelopes obtained from a homogeneous Poisson process (grey
region). The theoretical summary statistics of a homogeneous Poisson process are shown





















































































































































Figure 6.8: Observed L-, J- and pair correlation functions (black) for each dataset with
95% pointwise simulation envelopes obtained from an inhomogeneous Poisson process with
intensity given by a polynomial trend of order 3 (grey region). The theoretical summary
statistics of this inhomogeneous Poisson process are shown by the red dashed lines. Each
row corresponds to the datasets A1-A3, P1-P2 and E1 respectively.
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these are not shown, but there remained evidence of a departure of independence
between point locations. Figure 6.8 shows the pointwise simulation envelopes for
the summary statistics and it can be seen that the repulsive behaviour at short
distances remains although the clustering at larger distances becomes less evident.
6.3 Point Process Modelling
6.3.1 Model Fitting
From our exploratory analyses, it appears that there are different spatial dependen-
cies evident at different spatial scales in the separate tissues. We therefore choose
to model these processes through a hybrid Gibbs process as outlined in Section
5.5 of the previous chapter. Model fitting proceeds in the same way as outlined
in Baddeley et al. (2013), where components are added sequentially based on the
behaviour of the residual process. We start by modelling the processes as a hardcore
process to incorporate the property of a minimum point distance as a proxy for the
non-zero physical size of a cell. Model parameters were estimated via the pseudo-
likelihood procedure outlined in Section 5.5, using the spatstat package (Baddeley
and Turner, 2005).
To illustrate the technique, we present the fitting procedure for dataset A2.
1. Fitting a Hardcore Strauss Model: First, we fit an inhomogeneous hardcore
model with polynomial trend. The degree of the polynomial is chosen through
a stepwise selection procedure based on the AIC. For dataset A2, this was
optimised at a degree of 5. The coefficients of this polynomial were estimated
via maximum pseudo-likelihood. In addition, the hardcore distance, r0, is
a nuisance parameter and is consequently fixed at the unbiased maximum
pseudo-likelihood value of rˆ0 = mini<j ||xi − xj || ∗ n/(n+ 1) = 4.38µm.
The range of interaction of the Strauss component is also a nuisance parame-
ter and is again fitted by maximising the profile pseudo-likelihood, shown in
Figure 6.9 to give rˆ1 = 5.88µm. The corresponding interaction parameter γ1
is estimated to be 0.45 suggesting an inhibitive or regular process.
2. Analyse the Residual Process: The residual process can be analysed through
the plots shown in Figure 6.10. Specifically, Figure 6.10 a) shows the be-
haviour of the theoretical summary statistics under a hardcore Strauss model
with polynomial trend. It can be seen that the observed summary statistics all
155





















Figure 6.9: Profile pseudo-likelihood for the range of interaction in a hardcore Strauss



























































Figure 6.10: In a) are the summary statistics of dataset A2 shown by the black lines. The
grey regions are given by the simultaneous 95% simulation envelopes calculated under the
fitted hardcore Strauss model, centred about the mean shown in red. The three plots shown
in b) correspond to a pseudo-score test of adding an additional Strauss, Geyer or Area-
Interaction component to the model, respectively. The grey regions are 95% confidence
envelopes, centred about the theoretical mean shown by the horizontal line. The black
and red lines correspond to the empirical test function based on different border correction
methods. Deviation from the grey region is indicative of favouring the alternative.
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Figure 6.11: Profile pseudo-likelihood for the range of interaction in a hybrid hardcore
Strauss Area-Interaction model of dataset A2. Vertical line shows the maximum value.
lie within the simulation envelopes calculated from the fitted model. This sug-
gests the hardcore Strauss model to be a reasonable fit to the data. However,
in Figure 6.10 b), there are three plots corresponding to three pseudo-score
tests (Baddeley et al., 2011). The first corresponds to testing the addition of
a Strauss component, the second to the addition of a Geyer component and
the third to the addition of an Area-Interaction component. It can be seen
that there is some evidence an additional Area-Interaction component should
be included in the model.
3. Fitting the additional component: As with the Strauss component, the range
of interaction, r2, of the Area-Interaction component is estimated by max-
imising the profile pseudo-likelihood shown in Figure 6.11 and estimated to
be rˆ2 = 2 × 11.62µm. Note, the factor of 2 comes from the parameterisa-
tion of the Area-Interaction process described in the previous chapter. The
corresponding interaction parameter is estimated to be ηˆ = 1.18 and revised
estimate of the Strauss component is given by γˆ = 0.43. this corresponds to a
model with inhibitive behaviour at short distances and a clustering behaviour
at interaction distances between rˆ1 and rˆ2.
4. Analyse Residual process: The residual process for the hybrid model is shown
in Figure 6.12 and again there is no clear deviation between the summary
statistics of the fitted model and the observed data. In addition, performing
the same three tests as before, there is no suggestion that another component
should be added.
We postpone the interpretation of the fitted model to Section 6.3.2 and first consider



























































Figure 6.12: In a) are the summary statistics of dataset A2 shown by the black lines. The
grey regions are given by the simultaneous 95% simulation envelopes calculated under the
fitted hybrid hardcore Strauss and Area-Interaction model, centred about the mean shown
in red. The three plots shown in b) correspond to a pseudo-score test of adding an additional
Strauss, Geyer or Area-Interaction component to the model, respectively. The grey regions
are 95% confidence envelopes, centred about the theoretical mean shown by the horizontal
line. The black and red lines correspond to the empirical test function based on different
border correction methods. Deviation from the grey region is indicative of favouring the
alternative.
the fitted model reproduces certain features of the data but does not consider the fit
as a whole. This is exemplified in the above example where both a hardcore Strauss
model and a hybrid model reproduce the observed summary statistics. However, the
AIC (albeit calculated with the pseudo-likelihood) shows a significant improvement
with the hybrid model (a decrease from 3826 to 3653). One can additionally assess
model fit through model residuals (Baddeley et al., 2005) defined by,
R(B) = n(x ∩B)−
∫
B
λˆ(u) du, B ⊂W, (6.1)
where λˆ is the intensity of the fitted model. These residuals are useful for checking
for misspecification of the spatial trend. An example for the fitted hybrid model to





























































































































































































































































































Figure 6.13: Residuals of the fitted hybrid point process to dataset A2, given by equation
(6.1) are plotted in a) with b) and c) showing how the residuals vary with the x- and y- axis
respectively.
these plots are not easy to interpret as significance bands cannot be produced. How-
ever, one can still look for “trend” in the x- and y- residuals, in Figure 6.13 b) and
c), termed lurking variable plots, to identify misspecification of the intensity func-
tion. For example, Figure 6.13 may indicate some trend in the x− and y-residuals
and one might consider a different definition of the inhomogeneous spatial trend.
Arguably, the more important misspecification to check, is the misspecification of
point dependence. This is achieved through the analysis of the simulation envelopes
of the summary statistics as outlined above.
6.3.2 Results
Applying the above procedure to each of the six datasets, we obtain the following set
of hybrid Gibbs point process models. Parameter values for each of the interaction
components for spatial dependence are presented for all datasets in Table 6.2.
Dataset A1
The final fitted model to dataset A1, is given by a hybrid of four components with
a non-stationary polynomial trend of degree 5. Consequently, the unnormalised
density of the final model is given by,
h(x) = b(x)h1(x)h2(x)h3(x)h4(x),
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where xi := (x, y) and b(xi) = poly(x, y, 5) is a polynomial of degree 5. The four





c1(xi, xj), c1(xi, xj) =





c2(xi, xj), c2(xi, xj) =








where t(xi,x \ xi) :=
∑







where U(x, r3) = |W ∩ (∪ib(xi, r3))|.
We shall see that this hybrid model differs from the others in the Strauss component.
Specifically, it is estimated as a cluster process (Table 6.2). However, since the range
of interaction, rˆ1 = 3.83µm is much smaller than the typical cell size (estimated in-
dependently to be approximately 13.18µm), this feature is likely to be a result of
the measurement process. Specifically, this image file suffered from considerable
image saturation, which means the microscope was unable to detect changes in flu-
orescence above a certain value. The result of this is a much smoother fluorescence
image making it difficult to isolate individual cells within a certain distance, partic-
ularly when accounting for image drift. Having said this, beyond a certain radius,
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we can still assume the measurements to be reliable and consequently components 3
and 4 are still representative of the dataset. In particular, the interaction function
of component 4 (at a distance rˆ3 = 2× 18.27µm) is estimated to be greater than 1
and hence a clustering process. Note that the estimated interaction parameters for
all models are given in Table 6.2.
Dataset A2
The final hybrid model fitted to dataset A2 is given by three components with a non-
stationary polynomial trend of degree 5. Consequently, the unnormalised density of
the final model is given by,
h(x) = b(x)h1(x)h2(x)h3(x),





where xi := (x, y) and b(xi) = poly(x, y, 5) is a polynomial of degree 5. The three





c1(xi, xj), c1(xi, xj) =





c2(xi, xj), c2(xi, xj) =







where U(x, r2) = |W ∩ (∪ib(xi, r2))|.
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The second component, the Strauss process, is estimated to have an inhibitory effect
implying few points are found within a distance rˆ1 = 5.88µm of each other. Since
5.88µm is smaller than the average cell size, this inhibitory effect may be the result
of how the data are collected through a 2D projection. This feature is to some
extent common to all datasets.
Similarly to dataset A1, the final component is estimated to have a clustering effect
up to an interaction distance of 2× 11.65µm.
Dataset A3
The final hybrid model fitted to dataset A3 is given by three components with a
stationary trend. As conjectured through the intensity analysis of Section 6.2.1, we
found that the optimal trend for this dataset to be constant. We hypothesise that
this is due to the lack of a boundary effect as the tissue edge is not in the image
field. Consequently, the unnormalised density of the final model is given by,
h(x) = b(x)h1(x)h2(x)h3(x),










c1(xi, xj), c1(xi, xj) =





c2(xi, xj), c2(xi, xj) =









where t(xi,x \ xi) :=
∑
i 6=j I [||xi − xj || < r2].
Although parameterised through a Geyer-saturation process, dataset A3 behaved
similarly to A2 with clustering seen in the third component up to an interaction
range of 32.29µm.
Dataset P1
The final hybrid model fitted to dataset P1 is given by three components with a non-
stationary polynomial trend of degree 3. Consequently, the unnormalised density of
the final model is given by,
h(x) = b(x)h1(x)h2(x)h3(x),





where xi := (x, y) and b(xi) = poly(x, y, 3) is a polynomial of degree 3. The three





c1(xi, xj), c1(xi, xj) =





c2(xi, xj), c2(xi, xj) =







where U(x, r2) = |W ∩ (∪ib(xi, r2))|.
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In contrast to the three adult datasets, the final component was estimated to have
a regulatory effect, ensuring the process is inhibitive at all spatial scales.
Dataset P2
The final hybrid model fitted to dataset P2 is given by three components with a non-
stationary polynomial trend of degree 2. Consequently, the unnormalised density of
the final model is given by,
h(x) = b(x)h1(x)h2(x)h3(x),





where xi := (x, y) and b(xi) = poly(x, y, 2) is a polynomial of degree 2. The three





c1(xi, xj), c1(xi, xj) =





c2(xi, xj), c2(xi, xj) =







where U(x, r2) = |W ∩ (∪ib(xi, r2))|.
The final component is again an Area-Interaction process, but in contrast to P1,




The final hybrid model fitted to dataset E1 is given by two components with a non-
stationary polynomial trend of degree 3. Consequently, the unnormalised density of
the final model is given by,
h(x) = b(x)h1(x)h2(x),





where xi := (x, y) and b(xi) = poly(x, y, 3) is a polynomial of degree 3. The two





c1(xi, xj), c1(xi, xj) =





c2(xi, xj), c2(xi, xj) =
γ2 if ||xi − xj || < r1,1 if ||xi − xj || ≥ r1.
As with all other datasets (excluding A1), the hardcore Strauss model was estimated
to be inhibitive. No further components are estimated at larger ranges implying the
process behaves like a random spatial point process conditional on points being
further than 13.28µm apart.
Thus, bringing together the above analysis, we can start to draw some hypotheses.
Common to all datasets, is the notion of inhibitive or regular behaviour at small
spatial scales (5.88-13.28µm) and can be thought of as a proxy for the 2D represen-
tation of 3D cell size, which we believe to be approximately 13.18µm (s.d. 2.16).
An alternative suggestion is the idea that lactotroph cells may have a preference to
be located next to cells of a different type rather than next to other lactotrophs.
The additional hybrid components of each fitted model start to highlight changes
as pituitary tissue develops. Specifically, we see that at embryonic day 18.5, there
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Table 6.2: Estimated parameter values of the fitted hybrid Gibbs models for each dataset.
Nuisance parameters (the interaction distances) were obtained by maximising the pro-
file pseudo-likelihood and all other parameters were obtained by maximising the pseudo-
likelihood. Note that the R package spatstat provides estimates of the log parameters and




Component 2 Component 3 Component 4
A1 rˆ0 = 2.62
Strauss:
γˆ = 2.88









log ηˆ = 1.11 (1.20)
rˆ3 = 18.27× 2
A2 rˆ0 = 4.38
Strauss:
γˆ = 0.43




log ηˆ = 0.17 (0.38)
rˆ2 = 11.65× 2
−
A3 rˆ0 = 2.48
Strauss:
γˆ = 0.39








P1 rˆ0 = 2.48
Strauss:
γˆ = 0.52




log ηˆ = −1.11 (0.96)
rˆ2 = 16.22× 2
−
P2 rˆ0 = 4.82
Strauss:
γˆ = 0.40




log ηˆ = 0.78 (0.95)
rˆ2 = 9.09× 2
−
E1 rˆ0 = 5.61
Strauss:
γˆ = 0.49




are no signs of further spatial dependence over an interaction distance of 13.28µm,
indicating cell location can be modelled as a random process conditional on cells
being further than 13.28µm apart. However, as tissues develop more structure
becomes apparent, with cell clustering evident in all three adult datasets up to
an interaction distance of 23-36µm. It is unclear if this is also true at post-natal
day 1.5 since datasets P1-P2 show differing results. Biologically, this suggests an
initial random placement of cells throughout the pituitary in early development with
clusters of cells appearing later on. This is perhaps unsurprising when one considers
the impact of cell differentiation.
In light of the above, we make the significant caveat that these results are based on
a very small sample size (six datasets in total). Consequently, the results should be
viewed as hypotheses rather than conclusions.
6.4 Discussion
This section has applied spatial point process analysis to the location of lactotroph
cells in tissues at different stages of development. The exploratory analysis of this
chapter has shown how different networks can be constructed across the tissue to
form very different levels of tissue connectivity ranging from large numbers of small
clusters to small numbers of large clusters. We shall see how this perspective can
be used in the spatio-temporal analysis presented in Part III.
The modelling framework presented in this chapter enables us to construct possible
hypotheses regarding the connectivity of pituitary tissue in different stages of devel-
opment. Specifically, we see evidence of an increase in cell connectivity as the tissue
matures, as the range of interaction for spatial correlation increases. However, one
should note that although hybrid models provide a consistent analysis, the fits pro-
duced from a simple hardcore Strauss process appeared reasonable for all datasets
in terms of the residual summary statistics. Thus, due to the small sample size,
some care should be taken when considering the impact of these results.
In the final part of this thesis, we will investigate how the spatial structure interacts
with any temporal correlation. For example, we will consider both the network
analysis of Section 6.2.2 and the modelling analysis of Section 6.3.2 in order to link








Model building is the art of selecting
those aspects of a process that are
relevant to the question being asked.
J.H. Holland
7.1 Introduction
This third and final part of the thesis extends the analysis of temporal single cell
gene expression data into a spatial domain with a view of incorporating the spatial
organisational structure as described in Chapter 6. Very little is known about the
mechanisms driving Prolactin gene expression and in particular whether there exists
a signalling mechanism to coordinate individual cells. Previous studies have seen
trends of changing expression within intact tissue (Harper et al., 2010) with higher
levels of expression found near the periphery of the tissue. However, until recently,
there has been little investigation into cell signalling mechanisms within intact tissue.
From the start of this project there has been the motivation to investigate different
mechanisms of signalling since it is evident from the raw light intensity data that
some spatial coordination exists. This is shown in Figure 7.1, which shows how
the Pearson correlation coefficient of any two time series changes with the pairwise
Euclidean distance (see also Appendix Figure C.7). It can be seen that in all adult
datasets, and to a lesser extent in the E18.5 datasets, there is a decrease in the












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 7.1: The Pearson correlation coefficient, ρ, between any two time series is plotted
against pairwise Euclidean distance. The red line is the penalised regression spline with
dashed lines indicating the 95% confidence bands about the mean response. The black line
indicates the value of zero correlation. Top row corresponds to datasets A1-A4 and bottom
row to P1-P2 and E1-E2. See also Appendix Figure C.7 for a transformed regression.
the relationship dissipates is similar to the clustering distances estimated in the
hybrid Gibbs models of the previous chapter. Unfortunately, the pairwise correlation
coefficient of the light intensity time series gives little insight into possible signalling
mechanisms either mathematically or biologically. In this chapter, we aim to work
with the back-calculated transcriptional profiles to gain more insightful analyses.
The remainder of this chapter is structured as follows, we first give an overview in
Section 7.2 of the different categories of biological cell signalling that we hope to
distinguish between and also the types of signalling that are not possible to extract
given the data available. Section 7.3 describes the analysis of the back-calculated
transcriptional profiles over space through the use of different score functions. The
analysis presented in Sections 7.2-7.3 is joint work with Hiroshi Momiji, a postdoc-
toral researcher in Warwick Systems Biology. These analyses reveal certain spatial
dependencies that have been incorporated into a mathematical framework in Section
7.4 with a simulation study presented in Sections 7.5 and 7.6. We end the chapter
with a brief discussion of the key points and directions for future work.
7.2 Biological Coupling
There are many detailed biological mechanisms for cell signalling models, but given
the data available, we consider only relatively coarse-grained models for our analyses,
which are described below.
170
1. Hub Models. Hubs of coordinated activity may arise from networks of inter-
connected cells. For example, as depicted in Figure 6.6 of the previous chapter,
a network may be constructed such that it results in clusters of disconnected
cell groups, where each cluster has a coordinated response. This type of net-
work could arise, for instance, in response to external signals, where only
certain portions of the tissue respond.
2. Juxtacrine signalling. Juxtacrine signalling is a method of cell signalling
through direct cell-cell contact of neighbours. Examples include the calcium
signalling of the somatotroph network, which is propagated through adherens
junctions (cell-cell contacts) to travel across the tissue (Bonnefont et al., 2005).
3. Paracrine signalling. Paracrine signalling occurs when cells release paracrine
factors, which diffuse short distances to then induce changes in nearby cells.
This signalling method does not rely on direct cell-cell contact but is still
viewed as short range signalling.
There, of course, exist many other types of signalling mechanisms, for example
heterotypic networks, where signals may reach lactotroph cells through interactions
of another cell type. Similarly, signals could travel through the vasculature and
blood capillaries between lactotroph cells. However, since we have data on neither
the vasculature structure nor other cell types it is not currently possible to identify
these signalling mechanisms.
Although, it is not known which signalling mechanisms may be relevant for lac-
totroph networks nor how the signals themselves induce transcription, one can try
to identify properties of the signalling mechanism through the properties of the
spatial dependence of the back-calculated transcriptional profiles.
7.3 Spatial Score Functions
Not only are there a number of possible mechanisms for spatial coupling but also
a number of different targets. Since we are primarily interested in transcription,
cell signalling could affect either the timings of transcriptional switches, the rate of
transcription or both. In order to identify these different targets, we have utilised
several score functions.
1. Pearson Correlation Coefficient, which will indicate synchronicity in transcrip-
tional profiles based on their switch times and switch heights. Note, that only
171












































Figure 7.2: Illustration of the different spatial score functions. The shaded blue region
indicates the score value for the pair of transcriptional profiles shown in the far left hand
plot. From left to right the Scores shown correspond to Scores 2-4 described in the main
text.
profiles with at least one switch can be used, since profiles with zero switches
have ill-defined correlation.
2. Area between profiles. This measure will indicate synchronicity in transcrip-
tional profiles based on both the timings of switches and the levels of tran-
scription.
3. Area between mean corrected profiles. Synchronicity evaluated with this mea-
sure is based on the similarity of switch times and switch heights but disregards
the relative transcriptional levels.
4. Area between mean levels. This measure will be predominantly driven by
similarity in the overall transcriptional level and not in the switch times.
5. Area between “normalised” profiles. Profiles are mean corrected and if a profile
has one or more switches it is normalised to have variance one.
The advantage of the area based measures defined by Scores 2-5 over the correlation
coefficient of Score 1, is that the associated scores are well defined regardless of the
number of switches.
Figure 7.2 illustrates Score functions 2-5 for a pair of example transcriptional pro-
files. These different Score functions capture differing features of the synchrony
between transcriptional profiles. This can be seen in Figure 7.3, which shows how





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 7.3: Relationship between each Score function calculated for dataset A1.
A1 relate to each other. Although there is reasonable agreement, there is still con-
siderable deviation from a direct linear relationship. For instance, Scores 2 and 3
are highly related but there is a large amount of heteroscedsticity between Scores
1 and 3. Note that to avoid biasing the area-based measures of synchronicity, we
require an appropriate weight related to the length of the overlap between time
series. In addition, note that increased synchronicity is given by smaller scores for
Score functions 2-5 and by larger scores for Score function 1.
To identify the possible biological mechanisms of coupling we investigate the rela-
tionship of these Score functions over pairwise distance. In particular, evidence of
hub cells would be indicated in clustering of similar cells across space, whereas evi-
dence of juxtacrine or paracrine signalling would be indicated through a dependence
between the Score function and the pairwise distance.
Recall, that there are several ways in which one can summarise the posterior tran-
scriptional profile, namely the marginal transcriptional profile obtained by averag-
ing over the profiles of all the MCMC iterations or a conditional approach, which
extracts all possible transcriptional profiles with an associated probability of oc-
currence for each cell. Although, we have considered both the spatial relationship
of the posterior marginal profiles and the weighted conditional profiles, the anal-
ysis presented in this section shows only the marginal approach. This is because,
typically, the weighted conditional profiles contain too few switches to accurately
173
calculate the associated scores. Consequently, the interpretation of synchronicity of
the marginal profiles is that the average cell behaviour is synchronised rather than
any single realisation.
Distance Based Analysis
Considering the five different Score functions, we found evidence of spatial synchro-
nisation only under Scores 1, 2, and 4. Scores 3 and 5 revealed little dependence
on pairwise distance in all datasets both under the marginal transcriptional profiles
and the weighted average of the conditional transcriptional profiles. This suggests
that synchrony is not exclusively due to the switch times in transcription but also
to the change in height associated with each switch.
Score 2 revealed some spatial dependence, however, this dependence was not consis-
tent across all datasets. This can be seen in Figure 7.4, which shows the relationship
between Score 2 and pairwise distance for datasets A1-A4. In particular, datasets
A1 and A3 indicate a long range relationship. In contrast, A2 and A4 indicate no
spatial relationship with Score 2. The behaviour of Score 4 was remarkably similar
to Score 2.
The most consistent behaviour was found in Score 1. Figure 7.5 shows the behaviour
of Score 1 over pairwise distance, which shows similar patterns to the spatial rela-
tionship of pairwise correlation of the raw time series shown in Figure 7.1. In
particular, there is increased synchronicity at short ranges in datasets A1-A3 that is
not evident in the four immature tissues. Moreover, if instead the score is calculated
on the log transcriptional profiles as shown in Figure 7.6, there is evidence of short
range synchronicity in all adult datasets.
Consequently, this distance based analysis indicates a short-range synchronicity of
the transcriptional switch times in the adult tissue and perhaps a limited mid-range
synchronicity of transcriptional levels also in the adult tissue. In contrast, there
is no evidence of synchronised transcriptional profiles of either the timings or the
levels for the immature tissues.
Cluster Based Analysis
An alternative to the distance based analysis, is to look for clusters of similarly
behaved cells. This can be achieved by clustering based on specific cell features. For


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 7.4: The relationship between Score 2 (calculated on the log transcriptional profile)
and Euclidean distance for datasets A1-A4. A Box-Cox transformation has been applied to
Score 2 to allow a penalised regression spline to be fitted (shown in red). Thus, the y-scales
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Figure 7.5: The relationship between Score 1 and Euclidean distance for datasets A1-A4
(top row) and P1-P2,E1-E2 (bottom row). A Box-Cox transformation has been applied to
Score 1 to allow a penalised regression spline to be fitted (shown in red). Thus, the y-scales
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Figure 7.6: The relationship between Score 1 (calculated on the log transcriptional profile)
and Euclidean distance for datasets A1-A4. A Box-Cox transformation has been applied to
Score 1 to allow a penalised regression spline to be fitted (shown in red). Thus, the y-scales
are not comparable between datasets.
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1. Feature 1. The median (over time) transcriptional rate. This feature will be
indicative of the average transcription rate for an individual cell.
2. Feature 2. The mean transcriptional rate, weighted by the time spent in each
transcriptional state. As with Feature 1, this will be indicative of the average
transcriptional state of a cell.
3. Feature 3. The dynamic range of transcription, calculated as the maximum
rate minus the minimum (over time). This will represent how dynamic each
cell is in terms of their transcriptional behaviour.
4. Feature 4. The total number of switches in a transcriptional profile. Again,
this will represent how dynamic a cell is in the transcriptional behaviour, based
upon the number of switches rather than the range of levels.
These spatial features can be viewed as a marked spatial point process, extending
the analysis presented in Part II. Specifically, each point of a process has associated
a “mark”, which in this example will be a specific transcriptional feature. Clustering
of discrete marks can be analysed through marked summary statistics, for example
the multivariate K-function. However, the features we investigate are, in general,
continuous and it is difficult to quantitively assess spatial clustering or dependence.
One approach is to split the data into bins and view the process as a discretely
marked point process. The output of such a method is shown in Figures 7.7-7.10
for the various spatial Features binned into 10 quantiles. However, analysing this
as a discretely marked point process is highly sensitive to the definition of the bins
and moreover, the dependence between bins is not taken into account. In order
to provide some quantitative assessment of spatial dependence of the marks, we
instead calculate the associated variograms given in Appendix Figures C.8-C.11 for
each of the four spatial features. A brief description of the variogram is given in
Appendix B.3. It should be noted that the variogram is defined for a continuous
spatial process rather than a point process and as such may not fully represent the
data we have here.
In general, the qualitative spatial behaviour of these features when calculated on
the marginal transcriptional profiles compared to the behaviour calculated based
on the weighted conditional transcriptional profiles was highly consistent. Figures
7.7-7.10 show the spatial distribution of these features calculated from the marginal
transcriptional profiles for Features 1-4 respectively. Unsurprisingly, the spatial be-
haviour of the median and weighted mean transcription rates is similar and, more-
over, shows distinct clustering, particularly in datasets A1-A3, where similarly be-
176



















































Figure 7.7: The spatial distribution of Feature 1 for datasets A1-A4 (top row) and P1-P2,
E1 and E2 (bottom row). Colour intensity corresponds to the sorted value of Feature 1 over
all the cells, with each colour representing a decile of the data. Black corresponds to the
lowest decile and white to the highest decile. Small dots indicate cells with a missing value.



















































Figure 7.8: The spatial distribution of Feature 2 for datasets A1-A4 (top row) and P1-P2,
E1 and E2 (bottom row). Colour intensity corresponds to the sorted value of Feature 1 over
all the cells, with each colour representing a decile of the data. Black corresponds to the
lowest decile and white to the highest decile. Small dots indicate cells with a missing value.
177



















































Figure 7.9: The spatial distribution of Feature 3 for datasets A1-A4 (top row) and P1-P2,
E1 and E2 (bottom row). Colour intensity corresponds to the sorted value of Feature 1 over
all the cells, with each colour representing a decile of the data. Black corresponds to the
lowest decile and white to the highest decile. Small dots indicate cells with a missing value.



















































Figure 7.10: The spatial distribution of Feature 4 for datasets A1-A4 (top row) and P1-
P2, E1 and E2 (bottom row). Colour intensity corresponds to the sorted value of Feature
1 over all the cells, with each colour representing a decile of the data. Black corresponds to
the lowest decile and white to the highest decile. Small dots indicate cells with a missing
value.
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haved cells are all located together (as supported by the variograms in Appendix
Figure C.8). It appears, that the immature tissues show evidence of a tighter cou-
pling in the sense that similar features are often seen in direct neighbours but not in
large clusters. This is difficult to validate quantitively since the variograms cannot
clearly detect similarity in direct contacts. Evidence of clustering is further reduced
in Features 3 and 4 for all datasets.
Consequently, this cluster based analysis indicates evidence of a networked synchro-
nisation of the overall transcriptional rate, where clusters of similarly behaved cells
are located together. In addition, there is some evidence of cells being coupled into
small groups based on their dynamic range for the adult tissues that is not found
in the immature tissues.
In light of the above analysis, we look at investigating the following two mechanisms
for spatial coupling.
1. Overall levels of transcription may be regulated in hubs or portions of tissue,
as measured in the clustering of Features 1 and 2.
2. Synchronicity of switch times and switch heights (as measured through the
Pearson correlation coefficient or Score 1) is regulated across short range dis-
tances, in mature tissue.
Moreover, the above mechanisms are evident in most adult datasets but little evi-
dence exists for synchronicity in the younger tissues and if there is synchronicity in
the transcriptional levels, this occurs in much smaller tighter clusters in the imma-
ture tissue compared to the adult. We therefore believe that spatial synchronicity
and coordination develops as the tissue matures as supported by Featherstone et al.
(2011).
It is ongoing work within our research group to elicit further details of the biological
mechanisms that can explain the observed synchronicity. In particular, there is
ongoing investigation attempting to distinguish between juxtacrine and paracrine
signalling mechanisms through the incorporation of the cell size. Coupled with this,
we have also investigated how the spatial dependence can be incorporated into the
transcriptional profiles and is considered in detail in the following section.
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7.4 Spatial Likelihood
The aim of this section is to extend the models for transcription, derived in Chapter
4, to incorporate a spatial structure. For now, we restrict ourselves to formulating
models of spatial coordination based on the evidence shown in adult tissues, namely
hubs of similar levels and synchronised switches over short range distances. To do
this, recall from Section 4.5.1 the parametric model for transcription defined through










j+1 − t(i)j are the inter-switch times of cell i and β(i) is the associated tran-
scriptional profile, satisfying,
β(i)(t) = βtj I[t∈(tj ,tj+1)], for j = 1, ...,K
(i).
Here K(i) is the number of switches with t
(i)
1 , ..., t
(i)
K , the timings of each transcrip-
tional switch for cell i and t
(i)
0 := 0. Moreover, letting ∆j := tj+1− tj , we previously
derived,
P(∆j , βtj+1)|βtj ) = q(∆j)ω(log βtj+1 | log βtj ),
where q and ω are given by,
q ∼ Exp(λ1) + Exp(λ2), (7.2)
ω ∼ P(up|β(t))N (µup(t), σ2) + P(down|β(t))N (µdown(t), (σ/a1)2), (7.3)
such that,
µup(t) = a0 + a1 log β(t),
µdown(t) = (a0 − log β(t))/a1.
Thus, the time to next switch is assumed to follow a sum of two Exponential dis-
tributions and the relationship between any consecutive rates follows a log-linear
relationship. Referring back to Section 4.5.1, these properties were derived from the
posterior transcriptional profiles. The associated biological interpretation of this
model is that cells switch at random between different transcriptional states condi-
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tional on the cell first switching to a refractory or recovery state before moving to a
new transcriptional state. In addition, the relationship between consecutive rates,
although only weakly informative, can be modelled through a log-linear relationship.
Thus, to keep the same biological interpretation, we look at extending the derived
temporal transcriptional model into the spatial domain.
In its most general form, the spatial extension to the likelihood given in equation











j+1 − t(s)j , β(s)tj+1 |β
(s)
tj
, β(1), ..., β(s−1), β(s+1), ..., β(N)
) ,
(7.4)
where the transition probability is allowed to depend upon the transcriptional pro-
file of neighbouring cells. Clearly, this dependence on neighbouring profiles can
take many forms but in line with equations (7.2) and (7.3), we restrict the spatial
extensions to take the following form,
q ∼ Exp(λ1) + Exp(λ2(s)), (7.5)
ω ∼ P(up|β(t))N (µup(s, t), σ2) + P(down|β(t))N (µdown(s, t), (σ/a1)2), (7.6)
where λ2 is a function of space and µ(s, t) := (µup(s, t), µdown(s, t)) is a function of
both space and time. The above spatial extension has the desirable property that
under spatial independence, the temporal transcriptional model is recovered.
Spatial dependence has been introduced in two parameters. Specifically, synchronic-
ity of switch times is incorporated through the parameter λ2 and will be discussed
in more detail in Section 7.4.1. Notice that we do not allow λ1 to depend upon
space. This can be justified since λ1 represents a transition to a refractory state and
is the inverse of the mean cell recovery time and consequently should not depend
upon the activity of neighbouring cells.
Synchronicity of transcriptional levels is incorporated into the parameter µ and
will capture the behaviour of neighbouring cells. No further spatial dependence is
currently given to the parameter σ2 for simplicity.
There are many different forms of the spatial dependence one can impose on the
two spatial parameters. In particular, if one knew the mechanistic features such as
whether juxtacrine or paracrine signalling is present, one could construct a paramet-
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ric, biologically interpretable model. However, since this is not known, we provide
a brief discussion of several semi-parametric forms of the spatial dependence that
may be used to test such mechanistic hypotheses.
7.4.1 Spatial Transition Times
Firstly, consider the transition parameter λ2. This represents the rate of transitions
to a new transcriptional state out of a refractory period. As seen in the previous
section, there’s evidence of increased synchronicity of switch times for cells that are








where p(s) < 1 such that when a neighbour switches, the mean transition time
decreases. Let N denote the set of neighbours within a distance D and let Ns ⊂ N
be the subset that have switched in the last T time. We consider three candidate



























All three models have the property that all neighbours of a cell influence the tran-
scriptional dynamics independently with identical structure. In particular, model 1,
has a linear dependence with pairwise distance. In contrast both models 2 and 3 have
an exponential dependence on pairwise distance and are reminiscent of exponential
models for spatial random fields. In a similar way, one can envisage constructing fur-
ther models of spatial dependence analogously to the Gaussian, spherical or Mate´rn
models for spatial random fields (Diggle and Ribeiro, 2007). At present, we restrict
attention to the three models prescribed above.
In each of the models, the parameter K controls the strength of synchronicity, i.e.
the higher K is, the less influence the neighbouring cells have. Figure 7.11 shows
how the different definitions of p behave as a function of distance to a neighbouring
cell for K = 1 and D = 10. In particular, p1 and p2 both have the property that at
a distance dist = 0, p = 0. Note that in the above definitions, we assume dist(s, c)
182











Figure 7.11: Illustration of how the parameter p varies over distance under three different
definitions given in the main text.
to be the Euclidean distance between cells c and s. All three definitions of p assume
an instantaneous signal that does not decay over time, i.e. all neighbouring cells
that have switched in the last T time have equal influence. In order to incorporate
a “decaying” signal, letting t(c) denote the time since cell c last switched, we can





















These semi-parametric models can be linked to mechanistic features. For example,
if signalling was purely juxtacrine (direct cell-cell contact) the distance D would be
equal to the cell size. Moreover, if the signalling was indirect, for example if a signal
initiates a cascade of reactions before affecting transcription of a neighbouring cell,
one might expect T to be large and preference to be given to model 5.
7.4.2 Spatial Transcriptional Levels
The parameter µ represents the mean transcriptional state of a cell after a switch-
ing event. As seen in Section 7.3, it is suspected that this parameter will depend
upon spatial location, since there is evidence of spatial clustering of the median
transcriptional level.
Consequently, we consider the following model for the mean log transcriptional rate
µ,
µup(s, t) = νβ(a0 + a1 log β
(s)
t ) + (1− νβ)m(s, t),
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µdown(s, t) = νβ(a0 − log β(s)t )/a1 + (1− νβ)m(s, t),
where a0, a1 are defined through the log-linear relationship of equation (7.3) and
νβ is a weight with m(s, t), a location specific time varying level. Specifically, we
consider m(s, t) to be of the following form,











and represents the weighted transcriptional mean of neighbouring cells. As with the




































In all cases, the weights increase as cells are closer to each other. In particular, the
weights introduced here are analogous to the different definitions of p, describing
the spatial influence of neighbouring cells on the transition times of the transcrip-
tional profiles. Consequently, neighbouring cells affect both the rate at which cells
transition to a new transcriptional state and the level at which the cells transcribe.
For the remainder of this chapter, model i will refer to the spatial transcriptional
model given in equations (7.5)-(7.6) with p = pi and w = wi, for i = 1, ..., 5.
7.5 Simulation Model
Through simulations we can investigate the behaviour of the proposed models.
Specifically, we look at reproducing the spatial behaviour of the observed data where,
a) average transcriptional behaviour occurs in hubs or clusters, and
b) correlation of transcriptional profiles decreases with Euclidean distance.
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7.5.1 Hub Behaviour
To reproduce the observed hub behaviour, we see the importance of taking into
account the spatial organisation of cells. Specifically, the hub behaviour can be
reproduced by any of the above models once cell positions are simulated from an
inhibitive hardcore Strauss process. Moreover, it is difficult for the above models
to exhibit the hub behaviour when cell locations are simulated from a completely
random spatial process. This is shown in Figure 7.12 where transcriptional profiles
are simulated from model 3, with cell locations simulated from a) a Poisson pro-
cess and b) an inhibitive hardcore Strauss process. In this figure, it can be seen
that although both processes reproduce the spatial correlation dependence, only the
hardcore Strauss process reproduces the hub clustering behaviour, shown by the
fitted variograms (see Appendix B.3 for a description of variogram behaviour).
Although one could try to incorporate the hub behaviour directly into the tran-
scriptional model formulation, for example, defining neighbours through a network
distance rather than Euclidean distance, we see no reason to do this, since the non
random positioning of the cell locations is sufficient to reproduce the behaviour
observed in the real data. This is exemplified in Section 6.2.2, where Euclidean
networks could be constructed from cell positions to form distinct clusters of dis-
connected cell groups.
7.5.2 Correlation Behaviour
Since the hub behaviour is captured by the non-random spatial positioning, we now
investigate how the different formulations of the spatial transcriptional model effect
the spatial correlation (i.e. the relationship between pairwise correlation of the
transcriptional profiles and the Euclidean distance). It is interesting to note that
although we suspect the key feature driving this relationship to be the switch times,
we found that one needs the spatial dependence in both the transition times and the
transition rates to reproduce this behaviour. For instance, Figure 7.13 shows the
correlation distance plots for transcriptional model 5 where a) the dependence is only
in the transition times, b) only in the transition rates and c) in both components of
the transcriptional model.
In addition to the above, although models 2 and 4 can reproduce spatial dependence,
it is typically much less pronounced than in either the observed data or the other
models. This is shown in Figure 7.14, where each model has been simulated with
185













































































































































Figure 7.12: Simulating two spatial transcriptional processes from model 3 with spatial
location defined via a) a Poisson Process and b) a hardcore Strauss process. The first plot in
each panel shows the individual transcriptional profiles, second plot the correlation-distance
relationship, the third plot the spatial location of cells with colour indicative of the mean
transcription rate for each cell, weighted by the time spent in each transcriptional state (i.e.
Feature 2) and the fourth plot is the associated variogram.
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Figure 7.13: The correlation-distance relationship for transcriptional profiles simulated
from model 5 where in a) spatial dependence is introduced only through the transition times,
b) only through the transition rates and c) both components of the spatial transcriptional
model.
the same parameter choices with the same cell location.
Thus, it seems that the definitions of p2 and p4 are not sharp enough (Figure 7.11)
and it is desirable to have the property that at a distance dist = 0, p should be
equal to 0. Consequently, models 1, 3 and 5 more accurately reproduce the features
found in the observed adult data.
It therefore remains to investigate the effect of each of the parameters in each spatial
transcriptional model. To do this systematically, we consider each parameter in turn
to give a one-dimensional transect for the models 1, 3 and 5.
Threshold Distance, D
As one increases the threshold distance, the sharp decline in the correlation distance
plots dissipates to the point that above a certain distance, no spatial relationship can
be observed as the whole tissue is connected. As more and more of the tissue becomes
connected, although the gradient of the spatial correlation decreases, the overall
correlation of the tissue increases and is shown in Figure 7.15 for transcriptional
model 1.
Threshold Time, T
As can be expected for a threshold time defined too small, all spatial correlation
is destroyed since a cell will have no neighbours that switched in the last T time.
As T increases, the spatial correlation is refined with less variability seen in the
correlation distance plots, shown in Figure 7.16 for transcriptional model 3.
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Figure 7.14: The correlation-distance relationship for each of the five possible tran-
scriptional models simulated with the same parameter set. Left to right corresponds to
transcriptional model 1-5.































































Figure 7.15: The correlation-distance relationship for possible transcriptional model 1
as the threshold distance, D increases (from left to right D = 25, 50, 100).































































Figure 7.16: The correlation-distance relationship for possible transcriptional model 1
as the threshold time, T increases (from left to right T = 0.25, 1, 5).
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Synchronicity Strength, K
The synchronicity parameter, K, has a similar effect as T in that as K gets smaller,
the variability of the correlation coefficient between pairs of profiles decreases (plots
not shown).
Spatial weight, νβ
Finally, we consider the weight parameter, νβ. The system is quite sensitive to the
choice of this parameter with weight defined too high and no spatial correlation is
observed, but with weight too low, the entire tissue can become synchronised.
Temporal Parameters
In addition to each of the above spatial parameters, it is the aim to also infer the
temporal parameters, λ1, λmax, a0, a1 and σ
2. Figure 7.17 shows transects through
the likelihood under model 1. Most interestingly, the profile likelihood for parameter
a0 has two clear modes due to the mixture term in the definition of the rate transi-
tion density, ω (Equation (7.3)). This feature is common to all five transcriptional
models. In addition, Figure 7.18 shows the bivariate likelihood surfaces for a single
parameter set under model 1. This gives a snapshot indication of how the different
parameters influence each other. In particular, there is a strong correlation between
the parameters a0 and a1. Moreover, the threshold distance, D, is quite strongly
correlated with both λ1 and λmax, which in turn are correlated with each other.
Thus, when inference is performed, these correlation structures will be important
for identifying issues of parameter identifiability and where prior information should
be incorporated with most effect.
7.6 Towards an Inferential Framework
The previous section showed how three different parametric semi-mechanistic models
for spatial transcription can reproduce the observed spatial relationships found in
real data. The question remains that given the data available, can one distinguish
between different signalling mechanisms. With a view to an inferential framework,
we also wish to investigate the identifiability of these models.
189





























































Figure 7.17: Profile Likelihood transects of spatial transcriptional model 1. True values






















































































































































































































Figure 7.18: Bivariate likelihood surface of spatial transcriptional model 1. True values
are shown by the black points.
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Figure 7.19: Profile likelihood transects for the threshold parameters D (top row) and T
(bottom row) as the number of cells varies, from left to right N = 119, 71, 35. All simulations
are based on transcriptional model 3.
7.6.1 Parameter Identifiability
We have already seen in Figures 7.17 and 7.18 profile and bivariate transects through
the likelihood surface for a single parameter set for transcriptional model 1. From
this, it is clear that the bimodality of the parameter a0 is likely to have a large
impact on inference since the bimodality affects at least three other parameters
including λmax, K and a1 (Figure 7.18). Thus, having strong prior information on
a0 will greatly aid in the identifiability of these other parameters. Alternatively, it
may suggest the use of a tempered MCMC algorithm in order to efficiently explore
all the possible modes of the posterior.
The other key feature associated with parameter identifiability is the resolution of
the data. Here, resolution is made up of three different components.
1. The number of cells.
2. The number of switches.
3. The number of neighbours.
In order to investigate the effects of these differing data criteria, we have simulated
each transcriptional model under different data scenarios restricted to the same
spatial window. Firstly, we consider the profile transects through the likelihood
surface to find similar effects. Namely, as the resolution of the data decreases in any
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of the above criteria, the profiles of the threshold distance, D and threshold time,
T , become noisier as shown in Figure 7.19 for varying numbers of cells in model 3.
It is unsurprising that the resolution components 1-3 have similar effects, since all
three effectively define the number of neighbours that contribute to the spatial de-
pendence in each model. Consequently, due to the increased noise in the likelihood,
for poor data resolution, or equivalently, little spatial dependence, estimating the
spatial models will become challenging.
To perform inference on the three different transcriptional models (models 1, 3, and
5 of Section 7.4) we consider four different data scenarios:
1. Fast switching dynamics and highly connected tissue. This is characterised
by an average of 7.5 switches in a time period of 30 hours with the average
number of connected neighbouring cells approximately 19.
2. Fast switching dynamics and sparsely connected tissue. A sparse tissue was
simulated so that the average number of neighbours was approximately 2.5.
3. Slow switching dynamics and highly connected tissue. Slow switching dynam-
ics were characterised by an average of 3.75 switches in a time period of 30
hours.
4. Slow switching dynamics and sparsely connected tissue.
For each scenario, we ran a simple Metropolis-Hastings random walk MCMC algo-
rithm to target the posterior distribution. In all cases, we assumed uninformative
prior distributions over each of the different model parameters. Performing inference
on each of the models in various different data scenarios, we found the posterior to
be well identified about the true value so long as the switch dynamics are strong
enough. Explicitly, we found that if the parameter a1, which defines the size of
transcriptional switches, is too small, estimation becomes difficult, and the Markov
chains have a tendency to explore the wrong mode in the posterior. However, for
values of a1 similar to that observed in real data (Table 4.3), we obtain reasonable
posterior estimates as shown in Figure 7.20 for transcriptional model 3 assuming a
sparsely connected network of cells.
7.6.2 Model Identifiability
Having investigated the parameter identifiability within each individual model it is
also of interest to know if one can distinguish between the different models. To do
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Figure 7.20: Illustrative example of the convergence for spatial transcriptional model
3. Top row shows the data with first plot, the transcriptional profiles, second plot the
correlation distance relationship and spatial location in the third plot. The remaining plots,
show the traces of the Markov chains for estimating the parameters of spatial model 3. True





































































Figure 7.21: Likelihood comparison of different transcriptional models. Each column
corresponds to a different data scenario described in the main text. The first row, is ob-
tained from data simulated from model 1, with true likelihood value shown by the blue line,
the corresponding densities of the “wrong” likelihood calculated from the MCMC runs by
targeting the posterior of the wrong model are shown by the green (model 3) and red (model
5) curves. Similarly, the second row corresponds to data simulated from model 3, with true
likelihood shown by the green line and “wrong” likelihoods shown by the blue (model 1)
and red (model 5) curves. The third row shows data simulated from model 5 with true
likelihood given by the red line and “wrong” likelihoods shown by the blue (model 1) and
green (model 3) curves.
this, we ran a number of simulations where inference was performed on the wrong
model.
In general, we found that even though inference was based on the wrong model,
convergence was still seen in the Markov chains for the same data scenarios as those
discussed in Section 7.6.1. Unsurprisingly, the posterior estimates of the parame-
ters under the wrong model differed to the true parameter values under the true
model, most notably, the strength parameter K and threshold parameters T and D
had significant deviation. Thus, if one identified the wrong model, one would also
misidentify the key spatial components T and D. In order to compare the different
models, we investigated the behaviour of the likelihood calculated from the MCMC
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runs and compared to the likelihood of the true model with true parameters. It was
found that transcriptional model 5 was most distinguishable, with the true likeli-
hood under model 5 being significantly larger than the likelihood calculated under
either models 1 or 3 (Figure 7.21). In contrast, models 1 and 3 were difficult to
distinguish with similar likelihood values (or in some cases, larger likelihood values
under the wrong model), except in the case of very good data resolution (large num-
ber of switches per series, and a very connected tissue where each cell has a large
number of connected neighbours), which is shown in Figure 7.21.
Consequently, except in the case of very good data resolution, one cannot distinguish
between transcriptional models 1 and 3. However, if data behaved more similarly
to model 5, this is likely to be detected. Given the unidentifiability between mod-
els 1 and 3, it means that one is not always able to distinguish between a linear
spatial dependence or an exponential dependence. Biologically, this could relate to
distinguishing between juxtacrine and paracrine signalling since the diffusive nature
of paracrine signals precludes an exponential behaviour and the direct cell contact
mechanism of juxtacrine signalling may suggest a linear dependence.
7.7 Discussion
This chapter has given a flavour of the various approaches one can take for spatio-
temporal model building of single cell transcription. Unlike the methodology for
temporal dynamics, spatio-temporal models will be highly specific to the gene of
interest. To our knowledge, this is the first attempt at quantifying single cell tran-
scription within a spatial domain in a parametric, semi-mechanistic approach. Fully
mechanistic models exist for specific systems including the mammalian clock (Anan-
thasubramaniam et al., 2014), somite formation (Terry et al., 2011), gene/protein
interactions within Drosophila (Li and Chen, 2009) and on a smaller scale, the
opening and closing of gap junctions (Vogel and Weingart, 1998; Paulauskas et al.,
2009). However, these models assume a much greater knowledge of the signalling
mechanisms and are not easily implemented in an exploratory framework. In con-
trast, the work in this chapter, although specific to Prolactin expression within
the mammalian pituitary, has provided an exploratory framework for analysing and
extracting spatial information of back calculated transcriptional dynamics. More-
over, we have shown, how different parametric models can be constructed in order
to incorporate a spatial dependence without assuming any knowledge of the true
signalling process.
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The exploratory analysis revealed evidence of short range synchronicity in the back
calculated transcriptional dynamics of fully mature pituitary tissue. Interestingly,
from these analyses, we see changing spatial dependence over pituitary development
with no synchronisation evident in immature pituitary tissues. Thus, construction of
spatio-transcriptional models were based on evidence observed in the adult tissues.
These parametric models of the transcriptional process have allowed us to investi-
gate different properties of the signalling mechanisms. Moreover, we have focussed
attention on investigating the properties and limitations of these models to find the
scenarios in which full model identifiability can be achieved. It becomes impor-
tant to couple these spatio-transcriptional models with the organisational structure
found in Chapter 6, since we found this was able to explain some properties of the
observed spatial dependence.
Of course, many improvements to the constructed transcriptional models can be
made, particularly if one wanted to incorporate a specific signalling mechanism.
However, our simulations have shown that although parameter identifiability can be
achieved with data of a similar resolution to the observed data, model identifiability
is likely to be difficult. It therefore remains to apply these models to real data to
investigate if signalling mechanisms can be extracted. We have identified the basic
requirements in order to to do this, in the hope that future data will have suffi-
ciently good resolution to extract meaningful information. For instance, identifying
a threshold distance, D could be indicative of juxtacrine (if D = cell size), paracrine
(if D small but greater than the average cell size) or long range signalling through
another mechanism (D large). Coupled with this, if model 5 was seen to fit the data
best, the threshold time T , may aid in the identification of the biological processes
involved in signalling. For example, if D is small but T large, it may imply the sig-
nal is significantly delayed, possibly through a long series of intermediary reactions
before affecting neighbouring transcriptional dynamics. Thus, although we have not
applied these models to data, these simulations have helped identify the potential






FUTURE WORK, EXTENSIONS AND CONCLUSIONS
[A] quotation is a handy thing to
have about, saving one the trouble of
thinking for oneself, always a
laborious business.
A.A. Milne, If I May
8.1 Future Work and Extensions
The data motivating this research provides an infinite number of possibilities for
analysis. We have chosen to focus our attention to three key areas and discuss here
the various possibilities for future extension.
At the fundamental level, one can consider adapting the measurement equation
to incorporate further details of the measurement process. For instance, there is
typically a limited dynamic range that fluorescence detectors can measure and the




γ1 + 1, if κP ≤ T1
γ2 + κP + 2, if T1 < κP ≤ T2
γ3 + 3, if κP > T2,
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where 1, 2 and 3 are independent random components, possibly Gaussian so that
i ∼ N (0, σ2i ) and T1 and T2 are the limits of the detection range of the microscopes.
Clearly, the complexity of the system increases significantly, with six extra param-
eters introduced, although in practice, one may have prior information about the
parameters T1, T2, γ1 and γ3. In addition, the dependence of the measurement equa-
tion on the underlying population levels means that even under the LNA, the data
likelihood becomes intractable and one would have to numerically integrate over the
latent states either through a Gibbs sampler or a pseudo-marginal approach.
With regards to the temporal methodology, one can foresee further developments
of the BDA approach to stochastic reaction networks. For instance, there are many
stochastic reaction networks that can be expressed as a sequence of conditionally
independent linear subsystems and it would be interesting to develop the theoretical
properties of the accuracy of the approximation approach, in particular, in compar-
ison to other approximations found in the literature.
In order to further develop the analysis of the spatial organisation of lactotroph cells,
further data is required especially if the aim is to provide more robust conclusions
regarding the development of tissue architecture. In addition, if one had data on
other tissue features such as capillary networks or the position of other cell types,
one may be able to incorporate additional information into the modelling approach
to gain more insightful analyses.
The final and perhaps most significant place for future work is the development of a
spatio-temporal model for transcription. We have investigated how one may incor-
porate a spatial dependence in the transcriptional function that reproduces much
of the observed spatial dependence in the mature pituitary tissues. We have also
investigated the data resolution required to elicit this information from single cell
time series. In order to develop these models further, one would aim to apply them
to the observed data through the techniques discussed in Chapter 7. Furthermore,
one may wish to develop the models in a more mechanistic way with the information
elicited. For example, if one can distinguish between the different forms of spatial
signalling, this may then be incorporated explicitly into the model. One example is
the distinction between paracrine and juxtacrine signalling.
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8.2 Conclusions
To conclude, as with all research, there are many things one can extend, adapt or
reformulate. In particular, with the ever evolving experimental framework, statis-
tical procedures will need to be constantly updated in order to extract the most
information for any given dataset. This thesis has been motivated by data obtained
from a green fluorescent reporter protein imaged within single cells and as such, all
methods and analyses have been tuned towards this type of data.
We believe that this thesis has achieved three main aims. Firstly, we have developed
and applied a robust statistical methodology for back-calculating to the transcrip-
tional dynamics from single cell time series data observed through light microscopy.
The novelty of the multi-state stochastic switch model enables one to back-calculate
to the transcriptional level without assuming any prior knowledge of the activation
mechanisms of the gene promoter and can thus be more widely applied than typical
switch models given in the literature. Secondly, we have demonstrated how spatial
point processes may be used to model the spatial organisation of cells within intact
tissue over changing environmental conditions. Although standard point processes
fit the data reasonably well, we have seen that incorporating further structure may
elicit further insight into the architecture of the tissue. Finally, we have laid the
groundwork for formulating the multi-state switch model in a spatial domain. We
have seen how different semi-parametric signalling mechanisms can be incorporated
to reproduce the observed spatial dependencies. Moreover, through simulations we
have seen how the spatial organisation itself can explain some of the observed spatial
transcriptional behaviour. Thus, this thesis provides the temporal and spatial anal-
ysis of single cell gene expression that has been incorporated into the formulation







A.1 Exact Inference Approaches
In this section, we review the various approaches to performing inference on exact
stochastic reaction networks mentioned in Section 2.2.
Boys et al. (2008) describe a block update method for proposing a latent path. Con-
sidering each interval of observed data separately, [ti, ti+1), the algorithm proceeds
by firstly proposing the number of reactions nj that have occurred in the interval
for each reaction j. Since it is known that the number of reactions occurring in
an interval is Poisson (Kurtz, 1971), a proposal is defined by the difference of two
Poisson random variables. The next step in the update is to propose the timings
of the events. This is achieved by sampling from the approximate inhomogeneous
Poisson process with rate given by,
λj(t) = (ti+1 − t)hj(x(ti), θj) + (t− ti)hj(x(ti+1), θj), (A.1)
for each reaction j. Having obtained the number and timings of events, the proposed











j=1 q(nj |n∗j )p(nj)
, nj∼ Pois
(




where dPdQ is the Radon-Nikodym derivative associated with the approximating Pois-
son process to the true process. Boys et al. (2008), applied this method to the Lotka-
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Volterra model, simulated with large molecular numbers and small rate parameters
(i.e. systems with little intrinsic noise). Not only did they apply the method to
discretely sampled data but also to scenarios with entire species unobserved. Pa-
rameter estimation was shown to perform well in the Lotka-Volterra model where
the number of predators was assumed to be completely unobserved. However, al-
though stated otherwise, the applicability of the method to low molecular counts is
questionable. In particular, when x(ti) = x(ti+1) = 0 for any interval [ti, ti+1], the
ratio of prior probabilities becomes ill-defined.
In a similar way to the method described above, Amrein and Ku¨nsch (2012) propose
new latent paths in two steps. First, the number of reactions is proposed with
associated reaction types sampled with probability proportional to their hazard
rate. Secondly, the reaction timings are defined by sampling the distance between
successive reactions from a Dirichlet distribution. This algorithm is coupled with a
filtering technique to generate reasonable starting values, which greatly improves the
efficiency of the algorithm. In addition, the authors assume unknown measurement
error, which turns out to be essential in the estimation process. However, the
methods showed greatly reduced accuracy in data poor scenarios, where only a
subset of species were observed, and are found to be computationally cumbersome.
The above methods of latent sampling have been incorporated into a natural Bayesian
framework since parameter estimation can easily be computed given a full sam-
ple path due to the existence of conjugate priors. Daigle et al. (2012) have de-
veloped a frequentist approach to parameter estimation of biochemical systems,
with their MCEM2 (Monte Carlo Expectation Maximisation with Modified Cross-
Entropy Method) algorithm. The EM (Expectation Maximisation) algorithm is
used to iteratively update parameter estimates θ,
θˆ(n+1) = arg max
θ
(



















where the last expression is the Monte Carlo extension to the EM algorithm. Here
the simulated trajectories are conditional on the observed data. Thus the issue is to
sample trajectories with parameter vector θ that are consistent with the data. This
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is achieved via rare event simulation techniques such as cross-entropy (Rubinstein,
1997). Daigle et al. (2012) compared the MCEM2 algorithm to the block update
method of Boys et al. (2008) and found that the MCEM2 took significantly longer
to run. However, they did note that although the block update loses accuracy as
molecular numbers become small the MCEM2 remained accurate.
An alternative approach to sampling the full trajectory is via a particle marginal
Metropolis Hastings (PMMH) method. This has been suggested in Andrieu et al.
(2009) and studied in more detail in Golightly and Wilkinson (2011). Similarly to
the MCEM2 of Daigle et al. (2012), the PMMH method is a way of simulating tra-
jectories from the exact model via a stochastic simulation algorithm whilst ensuring
these simulated latent paths are consistent with the observed data. This is achieved
via sequential Monte Carlo (SMC) methods, which Golightly and Wilkinson (2011)
find to be computationally burdensome. Moreover, the method performs badly in
low/no measurement error scenarios.
Two recent examples that apply their methods to real data are the delayed accep-
tance MCMC method of Golightly et al. (2014) applied to epidemic data and the
dynamic prior propagation method of Zechner et al. (2014) who model an artifi-
cially controlled gene expression system in yeast. The delayed acceptance method
of Golightly et al. (2014) is again an application of particle MCMC methods. How-
ever, in order to decrease the computational cost, sample paths are first proposed
under a fast approximation and only if these are accepted is a sequential Monte
Carlo scheme used to estimate the true latent states. In this way, their algorithm
avoids computing proposals under the true likelihood that are likely to be rejected.
This method was applied to several synthetic reaction networks and also to a real
epidemic dataset, however, when applied to data, the authors assumed there to be
no measurement error.
The dynamic prior propagation method of Zechner et al. (2014) is based on a hi-
erarchical Markov model and is applied to multiple trajectories of single cell gene
expression time series data. The authors construct a hierarchical model over the
different cells such that some parameters are assumed constant across the dataset,
whilst others are cell specific. In this way, the authors construct a marginal re-
action network over the rate constants that vary between cells, and instead only
infer sufficient statistics of the distribution of these rate constants rather than each
individual cell specific constant. The authors successfully applied their approach to
single cell time course measurements under Gaussian or log-Gaussian white noise
measurement error. Although described as a scalable approach, no indication of
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computational cost is given. Moreover, it is clear the method scales well as the
number of individual cells increases but it is less clear how well the methods will
scale as the number of observations per cell increases, particularly since it relies on
an SMC update through stochastic simulation of the latent states.
One further approach to inference on the exact MJP has been achieved through
approximate inference techniques. In these scenarios one continues to work with
the exact stochastic system but obtains only an approximation to the true posterior
density. Examples include ABC (Approximate Bayesian Computation, Beaumont
et al. (2002)) and Variational Bayes. For instance, the basic ABC algorithm takes
the following form,
1. Generate a candidate parameter set θ∗ from a prior distribution.
2. Simulate a dataset Xθ∗ using the parameter set θ
∗.
3. Evaluate the distance, d(S(Xθ∗), S(Y)), where Y is the observed data, S(.) is
a summary statistic of the datasets and d is some metric.




In this way, one obtains samples θ∗ of an approximate posterior density. If sufficient
statistics are available, as in the stochastic autologistic model of (Drovandi and
Pettitt, 2011), and are used as the summary statistics in step 3, as  → ∞, the
true posterior is recovered. If however, sufficient statistics are not available, one has
to choose the summary statistics. Fearnhead and Prangle (2012) develop a semi-
automatic approach to choosing the summary statistics when sufficient statistics are
unavailable and apply their methods to simulated data from the stochastic Lotka-
Volterra model. Alternative implementations include the gene network models of
Lillacci and Khammash (2013) who choose d to be the Kolmogorov distance between
the empirical CDFs of the datasets Xθ∗ and Y, and can be viewed as a distribution
matching approach.
An alternative approximate inference technique can be achieved through Variational
Bayes, where one approximates the posterior f(θ|y), by some density q, where q is
chosen optimally from a certain family of distributions. For example, Opper and
Sanguinetti (2010), infer the logics of two competing transcription factor interactions
within a reduced MJP and find q to optimise the Kullback-Leibler divergence where
q is restricted to the family of Markov jump processes.
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A.2 Alternative Approximations
As discussed in Section 2.3.4, there are many different ways in which one can ap-
proximate a stochastic reaction network beyond the LNA, CLE or BDA. Here, we
present a review of the different approximations that can be found in the literature.
In general, approximations to stochastic reaction networks can be categorised into
two main approaches (Kazeev et al., 2014). Firstly, there are the approximations
obtained asymptotically, which include the macroscopic rate equation, the CLE and
the LNA as already discussed in detail in Section 2.3.2. Other examples include
the Moment Closure approximations (MA), quasi-steady state approaches (QSSA)
and extensions to the LNA. As the name suggests, Moment Closure approximations
consider only the moments of the solution to the master equation rather than the
full transition density. In the case of unimolecular reactions, expressions for the
moments can be solved exactly. However, for systems with at least one bimolecular
reaction, the equations for the moments form an infinite hierarchy where each equa-
tion depends upon higher order moments. Thus moment closure approximations
consist of truncating this infinite hierarchy to obtain a closed system of equations.
Moment approximation methods (Gomez-Uribe and Verghese, 2007; Ferm et al.,
2008; Ullah and Wolkenhauer, 2009) have been used for stochastic simulations and
to study properties of the noise of a given system. However, the MA approach is
only valid under certain conditions (Schnoerr et al., 2014) and the truncation level
can be highly influential.
The quasi-steady state assumption (Rao and Arkin, 2003) enables a simplification of
stochastic reaction networks by eliminating reactions of fast dynamics that are com-
putational expensive to simulate. This is achieved by partitioning the system into
fast and slow reactions where the transition density of the fast reactions conditional
on the slow reactions is assumed to be constant in time. Thus, the system reduces to
consist of only slow reactions whose hazard rates will no longer be governed by the
law of mass action. An explicit example is given by the Michaelis-Menten dynamics






and can be reduced to the single non-linear reaction,
S −→ P,
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, where e is the total
number of enzymes and s is the number of substrates. Other examples include
models for gene expression, where one approximates the activity of the promoter
through a quasi-steady state approximation. Note that this is different to the gene
expression model considered in this thesis. Although promoter activity is modelled
only through the transcriptional function, β(t), our model remains linear and does
not assume any particular form of the promoter activity and is in fact one of the
quantities we may wish to infer. This is important since the quasi-steady state
approach has been shown to incorrectly model the intrinsic noise of the system
and moreover can be shown to produce qualitatively misleading behaviour (Thomas
et al., 2012).
The linear noise approximation was introduced in Section 2.3.2 and can be viewed
as a system size expansion of the master equation. The LNA has many advantages
for an approximation to be used for inference, however it is shown in Section 2.4,
that it has reduced simulation accuracy compared to the CLE and BDA. Conse-
quently there are several extensions to the LNA that have been discussed in the
literature for increased accuracy of stochastic simulations. First, there are the effec-
tive mesoscopic rate equations (EMREs) of Grima (2010), which are derived through
a system size expansion of the master equation. This expansion explicitly includes
terms of one order higher than the expansion leading to the conventional LNA. As
a consequence, the EMRE then includes a “correction” term that accounts for the
discrepancy between the mean of the system and the macroscopic ODE. Thus for
linear systems (systems consisting of at most first order reactions), the LNA and
EMRE will coincide.
Secondly, there is the slow-scale LNA (ssLNA) of Thomas et al. (2012). As with
the quasi-steady state approach, this method is motivated by the idea of timescale
separation, where reactions can be partitioned into fast and slow reactions. The
ssLNA is derived by marginalising the multivariate Gaussian transition density of
the LNA to obtain the reduced LNA for only the slow reactions. The authors
compare this approach to the LNA derived on a reduced QSSA stochastic system to
find significant differences in the behaviour. However, one should note that typically,
under the ssLNA, one retains more parameters than under the QSSA and so if the
aim is model reduction, the ssLNA may not be restrictive enough.
One final extension to the LNA is the recently derived conditional LNA (Thomas
et al., 2014). Derived explicitly for gene regulatory networks, the main idea is to
model the dynamics of promoter regulation exactly and then conditional on each pro-
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moter state, approximate the population dynamics of the remaining species through
the LNA. This results in an overall mixture distribution consisting of the sum of
each of the conditional LNAs. This is an interesting approach that is able to capture
bimodal behaviour that has been observed experimentally but cannot be captured
through the conventional LNA. However, this approach relies on the assumption
that promoter dynamics are regulated via unspecific effects, i.e. not by the gene
products one models through the LNA. If one knew the regulatory mechanisms of
the gene promoter, this approach could provide interesting analysis, particularly if
cells were unsynchronised. However, for our application to the Prolactin gene, little
is known about regulation and consequently, this approach is less amenable.
The second broad approach to approximating the exact MJP is through a trun-
cation of the state space of the system. For example, the finite state projection
(FSP) method (Munsky and Khammash, 2006, 2008) allows one to approximate the
solution to the master equation to any prespecified degree of accuracy. Explicitly,




P(x, t) = AP(x, t),
one can find a finite projection, PFSP satisfying,
d
dt










)∣∣∣∣∣ ≤ , and PFSP(0) = PJ(0),
where J denotes the set of states included in the projection PJ . This approach has
the advantage that one knows directly the prespecified error, which is introduced
by the approximation. The FSP method has recently been adapted by quantised
tensor trains (Kazeev et al., 2014) that reduce the computational cost and enables
greater feasibility of these truncation methods. However, one still has to choose
a truncation point and the methods will be expensive if the state space is large.
Moreover, the system size is often unknown a priori and it is therefore unclear if
the approach is feasible for the problem at hand.
Choi and Rempala (2012) also truncate the state space to implement a uniformisa-
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tion method (Hobolth and Stone, 2009) to calculate the latent path. The method
can be broken down into three parts. Consider time interval [0,t] with observed
endpoints. Let P be the matrix of transition probabilities between states of the
process X and define R = 1µP + I to be the transition matrix for a new process. It
is assumed that the state space can be truncated such that the dimension of P is
bounded and that µ is the rate of the Poisson counting process N (the number of
events/reactions occurring in [0, t)) such that the following identity is satisfied,
P(X(t) = j|X(0) = i,N(t) = n) = Rnij .
Given the above identify it can be shown that,
P(X(t) = j|X(0) = i) = exp(tP )ij .
The number of events occurring in an interval [0, t) can therefore be sampled from
the following,






Having done this, the type of events that have occurred is calculated iteratively,









, . . .
and the timings of these events are proposed uniformly on (0, t). In contrast to the
FSP method, the transition density over discrete time intervals remains unavailable
but one obtains a continuous time trajectory of the unobserved states. The main
cost of the above method is in the eigen decomposition of the generator matrix,





B.1 Transition Densities for SRNs
We show here, through the example of independent birth and simple death how one




= βP(x− 1, t) + δ(x+ 1)P(x+ 1, t)− (β + δx)P(x, t). (B.1)
In the same way as Gardiner (1985) we solve the master equation by first introducing
the generating function, G(x, t) :=
∑∞
x=−∞ z





























(x+ 1)zxP(x+ 1, t)− . . .














= β(z − 1)G. (B.2)
Method of characteristics
Thus we have a first order PDE that can be solved via the method of characteristics.













Solving the above on the characteristics dtds = 1 and
dz
ds = −δm(1− z), we have,
dG
ds
= β(z − 1)G. (B.3)
Firstly, solving the characteristics gives t(s) = s, and the second characteristic can





z(s) = 1− (1− z0)eδs
where z(0) = z0 and thus,
z0 = 1− (1− z)e−δX t. (B.4)
We can now solve the ODE (B.3) along the characteristics,
G(s) = G0 exp
(∫
s










δ (z0 − 1)eδs +B
)
where, G(0) = G0, which gives, B = −βδ (z0 − 1). Consequently,
G(z, t) = G0 exp
(
β




subject to initial condition G0 = G(z0, 0) = z
x0









































Expanding the above in terms of a power series we get,
G(z, t) = exp
(













δ (1− e−δt)x−k/(x− k)!
)
zx (B.7)
















which is a convolution of a Poisson and a binomial pdf. The above result was
derived assuming time independent kinetic rates, this is not a necessary condition,




= β(t)− δ(t)λ, λ(0) = 0,
dpi
dt
= −δ(t)pi, pi(0) = 1.
In the above example, the exact transition density can be obtained by solving the
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PDE of the generating function. In a similar way, one can often obtain the mo-
ments of other stochastic reaction networks, even when the full transition density
is intractable. However, there are many examples, where even the moments of the
system are unavailable, including autoregulatory systems with reactions of the form,
X −→ X.
B.2 Reparameterisation of the LNA
When performing inference on the gene transcription model under the LNA, it was
found that reparameterising yielded significant improvement in the mixing proper-
ties of the Markov chains. To be explicit, the reformulation of the state space model
under the linear noise approximation is given below. Throughout we let P˜ := κP








(t) ∼ N (0, σ2 ). (B.9)
Letting X(t) = (M(t), P˜ (t))T , recall that the LNA state equation takes the form,
X(t+ τ) = eJτX(t) + Ω(φ(t+ τ)− eJτφ(t)) + η(t+ τ),


















α˜M(t) + δpP˜ (t)
 ,
and φ := (φm, φp)








We note that the rescaling in the system in this way introduces a factor of κ in the
variance-covariance matrix and is therefore the term in which identifies the scaling


























































Figure B.1: Example variograms with a) calculated from a spatial field with correlation
and b) calculated from a spatial field with no spatial correlation.
B.3 Variogram
Let Z be a spatial random field defined continuously over some spatial domain D.
The variogram is defined as the variance of the difference in Z evaluated at any two
spatial locations, i.e.
2γ(x, y) = Var(Z(x)− Z(y)), for x, y ∈ D,
where the variogram is given by 2γ and γ is called the semi-variogram. Thus,
a typical variogram (or more precisely semi-variogram) for a spatial random field
subject to spatial correlation is shown in Figure B.1a). The range at which the semi-
variogram asymptotes is the range of interaction and moreover, the asymptote itself
indicates no spatial correlation at this distance. Consequently, a typical variogram
indicating no spatial correlation is shown in Figure B.1b). All implementations of
the variogram analysis have been performed with the geoR package (Ribeiro Jr and


























































































































Figure C.1: Boxplots for each individual time series for all datasets consisting of A1-A4,
P1-P2 and E1-E2.
218
















































































































Figure C.2: Recursive residuals calculated for the time series shown in Figure 4.7 calcu-
lated at the posterior median estimates obtained under a) the LNA and b) the BDA. The
left column shows the recursive residuals against index. The centre column gives a qq-plot of
the residuals with no significant deviation from normality in both cases (p < 0.05 according
to a Kolmogorov-Smirnov test for normality). The right column gives the autocorrelation of



































































































Figure C.3: Posterior densities estimated via the LNA on the subset of dataset P1. Red
lines indicate the prior density. a) shows the posterior for the non-hierarchical parameters













































































Figure C.4: Posterior densities estimated via the BDA on the subset of dataset P1. Red
lines indicate the prior density. a) shows the posterior for the non-hierarchical parameters
































































































Figure C.5: Posterior densities estimated via the LNA on the subset of dataset A1. Red
lines indicate the prior density. a) shows the posterior for the non-hierarchical parameters











































































Figure C.6: Posterior densities estimated via the BDA on the subset of dataset A1. Red
lines indicate the prior density. a) shows the posterior for the non-hierarchical parameters
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure C.7: The relationship between the pairwise correlation of the raw light intensity
time series and their Euclidean distance. The correlation coefficient has been transformed via
a Box-Cox transformation to fit a generalised additive model shown in red. The parameter
λ has been chosen optimally for each dataset and thus, the y-scales are not comparable

































































































































































































































Figure C.8: Variograms for spatial Feature 1 with top row corresponding to datasets
A1-A4, and bottom row corresponding to datasets P1-P2 and E1-E2. The dashed line



























































































































































































































Figure C.9: Variograms for spatial Feature 2 with top row corresponding to datasets
A1-A4, and bottom row corresponding to datasets P1-P2 and E1-E2. The dashed line
























































































































































































































Figure C.10: Variograms for spatial Feature 3 with top row corresponding to datasets
A1-A4, and bottom row corresponding to datasets P1-P2 and E1-E2. The dashed line






















































































































































































































Figure C.11: Variograms for spatial Feature 4 with top row corresponding to datasets
A1-A4, and bottom row corresponding to datasets P1-P2 and E1-E2. The dashed line
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