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Abstract 
Moss, L.S., Distanced graphs, Discrete Mathematics 102 (1992) 287-305. 
This paper studies model theoretic conditions that arise in the study of distanced graphs. These 
are graphs with additional relation symbols for finite distances. Every embedding of distanced 
graphs is an isometric embedding. The conditions we study are the versions of homogeneity, 
injectivity and universality for distanced graphs. There is a countable graph which isometrically 
embeds every countable graph. There is a unique countable distance homogeneous graph with 
this universal property. Its first-order theory is the model completion of the theory of distanced 
graphs. It has a unique countable connected model, but it has more than one connected model 
of each uncountable cardinality. 
1. Introduction 
Given a category % = (0, A), it is often interesting to ask whether % has a 
universal object. This is an object A E 0 such that for all B E 0 there is some 
f E Jt such that f : B+A. Typically, 0 is a class of first-order structures of some 
bounded cardinality, either a class of relational structures satisfying some axioms 
or a variety of algebraic structures. Furthermore, the morphisms in ~2 are usually 
the mappings preserving some natural property. For example, let 6’ be the 
collection of countable linear orders and .& be the order preserving maps. In this 
case, a universal linear order does exist; for example, Q, the linear order of 
rational numbers. For another example, let 0 be the countable boolean algebras, 
and let JU be the boolean algebra isomorphisms. In this case, B the free boolean 
algebra on countably many generators is universal. We should also mention that 
there are cases where universal structures fail to exist. An easy example is when 0 
is the countable fields and .4 is the mappings preserving 0, 1, and the field 
operations. 
There are two general reasons why one might ask for universal objects in the 
first place. First, the examples above suggest hat universal objects are interesting 
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in their own right. In the cases of countable linear orders and boolean algebras, 
most people have met Q and B before they ask for the existence of universal 
structures. But this is not always the case. In this paper, we reverse the process 
and are thereby led to a certain potentially interesting graph by asking for a 
universal object in a certain category. Second, by proving that a given object is 
universal, one is often led to fundamental concepts or basic results. In the above 
cases, the proofs of universality would lead one to the theory of dense linear 
orders without endpoints, and to the fact that a finitely generated subalgebra of a 
boolean algebra is finite. Even more is learned when one proves uniqueness 
results for universal objects. Universal objects are almost never unique, since one 
can usually just add a point and get a different object which is also universal. 
Usually, however, the natural universal objects are homogeneous in some sense, 
and universal homogeneous objects are unique. 
There is an additional reason to be interested in universal objects arising in 
graph theory. Rado [16] proved that there is a countable graph U which 
isomorphically embeds every countable graph. In our formulation, he considered 
the category of countable graphs and isomorphic embeddings (the maps which 
preserve the equality and edge relations in both directions). Now U can be of 
interest in finite graph theory, because random finite graphs can be seen as 
approximations to II. (We discuss this briefly in Section 9 below.) So asking a 
question about universal countable graphs might lead to productive ideas in 
discrete mathematics. 
We ask about universal countable graphs under isometric embeddings. These 
are the maps f:G + H between graphs such that for all n, d,(x, y) = n iff 
d&(x), f(y)) = n. That is, all of the finite distances are preserved. It should be 
noted that all isometric embeddings are isomorphic embeddings, but the converse 
is usually false. The simplest example is when F consists of two disconnected 
points and G is a three element chain. There are simple counterexamples when F 
is connected as well; for example, when F is a chain of four points and G is a 
cycle of five points. 
Strictly speaking, we do not work with graphs and isometric embeddings but 
rather with distanced graphs and the natural mappings in this class. We formulate 
this class in the terminology of first-order logic in order to apply results of model 
theory. Of course everything could be done in terms of graphs only, but framing 
our discussion in model theoretic terms makes the presentation more economical 
and elegant. 
Recall that the formulation of graph theory in terms of first-order logic uses a 
language with a single binary relation symbol R and takes as axioms the symmetry 
and irreflexivity of R. Identifying isomorphic models, one model of this theory is 
a submodal of another just in case the first is an induced subgraph of the second. 
For distanced graphs, we use a language 2 containing a binary relation symbol 
R together with infinitely many new binary relation symbols 
D,,,D1 ,..., D,, ,.... The axioms we take are the axioms of symmetry and 
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irreflexivity of R together with the following axioms on the new relation symbols: 
Ql(~, Y)++X =y 
4(x, y)++R(x, Y) 
D&7 Y> - Gw * - . (~z,_~)(R(x, ~1) A - * . * Rb-1, Y)) 
AlD,(X, y) A . * * A la-lb, Y) 
A distanced graph is an Z’-structure which models this theory. We use letters 
like F, G, and H to denote distanced graphs. Note that every graph can be 
expanded to a distanced graph in a unique way, by interpreting the new symbol 
D, by the set of pairs from G whose (shortest-path) distance is n. So if we are 
given a graph G in the ordinary sense, we shall use G to denote it as a distanced 
graph, without explicitly saying so. The point of introducing distanced graphs is 
not to gain expressive power - indeed no expressive power is gained in this way. 
The point is that the isomorphic embeddings of distanced graphs are exactly the 
isometric embeddings between the underlying graphs. 
If F is a substructure of G (as distanced graphs), then the inclusion map 
i:F+ G is an isometric embedding. In other words, for every path in G between 
points X, y E F, there is a path already in F from x to y which has possibly shorter 
length. We say that F is an isometric subgraph of G, and we write F 4 G. For 
example, a path between two vertices x and y of G is an isometric subgraph of G 
iff it is of length d,(x, y). For another example, if F is an induced subgraph of 
diameter 2, then F + G. 
Instead of writing G ,t D,[x, y], we almost always use the more familiar 
notation d&x, y) =n. We write d&x, y) = m when x and y are in different 
connected components of G. It should be noted that we do not have a symbol D, 
in 3’ to represent the relation of being in different connected components. This is 
because there are no first-order axioms for such a relation. 
Let X be a k-tuple from some graph G, and let J be a tuple of the same length k 
from a graph H. We write f =Ny to mean that if 1 s i, j s k and either 
d&xi, xi) <N or dH(yi, y,) =S N, then d&xi, xj) = d,(y,, y,). This notation will be 
used when N is a natural number or is ‘a)‘. In the study of distanced graphs, we 
make the following definitions: 
G is countably universal if G is universal in the category of countable distanced 
graphs and isometric embeddings. 
G is distance injective if for all finite connected F and H, if i : F + G and 
j : F+ H, then there is an isometric embedding k : H+ G such that k 0 j = i. 
G is distance finite if for every finite set S of vertices of G there is some finite 
HL~ G such that S is included in the set of vertices of H. 
G is distance full if G is distance injective and distance finite. 
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G is distance homogeneous if for every pair of tuples 2 and jj of of the same 
length such that R =, y, there is some automorphism L of G taking X to jj 
pointwise. 
Two of these definitions are adaptations from model theory and universal 
algebra. Countable universality is of course just the specialization to countable 
distanced graphs of the universality property with which we began this paper. 
Concerning the last definition, recall that a relational structure A is homogeneous 
if for every two substructures B and C of A with strictly smaller cardinality than 
A, and for every isomorphism i : B+ C, there is an automorphism j of A 
extending i. Our condition of distance homogeneity is weaker than homogeneity 
of distanced graphs, but in the countable case the concepts coincide. 
Our main results are as follows: There exists a countably universal graph. 
There is a unique distance homogeneous countably universal graph, and it is 
distance full. There is a graph which is not distance finite. There is a unique 
countable connected distance full graph, but for every uncountable cardinal K, 
there is more than one connected distance full graph of cardinality K. 
Over thirty years ago, Fraisse [7], Jonsson [lo], Morley and Vaught [15], and 
others studied conditions on classes of relational structures which were sufficient 
to guarantee the existence of universal structures. In the next section, we make 
the point that the general results of model theory concerning the existence of 
universal structures do not apply to distanced graphs. We want to be very clear in 
this paper that our results are not merely specializations of facts known in much 
greater generality. 
2. A (usually) sufficient condition for universal structures 
Bell and Slomson [l, p. 2031 summarize classic results of model theory 
concerning the existence of universal relational structures. Here is an adaptation 
of their Theorem 3.5 (Jbnsson’s Theorem), simplified greatly by our restriction to 
the countable case: 
Proposition 2.1. Let % = (0, JU) be a category whose objects are finite and 
countably infinite first-order structures. Assume that ‘G: has the following 
properties : 
(i) Zf A E 0 and A = B, then B E 0’. 
(ii) Zf A, B E 0 are finite, then there is some finite C E 0 and maps f : A + C and 
g:B+Cfrom JU. 
(iii) (The Amalgamation Property) Zf i : A + B1 and j : A ---, B2 are maps from JH 
between finite objects from 0, then there is a finite C E 0 and k : B1+ C and 
l:Bz+Cfrom~suchthatk~i=I~j. 
(iv) % is closed under unions of chains. 
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(v) Zf A E 6 and S is a non-empty finite subset of the universe IAl of A, then 
there is some finite B E 6 such that B is a substructure of A and S E \B\, 
(vi) There are only countably many isomorphism types of jinite structures in 6. 
Then C has a unique universal homogeneous structure. 
This result implies the existence of countable universal structures in practically 
all of the know interesting cases. (One exception is the class of planar graphs and 
edge-preserving maps, where K, is universal. In that case, the only proof I know 
is to simply quote the Four Color Theorem, and to remark that a 4-coloring of a 
graph can be thought of as an edge-preserving map into the planar graph K4.) 
The only conditions which are not trivial to verify in concrete cases are (iii) and 
(v). For distanced graphs, we verify the Amalgamation Property (iii) in Section 3. 
Condition (v), specialized to the case of distanced graphs, requires that every 
distanced graph be distance finite. This happens to be false; a counterexample is 
presented in Section 6. Thus we cannot conclude on the basis of standard results 
of model theory alone that there exist countably universal graphs. 
(In uncountable powers, an analog of Proposition 2.1 does hold. It implies that 
if K is an uncountable cardinal and K<~ = K, then there is a universal distanced 
graph of cardinality K. The Lowenheim-Skolem Theorem implies the analog of 
(v), and the cardinality condition insures the analog of (vi).) 
One might contrast this situation with that of the ordinary theory of graphs. 
Rado [16] showed that the class of graphs does have a countable universal 
structure and his paper gives an explicit construction of such a graph U. However, 
conditions (i)-(vi) above do hold for ordinary graphs. Condition (v) is trivial in 
this case, since if S is finite, then the subgraph of A induced by S is a finite 
substructure of A. S,o the existence of Rado’s graph follows from Proposition 2.1. 
It should be noted that Proposition 2.1 would not help in getting the explicit 
construction of U, only in proving its existence. 
3. Isometric embeddmgs 
We will need a few general constructions concerning isometric embeddings. 
First, let G be a graph, and let S be a set of vertices of G. We define a new graph, 
cane(S) as follows. Start with S, and for every unordered pair {x, y} from S 
which belong to the same connected component of G, add a chain of length 
d&x, y) between them. The chains that are added consist of points which do not 
belong to G, and there are no other edges besides what is on the chains. This 
insures that for x and y from S, d,,,,(x, y) = d&x, y). Note as well that if S c T, 
then can,(S) is isometrically embedded in can,(T). 
The next general construction is a simple extension property for graphs. Let F 
be any graph, let S be a set of vertices of F, and let c : S+ (1, 2, . . . }. Define a 
new graph H as follows: Let z * be a point not in F. For each x E S, let Q, = x and 
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Zx,c(x) = = *. For 0 < i -=z c(x), let z,,~ be a new point. By ‘new’ we mean that such a 
point z,,~ does not belong to F and also that distinct subscripts give different 
points. The vertices of H are the vertices of F together with the new points. The 
edges of H are the edges of F together with the pairs {(z~,~, z,,~,,): 0~ i s 
c(x) - l}. So for each x E S we have a fundamental path from x to z’, 
x, z&l, . . * 9 G,c(,)-I, z* 
of length c(x). Note that if x and y belong to F, then every path from x to y that 
lies in H but not in F contains z*. And every path from x+ to x is either the 
fundamental path from z or contains the fundamental path from some vertex 
y~Ssuchthaty#x. 
The Extension Lemma. 
(i) F 9 H iffor all x, y E S, dF(x, y) 6 c(x) + c(y). 
(ii) dH(x, z*) = c(x) f or all x E S #for all x, y E S, c(x) s dF(x, y) + c(y). 
Proof. The necessity of the conditions on the right is by the triangle inequality. 
The sufficiency argument proceed by induction on the distances in H. (An 
example of such an argument can be found in the proof of the next result.) •! 
The most frequent application of this lemma in this paper will be in the 
situation where G is connected, F L, G, S = F, z* E G - F, and c(x) = d&x, z*). 
In this case the triangle inequality of G implies the right hand sides of (i) and (ii), 
so F c, H and for all x E F, d&x, z*) = d&x, z*). 
We also need a strong form of the amalgamation property for distanced graphs. 
Let G and H be distanced graphs. Let G @H be the graph whose vertex set is the 
union of the vertex sets of G and H, whose edge set is defined similarly. 
The Strong Amalgamation Lemma. Suppose that for all x, y E G fl H, d,(x, y) = 
dH(x,y). Then GqGCBHund H%GCBH. 
Proof. Suppose towards a contradiction the conclusion is false. Let m be least 
such that either for some x, y E G, m = dc&x, y) < d,(x, y), or for some 
x,y~H, m=&BH (x, y) < dH(x, y). We may assume that the first holds, and fix 
a minimal path in G Q3 H that witnesses this. The vertices on this path cannot all 
be vertices of G because the path would be a path in G. This is because the 
vertices of G acquire no new edges in G @H. In that case the length of the path 
would be at least d&x, y). Similarly, the path cannot lie completely in H or x and 
y would belong to G n H and the length of the path would be at least 
dH(x, y) = d,(x, y). Thus the path contains some element z1 E G - H and also 
some element z, E H - G. The subpath between z1 and z2 must contain some 
w E G rl H, and w #x, y. Using the induction hypothesis twice and the triangle 
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inequality, we get a contradiction as follows: 
&&X, y) = &@H(% n’) + dceH(w> Y) = 6(x, w) + dGY(w, Y) 2 dG(X~ Y). q 
From this we see that the category of distanced graphs has the Amalgamation 
Property. 
The Amalgamation Lemma. Zf i : F + G, and j : F --, G2, then there is a graph H 
and two isometric embeddings k : G1 +HandI:G,+Hsuch thatkoi=Ioj. 
Proof. Let (Y: G2+ Z be an isomorphism such that aoj = i and Z II G1 = i[F]. The 
Strong Amalgamation Lemma applies to Z and G,. Let k : G1 + G1 CB Z be the 
inclusion. Let 1: G2-, G, CD Z be 1’ 0 a, where 1’ is the inclusion 1’ : I--, G, CI3 I. 0 
4. Characterizations of distance fullness 
As we mentioned in the introduction to this paper, the existence of universal 
countable graphs under isometric embeddings does not follow from general 
model theoretic results. Nevertheless, there are some definitions and theorems of 
model theory that do apply. The one which seems most appropriate and elegant 
for our study is that of an existentially closed structure. In this section, we review 
the definitions, state the basic properties, and connect this concept with distance 
fullness. 
Recall that a formula @(v,, . . . , v,) of a first-order language is .& if it is of the 
form 
(%)(3w2) - - * (%idVL(~, a>, 
where r# is quantifier-free. 
Let T be theory in some first-order language 2’. A model d of T is existentially 
closed if it satisfies the following condition: 
Let a,, . . . , a,, be a tuple from A and let #(v,, . . . , v,) be a _X1 formula 
in R If there is an extension .28 2 & which is also a model of T, and if 
Bb#[a,, . . . , a,], then already .&k #[al, . . . , a,]. 
For background and examples, cf. e.g., [9, Ch. 31. 
Theorem 4.1. The following are equivalent properties of a distanced graph G: 
(a) G is existentially closed. 
(b) G i.r distance injective, and every finite set S of vertices of G is included in a 
finite isometric subgraph of G isomorphic to can,(S). 
(c) G is distance full. 
(d) Let H be any (finite) connected graph, let m be any natural number, 
suppose 2 and 7 are tuples of length m from H and G, respectively, and suppose 
that f =_ J. Then for all x* E H there is some y * E G such that i, x* =m jj, y *. 
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Proof. (a) j (b): Suppose that i : F +- G and j : F + H are isometric embeddings 
and H is finite and connected. We may assume that F = G II H. Let F be listed as 
{fl, . . . , fn}, and let H be listed as {hi, . . . , h,}. Consider G @ H, and notice 
that 
G CBHk(3wJ. -. Dd(f;,h,)(Ui, wj) > [fi, . . . ,$I], 
l<j-sn 
This formula is 2i. So by existential closure, G is a model of the same formula at 
those points. This gives points inside G whose distance relations to each other 
and to the points in F are the same as those in H; so H be isometrically 
embedded in G. (Note that it is crucial that H be connected here, because the 
subscripts on the D’s must be natural numbers.) 
This proves that G is distance injective. Let S be a finite subset of G. We may 
assume that the points of S lie in the same connected component of G. Now 
can,(S) is a finite connected graph. The same argument as above gives an 
isometric embedding of can,(S) into G extending the inclusion of S into G. 
(b) j (c): This is obvious. 
(c) * (d) : SUPP ose that H, X, J, are as above, and let x* E H be arbitrary. We 
may assume that for all i, x* #xi. Let F be a finite isometric subgraph of G 
containing jj. We apply the Extension Lemma. Let G = F, S = {yl, . . . , y,,}, let 
z* be some new point, and for each yi, let c(yJ = d&xi, x*). The fact that H is 
connected makes c(y,) finite for all i. By the Extension Lemma, we get a graph 
F’ including F and containing z*. The triangle inequality in H and the hypothesis 
that X=,J imply that F C, F’ and that for all i, d,,(yi, z*) = dH(Xi, x*). By 
distance injectivity, there is an isometric embedding k: F’+ G extending the 
inclusion of F into G. We take for our point y * the point k(z*). 
(d) 3 (a): S u PP ose we know (d) for finite H. Let xi, . . . , x, be a tuple from G. 
We assume at the outset that this tuple is arranged so that there are 
l<&<i,<... <i, s n such that the r sets 
{Xl, . . . , xill3 lxi,+l, . . . 7 xi2}> * . . Y {Xi,, . . . , X,} 
are a partition of these points according to their connected component. Let 
@(vi, . . . , v,) be a Z1 formula in 2’. Write this formula as 
(Zlw,) -. - (~w,)IJJ(~, W) where ‘1’ is quantifier-free. 
Suppose that G’ is an isometric extension of G which contains points 
Yl, * * * 7 y, such that G’ k v[Z, jj]. Let N be the large enough so that I/J is built 
from the relation symbols R, Do, D1, . . . , DN For each yj which does not belong 
to the same connected component of G as any xi, add a chain of length N + 1 
from yj to xi. Call the resulting graph G”. Now each yj is in the same connected 
component as some Xi. As tuples from G’ and G”, 2, jj =NX, y. So G”k I/J[~, jr]. 
Let H = can,&{xr , . . . , x,, yl, . . , , y,}). H is a finite graph, and HI= I@, 71. 
It need not be connected, but every component of H does contain some xi. 
Distanced graphs 295 
Consider the set {x1, . . . , xi,}. We can list the connected component of H 
which includes this tuple as xi, . . . , xi,, a,, . . . , a,. As tuples from G and 
H, xi, . . . , Xi, =mX1, . . . ) Xi,. By applying (d) t times, we obtain a tuple 
b 1,. * * > b, from G such that xi, . . . , xi,, bI, . . . , br=,xI, . . . , Xi,, a,, . . . , a,. 
Now we do this for the other sets of the X’S, and at the end we put all of the 
tuples together, with the x’s first. Note that each yj occurs as some a point, so that 
some b point is chosen to correspond with it. We rename all of the b points 
chosen at any step to get a tuple Z. As tuples from G and H, X, 2 == X, y. Thus 
G b I+!@, Z], and therefore G k @[Xl. 0 
As a consequence of the theorem, we get a quick proof of the very existence of 
distance full graphs. Recall a general result concerning existentially closed 
structures: For any first-order class K closed under unions of chains, and any 
structure & from K, there is an existentially closed $53 from K extending .vJ. The 
cardinality of 973 may be taken to be the larger of X0 and the cardinality of [Sal. 
This immediately implies that countable distance full graphs exist, since the class 
of distanced graphs is obviously closed under unions of chains. Moreover, since 
the class of distance full graphs is closed under connected components, we now 
know that countable connected distance full graphs exist. 
The characterizations of Theorem 4.1 also provide us with a first-order theory 
of distance full graphs. 
Theorem 4.2. There is a theory T in the language of distanced graphs whose 
models are exactly the distance full graphs. T is the model completion of the theory 
of distanced graphs. T is complete, decidable, and admits elimination of 
quantifiers. 
Proof. A set of axioms for T may be obtained from Theorem 4.1(b), or from the 
finite version of Theorem 4.1(d). The remaining assertions of the theorem can be 
proved in several ways, and we outline one way which might be of independent 
interest. Consider the following property of a graph G, a variant of Theorem 
4.1(d): 
(e) Let H be any graph, let N < ~4, suppose i and 7 are tuples of the same 
length from H and G, respectively, and suppose that X = ZNjj. Then for all x* E H 
there is some y* E G such that 3, x* =NJ, y*. 
In (e), H need not be connected. A construction using the Extension Lemma 
shows that distance fullness implies property (e). (In fact, (e) also implies 
distance fullness.) 
Now a simple induction shows that if G and H are both distance full, if R =*NY 
are tuples from these graphs, and if #(ti) is a formula of quantifier rank N whose 
only relation symbol is R, then G k @[Z] iff H k @El. Since every formula is 
equivalent to one whose only relation symbol is R, we derive the following key 
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fact concerning satisfaction and distance full graphs: if X =, jj, then for all $(a), 
G k #[X] iff H b $b]. 
This just says that T is submodel complete. In particular, T is complete. Since 
T is clearly recursive, it is decidable. Now submodel completeness implies 
elimination of quantifiers - cf. exercise 3.1.17 of [4], a standard compactness 
argument - and model completeness. Since every distanced graph has a distance 
full extension, we conclude that T is the model completion of the theory of 
distanced graphs. 0 
When we consider countable graphs, we can state a further equivalence. 
Theorem 4.3. Let G be a countable graph. Then G is distance full iff G 
biometrically embeds every finite connected graph and is distance homogeneous. 
Proof. Suppose that G is countable and distance full. Then a back-and-forth 
argument using characterization (d) of Theorem 4.1 (taking G for H) shows that 
G is distance homogeneous. And G isometrically embeds every finite connected 
graph by distance injectivity. 
Conversely, suppose that G has these two properties. We verify condition (d) 
of Theorem 4.1. Let H be a finite connected graph, and suppose that X, J and 
x* are as in the hypothesis. We know that there is an isometric embedding 
k: H+ G. Now 9 = g k(2), so by distance homogeneity, there is an automorph- 
ism 1 of G such that yj = (L 0 k)(xj) for all j. Let y * = (L 0 k)(x*). Cl 
Corollary 4.4. There is a unique countable connected distance full graph. 
This corollary is proved by another back-and-forth argument. 
Henceforth, we use U, to denote the unique countable connected distance full 
graph. One thing which we would like to know about U, is whether it has a 
simple presentation in terms of other mathematical structures. We have in mind 
something like the many presentations of the Rado universal graph U. For 
example, the following presentation is essentially taken from Bollabas [2]: 
U = (0, {(i, j): the ith prime divides j, or vice-versa}). 
We know of no analog for U,, though it is obviously a recursive graph. 
5. Countably universal graphs 
This section contains existence and uniqueness results for countably universal 
graphs. 
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Theorem 5.1. Every distance injective graph isometrically embeds every countable 
connected graph. 
Proof. Let G be distance injective, and let X be any countable connected graph. 
Fix an enumeration {xi: i E CO} of the vertices of X. Let F, = canx({xi: i <n}). 
We may assume that if m < n, then F, 4 F,. Each F, is a finite connected graph. 
By distance injectivity, we construct a chain of isometric embeddings i, : F, + G 
with the property that if m <n, then i, = i, 1 F,. That is, iO is the empty 
embedding, and i,,+I is obtained by injectivity from i,, and the inclusion F, L, F,,,. 
Now let i:X-, G be given by i&J = in+l(x,). This map is an isometric 
embedding. 0 
Variations on this argument show that every countable connected graph can be 
embedded into U, in 2Ko many ways, and that U, has 2’0 many automorphisms. 
Corollary 5.2. A countable collection of copies of U, is the unique distance 
homogeneous countably universal graph. 
Proof. Let G be distance homogeneous and countably universal. Then G has 
infinitely many connected components, and each is distance homogeneous and 
embeds every countable connected graph. By Theorem 4.3, every component of 
G is distance full. It follows that G must be a countable collection of copies of 
17,. Going the other way, we already know that the disjoint union of countably 
many copies of U, is distance homogeneous, and by the last result it does 
isometrically embed every countable graph. 0 
We collect in the next lemma some of the basic properties of distance injective 
graphs. 
Lemma 5.3. Let G be distance injective. 
(4 Y2cd(x,y)< m, then there are infinitely many pairwise disjoint paths from 
x to y. 
(b) Lf d(x, Y) < 00, then for all n E w there is some z E G such that d(x, z) = n 
and d(y, z) = n + d(x, y). 
(c) For all v E G, the subgraph N, induced by the neighbors of v in G is a 
model of the theory of the universal graph U (the almost-sure theory of graphs). 
Proof. For (a), fix x f y, and fix n. Let F be a path from x to y in G. Let H 
consist of x and y together with n pairwise disjoint paths of length d(x, y), so 
between them. Note that F c, G and F c, H, so by distance injectivity it follows 
that x and y are joined by at least IZ pairwise disjoint paths in G. This proves (a), 
and (b) is similar. 
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Finally, we check (c). We need to see that for all disjoint finite sets X and Y 
contained in N,, there is a point x E N, which is a neighbor to each point in X and 
no point in Y. Now {v} U X U Y is isometrically embedded in G since it is of 
diameter two. Call this graph F, and let H be this graph with a new neighbor x of 
all the points in {v} U X. F 4 H, and so distance injectivity implies that there is a 
point x in G as desired. •i 
We close this section with a final property of countable distance injective 
graphs. 
Proposition 5.4. Let G be countable, connected, and distance injective. Then G 
has a hamiltonian path, and G has an eulerian path. 
Proof. Let {g,: i E CO} enumerate the vertices of G. We construct a hamiltonian 
path by making successive extensions. That is, we will construct a sequence 
(c,: n E w) of finite injections, each from some natural number to G. (For 
simplicity, we are only constructing one-way paths.) And g, will belong to the 
range of c,. Let c0 = (0, go). If the range of c, contains g,+i, then let c,+i = c,. If 
not, let g* be the last element in its range. By Lemma 5.3(a), fix a path in G from 
g* to &+I which is disjoint from the range of c,. Let c~+~ be c, with this path 
concatenated on the end. 
The construction of an eulerian path is similar. 0 
6. Nondistance tinite graphs 
Recall that a graph G is distance finite if every finite set of vertices of G is 
included in a finite isometric subgraph of G. We mentioned in the introduction 
that there are graphs which are not distance finite, and this section has an 
example. 
The concept of distance finiteness was introduced independently by Manaster, 
Remmel, and Schmerl [12]. (They called the concept localfiniteness, but this term 
has a different meaning in graph theory.) They constructed a nondistance finite 
graph. We are going to give a somewhat simpler example, and then we are going 
to use it to give a different nondistance full graph which isometrically embeds 
only a few finite graphs. Manaster, Remmel, and Schmerl also proved the 
interesting theorem that every planar graph is distance finite. 
Lemma 6.1. There is a chain of finite graphs 
&c&c-.acT,c--- 
such that T, is an induced subgraph of T,+l, and the only isometric subgraph of 
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T, containing To is T, itself. Moreover, the union T = LJ, T, is not distance finite. 
Proof. Let {a,: i E o}, {bi: i E o}, and {ci: i E o} be pairwise disjoint sets with 
the additional property that if i fj, then ai # aj, and similarly for the b’s and c’s. 
The graph T has these points as vertices, and its edges (considered as unordered 
pairs) are those of the following forms: 
for i E w. The graph T, is the induced subgraph of T determined by {a,, bi, ci: i s 
m>. 
Here are the important facts about these graphs: For all i, dT(ati, ati+J = 2, 
because a2i+2 is a neighbor of both points. In fact, it is the only neighbor of a2i 
and a2i+l, SO d,+, (azi, a2i+l) = 3. Also, dT(azi, b2i) = 2. Since Czi+l is the only 
neighbor of these two, we also have dT,(a,i, bz) = 3. 
Let H be an isometric subgraph of T, and suppose that To is an induced 
subgraph of H. We show by induction on m that T, is an induced subgraph of H. 
(The same argument shows that the only isometric subgraph of T, containing To is 
T, itself.) The statement is obvious for m = 0. Suppose it true for m, and let 
T, c H 9 T. If m is even, say m = 2i, then since a2i and b2i belong to H, c2i+l E H 
by a fact from above. Similarly, azi+l, b2i+l E H. Therefore T,,, c H. On the 
other hand, if m is odd, say m = 2i + 1, then since a, and a2i+l belong to 
H, a2i+2 E H. Similarly, b2i+2, c2i+2 E H. Therefore T,,, c H. 
T is not distance finite because To is not included in a finite isometric 
subgraph. 0 
Now that we know that nondistance finite graphs exist, we should ask for the 
relation between distance finiteness and other concepts of this paper. Unfortun- 
ately, we do not know whether distance injectivity or distance homogeneity imply 
distance finiteness. (However, the conjunction of these properties does imply 
distance finiteness.) 
Conjecture. There is a graph G which is distance injective but not distance 
finite. 
The reason that it seems to be hard to construct such a graph is that the 
construction of a distance injective graph by iterated amalgamation works against 
the construction used to build T. If one takes T, or any graph for that matter, and 
then builds the simplest possible distance injective extension via repeated 
amalgamation, then the resulting graph is provably distance finite. 
We also do not know whether every distance homogeneous graph is distance 
finite. In the countable case, an answer to this question might be a step towards a 
classification of the distance homogeneous graphs. We should mention in this 
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connection that Cameron [3] has classified the finite distance homogeneous 
graphs. They turn out to be precisely those graphs with the property that for 
every pair of 6-tuples i and jj such that 2 =, jr, there is some automorphism L of 
G taking f to y pointwise. Also, Lachlan and Woodrow’s classification of the 
countable ultrahomogeneous graphs [ll] gives a classification of the countable 
distance homogeneous graphs of diameter 2. This is because a graph of diameter 
2 is distance homogeneous iff it is ultrahomogeneous. 
7. Uncountable distance full graphs 
There are many countable distance full graphs, but only one is connected. It is 
natural to ask whether this generalizes to the uncountable case. That is, are there 
more than one connected distance full graph in each uncountable power? 
We answer this question negatively in Theorem 7.1 below. Our proof is based 
on model theoretic concepts and results: Ehrenfeucht-Mostowski models and 
w-stability (cf., e.g., [14]). Our main result is a minor variation on a lemma from 
[13] which shows that theories which are not o-stable are not categorical in any 
uncountable power. 
Let C be the complete graph on countably many vertices {ci: i E o}. Let D be 
the graph on Xi vertices {d,: a< K,} with no edges. Let f :X1+ P’(w) be an 
injection. Let E be the graph formed by taking C and D, and adding the set of 
edges {(d,, ci): i Ed}. N ow E is a connected graph. So there is a distance full 
F extending E of cardinality X1. We may assume that F is connected, since we are 
only interested in the connected component containing E. 
We want to consider one-types over C. These are sets of formulas with one free 
variable V; the formulas might contain constants for the elements of C. For 
example, for each countable LY, there is a one-type 
Z=(V) = {R(v, ci): i Ed} U {iR(v, c;): i $f(a)}. 
Our definitions above imply that d, realizes the type Z,(V). The important point 
is that different d, realize different types over C. Therefore E realizes 
uncountably many types over the countable set C. This observation verifies that 
the theory of distance full graphs is not o-stable. 
Theorem 7.1. For every uncountable cardinal K, there are two non-isomorphic 
connected distance full graphs of cardinal@ K. 
Proof. Suppose not, and fix a cardinal K such that there is exactly one connected 
distance full graph of cardinality K. 
Recall the graph F constructed above. It was a connected, distance full graph of 
size Ki, and it realizes uncountably many types over a countable subset C. By 
compactness, F has an elementary extension G of size K in which some element of 
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C has K neighbors, We can assume that G is connected, since the component of C 
has size K. Once again, uncountably many types over C are realized in G. 
Second, we use the Ehrenfeucht-Mostowski theorem to build a distance full 
graph H of cardinality K generated from a set X of indiscernibles of size K. We 
may assume that the subgraph induced by X is a clique, since every distance full 
graph contains infinite cliques. (The following is general statement of the 
construction that we use here; cf. [14], 2.4 and 2.5: suppose that in some model ti 
there are infinitely many pairs (a, b) such that a #b A @(a, b) A $(b, a). Then 
for every infinite linear order (X, <) there is a model 93 = .& of size 1x1 such that 
X is a set of indiscernibles in 9, and for all x # y from X, 93 k +[x, y].) The 
reason we make X a clique is to insure that H has a connected component of size 
K. But H, like every Ehrenfeucht-Mostowski model built from a theory in a 
countable language, has the property that for every countable S z H, only 
countably many types over S are realized in H. (This is shown in [14, Th. 5.21.) 
This same fact holds for each connected component of H, since deleting 
components does not increase the number of types realized. So we may assume 
that H is a connected distance full graph of size K. 
By hypothesis, G = H. But then if we take S = C, we conclude that only 
countably many types over C are realized in G, and this is a contradiction. q 
We conclude this section by building a connected distance full graph of 
cardinality X1 which contains a vertex with only countably many neighbors. One 
reason why we are interested in this is that it implies that there is no first-order 
theory of distance homogeneous graphs. The key step in the construction is 
Lemma 7.2(b) below. Part (a) of the lemma is a kind of converse; it will not be 
used in the sequel. 
Lemma 7.2. (a) Let G be distance full and a E G. Then G - {a} is distance full. 
(b) Let G be countable and distance full, and let a E G and b $ G. Then there is 
a distance full graph G+ whose vertex set is G U {b} such that G c, G+ and in 
G+, a and b are neighbors. 
Proof. For (a), note first that G - {a} 4 G. This is a consequence of Lemma 
5.3(a). We verify condition (d) of Theorem 4.1. Fix H, 2,jj, and x*. So as tuples 
from G and H, i ==y. Let H’ be obtained from H by the Extension Lemma, 
where we add a new point z* whose distance to each xi is d,(Xi, x*). Note that 
H’ is connected. Now apply (d) to G and H’, twice, to obtain points y, and y, 
such that i, x*, z* =_ 1, y,, y2. Let y* be any one of the points yI and y2 which is 
different from u. 
Part (b) is harder, and we use the Omitting Types theorem. We may assume 
that G is connected. 
Let 9’ be the language 2 augmented by a set of new constants {cx: x E G}. We 
regard G as an Y-structure in the obvious way. Let 9” be 9’ with one additional 
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new consant d. Consider the P-theory 
T = Th&G) U {d fc,: c E G} U {R(c,, d)}. 
Since Q has infinitely many neighbors in G, T is consistent. Consider the type 
We seek a model of T which omits this type. It is sufficient to show that T locally 
omits Z(v). 
So let G(v) be a formula of Y, and let H L T U {(~v)(c#J(v) A u #d)}. We may 
assume that G is an 2” substructure of H, so G c, H. Let xi, . . . , x, be such that 
the constants in 4 are c,,, . . . , cxn and possibly d. Let rj.~(U, V, w) be a formula of 
2%’ such that ~[ullcX,, . . . , u,Icxn, d/w] = C#L Instantiating w to d and using the 
fact that d $ G, 
Hk(%)(3w)(+(fi, v, W)AR(W, C,)h W#U, A ***AW#U,, A V#W)[X ,,..., X,]. 
The formula above holds in G by model completeness of the theory of distance 
full graphs. Let y and z be such that 
G k (r#, tJ, W,) A R(W, C,) A W # U1 A * . . A W #U, A ‘U # W)[XI, . . . , X,, y, z]. 
This implies that z #xi for all i and that z # y. 
Construct a new graph G* by using the Extension Lemma. Let F be the graph 
G here, S = G - {z}, z * some new point, and for all x E S, c(x) = d&z, x). For 
all x E G except z, d,.(z*, x) = d&t, x), and G L, G*. G* extends to a distance 
full graph G’. We consider G’ to be an 2” structure by interpreting each c, by x 
and d by z*. By model completeness, G’ kTh&G). In addition, z* $ G, and 
G’ kR(c,, d). So G’ k T. 
Using everything we know about z and z*, we see that as tuples from the 
distance full graphs G and G’, 
Xl, . f . ,x,,y, Z”mXi,. . . ) x,9 y, z*. 
Therefore 
G’ L q(k v, W)[XI, . . . , x,, Y, z*l. 
(This follows from elimination of quantifiers. In this situation we could also 
assume that G’ is countable, and then it would follow because G’ is distance 
homogeneous.) So G’ k $(v)[y]. F rom this we conclude that #(v) A v = cy is 
consistent with T. In this way, T locally omits 2(v). Thus T has a model which 
omits Z(V). 
Theorem 7.3. There is a connected distance full graph G of cardinality K, which 
contains a vertex with countably many neighbors and a vertex with uncountably 
many neighbors. 
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Proof. Consider U,, and fix at the outset some vertex a in this graph. 
Let G, for a c X, be defined as follows. Let GO = U,. Given G,, let G,,, be 
obtained from Lemma 7.2, where we take the countable G, for G, some b, $ G, 
for b, and the a fixed above. It is important that the same a is taken each time. At 
limit stages we take unions. This defines G, for LY < X1. This sequence has the 
property that a < /I implies G, c, GO. Let G be the union of this chain. 
For each a<<,, G,rG. It f 11 o ows from this that G is distance full. The 
points whose distance from a is at least three do not acquire new edges at any 
stage. This is because all of the new edges join some point b, to a point x whose 
distance to a in G, is at most two. If x happens to belong to GO, then 
d,(x, a) c 2 as GO L, G. Therefore there are infinitely many points in G having 
only countably many neighbors. 
Finally, a has uncountably many neighbors in G. (In any case, a connected 
uncountable graph must have a point with uncountably many neighbors.) 0 
8. First-order expressivity of properties of distanced graphs 
Results in Section 4 imply that distance injectivity and distance fullness are 
first-order properties. In this section, we examine the situation with the other 
properties of this paper. 
First, consider the property of distance finiteness. We claim that this property is 
not first-order. So we exhibit two elementarily equivalent models, one distance 
finite and the other not. Let G be the disjoint union of the graphs T, from Section 
3. G is distance finite. 
Add three new constants a, b, and c to the language. Consider a theory T* 
which consists of Z%(G), the sentences of the original 9 true in G, together with 
&(a, b), D,(b, c), D,(u, c) and sentences $n for 3 c 12 < o. Here &, says that 
“For all ul, u2, . . . , KJ,, it is not the case that {a, b, c, v4, . . . , v,} is a connected 
isometric subgraph.” 
We claim that T* is consistent, and to see this we need only note each finite 
subtheory of T* is satisfied by G, where we interpret the new constants by the 
copies of a,,, b,,, and co in T, for some sufficiently large IZ. By Lemma 6.1, the 
only isometric subgraph of T, containing {a,,, b,,, co} is T, itself. Let H k T*, so 
(the reduct of) H is elementarily equivalent to G. Suppose towards a contradic- 
tion that S = {a, b, c, h4, . . . , h,} is a finite isometric subgraph containing a, b, 
and c. We may assume that these points lie in the same connected component of 
H. So the diameter of S is at most IZ. Further, if x and y are any two points from 
S, then there is a path from x to y composed of points from S. This verifies the 
long conjunct in the definition of tin. So H k &[a, b, c, h4, . . . , h,], and this is a 
contradiction. 
Second, consider distance homogeneity. We already know that U, is both 
distance full and distance homogeneous. In contrast, the graph G from Theorem 
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7.3 is distance full. But it is not distance homogeneous, since there is no 
automorphism of G which interchanges two points with different numbers of 
neighbors. Since the theory of distance full graphs is complete (by Theorem 4.2), 
there is no first-order theory capturing distance homogeneity. 
Finally, despite the fact distance injectivity and distance fullness are first-order 
properties, they are not finitely axiomatizable. This can be proved directly, by 
showing that every for every finite set S of axioms of distance injectivity there is 
some N such that S has a distance finite model which does not embed K,. We 
omit this easy Lowenheim-Skolem argument. 
9. An existence conjecture for finite graphs 
It would be useful to have finite graphs which in some sense approximate U,. 
To make this precise, we recall the ‘extension axioms’ @,, used by Rado to show 
that U isomorphically embeds every countable graph. In words, @,, says that if X 
and Y are disjoint sets of vertices of size at most n, then there is a vertex which is 
a neighbor of each point in X and no point in Y. U is the unique countable model 
of these axioms. An interesting and significant fact is that each Qn is true in some 
finite graph. In fact, by well-known results of Erdiis and Renyi [5], the 
probability that a random graph of size N (assuming an edge probability of 4) 
satisfies &, tends to 1 as N tends to infinity. (A proof can also be found in [2], and 
something more general is shown in [6].) This result is important because when 
one wants to prove something about the first-order properties of almost all finite 
graphs, it is usually easier to work with U than to carry out a series of 
probabilistic arguments. For example, Grandjean [S] uses this strategy to evaluate 
the complexity of the set of first-order sentences true in almost all finite 
structures. One model theoretic consequence of the probabilistic result is that the 
theory of U has the finite model property: every finite subtheory has a finite 
model. 
Conjecture. The theory of distance full graphs has the finite model property. 
Call a graph G n-distance injective if for all isometric embeddings i : F --, G and 
j : F --, H with H a connected graph of size Sn, there is an isometric embedding 
k : H-, G such that k 0 i = j. Our conjecture implies that for all n there is a finite 
n-distance injective graph. The universal graph U is 3-distance injective, so by the 
result of Erdas and Renyi mentioned above, almost all finite graphs are 
3-distance injective. The smallest 3-distance injective graph has 6 vertices. 
At this time I know of no finite 4-distance injective graphs. 
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