Bioinformatics analyses frequently yield results in the form of lists of genes sorted by, for example, sequence similarity to a query sequence or degree of differential expression of a gene upon a change of cellular condition. Comparison of such results may depend strongly on the particular scoring system throughout the entire list, although the crucial information resides in which genes are ranked at the top of the list. Here, we propose to reduce the lists to the mere ranking of the genes and to compare only the ranked lists. To this end, we introduce a measure of similarity between ranked lists. Our measure puts particular emphasis on finding the same items near the top of the list, while the genes further down should not have a strong influence. Our approach can be understood as a special version of a two-dimensional Kolmogorov-Smirnov statistic. We present a dynamic programming algorithm for its computation and study the distribution of the similarity values. The performance on simulated and on real biological data is studied in comparison to other available measures. Supplementary Material is available online (www.liebertonline.com/ cmb).
INTRODUCTION M
any biological or bioinformatics results come in the form of ranked lists of genes. Typical examples comprise database searching with, for example, BLAST, which results in a list of similar sequences ranked by their p-value, or gene expression experiments, where one obtains a ranked list of genes differentially expressed under two conditions. A question, however, that is hardly ever asked is, how similar are two ranked lists. Yet, the ability to compare ranked lists would seem useful in many applications. In gene expression studies, for example, it would allow comparing different experiments. For database search output, it might be used to compare different search methods. In fact, different web search engines have been compared by comparing the ranked lists of the URLs which they identified ( Jacso, 2005) .
Phrasing the comparison problem on the ranking is tempting in particular when the values, based on which the ranking was performed, are not readily comparable between different lists. This situation arises, e.g, upon comparing gene expression experiments performed with different technologies. In this case, the hope is that comparing the experiments solely based on gene ranking might avoid introduction of artefacts due to normalization routines. This problem has become particularly pressing with the advent of RNAsequencing (RNA-seq), or whole transcriptome shotgun sequencing. RNA-seq has become the leading technology for examining gene expression and has largely substituted for microarrays. However, the two methods have fundamentally different underlying statistical models. Consequently, it is a challenge to interpret the biological findings: how can we evaluate the similarity of experimental results across different platforms? Is it feasible to simply compare the ranked lists of genes?
In this paper we study the problem of comparing ranked lists, put forward a novel similarity measure for ranked lists, and compare it to existing approaches. The key feature of these ranked lists is that the interesting genes are accumulated at the top of the list or, for down-regulated genes, at the bottom. The order of the other genes is unimportant and yet it is generally hard to draw a cut-off, above which we hope to find the bulk of the interesting genes. This distinguishes the comparison of ranked lists from simply comparing two vectors of ranks, say by Spearman correlation coefficient or Kendall's tau. Both of these measures look for conservation of order from top to bottom of the list.
In fact, the GSEA program (Subramanian et al., 2005) captures this emphasis on the top of the list quite clearly, albeit relying on a discrete set of genes to which a given ranked list is compared. In as far as this discrete set may itself be derived by introducing a cut-off in a list sorted according to some criterion, GSEA answers a specialization of our question of comparing two ranked lists.
A number of methods for comparing ranked lists in the sense described have been proposed in the literature. One class of approaches is based on the intersection of the sets consisting of a fixed number k of top-ranking genes (Ein-Dor et al. 2006; Jurman et al., 2008; Qiu et al., 2006; Zucknick et al., 2008 ) . The similarity score from Yang et al. (2006) , termed ''overlapping score,'' drops the restriction to a fixed cutoff by integrating an exponentially weighted overlap count over all possible cutoffs k. An alternative approach assesses the overlap above a cutoff using a hypergeometric distribution while varying the cut-off k. The similarity then is determined by the the hypergeometric probability at the cut-off that gives the most significant overlap between the top ranking gene sets (Eden et al., 2007; Fury et al., 2006; Roider et al., 2009) . The resulting hypergeometric p-value is not a p-value for the similarity of the two lists due to testing over many possible cutoffs.
GSEA is based on the observation that if a set is irrelevant with respect to a particular ranked list, then the genes from the set will be uniformly distributed over the list. This method then tests for violation of this assumption, essentially by a Kolmogorov-Smirnov test. Our approach to comparison of two ranked lists generalizes this: When two ranked lists have nothing to do with each other, the two-dimensional scatter plot of the rank in the first list versus the rank in the second list will show a two-dimensional uniform distribution. We propose a restricted version of a two-dimensional Kolmogorov-Smirnov statistic, which also captures our expectation that for two similar lists there should be rank conservation at the top of the lists. A special feature of our set-up is that per row or column of the scatter plot there is exactly one dot, such that, even in the random case, we are not really looking at a uniform distribution. We thus call our proposed similarity measure ''R2KS-score'' for Restricted 2-Dimensional KolmogorovSmirnov score.
Two-dimensional generalizations of the Kolmogorov-Smirnov statistic have been studied before (Peacock, 1983; Fasano and Franceschini, 1987 ) . There, samples from astronomy are tested for twodimensional uniformity. Our problem differs in two ways. First, we want to design a similarity measure rather than a statistical test. Testing is not in our focus, because in biological applications we usually have large numbers of data points. Second, the one-dot-per-row/column property introduced above implies an additional specification on the data.
This similarity measure we put forward is expected to give high similarity values for identical or near identical list. The lowest scores should be obtained for pairs of lists that are chosen by random process, while lists with more or less the same genes accumulating at the top should be in between. For R2KS, we will test for this behaviour, both on biological examples, and by systematically generating pairs of lists under a generative model that mimics differential gene lists. We will also use it in a biological application to interpret the score as a measure for the similarity of biological conditions. A simple dynamic programming algorithm for the computation of the score will be presented. For the un-weighted version of our similarity measure, we will also provide numerical evidence allowing to estimate the p-values for pairs of lists.
METHODS

Definition of R2KS-score
The comparison of two ranked lists of genes can be graphically illustrated in a scatter plot. If the two lists are completely unrelated to each other, the genes from one list should be uniformly distributed throughout the other list. Such an example is shown in Figure 1 , yielding an approximately uniform distribution in twodimensional space. Note, however, that in contrast to a sample drawn from a two-dimensional uniform distribution each row or column contains exactly one dot, because each gene occurs once per list. If the same genes tend to accumulate at the top of the two lists, in this depiction one would expect to see a concentration of dots in some lower left rectangle. Our measure aims to quantify this effect by comparing the observed density of genes in such a lower-left rectangle with the expected density. Like for the Kolmogorov-Smirnov statistic, we take the difference between the two densities at the point where this difference becomes maximal. We call this score R2KS for restricted two-dimensional KolmogorovSmirnov statistic. The term ''restricted'' refers to the fact that we are not really looking a two dimensional uniform distribution but allow only one dot per row or column.
Formally speaking, when two ranked lists L1 and L2 of length N each are under investigation, let A i,j be the
, whose indices i and j are positions from L1 and L2, respectively. Let U be the whole space Fig. 1 for illustration. For each entry of i · j, R i,j is defined as:
The number of genes in area
The R2KS score R* is then defined as:
A special situation arises in the application of ranked list comparison to gene expression lists, where both up-and down-regulation may be biologically interesting. In this case, we propose to calculate the R2KS score separately from top and bottom, where the score for the bottom of the list is computed simply by reversing the ranked lists and applying the same procedure. The final score is defined as the larger score of the two separate runs. This rule ensures that the absence of either up-or down-regulated genes would not compromise the overall score as would be the case when taking, for example, the average of the runs (Boulesteix and Slawski, 2009 ).
Distribution of R2KS-score
For the purpose of determining p-values for the R2KS-score, randomization is always an option. However, it is desirable to describe the distribution of the R2KS-score in a manner independent of the 
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length N of the lists. For the standard Kolmogorov-Smirnov statistic, the dependence of the significance level on the number of data points n goes with 1= ffiffi ffi n p . The same behavior was observed for the twodimensional Kolmogorov-Smirnov statistic in Peacock (1983) . In our case, n is fixed to the list length N. As a hypothesis, we tested the correction with 1= p N also for our restricted two-dimensional case. To this end, we define the normalized score ffiffiffiffi N p Á R and compute its distribution for different lengths N. Figure 2 shows a plot relating normalized R2KS-scores from randomly generated lists of different length with the negative logarithm of the empirical p-values. Due to the normalization, the distributions have become nearly identical. This suggests that one can tabulate p-values from simulation and use the same length-normalization as for the Kolmogorov-Smirnov statistic.
Weighted version of R2KS
For practical applications we also employ a weighted version the R2KS-score. The motivation here is to inform the R2KS score about the user's expectation within which interval from the top the informative genes will be found. Each gene is assigned a weight w k . We propose to use a pivot in the ranked list which conceptually divides important genes from the rest. We keep the number of important genes deliberately large by having it account for roughly 20% of the whole list. For genes above the reference point, the weight is defined as follows:
where h is the distance from the pivot. For the rest of the genes, a w k of 1 is assigned. When two ranked lists are compared, a gene k has a different w k in each ranked list and the smaller one is chosen. Thus, in the weighted version of R2KS, R 0 i‚ j is defined analogously to before:
And again, the R2KS score is defined to be the maximum of R 0 i‚ j .
Algorithm
The R2KS score is the maximum of equation 4. We give a simple dynamic programming algorithm that computes rectangles from lower left to upper right. Unfortunately, we cannot economize and restrict attention to the actually occuring dots for candidate top right corners of a rectangle. For example, let two genes fall at the points [2, 7] and [9, 3] , respectively. The entries [2, 7] and [9, 3] are surely candidates, but [9, 7] is a candidate too, because it is the smallest rectangle that covers both genes. Therefore, our algorithm 
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calculates every entry of R 0 i‚ j using dynamic programming in O(N 2 ), which is the same order of the number of the candidates in the worst case:
Algorithm A simple dynamic programming algorithm that calculates the R2KS score 
In the algorithm, we assert M[i][j] to be P k2A i‚ j w k , which can be proved by mathematical induction. The time complexity of the algorithm is dominated by calculating each entry of M. Since each step in the loop can be done in O(1), the total time complexity is O(N 2 ).
RESULTS AND DISCUSSION
Simulation scenario
We first evaluate the behavior of the R2KS-score by applying it to simulated data. Rather than perturbing permutations, we perturb the underlying experimental data. Consider a microarray experiment where two conditions are compared using several replicates per condition. We will simulate pairs of lists at varying degrees of perturbation of differential expression. Emphasis is placed on maintaining stability at the top of the list, while perturbing the values more strongly as one goes down the list. Then, these lists will be converted into ranked gene lists in order to study the effectiveness of comparing ranked lists.
We use an experiment from the literature (Lamb et al., 2006 ) (build02, batch 767, tanespimycin) as our source of real data. The degree of change of a gene's expression is usually measured using a t-statistic. The gene has an observed mean and variance under each of the two conditions and the replicates provide us with a variance. Let the difference between the means be m, and the estimate of the variance be r 2 . To obtain simulated data we want to draw the perturbed values for each gene from a t-distribution with mean m and standard deviation r, and let df be the degree of freedom for the t-distribution. Since in some cases the standard deviation may be very small-which contradicts our intention to produce randomly perturbed measurements-we define a new standard deviation r 0 for each gene as ffiffiffiffiffiffiffiffiffiffiffiffiffi ffi r 2 + r 2 p , where r is the average over the standard deviations of all genes. An increased perturbation is then implemented by multiplying r 0 with a fudge factor x. Then we sample the t-values of each gene from a t-distribution (m,x $ r 0 ,df), and order them to get a new ranked list. Ties are broken randomly. Such generated ranked lists have the desired similarity and will be used as standard to compete with different methods. However, the independent sampling of each gene loses certain information like co-expression of genes, and as a result the simulation data lack some biological depth.
To verify that ranked lists generated by this simulation scenario show the desired behavior, Figure 3 displays scatter plots for three pairs of ranked lists when the fudge factor x goes from 1, through 3 to 10. 
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Comparing different measures
We now compare the R2KS score with previous methods of comparing ranked lists. The alternative approaches as given in the Introduction are the hypergeometric model for overlap probability (Eden et al., 2007; Fury et al., 2006; Roider et al., 2009 ) and the overlapping score due to Yang et al. (2006) implemented in the package OrderedList (Lottaz et al. 2006) . Default parameter settings from this package are used. To include a method that is not based on ranking, the Euclidean distance between the original data vectors is also employed in the comparison. This is used in microarray analysis after normalization between experiments (Hughes al., 2000) . We execute all comparisons among 100 simulated lists with varying degrees of randomness, leading to 4950 comparisons per setting. Table 1 gives the mean and standard deviation of each group of tests.
The results show that generally the measures are monotonic in the fudge factor, with the slight exception of the overlapping score for very high fudge factor. The hypergeometric score distinguishes well for low fudge factors but resolves badly for higher ones, especially in light of the high standard deviation there. Likewise, in the overlapping score the standard deviation for higher fudge factors blurs the distinction between the averages. R2KS both in the un-weighted and the weighted version has a low standard deviation and resolution is maintained up to a fudge factor of 20. The Euclidean distance performs as well as R2KS, albeit using the actual value of log fold change rather than ranks. It is reassuring that the information loss upon moving to ranks seems to be limited.
From amongst these three methods for ranked list comparison, the iterated hypergeometric test and the R2KS-score are more similar to each other in their design. Both R2KS and iterated hypergeometric score assess the amount of surprise in the overlap between top-ranking gene sets. One class of method does this using the hypergeomtric p-value, the other using the difference between observed and expected amount of overlap. Both approaches vary the cutoff to look for the most significant overlap. The overlapping score in contrast integrates over the overlap counts after assigning exponential weights to the counts.
Application to clustering of biological data
To test whether the R2KS-score is a reasonable measure on biological data, we compare microarray clustering results produced produced with R2KS-score to a published clustering from the literature. Since it is so well studied we utilize the yeast compendium data (Hughes et al., 2000) . A hierarchical clustering based on Euclidean distance among 127 experiments is published in the supplementary material of the original article. For comparison, we have computed a hierarchical clustering based on the pair-wise R2KS score of the same set of experiments. Our tree is shown as Supplementary Figure 1 (see online Supplementary Material at www.liebertonline.com/cmb), and the original tree can be found in the supplementary material of Hughes et al. (2000) . Although it is notoriously difficult to compare two hierarchical trees, visual inspection of the two trees shows considerable agreement. For example, spotting hybridization aep2 in the Hughes tree shows its closest neighbors as ymr293c, msul, yer050c, and rml2(**13). In our R2KS based tree, its neighbors are exactly the same. Although only one anecdote, this indicates that in principle rank based clustering can obtain similar results to accepted, score-based clustering. Next we turn to comparing across different gene expression technologies. With the recent improvements in the efficiency, quality and cost of massively parallel sequencing, RNA-seq is now an alternative way for high-throughput studies of gene expression. However, the statistical model for RNA-seq is very different from that for microarray experiments making the direct comparison between RNA-seq and microarray results difficult. Ranked gene lists are a possible bridge to connect these two different technologies and we exemplify such a connection by investigating tissue-specific expression experiments from both technologies: Microarray experiments from the Novartis gene atlas done with Affymetrix Human Genome U133A arrays (Su et al., 2004) and RNA-seq experiments done with Illumina Genome Analyzer (Wang et al., 2008) . The RNA-seq data is mapped to Affymetrix probe sets in the U133A array and RPKM normalization is used. Additionally a pseudo count is added to the expression levels to mimic the background noise in microarray experiments.
The benefit of tissue-specific expression experiments is that, independent of the technological plattform, one expects the same genes to mark a certain tissue in both experiments. This is why we use such a data set as a benchmark to evaluate the comparison measure. However, with this design, we lack the control group to determine the differentially expressed genes that best characterize the tissue that they are supposed to represent. To compromise, an artificial control tissue is defined by taking the median expression of each gene within one platform. The ranked lists are then ordered by the fold change between tissue-specific expression and expression in the artificial control tissue. Ties are broken randomly. We present the result for weighted R2KS, while the un-weighted version is shown in Supplementary Figure 2 .
The lists for each of the two technologies show a strong within-plattform similarity. Therefore, we concentrate on the between-technology comparisons. Figure 4 shows the similarities between Illumina (RNA-seq) experiments on the horizontal axis and Affymetrix experiments in the rows. Rows and columns are each arranged according to a clustering, such that similar rows and similar columns, respectively, are displayed close to each other. On the bottom left of the matrix there is a dark cluster linking two Illumina brain profiles with a number of Affy brain experiments. One column further to the right the Illumina Lymph node experiment shows strong similartiy to a group including Affy lymphnode together with bone marrow, salivary gland, thymus and tonsils. Further on to the right, the Illumina testis profile is matched up with a number of testis related tissues generated with Affymetrix arrays. The next adjacent column to the right contains a liver cluster. The following column is annotated MAQC UHR which refers to ''universal human control.'' It happens to show similarity to liver and lung. Next, skeletal muscle and heart rows and columns match up correctly. Adipose tissue and colon from Illumina show little similaritiy to any of the Affy lists. Lastly, on the top right there is a large cluster linking healthy and tumour breast tissue and cell lines from Illumina with a number of cancer cell lines and immune system cells from Affymetrix. The plot generated with the unweighted version of R2KS shown in the Supplementary Material contains essentially the same results, although it is less clear and harder to interpret. Overall, however, this analysis shows clearly that even after the gene lists from different technologies are reduced to their mere ranks, the R2KS-score is still capable of recovering their similarity.
CONCLUSION
We have designed the R2KS-score in order to measure the similarity between ranked lists of genes, where we expect to see an accumulation of the same genes at the top of each list. The order of the genes further down is unimportant to the comparison. Since a priori no cutoff is known, we take an approach that tests for a good cutoff. We have tried to show that our measure captures this intuition. By applying it to a comparison between microarray generated expression data and RNA-seq data, we have given an example that the rank-based comparison is useful.
The R2KS-score draws on the intuition of a two-dimensional Kolmogorov-Smirnov statistic and constitutes a similarity score between ranked lists. In the un-weighted case, the simulation shows that the distribution of the R2KS-score for lists of different length is almost the same after normalization by multiplying by ffiffiffiffi N p (Fig. 2) , which is exactly the same property as in the Kolmogorov-Smirnov statistic. Unfortunately, for the weighted case we do not see a way to make a similar statement, since the influence of the exact weighting scheme would need to be accounted for. Therefore, one needs to resort to separate simulations for each length in order to determine statistical significance of the similarity of two ranked lists 
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under the weighted R2KS-score. Nevertheless, introducing a weighting helps to interpret the ranked list correctly, because the design of biological experiments cares only for the most differentially expressed genes, which amount to 5-10% of total genes, and other genes are often not truly randomly distributed at the bottom or even in the middle of the ranked lists. Ranked lists are not unique to gene expression. Indeed, many biological results come in the form of ranked lists of genes. A typical example is database searching with BLAST, which results in a list of similar sequences ranked by their p-value. Moreover, different web search engines have also been compared through the ranked lists of the URLs they identified ( Jacso, 2005) . The common feature of ranked lists is that the items in the list become less and less important and degenerate into random noise. R2KS appropriately models this behaviour and we show that it can be a useful tool to compare ranked lists across different technological platforms or sources.
