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1. Introduction
Intra-only video coding is awidely used codingmethod in professional and surveillance video
applications. This fact is partly due to its ease of editing and partly due to the significant
amount of computational complexity required by motion estimation, which results hard to
adopt in real-time video systems. In the H.264/AVC standardization process (Richardson,
2003) the compression performance of Intra coding was significantly improved by the adop-
tion of spatial prediction in Intra frames, which have permitted the H.264/AVC coder to ob-
tain a higher compression gain with respect to the previous coding standards, like JPEG2000
(Cho et al., 2007). The pixels of the current block are predicted using the reconstructed pixels
of neighboring blocks interpolated along different orientations, which result closely related
to the characteristics of the image correlation (Cappellari and Mian, 2004). In the first ver-
sion of the H.264/AVC standard (Joint Video Team, 2002), the spatial prediction is limited to
either blocks of 4× 4 pixels or whole macroblocks (MBs) of 16× 16 pixels. In the FRExt ex-
tension of the standard (Joint Video Team, 2004), blocks of 8× 8 pixels are considered too. As
a consequence, the computational complexity of an exhaustive rate-distortion optimization
significantly increases because of the number of different partitioning modes and prediction
directions. In order to overcome this problem, a wide variety of complexity reduction strate-
gies, together with the introduction of novel hardware accelerators, have been proposed in
literature.
Pan et al. (2005) propose a fast Intra prediction algorithm that extracts the image features using
Sobel edge operators and chooses the predictor according to their statistics. In a similar way,
the approaches by Pan et al. (2004) and by Ryu and Kim (2007) extract the directional features
of each frame and use them to estimate the most probable prediction modes. The solutions
proposed by Xin et al. (2004) and by Jeong and Kwon (2007) evaluate the distortion produced
by prediction in the transform domain, while (Kim et al., 2006a) suggest extracting jointly
the features of each block from both pixels and transform coefficients. In addition, temporal
correlation existing between adjacent frames can be used too, as it is shown by Xin and Vetro
(2006).
Many approaches employ early-termination decision in order to reduce the amount of compu-
tation (Lorás and Amiel, 2005). This makes the computational complexity significantly vary
according to the processed video sequence (see the strategy proposed by Yong-dong et al.
(2004) as an example where the relative reduction of coding time varies from 40% to 70%),
and therefore, an a priori estimation of the resulting cost is not possible. At the same time, the
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performance of the algorithm varies according to the coded sequence like in the case of the
approach by Kalva and Christodoulou (2007) where a machine learning algorithm is used to
select the best prediction mode among a reduced set of candidates.
With respect to these methods, the design of a complexity reduction strategy that permits
controlling the amount of required computation provides several advantages, such as
• the possibility of adapting the algorithm to devices with different computational capa-
bilities and power supply;
• an accurate estimation of the autonomy of battery-powered coding devices;
• the possibility of enabling power saving configurations that gradually reduce the com-
putational complexity (at the cost of a worse rate-distortion optimization) according to
the remaining battery charge.
The solution presented in the following computes for each 4× 4 prediction mode the prob-
ability that it minimizes the cost function with respect to the other ones. According to this
probability distribution, the algorithm elects a limited set of modes (the most probable ones)
as possible “best-mode” candidates and computes the cost function for each of them. The prob-
ability estimation is performed using a low-cost Belief-Propagation (BP) strategy that exploits
the statistical dependence among adjacent blocks. In the end, the algorithm checks whether it
is worth merging the blocks together or not.
In the following, Section 2 will describe the Intra prediction process in the H.264/AVC FRExt
coder and the related complexity problems. Section 3 presents how different solutions try to
cope with the computational issue by designing appropriate low-complexity Intra prediction
strategies. Then, Section 4 will present the proposed algorithm that estimates the best-mode
probability for each prediction orientation from the previous coding results. The estimated
probability distribution permits computing a reduced set of candidate modes. In second step,
the algorithm chooses whether it is worth merging blocks together or not. Experimental re-
sults, presented in Section 5, will show that the performance of the algorithm compares well
with other solutions, and in addition, that the computational complexity can be controlled by
increasing or decreasing the number of candidate modes. Final conclusions will be drawn in
Section 6.
2. The Intra coding mode in the H.264/AVC FRExt standard
Like many of the previously-proposed video coders (ISO/IEC JTC1, 2001; ITU-T, 1995; ITU-
T and ISO/IEC JTC1, 1994), the H.264/AVC standard adopts a hybrid coding scheme that
combines traditional transform coding with a predictive coding approach (see Fig. 1). The
adoption of low-complexity integer transform decreases the compression efficiency of the
transformation procedure for the sake of a lower computational complexity; it is possible
to compensate this decrement in the coding gain by predicting the input signal from pixels
belonging to the previous frames or to the previously-coded blocks.
The input video frames captured by the camera are partitioned into macroblocks of 16× 16
pixels, and each macroblock can be divided into blocks of 4× 4 or 8× 8 pixels which can be
predicted according to the chosen coding mode. For Inter macroblocks (i.e. temporally pre-
dictedmacroblocks), from the previously-coded frames the coder selects a predictor block that
approximates well the current one and identifies it using a motion vector (MV). This selection
is performed via a motion search process, which considers all the blocks whose coordinates
lie within a given search window and chooses the one that minimizes a given distortion met-
ric. As for Intra macroblocks, the current block is predicted using the neighboring pixels
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Fig. 1. Block diagram of the H.264/AVC coder.
belonging to previously-coded blocks and interpolating their values according to a set of lin-
ear equations. The residual signal after prediction is then transformed and quantized into a
set of integer coefficients whose values are converted into a binary bit stream. The size of the
adopted integer transform can be either 4× 4 or 8× 8 depending on the chosen macroblock
partitioning. Since the adopted transforms are not orthonormal, the quantization unit needs
to compensate this fact by rescaling the quantization steps for the different coefficients de-
pending on the spatial frequencies. As a consequence, the set of quantization steps associated
to a given distortion level is referenced using the Quantization Parameter QP, which assumes
integer values in the range [0 51] and is exponentially proportional to the quantization step
according to the equation
∆ = Ki,j 2
QP/6 (1)
where Ki,j is a rescaling factor that depends on the spatial frequencies (i, j) and on the adopted
quantization matrix. Then the block of coefficients is dequantized, inversely- transformed,
and summed to the corresponding predictor block in order to reconstruct the coded signal. In
the following, the chapter will be focused on the spatial Intra prediction.
Since the earliest stages of its standardization process, the Intra coding mode of the
H.264/AVC codec has been characterized by block-based spatial prediction. The pixels in
the current block are predicted from the neighboring ones according to a spatial predictor
which is chosen among a set of possible standardized candidates (see Fig. 2 as an example for
the Intra4x4mode).
More precisely, each candidate predictor is computed from the neighboring pixels of the upper
and the left macroblocks interpolated along an assigned spatial directions. The H.264/AVC
standard defines a finite set of directions whose number can vary from 4 up to 9 accord-
ing to the coding mode of the block. At first, two Intra coding modes were defined, named
Intra4x4 and Intra16x16 respectively. The first one performs spatial prediction on blocks
of 4× 4 pixels and has a set of 9 candidate predictors (reported in Fig. 2), while the second
one predicts a whole macroblock of 16× 16 pixels choosing one predictor among a set of 4
(see Fig. 3). As for the Chroma component, only 4 modes were standardized defining an Intra
prediction on 8× 8 blocks. With the extension of the coding standard (H.264/AVC FRExt), a
www.intechopen.com
Signal Processing244
novel Intra8x8 mode was introduced using 9 possible candidates on Luma blocks of 8× 8
pixels (Joint Video Team, 2004). Experimental results (Cappellari andMian, 2004) have shown
that the performance of spatial prediction coding in the H.264/AVC coder depends on the
efficiency of the chosen directional predictor in modelling the characteristics of the signal.
Given the Intra macroblock coding mode M (M = Intra4x4,Intra8x8,Intra16x16), the
default Intra coding strategy implemented in the reference H.264/AVC coder tests for the cur-
rent block all the possible predictor blocks associated to the set of available prediction modes
and chooses the mode m that minimizes the Lagrangian cost function
L(m) = D(m) + λ R(m). (2)
The value R(m) is the bit rate needed to code the current mode m in the bit stream, D(m) is the
distortion metric, and λ is a Lagrange multiplier that weights the influence of both distortion
and bit rate in the cost function (Sullivan and Wiegand, 1998). In finding the best prediction
mode, the distortion D(m) is measured using the Sum of Absolute Differences (SAD) between
the predicted block and the original one in order to limit the required computational complex-
ity. Since the best prediction mode m for the current 4× 4 block is strongly correlated with the
modes chosen for the spatially-neighboring blocks, in the H.264/AVC standard the bit rate
R(m) is coded after estimating the most probable prediction mode according to the modes
of the upper and left blocks (Joint Video Team, 2004). The same rate distortion strategy is
adopted to find the best Intra macroblock coding mode M, where the distortion metric D(M)
is the Sum of the Squared Differences (SSD) between the original macroblock and the recon-
structed one in place of the SAD. Depending on the adopted distortion metric (SAD or SSD),
the value of the parameter λ is linearly or quadratically proportional to the adopted quanti-
zation step. The derivation process of the parameter λ for the reference H.264/AVC coder is
reported in a work by Wiegand and Girod (2001), where λ is set to
λ = 0.85 2QP/6 when using SAD and λ = 0.85 2QP/3 when using SSD. (3)
The distortion metric in eq (2) permits choosing the coding mode that could be slightly sub-
optimal in terms of distortion but requires a lower amount of bits.
In the following, the chapter will give amore detailed description about each predictionmode,
how it is chosen, and how it is coded in the bit stream.
2.1 Spatial prediction on 4× 4 blocks
The baseline Intra coding mode defined within the H.264/AVC standard is the Intra4x4
mode, which partitions the macroblock into 4 × 4-pixels blocks and chooses for each block
a spatial predictor out from a set of 9 possible standardized candidates. In Figure 2 all the
9 possible modes are reported (for a detailed description including the formulas to estimate
the pixel values of each predictor see the standard release by Joint Video Team 2004). Note
that each mode is associated to an identification number that is closely related to its average
best-mode probability, i.e. the probability of being chosen as best prediction mode for the cur-
rent block. As a consequence, vertical and horizontal modes, which are the most frequently
adopted prediction orientations, are assigned to the numbers 0 and 1. Since the best predic-
tion mode m for the current 4× 4 block is strongly correlated with the modes chosen for the
spatially-neighboring blocks, in the H.264/AVC standard the bit rate R(m) is coded after esti-
mating themost probable predictionmode according to themodes of the upper and left blocks
(see Joint Video Team (2004)). The variable most_probable_mode is defined as the mini-
mum between the modes of the neighboring upper and the left blocks. Whenever estimating
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Fig. 2. Possible predictors for Intra4x4macroblock coding mode of H.264/AVC standard.
the best predictionmode m for the current block, the parameter R(m) is equal to 1 or 4 since the
coder at first signals with one bit whether the chosen mode equals most_probable_mode
or not. In case m and most_probable_mode differs, the coder requires 3 additional bits to
signal the correct predictors.
2.2 Spatial prediction on 16× 16 blocks
The adoption of spatial predictions on 4× 4 blocks imply that the video coder has to specify 16
prediction modes for each Intra4x4macroblocks with a consequent waste of coded bits. In
addition, during the standardization process of the H.264/AVC architecture, preliminary ex-
perimental results had shown that spatial orientation of neighboring blocks does not change
wherever the image is highly stationary (uniform regions). In these situations, the same re-
sults had also shown that performing spatial prediction on wider blocks proved to be more
effective since a reduced number of prediction modes need to be specified. As a consequence,
the H.264/AVC video coding standard was enabled with the additional Intra16x16 coding
mode, which predicts the whole macroblock using the pixels of the upper and the left mac-
roblocks lying along the borders. In this case, 4 possible orientations were defined and, after
performing the 4× 4 integer transform on each residual block within the macroblock, an ad-
ditional 4× 4 Hadamard transform is applied on the DC coefficients (Joint Video Team, 2004).
Figure 3 reports a graphic representation of the possible Intra prediction modes. Anyway,
the extension of the H.264/AVC standard to other applications and video formats brought
the need of defining an additional Intra prediction mode operating on the intermediate 8× 8
blocks.
2.3 Spatial prediction on 8× 8 blocks
Initially conceived for video communication and video streaming applications on low band-
width channels, the standard H.264/AVC was successively extended to the transmission and
storage of high definition video. As a drawback, the 4 × 4 integer transform was no more
suitable for wider video formats, and therefore, an additional 8× 8 integer transform was in-
cluded in the standard. In addition, experimental results showed that performing the block-
based spatial prediction on 8 × 8 blocks proved to be effective for a wide number of mac-
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Fig. 3. Possible predictors for Intra16x16macroblock codingmode of H.264/AVC standard.
roblocks. As a result, the Intra8x8 coding mode was introduced within the standard as an
additional feature which has to be included in all the decoders implementing the highest pro-
files (Joint Video Team, 2004). The Intra prediction on 8× 8 blocks has 9 different prediction
orientations similar to those defined for the 4× 4 blocks. In this case, the neighboring pixels
are initially smoothed by a low-pass Finite Impulse Response (FIR) filter and then used to
generate the predictor blocks. The coding strategy for the prediction mode is the same for the
mode Intra4x4 (see Fig. 4). In this case, the variable most_probable_mode can be com-
puted from neighboring 4× 4 blocks too (see the standard draft by Joint Video Team, 2004 for
more details).
2.4 Spatial prediction on chrominance blocks
For input video signals in the YUV 4:2:0 format, which is the main format supported by the
standard H.264/AVC (however, other formats are supported), everymacroblock of luminance
pixel is associated to two 8× 8 pixel blocks in the U and V components respectively. Spatial
prediction is also performed on these blocks considering neighboring pixels from the upper
and the left macroblock. In this case, the characteristics of the chrominance signals do not
require a wide range of possible predictor modes to perform an effective spatial prediction,
and therefore, only 4 modes are defined within the standard similar to those defined for the
Intra16x16mode despite the fact that the indexing is changed (see Fig. 3).
The default Intra coding algorithm tests all these possible choice and chooses the one that
provides the best rate-distortion performance in terms of the metric of eq. (2). In the following
we will present some solutions that permit obtaining a coding efficiency comparable to that
of the extensive method and require a limited computational complexity.
A B C D E F G H
T
S
R
Q
I J
X
W
V
U
PONMLKZ
0 (vertical)
A B C D E F G H
T
S
R
Q
I J
X
W
V
U
PONMLKZ
1 (horizontal)
A B C D E F G H
T
S
R
Q
I J
X
W
V
U
PONMLKZ
2 (DC)
A B C D E F G H
T
S
R
Q
I J
X
W
V
U
PONMLKZ
3 (diagonal down−left)
A B C D E F G H
T
S
R
Q
I J
X
W
V
U
PONMLKZ
4 (diagonal down−right)
A B C D E F G H
T
S
R
Q
I J
X
W
V
U
PONMLKZ
5 (vertical−right)
A B C D E F G H
T
S
R
Q
I J
X
W
V
U
PONMLKZ
6 (horizontal−down)
A B C D E F G H
T
S
R
Q
I J
X
W
V
U
PONMLKZ
7 (vertical−left)
A B C D E F G H
T
S
R
Q
I J
X
W
V
U
PONMLKZ
8 (horizontal−up)
www.intechopen.com
Spatial prediction in the H.264/AVC FRExt coder and its optimization 247
0 1 2 3 4 5 6 7 8 9−1 10 11 12 13 14 15
3
2
1
0
7
6
5
4
9
8
10
11
12
13
14
15
0 (vertical)
0 1 2 3 4 5 6 7 8 9−1 10 11 12 13 14 15
3
2
1
0
7
6
5
4
9
8
10
11
12
13
14
15
1 (horizontal)
0 1 2 3 4 5 6 7 8 9−1 10 11 12 13 14 15
3
2
1
0
7
6
5
4
9
8
10
11
12
13
14
15
2 (DC)
0 1 2 3 4 5 6 7 8 9−1 10 11 12 13 14 15
3
2
1
0
7
6
5
4
9
8
10
11
12
13
14
15
3 (diagonal)
A B C D E F G H
T
S
R
Q
I J
X
W
V
U
PONMLKZ
0 (vertical)
A B C D E F G H
T
S
R
Q
I J
X
W
V
U
PONMLKZ
1 (horizontal)
A B C D E F G H
T
S
R
Q
I J
X
W
V
U
PONMLKZ
2 (DC)
A B C D E F G H
T
S
R
Q
I J
X
W
V
U
PONMLKZ
3 (diagonal down−left)
A B C D E F G H
T
S
R
Q
I J
X
W
V
U
PONMLKZ
4 (diagonal down−right)
A B C D E F G H
T
S
R
Q
I J
X
W
V
U
PONMLKZ
5 (vertical−right)
A B C D E F G H
T
S
R
Q
I J
X
W
V
U
PONMLKZ
6 (horizontal−down)
A B C D E F G H
T
S
R
Q
I J
X
W
V
U
PONMLKZ
7 (vertical−left)
A B C D E F G H
T
S
R
Q
I J
X
W
V
U
PONMLKZ
8 (horizontal−up)
Fig. 4. Possible predictors for Intra8x8macroblock coding mode of H.264/AVC FRExt stan-
dard.
3. Overview of the existing Fast Intra Prediction methods
Most of the fast Intra coding algorithms reduce the computational complexity by identify-
ing the spatial orientation of the current block and selecting an appropriate set of candidate
modes without performing a complete testing of all the possible predictors (Pan et al., 2005).
At the same time, these algorithms select the MB partitioning (Intra4x4 or Intra16x16)
that suits better to the current macroblock. Many methods rely on early termination solution,
where the best predictor search is terminated before testing all the available modes whenever
the resulting distortion is lower than a given threshold. Other solutions analyze the charac-
teristics of the block to be coded in order to identify the most suitable prediction mode. These
methods test the different predictors according to a hierarchical order or process the input
block using some edge detection operators to create a set of possible candidate modes. The
outcomes of these operations are used to infer the spatial orientations of the block to be coded
and identify, as a consequence, the associated prediction mode. In most of the solutions pre-
sented in literature, the number of tested modes or operations depend on the characteristics
of the input video signal, and as a consequence, the required computational complexity varies
without permitting an a priori estimation. In the following some of these methods are shortly
presented.
3.1 Fast Intra Prediction using edge detection operators
Since the efficiency of the spatial prediction relies on identifying accurately the orientation
of the spatial correlation, many approaches try to infer this feature from the coded video
signal using some edge detection operators. One of the first approaches that perform fast
Intra prediction estimation was proposed by Pan et al. (2005). When evaluating the Intra4x4
mode, the input 4× 4 block is processed using vertical and horizontal Sobel operators, and
the outcoming values are stored in a histogram with 9 bins associated to the different modes.
www.intechopen.com
Signal Processing248
These values are used to estimate a set M of possible candidate modes. The mode with
the highest probability, together with the two modes that result the closest to it and the DC
prediction mode, is included in M. Then, the algorithm chooses the predictor that obtains
the lowest value in the cost function. As for the Intra16x16 mode, only the most probable
mode and the DC mode are considered reducing the number of tested modes from 4 to 2.
When coding the 8× 8 chrominance blocks, the most probable modes are estimated for both
the U and V components from the orientation histograms and included inM, together with
the DC mode.
A similar approach is adopted in another work by the same authors (Pan et al., 2004), where
an average edge directional field is computed for each 4 × 4 block in order to identify the
dominant spatial orientation. The quadratic values of the Sobel operators are averaged within
the current block in order to estimate the dominant spatial direction and the related coherence
value.
A different approach is proposed by Yong-dong et al. (2004), which generates a subsampled
version of the current 4× 4 block and computes vertical and horizontal edge detection op-
erators. According to the absolute values and the signs of these, different sets of candidate
predictors (with different numbers of modes included) are generated and tested. In this way
it is possible to save about 60 % of the computational complexity on average, but the actual
saving depends on the chosen quantization parameter QP.
Other approaches approximate the distortion measure using alternative metrics, which either
requires a lower complexity or proves to be more effective in identifying the orientation of the
current block. The approach proposed by Kim et al. (2006b) evaluates a group of SADmetrics
on a reduced set of pixels which are located close to the borders of each block. A possible
alternative is presented by Jeong and Kwon (2007) where the orientation of the block is found
computing a distortion metric on the relevant transform coefficients of the current block.
3.2 Fast Intra Prediction using hierarchical search
Another set of solution proposed in literature rely on the possibility that a tested prediction
mode is very likely to be the best one whenever the associated distortion value is lower than
a discriminating threshold. As a consequence, these solutions aim at finding the mode order
that places the most probable best candidates first.
The approach by Lu and Yin (2005) tests the available prediction modes and coding options
according to a predefined order. More precisely, the Intra16x16mode is considered at first,
and the coding strategy tests the DC mode checking whether the associated cost function has
a lower value with respect to fixed discriminating threshold. In case the cost is higher, vertical
and horizontal modes are tested as well; otherwise, the Intra16x16 coding process is fin-
ished (early termination). The Intra4x4 is then tested considering DC, vertical, and horizontal
modes at the beginning. In case the cost function for the Intra16x16 mode is lower than a
given threshold no additional Intra4x4 prediction modes are considered.1 Otherwise, the
algorithm tests the remaining prediction orientations that are closer to the best mode between
the vertical and the horizontal ones. The presence of early termination decision does not allow
an accurate a priori estimation of the required computational cost.
In a similar way, the solution designed by Lorás and Amiel (2005) tests the vertical and the
horizontal directions first, and according to whether the vertical or the horizontal orientation
is better, it chooses the following set of modes to test. The same policy is applied to the new
1 Early termination for the DC mode is evaluated also in this case.
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candidate modes following a tree-ordered refinement policy of the Intra prediction for the
current block.
Another hierarchical solution was proposed by Kalva and Christodoulou (2007), where the
modes are tested following an adaptive tree structure that is modified using a machine learn-
ing algorithm.
3.3 Fast Intra Prediction using parametric models
Among the strategies that reduce the required computational complexity, a separate mention
has to be done for those strategies that aim at achieving a lower computational cost the cod-
ing performance of the rate-distortion optimization algorithm proposed within the standard
(Wiegand and Girod, 2001). The rate and the distortion of the final coded block are estimated
using some parametric models. This class of algorithms compute some low-complexity met-
rics that characterize the features of the original signal, and use them to estimate the final
coded bit rate and the associated distortion, whose calculation requires a significant amount
of operations.
The approach proposed by Kim et al. (2006a) estimates the possible results of the rate-
distortion optimization algorithm from the SAD metric computed on the pixel blocks and
on the blocks obtained after a Hadamard transform (in this case the SAD is called SATD). The
SAD and the SATD values permit identifying the prediction mode that is the most likely to be
the best one. In a similar way, the strategy by Kim et al. (2003) infers a statistical model for the
current block from the SATD values.
Unfortunately, many of these solutions adopt early termination strategies that make the re-
quired computational complexity vary. In the following we will present an optimization ap-
proach that permits controlling the amount of calculation with deterministic accuracy. In this
way, it is possible to configure the algorithm in a flexible way according to the desired com-
putational complexity.
4. A low-complexity Belief Propagation based Intra prediction strategy
The approach proposed by Milani (2008) reduces the set of tested candidate modes according
to a probability estimation strategy, which is based on a Belief Propagation algorithm. This
solution can be divided into three parts. At first, the algorithm estimates the most probable
orientations for the current block. The estimated probabilities are used to generate a set of
candidate predictors, and the best prediction mode is found by coding the current MB using
the Intra4x4mode. In the following, the 4× 4 blocks are fused into either 8× 8 blocks or a
whole 16× 16-pixels macroblock according to their orientations. The following sections will
present the three phases in detail.
4.1 Probability estimation for the best candidate modes
4.1.1 Estimation of orientations for 4× 4 blocks
Assuming that the M0 × 1 array p(x, y) = [pm(x, y)] (m = 0, . . . , M0 − 1) groups the probabil-
ities pm(x, y) that the mode m is the best mode for the block at coordinates (x, y) (with M0 the
total number of candidate modes), it is possible to write the elements of p(x, y) as follows
pm(x, y) = p
T(x, y − 1) Qm(x, y) p(x − 1, y), (4)
where Qm(x, y) = [qmi,j(x, y)] is an M0 × M0 matrix. The value q
m
i,j(x, y) represents the condi-
tional probability that mode m is the best mode for the current block at (x, y) given that i and
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j are the best modes for blocks at coordinates (x, y− 1) and (x− 1, y) respectively. However,
it may happen that only a smaller setM of M candidate modes (M < M0) are available for
the block at (x, y), and therefore, the probabilities pm′ (x, y) are 0 for m
′ /∈ M. This is the
case of blocks placed at positions where some reference pixels are not available because of
the frame boundaries or the block coding order (e.g. upper-right pixels can not be used since
the corresponding neighboring block has not been coded yet). The same candidate modes
reduction is found for all the blocks whenever the H.264/AVC coder adopts a fast intra pre-
diction algorithm that tests only a selected set of candidates to constrain the computational
complexity. This candidate modes reduction affects the best-mode probability array, which
can be replaced with the relation
p˜(x, y) = PM(x− 1, y) p(x, y) (5)
where PM(x, y) is a singular projection matrix that sets to 0 some elements of p(x, y) according
to which candidate modes are available.
As a consequence, the best-mode statistics for the current block at position (x, y) can be esti-
mated propagating the best-mode probability of previous blocks via the equation
p˜m(x, y) = pT(x, y− 1) PTM(x, y− 1) Q
m(x, y) PM(x− 1, y) p(x− 1, y)
= p˜T(x, y− 1) Qm(x, y) p˜(x− 1, y)
(6)
(which is a modified version of eq. (4)), and projecting the array p(x, y) onto the subspace
of allowed modes using equation (5). The resulting array p˜(x, y) differs from the original
estimate p(x, y) of eq. (4) because of the approximation introduced by the projection and leads
to a different set M˜ = M of candidate modes. As a possible drawback, the chosen predictor
could not match accurately the orientation of the local correlation either because the optimal
mode is not included in the set M˜ or because all the required neighboring pixels are not
available and the most appropriate predictor can not be adopted. The finally chosen mode m˜
could result sub-optimal for the current block and is going to affect the accuracy of probability
estimation for the following adjacent blocks. It is possible to mitigate this effect by adopting a
Belief-Propagation (BP) strategy that refines the statistics for each block.
4.1.2 The Belief-Propagation procedure for spatial orientations of 4× 4 blocks
Before coding the block at the coordinates (x, y), the mode estimation routine propagates
through a BP procedure the information about the best modes for the upper and left blocks
found during the coding operations (see Figure 5 for a graphic example). These modes are
denoted here with m˜(x, y− 1) and m˜(x− 1, y) respectively. According to this, the coding rou-
tine estimates a probability mass function (pmf) p˜(x, y) for the current block via equation (6),
where
p˜m(x− 1, y) =
{
0 m = m˜(x− 1, y)
1 m = m˜(x− 1, y)
p˜m(x, y− 1) =
{
0 m = m˜(x, y− 1)
1 m = m˜(x, y− 1).
(7)
According to the values of p˜(x, y), all the possible prediction modes are sorted in decreasing
probability order, and the most probable ones are included in the set M according to the
criteria that will be described in Section 4.2.
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Fig. 5. Probability propagation according to the implemented Belief Propagation approach.
Some message passing propagates hard information (solid arrows) regarding the chosen pre-
diction modes, while others communicates likelihoods associated to the prediction mode of
4× 4 blocks (dashed arrows).
After finding the mode that minimizes the cost function among the candidates inM, the BP
approach propagates this result to the previously coded blocks in order to refine the accu-
racy of the estimated mode probability (i.e. p˜(x, y − 1) and p˜(x − 1, y)). The array p˜(x, y),
whose elements are reported in eq. (7), is replaced by a “soft” best mode estimation pˆ(x, y) (a
likelihood) computed using a reversed version of equation (4)
pˆ(x, y) = p˜T(x, y− 1) Qm,r(x, y) p˜(x + 1, y). (8)
The new arrays pˆ(x, y) affect the estimated mode probability distribution for the following
blocks and improve the compression performance of the fast Intra coding algorithm. As an
example, the elements for the probability array p˜(x, y + 1) of block 9 in Fig. 5 are obtained via
eq. (6) replacing the array p˜(x, y− 1) with pˆ(x, y− 1).
Experimental results have proved that the refinement step performed using equation (8) does
not change the arrays p˜(x, y) in such a way that the order of candidate modes is altered.
However, the likelihood estimate for the prediction mode m˜(x, y) proves to be significant in
the computation of the number of candidate modes as it will be explained in Subsection 4.2.1.
Moreover, the best prediction modes found for Intra4x4 coding are used to characterize
the best-mode probability of prediction modes for bigger blocks in case the rate-distortion
algorithm has chosen to merge the 4× 4 blocks together, as it will be described in Section 4.4.
In the estimation routine, the arrays p˜(x, y) and pˆ(x, y) are approximated using a finite set
P of 100 pmfs, which has been obtained from an extensive set of training sequences via an
LBG iterative classification (Gersho and Gray, 1991). In this procedure the distortion metric to
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minimize is the Jensen-Shannon divergence between p˜(x, y) and pˆ ∈ P
JSD (p˜(x, y)‖pˆ) =
1
2
D (p˜(x, y)‖pˆ)+
1
2
D (pˆ‖p˜(x, y)) (9)
where D (p˜(x, y)‖pˆ) is the Kullback-Leibler divergence
D (p˜(x, y)‖pˆ) =
8
∑
m=0
p˜m(x, y) log
(
p˜m(x, y)
pˆm
)
. (10)
The conditional probability matrix Qm(x, y) is a linear combination of arrays pˆ ∈ P , and the
probability array p˜(x, y) at position (x, y) is updated after each iteration of the BP procedure
using a Finite State Machine (FSM), where each state is related to an element of P . In this way,
it is possible to obtain an adaptive estimation of the probability for each prediction mode with
limited computational complexity and memory area.
4.1.3 Estimation of probable spatial orientations for 8× 8 blocks
After the optimization algorithm has chosen to merge together 4× 4 blocks into 8× 8 blocks,
the coder estimates an Intra8x8 best-mode probability distribution p8×8 according to the
previously found Intra4x4 modes. The adopted approach estimates three different mode
probability distribution p8× 8, i, i = v, h, d, which are dependent on the best Intra prediction
modes of vertical, horizontal and diagonal couples of 4× 4 blocks respectively (see Figure 6).
Using the same notation of equation (4), it is possible to write p8×8,i = [p8×8,im ], i = v, h, d and
m = 0, . . . , 8, as
p8×8,vm = p˜
T(x, y) F8×8,vm p˜(x, y + 1)
p8×8,hm = p˜
T(x, y) F8×8,hm p˜(x + 1, y)
p8×8,dm = p˜
T(x, y) F8×8,dm p˜(x + 1, y + 1)
(11)
where p˜(x, y) represents the chosen prediction mode (as defined in equation (7)) and F8×8,im ,
i = v, h, d, is the conditional probability matrix of 8× 8 Intra prediction mode m given the
vertical, horizontal, and diagonal couples of 4× 4 modes. In this way, Intra8x8 best-mode
probability estimation relies on the results of Intra4x4 coding which has already been per-
formed on the current macroblock.
4.2 Estimation of the set of candidates
4.2.1 Computation of the most probable prediction modes
After estimating the probability array p˜(x, y), the coding routine has to identify those modes
that are more likely to be the best prediction mode for the current 4 × 4 block. The num-
ber of candidate modes M is usually set to the average value M, but can vary according to
the characteristics of the probability distribution identified by p˜(x, y). In fact, experimental
data show that the entropies of distributions p˜(x, y) vary, and therefore, the mode probability
distributions with a lower entropy only needs a reduced number of candidates.
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Named ß = [ßm] the average mode probability array, M is chosen in such a way that
M−1
∑
m=0
Sm(p˜(x, y)) ≤
M−1
∑
m=0
Sm (ß(x, y))
M
∑
m=0
Sm(p˜(x, y)) >
M−1
∑
m=0
Sm (ß(x, y))
(12)
where Sm(·) : [0, 1]9 → [0, 1] is an ordering function that returns the m-th value of the input
array in decreasing order. The value M reports the average number of modes to be tested
for each block and permits controlling the computational complexity. In this way it is pos-
sible to provide the same probability of finding the best prediction mode with a limited sets
of candidates to all the 4 × 4 blocks of the image. This equalization permits saving some
computational complexity without affecting the coding performance of the algorithm.
As it was mentioned in Subsection 4.1.2, the refinement provided by either p˜(x, y + 1) or
p˜(x + 1, y) permits a better estimate of the probabilities related to the candidate modes of the
current block. This improvement does not lead to a change in the order of modes but could
modify the number of candidates that is considered for the current 4× 4 block since it affects
equation (12). Experimental results have shown that the refinement brought by the Belief-
Propagation strategy leads to a reduction of the coding time with respect to the case when
forward message passing is allowed only (see the solid-line arrows in Fig. 5). The same ap-
proach is adopted to estimate the set of candidate modes for Intra8x8 as it will be described
in Subsection 4.3.
4.2.2 Further reduction of the possible candidates (DD algorithm)
According to the probability values of p˜(x, y), the M most probable modes are included in
the set M of candidates. Whenever the entropy associated with p˜(x, y) is high, it is possible
that the setM includes modes with orthogonal spatial orientations. This fact is mainly due to
the transient period in the probability estimation process, which may require several iteration
before converging to an accurate estimate of mode statistics. Therefore, a further reduction
of the candidate modes can be obtained by estimating whether horizontal or vertical modes
are dominant in the distribution p˜(x, y) and eliminating the dominated modes (Dominated
Deletion - DD). The number of orientations in the set M which are close to the vertical one is
compared with the number of candidate modes which have a spatial orientation close to the
horizontal one. In case one of them prevails, the modes of the other type are deleted from the
set M.
This additional improvement proves to be quite effective whenever the image orientation
statistics has changed, and the array p˜(x, y) estimated by the algorithm does not provide a
sufficiently-accurate approximation of the real pmf yet. Therefore, the estimated setM could
include some candidate modes which are orthogonal to the other ones since they could be
probable candidates in the neighboring region. The DD elimination algorithm prevents this
transient phase from reducing the effectiveness of the algorithm and speeds up the best intra-
prediction estimation process.
However, this elimination procedure has to be constrained in order to avoid an excessive
reduction of the candidate sets whenever the statistics of prediction orientations is not clearly
biased on either vertical or horizontal directions. In order to avoid the deletion of probable
candidate modes, the DD algorithm is performed only for modes greater than 4 whenever
the number of dominated modes is greater than a certain threshold value T. In the setting
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Fig. 6. Merging operation for 4× 4 blocks.
operation of the fast intra algorithm, the parameter T can be varied in order to increase or
decrease the cardinality ofM according to the desired computational complexity.
Experimental results reported in Section 5 will underline its contribution in the overall perfor-
mance of the fast intra prediction procedure.
4.3 Computation of the candidates for 8× 8 blocks
In case the coding mode Intra8x8 is enabled, the fast intra prediction algorithm has to es-
timate the most appropriate prediction modes for the current 8× 8 block from the results of
Intra4x4mode. The transcoding algorithm reported by Bialkowski et al. (2004) chooses the
most frequently used prediction direction, but in case the estimated 4× 4 orientations prove
to be nonuniform within the same 8× 8 block, a better performance can be obtained testing a
setM8×8 of different candidates. A procedure similar to that of Subsection 4.2.1 is adopted in
order to estimate the sets of candidateM8×8 for the current 8× 8 block from p
8×8,i, i = v, h, d.
Each mode probability distribution p8×8,i infers a different set M8×8,i, i = v, h, d, of candi-
date modes which is obtained in the same way of the set of M possible candidate modes for
Intra4x4 blocks. In case the setM8×8 obtained from the intersection of the sets
M8×8 =M8×8,v ∩M8×8,h ∩M8×8,d (13)
is not empty, the coding algorithm merges the 4× 4 blocks into a 8× 8 block and tests the
predictors included in the setM8×8 looking for the one that minimizes the cost function.
As for the Intra16x16 coding, all the four possible predictions are tested since the estimation
of the best mode probability for the 16× 16 block from the best Intra4x4modes is not trivial.
The same choice is adopted to spatially predict the chrominance components U and V.
4.4 Estimation of best macroblock partitioning for Intra prediction
After finding the best mode for each 4× 4 block in the current MB, the coding routine tests
whether it is better to use bigger blocks. In a first step the algorithm checks whether it is
possible to merge together the 4× 4 blocks into blocks of 8× 8 pixels. In case the orientations
of each 4× 4 block are the same or close, the merging of separate blocks results convenient
with respect to the Intra4x4 block partitioning since a reduced number of predictors needs
to be coded in the transmitted bit stream.
In order to detect these configurations, the encoder estimates the orientation differences
d(m˜(x, y), m˜(x + i, y + j)) (i, j = 0, 1) between vertical, horizontal and diagonal couples of
4× 4 blocks (see Figure 6) within the current 8× 8 block. The metric d(m˜(x, y), m˜(x′, y′)) is
computed as follows
d(m˜(x, y), m˜(x′, y′)) =
∣
∣∠m˜(x, y)−∠m˜(x′, y′)
∣
∣ (14)
More 4x4
blocks ?
BP
Probability
Estimation
Compute
Candidate
Set
Dominated
Modes
Deletion
Find Best
4 x 4
Mode
Compute
Candidate
Set Intra8x8
Compute
Best Mode
Intra8x8
Merge
blocks ?
Store
and
Update
Compute
Best 16x16
Mode
Yes
No
Intra8x8
Intra4x4
Intra16x16
Start
Intra4x4 coding
End
www.intechopen.com
Spatial prediction in the H.264/AVC FRExt coder and its optimization 255
m(x,y) m(x+1,y)
m(x,y+1) m(x+1,y+1) 8
5
4
31
40
b0 b1
b2 b3
8x8,v
8x8,d
8x8
8x8,h
More 4x4
blocks ?
BP
Probability
Estimation
Compute
Candidate
Set
Dominated
Modes
Deletion
Find Best
4 x 4
Mode
Compute
Candidate
Set Intra8x8
Compute
Best Mode
Intra8x8
Merge
blocks ?
Store
and
Update
Compute
Best 16x16
Mode
Yes
No
Intra8x8
Intra4x4
Intra16x16
Start
Intra4x4 coding
End
Fig. 7. Block diagram for the general Fast Intra algorithm.
where ∠m denotes the angle associated to the spatial orientation of mode m. If the average
difference
d =
d(m˜(x, y), m˜(x + 1, y))
3
+
d(m˜(x, y), m˜(x, y + 1))
3
+
d(m˜(x, y), m˜(x + 1, y + 1))
3
(15)
is lower than 40◦, the 4× 4 blocks at (x, y), (x + 1, y), (x, y + 1), and (x + 1, y + 1) could be
merged into one block of 8× 8 pixels. In case the condition on d is verified for all the 8× 8,
the Intra8x8 coding mode is enabled. Moreover, the encoding routine tests whether it is
worth merging the 8× 8 blocks into one common 16× 16 prediction block considering the
Intra4x4 modes for the blocks at the border of 8× 8 blocks. In case the average absolute
difference between the orientations of 4× 4 blocks lying at the borders of 8× 8 blocks is lower
than 40◦, the Intra16x16 prediction mode is chosen for the current macroblock. In this way,
the wider block partitioning modes are tested only in case the orientations for the 4× 4 blocks
are approximately uniform, otherwise either 4× 4 or 8× 8 partitioning is preferred.
The whole fast Intra coding procedure is depicted in the block diagram of Fig. 7 and can be
summarized by the following pseudo-code:
1: Test Intra4x4 coding mode
2: for each 4× 4 block in the current macroblock do
3: compute p˜(x, y)
4: compute M and create the setM
5: test all the modes inM an
6: end for
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7: check if it is worth merging the 4× 4 blocks into bigger blocks as described in the current
Section
8: if Intra8x8 is to be enabled then
9: for each 8× 8 block in the current macroblock do
10: compute p˜8×8,i, i = v, h, d
11: computeM8×8 and find the best mode
12: end for
13: end if
14: if Intra16x16mode is to be enabled then
15: find the best prediction mode
16: end if
17: choose the MB Intra coding mode that minimize the total cost function.
Experimental results will show that this choice leads to good performance with respect to
other proposed solutions.
5. Experimental results
In order to test the efficiency of the presented algorithm, different sequences were coded
with different quantization parameter values and enabling different Intra coding modes. The
proposed Intra coding strategy was implemented into the JM10.1 software. In the tests the
adopted parameter setting is the same of the paper by Pan et al. (2005), coding different
sequences with only Intra frames and QP = 28, 32, 36, 40. At first the performance of
Intra4x4 and Intra16x16modes only was evaluated, comparing the computational com-
plexity, the PSNR value, and the coded bit rate of the presented solution with those provided
by the full-complexity rate-distortion optimization algorithm implemented in the reference
software. Experimental data show that the PSNR vs. rate curves of the two methods are quite
close (see Figure 8). It is possible to notice that coding performance in terms of rate-distortion
optimization is related to the target number M of candidate modes, which can vary according
to the available computational resources or the remaining power supply.
Table 1 reports the PSNR loss, together with the rate increment and the complexity reduction,
for the proposed approach with respect to the reference software (with Intra8x8 mode dis-
abled). The presented algorithm is able to reduce the coding time of approximately 63% with
respect to the JM exhaustive approach with an average rate increment lower than 5% and a
PSNR loss of 0.16 dB (M = 6 and T = 2). The DD algorithm described in Subsection 4.2.2
makes possible to improve the relative coding time reduction of an additional 13% (compare
results for M = 6 and T = 2 with results for M = 6 without DD).
The reported data also show that the rate-distortion performance is slightly better than that of
the approaches by Pan et al. (2005) and by Yong-dong et al. (2004). The bottom part of Table 1
reports the results for the algorithm proposed by Pan et al. (2005). Equalizing the rate incre-
ment, the performance of the proposed algorithm with M = 7 and T = 2 permits reducing
the PSNR loss of 0.04 dB and improving the coding time saving of approximately 2%. Despite
this slight improvement, the real advantage of the proposed approach relies on the possibility
of forecasting the computational complexity required by coding operations. Table 2 reports
the range of variation for the saved coding time of different fast Intra coding algorithms and
different configurations. It is possible to notice that the computational complexity does not
significantly vary according to the input sequence, since the maximum deviation of time sav-
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(
M,T
)
Sequence ∆ Bits (%) ∆ PSNR ∆ Time (%)
(5, 2)
container (qcif) 10.42 −0.18 −72.24
news (qcif) 9.42 −0.23 −72.44
coastguard (qcif) 8.04 −0.18 −71.55
bus (cif) 6.22 −0.21 −70.50
tempete (cif) 4.55 −0.30 −69.42
average 7.73 −0.22 −71.23
(6, 2)
container (qcif) 5.35 −0.14 −62.56
news (qcif) 5.79 −0.16 −62.46
coastguard (qcif) 3.55 −0.14 −62.64
bus (cif) 2.15 −0.16 −63.64
tempete (cif) 4.95 −0.22 −63.00
average 4.36 −0.16 −62.86
(6, 3)
container (qcif) 5.32 −0.14 −59.95
news (qcif) 5.68 −0.15 −60.43
coastguard (qcif) 3.67 −0.14 −60.48
bus (cif) 2.15 −0.16 −63.64
tempete (cif) 4.95 −0.22 −63.00
average 4.35 −0.16 −61.50
(7, 2)
container (qcif) 3.77 −0.13 −58.98
news (qcif) 4.55 −0.16 −57.85
coastguard (qcif) 2.14 −0.13 −59.21
bus (cif) 2.11 −0.14 −58.19
tempete (cif) 4.61 −0.19 −57.88
average 3.44 −0.15 −58.42
(7, 3)
container (qcif) 3.60 −0.12 −55.18
news (qcif) 4.50 −0.14 −54.14
coastguard (qcif) 2.19 −0.12 −55.25
bus (cif) 2.13 −0.13 −54.83
tempete (cif) 4.57 −0.18 −54.36
average 3.40 −0.14 −54.75
6 without DD
container (qcif) 5.64 −0.08 −50.43
news (qcif) 4.96 −0.09 −47.79
coastguard (qcif) 3.64 −0.09 −51.10
bus (cif) 2.73 −0.10 −49.41
tempete (cif) 5.05 −0.13 −50.07
average 4.40 −0.10 −49.76
Pan et al.
container (qcif) 3.69 −0.23 −56.36
news (qcif) 3.90 −0.29 −55.34
coastguard (qcif) 2.36 −0.11 −55.03
bus (cif) 3.85 −0.10 −58.12
tempete (cif) 3.51 −0.23 −57.70
average 3.46 −0.19 −56.51
Table 1. Experimental results with Intra8x8 disabled and only Intra frames.
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Fig. 8. PSNR vs. rate for only Intra coded sequences with different target number M of candi-
dates (Intra4x4mode only).
ing from its average with M = 7 and T = 2 is 0.79%while it is equal to 5.81% for the algorithm
of Pan et al. and 30.38% for the solution proposed by Yong-dong et al. (2004).
Moreover, it is possible to tune the parameters of the fast estimation algorithm in order to
vary the required computational complexity and the rate-distortion performance. The results
reported in Table 1 show that reducing the parameter M by 1 permits a decrement of the
computational complexity between 4.44% and 8.37%.
In addition, Table 3 reports some experimental results obtained enabling the Intra8x8 cod-
ing mode too. In this case the average performance does not significantly change, but the
complexity reduction results slightly more variable because of the increased number of cod-
ing modes. Note also that the computational saving increases since the rate-distortion opti-
mization process becomes more complex as the mode Intra8x8 is added, and therefore, the
adoption of fast method for Intra prediction proves to be an effective strategy in the coding
process.
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Algorithm E [∆Time (%)] range for ∆Time (%)
BP M = 5 T = 2 −71.23 [−72.44,−69.42]
BP M = 6 T = 3 −61.50 [−63.64,−59.95]
BP M = 7 T = 2 −58.42 [−59.21,−57.85]
Pan et al. Pan et al. (2005) −59.57 [−65.38,−55.03]
Yong-dong et al. Yong-dong et al. (2004) −60.38 [−68.70,−40.30]
Table 2. Experimental results of different algorithms for only Intra mode.
(
M,T
)
Sequence ∆ Bits (%) ∆ PSNR ∆ Time (%)
(6, 3)
container (qcif) 5.93 −0.14 −66.97
news (qcif) 6.40 −0.19 −64.63
coastguard (qcif) 5.09 −0.18 −66.51
bus (cif) 3.42 −0.20 −63.69
tempete (cif) 5.66 −0.22 −61.78
average 5.30 −0.18 −64.72
(7, 2)
container (qcif) 4.27 −0.13 −62.76
news (qcif) 5.34 −0.17 −59.49
coastguard (qcif) 3.40 −0.16 −62.37
bus (cif) 3.12 −0.17 −59.73
tempete (cif) 4.99 −0.20 −58.02
average 4.23 −0.17 −60.47
Table 3. Experimental results with Intra8x8 enabled and only Intra frames.
Final tests were devoted to evaluate the impact of the BP-based fast Intra prediction on the
complexity of the overall coding process. To this purpose, the performance of the proposed
fast intra algorithm was evaluated enabling Inter coding modes. In this case, the Intra cod-
ing is applied while coding Intra frames in order to find which is the best coding mode
for the current macroblock (see the rate-distortion optimization routine of H.264/AVC by
Joint Video Team (2004)). Table 4 reports the coding results for GOP of 100 frames with struc-
ture IP. . .P. It is possible to notice that the proposed method improves the results of the al-
gorithm by Pan et al. both in terms of rate-distortion performance (we obtained lower rate
increment and quality decrement for M = 6) and of complexity reduction (the proposed ap-
proach permits an average 25.88% reduction in the coding time with respect to the 23.57%
reduction of the algorithm by Pan et al. (2005)). For the sake of completeness, Table 5 reports
the results for GOP IP. . .P and Intra8x8 mode enabled. In this case the reduction of com-
putational time saving approximately varies from 6.25% to 7.4% with respect to the approach
with Intra8x8 disabled (see Table 4) since the proposed algorithm significantly mitigates the
computational load of the rate-distortion optimization routine (compare the results for M = 6
and T = 3).
6. Conclusions
The chapter has described the block-based spatial prediction strategy adopted within the
H.2634/AVC FRExt standard and stated the problem of enabling a low-complexity Intra cod-
ing on mobile devices. An overview of different techniques has been presented underlying
the characteristics of each solution and the required complexity. Since most of the proposed
solutions permit obtaining a varying computational savings which depends on the charac-
teristics of the coded signal, the focus is centered on finding a fast Intra coding strategy that
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(
M,T
)
Sequence ∆ Bits (%) ∆ PSNR ∆ Time (%)
(6, 3)
container (qcif) 1.19 −0.04 −25.00
news (qcif) 1.00 −0.05 −25.70
coastguard (qcif) 0.03 −0.01 −27.00
bus (cif) 0.23 −0.01 −26.88
tempete (cif) 0.44 −0.01 −23.82
average 0.58 −0.02 −25.68
(7, 2)
container (qcif) 0.74 −0.02 −18.67
news (qcif) 0.79 −0.06 −19.14
coastguard (qcif) 0.03 −0.01 −20.26
bus (cif) 0.11 −0.00 −23.16
tempete (cif) 0.38 −0.01 −22.20
average 0.41 −0.02 −20.69
Pan et al.
container (qcif) 1.80 −0.08 −20.78
news (qcif) 1.23 −0.07 −23.11
coastguard (qcif) 0.50 −0.02 −21.20
bus (cif) 0.32 −0.01 −26.05
tempete (cif) 0.81 −0.03 −26.72
average 0.93 −0.04 −23.57
Table 4. Experimental results with Intra8x8 disabled GOP IP. . .P.
permits controlling the amount of tested modes (and, as a consequence, the required amount
of calculation). The chapter presents a coding strategy that identifies a set of probable can-
didates calculating their best-mode probability. The probability estimates are obtained via
Belief Propagation strategy that relies on the statistical dependence existing between spatially
neighboring blocks. At the same time, the presented algorithm tries to identify themacroblock
partitioning mode that better suits the current macroblock according to the coding results of
the Intra4x4 mode. Experimental results compare different algorithms and show that the
Belief Propagation based strategy obtains a significant saving in terms of coding time (approx-
imately 62%) with a negligible decrement of the PSNR value and a small average increment
(less than 5.14%) in the bit rate. Moreover, the presented strategy permits an accurate con-
trol on the encoding complexity, which does not significantly vary depending on the input
(
M,T
)
Sequence ∆ Bits (%) ∆ PSNR ∆ Time (%)
(6, 3)
container (qcif) 1.25 −0.04 −31.59
news (qcif) 1.05 −0.07 −30.78
coastguard (qcif) 0.22 −0.01 −32.10
bus (cif) 0.25 −0.01 −33.70
container (qcif) 1.25 −0.04 −31.59
average 0.80 −0.03 −31.95
(7, 2)
container (qcif) 0.72 −0.04 −27.64
news (qcif) 0.97 −0.07 −27.32
coastguard (qcif) 0.15 −0.01 −27.95
bus (cif) 0.17 −0.01 −30.02
container (qcif) 0.72 −0.04 −27.64
average 0.55 −0.04 −28.11
Table 5. Experimental results with Intra8x8 enabled GOP IP. . .P.
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video sequence and can be tuned according to the power supply level and to the available
computational resources.
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