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WCECS 2012(D) Quantization: The aim is to quantize the    values that 
represent the image obtained after above stage. The goal is 
to eliminate the high frequency (lower-right) values.
(E) Zig-Zag ordering: This stage of JPEG compression[2] 
reorders the values using a ’zig-zag’ type motion so that 
similar   frequencies   are   grouped   together.  (F)   Lossless 
Compression: The last process involves the use of two 
different   algorithms.   ’Run-Length   Encoding’   (RLE) 
compresses   the   high   frequency   coefficients   and   a 
’Differential Pulse Code Modulation’ (DPCM) compresses 
the first low frequency coefficient. A Huffman algorithm is 
then used to compress everything. Finally, the Huffman 
trees are stored in the JPEG header
           We summarize below a few of the existing stego 
techniques, the common feature among all is the usage of 
jpeg compression steps summarized above.
(A) JSteg: JSteg was developed by Derek Upham[8] and it 
is   a   transform   domain   stego-system   that   sequentially 
embeds   the   message   bits   in   the   LSB   of   the   JPEG 
coefficients excluding 0 and 1.  There is no key required, so 
anyone that knows that a stego is made using this system 
can extract the message.
(B)   Outguess:  Outguess   0.1   was   developed   by   Niels 
Provos[9]   and improves the embedding algorithm of JSteg 
by using a Pseudo Random Number Generator (PRNG) in 
order to get the coefficients randomly. The LSB of the 
selected nonzero non-one JPEG coefficient is embedded 
with the message bit. Outguess was improved with a 
second version (Outguess 0.2)[9] which preserves the first-
order   statistics   of   the   image   by   making   appropriate 
corrections after embedding. 
  3. PROPOSED TECHNIQUE
The algorithm we have proposed here is based on two new 
concepts; where to embed message bits in the coefficients: it 
makes use of odd-even based embedding and a 1
st  order 
restoration procedure to get the histogram back to the level of 
the   histogram   of   original   image.   While   choosing   the 
coefficients for embedding three different constraints are 
being placed; one concerns with only using low frequency 
coefficient of luminance part of image; it makes use of 
pseudo random number generator (PRNG) in order to choose 
coefficients; percentage of coefficients to be actually used for 
hiding message bits and the numeric range of coefficients are 
required to be specified by the user. Finally a restoration 
process will be employed on the stego image to minimize the 
distortion caused by embedding or to achieve zero Kullback-
Leibler[] divergence between the cover and the stego signal 
distributions, while communicating at high rates.
3.1. Statistical Restoration
We have used the principle of statistical restoration, where 
a certain fraction of the available coefficients are used for 
hiding while the rest is used to compensate for the changes 
in the host statistics due to hiding. By avoiding hiding in 
the low probability regions of the host distribution, we are 
able   to   achieve   zero   Kullback-Liebler[1]   divergence 
between the cover and stego distributions, even while 
embedding at high rates. The proposed scheme is based on 
the idea of pixel swapping. The cover pixels are categorized 
into two streams, one is for embedding and another is for 
restoration. At the time of embedding value of a pixel (say 
α, from embedding stream) is changed to β. Now the idea is 
to find a pixel with value β in compensation stream and 
change it to α. The problem with this formulation is that at 
the time of embedding some pixels with value β may get 
changed to α.
      To overcome this problem, at the time of embedding we 
maintain a record of the pairs of pixel values which get 
changed into one another. So, after embedding we can get 
an exact count of the number of pixels which have to be 
compensated in order to maintain the first order statistics of 
the cover image. Next important point to be noted is 
measure   of   distortion   added   to   the   cover   due  to   the 
compensation   procedure.   This   distortion   is   somewhat 
dependent on how much maximum change is made per 
embedding   by   the   stenographic   algorithm.   In   our 
experiments, we have used the ± 1 embedding. So the 
absolute distortion per pixel due to embedding is at most 1. 
So during the compensation step, the bin value is repaired 
using modification of immediate neighbors (immediate left 
or immediate right) of that bin, satisfying lowest mean 
square error due to compensation methods. The proposed 
method of compensation can easily be extended for ±k 
embedding or for that matter any kind of embedding 
procedure either in the spatial or the transform domain. But 
the  amount  of  noise  added   due  to  compensation  will 
increase with the increase in the noise added during the 
embedding step.
     Presented below are some sample results as shown in 
Figure 1 where we have applied the secure steganography 
algorithm on the baboon image. We have embedded 23300 
bits in the 512 x 512 image, and have used 19 AC DCT 
coefficients per 8 x 8 blocks for hiding. The hiding fraction 
is 30% i.e., only 30% of total available coefficients are 
embedded with message bits; and out of them only the 
coefficients   where   magnitude   is   ≤   30   qualifies   for 
embedding.
         (a) Original image                  (b) Image hiding 
23300bits        
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WCECS 2012(c) Histogram of AC DCT (d)   Histogram   of   AC 
DCT 
Coefficients available for hiding      coefficients after hiding 
but   before 
compensation
(e)Desired histogram for the 
compensation coefficients, to 
ensure zero KL divergence
(d)Difference between the 
original   and   composite 
images, after compensation
Figure1: Histograms obtained of cover image before and 
after   applying   embedding   algorithm   and   compensation 
procedure 
3.2. Odd-Even Based Hiding Framework
The luminance part of the image is used for hiding, as this is 
the most important part of the image from the perspective of 
human eye and during jpeg compression this part of image is 
going to remain most intact. We divide the luminance image 
into 8×8 blocks, perform block-wise DCT, divide element-wise 
by a certain quality factor matrix and then select a certain 
frequency band for hiding. The DCT coefficients thus selected 
are rounded off to produce the quantized DCT (QDCT) based 
dataset X. For hiding, we use odd/even embedding[5] (a simple 
version of QIM) to convert the terms to their nearest odd or 
even integer, depending on whether the input bit is 1 or 0, 
respectively. Suppose, a QDCT term is 4 and we wish to 
embed 0 - then the QDCT term gets
mapped to the nearest even number, which is 4. For embedding 
1, we use a dither sequence, with numbers in the range [-0.5, 
0.5] which are produced by a pseudorandom generator, to 
decide whether to map 4 to 3 or 5.
To   embed   1→  q=  round  (p  +  1  −  mod   (p  –   ,  2 ₴ )); 
(2)
To embed 0  →  q = round (p + 1 − mod (p + 1 − , 2)) ₴
(3)
where p, the original QDCT term, is mapped to q, ±  ,  ₴ denotes 
the corresponding number obtained from the dither sequence, 
“mod(p,2)” is the remainder obtained after dividing p by 2 and 
“round”   denotes   the   rounding   off   operation.   If   p   is   an 
even(odd) number and 1(0) is to be embedded, it is mapped to 
(p - 1) or (p + 1) depending on whether ± belongs to the range 
(0,0.5] or [-0.5,0], respectively. Let¸  be the common hiding 
fraction for all bins. Let X(i) and  Ĥ(i) denote the elements 
mapped to the i’th bins of X and  Ĥ,  respectively. Now, 
assuming an equal number of 0’s and 1’s in the input message 
that affects the elements in X(i),  /4 fraction of coefficients 
from X(i) gets transferred to both Ĥ (i + 1) and Ĥ (I   1). Also, 
¸ 2 fraction of coefficients is moved to Ĥ(i). Explanation – let 
the value of the input QDCT coefficient be i, an even number, 
and if the input bit is 0, the output term, obtained using (3), is i 
itself. Since about half the bits in the input sequence are 0, 
about, 2 terms in X(i) are moved to Ĥ (i).If the input bit is 1, 
the output term gets mapped to the nearest odd number, which 
can be (i   1) or (i +1), depending on whether the dither value 
(± in (2)) is positive or negative. By a similar logic, ¸ 4 fraction 
of terms from bins X(i −1) and X(i + 1) will be shifted to Ĥ(i). 
Thus, based on this analysis, the number of terms in Ĥ
(i) is as follows:
ΒĤ (i) ≈  
To reiterate, the main assumptions behind this analysis are: 
the input message has equal number of 0’s and 1’s and the 
dither values are equally likely to be positive or negative. 
The assumptions are valid only if both the message and the 
dither sequence are long enough (minimum image size 
considered is 256X256)
3.3 Embedding Algorithm
1. As Inputs algorithm takes in   the percentage of the of the 
coefficients to be embedded, quality constant to be used to 
decide the quality of image after quantization, threshold 
value to decide the range of coefficient to be used for 
embedding, number of coefficient per 8X8 block available 
for encoding.
Here quality constant will decide the matrix to be used 
during quantization and also the type of matrix will be 
decided at this step, from two different matrices available; 
one for color image and other for a gray scale image.
   (a) Two available quantization matrices
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WCECS 2012               (b) Code to select the quality factor
                     Figure 2:  Quantization procedure
2. Thus we separate the luminance component of the image, 
as all of our embedding will be done only in luminance 
part. On dividing above luminance matrix into 8x8 blocks 
will give the coefficients available to act as holder of 
message bits, out of which 30% (or as per user input) will 
be actually be taken into consideration to hide message bits.
3. A matrix will be defined at this stage,  let’s say by the 
name ‘used’, which will exclude dc and higher frequency 
coefficients from the luminance 8x8  matrix.
4. A pseudorandom number generator will again be used to 
randomize ‘used’ matrix across the 8x8 block.
Above figure shows the ‘sel’ matrix which in later part of 
the algorithm, along with ‘used’ matrix will select the 
coefficients for embedding.
5.   Another   constraint   in   selecting   coefficients   for 
embedding is that the coefficient should be in the user 
defined range, in our experiments we have taken it as <=30.
6. Finally the coefficients we are left with after applying 
above specified constraints will be used for embedding. 
The   embedding   will   be   odd-even   based   embedding 
technique as explained above.
7. Finally to make sure the stego image does not produce a 
visibly different histogram in comparison to the histogram 
of   the   original   image,   we   require   here   ‘Statistical 
Restoration method’. In stegnographic (part of) algorithm 
of our experiments, we have used the ± 1 embedding. So 
the absolute distortion per pixel due to embedding is at 
most 1 
8. Compensation procedure: (a) here we will make use of 
the two list of coefficients we have maintained during the 
time of embedding, one list contains coefficients before 
embedding   and   other   one   contains   coefficients   after 
embedding. The histograms obtained from these two lists of 
coefficients are shown in Figure3.
        
        (a) Before embedding (b) After embedding
Figure3: Histogram of embeddable coefficients before and 
after      embedding.
 
   A difference of above two histograms will give us an idea 
of distortion incurred because of our embedding. Here we 
are   also   required   to   maintain   a   list   of   compensating 
coefficients (ones left after allocating the coefficients asked 
by the user for embedding) which will later be used for 
compensating the difference caused by embedding.
(c) A maximum and minimum limit of coefficients obtained 
using the available embeddable coefficients will give a 
range of coefficients for which compensation procedure 
will be applied and further processing will depend on the 
difference of number of each coefficients.
(d) While taking difference between above shown two 
histograms, the ‘before embedding’ histogram will be on 
the  left   side  and  the  compensation   procedure  will  be 
initiated only for the positive values.
(e) A replacement value (equal to (minimum coefficient – 
1) initially) will be used for compensation, which will 
gradually increase as we move to next coefficient.
(d) Compare the current coefficient under consideration or 
the replacement value with a sorted list of coefficient 
available for compensation procedure, if the difference 
between does not exceed permissible limit do a replacement 
,   here   the   number   of   replacements   made   in   the 
compensation   coefficient   list   will   depend   upon   the 
difference in numbers of this individual coefficient before 
and after embedding.
(e) Above procedure will reintroduce these lost coefficients 
back into the blocks. The place occupied by these newly 
substituted coefficients will help us to reduce the increased 
number of coefficients by changing them to ones which 
were in majority earlier.
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