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Combinatoire, Alge`bre et Topologie
Je vais commencer mon expose´ par quelques rappels sur les automates, puis je vous en
pre´senterai une version alge´brique. Ensuite, je vous pre´senterai le sujet de l’expose´, les auto-
mates re´versibles. Pour e´tudier ces automates, on ira d’abord se promener dans le groupe libre,
puis on fera un peu de topologie pro-groupe avant de revenir a` l’alge`bre. Je vous pre´senterai
alors la caracte´risation alge´brique des langages reconnus par cette classe d’automates. Pour ter-
miner, je donnerai des algorithmes permettant de de´cider si un langage rationnel est reconnu
par un automate re´versible et je vous pre´senterai quelques proble`mes ouverts dans ce contexte.
1.1 Rappels sur les automates
1.1.1 Mots, langages et automates
Un alphabet que je noterai par la suite A est un ensemble dont les e´le´ments sont appele´s
des lettres. Un mot sur un alphabet A est une suite finie de lettres de A et on distingue un
mot particulier : le mot vide, note´ 1, qui ne contient aucune lettre. Par exemple, si l’alphabet
A est {a, b, c}, 1, a, bab et aacbab sont des mots sur A. On peut aussi concate´ner les mots,
c’est-a`-dire les e´crire bout a` bout : par exemple, si on concate`ne abra et cadabra, on obtient un
nouveau mot qui est abracadabra. L’ensemble de tous les mots sur un alphabet A est note´ A∗,
et lorsqu’on munit cet ensemble du produit de concate´nation, on obtient un mono¨ıde de neutre
1. Un langage est une partie de A∗ : c’est un ensemble de mots sur A.
Un automate est un quintuplet A = (Q,A,E, I, F ) ou` Q est un ensemble fini appele´ l’en-
semble des e´tats, A est un alphabet, E est un sous-ensemble de Q×A×Q, appele´ l’ensemble des
transitions, I et F sont des parties de Q, appele´es respectivement l’ensemble des e´tats initiaux
et l’ensemble des e´tats finaux. Mais cette de´finition formelle n’est pas tre`s agre´able et on pre´fe`re
ge´ne´ralement faire des dessins.
Sur la figure 1.1, j’ai dessine´ un automate dont les e´tats sont les sommets e´tiquete´s 1, 2, 3, 4, 5.
On repre´sente les e´tats initiaux (resp. finaux) en leur ajoutant une fle`che entrante (resp. sor-
tante). Dans cet exemple, les e´tats 1, 3 et 4 sont initiaux et les e´tats 2, 3 et 5 sont finaux. Les
transitions sont repre´sente´es par des fle`ches e´tiquete´es entre les e´tats. S’il y a une fle`che allant
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d’un e´tat p a` un e´tat q e´tiquete´e par une lettre a, cela signifie qu’on peut aller de l’e´tat p a`










Fig. 1.1 – Un exemple d’automate.
Une lecture d’un mot u dans un automate A est un chemin dans l’automate A dont
l’e´tiquette est le mot u. Une lecture est re´ussie si elle part d’un e´tat initial et se termine dans
un e´tat final. Le langage reconnu par un automate A est l’ensemble des mots ayant au moins
une lecture re´ussie dans A. On dit qu’un langage est reconnaissable s’il existe un automate fini
qui le reconnaˆıt. Deux automates sont e´quivalents s’ils reconnaissent le meˆme langage.
1.1.2 Automates de´terministes
Je vais maintenant parler d’une classe particulie`re d’automates, les automates de´terministes.
Un automate de´terministe est un quintupletA = (Q,A, q0, ·, F ) ou`Q est un ensemble fini appele´
l’ensemble des e´tats, A est un alphabet, q0 ∈ Q est l’e´tat initial, F ⊆ Q est l’ensemble des e´tats
finaux. Enfin, la fonction(1) (q, a)→ q ·a de Q× A dans Q est la fonction de transition de A.
Il y a deux proprie´te´s qui distinguent les automates de´terministes des automates en ge´ne´ral.
D’une part, un automate de´terministe n’a qu’un seul e´tat initial. D’autre part, il n’y a jamais
d’ambigu¨ıte´ lors de la lecture d’un mot. C’est-a`-dire que lorsqu’on est dans un e´tat et qu’on
doit lire une lettre, il y a au plus une fac¸on de la lire. Autrement dit, chaque lettre de´finit une
fonction (appele´e aussi action) de l’ensemble des e´tats dans lui-meˆme.
1 2 3




Fig. 1.2 – Un exemple d’automate de´terministe.
Un exemple d’automate de´terministe est pre´sente´ sur la figure 1.2. Le seul e´tat initial est
l’e´tat 1. Dans cet automate, lorsqu’on lit acbbca depuis l’e´tat initial 1, on arrive dans l’e´tat
2 qui n’est pas final : le mot n’est pas reconnu par cet automate. Depuis l’e´tat 1, on ne peut
pas lire la lettre c : la fonction de transition n’est pas de´finie pour ce couple e´tat-lettre. Ainsi,
aucun mot commenc¸ant par un c n’est reconnu par cet automate.
1Je re´siste ici a` l’influence anglo-saxonne... Donc pour moi une fonction de´signe ce que les anglophones
appellent « partial function » et une application ce qu’ils appellent « function ».
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Voici maintenant un re´sultat classique de la the´orie des automates dont je ne ferai pas la
de´monstration.
The´ore`me 1.1.1. Tout automate est e´quivalent a` un automate de´terministe.
Sur la figure 1.3, l’automate A1 n’est pas de´terministe mais l’automate A2 est un automate
de´terministe qui reconnaˆıt le meˆme langage que A1.
1 2 3
a, b










Fig. 1.3 – L’automate de´terministe A2 est e´quivalent a` l’automate non de´terministe A1.
Dans un automate de´terministe, on peut e´liminer tous les e´tats qui ne sont pas accessibles
a` partir de l’e´tat initial, ou a` partir desquels on ne peut pas atteindre un e´tat final. On appelle
cela e´monder l’automate et cela ne modifie pas le langage reconnu par l’automate.
On de´finit aussi une relation d’e´quivalence sur l’ensemble des e´tats : deux e´tats p et q sont
e´quivalents si, pour tout mot u, l’e´tat p·u est final si et seulement si l’e´tat q ·u l’est aussi.
On peut identifier des e´tats e´quivalents sans changer le langage reconnu. L’automate obtenu
apre`s cette identification est appele´ l’automate minimal. Fait remarquable, il ne de´pend que du
langage reconnu par l’automate. Autrement dit, bien qu’il existe une de´finition mathe´matique
plus pre´cise, on peut interpre´ter le mot « minimal » comme suit : l’automate minimal d’un
langage reconnaissable L est l’automate de´terministe reconnaissant L qui a le moins d’e´tats
possible. Pour la suite, il suffit de retenir qu’on dispose d’algorithmes simples pour le calculer
a` partir de n’importe quel automate reconnaissant le langage.
1.1.3 Langages rationnels
Si on voit les langages comme des ensembles de mots, on peut de´finir quelques ope´rations
classiques. Si L1 et L2 sont des langages de A
∗, on note L1 + L2 l’union de L1 et de L2 et on
note L1L2 le produit (de concate´nation) de L1 et de L2, c’est-a`-dire l’ensemble des mots u1u2
ou` u1 ∈ L1 et u2 ∈ L2. E´tant donne´ un langage L de A
∗, on note L∗ l’ensemble des mots u qui
peuvent s’e´crire u = u1u2 . . . un avec n > 0 et u1, u2, . . . , un ∈ L. On peut aussi noter que L
∗
est le sous-mono¨ıde de A∗ engendre´ par L.
Dans l’exemple pre´sente´ sur la figure 1.4, on a de´crit le langage reconnu par l’automate a`
l’aide d’une expression rationnelle : quand on lit un mot a` partir de l’e´tat 1 on peut lire autant
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de b que l’on veut, puis on peut lire a, aa ou ab pour arriver dans un e´tat final. Le langage




Fig. 1.4 – Le langage reconnu par cet automate est L = b∗a+ b∗aa + b∗ab.
La classe des langages rationnels est la plus petite classe de langages contenant les langages
finis, et ferme´e par union, produit et e´toile. Le the´ore`me suivant, duˆ a` Kleene, est la base de la
the´orie des automates.
The´ore`me 1.1.2 ([Kle]). Un langage est rationnel si et seulement si il est reconnaissable.
Et voici maintenant un corollaire inte´ressant de ce the´ore`me :
Corollaire 1.1.1. Les langages rationnels sont ferme´s par intersection et par comple´mentation
(dans A∗).
Si on essaie de montrer ce re´sultat a` partir des expressions rationnelles qui de´crivent ces
langages, c’est tre`s difficile. En revanche, si on travaille avec des automates, cela devient beau-
coup plus simple. Partons d’un automate de´terministe reconnaissant un langage L. S’il manque
des transitions, c’est a` dire, si au moins l’une des fonctions q → q ·a n’est pas partout de´finie,
on ajoute un nouvel e´tat 0 et on pose q ·a = 0 si q ·a n’est pas de´ja` de´fini. En particulier, on
pose 0·a = 0 pour chaque lettre a. Il suffit maintenant d’e´changer les e´tats finaux et non finaux
pour obtenir un automate qui reconnaˆıt le comple´mentaire de L dans A∗. Cet algorithme est
illustre´ plus loin sur la figure 1.14.
1.2 L’approche alge´brique
On va maintenant remplacer les automates par des mono¨ıdes. Pour cela, e´tant donne´ un
automate dont les transitions sont de´terministes, on conside`re que chaque lettre est une fonction
de l’ensemble des e´tats dans lui-meˆme.
1.2.1 Automates de´terministes et mono¨ıdes de transition
Si on conside`re l’automate de la figure 1.5, chacune des lettres a, b, c de´finit une fonction de
l’ensemble des e´tats dans lui-meˆme.
1 2 3




1 1 2 3
a 2 2 2
b 1 3 3
c - 2 3
Fig. 1.5 – Un automate et les fonctions de´finies par les lettres sur les e´tats de l’automate.
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Par exemple, la lettre a envoie tous les e´tats sur l’e´tat 2 ; la lettre c de´finit une identite´ partielle
puisqu’elle n’est pas de´finie pour l’e´tat 1 et qu’elle envoie les e´tats 2 et 3 sur eux-meˆmes.
On veut de´sormais calculer le mono¨ıde engendre´ par les fonctions de´finies par les lettres.
Pour cela, on compose les fonctions de´finies par les e´le´ments que l’on connaˆıt (initialement ce
sont seulement les actions des lettres de l’alphabet). Si on obtient une nouvelle fonction, on a
obtenu un nouvel e´le´ment du mono¨ıde. Si on obtient une fonction de´ja` connue, on a obtenu
la valeur du produit des deux e´le´ments. Par exemple, si on calcule l’action de aa sur les e´tats
de l’automate de la figure 1.5, on remarque qu’on obtient la meˆme action que celle de´finie par
a, on ajoute donc aa = a a` notre liste de relations. Si on calcule l’action de ab, on obtient la
fonction(2) qui envoie tous les e´tats sur l’e´tat 3. On re´ite`re le proce´de´ jusqu’a` connaˆıtre tous les
e´le´ments du mono¨ıde engendre´ ainsi que la table de multiplication du mono¨ıde.
Cela nous donne un algorithme pour convertir un automate de´terministe en mono¨ıde fini,
et le mono¨ıde obtenu est appele´ le mono¨ıde de transition. Si on part d’un automate fini, le
mono¨ıde obtenu est fini, puisque c’est un sous-mono¨ıde du mono¨ıde des fonctions de Q dans Q,
qui est lui-meˆme fini. Cela nous assure de la terminaison de l’algorithme.
Sur la figure 1.6, on a repre´sente´ le meˆme automate que sur la figure 1.5 ainsi que tous les
e´le´ments du mono¨ıde de transition et les relations obtenues lors de l’exe´cution de l’algorithme.
1 2 3




1 1 2 3
a 2 2 2
b 1 3 3
c - 2 3
ab 3 3 3
bc - 3 3
ca - 2 2
aa = a bb = b abc = ab
Relations : ac = a cb = bc bca = ca
ba = a cc = c cab = bc
Fig. 1.6 – Un automate et une pre´sentation de son mono¨ıde de transition.
On a ainsi obtenu une repre´sentation abstraite de l’automate et on va passer d’une repre´-
sentation a` l’autre de fac¸on tre`s souple. Il existe un morphisme naturel de A∗ dans le mono¨ıde
de transition M d’un automate A. Ce morphisme ϕ : A∗ → M est de´fini par ϕ(a) = a pour
tout a ∈ A. Autrement dit ϕ(u) est la fonction de Q dans lui-meˆme de´finie par u. Pour calculer
l’image d’un mot par le morphisme, j’utilise la pre´sentation du mono¨ıde de transition obtenue
par l’algorithme pre´ce´dent. Dans l’exemple de la figure 1.6, le mot cab s’envoie sur la fonction
de´finie par bc.
Plus ge´ne´ralement deux mots u et v tels que ϕ(u) = ϕ(v) ont la meˆme action sur l’automate
et ils seront donc simultane´ment accepte´s ou rejete´s. Mais il faut bien noter que la de´finition du
mono¨ıde de transition ne fait pas intervenir les e´tats initiaux et finaux : la connaissance seule
du mono¨ıde ne nous permet pas de savoir si un mot est accepte´ ou pas.
2Signalons une petite subtilite´ que j’ai passe´e sous silence : comme on e´crit les actions a` droite, l’action
de´finie par le mot ab est en fait la fonction note´e habituellement b ◦ a.
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Ne´anmoins, pour tout e´le´ment m du mono¨ıde, les mots de ϕ−1(m) sont ou bien tous accepte´s
par l’automate, ou bien tous rejete´s. Par conse´quent, il suffit de connaˆıtre les e´le´ments du
mono¨ıde dont les ante´ce´dents par ϕ sont accepte´s par l’automate. Dans l’exemple pre´ce´dent,
un mot u est accepte´ par l’automate si et seulement si u ∈ ϕ−1(ϕ(ab)).
1.2.2 Reconnaissance par morphisme
Je vais maintenant vous donner une de´finition abstraite des langages reconnaissables ou` l’on
n’a plus du tout d’automate, mais seulement des mono¨ıdes.
De´finition 1.2.1. Soit M un mono¨ıde et L un langage de A∗. On dit que M reconnaˆıt L s’il
existe un morphisme de mono¨ıde ϕ : A∗ → M et une partie P de M telle que L = ϕ−1(P ).
Et la proposition suivante nous assure que la reconnaissance par mono¨ıde fini est e´quivalente
a` la reconnaissance par automate fini.
Proposition 1.2.1. Un langage est reconnu par un mono¨ıde fini si et seulement si il est reconnu
par un automate de´terministe fini.
Pour passer de la reconnaissance par automates a` la reconnaissance par mono¨ıde, il suffit
de conside´rer le mono¨ıde de transition d’un automate de´terministe reconnaissant le langage, et
c’est ce que je vous ai explique´ pre´ce´demment.
Maintenant, on va partir d’un morphisme de mono¨ıde et je vais vous montrer comment
construire un automate. Pour cela, on va construire le graphe de Cayley du mono¨ıde. On a un
mono¨ıde M et un morphisme de mono¨ıdes ϕ : A∗ →M qui de´finit une action de A sur M , qui
est la multiplication a` droite par ϕ(a) : m·a = mϕ(a).
Le graphe de Cayley (M,A) est un graphe dirige´ dont les sommets sont les e´le´ments du
mono¨ıde. Pour chaque lettre a ∈ A et chaque e´le´ment m ∈ M , il y a une fle`che e´tiquete´e a
entre m et m·a. Si on regarde ce graphe dirige´ comme un automate, ou` on choisit 1, l’e´le´ment
neutre de M , comme e´tat initial et ϕ(L) comme ensemble d’e´tats finaux, on a obtenu un
























Fig. 1.7 – Le graphe de Cayley vu comme un automate.
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Sur la figure 1.7, on reconnaˆıt le graphe de Cayley du mono¨ıde obtenu pre´ce´demment.
A` chaque e´le´ment du mono¨ıde {1, a, b, c, ab, bc, ca} est associe´ un sommet et les fle`ches nous
indiquent la multiplication (a` droite) des e´le´ments deM par les e´le´ments de ϕ(A). Si on choisit
1 comme e´tat initial et ab comme e´tat final, l’ensemble des mots reconnus est exactement le
langage reconnu par l’automate de la figure 1.6.
1.2.3 Mono¨ıde syntactique
Je vous ai parle´ pre´ce´demment de l’automate minimal associe´ a` un langage. Il y a un mono¨ıde
particulier associe´ a` cet automate minimal.
De´finition 1.2.2 (algorithmique). Le mono¨ıde syntactique d’un langage est le mono¨ıde de
transition de son automate minimal.
Ce mono¨ıde est canonique, au sens ou` j’ai un algorithme qui me permet de le construire :
on calcule d’abord l’automate minimal du langage, puis on calcule le mono¨ıde de transition de
cet automate. C’est cet objet qui va nous servir dans la deuxie`me partie de cet expose´. Je vais
vous donner maintenant une autre de´finition de cet objet, qui est purement alge´brique.
On dit que deux mots u et v sont e´quivalents s’ils ont le meˆme contexte dans L, c’est-a`-dire
que si on ajoute autour de u et de v un pre´fixe x et un suffixe y, alors xuy est dans L si et
seulement si xvy est dans L. Cette relation d’e´quivalence est appele´e la congruence syntactique
de L et elle permet de donner une autre de´finition du mono¨ıde syntactique.
De´finition 1.2.3 (alge´brique). Le mono¨ıde syntactique d’un langage L ⊂ A∗ est le mono¨ıde
quotient de A∗ par la congruence syntactique de L : u ∼L v si et seulement si, pour tout
x, y ∈ A∗, xvy ∈ L ⇐⇒ xuy ∈ L.
On va maintenant rajouter une relation d’ordre sur les e´tats de l’automate minimal A =
(Q,A, ·, q0, F ) d’un langage L. E´tant donne´s deux e´tats p, q ∈ Q, on dit que p 6 q si pour tout
u ∈ A∗, q ·u ∈ F =⇒ p·u ∈ F . C’est-a`-dire qu’a` chaque fois que je peux aller de q dans un
e´tat final en lisant un mot u, en lisant u a` partir de p, j’arrive aussi dans un e´tat final.
La relation 6 est une relation d’ordre partiel sur les e´tats de l’automate minimal. On
conside`re seulement des automates minimaux car sinon, la relation 6 ne ve´rifie pas la proprie´te´
d’antisyme´trie (on a des e´tats e´quivalents qui ne sont pas e´gaux).








Fig. 1.8 – Exemple d’automate minimal ordonne´. Ici, 2 6 4, 1 6 3 et 1, 2, 3, 4 6 0.
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Dans l’automate de la figure 1.8, 2 6 4, puisque le seul mot accepte´ a` partir de l’e´tat 4 est le
mot vide qui est aussi accepte´ a` partir de l’e´tat 2.
Maintenant qu’on a un ordre sur l’automate minimal, on va pouvoir obtenir un ordre sur
le mono¨ıde de transition de cet automate, c’est-a`-dire sur le mono¨ıde syntactique. A` partir de
l’ordre sur les e´tats, on de´finit naturellement un ordre sur les fonctions :
De´finition 1.2.4 (algorithmique). Le mono¨ıde syntactique ordonne´ d’un langage L est le
mono¨ıde de transition de l’automate minimal de L, ordonne´ par u 6 v si et seulement si
pour tout q ∈ Q, q ·u 6 q ·v.
On peut aussi obtenir cet ordre sur la repre´sentation abstraite du mono¨ıde syntactique.
De´finition 1.2.5 (alge´brique). Le mono¨ıde syntactique ordonne´ est le mono¨ıde syntactique,
muni de l’ordre induit par le pre´ordre syntactique 6L de´fini sur A
∗ par : u 6L v si et seulement
si, pour tout x, y ∈ A∗, xvy ∈ L =⇒ xuy ∈ L.
J’ai de´crit la relation 6L sur les mots, et c’est donc seulement un pre´ordre, puisqu’il est clair
que si u 6L v et v 6L u, on a u ∼L v. Mais lorsqu’on redescend dans le mono¨ıde syntactique, on
obtient une relation d’ordre sur les classes d’e´quivalence. Cette relation d’ordre est sympathique










Fig. 1.9 – L’automate minimal et l’ordre syntactique de L = (ab∗a)∗(1 + a).
Sur la figure 1.9, j’ai repre´sente´ a` gauche l’automate minimal reconnaissant L = (ab∗a)∗(1 + a)
et a` droite, j’ai donne´ une repre´sentation de son mono¨ıde syntactique ordonne´. Sur cet exemple,
1 6 b. En effet, pour tous mots u, v, si ubv ∈ L, alors il faut qu’en lisant u depuis l’e´tat initial,
on arrive dans l’e´tat 2 pour pouvoir lire le b et qu’en lisant v depuis l’e´tat 2, on arrive dans un
e´tat final. Par conse´quent, si ubv ∈ L, en lisant uv depuis l’e´tat initial, on arrive dans un e´tat
final et donc uv ∈ L. En revanche, 1 6 ab puisque 1(ab)ba ∈ L mais 1(1)ba /∈ L.
1.3 Automates re´versibles
1.3.1 De´finition et exemples
Je vais maintenant aborder le sujet de l’expose´ proprement dit : les automates re´versibles.
Dans un automate de´terministe, on se souvient que la configuration de gauche de la figure
1.10 est interdite, c’est-a`-dire qu’a` partir d’un e´tat q, je ne peux pas lire une lettre a de deux
manie`res diffe´rentes. Dans un automate re´versible, on interdit aussi la configuration duale, qui
est repre´sente´e a` droite sur la figure 1.10, c’est-a`-dire qu’on ne peut pas trouver deux e´tats
diffe´rents qui permettent d’aller dans un meˆme e´tat en lisant la meˆme lettre. Les transitions
d’un automate re´versible sont donc de´terministes et code´terministes.











Fig. 1.10 – Configurations interdites dans un automate re´versible.
Autrement dit, un automate re´versible est un automate dans lequel chaque lettre induit
une fonction injective de l’ensemble des e´tats dans lui-meˆme. Dans le cas ou` les fonctions sont
des applications, ce sont des permutations et l’automate est dans ce cas appele´ automate de
permutations ou automate a` groupe.
Il reste a` de´finir quels sont les e´tats initiaux et finaux. Si on veut conserver un automate
de´terministe (resp. code´terministe), il faut un seul e´tat initial (resp. final). Mais ici, on va
perdre le de´terminisme et le code´terminisme, puisque dans un automate re´versible, on autorise












Fig. 1.11 – Un exemple d’automate re´versible.
L’automate de la figure 1.11 est un premier exemple d’automate re´versible. On peut ve´rifier
que les lettres a et b de´finissent des fonctions injectives de l’ensemble des e´tats dans lui meˆme.
Maintenant qu’on a de´fini les automates re´versibles, on peut de´finir les langages re´versibles :
De´finition 1.3.1. Un langage est re´versible s’il est accepte´ par un automate re´versible (muni
de plusieurs e´tats initiaux et de plusieurs e´tats finaux).
Et le but de mon expose´ est de re´pondre a` la question suivante :
Proble`me 1.3.1. Peut-on de´cider si un langage rationnel donne´ est re´versible ?
Autrement dit, e´tant donne´ un automate ou une expression rationnelle, est-ce qu’on peut
de´cider si le langage reconnu par cet automate, ou repre´sente´ par cette expression rationnelle,
est reconnaissable par un automate re´versible.
On pourrait penser que si un langage est reconnu par un automate re´versible, alors l’auto-
mate minimal de ce langage est re´versible, et il suffirait de calculer cet automate minimal, mais
cela ne marche pas. En effet, si on conside`re le langage {a, ac, bc}, l’automate de gauche de la
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figure 1.12 est un automate re´versible qui reconnaˆıt ce langage, mais l’automate minimal de ce















Fig. 1.12 – Automates re´versible et minimal de {a, ac, bc}.
Je vais commencer par vous donner quelques exemples de langages re´versibles.
– Les langages finis sont re´versibles : on peut faire un automate par mot et ensuite on fait
l’union disjointe de tous ces automates.
– Les langages a` groupe sont re´versibles : ces langages sont reconnus par des groupes finis, ou
si on pre´fe`re par des automates de permutations (qui sont des cas particuliers d’automates
re´versibles).
– Le langage miroir d’un langage re´versible est re´versible. E´tant donne´ un langage L, le
miroir de L est le langage L′ est constitue´ de tous les mots de L lus de droite a` gauche. Si
L est reconnu par un automate re´versible, l’automate obtenu en retournant les transitions
et en intervertissant les e´tats initiaux et finaux est un automate re´versible qui reconnaˆıt
L′.
– Toute combinaison boole´enne positive (i.e. union finie d’intersections finies) de langages
re´versibles est re´versible. Il est facile de voir qu’une union finie de langages re´versibles
est re´versible puisqu’il suffit de faire l’union disjointe des automates reconnaissant chacun
des langages. Pour l’intersection finie, c’est un peu plus difficile a` voir, mais cela est vrai
aussi.
1.3.2 Une premie`re description des langages re´versibles
Je vais maintenant vous donner une premie`re description des langages re´versibles. Si L est
un langage re´versible, la proposition suivante donne une proprie´te´ du comple´mentaire de L,
note´ Lc.
Proposition 1.3.1. Soit L un langage re´versible de A∗. Alors
(1) Lc est une combinaison boole´enne positive de langages de la forme R ou A∗aR ou` R est
un langage a` groupe,
(2) Lc est une combinaison boole´enne positive de langages de la forme R ou RaA∗ ou` R est
un langage a` groupe.
Si on arrive a` prouver (2), (1) sera un corollaire puisque les langages re´versibles sont clos
par passage au miroir. Puisque les langages re´versibles sont clos par intersection et union finies,
on peut se ramener au cas ou` l’automate a un seul e´tat initial et un seul e´tat final. Je vais vous
pre´senter la preuve sur un exemple, en utilisant l’automate A de la figure 1.13.
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Fig. 1.13 – Automate re´versible A servant d’exemple pour la preuve de la Proposition 1.3.1.
On commence par construire l’automate reconnaissant le comple´mentaire du langage re-
connu par A, qui est repre´sente´ sur la figure 1.14. Pour obtenir cet automate, on a d’abord
ajoute´ un e´tat (l’e´tat 0), et on a comple´te´ A en ajoutant des transitions e´tiquete´es b entre
les e´tats 1 et 0 et entre 4 et 0 (ce sont les transitions dessine´es avec des tirets). Ensuite,
on a e´change´ les e´tats finaux et non finaux. L’automate ainsi obtenu n’est plus un automate
re´versible, puisque l’e´tat 0 peut eˆtre atteint depuis trois e´tats diffe´rents en lisant la lettre b.
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Fig. 1.14 – L’automate reconnaissant le comple´mentaire du langage reconnu par A.
Maintenant, je vais vous pre´senter une construction qui va revenir plusieurs fois au cours
de l’expose´. Dans l’automate re´versible, je vais rajouter des transitions en pointille´ de manie`re
a` transformer les fonctions injectives de´finies par les lettres en des bijections. Sur la figure
1.15, j’ai ajoute´ des transitions (qui sont en pointille´) a` l’automate A de telle sorte que a et b
de´finissent des bijections de l’ensemble des e´tats de A dans lui meˆme. Il n’y a pas de re`gle pour
comple´ter les injections en bijections : je peux rajouter les fle`ches en pointille´ comme je veux,
tant que j’obtiens une bijection. L’automate A′ ainsi obtenu est un automate a` groupe.
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Fig. 1.15 – L’automate A′ avec les fle`ches en pointille´ obtenu a` partir de A.
Notons R(q) le langage reconnu par l’automate a` groupe obtenu (avec les fle`ches en pointille´)
en prenant q comme e´tat final. J’affirme que Lc = R(1) ∪R(2) ∪ R(3) ∪R(1)bA∗ ∪ R(4)bA∗.
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En effet, regardons par exemple les mots de R(2). Si un mot u appartient a` R(2), cela signifie
qu’en lisant u dans A′ depuis l’e´tat initial, on arrive dans l’e´tat 2. On conside`re maintenant
deux cas. Ou bien lors de la lecture de u dans A′, on n’a jamais utilise´ de fle`che en pointille´, et
alors dans l’automate du comple´mentaire de A, si on lit u depuis l’e´tat initial, on arrive dans
l’e´tat 2 qui est un e´tat final : u ∈ Lc. Ou alors lorsqu’on a lu u dans A′, on a utilise´ une fle`che
en pointille´, et cela signifie que si on lit u dans l’automate du comple´mentaire, on va prendre
une transition qui arrive dans l’e´tat 0, dans lequel on va rester pour lire la fin de u : puisque 0
est un e´tat final dans l’automate du comple´mentaire, u ∈ Lc.
On peut faire la meˆme chose pour R(1) et R(3). Conside´rons maintenant un mot u de
R(1)bA∗ que l’on peut e´crire u = u1bu2 avec u1 ∈ R(1). Si on emprunte une fle`che en pointille´ en
lisant dans A′ le pre´fixe u1, alors, pour les meˆmes raisons qu’auparavant, on aboutit dans l’e´tat
0 lorsqu’on lit u dans l’automate du comple´mentaire, et on a donc u ∈ Lc. Si on n’utilise jamais
de fle`che en pointille´ en lisant u1 dans A
′, alors si on lit u1 dans l’automate du comple´mentaire,
on termine dans l’e´tat 1 et lorsqu’on lit le b qui suit u1, on arrive dans l’e´tat 0 dans lequel on
reste pour lire la fin du mot u : la` encore, on a u ∈ Lc. On peut faire le meˆme raisonnement
pour les mots de R(4)bA∗.
Je vous ai montre´ l’inclusion dans un sens, mais cela marche dans les deux sens et on a bien
Lc = R(1) ∪ R(2) ∪R(3) ∪ R(1)bA∗ ∪ R(4)bA∗.
1.3.3 Une premie`re condition ne´cessaire
Je vais maintenant vous donner une premie`re condition ne´cessaire pour qu’un langage soit
re´versible. C’est une condition tre`s simple et vraiment alge´brique, qui sera un e´le´ment cle´ de la
caracte´risation qu’on va obtenir. Rappelons qu’un e´le´ment e d’un mono¨ıde est un idempotent
si ee = e.
Proposition 1.3.2. Les idempotents du mono¨ıde syntactique d’un langage re´versible com-
mutent.
Pour montrer cette proposition, on regarde les idempotents du mono¨ıde de transition d’un
automate re´versible acceptant un langage L. Ces idempotents doivent aussi eˆtre des fonctions
injectives puisqu’on est dans un automate re´versible. Or une fonction injective idempotente est
force´ment une identite´ partielle : par conse´quent, ces idempotents commutent. Et puisqu’on
peut montrer que si les idempotents du mono¨ıde de transition d’un automate reconnaissant
un langage L commutent, alors les idempotents du mono¨ıde syntactique de L commutent, on
obtient cette premie`re condition ne´cessaire.
1.4 Le groupe libre
1.4.1 De´finition
Je vais maintenant vous parler du groupe libre, qui a une de´finition mathe´matique tre`s
classique.
E´tant donne´ un alphabet A, je prends une copie disjointe de A, que je note A¯, et je note
A˜ l’union disjointe A ∪ A¯. Chaque lettre a de A a donc une copie a¯ dans A¯. Le groupe libre
sur A, note´ FG(A), est le quotient de A˜∗ par les relations aa¯ = 1 = a¯a pour tout a ∈ A. Cela
correspond a` dire que a¯ est l’inverse formel de a dans FG(A) et justifie la convention a¯ = a.
On note aussi u¯ l’inverse d’un e´le´ment u : par exemple, l’inverse de u = ab¯a¯ba est u¯ = a¯b¯aba¯.
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On note que la re´duction qui consiste a` e´liminer les aa¯ et les a¯a dans un mot de A˜∗ est
confluente : quelle que soit la manie`re dont on e´limine les aa¯ et les a¯a, on obtient le meˆme
re´sultat. Cela nous permet d’avoir un repre´sentant canonique dans A˜∗ pour chaque classe de
FG(A).
Dans le groupe libre, comme pour n’importe quel mono¨ıde, il existe e´galement une de´finition
des parties rationnelles.
De´finition 1.4.1. La classe des parties rationnelles du groupe libre est la plus petite classe R
de parties du groupe libre telle que :
(1) chaque sous-ensemble fini du groupe libre appartient a` R,
(2) si S et T sont dans R, alors ST et S ∪ T y sont aussi,
(3) si S est dans R, alors S∗, le sous-mono¨ıde engendre´ par S, y est aussi.
Comme pour les mono¨ıdes, le produit ST de deux ensembles S et T est l’ensemble des
{st | s ∈ S, t ∈ T}. On peut aussi remarquer que si un ensemble S est rationnel, le sous-groupe
engendre´ par S, note´ 〈S〉, est aussi rationnel, puisque 〈S〉 = (S ∪ S¯)∗ ou` S¯ est l’ensemble des
inverses des e´le´ments de S (qui est lui aussi rationnel).
1.4.2 Automates re´versibles dans le groupe libre
La de´finition des automates dans le groupe libre est assez naturelle. On garde la meˆme
de´finition pour les automates, mais on peut lire les transitions dans les deux sens. C’est-a`-dire
que s’il y a une transition d’un e´tat p a` un e´tat q e´tiquete´e par la lettre a, on peut aller de
p a` q en lisant a et aller de q a` p en lisant a¯. Autrement dit, pour chaque transition de p a` q
e´tiquete´e a, on a implicitement une transition de q a` p e´tiquete´e a¯.
L’automate de la figure 1.16 qui reconnaˆıt le langage {a, ac, bc} dans le mono¨ıde libre re-







Fig. 1.16 – Dans le groupe libre, cet automate reconnaˆıt le langage {a} ∪ a〈b¯a〉c.
Dans un automate re´versible, les lettres de´finissent des fonctions injectives de l’ensemble
des e´tats dans lui meˆme. Et par conse´quent, les fonctions re´ciproques de ces fonctions existent
aussi. Il est donc assez naturel de regarder les automates re´versibles dans le groupe libre. On va
maintenant de´crire quelles sont les parties du groupe libre qui sont reconnues par des automates
re´versibles.
1.4.3 Sous-groupes rationnels du groupe libre
Le re´sultat suivant est classique, meˆme si sa pre´sentation l’est moins ; c’est une caracte´ri-
sation des sous-groupes du groupe libre qui sont reconnus par un automate re´versible. Rappelons
qu’un sous-groupe est finiment engendre´ s’il admet un ensemble fini de ge´ne´rateurs.
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The´ore`me 1.4.1. Soit H une partie du groupe libre. Sont e´quivalents :
(1) H est un sous-groupe rationnel,
(2) H est un sous-groupe finiment engendre´,
(3) H est reconnu par un automate re´versible dont l’unique e´tat initial est aussi l’unique e´tat
final.
Dans la troisie`me assertion du the´ore`me, puisque l’e´le´ment neutre du groupe H est le mot
vide, on demande que l’e´tat initial et final de l’automate co¨ıncident.
Je vais commencer par vous prouver qu’un automate re´versible avec un unique e´tat initial
et final reconnaˆıt un sous-groupe finiment engendre´ du groupe libre. Je vais vous faire la preuve















Fig. 1.17 – Un automate et un arbre couvrant de cet automate.
On commence par prendre un arbre couvrant dirige´ de l’automate dont la racine est l’e´tat
initial. Les fle`ches de l’arbre couvrant sont dirige´s de la racine vers les feuilles. Sur la figure
1.17, j’ai repre´sente´ un arbre couvrant de l’automate avec les fle`ches en gras. Il faut noter que
pour obtenir cet arbre couvrant, j’ai renverse´ une fle`che e´tiquete´e a et je l’ai e´tiquete´e a¯.
Maintenant, pour vous montrer que l’automate reconnaˆıt un sous-groupe finiment engendre´,
je vais vous expliquer comment on trouve les ge´ne´rateurs. En fait, cette construction permet
de de´montrer la formule de Schreier, qui est un re´sultat classique de la combinatoire du groupe
libre.
Pour trouver les ge´ne´rateurs, on va regarder les fle`ches qui ne sont pas dans l’arbre. A`
chacune de ces transitions, on associe un mot obtenu de la manie`re suivante. A` une transition
de p a` q e´tiquete´e par une lettre a, on associe le mot uav¯, ou` u est l’e´tiquette du seul chemin
dans l’arbre qui va de l’e´tat initial a` p et v est l’e´tiquette du seul chemin dans l’arbre qui va de
l’e´tat initial a` q.
Sur l’exemple de la figure 1.17, on associe a` la transition e´tiquete´e a de 3 a` 4, le mot
(ba)a(ba¯) = baaab¯. En effet, le seul chemin qui va de 1 a` 3 dans l’arbre est e´tiquete´ par ba et
le seul chemin de 1 a` 4 dans l’arbre porte l’e´tiquette ba¯. De meˆme, a` la transition de 3 a` 4
e´tiquete´e b, on associe le mot babab¯ et a` la transition de 4 a` 3 e´tiquete´e b, on associe le mot
ba¯ba¯b¯.
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Ensuite, c’est un petit exercice de ve´rifier que le langage reconnu par l’automate est exac-
tement le langage engendre´ par les mots que l’on vient d’obtenir. E´tant donne´ un mot u du
langage reconnu par l’automate, on regarde le chemin qui va de l’e´tat initial a` l’e´tat final dans
l’automate qui reconnaˆıt ce mot. A` chaque fois qu’on utilise une transition qui n’est pas dans
l’arbre, on note le ge´ne´rateur associe´ pour obtenir un mot qui se re´duit a` u. Par exemple, si
on conside`re le mot ba¯baaabab¯, avec cette me´thode on obtient le mot ba¯ba¯b¯·baaab¯·babab¯ qui se
re´duit bien a` ba¯baaabab¯. Le sous-groupe du groupe libre reconnu par l’automate de la figure
1.17 est donc 〈baaab¯, babab¯, ba¯ba¯b¯〉.
Je vais maintenant vous montrer comment obtenir un automate re´versible a` partir d’un
groupe finiment engendre´. Je vais vous pre´senter cette construction pour le groupe engendre´ par
ab¯a et abba. On commence par repre´senter ces ge´ne´rateurs par un bouquet de cercles. C’est-a`-
dire qu’on construit un automate avec un seul e´tat initial et final et que pour chaque ge´ne´rateur
u, on dessine un cycle e´tiquete´ par u qui boucle autour de l’e´tat initial et final. L’automate de
gauche de la figure 1.18 correspond a` cette construction pour le langage 〈ab¯a, abba〉. On note
que pour e´viter les lettres de type a¯, il suffit de retourner les fle`ches lors de la construction ;















Fig. 1.18 – Construction d’un automate re´versible acceptant 〈ab¯a, abba〉.
Cet automate n’est pas re´versible, mais je vais vous expliquer comment arriver a` un automate
re´versible a` partir de celui-ci. A` chaque fois qu’on rencontre l’une des configurations de´crite sur
la figure 1.10, on identifie les e´tats q1 et q2. Si on observe l’automate de gauche de la figure
1.18, on voit qu’en lisant un a depuis l’e´tat initial, on peut atteindre deux e´tats diffe´rents :
on identifie les deux e´tats pour obtenir un automate e´quivalent qui est repre´sente´ au centre
de la figure 1.18. Ce nouvel automate n’est toujours pas re´versible puisqu’on peut arriver dans
l’e´tat initial en lisant un a depuis deux e´tats diffe´rents : on identifie ces deux e´tats pour obtenir
l’automate de droite de la figure 1.18, qui est un automate re´versible avec un unique e´tat initial
et final.
1.4.4 Parties re´versibles du groupe libre
On va maintenant conside´rer les parties re´versibles du groupe libre qui sont de´finies de
manie`re tre`s naturelle.
De´finition 1.4.2. Une partie du groupe libre est re´versible si elle est accepte´e par un automate
re´versible.
Le the´ore`me suivant nous donne une caracte´risation des parties re´versibles du groupe libre.
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The´ore`me 1.4.2. Une partie du groupe libre est re´versible si et seulement si elle est union
finie de classes late´rales gauches de sous-groupes finiment engendre´s du groupe libre.
Pour montrer cela, on se rame`ne au cas ou` l’automate a un seul e´tat initial i et un seul e´tat
final f . Soit H le sous-groupe finiment engendre´ reconnu en prenant f comme e´tat initial et
final. Si u est un mot reconnu par l’automate, c’est-a`-dire, si i·u = f , la partie reconnue par
l’automate est uH . En effet, si w est un mot reconnu par l’automate avec i comme e´tat initial
et f comme e´tat final, i·w = f , et i·uu¯w = f , et alors u¯w ∈ H . Par exemple, la partie reconnue








Fig. 1.19 – Dans le groupe libre, cet automate reconnaˆıt ab¯〈baaab¯, babab¯, ba¯ba¯b¯〉.
Je ne vous fais pas la de´monstration mais la re´ciproque est e´galement vraie.
On a obtenu une description assez agre´able des parties re´versibles, mais cela ne nous permet
pas de de´cider facilement si un langage est re´versible. D’une part, si on a une partie rationnelle,
il n’est pas e´vident de voir si cette partie est une union finie de classes late´rales gauches de
sous-groupes finiment engendre´s. D’autre part, on n’a pour le moment qu’une description des
parties re´versibles du groupe libre et pas du mono¨ıde libre.
Je vais vous donner une caracte´risation un peu plus algorithmique des parties re´versibles
du groupe libre. Le the´ore`me suivant est l’analogue du the´ore`me de Kleene pour les parties
re´versibles du groupe libre. Ce re´sultat permet d’obtenir un proce´de´ algorithmique pour engen-
drer ces parties.
The´ore`me 1.4.3. Les parties re´versibles du groupe libre forment la plus petite classe F de
parties telles que
(1) ∅ ∈ F et, pour tout g ∈ FG(A), {g} ∈ F ,
(2) si S1, S2 ∈ F , alors S1 ∪ S2 ∈ F ,
(3) si S ∈ F et g ∈ FG(A), alors gS ∈ F ,
(4) si S ∈ F , alors 〈S〉 ∈ F .
1.4.5 Retour au mono¨ıde libre
Le mono¨ıde libre A∗ peut eˆtre conside´re´ comme un sous-mono¨ıde du groupe libre FG(A).
Un langage de A∗ est donc re´versible si et seulement si c’est la trace sur le mono¨ıde libre d’un
langage re´versible du groupe libre.
The´ore`me 1.4.4. Un langage L de A∗ est re´versible si et seulement si L = K ∩A∗, ou` K est
une union finie de classes late´rales de sous-groupes finiment engendre´s du groupe libre FG(A).
Cette caracte´risation n’est toujours pas tre`s utilisable d’un point de vue algorithmique,
puisque de´cider si un langage est de cette forme ne semble pas facile.
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1.5 Topologie pro-groupe
Maintenant, je vais vous parler un petit peu de topologie profinie, en l’occurrence pro-
groupe. Ce terme a e´te´ introduit par M. Hall Jr. en 1949, et depuis cela a e´te´ beaucoup e´tudie´.
Il faut noter que la topologie p-adique est un cas particulier de topologie profinie.
La topologie qui nous inte´resse ici est base´e sur le the´ore`me suivant. En termes savants,
ce the´ore`me dit que le mono¨ıde libre est re´siduellement fini pour les groupes finis, mais vous
constaterez que la preuve qui suit est beaucoup plus e´le´mentaire que celle que l’on donne
habituellement.
The´ore`me 1.5.1. Deux mots distincts u et v de A∗ peuvent toujours eˆtre se´pare´s : il existe un
groupe fini G et un morphisme de mono¨ıde ϕ : A∗ → G tel que ϕ(u) 6= ϕ(v).
Un premier exemple est le groupe Z/2Z qui permet de se´parer les mots de longueur paire des
mots de longueur impaire : il suffit de conside´rer le morphisme ϕ : A∗ → G tel que ϕ(u) = |u|
mod 2, ou` |u| est la longueur du mot u. En utilisant le meˆme groupe, on peut se´parer les mots
qui contiennent un nombre pair de a des mots qui en contiennent un nombre impair : il suffit
de conside´rer le morphisme ϕ : A∗ → G de´fini par ϕ(a) = 1 et ϕ(b) = 0, pour tout b ∈ A \ {a}.
Je vais maintenant vous montrer comment se´parer deux mots distincts quelconques. Je vais
faire la preuve sur les mots abab et abba. Ces mots ont la meˆme longueur, le meˆme nombre de









Fig. 1.20 – Un automate qui reconnaˆıt abab si l’e´tat 5 est final et abba si l’e´tat 7 est final.
On commence par construire un automate de´terministe a` partir des deux mots abab et abba
comme sur la figure 1.20. Cet automate est re´versible ; il reconnaˆıt abab si l’e´tat 5 est final et
abba si l’e´tat 7 est final.
Ensuite, encore une fois, on ajoute des fle`ches en pointille´ pour obtenir un automate de
permutations comme sur la figure 1.21. Je vais vous montrer que le groupe de permutations
obtenu a` partir de cet automate se´pare les deux mots. En effet, la permutation de´finie par le
















Fig. 1.21 – Un automate de permutations obtenu a` partir de l’automate de la figure 1.20.
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On peut maintenant de´finir une distance entre deux mots en fonction de la taille du plus
petit groupe qui les se´pare. Et on va dire que plus la taille du groupe qui se´pare les deux
mots est grande, plus les mots sont proches. Il est tre`s difficile d’avoir de l’intuition sur cette
de´finition lorsqu’on la rencontre pour la premie`re fois. Mais si vous avez l’habitude de travailler
avec la topologie p-adique, cela devrait eˆtre plus facile.
De´finition 1.5.1. Pour tout u, v ∈ A∗, on pose
– r(u, v) = min {|G| | G est un groupe fini qui se´pare u et v},
– d(u, v) = 2−r(u,v) (avec min∅ =∞ et 2−∞ = 0).
La fonction d qu’on vient de de´finir est une distance ultrame´trique, c’est-a`-dire qu’elle sa-
tisfait a` l’ine´galite´ triangulaire renforc¸e´e : d(u, w) 6 max(d(u, v), d(v, w)).
En plus, cette distance a d’autres proprie´te´s tre`s agre´ables :
– Le produit (u, v)→ uv est uniforme´ment continu.
– Les morphismes de mono¨ıde de A∗ dans B∗ sont uniforme´ment continus.
– Les morphismes de mono¨ıde de A∗ dans un groupe fini discret sont uniforme´ment continus.
En termes savants, la topologie de´finie par la distance d est la topologie initiale de´finie par
les morphismes sur un groupe fini. La proprie´te´ suivante est une proprie´te´ inte´ressante de cette
topologie qui va nous eˆtre utile par la suite.
Proposition 1.5.1. Une suite (un)n>0 de A
∗ converge vers un mot u si et seulement si pour
tout morphisme ϕ : A∗ → G ou` G est un groupe fini, (ϕ(un))n>0 est ultimement e´gal a` ϕ(u).
Un autre corollaire inte´ressant est qu’une partie de A∗ reconnue par un groupe fini est a`
la fois ouverte et ferme´e : c’est un clopen. En effet, dans un groupe fini muni de la topologie
discre`te, toute partie est a` la fois ouverte et ferme´e et les morphismes de A∗ dans un groupe fini
sont continus. Ainsi un langage reconnu par ce groupe, qui est l’image re´ciproque d’une partie
du groupe, est a` la fois ouverte et ferme´e.
Je vais maintenant vous pre´senter un petit the´ore`me amusant.
The´ore`me 1.5.2 ([Hal, Reu]). Pour tout mot u ∈ A∗, lim
n→∞
un! = 1.
La preuve de ce the´ore`me est tre`s simple. On conside`re un groupe fini G et un morphisme de
mono¨ıde ϕ : A∗ → G. Posons g = ϕ(u) ; si k est l’ordre de G, par le the´ore`me de Lagrange, on
a gk = 1. Par conse´quent, pour n > k, ϕ(un!) = gn! = 1 et la suite ϕ(un!) est donc ultimement
e´gale a` ϕ(1).
Cette preuve est e´le´mentaire, mais ce re´sultat a` des conse´quences inte´ressantes, en particulier
pour notre proble`me.
Proposition 1.5.2 ([Reu]). Les langages re´versibles sont ferme´s.
Il faut noter que la re´ciproque de la Proposition 1.5.2 n’est pas vraie. Le langage a∗b∗ est
ferme´ mais n’est pas re´versible.
Je vais maintenant vous faire la preuve de la Proposition 1.5.2 sur l’exemple de la figure
1.22.









Fig. 1.22 – Le langage reconnu par cet automate est ferme´.
Soit L le langage reconnu par l’automate re´versible de la figure 1.22. Pour montrer que L
est ferme´, on va prouver que son comple´mentaire Lc est ouvert. Pour cela on va montrer que
pour tout mot u /∈ L, il existe un ouvert contenant u et disjoint de L.
Conside´rons le mot u = bababa qui n’appartient pas au langage L. Je commence par rajouter
a` l’automate les fle`ches ne´cessaires pour pouvoir lire ce mot. Dans l’automate de la figure 1.22,
je peux lire baba, mais pas bababa : je rajoute donc des e´tats et j’obtiens l’automate de la figure












Fig. 1.23 – Dans cet automate re´versible, on peut lire le mot bababa.
Maintenant, je rajoute des fle`ches en pointille´ pour obtenir un automate de permutations
comme sur la figure 1.24. On regarde de´sormais le groupe G engendre´ par les permutations
associe´es a` a et a` b et on note ϕ : A∗ → G le morphisme naturel. On pose g = ϕ(u) = ϕ(bababa).
Puisque G est discret, {g} est ouvert, et comme ϕ est continue, U = ϕ−1(g) est aussi ouvert. Si
x ∈ U , ϕ(x) = ϕ(u) et donc 1·x = 6 mais si x ∈ L, 1·x = 4. Ainsi, U est un ouvert qui contient
u et qui est disjoint de L.
Cette construction permet aussi de faire une preuve d’un the´ore`me de M. Hall qui dit que
















Fig. 1.24 – Automate de permutations obtenu a` partir de l’automate de la figure 1.23.
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1.6 Un lemme d’ite´ration
Il existe diffe´rents lemmes d’ite´ration (ou lemmes de la pompe) qui sont tre`s utilise´s en
informatique. Je vais vous pre´senter ici un lemme d’ite´ration pour les langages re´versibles.
Corollaire 1.6.1. Soit L un langage re´versible et soient x, u, y ∈ A∗. Si, pour tout n > 0,
xuny ∈ L, alors xy ∈ L.
La preuve de ce corollaire est facile. Puisque le produit est continu, on a lim
n→∞
xun!y = xy.
Or puisque L est re´versible, il est ferme´, et donc xy ∈ L.
On est repasse´ d’une proprie´te´ topologique, qui disait que les langages re´versibles e´taient
ferme´s, a` une proprie´te´ combinatoire satisfaite par les langages re´versibles. Je vais maintenant
vous pre´senter une version alge´brique de cette proprie´te´.
Proposition 1.6.1. Soient L un langage reconnaissable et M son mono¨ıde syntactique or-
donne´. Sont e´quivalents :
(1) L ve´rifie le lemme d’ite´ration,
(2) pour tout idempotent e ∈M , 1 6 e.
Posons P = ϕ(L). E´crire 1 6 e signifie que pour tout m,n ∈M , si men ∈ P , alors mn ∈ P .
Si L ve´rifie le lemme d’ite´ration, conside´rons m, e, n ∈ M tels que men ∈ P et ee = e.
Soient u, x, y ∈ A∗ tels que ϕ(u) = e, ϕ(x) = m,ϕ(y) = n. Alors pour tout p > 1, ϕ(xupy) =
mepn = men ∈ P . Donc si L ve´rifie le lemme d’ite´ration, xy ∈ L et alors mn ∈ P .
Re´ciproquement, si pour tout idempotent e ∈ M , 1 6 e, conside´rons u, x, y ∈ A∗ tels que
pour tout n > 0, xuny ∈ L, c’est-a`-dire que, pour tout n, ϕ(x)ϕ(u)nϕ(y) ∈ P . Puisque M est
un mono¨ıde fini, il existe n0 tel que ϕ(u)
n0 soit idempotent. On a donc 1 6 ϕ(u)n0 et puisque
ϕ(x)ϕ(u)n0ϕ(y) ∈ P , il vient ϕ(x)ϕ(y) ∈ P et donc xy ∈ L. Le langage L ve´rifie donc le lemme
d’ite´ration.
On a donc obtenu deux conditions ne´cessaires auxquelles doivent satisfaire les idempotents
du mono¨ıde syntactique d’un langage re´versible : les idempotents commutent et les idempotents
sont plus grand que 1 pour l’ordre syntactique.
1.7 Caracte´risation alge´brique
Voici maintenant le the´ore`me principal qui nous donne une caracte´risation alge´brique des
langages re´versibles.
The´ore`me 1.7.1. Soit L un langage reconnaissable et M son mono¨ıde syntactique ordonne´.
Alors L est re´versible si et seulement si
(1) les idempotents de M commutent,
(2) pour tout idempotent e ∈M , 1 6 e.
Il faut noter qu’on a bien obtenu le re´sultat recherche´ : ce the´ore`me nous permet de de´cider si
un langage rationnel est re´versible. En effet, e´tant donne´ un langage rationnel, on peut calculer
l’automate minimal de ce langage, puis son mono¨ıde syntactique, son ordre syntactique et il
suffit de ve´rifier que les proprie´te´s (1) et (2) sont ve´rifie´es. On donc bien un algorithme de
de´cision ; je reviendrai plus tard sur les questions de complexite´.
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On a de´ja` vu que les conditions (1) et (2) e´taient ne´cessaires. La preuve de la re´ciproque
est la partie la plus difficile, je vais maintenant vous donner quelques e´le´ments de preuve. Pour
cela, on va regarder de tre`s pre`s le graphe de Cayley du mono¨ıde syntactique du langage. Je
vais commencer par vous pre´senter deux proprie´te´s qui vont nous servir.
Une composante fortement connexe d’un graphe est un sous-graphe induit par un ensemble
de sommets tel qu’il existe un chemin dans ce sous-graphe entre deux sommets quelconques de
ce sous-graphe. Une composante fortement connexe du graphe de Cayley d’un mono¨ıde est dite
re´gulie`re si l’un de ses sommets est un idempotent.
La premie`re proprie´te´ qui va nous servir est la proposition suivante qui n’est pas tre`s facile
a` prouver et dont la preuve repose sur la the´orie des semigroupes finis.
















Fig. 1.25 – L’automate minimal et une pre´sentation du mono¨ıde syntactique de (ab∗a)∗(1+a).
Conside´rons par exemple le langage L = (ab∗a)∗(1 + a). Sur la figure 1.25, j’ai repre´sente´
l’automate minimal de L, ainsi qu’une pre´sentation de son mono¨ıde syntactique M . Les idem-
potents de M sont 1, b, aba et bab et ils commutent.
Le graphe de Cayley de M est repre´sente´ sur la figure 1.26. J’ai distingue´ les quatre com-
posantes re´gulie`res du graphe de Cayley de M . Si on se restreint a` chacune des composantes
connexes re´gulie`res, l’automate de´fini par chacune de ces composantes est re´versible.
La seconde proprie´te´ dont on a besoin est la suivante. Cette proprie´te´ est au cœur de la
preuve. C’est une proprie´te´ combinatoire de type Ramsey qui est un peu technique et difficile
a` prouver.
Proposition 1.7.2 ([Ash1]). Soit ϕ un morphisme de A∗ dans un mono¨ıde M dont les idem-
potents commutent. Alors il existe un entier N > 0 tel que tout mot w de A∗ se factorise en
w = u0v1u1 · · · vkuk, avec u1, . . . , uk−1 non vides et
(1) les ϕ(vi) sont des e´le´ments re´guliers de M ,
(2) ces facteurs re´guliers vi sont maximaux,
(3) la longueur totale des autres facteurs est 6 N .
Dire que les ϕ(vi) sont des e´le´ments re´guliers de M , cela signifie qu’ils apparaissent dans
des composantes fortement connexes (dans le graphe de Cayley de M) dans lesquelles il y a des
idempotents.
De plus, on veut que les vi soient maximaux, cela signifie que si on ajoute la dernie`re lettre
de ui−1 (resp. la premie`re lettre de ui) devant vi (resp. derrie`re vi), on obtient un mot dont




















Fig. 1.26 – Le graphe de Cayley du mono¨ıde syntactique de L et ses composantes re´gulie`res.
Autrement dit, on peut de´composer chaque mot de A∗ en parties re´gulie`res et en parties
singulie`res de telle sorte que la taille des parties singulie`res soit uniforme´ment borne´e.
Conside´rons un mot w et sa factorisation w = u0v1u1 · · · vkuk qui nous est donne´e par la
Proposition 1.7.2. Pour chacun des vi, on note Bi l’automate re´versible obtenu en conside´rant
la composante fortement connexe du graphe de Cayley de M a` laquelle appartient ϕ(vi) et en









Fig. 1.27 – Construction d’un automate re´versible reconnaissant w.
Ensuite, on recolle les Bi comme sur la figure 1.27 pour obtenir un automate re´versible
reconnaissant w. Pour recoller les automates, on rajoute un chemin reconnaissant ui entre
l’e´tat final de Bi et l’e´tat initial de Bi+1 pour i ∈ {1, . . . , k − 1}, et on ajoute un chemin initial
pour lire u0, et un chemin final pour lire uk.
On peut montrer en utilisant les proprie´te´s de la factorisation que l’automate ainsi obtenu
est re´versible. De plus, si le mot w ∈ L, on peut montrer que le langage de l’automate ainsi
construit est inclus dans L.
Par ailleurs, il n’y a qu’un nombre fini d’automates de ce type, puisque le graphe de Cayley
du mono¨ıde syntactique de L ne contient qu’un nombre fini de composantes fortement connexes
et que la longueur des parties singulie`res du mot w est borne´e par N . Cela permet d’exprimer
L comme une union finie, certes tre`s large, de langages re´versibles, et L est donc un langage
re´versible.
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1.8 Synthe`se des re´sultats
On va maintenant faire la synthe`se des re´sultats et je vous pre´senterai aussi quelques
re´sultats qui n’ont pas e´te´ prouve´s ici mais qui peuvent eˆtre de´montre´s avec les meˆmes ou-
tils.
Je ne vous ai prouve´ qu’une direction de la caracte´risation alge´brique suivante (Proposition
1.3.1), mais c’est bien une proprie´te´ caracte´ristique des langages re´versibles. La quatrie`me asser-
tion du the´ore`me est une variante de cette proprie´te´ que je n’avais pas indique´e pre´ce´demment.
The´ore`me 1.8.1. Soit L un langage de A∗. Sont e´quivalents :
(1) L est re´versible,
(2) Lc est une combinaison boole´enne positive de langages de la forme R ou A∗aR ou` R est
un langage a` groupe,
(3) Lc est une combinaison boole´enne positive de langages de la forme R ou RaA∗ ou` R est
un langage a` groupe,
(4) Lc est une combinaison boole´enne positive de langages de la forme R, R1aR2 ou` R, R1 et
R2 sont des langages a` groupe.
Le the´ore`me suivant re´sume toutes les autres caracte´risations des langages re´versibles que
je vous ai pre´sente´es.
The´ore`me 1.8.2. Soient L un langage rationnel et M son mono¨ıde syntactique ordonne´. Sont
e´quivalents :
(1) L est re´versible,
(2) L = K ∩ A∗, ou` K est une union finie de classes late´rales de sous-groupes finiment
engendre´s du groupe libre FG(A),
(3) les idempotents de M commutent et, pour chaque idempotent e de M , 1 6 e,
(4) les idempotents de M commutent et L est ferme´.
Je vais maintenant vous parler des questions algorithmiques lie´es au proble`me de de´cision
que je vous ai pre´sente´. On voudrait avoir des algorithmes efficaces pour de´cider si un langage
rationnel est re´versible.
En fait, on va retraduire les conditions sur les idempotents du mono¨ıde syntactique M d’un
langage L en conditions sur l’automate minimal de L. La premie`re question est de de´cider si
les idempotents de M commutent et on a le re´sultat suivant.
The´ore`me 1.8.3. Soient L un langage rationnel, A son automate minimal et M son mono¨ıde
syntactique ordonne´. Les idempotents de M commutent si et seulement si A ne contient aucune
configuration de la forme
q4 q3 q0 q1 q2
u v u v
u v u v
avec u, v ∈ A∗ et q2 6= q4.
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On peut maintenant se ramener a` un proble`me de the´orie des graphes pour obtenir un
algorithme polynomial en temps qui permet de de´cider si les idempotents de M commutent.
La seconde condition que l’on veut tester peut aussi s’exprimer comme une condition que
doit ve´rifier l’automate minimal.
The´ore`me 1.8.4. Soient L un langage rationnel, A son automate minimal et M son mono¨ıde
syntactique ordonne´. On a 1 6 e pour tout idempotent e ∈M si et seulement si A ne contient
aucune configuration de la forme
q2 p q q1
v u v
u
avec u, v ∈ A∗ et q1 ∈ F et q2 /∈ F .
La` encore, on peut se ramener a` un proble`me de the´orie des graphes, et on obtient un
algorithme polynomial en temps pour de´cider si on a 1 6 e pour tout idempotent e ∈M .
A` partir des The´ore`mes 1.8.2, 1.8.3 et 1.8.4, on obtient une caracte´risation des langages
re´versibles en termes de proprie´te´s que doit ve´rifier l’automate minimal.
The´ore`me 1.8.5. Soit A l’automate minimal d’un langage L. Alors L est re´versible si et
seulement si A ne contient aucune des deux configurations pre´ce´dentes.
De plus, on a maintenant un algorithme efficace pour de´cider si un langage rationnel est
re´versible.
Corollaire 1.8.1. On peut tester en temps polynomial en n si un langage accepte´ par un
automate de´terministe a` n e´tats est re´versible.
Toutefois, cet algorithme ne permet pas de trouver effectivement un automate re´versible
reconnaissant un langage re´versible. Un de mes e´tudiants [Hea] a d’ailleurs exhibe´ une suite
de langages re´versibles Kn dont l’automate minimal posse`de O(n) e´tats alors que le nombre
minimal d’e´tats d’un automate re´versible reconnaissant Kn est en O(ρ






1.9 Pour aller plus loin. . .
Je vais maintenant vous donner quelques indications sur des proble`mes connexes et sur des
questions ouvertes.
1.9.1 Sur la topologie du groupe libre
Le the´ore`me suivant, dont je vous ai parle´ pre´ce´demment, est duˆ a` M. Hall Jr. et date de
1950.
The´ore`me 1.9.1 ([Hal]). Tout sous-groupe finiment engendre´ du groupe libre est ferme´.
Avec Reutenauer, nous avions conjecture´ une ge´ne´ralisation de ce the´ore`me [PR] ; ce qui
nous a permis de recevoir des lettres de gens tre`s ce´le`bres. Cette ge´ne´ralisation a e´te´ prouve´e
en 1993 par Ribes et Zalesskii, mais la preuve est assez difficile.
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The´ore`me 1.9.2 ([RZ]). Tout produit de sous-groupes finiment engendre´s du groupe libre est
ferme´.
Depuis, d’autres de´monstrations de ce re´sultat ont e´te´ pre´sente´es, dont une via la the´orie
des mode`les, due a` Herwig et Lascar en 1997 [HL].
Un corollaire de ce the´ore`me est que la fermeture (topologique) d’un langage rationnel est
un langage rationnel, ce qui n’est pas facile a` prouver. Et en plus, on dispose d’un algorithme
pour la calculer, ce qui est encore plus difficile a` montrer.
Cela a des conse´quences remarquables en the´orie des semigroupes finis. Pour en savoir plus
sur ce sujet, je vous renvoie a` [Hen, AS].
1.9.2 Proble`mes ouverts
Je vous ai pre´sente´ une topologie construite a` partir des groupes, mais on peut se restreindre
a` des classes de groupes particulie`res. On peut de´finir de la meˆme fac¸on, des topologies pro-p-
groupe, pro-groupe re´soluble, pro-groupe nilpotent.
On a vu que la fermeture d’un langage rationnel est toujours rationnelle dans la topologie
pro-groupe. On dispose d’un algorithme qui permet de la calculer pour les topologies pro-
groupe, pro-p-groupe [RZ2, MSW], pro-groupe nilpotent [MSW], mais il n’y a pas a` ce jour
d’algorithme connu pour la topologie pro-groupe re´soluble.
Ce proble`me se rame`ne a` de´cider si un automate re´versible peut eˆtre comple´te´, quitte a`
rajouter des e´tats et des fle`ches, en un automate a` groupe re´soluble. Conside´rons par exemple
le groupe syme´trique a` cinq e´le´ments S5. Ce groupe est engendre´ par le cycle (12345) et la
transposition (12) : sur la figure 1.28, les actions des lettres a et b engendrent tout le groupe.
Si on enle`ve la fle`che e´tiquete´e b qui envoie 5 sur 5, qui est dessine´e avec des tirets sur la figure
1.28, on se demande si on peut, en rajoutant des e´tats et des fle`ches, obtenir un groupe de
permutations re´soluble, sachant que S5 ne l’est pas. En fait, personne ne sait re´pondre a` cette













Fig. 1.28 – Les permutations de´finies par a et b engendre le groupe syme´trique a` cinq e´le´ments.
Au lieu de regarder des classes de groupes particulie`res, on peut aussi construire des to-
pologies profinies pour d’autres varie´te´s de mono¨ıdes finis, comme par exemple les mono¨ıdes
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commutatifs ou les mono¨ıdes dont les idempotents commutent. Le mono¨ıde libre A∗ est alors
muni d’une structure d’espace me´trique dont la comple´tion est un mono¨ıde compact.
Ces objets encore tre`s mal connus sont la cle´ de la solution de nombreux proble`mes de la
the´orie des automates. Les automates re´versibles sont l’un des exemples que l’on peut de´crire
simplement mais il y a beaucoup d’autres proble`mes que l’on peut exposer de manie`re tre`s
e´le´mentaire et dont la solution passe vraisemblablement par l’e´tude de ces topologies.
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