We define an equivariant K 0 -theory for Yetter-Drinfeld algebras over a Hopf algebra with an invertible antipode. We show that there exists a pairing, generalizing Connes' pairing, between this theory and a suitably defined Hopf algebra equivariant cyclic cohomology theory.
Introduction
Equivariant cyclic cohomology, for actions of discrete groups or compact Lie groups on algebras, has been studied by various authors [2, 7, 3, 6, 12] . One of the main themes studied in these papers is the relation between equivariant cyclic cohomology and the cyclic cohomology of the corresponding crossed product algebra. In [1] , we extended one of the main results of these investigations, namely the Feigin-Tsygan and (independently) Nistor spectral sequence [6, 12] to actions of Hopf algebras. The E 2 -term of this spectral sequence can be considered as the complex of noncommutative equivariant de Rham cochains on the given algebra.
One of the main features of cyclic cohomology is the existence of a pairing, through Connes' Chern character, between K-theory and cyclic cohomology. In attempting to extend this pairing to a Hopf algebra equivariant setting one faces the following problem. Let H be a Hopf algebra.
For an H-module algebra A and a finite dimensional H-module V , one would like a natural algebra structure on A ⊗ End(V ) to turn it into an H-module algebra . The tensor product algebra structure on A ⊗ End(V ) is not an H-module algebra, unless H is cocommutative. In general, one has to twist this tensor product structure with the help of an extra structure on A. This problem is naturally solved by introducing the class of Yetter-Drinfeld algebras over a Hopf algebra. One can then show that for a Yetter-Drinfeld algebra A, A ⊗ End(V ) has a natural H-module algebra structure. In fact we first discovered formula (9) in Lemma 5.2 and realized later on that this condition is equivalent to a well known condition, namely the YetterDrinfeld condition, provided the antipode of H is bijective. We define the equivariant K 0 -theory, K H 0 (A), of a Yetter-Drinfeld algebra A as the Grothendieck group of the semigroup of invariant idempotents in A ⊗ End(V ) for all finite dimensional H-modules V .
An interesting feature in our generalization of Connes' Chern character which is patterned after Connes' original construction in [5] is the equivariant trace map Ψ (Proposition 5.2). As is evident from the proof of Proposition 5.2, axioms of Yetter-Drinfeld algebras as well as the fact that the antipode of H is invertible play an important role in showing that Ψ is an equivariant cocyclic map. We remark that the complex of cyclic equivariant cochains introduced in Section 3 is not quite the same as the complex that naturally appeared in [1] . We can prove, however, that it enjoys the same relation to crossed product algebras (Theorem 4.2). This complex behaves better with respect to pairing with K-theory and this motivated our choice.
Preliminaries
In this paper we work over a fixed field k of characteristic zero. We denote the coproduct, antipode and counit of a Hopf algebra by ∆, S and ǫ, respectively. Let H be a Hopf algebra. We use Sweedler's notation and write ∆h = h (0) ⊗ h (1) , where summation is understood. Similarly, we write
By a left H-module we mean a left H-module over the underlying algebra of H. Let A be an algebra. We say A is a left H-module algebra if A is a left H-module and for all a, b ∈ A, h ∈ H,
By a paracocyclic object in a category A [6, 7] we mean a cosimplicial object A in A endowed with operators τ n : A n → A n , called cyclic operators, such that the following extra relations are satisfied:
where ∂ i : A n → A n+1 are coface maps and σ i : A n → A n−1 are codegenerecies. If in addition we have τ n+1 n = id for all n ≥ 0, then we have a cocyclic object in the sense of Connes [4] . By a bi-paracocyclic object in A, we mean a paracocyclic object in the category of paracocyclic objects in A. So, giving a bi-paracocyclic object in A is equivalent to giving a double sequence A(p, q) of objects of A and operators ∂ p,q , σ p,q , τ p,q and∂ p,q ,σ p,q ,τ p,q such that, for all p ≥ 0,
and for all q ≥ 0,B
are paracocyclic objects in A and every horizontal operator commutes with every vertical operator.
We say that a bi-paracocyclic object is cocylindrical [7] if for all p, q ≥ 0,
If A is a bi-paracocyclic object in A, the paracocyclic object related to the diagonal of A will be denoted by ∆A. So, the paracocyclic operators on ∆A(n) = A(n, n) are∂ i n,n+1 ∂ i n,n , σ i n,n−1 σ i n,n ,τ n,n τ n,n . When A is cocylindrical, since the cyclic operator of ∆A isτ n,n τ n,n andτ , τ commute, then, fromτ n+1 n,n τ n+1 n,n = id n,n , we conclude that (τ n,n τ n,n ) n+1 = id. So that ∆A is a cocyclic object.
A paracochain complex [7] , by definition, is a graded k-module
, and the operator T = 1 − (bB + Bb) is invertible. In the case that T = 1, the paracochain complex is called a mixed complex.
Corresponding to any paracocyclic module A, we can define the paracochain complex C • (A) with the underlying graded module C n (A) = A(n) and the operators b =
Here, σ is the extra degeneracy satisfying τ σ 0 = στ , and N =
is the norm operator. For any bi-paracocyclic module A, T ot(C(A)) is a paracochain complex with T ot n (C(A)) = p+q=n A(p, q) and with the operators T ot(b) = b +b and T ot(B) = B + TB, where T = 1 − (bB + Bb). It is a mixed complex if A is cocylindrical [7] .
If we define the normalized cochain functor N from paracocyclic modules to paracochain complexes with the underlying graded module N n (A) = n−1 i=0 ker(σ i ) and the operators b, B induced from C • (A), then we have the following well-known results (see [7] for a dual version):
is a quasi-isomorphism of complexes. 2. The cyclic Eilenberg-Zilber theorem holds for cocylindrical modules, i.e., for any cocylindrical module A, there is a natural quasi-isomorphism f 0 + uf 1 :
) of mixed complexes, where f 0 is the shuffle map.
Equivariant cyclic cohomology of Hopf module algebras
In this section we introduce the complex of cyclic equivariant cochains for Hopf module algebras. It is a noncommutative analogue of the complex of equivariant differential forms (Cartan model, see e.g. [2] ). Since compact quantum groups naturally coact on interesting algebras like quantum spheres, it would be perhaps more natural to consider Hopf comodule algebras. Passing to this dual setting does not present serious difficulties. Our cocyclic module in Theorem 3.1 is not quite the dual of the cyclic module that appeared in the E 2 -term of the spectral sequence in [1] , but is very similar to it. In particular, Theorem 4.2 in the next section shows that this version of equivariant cyclic cohomology enjoys the same relation with cyclic cohomology of crossed product algebras as in the main theorem of [1] . The reason we prefer the present complex is that it works better for pairing with K-theory.
Let H be a Hopf algebra with a bijective antipode and let F (H) be the space of k-linear maps f : H → k. Let A be an H-module algebra and let C n (A, F (H)) denote the linear space of (n + 1)-linear mappings
We define an H-action on C n (A, F (H)) by
where the action on the left is defined in (3) and the action on the right is defined by
. We define a cocyclic module structure on the spaces {C n H (A)} n≥0 . First we define the cyclic operator T n on C n H (A) by
) · a n , a 0 , . . . , a n−1 )(g (1) ).
We define the coface and codegeneracy operators on C n H (A) as follows:
) · a n )a 0 , a 1 , . . . , a n−1 )(g (1) ), (6) σ i f (a 0 , . . . , a n−1 , a n )(g) = f (a 0 , . . . , a i , 1, a i+1 , . . . , a n )(g), 0 ≤ i ≤ n.
One can check that these operators are well defined, i.e., they send equivariant cochains to equivariant cochains. Now we are ready to state the main result of this section.
Theorem 3.1. For any Hopf algebra H with a bijective antipode and an H-module algebra A, the
with operators defined in (6) , is a cocyclic module. Proof. We only check those identities that involve the cyclic operator T and leave the rest to the reader.
. . , a n )(g).
) · (a n−1 a n ), a 0 , . . . , a n−2 )(g (1) ) = T n f (a 0 , . . . , a n−2 , a n−1 a n )(g) = (∂ n−1 T n+1 f )(a 0 , . . . , a n )(g).
•
. . , a n−1 , a n )(g).
This is obvious.
) · a n , . . . , a n−1 )(g (1) )
) · a n , . . . , a n−2 )(g (2) ) . . .
Thus,
This last identity completes our proof of the theorem .
We denote the Hochschild, cyclic, and periodic cyclic cohomology groups of the cocyclic module {C 
where tr is the usual trace on M r (k). It can be checked that tr is a morphism of cocyclic modules. We expect that the induced map tr : HC n H (A) → HC n H (M r (A)) be an isomorphism for n ≥ 0, but we can't prove this at the moment. H) ♮ , k), associated with the crossed product algebra A ⋊ H.
Define a k-linear map
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n ). Let ϕ = {ϕ n } n≥0 . Now we can state our first main result in this section. Proof. First we show that ϕ commutes with cyclic operators. We have
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Thus, ϕ commutes with cyclic operators. Next we show that ϕ commutes with coface operators, i.e., ∂ i ϕ n−1 = ϕ n ∂ i . We check this only for i = n and leave the rest to the reader. We have (∂ n ϕ n−1 f )(a 0 ⊗ g 0 , . . . , a n ⊗ g n ) =(ϕ n−1 f )((a n ⊗ g n ) (a 0 ⊗ g 0 ), a 1 ⊗ g 1 , . . . , a n−1 ) ⊗ g n−1 ) =(ϕ n−1 f )(a n (g
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n−1 ). The proof of compatibility of ϕ with codegeneracies is similar and we leave it to the reader. The theorem is proved. 
Theorem 4.2. There is a spectral sequence that converges to the cyclic cohomology of A ⋊ H.
The E 2 -term of this spectral sequence is given by
We construct a cocylindrical module X = {X p,q } p,q≥0 and show that the diagonal ∆(X) of X is isomorphic to the cocyclic module Hom ((A ⋊ H) ♮ , k). We can then apply the cyclic Eilenberg-Zilber theorem to derive our spectral sequence. Let
We define the horizontal and vertical cosimplicial and cyclic operators by
0 , . . . , g
One can check that {X p,q } p,q≥0 is a cocylindrical module. The proof is very long, but is totally similar to the proof of Theorem 3.1 in [1] and is left to the reader.
Next we show that the diagonal of X, ∆(X), is isomorphic with the cocyclic module Hom((A⋊ H) ♮ , k). To this end, we define the maps ϕ = {ϕ n } n≥0 and ψ = {ψ n } n≥0 by
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By a rather long computation one can verify that φ is a morphism of cocyclic modules and φ • ψ = ψ • φ = id. Now, we can apply the generalized cyclic Eilenberg-Zilber theorem to derive our spectral sequence. Again the argument is similar to that used in [1, 7] and hence omitted. 
Equivariant K-Theory
In this section we define the equivariant K 0 -theory of Yetter-Drinfeld module algebras and show that there exists a pairing, generalizing Connes' Chern character [5] , between this theory and the equivariant cyclic cohomology defined in Section 3. One can perhaps define an equivariant K 0 -theory for any Hopf module algebra using finitely generated projective modules endowed with a compatible action of the Hopf algebra. It is however not clear how to define a Chern character map in this setting. Our approach, based on idempotents, however, naturally led us to a special class of Hopf module algebras, namely the Yetter-Drinfeld Hopf module algebras.
Let H be a Hopf algebra with a bijective antipode. By a Yetter-Drinfeld H-algebra [9] we mean an algebra A that satisfies the following conditions: 1)A is a left H-module algebra, 2)A is a right H op -comodule algebra, i.e., the coaction ρ : A → A ⊗ H, satisfies
where ρ(a) = a <0> ⊗ a <1> ∈ A ⊗ H, denotes the coaction.
3) Conditions 1) and 2) are compatible in the sense that they satisfy the Yetter-Drinfeld condition
We denote the class of Yetter-Drinfeld algebras of the above type by H YD H . It is easily checked that if H is cocommutative, then any left H-module algebra is a Yetter-Drinfeld algebra with a coaction defined by a → a ⊗ 1.
Lemma 5.1. Given any left H-module algebra B and a Yetter-Drinfeld algebra A, then A ⊗ B with diagonal action and the following multiplication is an H-module algebra:
The
Proof. It is not difficult to see that (8) defines an associative product on A ⊗ B. We check the H-module algebra condition. 
Proof. By (7) we can see that
Conversely, one can check that condition (9) implies the Yetter-Drinfeld condition (7) . Now let V be a representation of H, i.e., V is a left H-module with structure map r : H → End(V ). Then B = End(V ), with conjugation action
is an H module algebra. Let A ∈ H YD H . Then by Lemma 5.1, A ⊗ End(V ) is an H-module algebra with diagonal action. To simplify the notation, we denote the image of h under r by h itself.
Let A be an H-module algebra. We say that b ∈ A is an H-invariant element if, for every h ∈ H, h · b = ǫ(h)b. For a Yetter-Drinfeld algebra A we define P H (A) to be the set of all H-invariant idempotents in all of the algebras A ⊗ End(V ), where V is a finite dimensional representation of H. For e, e ′ ∈ P H (A), e ∈ A ⊗ End(V ) and e ′ ∈ A ⊗ End(W ), we define their sum e 1 ⊕ e 2 as e 1 0 0 e 2 ∈ A ⊗ End(V ⊕ W ). Two H-invariant idempotents e ∈ A ⊗ End(V ) and e ′ ∈ A ⊗ End(W ) are called Murrayvon Neumann equivalent if there exist H-invariant elements γ 1 ∈ A ⊗ Hom k (V, W ) and γ 2 ∈ A ⊗ Hom k (W, V ) such that γ 2 γ 1 = e and γ 1 γ 2 = e ′ . Let S H (A) denote the set of equivalance classes of P H (A) under the Murray-von Neumann equivalence relation. It is clear that S H (A) is an abelian semigroup under the direct sum of idempotents.
If there exists an H-invariant invertible element γ ∈ Hom k (V, W ) ⊗ A such that γeγ −1 = e ′ , we say that e and e ′ are similar and we write e ∼ e ′ . The proof of the following theorem is similar to the case of group actions (Prop. 2.4.11 in [11] ),
