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Abstract
A new explicit stochastic Runge–Kutta scheme of weak order 2 is proposed under a commutativity condition, which is derivative-
free and which attains order 4 for ordinary differential equations. The weak order conditions are derived by utilizing multi-colored
rooted tree analysis and a solution is found in a transparent way. The scheme is compared with other derivative-free and weak second
order schemes in numerical experiments.
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1. Introduction
Stochastic differential equations (SDEs) appear to make mathematical models in many ﬁelds [7,15]. Since SDEs are
analytically unsolvable in many cases, however, numerical methods for SDEs have been studied by many researchers.
The methods are categorized into two types based on the meaning of approximation. One type provides an approximate
solution in the strong sense [3]. The other type provides an approximation in the weak sense. The present paper deals
with the latter.
Many numerical methods in the weak sense have been proposed for multi-dimensional SDEs with multiplicative
noise in the multi-dimensional Wiener process case. Let us introduce results concerning the schemes that attain weak
order 2 for such SDEs. Klauder and Petersen [6] have proposed a weak scheme in the sense deﬁned by the separation
of an approximate solution into its deterministic and stochastic parts. Milstein [10], Tocino and Ardanuy [17] have
proposed weak schemes with derivatives of the drift or the diffusion coefﬁcients. Kloeden and Platen [7,11] have
proposed a derivative-free scheme by replacing necessary derivatives by ﬁnite differences. Tocino and Vigo-Aguiar
[18] have also proposed the scheme as an example in their Runge–Kutta family. On the other hand, Rößler [12–14] has
proposed other derivative-free schemes by assuming a commutativity condition [1,16].
The literatures [12–14] have disclosed the important fact that schemes can attainweakorder 2 under the commutativity
condition even if they have no random variable except one corresponding to the increment of Wiener process. This will
lead us to a derivative-free scheme given in Section 5 of the present paper.
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Generally speaking, there are the following main tasks to obtain a new Runge–Kutta type scheme:
(1) to derive order conditions,
(2) to ﬁnd a solution of the order conditions.
As we can see in the papers mentioned above, the calculation to derive weak order conditions is a troublesome task
in general. To relieve the task in a stochastic Runge–Kutta family for SDEs with a multi-dimensional Wiener process,
Komori [8] has extended Butcher’s rooted tree analysis [4,5], which is for ordinary differential equations (ODEs).
Rößler [12,14] has also developed Butcher’s rooted tree analysis for another stochastic Runge–Kutta family.
In [8], it has been shown that our stochastic Runge–Kutta family includes a counterpart of the scheme proposed by
Platen. The second task, however, still remains and it is very difﬁcult in the multi-dimensional Wiener process case. In
the present paper we assume the commutativity condition to reduce the difﬁculty. The virtue will be explained in details
in the later section. Under the commutativity condition, we aim at transparently analyzing weak order conditions and
deriving a new explicit stochastic Runge–Kutta scheme of weak order 2, which is derivative-free and which attains
order 4 for ODEs.
The organization of the present paper is as follows. In the next sectionwewill introduce basic notations anddeﬁnitions.
In Section 3 we will give a general expression of weak order conditions for a stochastic Runge–Kutta family by the
extended rooted tree analysis. In Section 4 we will give a similar expression under the commutativity condition. In
Section 5 we will ﬁnd a solution of the order conditions after giving simplifying assumptions, and give some numerical
experiments under the commutativity condition. In Section 6 we will give the summary and remarks. In Appendix A,
we will show the expectations of elementary numerical weights for weak order 2.
2. Preliminaries
We introduce basic notations and deﬁnitions. First, let us introduce the deﬁnition of weak (global) order. For the
d-dimensional stochastic integral equation
y(t) = x0 +
∫ t
0
g0(y(s)) ds +
m∑
j=1
∫ t
0
gj (y(s)) ◦ dWj(s), 0 tTend,
where Wj(s) is a scalar Wiener process and ◦ means the Stratonovich formulation, we give equidistant grid points
n
def= nh (n=0, 1, . . . ,M)with step sizeh def= Tend/M < 1 (M is a natural number) and consider discrete approximations
yn to y(n), in which y0 is supposed to have the same probability law with all moments ﬁnite as that of x0. LetCLP (R
d ,R)
denote the totality of L times continuously differentiable R-valued functions on Rd , all of whose partial derivatives of
order less than or equal to L have polynomial growth. Then, the deﬁnition is given as follows [2].
Deﬁnition 1. Let y1, y2, . . . , yM be the discrete approximations given by a certain scheme. Then, we say that the
scheme is of weak (global) order q if for each G ∈ C2(q+1)P (Rd ,R), C > 0 (independent of h) and > 0 exist such that
|E[G(y(M))] − E[G(yM)]|Chq, h ∈ (0, ).
In a sufﬁcient condition for a scheme to attain weak order q, the truncated Stratonovich–Taylor expansion in a local
time interval is an important concept. For this, let us consider
y(n+1) = yn +
∫ n+1
n
g0(y(s)) ds +
m∑
j=1
∫ n+1
n
gj (y(s)) ◦ dWj(s). (1)
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By applying the usual chain rule which is satisﬁed by the Stratonovich integrals, we obtain
y(n+1) = yn + g0(yn)
∫ n+1
n
ds +
m∑
j=1
gj (yn)
∫ n+1
n
◦dWj(s)
+
∫ n+1
n
∫ s
n
0g0(y(s1)) ds1 ds +
m∑
j=1
∫ n+1
n
∫ s
n
jg0(y(s1)) ◦ dWj(s1) ds
+
m∑
j=1
∫ n+1
n
∫ s
n
0gj (y(s1))ds1 ◦ dWj(s)
+
m∑
j,j1=1
∫ n+1
n
∫ s
n
j1gj (y(s1)) ◦ dWj1(s1) ◦ dWj(s),
where
jH(y)
def= H
y
(y)gj (y) for 0jm.
From this we can see that the repeated application of the chain rule yields the representation of y(n+1) by the sum of
yn, the terms involving multiple Stratonovich integrals with constant integrands and the terms consisting of multiple
Stratonovich integrals with non-constant integrands [7, pp. 188–189]. When any component of the d-vector-valued
function gj belongs to CP (R
d ,R) (0jm), among the former terms, we choose the following terms and denote by
y(n+1) the sum of yn and them: for a multiple Stratonovich integral x involved in a term, (x)+ (x) is satisﬁed.
Here, (x) means the multiplicity of integrals with respect to a time variable or Wiener processes, and (x) means the
multiplicity of integrals with respect to a time variable. For example, when = 2, y(n+1) becomes
y2(n+1) = yn + g0(yn)
∫ n+1
n
ds +
m∑
j=1
gj (yn)
∫ n+1
n
◦ dWj(s)
+
m∑
j,j1=1
j1gj (yn)
∫ n+1
n
∫ s
n
◦dWj1(s1) ◦ dWj(s).
Finally, we introduce the sufﬁcient condition. Let us suppose that any component of gj belongs to C
2(q+1)
P (R
d ,R)
(0jm) and the regularity of the time discrete approximation is satisﬁed [7,8]. Then, the condition concerning
convergence order in the important theorem presented by Platen [7,11] can be rewritten as follows [8]: there exists
constants K <∞ and r ∈ {1, 2, . . .} independent of h such that for all n = 0, . . . ,M − 1 and (p1, . . . , pL) ∈
{1, . . . , d}L (1L2q + 1),∣∣∣∣∣∣E
⎡
⎣ L∏
j=1
(yn+1 − yn)pj −
L∏
j=1
(y2q(n+1) − yn)pj
∣∣∣∣∣∣Fn
⎤
⎦
∣∣∣∣∣∣ K
(
1 + max
0kn
|yk|2r
)
hq+1 (w.p.1). (2)
Here, (z)pj andFn denote, respectively, the pj th component of z and a non-anticipating sub--algebra generated by
the discretized Wiener processes Wj(i )’s (0 in, 1jm). If (2) is satisﬁed, the time discrete approximation yM
converges to the y(M) with weak (global) order q as h → 0.
3. Weak order conditions by multi-colored rooted trees
The aim in this section is to express weak order conditions by multi-colored rooted trees (MRTs). Because the
theoretical content like proof has been already given in [8], we only give here the brief introduction to the expression
of weak order conditions.
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Fig. 1. Examples of MRTs.
Fig. 2. Examples of numbering on t.
3.1. The truncated Stratonovich–Taylor expansion by MRTs
The purpose of this subsection is to represent the truncated Stratonovich–Taylor expansion of y(n+1) by functions
on the set of MRTs. First, we introduce the MRT.
Deﬁnition 2 (Multi-colored rooted tree). AnMRTwith a root (coloredwith a label j from0 tom) is a tree recursively
deﬁned in the following manner:
(1) (j) is the primitive tree having only a vertex .
(2) If t1, . . . , tk are MRTs, then [t1, . . . , tk](j) is also an MRT with the root .
The totality of MRTs is denoted by T . For example, some MRTs are listed in Fig. 1.
Next, let (t) be the number of vertices of t ∈ T , r(t) the number of vertices of t with the color 0, and 	(t) the
number of different ways of numbering on t in the way that along each outwardly directed arc the numbers increase
and vertices of a subtree are consecutively numbered. (See Fig. 2.)
Furthermore, we introduce three functions on T.
Deﬁnition 3 (Elementary weight 
(t) on T). An elementary weight of t ∈ T is given recursively as follows:

((j); s) =
∫ s
n
◦ dWj(s1), 
(t; s) =
∫ s
n
k∏
i=1

(ti; s1) ◦ dWj(s1) for t = [t1, . . . , tk](j),
where ◦dW0(s1) def= ds1.
For ease of notation we will denote 
(t; n+1) by 
(t).
Deﬁnition 4 (Elementary differential F(t) on T). An elementary differential is a possibly multilinear operator recur-
sively given as follows:
F((j)) = gj (yn), F(t) = g(k)j (yn)[F(t1), . . . ,F(tk)] for t = [t1, . . . , tk](j).
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Deﬁnition 5 (Elementary coefﬁcient (t) on T). The index (t) (t ∈ T ) is deﬁned recursively:
((j)) = 1, (t) = 1
k!
k∏
i=1
(ti) for t = [t1, . . . , tk](j).
Note that 0jm in these deﬁnitions.
Then, from the above deﬁnitions the following important result is obtained.
Theorem 6. The ﬁnitely truncated expansion has the following expression:
y(n+1) = yn +
∑
i=1
∑
(t)+r(t)=i
t∈T
	(t)(t)F(t)
(t).
3.2. The Taylor expansion for a stochastic Runge–Kutta family
In order to obtain an approximate solution yn+1 of the solution y(tn+1) of (1), we consider the stochastic Runge–Kutta
family given by
yn+1 = yn +
s∑
i=1
m∑
ja,jb=0
c
(ja,jb)
i Y
(ja,jb)
i ,
Y(ja,jb)ia = ˜
(ja,jb)
ia
{
gjb
(
yn +
s∑
ib=1
m∑
jc,jd=0
(ja,jb,jc,jd )iaib Y
(jc,jd )
ib
)
+ g(1)jb (yn)
s∑
ib=1
m∑
jc,jd=0
˜(ja,jb,jc,jd )iaib Y
(jc,jd )
ib
} (3)
(1 ias, 0ja, jbm), where the constants c(ja,jb)i , 
(ja,jb,jc,jd )
iaib
and ˜(ja,jb,jc,jd )iaib are deﬁned by the Butcher tableau
and where each ˜(ja,jb)ia is a random variable independent of yn and satisﬁes
E[(˜(ja,jb)ia )2k] =
{
K1h2k (jb = 0),
K2hk (jb = 0)
for constants K1, K2 and k = 1, 2, . . . . Note that this formulation includes stochastic Rosenbrock–Wanner
methods [9].
First, let us consider the truncated Taylor expansion of yn+1. By the Taylor expansion of Y
(ja,jb)
ia
centered at yn, we
obtain
Y(ja,jb)ia = ˜
(ja,jb)
ia
gjb (yn) + ˜(ja,jb)ia g
(1)
jb
(yn)
⎡
⎣ s∑
ib=1
m∑
jc,jd=0
˜(ja,jb,jc,jd )iaib Y
(jc,jd )
ib
⎤
⎦
+ ˜
(ja,jb)
ia
2
g(2)jb (yn)
⎡
⎣ s∑
ib=1
m∑
jc,jd=0
(ja,jb,jc,jd )iaib Y
(jc,jd )
ib
,
s∑
ib=1
m∑
jc,jd=0
(ja,jb,jc,jd )iaib Y
(jc,jd )
ib
⎤
⎦
+ · · · + ˜
(ja,jb)
ia
! g
()
jb
⎛
⎝yn + jb
s∑
ib=1
m∑
jc,jd=0
(ja,jb,jc,jd )iaib Y
(jc,jd )
ib
⎞
⎠
×
⎡
⎣ s∑
ib=1
m∑
jc,jd=0
(ja,jb,jc,jd )iaib Y
(jc,jd )
ib
, . . . ,
s∑
ib=1
m∑
jc,jd=0
(ja,jb,jc,jd )iaib Y
(jc,jd )
ib
⎤
⎦ ,
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where ˜(ja,jb,jc,jd )iaib
def= (ja,jb,jc,jd )iaib + ˜
(ja,jb,jc,jd )
iaib
and 0< jb < 1. The repeated application of this yields the representa-
tion ofY(ja,jb)ia by the sum of the terms involving monomials of ˜
(·,·)· with derivatives except g()jb and the terms consisting
of monomials of ˜(·,·)· with g()jb . We substitute it into the ﬁrst equation in (3) and choose the following terms: for a
monomial x of ˜(·,·)· involved in a term, ¯(x)+ ¯(x) is satisﬁed. Here, ¯(x) means the multiplicity of products with
respect to ˜(·,·)· , and ¯(x) means the multiplicity of products with respect to ˜(·,·)· except ˜(·,0)· . Let us denote by yn+1,
the sum of yn and these terms. For example, when = 2, yn+1, becomes
yn+1,2 = yn +
s∑
i=1
m∑
ja,jb=0
c
(ja,jb)
i ˜
(ja,jb)
i gjb (yn)
+
s∑
ia,ib=1
m∑
ja,jb,jc,jd=1
c
(ja,jb)
ia
˜(ja,jb)ia ˜
(ja,jb,jc,jd )
iaib
˜(jc,jd )ib g
(1)
jb
(yn)gjd (yn).
Note that yn+1, never includes g
()
jb
.
Next, we introduce several matrices related to the formula parameters of (3). Let us adopt nominal symbols ˜(ja,jb)s+1 ,
(ja,jb,jc,jd )s+1,ib and ˜
(ja,jb,jc,jd )
s+1,ib and deﬁne 
(0,0,jc,jd )
s+1,ib
def= c(jc,jd )ib for ib1 and
A(j,j
′) def=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(0,j,0,j
′)
11 · · · (m,j,0,j
′)
11 · · · (0,j,0,j
′)
s+1,1 · · · (m,j,0,j
′)
s+1,1
...
...
...
...
(0,j,m,j
′)
11 · · · (m,j,m,j
′)
11 · · · (0,j,m,j
′)
s+1,1 · · · (m,j,m,j
′)
s+1,1
...
...
...
...
(0,j,0,j
′)
1s · · · (m,j,0,j
′)
1s · · · (0,j,0,j
′)
s+1,s · · · (m,j,0,j
′)
s+1,s
...
...
...
...
(0,j,m,j
′)
1s · · · (m,j,m,j
′)
1s · · · (0,j,m,j
′)
s+1,s · · · (m,j,m,j
′)
s+1,s
0 · · · 0 · · · 0 · · · 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
for (ja,j,jc,j
′)
iaib
, where 0 stands for an m + 1-dimensional column vector of 0’s. Similarly, deﬁne the matrix ˜(j,j ′) for
˜(ja,j,jc,,j
′)
iaib
, and set A˜(j,,j ′) def= A(j,,j ′) + ˜(j,,j ′). In addition, deﬁne the (m + 1)(s + 1) × (m + 1)(s + 1) diagonal
matrix D(j) by
D(j)
def= diag(˜(0,j)1 , . . . , ˜(m,j)1 , . . . , ˜(0,j)s+1 , . . . , ˜(m,j)s+1 ).
Furthermore, we introduce the multi-colored rooted tree with labels (MRTL) and a function on its set. In the sequel,
let us use labels A(j), A˜(j) and X(j) ∈ {A(j), A˜(j)} as well as a matrix X(j,j ′) ∈ {A(j,j ′), A˜(j,j ′)}.
Deﬁnition 7 (Multi-colored rooted tree with labels). An MRTL, denoted by tX(j) , is an MRT attached by labels ac-
cording to the following rules:
(1) The label of the root is X(j).
(2) The label of the other vertices is decided by the number of branches and the color of the parent vertex:
• the label is A˜(j) if the parent vertex has a single branch and it is colored with j,
• the label is A(j) if the parent vertex has more than one branch and it is colored with j.
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Fig. 3. Examples of trees inT
A(0) .
The totality of MRTL’s whose roots are labeled with X(j) is denoted byTX(j) . For example, some MRTL’s are listed
in Fig. 3.
Deﬁnition 8 (Elementary numerical weight 
¯(t) onTX(j) ). An elementary numerical weight of t ∈ TX(j) is given
recursively as follows:

¯((j
′)
X(j)
) = 1D(j ′)X(j,j ′), 
¯(t) = D(j ′)X(j,j ′) for t = [t1, . . . , tk](j
′)
X(j)
(0j, j ′m), where (j
′)
X(j)
and [t1, . . . , tk](j
′)
X(j)
express MRTL’s whose roots are labeled by X(j). In addition, 1 stands
for an (m + 1)(s + 1)-dimensional row vector of 1’s, and means the elementwise product of row vectors

¯(ti).
Then, we obtain another important result.
Theorem 9. The ﬁnitely truncated expansion of the numerical solution by the stochastic Runge–Kutta family has the
following expression:
yn+1, = yn +
∑
i=1
∑
(tˆ)+r(tˆ)=i
t∈T
A(0)
	(tˆ)(tˆ)F(tˆ)
¯(m+1)s+1(t),
where 
¯(m+1)s+1(t) denotes the ((m+1)s +1)st element of 
¯(t) and tˆ means an MRT obtained by removing all labels
from t ∈TA(0) .
3.3. Order conditions of the stochastic Runge–Kutta family
We give the transparent way of seeking the order conditions by utilizing the MRT analysis. Let us rewrite (2) by
utilizing the MRT expression. For any pj , pj ′ ∈ {1, . . . , d},
|E[(yn+1 − yn+1,2q)pj (yn+1,2q − yn)pj ′ |Fn]|K1hq+1
holds with probability 1, where K1 is a constant. Hence, we can replace yn+1 − yn in (2) with yn+1,2q − yn when L2.
After the replacement, the substitution of the results in Theorems 6 and 9 into the expression in its
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left-hand side yields
E
⎡
⎢⎢⎢⎢⎣
L∏
j=1
⎛
⎜⎜⎜⎝
2q∑
i=1
∑
(tˆ)+r(tˆ)=i
t∈T
A(0)
	(tˆ)(tˆ)F(tˆ)
¯(m+1)s+1(t)
⎞
⎟⎟⎟⎠
pj
−
L∏
j=1
⎛
⎜⎜⎝
2q∑
i=1
∑
(t)+r(t)=i
t∈T
	(t)(t)F(t)
(t)
⎞
⎟⎟⎠
pj
∣∣∣∣∣∣∣∣∣
Fn
⎤
⎥⎥⎥⎥⎦
=
2q∑
i1=1
∑
(tˆ1)+r(tˆ1)=i1
t1∈TA(0)
· · ·
2q∑
iL=1
∑
(tˆL)+r(tˆL)=iL
tL∈TA(0)
L∏
j=1
(	(tˆj )(tˆj )(F(tˆj ))pj )
× E
⎡
⎣ L∏
j=1

¯(m+1)s+1(tj ) −
L∏
j=1

(tˆj )
∣∣∣∣∣∣Fn
⎤
⎦ (w.p.1).
For any p1 ∈ {1, . . . , d},
|E[(yn+1 − yn+1,2q+1)p1 |Fn]|K2hq+1
holds with probability 1, whereK2 is a constant. Hence, whenL=1 we can replace yn+1−yn in (2) with yn+1,2q+1−yn,
and this yields
E
⎡
⎢⎢⎢⎢⎣
⎛
⎜⎜⎜⎝
2q+1∑
i=1
∑
(tˆ)+r(tˆ)=i
t∈T
A(0)
	(tˆ)(tˆ)F(tˆ)
¯(m+1)s+1(t)
⎞
⎟⎟⎟⎠
p1
−
⎛
⎜⎜⎝
2q∑
i=1
∑
(t)+r(t)=i
t∈T
	(t)(t)F(t)
(t)
⎞
⎟⎟⎠
p1
∣∣∣∣∣∣∣∣∣∣
Fn
⎤
⎥⎥⎥⎥⎦
=
2q∑
i=1
∑
(tˆ)+r(tˆ)=i
t∈T
A(0)
	(tˆ)(tˆ)(F(tˆ))p1E[
¯(m+1)s+1(t) − 
(tˆ)|Fn]
+
∑
(tˆ)+r(tˆ)=2q+1
t∈T
A(0)
	(tˆ)(tˆ)(F(tˆ))p1E[
¯(m+1)s+1(t)|Fn] (w.p.1).
Consequently, the inequality (2) holds if
E
⎡
⎣ L∏
j=1

¯(m+1)s+1(tj )
⎤
⎦= E
⎡
⎣ L∏
j=1

(tˆj )
⎤
⎦ (4)
for any t1, . . . , tL ∈TA(0) (1L2q) satisfying
∑L
j=1((tˆj ) + r(tˆj ))2q and
E[
¯(m+1)s+1(t)] = 0 (5)
for any t ∈TA(0) satisfying (tˆ) + r(tˆ) = 2q + 1 since ˜(·,·)· is independent of yn.
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Next, we show a way of seeking the expectation in the right-hand side of (4) with the help of MRTs. In the multiple
Stratonovich integrals, the usual chain rule holds as in the deterministic case. Hence, we can rewrite the product of
elementary weights or the composition of subtrees in a elementary weight by the following rules:
• The product of elementary weights of two MRTs t1, t2 can be expressed by the sum of elementary weights of an
MRT generated by grafting t1 to the root of t2 and an MRT generated by grafting t2 to the root of t1.
• The elementary weight of an MRT having subtrees t1, t2 can be expressed by the sum of elementary weights of an
MRT generated by grafting t1 to t2’s own root and an MRT generated by grafting t2 to t1’s own root.
For example, we have
.
In addition, by utilizing the relationship between multiple Stratonovich integrals and multiple Itô integrals [7, p. 173],
we can rewrite the expectations of the elementary weights of MRTs whose each vertex has no more than one branch
as follows:
• The expectation of an elementary weight vanishes unless the even number of vertices are of colors different from 0
and each of these vertices has a parent or child vertex with the same color.
• Trace vertices in the direction from the root to upper vertices. Then, the expectation of an elementary weight of an
MRT in which a vertex colored by j = 0 has a child vertex with the same color is equal to a half of that of another
MRT given by replacing the two vertices with one vertex with the color 0. For example,
.
Note that there is no longer need of the expectation in the right-hand side.
On the other hand, let us assume the following in relation to the expectations in the left-hand side of (4) and (5).
Assumption 10. The expectation of the ((m + 1)s + 1)st element of an elementary numerical weight or the product
of those is equal to 0 if the odd number of vertices are of the same color j (= 0).
Then, we can obtain the expectations for weak order 2 as in Appendix A.
As we have seen above, the expectation of an elementary weight or the product of those vanishes if the odd number
of vertices are of the same color j (= 0). Assumption 10 ensures that (4) holds for such MRTL’s and (5) holds. Hence,
it is helpful to decrease the number of order conditions to be dealt with.
4. Weak order conditions in a commutative case
In the previous section we have shown the expression of weak order conditions by MRTL’s. In this section we will
obtain a similar expression under a commutativity condition.
4.1. Special case
In general, if elements t1, t2 in T differ in the structure or in the coloring, F(t1) = F(t2) holds. If F(t) is equivalent
for some t’s whose structures are the same but whose colorings differ, however, some order conditions will change. In
this subsection, let us consider the general expression of order conditions in such special cases.
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Suppose that F(t) is equivalent for t’s under an assumption O. For O, we deﬁne a subset of T, say TO , such that
• for each t ∈ T , an element u exists in TO and satisﬁes F(t) = F(u),
• for u1, u2 ∈ TO , when they differ in the coloring even if they are the same in the structure, F(u1) = F(u2) holds.
In addition, we set
Vu
def={t |F(t) = F(u), t ∈ T }
for u ∈ TO . Then, from Theorem 6 we obtain
y(n+1) = yn +
∑
i=1
∑
(u)+r(u)=i
u∈TO
	(u)(u)F(u)
⎧⎨
⎩
∑
t∈Vu

(t)
⎫⎬
⎭ (6)
by noting that 	(t) and (t) do not depend on the coloring of t ∈ Vu.
Similarly, we deﬁne a subset ofTX, sayTX,O , such that
• for each t ∈TX, an element u exists inTX,O and satisﬁes F(tˆ) = F(uˆ),
• for u1, u2 ∈TX,O , when they differ in the coloring even if they are the same in the structure, F(uˆ1) = F(uˆ2) holds,
and set
VX,u
def={t |F(tˆ) = F(uˆ), t ∈TX}
for u ∈TX,O . Then, from Theorem 9 we obtain
yn+1, = yn +
∑
i=1
∑
(u)+r(u)=i
u∈T
A(0),O
	(uˆ)(uˆ)F(uˆ)
⎧⎪⎨
⎪⎩
∑
t∈V
A(0),u

¯(m+1)s+1(t)
⎫⎪⎬
⎪⎭ . (7)
As in Section 3.3, from (2), (6) and (7) we can see that (2) holds if
E
⎡
⎢⎣ L∏
j=1
⎧⎪⎨
⎪⎩
∑
t∈V
A(0),uj

¯(m+1)s+1(t)
⎫⎪⎬
⎪⎭
⎤
⎥⎦= E
⎡
⎢⎣ L∏
j=1
⎧⎪⎨
⎪⎩
∑
t∈V
A(0),uj

(tˆ)
⎫⎪⎬
⎪⎭
⎤
⎥⎦ (8)
for any u1, . . . , uL ∈TA(0),O (1L2q) satisfying
∑L
j=1((uˆj ) + r(uˆj ))2q and
E
⎡
⎢⎣ ∑
t∈V
A(0),u

¯(m+1)s+1(t)
⎤
⎥⎦= 0 (9)
for any u ∈TA(0),O satisfying (uˆ) + r(uˆ) = 2q + 1.
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Fig. 4. Generation of equivalent trees under the commutativity condition (the big triangles stand for a common MRT).
Table 1
Elements inVA(0),v
4.2. Commutative case
As one of the special cases in the previous subsection, let us choose the commutative case that for any y and
1j, lm (j = l)
g(1)j (y)gl (y) = g(1)l (y)gj (y)
holds, which means the elementary differentials are equal for the trees in Fig. 4. Then, among the MRTL’s shown in
Appendix A, we can choose those in Table 1 as v ∈ TA(0),O for which the number of elements inVA(0),v is greater
than 1.
We are interested in combinations ofMRTL’s forwhich both sides of (8) do not vanish. For some of such combinations
under Assumption 10, let us demonstrate how to calculate the expression in the left-hand side of (8). By setting that
L = 1 and u1 = v1 in the expression, we obtain
=
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,l)
i1i2
˜
(j ′2,l,j ′3,j)
i2i3
˜
(j ′3,j,j ′4,l)
i3i4
E[˜(j ′1,j)i1 ˜
(j ′2,l)
i2
˜
(j ′3,j)
i3
˜
(j ′4,l)
i4
]
+
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,l)
i1i2
˜
(j ′2,l,j ′3,l)
i2i3
˜
(j ′3,l,j ′4,j)
i3i4
E[˜(j ′1,j)i1 ˜
(j ′2,l)
i2
˜
(j ′3,l)
i3
˜
(j ′4,j)
i4
].
Similarly, we can calculate it for v2. Next, by setting that L = 2, u1 = v3 and u2 = (l)A(0) , we obtain
=
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,j)
i1i2
˜
(j ′2,j,j ′3,l)
i2i3
c
(j ′4,l)
i4
E[˜(j ′1,j)i1 ˜
(j ′2,j)
i2
˜
(j ′3,l)
i3
˜
(j ′4,l)
i4
]
+
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,l)
i1i2
˜
(j ′2,l,j ′3,j)
i2i3
c
(j ′4,l)
i4
E[˜(j ′1,j)i1 ˜
(j ′2,l)
i2
˜
(j ′3,j)
i3
˜
(j ′4,l)
i4
].
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For v4, it needs to be calculated on two settings. One of them is that L = 2 and u1 = u2 = v4. The other is that L = 3,
u1 = v3, u2 = (j)A(0) and u3 = 
(l)
A(0)
.
On the other hand, let us calculate the expression in the right-hand side of (8). It clearly vanishes when L = 1 and
u1 = v1. For v2, by setting that L = 1 and u1 = v2, we obtain
For v3 or v4, we can calculate similarly.
5. Solution of order conditions
In the previous section we have shown the weak order conditions by MRTL’s, and have demonstrated the calculation
of the expectations of elementary weights and elementary numerical weights appearing in the conditions. In this section
we will ﬁnd a solution of the conditions for weak order 2 under the commutativity condition.
5.1. Simplifying assumption
As seen in (8) and (9), the conditions for weak order are generally given in the form of expectations. By replacing
expectations with monomials for trees which have only a few vertices, however, we can reduce the number of the order
conditions. In relation to (0)
A(0)
, (j)
A(0)
, [(j)
A˜(j)
](j)
A(0)
, [(j)
A˜(0)
](0)
A(0)
, [(0)
A˜(j)
](j)
A(0)
and [(l)
A˜(j)
](j)
A(0)
, let us assume that the following
equations hold (simplifying assumptions):
∑
c
(j ′1,0)
i1
˜
(j ′1,0)
i1
= h,
∑
c
(j ′1,j)
i1
˜
(j ′1,j)
i1
= Wj,
∑
c
(j ′1,j)
i1
˜
(j ′1,j)
i1
˜
(j ′1,j,j ′2,j)
i1i2
˜
(j ′2,j)
i2
= (Wj)
2
2
,
∑
c
(j ′1,0)
i1
˜
(j ′1,0)
i1
˜
(j ′1,0,j ′2,j)
i1i2
˜
(j ′2,j)
i2
= hWj
2
,
∑
c
(j ′1,j)
i1
˜
(j ′1,j)
i1
˜
(j ′1,j,j ′2,0)
i1i2
˜
(j ′2,0)
i2
= hWj
2
,
∑
c
(j ′1,j)
i1
˜
(j ′1,j)
i1
˜
(j ′1,j,j ′2,l)
i1i2
˜
(j ′2,l)
i2
= WjWl
2
(j = l), (10)
where Wj ’s (j = 1, . . . , m) are mutually independent random variables satisfying
E[(Wj)k] =
{0 (k = 1, 3, 5),
(k − 1)hk/2 (k = 2, 4),
O(h3) (k6).
(11)
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Then, the next order conditions are satisﬁed:
(12)
(13)
5.2. Virtue of the commutativity condition
We explain the virtue of the commutativity condition in solving order conditions. The expression in the right-hand
side of (10) comes from the simple approximation
(14)
The substitution of this approximation does not violate the equality relationship
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but it does
Each of the last two equality relationships needs to be taken into account unless the commutativity condition holds.
Hence, (14) is not sufﬁcient in the non-commutative case. On the other hand, the commutative case does not demand
that each of the two relationships be observed. Consequently, the commutativity condition makes it possible to use
(14), which is helpful as a simplifying assumption.
5.3. Explicit stochastic Runge–Kutta methods
We consider the explicit stochastic Runge–Kutta methods under the commutativity condition, and show how to solve
the order conditions.
First of all, we set
˜(0,0)i = h, ˜(j,j)i = Wj (j1), ˜(ja,jb)i = 0 (ja = jb). (15)
Next, let us set c(ja,jb)i = 0 if ja = jb and (ja,jb,jc,jd )iaib = 0 if ja = jb or jc = jd , and introduce
c
(j)
i
def= c(j,j)i , (j,j
′)
iaib
def= (j,j,j ′,j ′)iaib , A
(j,j ′)
ia
def=
ia−1∑
ib=1
(j,j
′)
iaib
for ease of notation.
Because (11) and (15) imply thatAssumption 10 holds for the elementary numerical weights concerning weak order
2 or the products of them, fromAppendixA we can see that the order conditions including the simplifying assumptions
are as follows. In the sequel, we suppose j, l = 0 and j = l.
∑
c
(0)
i1
= 1, (16)
∑
c
(j)
i1
= 1, (17)
∑
c
(j)
i1
A
(j,j)
i1
= 1
2
, (18)
∑
c
(0)
i1
A
(0,j)
i1
= 1
2
, (19)
∑
c
(j)
i1
A
(j,0)
i1
= 1
2
, (20)
∑
c
(0)
i1
A
(0,0)
i1
= 1
2
, (21)
∑
c
(j)
i1
(j,j)i1i2 A
(j,0)
i2
= 1
4
, (22)
∑
c
(0)
i1
(0,j)i1i2 A
(j,j)
i2
= 1
4
, (23)
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∑
c
(j)
i1
(j,0)i1i2 A
(0,j)
i2
= 0, (24)
∑
c
(0)
i1
(A
(0,j)
i1
)2 = 1
2
, (25)
∑
c
(j)
i1
A
(j,0)
i1
A
(j,j)
i1
= 1
4
, (26)
∑
c
(j)
i1
(j,j)i1i2 
(j,j)
i2i3
A
(j,j)
i3
= 1
24
, (27)
∑
c
(j)
i1
(j,j)i1i2 (A
(j,j)
i2
)2 = 1
12
, (28)
∑
c
(j)
i1
A
(j,j)
i1
(j,j)i1i2 A
(j,j)
i2
= 1
8
, (29)
∑
c
(j)
i1
(A
(j,j)
i1
)3 = 1
4
, (30)
∑
c
(j)
i1
(j,j)i1i2 A
(j,j)
i2
= 1
6
, (31)
∑
c
(j)
i1
(A
(j,j)
i1
)2 = 1
3
, (32)
∑
c
(j)
i1
A
(j,l)
i1
= 1
2
, (33)
∑
c
(j)
i1
(A
(j,l)
i1
)2 = 1
2
, (34)
∑
c
(j)
i1
A
(j,j)
i1
A
(j,l)
i1
= 1
4
, (35)
∑
c
(j)
i1
(j,j)i1i2 A
(j,l)
i2
+
∑
c
(j)
i1
(j,l)i1i2 A
(l,j)
i2
= 1
4
, (36)
∑
c
(j)
i1
(j,l)i1i2 A
(l,l)
i2
= 1
4
, (37)
∑
c
(j)
i1
A
(j,l)
i1
(j,j)i1i2 A
(j,l)
i2
+
∑
c
(j)
i1
A
(j,l)
i1
(j,l)i1i2 A
(l,j)
i2
= 1
4
, (38)
∑
c
(j)
i1
A
(j,j)
i1
(j,l)i1i2 A
(l,l)
i2
= 1
8
, (39)
∑
c
(j)
i1
(j,l)i1i2 A
(l,l)
i2
A
(l,j)
i2
= 0, (40)
∑
c
(j)
i1
(j,j)i1i2 (A
(j,l)
i2
)2 = 1
4
, (41)
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∑
c
(j)
i1
A
(j,j)
i1
(A
(j,l)
i1
)2 = 1
4
, (42)
∑
c
(j)
i1
(j,l)i1i2 
(l,j)
i2i3
A
(j,l)
i3
+
∑
c
(j)
i1
(j,l)i1i2 
(l,l)
i2i3
A
(l,j)
i3
= 0, (43)
∑
c
(j)
i1
(j,j)i1i2 
(j,l)
i2i3
A
(l,l)
i3
= 1
8
. (44)
Note that (j,j
′)
iaib
=0 (ia ib, ∀j, j ′) and ˜(ja,jb,jc,jd )iaib =0 (∀ia, ib, ja, jb, jc, jd) because we consider explicit stochastic
Runge–Kutta methods.
The system of the conditions (17), (18), (27), (28), (29), (30), (31) and (32) has the same algebraic structure as that
of the order conditions for ordinary Runge–Kutta methods to attain order 4 for ODEs [4, pp. 90–91]. Hence, the stage
number s has to be at least 4. This is also mentioned in [12,13]. In the sequel, let us deal with the case where s = 4.
For stochastic Runge–Kutta schemes, Rößler [12, p. 99] has proposed taking account of not only weak order but also
order for ODEs. Now, for s = 4, we can let (3) attain order 4 for ODEs. For this, we add the following six conditions:
∑
c
(0)
i1
(0,0)i1i2 
(0,0)
i2i3
A
(0,0)
i3
= 1
24
, (45)
∑
c
(0)
i1
(0,0)i1i2 (A
(0,0)
i2
)2 = 1
12
, (46)
∑
c
(0)
i1
A
(0,0)
i1
(0,0)i1i2 A
(0,0)
i2
= 1
8
, (47)
∑
c
(0)
i1
(A
(0,0)
i1
)3 = 1
4
, (48)
∑
c
(0)
i1
(0,0)i1i2 A
(0,0)
i2
= 1
6
, (49)
∑
c
(0)
i1
(A
(0,0)
i1
)2 = 1
3
, (50)
which come from [ [ [ (0)
A˜(0)
](0)
A˜(0)
](0)
A˜(0)
](0)
A(0)
, [ [ (0)
A(0)
, (0)
A(0)
](0)
A˜(0)
](0 )
A(0)
, [ (0)
A(0)
, [ (0)
A˜(0)
](0)
A(0)
](0)
A(0)
, [(0)
A(0)
, (0)
A(0)
, (0)
A(0)
](0)
A(0)
,
[[(0)
A˜(0)
](0)
A˜(0)
](0)
A(0)
and [(0)
A(0)
, (0)
A(0)
](0)
A(0)
,and which are the counterparts of (27), (28), (29), (30), (31) and (32).
The following are remarkable.
• Although the stochastic Runge–Kutta family is different from that in [12–14], the conditions from (16) to (44) for
weak order 2 are similar to those in the literatures.
• The essential difference is that each of Conditions (36), (38) and (43), which come from Section 4.2, is separated
into two corresponding conditions in the literatures. For example, (38) corresponds to the equation obtained by
the sum of Conditions 18 and 20 in [13]. On the other hand, although (33) is also associated with an MRTL in
Section 4.2, it corresponds to one condition in the literatures because of the statement in relation to (12) and (13) in
Section 5.1.
• Whereas the conditions of up to order 3 for ODEs have been considered in the commutative case in the literatures,
we consider the conditions of up to order 4 for ODEs.
To ﬁnd a solution, we ﬁrst simplify the equations from (33) to (44). By noting that we can suppose A(j,j)i = A(l,l)i and
A
(j,l)
i = A(l,j)i for any i, we have (j,l)43 A(j,l)2 = 0 from (27), (43) and (44).
(1) If A(j,l)2 = 0, (j,l)43 A(l,l)3 = 0 holds from (40) and (41).
• If (j,l)43 = 0, A(j,l)3 = A(j,l)4 = 1 holds from (36), (38) and (41).
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• If A(l,l)3 = 0, A(j,l)4 = 1 holds from (35) and (42). The substitution of A(j,l)2 = 0 and A(j,l)4 = 1 into (33) and (34)
yields A(j,l)3 = 1 (also note (41)). Then, (j,l)43 = 0 holds from (36) and (41).
(2) If (j,l)43 = 0, A(l,j)2 = 0 holds from (37) and (40). Then, A(j,l)3 = A(j,l)4 = 1 holds from 1).
Hence, we have
(j,l)43 = A(j,l)2 = 0, A(j,l)3 = A(j,l)4 = 1.
By substituting these into the equations from (33) to (44) and rewriting them, we obtain
c
(j)
3 + c(j)4 = 12 , (51)
c
(j)
3 A
(j,j)
3 + c(j)4 A(j,j)4 = 14 , (52)
c
(j)
4 
(j,j)
43 = 14 , (53)
(j,l)42 A
(l,l)
2 = 12 , (54)
(j,l)32 = (j,l)42 . (55)
As we have mentioned, the system of the conditions (17), (18), (27), (28), (29), (30), (31) and (32) has the same
algebraic structure as that of the order conditions for ordinary Runge–Kutta methods of order 4. Hence, we can utilize
the results known in the deterministic case to solve the system of the order conditions. The following ﬁve special cases
where a solution surely exists are known for ordinary Runge–Kutta methods of order 4 with 4 stages [4, pp. 164–165]:
Case I:
A
(j,j)
2 /∈
{
0, 12 ,
1
2 ±
√
3
6 , 1
}
, A
(j,j)
3 = 1 − A(j,j)2 .
Case II:
c
(j)
2 = 0, A(j,j)2 = 0, A(j,j)3 = 12 .
Case III:
c
(j)
3 = 0, A(j,j)2 = 12 , A(j,j)3 = 0.
Case IV:
c
(j)
4 = 0, A(j,j)2 = 1, A(j,j)3 = 12 .
Case V:
c
(j)
3 = 0, A(j,j)2 = A(j,j)3 = 12 .
In Cases I and V, for example, the solutions are given by the following Butcher tableaux
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respectively:
Case I:
where 0
def= 1 − A(j,j)3 , 1 def= 1 − 2A(j,j)3 and 2 def= 6A(j,j)3 − 1 − 6(A(j,j)3 )2, and
Case V:
The solutions in Cases II–V, however, do not satisfy (51) and (53), simultaneously. Hence, the following are the steps
we should carry out to ﬁnd a solution of all the conditions:
Step 1: Select the solution in Case I as that of the system (17), (18), (27), (28), (29), (30), (31) and (32), substitute it
into (51), (52), (53), (54) and (55), and solve them.
Step 2: Select one among the ﬁve cases above and adopt its solution as that of the system (16), (21), (45), (46), (47),
(48), (49) and (50) since those are exactly the conditions for ordinary Runge–Kutta methods of order 4 with 4 stages.
Step 3: Substitute the solution in Step 1 into (20), (22) and (26), and seek A(j,0)2 , A(j,0)3 or A(j,0)4 . Here, note that the
equations are not linearly independent with respect to the parameters.
Step 4: Substitute the solution in Step 2 into (19) and (25), and seek A(0,j)2 , A(0,j)3 or A(0,j)4 . Here, it is remarkable
that the equations are equivalent when the parameters are 0 or 1 except A(0,j)2 = A(0,j)3 = A(0,j)4 = 0.
Step 5: Substitute the results in Steps 1 and 4 into (24), and seek (j,0)32 , (j,0)42 or (j,0)43 . Here, it is remarkable that the
equation has the trivial solution (j,0)32 = (j,0)42 = (j,0)43 = 0.
Step 6: Substitute the results in Steps 2 and 4 into (23), and seek (0,j)32 , (0,j)42 or (0,j)43 .
By following the steps, let us ﬁnd a solution of all the conditions. In Step 1, from the solution in Case I and (53)
we have A(j,j)3 = 13 . Then, (51) and (52) hold since c(j)3 = 38 and c(j)4 = 18 . From (54) and (55), (j,l)32 = (j,l)42 = 34 . We
choose the solution of Case V in Step 2. We obtain
A
(j,0)
2 = −2A(j,0)3 + 2, A(j,0)4 = 3A(j,0)3 − 2
in Step 3. Let us set A(0,j)2 = A(0,j)4 = 1 and A(0,j)3 = 0 in Step 4. This makes (19) and (25) equivalent and means
c
(0)
2 + c(0)4 = 12 . Hence, c(0)3 = 13 in the present case. In Step 5 let us set (j,0)32 = (j,0)42 = (j,0)43 = 0. In Step 6 we set
(0,j)42 = (0,j)43 = 0 and obtain (0,j)32 = 98 .
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We ﬁnally obtain
as a solution of all the order conditions. As we can see from the process of calculations for c(j)i ’s, 
(j,j)
iaib
’s and (j,l)ia ib ’s,
the set of coefﬁcients for them in the right-hand side is unique when we consider Cases I–V. The coefﬁcients appear
also in [12–14].
5.4. Numerical experiments
We show the results of numerical experiments to conﬁrm that the explicit scheme in the previous subsection attains
weak order 2 when (j,0)31 = 0 and to compare it with the other derivative-free schemes mentioned in Section 1. Here,
the following two SDEs are considered. The ﬁrst one is
dy(t) =
⎛
⎝R − 1
2
m∑
j=1
B2j
⎞
⎠ y(t) dt + m∑
j=1
Bj y(t) ◦ dWj(t), 0 t1, y(0) = x0. (56)
The commutativity condition is given by BjBl = BlBj (j = l). This is, for example, satisﬁed when the matrices are
diagonal. The second one is
dy(t) =
(
Ry(t) − 14
2∑
j=1
[
bj1
bj2
]
Q
y (y(t))
[
bj1
bj2
])
dt + √Q(y(t))
2∑
j=1
[
bj1
bj2
]
◦ dWj(t), 0 t1,
y(0) = x0,
(57)
where Q(y) is a non-negative function. The commutativity condition is given by b11b22 = b12b21.
In (56), we set m = 2,
R =
[
0 1
−3 −2
]
, B1 =
[ 1
2 0
0 12
]
, B2 =
[
0 14
1
4 0
]
, x0 =
[
1
0
]
(w.p.1).
Then, we sought yM by means of the schemes, and calculated the arithmetic variances 〈y2M,i〉 − 〈yM,i〉2 of the
ith element of yM and 〈yM,1yM,2〉 as approximate values of variances V [yi(1)] (i = 1, 2) and E[y1(1)y2(1)], re-
spectively. The notation 〈·〉 stands for an arithmetic mean. On the other hand, their exact values were sought from
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Fig. 5. Relative errors in (56).
Fig. 6. Relative errors in (57).
dE[y(t)]/dt = RE[y(t)] and
d
dt
⎡
⎣ E[y
2
1 (t)]
E[y1(t)y2(t)]
E[y22 (t)]
⎤
⎦=
⎡
⎢⎣
1
4 2
1
16
−3 − 2716 1
1
16 −6 − 154
⎤
⎥⎦
⎡
⎣ E[y
2
1 (t)]
E[y1(t)y2(t)]
E[y22 (t)]
⎤
⎦
.
In (57), we set b11 = b12 = 12 , b21 = b22 = 14 ,
R =
[
0 1
−3 −2
]
, Q(y) def= y21 − y1y2 + y22 + 1, x0 =
[
1
0
]
(w.p.1).
The solution satisﬁes dE[y(t)]/dt = RE[y(t)] and
d
dt
⎡
⎣ E[y
2
1 (t)]
E[y1(t)y2(t)]
E[y22 (t)]
⎤
⎦=
⎡
⎢⎣
5
16
27
16
5
16
− 4316 − 3716 2116
5
16 − 10116 − 5916
⎤
⎥⎦
⎡
⎣ E[y21 (t)]E[y1(t)y2(t)]
E[y22 (t)]
⎤
⎦+
⎡
⎢⎣
5
16
5
16
5
16
⎤
⎥⎦ .
In both experiments, 1 × 106 sets of independent trajectories were simulated for each step. The results are indicated
in Figs. 5 and 6. The solid, dash or dotted line means our scheme, a scheme proposed by Rößler (RS2) or Platen’s
scheme, respectively. These illustrate that our scheme is of weak order 2. In Fig. 5 we can see that our scheme is better
than the others as a whole. In Fig. 6, however, we can see Platen’s scheme is the best and our scheme is slightly worse
than RS2.
6. Summary and remarks
First, we have generally derived the expression of the weak order conditions of the stochastic Runge–Kutta family
in a situation that some derivatives of a drift coefﬁcient or diffusion coefﬁcients are equivalent. On the basis of that,
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we have obtained the order conditions in the commutative case. Second, after adding the six conditions for order 4 in
ODEs, we have found a solution of all the order conditions with the help of the simplifying conditions and the results
in ODEs. In addition, we have seen that the commutativity condition is essential to obtain the solution. Third, we have
performed the numerical experiments and have shown the explicit stochastic Runge–Kutta scheme with 4 stages is of
weak order 2. In the experiments the superiority of the scheme could not be seen clearly, especially compared with
Platen’s scheme. Because the scheme is of order 4 for ODEs, however, it can be expected to show better performance
in seeking an approximation to the expectation of a solution for SDEs with small noise. It also should be noted that the
scheme and Rößler’s scheme do not have the additional random variables needed by Platen’s scheme. This means that
the random variables are not always necessary under the commutativity condition.
Acknowledgements
The author thanks the referees for their helpful comments to improve the earlier manuscripts of this paper.
Appendix A. Expectations of elementary numerical weights
We show only the expectations that do not vanish, of elementary numerical weights or the products of them for weak
order 2. These are obtained directly from a diagrams for MRTL’s. (See [8] for details.) For ease of notation, we omit
all indices and the range of values of all indices in all summations (Table A.1).
Table A.1
Expectations of elementary numerical weights or the products of them
(a) For t ∈TA(0) such that (tˆ) + r(tˆ) = 4
t E[
¯(m+1)s+1(t)]
[(0)
A˜(0)
](0)
A(0)
∑
c
(j ′1,0)
i1
˜
(j ′1,0,j ′2,0)
i1i2
E[˜(j ′1,0)i1 ˜
(j ′2,0)
i2
]
[[(0)
A˜(j)
](j)
A˜(j)
](j)
A(0)
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,j)
i1i2
˜
(j ′2,j,j ′3,0)
i2i3
E[˜(j ′1,j)i1 ˜
(j ′2,j)
i2
˜
(j ′3,0)
i3
]
[[(j)
A˜(j)
](j)
A˜(0)
](0)
A(0)
∑
c
(j ′1,0)
i1
˜
(j ′1,0,j ′2,j)
i1i2
˜
(j ′2,j,j ′3,j)
i2i3
E[˜(j ′1,0)i1 ˜
(j ′2,j)
i2
˜
(j ′3,j)
i3
]
[[(j)
A(0)
](0)
A˜(j)
](j)
A(0)
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,0)
i1i2
˜
(j ′2,0,j ′3,j)
i2i3
E[˜(j ′1,j)i1 ˜
(j ′2,0)
i2
˜
(j ′3,j)
i3
]
[(j)
A(0)
, (j)
A(0)
](0)
A(0)
∑
c
(j ′1,0)
i1

(j ′1,0,j ′2,j)
i1i2

(j ′1,0,j ′3,j)
i1i3
E[˜(j ′1,0)i1 ˜
(j ′2,j)
i2
˜
(j ′3,j)
i3
]
[(0)
A(j)
, (j)
A(j)
](j)
A(0)
∑
c
(j ′1,j)
i1

(j ′1,j,j ′2,0)
i1i2

(j ′1,j,j ′3,j)
i1i3
E[˜(j ′1,j)i1 ˜
(j ′2,0)
i2
˜
(j ′3,j)
i3
]
[[[(j)
A˜(j)
](j)
A˜(j)
](j)
A˜(j)
](j)
A(0)
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,j)
i1i2
˜
(j ′2,j,j ′3,j)
i2i3
˜
(j ′3,j,j ′4,j)
i3i4
E[˜(j ′1,j)i1 ˜
(j ′2,j)
i2
˜
(j ′3,j)
i3
˜
(j ′4,j)
i4
]
[[[(l)
A˜(l)
](l)
A˜(j)
](j)
A˜(j)
](j)
A(0)
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,j)
i1i2
˜
(j ′2,j,j ′3,l)
i2i3
˜
(j ′3,l,j ′4,l)
i3i4
E[˜(j ′1,j)i1 ˜
(j ′2,j)
i2
˜
(j ′3,l)
i3
˜
(j ′4,l)
i4
]
[[[(l)
A˜(j)
](j)
A˜(l)
](l)
A˜(j)
](j)
A(0)
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,l)
i1i2
˜
(j ′2,l,j ′3,j)
i2i3
˜
(j ′3,j,j ′4,l)
i3i4
E[˜(j ′1,j)i1 ˜
(j ′2,l)
i2
˜
(j ′3,j)
i3
˜
(j ′4,l)
i4
]
[[[(j)
A˜(l)
](l)
A˜(l)
](l)
A˜(j)
](j)
A(0)
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,l)
i1i2
˜
(j ′2,l,j ′3,l)
i2i3
˜
(j ′3,l,j ′4,j)
i3i4
E[˜(j ′1,j)i1 ˜
(j ′2,l)
i2
˜
(j ′3,l)
i3
˜
(j ′4,j)
i4
]
[[(j)
A(j)
, (j)
A(j)
](j)
A˜(j)
](j)
A(0)
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,j)
i1i2

(j ′2,j,j ′3,j)
i2i3

(j ′2,j,j ′4,j)
i2i4
E[˜(j ′1,j)i1 ˜
(j ′2,j)
i2
˜
(j ′3,j)
i3
˜
(j ′4,j)
i4
]
[[(l)
A(j)
, (l)
A(j)
](j)
A˜(j)
](j)
A(0)
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,j)
i1i2

(j ′2,j,j ′3,l)
i2i3

(j ′2,j,j ′4,l)
i2i4
E[˜(j ′1,j)i1 ˜
(j ′2,j)
i2
˜
(j ′3,l)
i3
˜
(j ′4,l)
i4
]
[[(l)
A(l)
, (j)
A(l)
](l)
A˜(j)
](j)
A(0)
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,l)
i1i2

(j ′2,l,j ′3,l)
i2i3

(j ′2,l,j ′4,j)
i2i4
E[˜(j ′1,j)i1 ˜
(j ′2,l)
i2
˜
(j ′3,l)
i3
˜
(j ′4,j)
i4
]
[(j)
A(j)
, [(j)
A˜(j)
](j)
A(j)
](j)
A(0)
∑
c
(j ′1,j)
i1

(j ′1,j,j ′2,j)
i1i2

(j ′1,j,j ′3,j)
i1i3
˜
(j ′3,j,j ′4,j)
i3i4
E[˜(j ′1,j)i1 ˜
(j ′2,j)
i2
˜
(j ′3,j)
i3
˜
(j ′4,j)
i4
]
[(j)
A(j)
, [(l)
A˜(l)
](l)
A(j)
](j)
A(0)
∑
c
(j ′1,j)
i1

(j ′1,j,j ′2,j)
i1i2

(j ′1,j,j ′3,l)
i1i3
˜
(j ′3,l,j ′4,l)
i3i4
E[˜(j ′1,j)i1 ˜
(j ′2,j)
i2
˜
(j ′3,l)
i3
˜
(j ′4,l)
i4
]
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Table A.1 (continued)
t E[
¯(m+1)s+1(t)]
[(l)
A(j)
, [(l)
A˜(j)
](j)
A(j)
](j)
A(0)
∑
c
(j ′1,j)
i1

(j ′1,j,j ′2,l)
i1i2

(j ′1,j,j ′3,j)
i1i3
˜
(j ′3,j,j ′4,l)
i3i4
E[˜(j ′1,j)i1 ˜
(j ′2,l)
i2
˜
(j ′3,j)
i3
˜
(j ′4,l)
i4
]
[(l)
A(j)
, [(j)
A˜(l)
](l)
A(j)
](j)
A(0)
∑
c
(j ′1,j)
i1

(j ′1,j,j ′2,l)
i1i2

(j ′1,j,j ′3,l)
i1i3
˜
(j ′3,l,j ′4,j)
i3i4
E[˜(j ′1,j)i1 ˜
(j ′2,l)
i2
˜
(j ′3,l)
i3
˜
(j ′4,j)
i4
]
[(j)
A(j)
, (j)
A(j)
, (j)
A(j)
](j)
A(0)
∑
c
(j ′1,j)
i1

(j ′1,j,j ′2,j)
i1i2

(j ′1,j,j ′3,j)
i1i3

(j ′1,j,j ′4,j)
i1i4
E[˜(j ′1,j)i1 ˜
(j ′2,j)
i2
˜
(j ′3,j)
i3
˜
(j ′4,j)
i4
]
[(j)
A(j)
, (l)
A(j)
, (l)
A(j)
](j)
A(0)
∑
c
(j ′1,j)
i1

(j ′1,j,j ′2,j)
i1i2

(j ′1,j,j ′3,l)
i1i3

(j ′1,j,j ′4,l)
i1i4
E[˜(j ′1,j)i1 ˜
(j ′2,j)
i2
˜
(j ′3,l)
i3
˜
(j ′4,l)
i4
]
(b) For t ∈TA(0) such that (tˆ) + r(tˆ) = 3
t t1 E[
¯(m+1)s+1(t)
¯(m+1)s+1(t1)]
[(0)
A˜(j)
](j)
A(0)
(j)
A(0)
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,0)
i1i2
c
(j ′3,j)
i3
E[˜(j ′1,j)i1 ˜
(j ′2,0)
i2
˜
(j ′3,j)
i3
]
[(j)
A˜(0)
](0)
A(0)
(j)
A(0)
∑
c
(j ′1,0)
i1
˜
(j ′1,0,j ′2,j)
i1i2
c
(j ′3,j)
i3
E[˜(j ′1,0)i1 ˜
(j ′2,j)
i2
˜
(j ′3,j)
i3
]
[[(j)
A˜(j)
](j)
A˜(j)
](j)
A(0)
(j)
A(0)
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,j)
i1i2
˜
(j ′2,j,j ′3,j)
i2i3
c
(j ′4,j)
i4
E[˜(j ′1,j)i1 ˜
(j ′2,j)
i2
˜
(j ′3,j)
i3
˜
(j ′4,j)
i4
]
[[(l)
A˜(j)
](j)
A˜(j)
](j)
A(0)
(l)
A(0)
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,j)
i1i2
˜
(j ′2,j,j ′3,l)
i2i3
c
(j ′4,l)
i4
E[˜(j ′1,j)i1 ˜
(j ′2,j)
i2
˜
(j ′3,l)
i3
˜
(j ′4,l)
i4
]
[[(l)
A˜(l)
](l)
A˜(j)
](j)
A(0)
(j)
A(0)
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,l)
i1i2
˜
(j ′2,l,j ′3,l)
i2i3
c
(j ′4,j)
i4
E[˜(j ′1,j)i1 ˜
(j ′2,l)
i2
˜
(j ′3,l)
i3
˜
(j ′4,j)
i4
]
[[(j)
A˜(l)
](l)
A˜(j)
](j)
A(0)
(l)
A(0)
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,l)
i1i2
˜
(j ′2,l,j ′3,j)
i2i3
c
(j ′4,l)
i4
E[˜(j ′1,j)i1 ˜
(j ′2,l)
i2
˜
(j ′3,j)
i3
˜
(j ′4,l)
i4
]
[(j)
A(j)
, (j)
A(j)
](j)
A(0)
(j)
A(0)
∑
c
(j ′1,j)
i1

(j ′1,j,j ′2,j)
i1i2

(j ′1,j,j ′3,j)
i1i3
c
(j ′4,j)
i4
E[˜(j ′1,j)i1 ˜
(j ′2,j)
i2
˜
(j ′3,j)
i3
˜
(j ′4,j)
i4
]
[(j)
A(j)
, (l)
A(j)
](j)
A(0)
(l)
A(0)
∑
c
(j ′1,j)
i1

(j ′1,j,j ′2,j)
i1i2

(j ′1,j,j ′3,l)
i1i3
c
(j ′4,l)
i4
E[˜(j ′1,j)i1 ˜
(j ′2,j)
i2
˜
(j ′3,l)
i3
˜
(j ′4,l)
i4
]
[(l)
A(j)
, (l)
A(j)
](j)
A(0)
(j)
A(0)
∑
c
(j ′1,j)
i1

(j ′1,j,j ′2,l)
i1i2

(j ′1,j,j ′3,l)
i1i3
c
(j ′4,j)
i4
E[˜(j ′1,j)i1 ˜
(j ′2,l)
i2
˜
(j ′3,l)
i3
˜
(j ′4,j)
i4
]
(c) For t ∈TA(0) such that (tˆ) + r(tˆ) = 2
t E[
¯(m+1)s+1(t)]
[(j)
A˜(l)
](j)
A(0)
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,j)
i1i2
E[˜(j ′1,j)i1 ˜
(j ′2,j)
i2
]
(0)
A(0)
∑
c
(j ′1,0)
i1
E[˜(j ′1,0)i1 ]
t t1 E[
¯(m+1)s+1(t)
¯(m+1)s+1(t1)]
[(j)
A˜(j)
](j)
A(0)
(0)
A(0)
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,j)
i1i2
c
(j ′3,0)
i3
E[˜(j ′1,j)i1 ˜
(j ′2,j)
i2
˜
(j ′3,0)
i3
]
[(j)
A˜(j)
](j)
A(0)
[(j)
A˜(j)
](j)
A(0)
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,j)
i1i2
c
(j ′3,j)
i3
˜
(j ′3,j,j ′4,j)
i3i4
E[˜(j ′1,j)i1 ˜
(j ′2,j)
i2
˜
(j ′3,j)
i3
˜
(j ′4,j)
i4
]
[(j)
A˜(j)
](j)
A(0)
[(l)
A˜(l)
](l)
A(0)
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,j)
i1i2
c
(j ′3,l)
i3
˜
(j ′3,l,j ′4,l)
i3i4
E[˜(j ′1,j)i1 ˜
(j ′2,j)
i2
˜
(j ′3,l)
i3
˜
(j ′4,l)
i4
]
[(l)
A˜(j)
](j)
A(0)
[(l)
A˜(j)
](j)
A(0)
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,l)
i1i2
c
(j ′3,j)
i3
˜
(j ′3,j,j ′4,l)
i3i4
E[˜(j ′1,j)i1 ˜
(j ′2,l)
i2
˜
(j ′3,j)
i3
˜
(j ′4,l)
i4
]
[(l)
A˜(j)
](j)
A(0)
[(j)
A˜(l)
](l)
A(0)
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,l)
i1i2
c
(j ′3,l)
i3
˜
(j ′3,l,j ′4,j)
i3i4
E[˜(j ′1,j)i1 ˜
(j ′2,l)
i2
˜
(j ′3,l)
i3
˜
(j ′4,j)
i4
]
(0)
A(0)
(0)
A(0)
∑
c
(j ′1,0)
i1
c
(j ′2,0)
i2
E[˜(j ′1,0)i1 ˜
(j ′2,0)
i2
]
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Table A.1 (continued)
t t1 t2 E[
¯(m+1)s+1(t)
¯(m+1)s+1(t1)
¯(m+1)s+1(t2)]
[(j)
A˜(j)
](j)
A(0)
(j)
A(0)
(j)
A(0)
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,j)
i1i2
c
(j ′3,j)
i3
c
(j ′4,j)
i4
E[˜(j ′1,j)i1 ˜
(j ′2,j)
i2
˜
(j ′3,j)
i3
˜
(j ′4,j)
i4
]
[(j)
A˜(j)
](j)
A(0)
(l)
A(0)
(l)
A(0)
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,j)
i1i2
c
(j ′3,l)
i3
c
(j ′4,l)
i4
E[˜(j ′1,j)i1 ˜
(j ′2,j)
i2
˜
(j ′3,l)
i3
˜
(j ′4,l)
i4
]
[(l)
A˜(j)
](j)
A(0)
(j)
A(0)
(l)
A(0)
∑
c
(j ′1,j)
i1
˜
(j ′1,j,j ′2,l)
i1i2
c
(j ′3,j)
i3
c
(j ′4,l)
i4
E[˜(j ′1,j)i1 ˜
(j ′2,l)
i2
˜
(j ′3,j)
i3
˜
(j ′4,l)
i4
]
(0)
A(0)
(j)
A(0)
(j)
A(0)
∑
c
(j ′1,0)
i1
c
(j ′2,j)
i2
c
(j ′3,j)
i3
E[˜(j ′1,0)i1 ˜
(j ′2,j)
i2
˜
(j ′3,j)
i3
]
(d) For t ∈TA(0) such that (tˆ) + r(tˆ) = 1
t E[{
¯(m+1)s+1(t)}2]
(j)
A(0)
∑
c
(j ′1,j)
i1
c
(j ′2,j)
i2
E[˜(j ′1,j)i1 ˜
(j ′2,j)
i2
]
t E[{
¯(m+1)s+1(t)}4]
(j)
A(0)
∑
c
(j ′1,j)
i1
c
(j ′2,j)
i2
c
(j ′3,j)
i3
c
(j ′4,j)
i4
E[˜(j ′1,j)i1 ˜
(j ′2,j)
i2
˜
(j ′3,j)
i3
˜
(j ′4,j)
i4
]
t t1 E[{
¯(m+1)s+1(t)}2{
¯(m+1)s+1(t1)}2]
(j)
A(0)
(l)
A(0)
∑
c
(j ′1,j)
i1
c
(j ′2,j)
i2
c
(j ′3,l)
i3
c
(j ′4,l)
i4
E[˜(j ′1,j)i1 ˜
(j ′2,j)
i2
˜
(j ′3,l)
i3
˜
(j ′4,l)
i4
]
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