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MATRIX FACTORIZATIONS AND INTERTWINERS OF THE FUNDAMENTAL
REPRESENTATIONS OF QUANTUM GROUP Uq(sln)
YASUYOSHI YONEZAWA
Abstract. We want to construct a homological link invariant whose Euler characteristic is MOY polynomial
as Khovanov and Rozansky constructed a categorification of HOMFLY polynomial. The present paper gives
the first step to construct a categorification of MOY polynomial. For the essential colored planar diagrams with
additional data which is a sequence naturally induced by coloring, we define matrix factorizations, and then
we define a matrix factorization for planar diagram obtained by gluing the essential planar diagrams as tensor
product of the matrix factorizations for the essential planar diagrams. Moreover, we show that some matrix
factorizations derived from tensor product of the essential matrix factorizations have homotopy equivalences
corresponding to MOY relations.
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1. Introduction
1.1. Categorification of quantum link invariant. Mikhail Khovanov introduced a homological link invari-
ant whose Euler characteristic is Jones polynomial. At present we understand Jones polynomial as a link
invariant derived from the quantum group Uq(sl2) and its 2-dimensional vector representation V2. (We can also
obtain a link invariant induced by a quantum group and its representation, called a quantum link invariant.)
Such a system making a homological link invariant whose Euler characteristic is a quantum link invariant is
called a categorification of the quantum link invariant. A natural question is “can we construct a categorification
of the other quantum link invariants?” In the case of HOMFLY polynomial, which is derived from Uq(sln) and
its n-dimensional representation Vn, Mikhail Khovanov and Lev Rozansky also constructed a homological link
invariant whose Euler characteristic is HOMFLY polynomial.
〈 〉
n
= q−1+n
〈 〉
n
− qn
〈 〉
n〈 〉
n
= q1−n
〈 〉
n
− q−n
〈 〉
n
Figure 1. Reductions for single crossings of HOMFLY polynomial
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However, there exist a lot of quantum link invariants which is not categorified yet. For example, MOY
polynomial (see [8]), which is a quantum (regular) link invariant derived from Uq(sln) and its fundamental rep-
resentations, is one of quantum link invariants which are not categorified (uncategorified) yet. Since this MOY
polynomial is a generalization of HOMFLY polynomial, it is natural that we hope to construct a categorification
of MOY polynomial generalizing Khovanov and Rozansky’s work.
We briefly recall the work of M.Khovanov and L.Rozansky [5]. We calculate HOMFLY polynomial of an
oriented link diagram D by transforming each single crossing into planar diagrams P0 and P1 in Figure 2 (in the
case of Hopf link, see Figure 3), evaluating the planar diagrams Γ derived from the link diagram as a Laurent
polynomial of q and summing the Laurent polynomials by the reduction in Figure 1.
For an oriented link diagram D, we can construct a homological link invariant C(D)n whose Euler charac-
P0 P1
Figure 2. Planar diagrams
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Figure 3. Planar diagrams derived from Hopf link diagram
teristic is HOMFLY polynomial for the link diagram D as follows. First, for each planar diagram P in Figure
2 we define a matrix factorization C´(P )n which is a 2-cyclic complex of modules. Since every planar diagram Γ
induced by a link diagram D is decomposed into some of the planar diagrams P0 and P1, a matrix factorization
C´(Γ)n for the planar diagrams Γ is defined to be the tensor product of matrix factorizations for parts P0 and P1
of the decomposition. For example, the planar diagram Γ10 in Figure 3 has a decomposition shown as Figure
4. Then we have a matrix factorization C´(Γ10)n for the diagram Γ10 as
C´(Γ10)n = C´(Γ1)n ⊠ C´(Γ2)n ⊠ C´(Γ3)n.
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Γ10
//
Γ1
Γ2
Γ3
Figure 4. Decomposition of planar diagram
For a link diagram D, we define a complex C(D)n by exchanging every crossing into a complex of matrix
factorizations for planar diagrams P0 and P1 as follows,
C
( )
n
:=
( // −1
C´
( )
n
{n} 〈1〉
χ+ //
0
C´
( )
n
{n− 1} 〈1〉
//0 //
)
,
C
( )
n
:=
( //0 // 0C´( )
n
{−n+ 1} 〈1〉
χ− //
1
C´
( )
n
{−n} 〈1〉
//
)
.
In the case of Hopf link diagram, we obtain the following complex,
C´(Γ00)n
0
@ χ−⊠Id
Id⊠χ−
1
A
// C´(Γ10)n ⊕ C´(Γ01)n
(Id⊠χ−,−χ−⊠Id) // C´(Γ11)n .
M. Khovanov and L. Rozansky introduced such a complex of matrix factorizations for a link diagram D and
they proved that χ+ and χ− of the complex are associated with a homological link invariant, i.e. they showed
that complexes derived from diagrams appearing in Reidemeister moves are isomorphic.
We want to construct a homological link invariant whose Euler characteristic is MOY polynomial in [8] as
Khovanov and Rozansky constructed a categorification of HOMFLY polynomial. The present paper gives the
first step to construct a categorification of MOY polynomial. We consider the following strategy to achieve this
purpose,
Strategy 1.1 (Categorification of MOY polynomial).
(S1) Give a graded category MFgr of a Z-graded matrix factorization with tensor product (commutativity and
associativity) such that some matrix factorization C´(P ) of MFgr realizes every essential colored planar
diagram P of Figure 5.
i
i3
i2i1 i3
i1 i2
1 ≤ i ≤ n, 1 ≤ i1, i2 ≤ n− 1, i3 = i1 + i2 ≤ n
Figure 5. Essential colored planar diagrams
By calculation of MOY polynomial (see [8]) every colored crossing is exchanged into a formal linear
sum of ΓLk and Γ
R
k in Figure 6. Since the diagrams Γ
L
k and Γ
R
k is decomposed into some of essential
planar diagrams in Figure 5, every colored planar diagram Γ derived from a colored link diagram D is
also decomposed into some of essential planar diagrams in Figure 5. For the colored planar diagram
Γ, we define a matrix factorization C´(Γ) to be tensor product of matrix factorizations for parts of the
decomposition.
Moreover, the category MFgr must have a homotopy equivalence (i.e. an isomorphism in the homotopy
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ΓRk =
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Figure 6. Colored planar diagrams
category HMFgr) corresponding to every relation of MOY polynomial. For example, the homotopy
category HMFgr must have the following equivalence corresponding to MOY relation in [8],
C´
( i4
i5
i3i1 i2
)
≃ C´
( i4
i6
i3i1 i2
)
.
(S2) In such a homotopy category HMFgr, we construct Z-grading preserving morphisms χ(i,j)+,k from C´(Γ
R
k )
to C´(ΓRk−1) and morphisms χ
(i,j)
−,k from C´(Γ
L
k ) to C´(Γ
L
k+1). Using these morphisms χ
(i,j)
+,k and χ
(i,j)
−,l , we
define the chain complex for colored single crossings as a complex of matrix factorizations in the complex
category Kom(HMFgr). Then we prove that such morphisms χ
(i,j)
+ and χ
(i,j)
− give a homological link
invariant. That is, we have to prove that the complexes defined by these morphisms χ
(i,j)
+,k and χ
(i,j)
−,k
induce the following isomorphism in the homotopy category of Kom(HMFgr)
C
 i
 ≃ C
 i
 ≃ C
 i
 ,
C
i j ≃ C
i j ≃ C
i j ,
C
i j ≃ C
i j , C
i j k
 ≃ C
i j k
 .
The main purpose of this paper is defining a candidate for matrix factorizations in Strategy 1.1 (S1). For
the essential colored planar diagrams (Figure 5) with additional data which is a sequence naturally induced
by coloring, we define matrix factorizations, and then we define matrix factorizations for planar diagrams ΓRk
and ΓLk of Figure 6 as tensor product of matrix factorizations for essential planar diagrams. In the paper [10],
the author defined matrix factorizations for the planar diagrams , and to reconstruct the matrix
factorization for . Since the planar diagrams , and are the same to colored planar diagrams
2
,
1 1
2 and 1 1
2
, we can define matrix factorizations for diagrams of Figure 5 as a generalization of these
matrix factorizations.
In the notion of the category HMFgr, we show that some matrix factorizations derived from tensor product
of the essential matrix factorizations have isomorphisms in HMFgr corresponding to MOY relations.
The present paper is organized as follows.
In Section 2, we give basic definitions, properties and theorems related to category of a matrix factorization.
However, many things are already known. New results are Theorem 2.13, which is a generalization to multivari-
able of Theorem 2 given by Khovanov and Rozansky [7][10], Corollary 2.11, Corollary 2.14 and Corollary 2.15.
In Section 3, we notice facts of Z-graded algebra. After that, we define matrix factorizations for essential colored
planar diagrams of Figure 5 and show that some matrix factorizations for planar diagrams have equivalences
corresponding to MOY relation.
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2. Category of Z-graded matrix factorization
2.1. Z-graded matrix factorization. Let R be a Z-graded polynomial ring over Q, let M0,M1 be free Z-
graded R-modules permitted infinite rank and let be a homogeneous element ω ∈ R. A matrix factorization
with a potential ω ∈ R is a 2-cyclic complex of M0 and M1,
M =
(
M0
dM0 //M1
dM1 //M0
)
with the properties dM1dM0 = ω IdM0 and dM0dM1 = ω IdM1 . We often simply denote this 2-cyclic complex by
M = (M0,M1, dM0 , dM1).
For a Z-graded polynomial ring R over Q and ω ∈ R, let MFgrR,ω be a category of a Z-graded matrix
factorization whose object is a matrix factorization M = (M0,M1, dM0 , dM1) with the potential ω and whose
morphism f = (f0, f1) from M = (M0,M1, dM0 , dM1) to N = (N0, N1, dN0 , dN1) consists of a pair of Z-grading
preserving R-module morphisms f0 :M0 → N0 and f1 :M1 → N1 such that dN0f0 = f1dM0 and dN1f1 = f0dM1 .
A matrix factorization M ∈ Ob(MFgrR,ω) is finite if M0 and M1 are finite rank R-modules.
Let R and R´ be Z-graded polynomial rings over Q and S be the maximal ring with inclusions from the ring
S to R and R´. We will take the tensor product of R and R´ over the maximal ring S always,
R⊗
S
R´ = R⊗
Q
R´/{rs⊗
Q
r´ − r⊗
Q
sr´|r ∈ R, r´ ∈ R´, s ∈ S}.
A Z-grading of the tensor product R⊗
S
R´ is naturally induced by one of the tensor product R⊗
Q
R´.
For an R-module M and an R´-module M ,´ these tensor product over S is also defined by
M ⊗
S
N =M ⊗
Q
N/{ms⊗
Q
n−m⊗
Q
sn|m ∈M,n ∈ N, s ∈ S}.
Indeed, a Z-grading of the tensor product M ⊗
S
N is also induced by one of M ⊗
Q
N .
For M = (M0,M1, dM0 , dM1) ∈ Ob(MF
gr
R,ω) and N = (N0, N1, dN0 , dN1) ∈ Ob(MF
gr
R´,ω´), we define the tensor
product of matrix factorizations M ⊠N ∈ Ob(MFgrR⊗
S
R´,ω+ω´) by
M ⊠N :=
(
M0⊗
S
N0
M1⊗
S
N1
,
M1⊗
S
N0
M0⊗
S
N1
,
(
dM0 −dN1
dN0 dM1
)
,
(
dM1 dN1
−dN0 dM0
))
,
=

(
M0⊗
S
N0
M1⊗
S
N1
)
0
@ dM0 −dN1
dN0 dM1
1
A
//
(
M1⊗
S
N0
M0⊗
S
N1
)
0
@ dM1 dN1
−dN0 dM0
1
A
//
(
M0⊗
S
N0
M1⊗
S
N1
)
where (
dM0 −dN1
dN0 dM1
)
and
(
dM1 dN1
−dN0 dM0
)
simply denote (
dM0 ⊗S IdN0 −IdM1 ⊗S dN1
IdM0 ⊗
S
dN0 dM1 ⊗
S
IdN1
)
and
(
dM1 ⊗S IdN0 IdM0 ⊗S dN1
−IdM1 ⊗
S
dN0 dM0 ⊗
S
IdN1
)
.
This tensor product ⊠ is commutative and associative. Moreover, there is the unit object for the tensor
product.
Proposition 2.1. (1)For M ∈ Ob(MFgrR,ω) and N ∈ Ob(MF
gr
R´,ω´), there is an isomorphism in MF
gr
R⊗
S
R´,ω+ω´
M ⊠N ≃ N ⊠M.
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(2)For L ∈ Ob(MFgrR,ω), M ∈ Ob(MF
gr
R´,ω´) and N ∈ Ob(MF
gr
R´ ,ω´ ), there is an isomorphism in MF
gr
R⊗
S
R´⊗
S´
R´ ,ω+ω´+ω´
(L ⊠M)⊠N ≃ L⊠ (M ⊠N).
Proof. See [10]. 
Remark 2.2. As from here, M1 ⊠M2 ⊠M3 ⊠ · · ·⊠Mn is expressed as
M1 ⊠M2 ⊠M3 ⊠ · · ·⊠Mn = (· · · ((M1 ⊠M2)⊠M3)⊠ · · · )⊠Mn.
Proposition 2.3. The matrix factorization ( R
0 // 0
0 // R ) is the unit object for tensor product to any
object in MFgrR,ω. In brief, for any matrix factorization M ∈ Ob(MF
gr
R,ω) we have
M ⊠ ( R
0 // 0
0 // R ) ≃M.
Proof. See [10]. 
R often simply denotes
R := (R
0 // 0
0 // R) .
The translation functor 〈1〉 changes a matrix factorization M = (M0,M1, dM0 , dM1) ∈MF
gr
R,ω into
M 〈1〉 = (M1,M0,−dM1 ,−dM0) ∈MF
gr
R,ω(
=
(
M1
−dM1 //M0
−dM0 //M1
))
.
The functor 〈2〉 (= 〈1〉2) is the identity functor.
Proposition 2.4. For M ∈ Ob(MFgrR,ω) and N ∈ Ob(MF
gr
R´,ω´), there is an isomorphism in MF
gr
R⊗
S
R´,ω+ω´
(M ⊠N) 〈1〉 = (M 〈1〉)⊠N
≃ M ⊠ (N 〈1〉).
Proof. See [10]. 
The morphism f = (f1, f2) : M → N ∈ Mor(MF
gr
R,ω) is null-homotopic if morphisms h0 : M0 → N1 and
h1 :M1 → N0 exist such that f0 = h1dM0 + dN1h0 and f1 = h0dM1 + dN0h1. Two morphisms f, g :M → N ∈
Mor(MFgrR,ω) are homotopic if f−g is null-homotopic. In this case, we denote f ∼ g. Two matrix factorization
M and N ∈ Ob(MFgrR,ω) are homotopy equivalence if there are Z-grading preserving morphisms f :M → N
and g : N →M such that fg ∼ IdN and gf ∼ IdM .
Let HMFgrR,ω be the quotient category of MF
gr
R,ω which has the same objects to MF
gr
R,ω and has morphisms
of Mor(MFgrR,ω) modulo null-homotopic. The category HMF
gr
R,ω is called the homotopy category of MF
gr
R,ω.
It is obvious that a homotopy equivalence in MFgrR,ω is an isomorphism in HMF
gr
R,ω.
A matrix factorization in MFgrR,ω is called contractible if it is isomorphic in HMF
gr
R,ω to the zero matrix
factorization (
0 //0 //0
)
.
A Z-grading shift {n} (n ∈ Z) is an operator up n-grading. That is, for a Z-graded R-module M with the
Z-graded decomposition ⊕M i (M i:Q vector space with i-grading), M{n} is defined by
M{n} = ⊕M i+n.
The Z-grading shift {n} turns the matrix factorization M = (M0,M1, dM0 , dM1) into
M{n} = (M0{n},M1{n}, dM0, dM1)
=
(
M0{n}
dM0 // M1{n}
dM1 // M0{n}
)
.
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Proposition 2.5. For M ∈ Ob(MFgrR,ω) and N ∈ Ob(MF
gr
R´,ω´), there is an equality in MF
gr
R⊗
S
R´,ω+ω´
(M ⊠N){n} = (M{n})⊠N
= M ⊠ (N{n})
Proof. We find that these objects are really identical by definition. 
If the potential ω equals 0 then a matrix factorization M ∈ Ob(MFgrR,0) satisfies the boundary condition
dM0dM1 = dM1dM0 = 0. Therefore, there is homology functor H from MF
gr
R,0 to a category of a Z⊕ Z2-graded
homology group as follows,
H(M) =
⊕
j∈Z,k∈Z2
Hj,k(M),
where k is a complex grading of the matrix factorization M (i.e. k = 0 or 1) and j is a Z-grading derived from
the Z-graded modules of the matrix factorization M . The Euler characteristic χ of H(M) is defined by
χ(H(M )) =
∑
j∈Z,k∈Z2
dimQH
j,k(M)qj .
2.2. Koszul matrix factorization. Let R be a Z-graded polynomial ring over Q. For homogeneous Z-grading
polynomials a, b ∈ R and a Z-graded R-moduleM , we define a matrix factorizationK(a; b)M with the potential
ab by
K(a; b)M = (M,M{
1
2
( deg(b)− deg(a) )}, a, b)
=
(
M
a //M{ 12 ( deg(b)− deg(a) )}
b //M
)
,
where deg(a) and deg(b) are Z-gradings of the polynomials a, b ∈ R. In general, for sequences a = t(a1, a2, . . . , ak),
b = t(b1, b2, . . . , bk) of homogeneous polynomials in R and R-module M , a matrix factorization K (a;b)M with
the potential
∑k
i=1 aibi is defined by
K (a;b)M =
k
⊠
i=1
K(ai; bi)R ⊠ (M, 0, 0, 0).
This matrix factorization is called a Koszul matrix factorization [5].
Remark 2.6. Let R be a Z-graded polynomial ring over Q and let Ry be the Z-graded polynomial ring R[y].
For polynomials a and b in R, K(a; b)Ry is a matrix factorization of Ry-modules with rank 1 in MF
gr
Ry,ab
and a
matrix factorization of infinite rank R-modules in MFgrR,ab besides.
Proposition 2.7. Let c be a non-zero element in Q. There is the following isomorphism in MFgrR,ab
K(a; b)M ≃ K(ca; c
−1b)M .
Proof. See [10]. 
Proposition 2.8.
K(a; b)M 〈1〉 = K(−b;−a)M {
1
2
( deg(b)− deg(a) )}
≃ K(b; a)M {
1
2
( deg(b)− deg(a) )}
Proof. See [10]. 
Proposition 2.9. Let ai and bi be homogeneous Z-grading polynomials such that deg(a1)+deg(b1) = deg(a2)+
deg(b2) and let λi (i = 1, 2) be homogeneous Z-grading polynomials such that deg(λ1) = deg(a2)− deg(a1) and
deg(λ2) = −deg(b1) + deg(a2).
(1) There is the following isomorphism in MFgrR,a1b1+a2b2
K
((
a1
a2
)
;
(
b1
b2
))
M
≃ K
((
a1
a2 + λ1a1
)
;
(
b1 − λ1b2
b2
))
M
.
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(2) There is the following isomorphism in MFgrR,a1b1+a2b2
K
((
a1
a2
)
;
(
b1
b2
))
M
≃ K
((
a1 − λ2b2
a2 + λ2b1
)
;
(
b1
b2
))
M
.
Proof. See [9][12]. 
Theorem 2.10. Let R be a Z-graded polynomial ring and let ai, bi and bi´ (i = 1, · · · ,m) be polynomials in R.
If a1, · · · , am ∈ R form a regular sequence and
m∑
i=1
aibi =
m∑
i=1
aibi´ (=: ω),
there is the following isomorphism in MFgrR,ω
k

 a1...
am
 ;
 b1...
bm


M
≃ k

 a1...
am
 ;
 b1´...
bm´


M
.
Proof. See Theorem 2.1 on [7] 
Corollary 2.11. Put R = Q[x1, x2, · · · , xk] and Ry = R[y]
/〈
yl + α1y
l−1 + α2y
l−2 + · · ·+ αl
〉
(αi ∈ R).
(1)Let ai be a polynomial ∈ Ry(i = 1, · · · ,m), bi be a polynomial ∈ R (i = 2, · · · ,m) and let b1, β be polynomials
∈ Ry with the property (y + β)b1 ∈ R. If these polynomials hold the following conditions;
(i) (y + β)b1, b2, · · · , bm form a regular sequence in R,
(ii) a1b1(y + β) +
m∑
i=2
aibi (=: ω) ∈ R,
then there are polynomials ai´ ∈ R (i = 1, · · · ,m) to give the following isomorphism in MFR,ω
K


(y + β)a1
a2
...
am
 ;

b1
b2
...
bm


Ry
≃ K


(y + β)a1´
a2´
...
am´
 ;

b1
b2
...
bm


Ry
.
(2)Let ai be a polynomial ∈ Ry (i = 1, · · · ,m), bi be a polynomial ∈ R (i = 1, · · · ,m) and β be a polynomial
∈ R. If these polynomials hold the following conditions;
(i) b1, b2, · · · , bm form a regular sequence in R,
(ii) a1b1(y + β) +
m∑
i=2
aibi (=: ω´) ∈ R,
then there are polynomials a1´ ∈ Ry and ai´ ∈ R (i = 2, · · · ,m) to give the following isomorphism in MFR,ω´
K


a1
a2
...
am
 ;

b1(y + β)
b2
...
bm


Ry
≃ K


a1´
a2´
...
am´
 ;

b1(y + β)
b2
...
bm


Ry
.
Proof. (1)We consider the matrix factorization
K


a1
a2
...
am
 ;

(y + β)b1
b2
...
bm


Ry
.
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Since the sequence ((y + β)b1, b2, · · · , bm) is regular, by Corollary 2.10 there are polynomials ai´ ∈ R (i =
1, · · · ,m) to give the following matrix factorization,
K


a1´
a2´
...
am´
 ;

(y + β)b1
b2
...
bm


Ry
.
It is obvious that the polynomial degree of b1 is less than one of (y + β)b1. Then we have the isomorphism
K


(y + β)a1
a2
...
am
 ;

b1
b2
...
bm


Ry
≃ K


(y + β)a1´
a2´
...
am´
 ;

b1
b2
...
bm


Ry
.
(2)The polynomial a1 can be described as
(1) a1 = γ0y
l−1 + γ1y
l−2 + · · ·+ γl−1 (γi ∈ R).
First we consider the matrix factorization
K


a1(y + β)
a2
...
am
 ;

b1
b2
...
bm


Ry
.
By assumption, the second sequence (b1, b2, · · · , bm) is regular and potential of the matrix factorization is in R.
Using Theorem 2.10 we find that there are polynomials c1 and ai´ (i = 2, · · · ,m) in R to give an isomorphism
between the above matrix factorization and the following matrix factorization
K


c1
a2´
...
am´
 ;

b1
b2
...
bm


Ry
.
Therefore, a1(y + β) − c1 can be described as an Ry coefficient linear sum of b2, · · · , bm−1, bm. Since, by
Equation (1),
a1(y + β) = γ0y
l + (γ1 + βγ0)y
l−1 + (γ2 + βγ1)y
l−2 + · · ·+ (γl−1 + βγl−2)y + βγl−1
= (γ1 + βγ0 − α1γ0)y
l−1 + · · ·+ (γl−1 + βγl−2 − αl−1γ0)y + βγl−1 − αlγ0
and b2, · · · , bm−1, bm form a regular sequence, the polynomials γi+βγi−1−αiγ0 (i = 1, · · · , l−1) are described
as an R coefficient linear sum of b2, · · · , bm−1, bm,
(2) γi + βγi−1 − αiγ0 =
m∑
j=2
si,jbj (i = 1, · · · , l − 1),
and βγl−1 − αlγ0 is described as
βγl−1 − αlγ0 = c1 +
m∑
j=2
sl,jbj .
Moreover equations of (2) change into the following equations by linear transform,
γi = (
i∑
j=0
(−1)i−jαjβ
i−j)γ0 +
m∑
j=2
s˜i,jbj (i = 1, · · · , l − 1),
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where α0 = 1 and s˜i,j =
i∑
k=1
(−1)kβksi−k,j .
Thus we have the equivalence between matrix factorizations as follows,
K


a1
a2
...
am
 ;

b1(y + β)
b2
...
bm


Ry
≃ K


a1´
a2 −
∑l−1
i=1 s˜i,2b1y
l−1−i
...
am −
∑l−1
i=1 s˜i,mb1y
l−1−i
 ;

b1(y + β)
b2
...
bm


Ry
,
where
a1´ =
l−1∑
i=0
 i∑
j=0
(−1)i−jαjβ
i−j
 γ0yl−1−i.
It is obvious to find the polynomial a1´ (y + β) is in R. Since the polynomials b2, · · · , bm−1, bm form a regular
sequence and the polynomial
∑m
j=2(aj −
∑l−1
i=1 s˜i,jb1y
l−1−i)bj = ω´ − a1´ (y + β) is in R, polynomials ai´ ∈ R
(i = 2, · · · ,m) exist to give the following isomorphism
K


a1´
a2 −
∑l−1
i=1 s˜i,2b1y
l−1−i
...
am −
∑l−1
i=1 s˜i,mb1y
l−1−i
 ;

b1(y + β)
b2
...
bm


Ry
≃ K


a1´
a2´
...
am´
 ;

b1(y + β)
b2
...
bm


Ry
.

Remark 2.12. Put Ry = R[y]
/〈
yl + α1y
l−1 + α2y
l−2 + · · ·+ αl
〉
(αi ∈ R). If the variable y remains in a
polynomial p then the multiplication map p to Ry is complicated as an R-module morphism. However, if the
variable y dose not exist in a polynomial p then the multiplication map p is simply a diagonal map as an
R-module morphism,
Ry
p // Ry =

α0R
α1R
...
αl−1R
 
p 0 · · · 0
0 p 0
...
. . .
...
0 0 · · · p

//

α0R
α1R
...
αl−1R
 ,
where α0, α1, · · · , αl−1 form a basis of Ry as an R-module.
In next section, Corollary 2.11 is useful for decomposing a matrix factorization into its direct sum of matrix
factorizations.
The following theorem is a generalization to multivariable of Theorem 2.2 given by Khovanov and Rozansky
[7][10].
Theorem 2.13. We put R = Q[x] and Ry = R[y], where x = (x1, x2, · · · , xl) and y = (y1, y2, · · · , ym). If
a = t(a1, a2, · · · , ak) and b =
t(b1, b2, · · · , bk), where ai and bi are homogeneous polynomials in Ry, satisfy the
following conditions
(i)
∑k
i=1 aibi (=: ω) ∈ R,
(ii) There exists bj which can be described by cy
i1
1 y
i2
2 · · · y
im
m + p, where c is a constant and p is a polynomial
of Ry whose every monomials are not zero in the quotient ring Ry/
〈
yi11 y
i2
2 · · · y
im
m
〉
,
then there is the following isomorphism in HMFgrR,ω,
K(a;b)Ry ≃ K(
j
aˇ;
j
bˇ)Ry/〈bj〉,
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where
j
aˇ and
j
bˇ are the sequences omitted the i-th polynomial of a and b.
Proof. We can prove this theorem to repeat proof by M.Khovanov and L.Rozansky in [7][10]. By Proposition
2.7 and the above assumption, we can describe the left-hand matrix factorization
K(a;b)Ry ≃ K(
i
aˇ;
i
bˇ)Ry ⊠K(aj ; y
i1
1 y
i2
2 · · · y
im
m + p)Ry .
The Koszul matrix factorization K(
i
aˇ;
i
bˇ)Ry is described as (R
r
y
, Rr
y
, D0, D1), where D0, D1 ∈ Matr(Ry) (r =
2k−2). Then we have
K(a;b)Ry =
 Rry⊕
Rr
y
D0´ //
Rr
y
⊕
Rr
y
D1´ //
Rr
y
⊕
Rr
y
 ,
where D0´ =
(
D0 (−y
i1
1 y
i2
2 · · · y
im
m − p)IdRry
ajIdRr
y
D1
)
, D1´ =
(
D1 (y
i1
1 y
i2
2 · · · y
im
m + p)IdRry
−ajIdRr
y
D0
)
.
The ring Ry is split into the direct sum as an R-module;
Ry ≃ R< ⊕R≥,
where
R< =
⊕
(i1, i2, · · · , im) ∈ N
m
≥0
min{i1 − n1, i2 − n2, · · · , im − nm} < 0
R · yi11 y
i2
2 · · · y
im
m ≃ Ry/ 〈y
n1
1 y
n2
2 · · · y
nm
m + p〉
and
R≥ =
⊕
(i1,i2,··· ,im)∈Nm≥0
R · yi11 y
i2
2 · · · y
im
m (y
n1
1 y
n2
2 · · · y
nm
m + p).
The R-module morphism Ry
y
n1
1 y
n2
2 ···y
nm
m +p // Ry induces the R-module isomorphism
fiso : Ry
y
n1
1 y
n2
2 ···y
nm
m +p // R≥.
Moreover, there are the natural R-module injection
finj : R< // Ry,
and the natural R-module projections
fproj< : Ry // R< ,
fproj≥ : Ry // R≥.
The R-module Rr
y
is also split into the direct sum
Rr
y
≃ Rr< ⊕R
r
≥.
Then there are also the R-module isomorphism
Fiso : R
r
y
y
n1
1 y
n2
2 ···y
nm
m +p // Rr≥,
the R-module injection
Finj : R
r
<
// Rr
y
and the R-module projections
Fproj< : R
r
y
// Rr< ,
Fproj≥ : R
r
y
// Rr≥.
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Since the following R-module morphisms φ0 and φ1 are R-module isomorphisms;
φ0 =
Rr<
⊕
Rr≥
⊕
Rr
y
0
@ Finj (y
n1
1 y
n2
2 · · · y
nm
m + p)F
−1
iso 0
0 D0 F
−1
iso IdRry
1
A
//
Rr
y
⊕
Rr
y
,
φ1 =
Rr<
⊕
Rr≥
⊕
Rr
y
0
@ Finj (−y
n1
1 y
n2
2 · · · y
nm
m − p)F
−1
iso 0
0 D1 F
−1
iso IdRry
1
A
//
Rr
y
⊕
Rr
y
,
the Koszul matrix factorization K(a;b)Ry is isomorphic to the following matrix factorizationM by the isomor-
phism φ =(φ0,φ1),
M =

Rr<
⊕
Rr≥
⊕
Rr
y
φ−11 D0´ φ0
//
Rr<
⊕
Rr≥
⊕
Rr
y
φ−10 D1´ φ1
//
Rr<
⊕
Rr≥
⊕
Rr
y
 .
Since φ
−1
consists of
φ−10 =
 Fproj< 0(yn11 yn22 · · · ynmm + p)F−1iso Fproj≥ 0
−D0F
−1
iso Fproj≥ Id
r
Ry
 and φ−11 =
 Fproj< 0(−yn11 yn22 · · · ynmm − p)F−1iso Fproj≥ 0
D1F
−1
iso Fproj≥ Id
r
Ry
 ,
the morphisms φ−11 D0´ φ0 and φ
−1
0 D1´ φ1 are described by
φ−11 D0´ φ0 =
 Fproj< D0 Finj 0 0G1 0 Fiso
G2 ωF
−1
iso 0
 and φ−10 D1´ φ1 =
 Fproj< D1 Finj 0 0H1 0 Fiso
H2 ωF
−1
iso 0
 .
By the construction we have
G1 Fproj< D1 Finj + FisoH2 = 0,
G2 Fproj< D1 Finj + ωF
−1
iso H1 = 0,
H1φ
−1
1 D0´ φ0 + FisoG2 = 0,
H2φ
−1
1 D0´ φ0 + ωF
−1
isoG1 = 0.
By the isomorphism ψ =
 IdRr< 0 00 IdRr
≥
0
F−1isoG1 0 IdRry
 ,
 IdRr< 0 00 IdRr
≥
0
F−1isoH1 0 IdRry
, the matrix factorization
M is isomorphic to the following matrix factorization,
M =

Rr<
⊕
Rr≥
⊕
Rr
y
0
BB@
φ−11 D0´ φ0 0 0
0 0 Fiso
0 ωF−1iso 0
1
CCA
//
Rr<
⊕
Rr≥
⊕
Rr
y
0
BB@
φ−11 D1´ φ0 0 0
0 0 Fiso
0 ωF−1iso 0
1
CCA
//
Rr<
⊕
Rr≥
⊕
Rr
y

.
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The submatrix factorization
 Rr≥⊕
Rr
y
 0
@ 0 Fiso
ωF−1iso 0
1
A
//
 Rr≥⊕
Rr
y
 0
@ 0 Fiso
ωF−1iso 0
1
A
//
 Rr≥⊕
Rr
y


is contractible in HMFgrR,ω. Thus, M is isomorphic to the following matrix factorization(
Rr<
Fproj< D0 Finj //Rr<
Fproj< D1 Finj //Rr<
)
in HMFgrR,ω. By the choice of a basis of Ry as an R-module, we find that this matrix factorization is isomorphic
to K(
j
aˇ;
j
bˇ)Ry/〈bj〉. 
Corollary 2.14. We put R = Q[x] and Ry = R[y], where x = (x1, x2, · · · , xl) and y = (y1, y2, · · · , ym). If
a = t(a1, a2, · · · , ak) and b =
t(b1, b2, · · · , bk), where ai, bi ∈ Ry, satisfy the following conditions,
(i)
∑k
i=1 aibi (=: ω) ∈ R,
(∗) There exist a polynomial bj ∈ Ry such that ,when bj(x, y) denotes bj(0, y)+p (p ∈ Ry), every monomial
of p is not zero in the quotient ring Ry/
〈
bj(0, y)
〉
,
then there is the following isomorphism in HMFgrR,ω,
K(a;b)Ry ≃ K(
j
aˇ;
j
bˇ)Ry/〈bj〉.
Proof. Each monomial of bj(0, y) is suitable for y
i1
1 y
i2
2 · · · y
im
m of the condition (ii) of Theorem 2.13. Thus, we
obtain this corollary. 
Corollary 2.15. We put R = Q[x] and Ry = R[y], where x = (x1, x2, · · · , xl) and y = (y1, y2, · · · , ym). If
a = t(a1, a2, · · · , ak) and b =
t(b1, b2, · · · , bk), where ai, bi ∈ Ry, satisfy the following conditions,
(i)
∑k
i=1 aibi (=: ω) ∈ R,
(ii) There are polynomials bj1 , bj2 , · · · , bjl holding the condition (∗) of Corollary 2.14 and the condition that
the sequence
(bj1(0, y), bj2(0, y), · · · , bjl(0, y))
forms regular,
then there is the following isomorphism in HMFgrR,ω,
K(a;b)Ry ≃ K(
j1,j2,··· ,jl
aˇ ;
j1,j2,··· ,jl
bˇ )Ry/〈bj1 ,bj2 ,··· ,bjl〉
.
Proof. Since the sequence (bj1(0, y), bj2(0, y), · · · , bjl(0, y)) is regular. Then the sequences
jl
aˇ and
jl
bˇ satisfy the
conditions (i) and (ii) after we apply Corollary 2.14 to the polynomial bjl(0, y). Thus we can prove this corollary
using induction. 
3. Matrix factorizations for colored planar diagrams
3.1. Poincare´ series of a Z-graded algebra. We briefly recall the Poincare´ series of a Z-graded algebra. We
only state its definition and properties.
Let R =
∞⊕
i=0
Ri be a Z-graded algebra over Q. The Poincare´ series of R is defined to be
Pq(R) :=
∞∑
i=0
(dimQRi)q
i.
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If x is a homogeneous element with n-grading in R and not a zero divisor, then we find
Pq(R/xR) = Pq(R)(1 − q
n).
Generally, for a regular sequence Xr =(x1, x2, · · · , xr) whose each variable xi has homogeneous ni-gradings
respectively, we find
(3) Pq(R/ 〈Xr〉) = Pq(R)(1− q
n1)(1− qn2) · · · (1− qnr ),
where 〈Xr〉 is an ideal generated by x1, x2, · · · , xr.
Proposition 3.1. The homogeneous Z-grading terms of
(1 + x1 + x2 + · · ·+ xr)(1 + y1 + y2 + · · ·+ ys)− 1,
where deg xi = 2i and deg yi = 2i, form a regular sequence in Q[x1, x2, · · · , xr, y1, y2, · · · , ys].
Let I be an ideal generated by homogeneous Z-grading terms of
(1 + x1 + x2 + · · ·+ xr)(1 + y1 + y2 + · · ·+ ys)− 1,
Since these homogeneous terms form a regular sequence, by this proposition and the equation (3) the Poincare´
series of R/I is
(4) Pq(R/I) =
(1− q2)(1− q4) · · · (1 − q2r+2s)
(1− q2)(1 − q4) · · · (1− q2r)(1 − q2)(1− q4) · · · (1− q2s)
.
Let xi be the elementary symmetric functions in r variables t1, t2, · · · , tr (a Z-grading of every variable ti is
2);
(5) xi =
∑
1≤n1<n2<···<ni≤r
tn1tn2 · · · tni
and let Fr be an i variables function obtained by expanding the power sum t
n+1
1 + t
n+1
2 + · · ·+ t
n+1
r with the
elementary symmetric functions x1, x2, · · · , xr, i.e.
(6) Fi(x1, x2, · · · , xi) = t
n+1
1 + t
n+1
2 + · · ·+ t
n+1
i .
The Z-grading of xi is 2i and one of Fr is 2n+2. Using a sequence of i variables Xi = (x1, x2, · · · , xi) We often
denotes Fi(x1, x2, · · · , xi) by Fi(Xi).
We define Jacobi algebra JFr to be
JFr = Q[x1, x2, · · · , xr]/
〈
∂Fr
∂x1
,
∂Fr
∂x2
, · · · ,
∂Fr
∂xr
〉
.
In the work of Gepner [2], the Jacobi algebra JFr is isomorphic to the cohomology ring of the Grassmannian
manifold H∗(Grr(Cn)) as a Z-graded algebra. Since the Poincare´ series of the cohomology ring H∗(Grr(Cn)) is
(1− q2)(1 − q4) · · · (1− q2n)
(1 − q2)(1− q4) · · · (1− q2r)(1− q2)(1− q4) · · · (1− q2n−2r)
,
the Poincare´ series of Jacobi algebra JFr is also
(7) Pq(JFr ) =
(1 − q2)(1 − q4) · · · (1− q2n)
(1− q2)(1 − q4) · · · (1− q2r)(1 − q2)(1 − q4) · · · (1− q2n−2r)
.
3.2. Colored planar diagrams and matrix factorizations. We define matrix factorizations for the colored
planar diagrams in Figure 5. Let ti,k be a variable with Z-grading 2 for any formal indexes i and k, let xj,k be
the elementary symmetric function with Z-grading 2j in a polynomial ring Q[t1,k, t2,k, · · · , ti,k], where k is a
formal index, and let Fi be an i variables function obtained by expanding the power sum t
n+1
1,k + t
n+1
2,k + · · ·+ t
n+1
i,k
with the elementary symmetric function x1,k, x2,k, · · · , xi,k (as Equation (6)).
We assign a sequence Xi,k of i variables x1,k, x2,k, · · · , xi,k on a boundary of a line colored i and define a
map C´ from a colored planar diagram with such an assignment to a matrix factorization.
Definition 3.2. A matrix factorization for
i
Xi,1
Xi,2
(i = 1, · · · , n)
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is defined to be
(8) C´
(
i
Xi,1
Xi,2
)
n
:=
i
⊠
j=1
K
(
L1;2j,i ;xj,1 − xj,2
)
Q[Xi,1,Xi,2]
,
where
L1;2j,i =
Fi(x1,2, · · · , xj−1,2, xj,1, xj+1,1, · · · , xi,1)− Fi(x1,2, · · · , xj−1,2, xj,2, xj+1,1, · · · , xi,1)
xj,1 − xj,2
and
Q[Xi,1,Xi,2] = Q[x1,1, · · · , xi,1, x1,2, · · · , xi,2].
This matrix factorization is an object of MFgr
Q[Xi,1,Xi,2],Fi(Xi,1)−Fi(Xi,2)
.
Remark 3.3. For i ≥ n+1, we can also consider the matrix factorization for a line colored i, i as the above
definition. However, we find that these matrix factorizations are homotopic to the zero matrix factorization.
Definition 3.4. A matrix factorization for the following trivalent diagrams,
i3
i2i1
Xi3,3
Xi2,2Xi1,1
and
i3
i1 i2
Xi3,3
Xi1,1 Xi2,2
,
is defined to be
C´

i3
i2i1
Xi3,3
Xi2,2Xi1,1

n
:=
i3
⊠
j=1
K
(
Λ1;2,3j,i1;i2 ;xj,3 −X
1;2
j,i1;i2
)
Q[Xi1,1,Xi2,2,Xi3,3]
,(9)
C´
 i3
i1 i2
Xi3,3
Xi1,1 Xi2,2

n
:=
i3
⊠
j=1
K
(
V 1;2,3j,i1 ;i2 ;X
1;2
j,i1;i2
− xj,3
)
Q[Xi1,1,Xi2,2,Xi3,3]
{−i1i2},(10)
where
Λ1;2,3j,i1;i2 =
Fi3(X
1;2
1,i1;i2
, · · · , X1;2j−1,i1;i2 , xj,3, xj+1,3, · · · , xi3,3)− Fi3 (X
1;2
1,i1;i2
, · · · , X1;2j−1,i1;i2 , X
1;2
j,i1;i2
, xj+1,3, · · · , xi3,3)
xj,3 −X
1;2
j,i1;i2
,
V 1;2,3j,i1;i2 =
Fi3 (x1,3, · · · , xj−1,3, X
1;2
j,i1;i2
, X1;2j+1,i1;i2 , · · · , X
1;2
i3,i1;i2
)− Fi3(x1,3, · · · , xj−1,3, xj,3, X
1;2
j+1,i1;i2
, · · · , X1;2i3,i1;i2)
X1;2j,i1;i2 − xj,3
,
and Xk1;k2j,i1;i2 is the 2j-grading term of (1 + x1,k1 + x2,k1 + · · ·+ xi1,k1)(1 + x1,k2 + x2,k2 + · · ·+ xi2,k2)− 1.
Two matrix factorizations (9) and (10) are an object of MFgr
Q[Xi1,1,Xi2,2,Xi3,3],Fi3(Xi3,3)−Fi1(Xi1,1)−Fi2 (Xi2,2)
and
an object of MFgr
Q[Xi1,1,Xi2,2,Xi3,3],Fi1 (Xi1,1)+Fi2 (Xi2,2)−Fi3 (Xi3,3)
respectively.
We define a matrix factorization for a more general planar diagram by using tensor product as follows.
We consider two planar diagrams which have a line colored i and can be match with keeping the orientation
on the line colored i,
Xi,1
i
··
·
and
Xi,2
i
··
·
.
16 YASUYOSHI YONEZAWA
Using the matrix factorizations
C´
(
Xi,1
i
··
·
)
n
∈ Ob(MFgrR,ω+Fi(Xi,1)) and C´
(
Xi,2
i
··
·
)
n
∈ Ob(MFgrR´,ω´−Fi(Xi,2)),
we define a matrix factorization for the glued planar diagram
C´
(
Xi,1
i
··
·
··
·
)
n
∈ Ob(MFgrR⊗
S
R´,ω+ω´) by C´
(
Xi,1
i
··
·
)
n
⊠ C´
(
Xi,2
i
··
·
)
n
∣∣∣
Xi,2→Xi,1
.
This means that we identify the sequence Xi,1 and the sequence Xi,2 after taking the tensor product of these
matrix factorizations. Since a potential of the tensor product of two matrix factorizations is the sum of each
potential, the potential of the glued matrix factorization is ω + ω´.
For a planar diagram Γ composed of the disjoint union of planar diagrams Γ1 and Γ2, we define
C´( Γ )n := C´( Γ1 )n ⊠ C´( Γ2 )n
Since we only consider a colored planar diagram decomposing into the colored trivalent diagrams in Figure
5, we can obtain a matrix factorization for the colored planar diagram by taking tensor product of matrix
factorizations for the trivalent diagrams. By definition of gluing, the potential of a colored planar diagram
depend only on the boundary assignment of colored planar diagram.
Proposition 3.5. (1)There is the following isomorphism in HMFgr
Q[Xi,1]⊗
S
R,ω+Fi(Xi,1)
, where the polynomial
ring R and the potential ω are determined by the boundary sequences except the sequence Xi,1,
C´
(
··
· Xi,1
Xi,2
i
)
n
≃ C´
(
··
· Xi,1i
)
n
(2)There is the following isomorphism in HMFgr
Q[Xi,1]⊗
S
R,ω−Fi(Xi,1)
, where the polynomial ring R and the
potential ω are determined by the boundary sequences except the sequence Xi,1,
C´
(
···
Xi,1
Xi,2
i
)
n
≃ C´
(
···
Xi,1 i
)
n
(3)There is the following isomorphism in HMFgrQ,0
C´
(
Xi,1i
)
n
=
i
⊠
j=1
K
(
L1;2j,i ;xj,1 − xj,2
)
Q[Xi,1,Xi,2]
∣∣∣
Xi,2→Xi,1
≃ (JFi(Xi,1) → 0→ JFi(Xi,1) )
{
−in+ i2
}
〈i〉 ,
where JFi(Xi,1) is Jacobi algebra for the polynomial Fi(Xi,1)), i.e.
JFi(Xi,1) = Q[Xi,1]
/〈
∂Fi
∂x1,1
, · · · ,
∂Fi
∂xi,1
〉
.
Proof. (1)We describe the matrix factorization C´
( Xi,2
i
)
n
in HMFgr
Q[Xi,2]⊗
S
R,ω+Fi(Xi,2)
as (M0,M1, D0, D1),
where Mj is an R⊗
S
Q[Xi,2]-module. Then we have
C´
(
··
· Xi,1
Xi,2
i
)
n
= (M0,M1, D0, D1)
i
⊠
j=1
K
(
L1;2j,i ;xj,1 − xj,2
)
Q[Xi,1,Xi,2]
.
We can regard this matrix factorization composed of Q[Xi,1,Xi,2]⊗
S
R-modules as a matrix factorization which
consists of infinite rank Q[Xi,1]⊗
S
R-modules. Because the potential of this matrix factorization is in the
polynomial ring Q[Xi,1]⊗
S
R. Moreover, the polynomials xj,1 − xj,2|Xi,1=0 ( j = 1, 2, · · · , i ) form regular in
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Q[Xi,1,Xi,2]⊗
S
R. Thus, we can apply Corollary 2.15 to (M0,M1, D0, D1)⊠
i
j=1K
(
L1;2j,i ;xj,1 − xj,2
)
Q[Xi,1,Xi,2]
.
Then we have
(M0,M1, D0, D1)
∣∣
Xi,1→Xi,2 ⊠
(
Q[Xi,1,Xi,2]⊗
S
R/ 〈x1,1 − x1,2, · · · , xi,1 − xi,2〉 , 0, 0, 0
)
The quotient polynomial ring Q[Xi,1,Xi,2]⊗
S
R/ 〈x1,1 − x1,2, · · · , xi,1 − xi,2〉 is isomorphic to Q[Xi,1]⊗
S
R. Thus,
we obtain the right-hand matrix factorization.
(2)This proof is similar to the proof of (1).
(3)We have
i
⊠
j=1
K
(
L1;2j,i ;xj,1 − xj,2
)
Q[Xi,1,Xi,2]
∣∣∣
Xi,2→Xi,1
=
i
⊠
j=1
(
Q[Xi,1],Q[Xi,1]{2j − 1− n}, L
1;2
j,i |Xi,2→Xi,10
)
.
The polynomial L1;2j,i |Xi,2→Xi,1 is
Fi(· · · , xj−1,2, xj,1, xj+1,1, · · · )− Fi(· · · , xj−1,2, xj,2, xj+1,1, · · · )
xj,1 − xj,2
∣∣∣
Xi,2→Xi,1
=
∂Fi(Xi,1)
∂xj,1
.
Hence, we apply Theorem 2.13 to these polynomials of the matrix factorization after using Proposition 2.5 and
2.8;
i
⊠
j=1
K
(
L1;2j,i ;xj,1 − xj,2
)
Q[Xi,1,Xi,2]
∣∣∣
Xi,2→Xi,1
≃
i
⊠
j=1
(
Q[Xi,1],Q[Xi,1]{n+ 1− 2j}, 0,
∂Fi(Xi,1)
∂xj,1
)
{−in+ i2} 〈i〉
≃
(
JFi(Xi,1), 0, 0, 0
){
−in+ i2
}
〈i〉 .

A matrix factorization for the loop colored i, i, is defined to be the above matrix factorization;
MF´
(
i
)
:=
(
JFi(Xi,1), 0, 0, 0
){
−in+ i2
}
〈i〉 .
Corollary 3.6. The Euler characteristic of the homology H(C´( i)n) equals MOY polynomial for the loop
colored i;
χ
(
H(C´
(
i
)
n
)
)
=
[n
i
]
.
Proof. By definition of Euler characteristic, the left-hand side of this equation equals the Poincare´ series of
Jacobi algebra times q−in+i
2
. Thus, we obtain the right-hand side of this equation by using the equation (7) in
Section 3.1. 
Proposition 3.7. Let R be a polynomial ring generated by variables of sequences Xi,1, Xi,2, Xi,3, Xi,4 and let
ω be a polynomial
Fi4(x1,4, · · · , xi4,4)− Fi1 (x1,1, · · · , xi1,1)− Fi2(x1,2, · · · , xi2,2)− Fi3 (x1,3, · · · , xi3,3).
(1) There is the following isomorphism in HMFgrR,ω
C´

i4
i3i1 i2
Xi4,4
Xi5,5
Xi3,3Xi1,1 Xi2,2

n
≃ C´

i4
i3i1 i2
Xi4,4
Xi6,6
Xi3,3Xi1,1 Xi2,2

n
,
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(2) There is the following isomorphism in HMFgrR,−ω
C´
 i4
i3i1 i2
Xi4,4
Xi5,5
Xi3,3Xi1,1 Xi2,2

n
≃ C´
 i4
i3i1 i2
Xi4,4
Xi6,6
Xi3,3Xi1,1 Xi2,2

n
,
where 1 ≤ i1, i2, i3 ≤ n− 2, i5 = i1 + i2 ≤ n− 1, i6 = i2 + i3 ≤ n− 1 and i4 = i1 + i2 + i3 ≤ n.
Proof. (1) We have
C´

i4
i3i1 i2
Xi4,4
Xi5,5
Xi3,3Xi1,1 Xi2,2

n
=
i4
⊠
j=1
K
(
Λ5;3,4j,i5;i3 ;xj,4 −X
5;3
j,i5;i3
)
Q[Xi3,3,Xi4,4,Xi5,5]
i5
⊠
j=1
K
(
Λ1;2,5j,i1;i2 ;xj,5 −X
1;2
j,i1;i2
)
Q[Xi1,1,Xi2,2,Xi5,5]
.
Since the potential of this matrix factorization does not include the variables of Xi5,5 and
(x1,5 −X
1;2
1,i1;i2
, · · · , xi5,5 −X
1;2
i5,i1;i2
)|(Xi1,1,Xi2,2,Xi3,3,Xi4,4)=(0) = (Xi5,5)
is obviously a regular sequence, we can apply Corollary 2.15 to these variables. Then the matrix factorization
is isomorphic to
i4
⊠
j=1
K
(
Λ5;3,4j,i5;i3 ;xj,4 −X
5;3
j,i5;i3
)
Q[Xi1,1,Xi2,2,Xi3,3,Xi4,4,Xi5,5]/〈x1,5−X
1;2
1,i1;i2
,··· ,xi5,5−X
1;2
i5,i1;i2
〉
.
In the quotient ring Q[Xi1,1,Xi2,2,Xi3,3,Xi4,4,Xi5,5]/
〈
x1,5 −X
1;2
1,i1;i2
, · · · , xi5,5 −X
1;2
i5,i1;i2
〉
, the polynomial
X5;3j,i5;i3 equals the 2j-grading term of
(1 + x1,1 + x2,1 + · · ·+ xi1,1)(1 + x1,2 + x2,2 + · · ·+ xi2,2)(1 + x1,3 + x2,3 + · · ·+ xi3,3).
If X1;2;3j,i1;i2;i3 denotes the 2j-grading term of
(1 + x1,1 + x2,1 + · · ·+ xi1,1)(1 + x1,2 + x2,2 + · · ·+ xi2,2)(1 + x1,3 + x2,3 + · · ·+ xi3,3),
the polynomial Λ5;3,4j,i5;i3 equals to
Fi4(· · · , X
1;2;3
j−1,i1;i2;i3
, xj,4, xj+1,4, · · · )− Fi4(· · · , X
1;2;3
j−1,i1;i2;i3
, X1;2;3j,i1;i2;i3 , xj+1,4, · · · )
xj,4 −X
1;2;3
j,i1;i2;i3
.
Let Λ1;2;3,4j,i1;i2;i3 denote this polynomial. Then the matrix factorization is isomorphic to
i4
⊠
j=1
K
(
Λ1;2;3,4j,i1;i2;i3 ;xj,4 −X
1;2;3
j,i1;i2;i3
)
Q[Xi1,1,Xi2,2,Xi3,3,Xi4,4]
.
The other one is
C´

i4
i3i1 i2
Xi4,4
Xi6,6
Xi3,3Xi1,1 Xi2,2

n
=
i4
⊠
j=1
K
(
Λ1;6,4j,i1;i6 ;xj,4 −X
1;6
j,i1;i6
)
Q[Xi1,1,Xi4,4,Xi6,6]
i6
⊠
j=1
K
(
Λ2;3,6j,i2;i3 ;xj,6 −X
2;3
j,i2;i3
)
Q[Xi2,2,Xi3,3,Xi6,6]
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Since the potential of this matrix factorization does not include the variables of Xi6,6 and
(x1,6 −X
2;3
1,i2;i3
, · · · , xi6,6 −X
2;3
i6,i2;i4
)|(Xi1,1,Xi2,2,Xi3,3,Xi4,4)=(0) = (Xi6,6)
is a regular sequence in Q[Xi1,1Xi2,2Xi3,3Xi4,4Xi6,6], we can apply Corollary 2.15 to these variables. We similarly
obtain the result that the matrix factorization is isomorphic to
i4
⊠
j=1
K
(
Λ1;2;3,4j,i1;i2;i3 ;xj,4 −X
1;2;3
j,i1;i2;i3
)
Q[Xi1,1,Xi2,2,Xi3,3,Xi4,4]
.
(2)The proof of this proposition is similar to (1). By using Corollary 2.15, we find that the left-hand and
right-hand matrix factorization are isomorphic to
i4
⊠
j=1
K
(
V 1;2;3,4j,i1;i2;i3 ;X
1;2;3
j,i1;i2;i3
− xj,4
)
Q[Xi1,1,Xi2,2,Xi3,3,Xi4,4]
{−i1i2 − i2i3 − i1i3} ,
where the polynomial V 1;2;3,4j,i1;i2;i3 is
Fi4(· · · , xj−1,4, X
1;2;3
j,i1;i2;i3
, X1;2;3j+1,i1 ;i2;i3 , · · · )− Fi4 (· · · , xj−1,4, xj,4, X
1;2;3
j+1,i1 ;i2;i3
, · · · )
X1;2;3j,i1;i2;i3 − xj,4
.

For 0 ≤ n2 ≤ j ≤ n1, we define the positive integer p(j, n1;n2) by[
n1
n2
]
=
n1n2−n
2
2∑
j=0
p(j, n1;n2) q
−n1n2+n
2
2+2j .
Proposition 3.8. (1)There is the following isomorphism in HMFgr
Q[Xi3,1,Xi3,2],Fi3(Xi3,1)−Fi3 (Xi3,2)
C´

i3
i3
Xi3,1
Xi3,2
i1 i2
Xi1,3 Xi2,4

n
≃
i1i3−i
2
1⊕
j=0
C´
 i3
Xi3,2
Xi3,1

n
{−i1i3 + i
2
1 + 2j}

⊕p(j,i3,i1)
,
(2)There is the following isomorphism in HMFgr
Q[Xi1,1,Xi1,2],Fi1(Xi1,1)−Fi1(Xi1,2)
C´

i1
i1
Xi1,1
Xi1,2
i3 i2
Xi3,3 Xi2,4

n
≃
i2(n−i1)−i
2
2⊕
j=0
C´
 i1
Xi1,2
Xi1,1

n
{−i2(n− i1) + i
2
2 + 2j}

⊕p(j,n−i1,i2)
〈i2〉 ,
where 1 ≤ i1, i2 ≤ n− 1 and i3 = i1 + i2 ≤ n.
Proof. (1)We have
C´

i3
i3
Xi3,1
Xi3,2
i1 i2
Xi1,3 Xi2,4

n
=
i3
⊠
j=1
K
(
Λ3;4,1j,i1;i2 ;xj,1 +X
3;4
j,i1;i2
)
Q[Xi3,1,Xi1,3,Xi2,4]
i3
⊠
j=1
K
(
V 3;4,2j,i1;i2 ;xj,2 +X
3;4
j,i1;i2
)
Q[Xi3,2,Xi1,3,Xi2,4]
{−i1i2} .
The potential of this matrix factorization does not include the variables of Xi1,3, Xi2,4 and the sequence
(x1,2 +X
3;4
1,i1;i2
, x2,2 +X
3;4
2,i1;i2
, · · · , xi3,2 +X
3;4
i3,i1;i2
)
∣∣∣(Xi3,1,Xi3,2)=(0) = (X3;41,i1;i2 , X3;42,i1;i2 , · · · , X3;4i3,i1;i2)
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is regular by Proposition 3.1, we can apply Corollary 2.15 to the matrix factorization. Thus we have
i3
⊠
j=1
K
(
Λ3;4,1j,i1;i2 ;xj,1 − xj,2
)
Q[Xi3,1,Xi3,2,Xi1,3,Xi2,4]/〈x1,2+X
3;4
1,i1;i2
,··· ,xi3,2+X
3;4
i3,i1;i2
〉
{−i1i2} .
The polynomial Λ3;4,1j,i1;i2 is equal to L
12
j,i3 in the quotient ring
Q[Xi3,1,Xi3,2,Xi1,3,Xi2,4]/
〈
x1,2 +X
3;4
1,i1;i2
, · · · , xi3,2 +X
3;4
i3,i1;i2
〉
.
By the equation (4) in Section 3.1, the Poincare´ series of the quotient ring is
Pq(Q[Xi3,1,Xi3,2,Xi1,3,Xi2,4]/
〈
x1,2 +X
3;4
1,i1;i2
, · · · , xi3,2 +X
3;4
i3,i1;i2
〉
)
=
(1− q2)(1 − q4) · · · (1− q2i1+2i2)
(1− q2)(1− q4) · · · (1 − q2i1)(1− q2)(1− q4) · · · (1 − q2i2)
Pq(Q[Xi3,1,Xi3,2]).
Since
(1− q2)(1 − q4) · · · (1− q2i1+2i2)
(1 − q2)(1− q4) · · · (1− q2i1)(1 − q2)(1− q4) · · · (1− q2i2)
= qi1i2
i1i3−i
2
1∑
j=1
p(j, i3; i1) q
−i1i3+i
2
1+2j ,
the quotient ring Q[Xi3,1,Xi3,2,Xi1,3,Xi2,4]/
〈
x1,2 +X
3;4
1,i1;i2
, · · · , xi3,2 +X
3;4
i3,i1;i2
〉
{−i1i2} is isomorphic to
i1i3−i
2
1⊕
j=0
(
Q[Xi3,1,Xi3,2]
{
−i1i3 + i
2
1 + 2j
})⊕p(j,i3;i1)
as a Z-graded Q[Xi3,1,Xi3,2]-algebra. Thus, we obtain the matrix factorization
i1i3−i
2
1⊕
j=0
C´
 i3
Xi3,2
Xi3,1

n
{−i1i3 + i
2
1 + 2j}

⊕p(j,i3,i1)
.
(2) We have
C´

i1
i1
Xi1,1
Xi1,2
i3 i2
Xi3,3 Xi2,4

n
=
i3
⊠
j=1
K(V 2;4,3j,i1;i2 ;xj,3 −X
2;4
j,i1;i2
)Q[Xi1,1,Xi1,2,Xi3,3,Xi2,4] {−i1i2}
i3
⊠
j=1
K(Λ1;4,3j,i1;i2 ;X
1;4
j,i1;i2
− xj,3)Q[Xi1,1,Xi1,2,Xi3,3,Xi2,4]
The potential of this matrix factorization does not include the variables of Xi3,3, Xi2,4 and the sequence
(X1;41,i1;i2−x1,3, X
1;4
2,i1;i2
−x2,3, · · · , X
1;4
i3,i1;i2
−xi3,3)
∣∣∣(Xi1,1,Xi1,2)=(0) = (x1,4−x1,3, · · · , xi2,4−xi2,3,−xi2+1,3, · · · ,−xi3,3)
is regular in Q[Xi1,1,Xi1,2,Xi3,3,Xi2,4]. Thus we can apply Corollary 2.15 to the matrix factorization. Then we
have
i3
⊠
j=1
K(Λ2;4,3j,i1;i2 ;X
1;4
j,i1;i2
−X2;4j,i1;i2)Q[Xi1,1,Xi1,2,Xi3,3,Xi2,4]/〈X
1;4
1,i1;i2
−x1,3,··· ,X
1;4
i3,i1;i2
−xi3,3〉
{−i1i2}
(∗) ≃
i3
⊠
j=1
K(Λ˜2;4,3j,i1;i2 ;X
1;4
j,i1;i2
−X2;4j,i1;i2)Q[Xi1,1,Xi1,2,Xi2,4] {−i1i2} ,
where
Λ˜2;4,3j,i1;i2 =
Fi3(X
2;4
1,i1;i2
, · · · , X2;4j−1,i1 ;i2 , X
1;4
j,i1;i2
, · · · , X1;4i3,i1;i2)− Fi3(X
2;4
1,i1;i2
, · · · , X2;4j,i1;i2 , X
1;4
j+1,i1;i2
, · · · , X1;4i3,i1;i2)
X1;4j,i1;i2 −X
2;4
j,i1;i2
.
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Since X1;4j,i1;i2 −X
2;4
j,i1;i2
is the 2j-grading term of
((x1,1 − x1,2) + (x2,1 − x2,2) + · · ·+ (xi1,1 − xi1,2))(1 + x1,4 + x2,4 + · · ·+ xi2,4),
the polynomials X1;4j,i1;i2 − X
2;4
j,i1;i2
(i1 + 1 ≤ j ≤ i3) can be described as the linear sum of the polynomials
X1;4j,i1;i2 −X
2;4
j,i1;i2
(1 ≤ j ≤ i1). Using Proposition 2.9 the matrix factorization (∗) is isomorphic to
i1
⊠
j=1
K(∗;xj,1 − xj,2)Q[Xi1,1,Xi1,2,Xi2,4] ⊠
i3
⊠
k=i1+1
(Q[Xi1,1,Xi1,2,Xi2,4], Q[Xi1,1,Xi1,2,Xi2,4]{2k − n− 1}, Λ˜
2;4,3
k,i1;i2
, 0) {−i1i2} .
Since the potential of the partial matrix factorization
i1
⊠
j=1
K(∗;xj,1 − xj,2)Q[Xi1,1,Xi1,2,Xi2,4] equals Fi1 (Xi1,1) −
Fi1(Xi1,2), by Theorem 2.10 the partial matrix factorization is isomorphic to
C´
 i1
Xi1,2
Xi1,1

n
⊠ (Q[Xi2,4], 0, 0, 0).
The other partial matrix factorization⊠i3k=i1+1(Q[Xi1,1,Xi1,2,Xi2,4], Q[Xi1,1,Xi1,2,Xi2,4]{2k−n−1}, Λ˜
2;4,3
k,i1;i2
, 0) {−i1i2}
is isomorphic to
i3
⊠
k=i1+1
(0, Q[Xi1,1,Xi1,2,Xi2,4]/
〈
Λ˜2;4,3k,i1;i2
〉
{2k − n− 1}, 0, 0).
Thus, we have
C´
 i1
Xi1,2
Xi1,1

n
⊠
i3
⊠
k=i1+1
(0, Q[Xi1,1,Xi1,2,Xi2,4]/
〈
Λ˜2;4,3k,i1;i2
〉
{2k − n− 1}, 0, 0) {−i1i2} .
Since we find that Λ˜2;4,3k,i1;i2
∣∣∣(Xi1,1,Xi1,2)=(0) = ∂Fi3∂xj (x1,4, · · · , xi1,4, 0, · · · , 0) (i1 + 1 ≤ j ≤ i3) form regular
sequence, these polynomials ˜Λ2;4,3i1+1,i1;i2 , · · · , Λ˜
2;4,3
i3,i1;i2
also form regular. The Poincare´ series of the Z-graded
quotient ring
Q[Xi1,1,Xi1,2,Xi2,4]/
〈
˜Λ2;4,3i1+1,i1;i2 , · · · , Λ˜
2;4,3
i3,i1;i2
〉
{
i3∑
k=i1+1
2k − n− 1} {−i1i2}
equals to
(1 − q2(n−i1))(1− q2(n−i1−1)) · · · (1− q2(n−i3+1))
(1− q2)(1− q4) · · · (1− q2i2 )
Pq(Q[Xi1,1,Xi1,2])
i3∏
k=i1+1
q2k−n−1 × q−i1i2
=
[
n− i1
i2
]
Pq(Q[Xi1,1,Xi1,2]).
Hence, the matrix factorization C´

i1
i1
Xi1,1
Xi1,2
i3 i2
Xi3,3 Xi2,4

n
is isomorphic to
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i2(n−i1)−i
2
2⊕
j=0
C´
 i1
Xi1,2
Xi1,1

n
{−i2(n− i1) + i
2
2 + 2j}

⊕p(j,n−i1,i2)
〈i2〉 .

Proposition 3.9. There is the following isomorphism in HMFQ[X1,1,Xj,2,X1,3,Xj,4],F1(X1,1)+Fj(Xj,2)−F1(X1,3)−Fj(Xj,4)
(1)C´

Xj−1,7X2,5
Xj,2X1,1
Xj,4X1,3
X1,8
X1,6
j1
j1
1
1
j−1
2

n
≃ C´

Xj,2X1,1
Xj,4X1,3
j1
j1
j+1

n
j−1⊕
i=1
C´

Xj,2X1,1
Xj,4X1,3
j1

n
{2i− j}
(2)C´
 j1
j1
j+1
j+1
1j X1,7Xj,5
Xj,2X1,1
Xj,4X1,3
Xj+1,8
Xj+1,6

n
≃ C´

Xj,2X1,1
Xj,4X1,3
j1

n
n−j−1⊕
k=1
C´

Xj,2X1,1
Xj,4X1,3
j1
j1
j−1

n
{2k + j − n} 〈1〉 .
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Proof. (1)We have
C´

Xj−1,7X2,5
Xj,2X1,1
Xj,4X1,3
X1,8
X1,6
j1
j1
1
1
j−1
2

n
= K
((
V 1;6,51,1;1
V 1;6,52,1;1
)
;
(
x1,1 + x1,6 − x1,5
x1,1x1,6 − x2,5
))
Q[X1,1,X1,6,X2,5]
⊠K
((
Λ3;8,51,1;1
Λ3;8,52,1;1
)
;
(
x1,5 − x1,3 − x1,8
x2,5 − x1,3x1,8
))
Q[X1,3,X1,8,X2,5]
{−1}
⊠K


Λ6;7,21,1;j−1
Λ6;7,22,1;j−1
Λ6;7,23,1;j−1
...
Λ6;7,2j−1,1;j−1
Λ6;7,2j,1;j−1

;

x1,2 − x1,6 − x1,7
x2,2 − x1,6x1,7 − x2,7
x3,2 − x1,6x2,7 − x3,7
...
xj−1,2 − x1,6xj−2,7 − xj−1,7
xj,2 − x1,6xj−1,7


Q[Xj,2,X1,6,Xj−1,7]
{−j + 1}
⊠K


V 8;7,41,1;j−1
V 8;7,42,1;j−1
V 8;7,43,1;j−1
...
V 8;7,4j−1,1;j−1
V 8;7,4j,1;j−1

;

x1,7 + x1,8 − x1,4
x1,7x1,8 + x2,7 − x2,4
x2,7x1,8 + x3,7 − x3,4
...
xj−2,7x1,8 + xj−1,7 − xj−1,4
xj−1,7x1,8 − xj,4


Q[X1,8,Xj−1,7,Xj,2].
We apply Corollary 2.15 to the matrix factorization. Then we obtain
K


Λ3;8,52,1;1
Λ6;7,2j,1;j−1
V 8;7,41,1;j−1
V 8;7,42,1;j−1
V 8;7,43,1;j−1
...
V 8;7,4j−1,1;j−1
V 8;7,4j,1;j−1

;

x2,5 − x1,3x1,8
xj,2 − x1,6xj−1,7
x1,7 + x1,8 − x1,4
x1,7x1,8 + x2,7 − x2,4
x2,7x1,8 + x3,7 − x3,4
...
xj−2,7x1,8 + xj−1,7 − xj−1,4
xj−1,7x1,8 − xj,4


R1
{−j},
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where R1 = Q
[
X1,1,Xj,2,X1,3,Xj,4,
X2,5,X1,6,Xj−1,7,X1,8
]/〈
x1,1 + x1,6 − x1,5, x1,1x1,6 − x2,5, x1,5 − x1,3 − x1,8,
x1,2 − x1,6 − x1,7, · · · , xj,2 − x1,6xj−1,7
〉
.
In the quotient ring, there are the following equations
x1,5 = x1,1 + x1,6,
x2,5 = x1,1x1,6,
x1,8 = x1,1 − x1,3 + x1,6,
xk,7 =
k∑
l=0
(−1)lxl1,6xk−l,2 (=: Ak) (k = 1, 2, · · · , j − 1),
where x0,2 = 1.
Then we can consider R1 ≃ Q[X1,1,Xj,2,X1,3,Xj,4,X1,6]. That is, the variables x1,5, x2,5, x1,8 and xk,7 can be
removed from the quotient ring R1 using the above equations. Therefore the matrix factorization is isomorphic
to
K


Λ˜3;8,52,1;1
Λ˜6;7,2j,1;j−1
V˜ 8;7,41,1;j−1
V˜ 8;7,42,1;j−1
...
˜V 8;7,4j−1,1;j−1
V˜ 8;7,4j,1;j−1

;

(x1,6 − x1,3)(x1,1 − x1,3)∑j
l=0(−1)
lxl1,6xj−l,2
x1,1 + x1,2 − x1,3 − x1,4
(x1,1 − x1,3)A1 + x2,2 − x2,4
...
(x1,1 − x1,3)Aj−2 + xj−1,2 − xj−1,4
(x1,1 − x1,3 + x1,6)Aj−1 − xj,4


Q[X1,1,Xj,2,X1,3,Xj,4,X1,6]
{−j} .
Theorem 2.13 is applied to
∑j
l=0(−1)
lxl1,6xj−l,2 of the matrix factorization. Then we obtain
K


Λ̂3;8,52,1;1
V̂ 8;7,41,1;j−1
V̂ 8;7,42,1;j−1
...
V̂ 8;7,4j,1;j−1

;

(x1,6 − x1,3)(x1,1 − x1,3)
x1,1 + x1,2 − x1,3 − x1,4
(x1,1 − x1,3)A1 + x2,2 − x2,4
...
(x1,1 − x1,3)Aj−1 + xj,2 − xj,4


R1´
{−j},
where R1´ = Q[X1,1,Xj,2,X1,3,Xj,4,X1,6]
/〈∑j
l=0(−1)
lxl1,6xj−l,2
〉
, Λ̂3;8,52,1;1 = Λ˜
3;8,5
2,1;1 and V̂
8;7,4
i,1;j−1 = V˜
8;7,4
i,1;j−1 in the
quotient ring R1´. Since the polynomials Ak are described as
Ak =
(
k−1∑
l1=0
(−1)k−l1xk−1−l11,6
(
l1∑
l2=0
(−1)l1−l2xl1−l21,3 xl2,2
))
(x1,6 − x1,3) +
k∑
l3=0
(−1)k−l3xk−l31,3 xl3,2
= uk−1(x1,6 − x1, 3) + vk,
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the above matrix factorization is isomorphic to
K


Λ̂3;8,52,1;1 +
∑j
k=2 uk−2
̂V 8;7,4k,1;j−1
V̂ 8;7,41,1;j−1
V̂ 8;7,42,1;j−1
...
V̂ 8;7,4j,1;j−1

;

(x1,6 − x1,3)(x1,1 − x1,3)
x1,1 + x1,2 − x1,3 − x1,4
(x1,1 − x1,3)v1 + x2,2 − x2,4
...
(x1,1 − x1,3)vj−1 + xj,2 − xj,4


R1´
{−j}.
We can apply Corollary 2.11 to the matrix factorization, and then there are polynomials a ∈ R1´ and ak ∈
Q[X1,1,Xj,2,X1,3,Xj,4](:= R1´ )´ (k = 1, · · · j) to give an isomorphism between the above matrix factorization and
the following matrix factorization
(11) K


a
a1
a2
...
aj
 ;

(x1,6 − x1,3)(x1,1 − x1,3)
x1,1 + x1,2 − x1,3 − x1,4
(x1,1 − x1,3)v1 + x2,2 − x2,4
...
(x1,1 − x1,3)vj−1 + xj,2 − xj,4


R1´
{−j}.
The partial matrix factorization K(a; (x1,6 − x1,3)(x1,1 − x1,3)) has the potential
a(x1,6 − x1,3)(x1,1 − x1,3) = ω −
j∑
i=1
ai(−(x1,1 − x1,3)(
i−1∑
k=0
(−1)i−1−kxi−1−k1,3 xk,2) + xi,2 − xi,4) ∈ R1´ .´
Thus we have
k(a; (x1,6 − x1,3)(x1,1 − x1,3))R1´
≃


R1´´
(x1,6 − x1,3)R1´´
x1,6(x1,6 − x1,3)R1´´
...
xj−31,6 (x1,6 − x1,3)R1´´
xj−21,6 (x1,6 − x1,3)R1´´

,

R1´ {´3− n}
x1,6R1´ {´3− n}
x21,6R1´ {´3− n}
...
xj−21,6 R1´ {´3− n}
αR1´ {´3− n}

, f0, f1

.
where
f0 =

0 a(x1,6 − x1,3)
...
. . .
0 a(x1,6 − x1,3)
a
α
0 · · · 0
 ,
f1 =

0 · · · 0 α(x1,6 − x1,3)(x1,1 − x1,3)
x1,1 − x1,3 0
. . .
...
x1,1 − x1,3 0
 ,
α =
j−1∑
k1=0
(−1)j−1−k1xj−1−k11,6
(
k1∑
k2=0
(−1)k1−k2xk1−k21,3 xk2,2
)
.
Remark that it is obvious to find
α(x1,6 − x1,3) =
j∑
k=0
(−1)j−kxj−k1,3 xk,2.
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Hence the partial matrix factorization splits into the following direct sum
( (x1,6 − x1,3)R1´´
a(x1,6−x1,3) // R1´ {´3− n}
x1,1−x1,3 // (x1,6 − x1,3)R1´´)
⊕( x1,6(x1,6 − x1,3)R1´´
a(x1,6−x1,3) // x1,6R1´ {3− n}
x1,1−x1,3 // x1,6(x1,6 − x1,3)R1´´)
...
⊕( xj−21,6 (x1,6 − x1,3)R1´´
a(x1,6−x1,3) // xj−21,6 R1´ {´3− n}
x1,1−x1,3 // xj−21,6 (x1,6 − x1,3)R1´´)
⊕( R1´´
a
α // αR1´ {´3− n}
α(x1,6−x1,3)(x1,1−x1,3)// R1´´),
≃
( R1´´
a(x1,6−x1,3)// R1´ {´1− n}
x1,1−x1,3 // R1´´){2}
...
⊕( R1´´
a(x1,6−x1,3)// R1´ {´1− n}
x1,1−x1,3 // R1´ ){2j − 2}
⊕( R1´´
a
α // R1´ {2j + 1− n}
α(x1,6−x1,3)(x1,1−x1,3)// R1´ ).
≃
j−1⊕
i=1
K(a(x1,6 − x1,3);x1,1 − x1,3)R1´ {2i} ⊕K(
a
α
;α(x1,6 − x1,3)(x1,1 − x1,3))R1´´
By the decomposition and using Theorem 2.10, The total matrix factorization (11) is isomorphic to
j−1⊕
i=1
K


a(x1,6 − x1,3)
a1
a2
...
aj
 ;

x1,1 − x1,3
x1,1 + x1,2 − x1,3 − x1,4
(x1,1 − x1,3)(
∑1
k=0(−1)
1−kx1−k1,3 xk,2) + x2,2 − x2,4
...
(x1,1 − x1,3)(
∑j−1
k=0(−1)
j−1−kxj−1−k1,3 xk,2) + xj,2 − xj,4


R1´
{2i− j}
⊕
K


a1
a2
...
aj
a
α
 ;

x1,1 + x1,2 − x1,3 − x1,4
(x1,1 − x1,3)(
∑1
k=0(−1)
1−kx1−k1,3 xk,2) + x2,2 − x2,4
...
(x1,1 − x1,3)(
∑j−1
k=0(−1)
j−1−kxj−1−k1,3 xk,2) + xj,2 − xj,4
(x1,1 − x1,3)(
∑j
k=0(−1)
j−kxj−k1,3 xk,2)


R1´´
{−j}
≃
j−1⊕
i=1
K


a(x1,6 − x1,3) +
∑j
l=1(
∑l−1
k=0(−1)
l−2−kxl−1−k1,3 xk,2)al
a1
a2
...
aj
 ;

x1,1 − x1,3
x1,2 − x1,4
x2,2 − x2,4
...
xj,2 − xj,4


R1´
{2i− j}
⊕
K


∑j+1
k=1(−1)
k−1akx
k−1
1,3∑j+1
k=2(−1)
k−2akx
k−2
1,3
...
aj−1 − x1,3aj + x
2
1,3aj+1
aj − x1,3aj+1
aj+1

;

x1,1 + x1,2 − x1,3 − x1,4
x1,1x1,2 − x1,3x1,4 + x2,2 − x2,4
...
x1,1xj−2,2 − x1,3xj−2,4 + xj−1,2 − xj−1,4
x1,1xj−1,2 − x1,3xj−1,4 + xj,2 − xj,4
x1,1xj,2 − x1,3xj,4


R1´´
{−j}
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where aj+1 =
a
α .
Using Theorem 2.10, we find the above matrix factorization is isomorphic to
C´

Xj,2X1,1
Xj,4X1,3
j1
j1
j+1

j−1⊕
i=1
C´

Xj,2X1,1
Xj,4X1,3
j1

n
{2i− j}
(2)We have
K


Λ1;5,61,1;j
Λ1;5,62,1;j
...
Λ1;5,6j,1;j
Λ1;5,6j+1,1;j

;

x1,6 − x1,1 − x1,5
x2,6 − x1,1x1,5 − x2,5
...
xj,6 − x1,1xj−1,5 − xj,5
xj+1,6 − x1,1xj,5 − xj+1,5


Q[X1,1Xj,5Xj+1,6]
{−j}
⊠K


V 3;5,81,1;j
V 3;5,82,1;j
...
V 3;5,8j,1;j
V 3;5,8j+1,1;j

;

x1,3 + x1,5 − x1,8
x1,3x1,5 + x2,5 − x2,8
...
x1,3xj−1,5 + xj,5 − xj,8
x1,3xj,5 − xj+1,8


Q[X1,3Xj,5Xj+1,8]
⊠K


V 7;2,61,1;j
V 7;2,62,1;j
...
V 7;2,6j,1;j
V 7;2,6j+1,1;j

;

x1,7 + x1,2 − x1,6
x1,7x1,2 + x2,2 − x2,6
...
x1,7xj−1,2 + xj,2 − xj,6
x1,7xj,2 − xj+1,6


Q[X1,7Xj,2Xj+1,6]
⊠K


Λ7;4,81,1;j
Λ7;4,82,1;j
...
Λ7;4,8j,1;j
Λ7;4,8j+1,1;j

;

x1,8 − x1,7 − x1,4
x2,8 − x1,7x1,4 − x2,4
...
xj,8 − x1,7xj−1,4 − xj,4
xj+1,8 − x1,7xj,4


Q[X1,7Xj,4Xj+1,8]
{−j}.
We apply Corollary 2.15 to the matrix factorization. Then we obtain
K


Λ1;5,61,1;j
...
Λ1;5,6j+1,1;j
V 3;5,8j+1,1;j
 ;

x1,6 − x1,1 − x1,5
...
xj+1,6 − x1,1xj,5
x1,3xj,5 − xj+1,8


R2
{−2j},
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where R2 = Q
[
X1,1,Xj,2,X1,3,Xj,4,
Xj,5,Xj+1,6,X1,7,Xj+1,8
]/〈 x1,3 + x1,5 − x1,8, · · · , x1,3xj−1,5 + xj,5 − xj,8,
x1,7 + x1,2 − x1,6, · · · , x1,7xj,2 − xj+1,6,
x1,8 − x1,7 − x1,4, · · · , xj+1,8 − x1,7xj,4
〉
In the quotient ring, there are equations
xk,5 =
(
k−1∑
l=0
(−1)k−1−lxk−1−l1,3 xl,4
)
x1,7 +
k∑
l=0
(−1)k−lxk−l1,3 xl,4(=: Bk) (k = 1, · · · , j),
x1,6 = x1,7 + x1,2,
...
xj+1,6 = x1,7xj,2,
x1,8 = x1,7 + x1,4,
...
xj+1,8 = x1,7xj,4.
Using the above equations, we find the matrix factorization is isomorphic to
K


Λ˜1;5,61,1;j
Λ˜1;5,62,1;j
...
Λ˜1;5,6j,1;j
Λ˜1;5,6j+1,1;j
V˜ 3;5,8j+1,1;j

;

s1
s1x1,7 + s2
...
sj−1x1,7 + sj
x1,7xj,2 − x1,1Bj
x1,3Bj − x1,7xj,4


Q[X1,1,Xj,2,X1,3,Xj,4,X1,7]
{−2j},
≃ K


Λ˜1;5,61,1;j + x1,7Λ˜
1;5,6
2,1;j
...
Λ˜1;5,6j−1,1;j + x1,7Λ˜
1;5,6
j,1;j
Λ˜1;5,6j,1;j
Λ˜1;5,6j+1,1;j
V˜ 3;5,8j+1,1;j

;

s1
...
sj−1
sj
x1,7xj,2 − x1,1Bj
(x1,3 − x1,7)(
∑j
l=0(−1)
j−lxj−l1,3 xl,4)


Q[X1,1,Xj,2,X1,3,Xj,4,X1,7]
{−2j},
where sk = xk,2 +
∑k
l=0(−1)
k+1−lxk−l1,3 X
1;4
l,1;j and Λ˜
1;5,6
k,1;j, V˜
3;5,8
j+1,1;j are derived from Λ
1;5,6
k,1;j, V
3;5,8
j+1,1;j using the
equations.
The polynomial Λ˜1;5,6j+1,1;j can be described by
Λ˜1;5,6j+1,1;j =
Fj+1(X
1;5
1,1;j , · · · , X
1;5
j,1;j , xj+1,6)− Fj+1(X
1;5
1,1;j , · · · , X
1;5
j,1;j , X
1;5
j+1,1;j)
xj+1,6 −X
1;5
j+1,1;j
= c0
(
X1;51,1;j
)n−j
+ · · ·
= c0(x1,7 + x1,1 − x1,3 + x1,4)
n−j + · · ·
= c0x
n−j
1,7 + c1x
n−j−1
1,7 + · · ·+ cn−j ,
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where c0 ∈ Q and ck ∈ Q[X1,1,Xj,2,X1,3,Xj,4](:= R2´ ) (k = 1, · · · , n− j). Using Theorem 2.13, we have
K


Λ˜1;5,61,1;j + x1,7Λ˜
1;5,6
2,1;j
...
Λ˜1;5,6j−1,1;j + x1,7Λ˜
1;5,6
j,1;j
Λ˜1;5,6j,1;j
x1,7xj,2 − x1,1Bj
V˜ 3;5,8j+1,1;j

;

s1
...
sj−1
sj
Λ˜1;5,6j+1,1;j
(x1,3 − x1,7)(
∑j
l=0(−1)
j−lxj−l1,3 xl,4)


Q[X1,1,Xj,2,X1,3,Xj,4,X1,7]
{−2j}{2j + 1− n} 〈1〉 ,
≃ K


Λ˜1;5,61,1;j + x1,7Λ˜
1;5,6
2,1;j
...
Λ˜1;5,6j−1,1;j + x1,7Λ˜
1;5,6
j,1;j
Λ˜1;5,6j,1;j
V˜ 3;5,8j+1,1;j

;

s1
...
sj−1
sj
(x1,3 − x1,7)(
∑j
l=0(−1)
j−lxj−l1,3 xl,4)


R2´
{1− n} 〈1〉 ,
where R2´ = Q[X1,1,Xj,2,X1,3,Xj,4,X1,7]/Λ˜
1;5,6
j+1,1;j . Using Corollary 2.11, there are polynomials bk ∈ R2´´
(k = 1, · · · , j) and b ∈ R2´ to give the following matrix factorization which is isomorphic to the above ma-
trix factorization
K


b1
...
bj
b
 ;

s1
...
sj
(x1,3 − x1,7)(
∑j
l=0(−1)
j−lxj−l1,3 xl,4)


R2´
{1− n} 〈1〉 .
The partial matrix factorization K(b; (x1,3 − x1,7)(
∑j
l=0(−1)
j−lxj−l1,3 xl,4))R2´ is described as
K
(
b; (x1,3 − x1,7)
(
j∑
l=0
(−1)j−lxj−l1,3 xl,4
))
R2´
≃


R2´´
(x1,3 − x1,7)R2´´
x1,7(x1,3 − x1,7)R2´´
...
xn−j−31,7 (x1,3 − x1,7)R2´´
xn−j−21,7 (x1,3 − x1,7)R2´´

,

R2´ {´3− n}
x1,7R2´ {´3− n}
x21,7R2´ {´3− n}
...
xn−j−21,7 R2´ {´3− n}
βR2´ {´3− n}

, g0, g1

,
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where
g0 =

0 b(x1,3 − x1,7)
...
. . .
0 b(x1,3 − x1,7)
b
β 0 · · · 0
 ,
g1 =

0 · · · 0 β(x1,3 − x1,7)(
j∑
l=0
(−1)j−lxj−l1,3 xl,4)
j∑
l=0
(−1)j−lxj−l1,3 xl,4 0
. . .
...
j∑
l=0
(−1)j−lxj−l1,3 xl,4 0

,
β =
n−j−1∑
k=0
xn−j−1−k1,7
(
k∑
l=0
xk−l1,3 cl
)
,
R2´´ = Q[X1,1,Xj,2,X1,3,Xj,4].
Remark that we have
β(x1,3 − x1,7) = c0x
n−j
1,3 + c1x
n−j−1
1,3 + · · ·+ cn−j ,
≃ Λ˜1;5,6j+1,1;j
∣∣
x1,7→x1,3 .
Therefore the partial matrix factorization is isomorphic to
n−j−1⊕
k=1
K
(
b(x1,3 − x1,7);
j∑
l=0
(−1)j−lxj−l1,3 xl,4
)
R2´´
{2k}
⊕
K
(
b
β
;β(x1,3 − x1,7)
(
j∑
l=0
(−1)j−lxj−l1,3 xl,4
))
R2´
.
Then the total matrix factorization is isomorphic to
n−j−1⊕
k=1
K


b1
...
bj
b(x1,3 − x1,7)
 ;

s1
...
sj∑j
l=0(−1)
j−lxj−l1,3 xl,4


R2´ ,´
{2k + 1− n} 〈1〉(12)
⊕
K


b1
...
bj
b
β
 ;

s1
...
sj
Λ˜1;5,6j+1,1;j
∣∣
x1,7→x1,3
(∑j
l=0(−1)
j−lxj−l1,3 xl,4
)


R2´ ,´
{1− n} 〈1〉 .(13)
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On the other hand, we have
C´

Xj,2X1,1
Xj,4X1,3
j1
j1
j−1

n
= K


Λ1;9,21,1:j−1
...
Λ1;9,2j,1:j−1
 ;

x1,2 −X
1;9
1,1;j−1
...
xj,2 −X
1;9
j,1;j−1


Q[X1,1,Xj,2,Xj−1,9]
{1− j}
⊠K


V 3;9,41,1:j−1
...
V 3;9,4j,1:j−1
 ;

X3;91,1;j−1 − x1,4
...
X3;9j,1;j−1 − xj,4


Q[X1,3,Xj,4,Xj−1,9]
≃ K


Λ˜1;9,21,1:j−1
...
˜Λ1;9,2j−2,1:j−1
˜Λ1;9,2j−1,1:j−1
Λ˜1;9,2j,1:j−1

;

s1
...
sj−1
sj +
∑j
l=0(−1)
j−lxj−l1,3 xl,4
−
∑j
l=0(−1)
j−lxj−l1,3 xl,4


R2´´
{1− j}
≃ K


Λ˜1;9,21,1:j−1
...
˜Λ1;9,2j−1,1:j−1
Λ˜1;9,2j,1:j−1 −
˜Λ1;9,2j−1,1:j−1

;

s1
...
sj
−
∑j
l=0(−1)
j−lxj−l1,3 xl,4


R2´´
{1− j}.
Thus using Theorem 2.10, the partial matrix factorization (12) is isomorphic to
n−j−1⊕
k=1
C´

Xj,2X1,1
Xj,4X1,3
j1
j1
j−1

n
{2k + j − n} 〈1〉 .
Moreover we have
Λ˜1;5,6j+1,1;j
∣∣
x1,7→x1,3
(
j∑
l=0
(−1)j−lxj−l1,3 xl,4
)
=
Fj+1(X
1;5
1,1;j , · · · , X
1;5
j,1;j , xj+1,6)− Fj+1(X
1;5
1,1;j , · · · , X
1;5
j,1;j , X
1;5
j+1,1;j)
xj+1,6 −X
1;5
j+1,1;j
∣∣∣∣∣
x1,7→x1,3
(
j∑
l=0
(−1)j−lxj−l1,3 xl,4
)
.
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Since we have
X1;5k,1;j
∣∣∣
x1,7→x1,3
= x1,1xk−1,5 + xk,5|x1,7→x1,3
= x1,1
((
k−2∑
l=0
(−1)k−2−lxk−2−l1,3 xl,4
)
x1,7 +
k−1∑
l=0
(−1)k−1−lxk−1−l1,3 xl,4
)
+
(
k−1∑
l=0
(−1)k−1−lxk−1−l1,3 xl,4
)
x1,7 +
k∑
l=0
(−1)k−lxk−l1,3 xl,4
∣∣∣∣∣
x1,7→x1,3
= x1,1xk−1,4 + xk,4 = X
1;4
k,1;j ,
Λ˜1;5,6j+1,1;j
∣∣
x1,7→x1,3
(∑j
l=0(−1)
j+1−lxj−l1,3 xl,4
)
equals
Fj+1(X
1;4
1,1;j , · · · , X
1;4
j,1;j , x1,3xj,2)− Fj+1(X
1;4
1,1;j , · · · , X
1;4
j,1;j, X
1;4
j+1,1;j)
xj+1,6 −X
1;4
j+1,1;j
(
j∑
l=0
(−1)j−lxj−l1,3 xl,4
)
≡
Fj+1(X
1;4
1,1;j , · · · , X
1;4
j,1;j , x1,3(
∑j
l=0(−1)
j+1−lxj−l1,3 X
1;4
l,1;j))− Fj+1(X
1;4
1,1;j , · · · , X
1;4
j,1;j , X
1;4
j+1,1;j)
x1,3(
∑j
l=0(−1)
j−lxj−l1,3 X
1;4
l,1;j)−X
1;4
j+1,1;j
×
(
j∑
l=0
(−1)j−lxj−l1,3 xl,4
)
mod 〈sj〉R2´
=
Fj+1(X
1;4
1,1;j , · · · , X
1;4
j,1;j , x1,3(
∑j
l=0(−1)
j−lxj−l1,3 X
1;4
l,1;j))− Fj+1(X
1;4
1,1;j , · · · , X
1;4
j,1;j , X
1;4
j+1,1;j)
x1,3 − x1,1
=
F1(x1,3)− F1(x1,1)
x1,3 − x1,1
+
Fj(u1, · · · , uj)− Fj(x1,4, · · · , xj,4)
x1,3 − x1,1
,
where uk =
k∑
l=0
(−1)k−lxk−l1,3 X
1;4
l,1;j .
The second term
Fj(u1, u2, · · · , uj)− Fj(x1,4, x2,4, · · · , xj,4)
x1,3 − x1,1
equals
Fj(u1, u2, · · · , uj)− Fj(x1,4, u2, · · · , uj)
x1,3 − x1,1
+
Fj(x1,4, u2, u3, · · · , uj)− Fj(x1,4, x2,4, u3, · · · , uj)
x1,3 − x1,1
+ · · ·+
Fj(x1,4, · · · , xj−1,4, uj)− Fj(x1,4, · · · , xj−1,4, xj,4)
x1,3 − x1,1
.
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Since uk − xk,4 = (x1,1 − x1,3)
(∑k−1
l=0 (−1)
k−1−lxk−1−l1,3 xl,4
)
and sk = xk,2 − uk, the above polynomial equals
Fj(u1, u2, · · · , uj)− Fj(x1,4, u2, · · · , uj)
u1 − x1,4
+
Fj(x1,4, u2, u3, · · · , uj)− Fj(x1,4, x2,4, u3, · · · , uj)
u2 − x2,4
(
−
1∑
l=0
(−1)1−lx1−l1,3 xl,4
)
+ · · ·+
Fj(x1,4, · · · , xj−1,4, uj)− Fj(x1,4, · · · , xj−1,4, xj,4)
uj − xj,4
(
−
j−1∑
l=0
(−1)j−1−lxj−1−l1,3 xl,4
)
≡
Fj(x1,2, x2,2, · · · , xj,2)− Fj(x1,4, x2,2, · · · , xj,2)
x1,2 − x1,4
+
Fj(x1,4, x2,2, x3,2, · · · , xj,2)− Fj(x1,4, x2,4, x3,2, · · · , xj,2)
x2,2 − x2,4
(
−
1∑
l=0
(−1)1−lx1−l1,3 xl,4
)
+ · · ·+
Fj(x1,4, · · · , xj−1,4, xj,2)− Fj(x1,4, · · · , xj−1,4, xj,4)
xj,2 − xj,4
(
−
j−1∑
l=0
(−1)j−1−lxj−1−l1,3 xl,4
)
mod 〈s1, s2, · · · , sj〉R2´
= −L2;41,j − L
2;4
2,j
(
1∑
l=0
(−1)1−lx1−l1,3 xl,4
)
− · · · − L2;4j,j
(
j−1∑
l=0
(−1)j−1−lxj−1−l1,3 xl,4
)
.
Hence using Theorem 2.10 and Proposition 2.9, the matrix factorization (13) is isomorphic to
K


∗
...
∗
b
β
 ;

s1
...
sj
L3;11,1 −
∑j
k=1 L
2;4
k,j
(∑k−1
l=0 (−1)
k−1−lxk−1−l1,3 xl,4
)


R2´ ,´
{1− n} 〈1〉
≃ K


L2;41,j
L2;42,j
...
L2;4j,j
x1,3 − x1,1

;

x1,2 − x1,4 + x1,3 − x1,1
x2,2 − x2,4 + (x1,3 − x1,1)
(∑1
l=0(−1)
1−lx1−l1,3 xl,4
)
...
xj,2 − xj,4 + (x1,3 − x1,1)
(∑j−1
l=0 (−1)
j−1−lxj−1−l1,3 xl,4
)
L3;11,1 −
∑j
k=1 L
2;4
k,j
(∑k−1
l=0 (−1)
k−1−lxk−1−l1,3 xl,4
)


R2´ ,´
{1− n} 〈1〉
≃ K


L2;41,j
...
L2;4j,j
x1,3 − x1,1
 ;

x1,2 − x1,4
...
xj,2 − xj,4
L3;11,1


R2´ ,´
{1− n} 〈1〉
≃ K


L2;41,j
...
L2;4j,j
L3;11,1
 ;

x1,2 − x1,4
...
xj,2 − xj,4
x1,3 − x1,1


R2´ ,´
≃ C´

Xj,2X1,1
Xj,4X1,3
j1

n
.
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Corollary 3.10.
C´

Xj1,2X1,1
Xj1,4X1,3
j11
j11
j2
j2
j1−j2j2+1

n
≃
(j1−j2)(j2−1)⊕
i=0

C´

Xj1,2X1,1
Xj1,4X1,3
j11
j11
j1+1

n
{−(j1 − j2)(j2 − 1) + 2i}

p(i,j1−1;j2−1)
(j1−j2−1)j2⊕
i=0

C´

Xj1,2X1,1
Xj1,4X1,3
j11

n
{−(j1 − j2 − 1)j2 + 2i}

p(i,j1−1;j2)
Proof. We consider the following matrix factorization
(14) C´

Xj1,2X1,1
Xj1,4X1,3
1
2
1
j1
j1−j2
j1
1
j2−1
1
j2
j2

n
.
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Using Proposition 3.9 (2) and Proposition 3.8 (1), the matrix factorization is isomorphic to
C´

Xj1,2X1,1
Xj1,4X1,3
j11
j11
j2
j2
j1−j2j2+1

n
j2−1⊕
i=1
C´

Xj1,2X1,1
Xj1,4X1,3
j1
j1
j2 j1−j21

n
{2i− j2}
≃ C´

Xj1,2X1,1
Xj1,4X1,3
j11
j11
j2
j2
j1−j2j2+1

n
j2−1⊕
i=1

j1j2−j
2
2⊕
k=0

C´

Xj1,2X1,1
Xj1,4X1,3
j11

n
{−j1j2 + j
2
2 + 2k}

p(k,j1;j2)

{2i− j2}.(15)
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On the other hand, using Proposition 3.7, Proposition 3.8 (1) and Proposition 3.9 (2), the matrix factorization
(14) is isomorphic to
C´

Xj1,2X1,1
Xj1,4X1,3
j1
j1−1
j1−1
1
2 j2−1 j1−j2
j11
1
1

n
≃
(j1−j2)(j2−1)⊕
i=0

C´

Xj1,2X1,1
Xj1,4X1,3
j1
j1−1
1
2
j11
1
1

n
{−(j1 − j2)(j2 − 1) + 2i}

p(i,j1−1;j2−1)
≃
(j1−j2)(j2−1)⊕
i=0

C´

Xj1,2X1,1
Xj1,4X1,3
j11
j11
j1+1

n
{−(j1 − j2)(j2 − 1) + 2i}

p(i,j1−1;j2−1)
(j1−j2)(j2−1)⊕
i=0


j1−1⊕
k=1
C´

Xj1,2X1,1
Xj1,4X1,3
j11

n
{2k − j1}

{−(j1 − j2)(j2 − 1) + 2i}

p(i,j1−1;j2−1)
.(16)
The Z-grading shift of the matrix factorization (15) is derived from [j2 − 1]
[
j1
j2
]
and one of the matrix factor-
ization (16) is also derived from [j1 − 1]
[
j1 − 1
j2 − 1
]
. Since [j1 − 1]
[
j1 − 1
j2 − 1
]
− [j2 − 1]
[
j1
j2
]
=
[
j1 − 1
j2
]
, we obtain
Corollary 3.10. 
Conjecture 3.11 (For Strategy (S1)). There are equivalences in the category HMFgr corresponding to the
remaining MOY relations.
For crossings with coloring (1, 2) and (2, 1), the author categorified MOY polynomial using the category
Kom(HMF) [11].
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