Conjugate gradient methods to solve sparse systems of linear equations and Lanczos algorithms for sparse symmetric eigenvalue problems play an important role in numerical methods for solving discretized partial di erential equations. When these iterative solvers are parallelized on a multiprocessor system with distributed memory, the data distribution and the communication scheme | depending on the data structures used for the sparse coe cient matrices | are crucial for an e cient execution. Here, data distribution and communication schemes are presented that are based on the analysis of the indices of the non-zero matrix elements. On an Intel PARAGON XP/S 10 with 140 processors, the developed parallel variants of the solvers show good scaling behavior for matrices with di erent sparsity patterns stemming from real nite element applications.
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1 Introduction
For the analysis and solution of discretized ordinary or partial di erential equations it is necessary to solve systems of equations or eigenproblems with coe cient matrices of di erent sparsity patterns, depending on the discretization method. In many cases, the use of the nite element method (FE) results in largely unstructured systems of equations.
The main computational cost in iterative methods for solving linear systems and eigenproblems consists of matrix-vector products and vector-vector operations; usually the main work in each iteration of the pure methods is the computation of matrix-vector products.
When iterative solvers are parallelized on a multiprocessor system with distributed memory, the data distribution and the communication scheme { depending on the data structures used for sparse matrices { are of the greatest importance for an e cient execution. In this context, we rearrange the sparse matrix data per processor into local and non-local blocks. This enables the overlapped execution of computation and communication to reduce waiting times. The data distribution and the communication scheme are determined before the execution of the solver by preprocessing the symbolic structure of the sparse matrix, and they both are exploited in each iteration. The schemes can be reused as long as the sparsity pattern of the matrix does not change.
Performance tests, using the conjugate gradient algorithm (CG) with diagonal scaling to solve systems of equations and the Lanczos method for the symmetric eigenproblem, were carried out on the distributed memory system Intel PARAGON XP/S 10 of the Research Centre J ulich with sparse matrices from FE models of environmental science 6] and of structural mechanics.
Iterative Solvers
In this article, we consider a modi ed CG algorithm with diagonal scaling suggested by Aykanat e.a. 1] as well as Chronopoulos and Gear 3] to solve systems of linear equations Ax = b and a modi ed Lanczos method by Kim and Chronopoulos 5] to solve the real symmetric eigenvalue problem Az fkg = k z fkg ; k = 1; 2; : : : ; n. The eigenvalues of the tridiagonal matrices generated during the Lanczos iteration are determined by a bisection method based on the parallel algorithm ALLEV (ALL EigenValues) 2].
The main di erence between the original and the modi ed CG and Lanczos methods is that in the modi ed versions all dot products are computed without any operations in between. Therefore, if each iteration is performed in parallel on a distributed memory system, the local values of the dot products can be included in one message to determine the global values.
CRS Storage Format
The CRS format (compressed row storage) is often used in FE programs and is suited to store matrices with regular as well as irregular structure. The principle of the scheme is illustrated in Fig. 1 for matrix (1) since the following illustrations refer to this example. In the data distribution scheme considered below, the matrix arrays value and col ind are distributed row-wise; the rows of each processor succeed one another. The distribution of the vector arrays corresponds component-wise to the row distribution of the matrix arrays. In the following, n k and e k denote the number of rows and non-zeros of processor k, k = 0; : : : ; p?1; e and n are the total numbers. g k is the index of the rst row of processor k, and z i is the number of non-zeros of row i. For these quantities, the following equations hold: n = P p?1 k=0 n k , e = P p?1 k=0 e k , g k = 1 + P k?1 i=0 n i , and e k (g k ; n k ) = P g k +n k ?1
The objective of the data distribution criterion presented below is to provide operational load balance. For irregularly structured matrices, this is not an easy task since if each processor is given nearly the same number of rows n k then vector-vector operations but not matrixvector computations are balanced. On the other hand, if the non-zeros are evenly distributed to the processors then load balance is provided for matrix-vector but not vector-vector operations. Hence we have to nd a distribution criterion which balances the computational costs for both kinds of operations. Communication costs that only occur for distributed matrixvector multiplications and distributed vector reductions are not considered in this section. For matrix-vector multiplications, a scheme to reduce data transfer costs is presented in 4.2.
Our strategy to decrease global communication costs for vector reductions is to group these operations (see 2). Moreover, grouping vector reductions is essential since distributed matrixvector and vector-vector computations for unstructured matrices can only be balanced at a time if there is merely one synchronization point per iteration.
In each iteration of an iterative method, the number of operations for s matrix-vector multiplications is proportional to s e; the number of operations for the remaining vectorvector operations is proportional to n. The total cost of each iteration is given by c 1 s e + c 2 n + c 3 with the constants of time c 1 ; c 2 ; c 3 2 IR. c 3 considers scalar operations and can be neglected for large sparse matrices. Thus, the contribution of the operations of processor k to the total number of operations is given by (s e k + n k )=(s e + n) with = c 2 =c 1 .
The parameter rstly depends on the number of vector operations (without regarding the matrix-vector multiplications). Secondly, it considers the execution times of arithmetical, logical, and memory operations on the processor used. Therefore, it is dependent on both the iterative algorithm and the processor architecture.
For computational load balance, each processor has to perform the p-th fraction of the total number of operations. This is achieved by the distribution according to (2) . On the PARAGON processor i860 XP, the timings result in an approximative value of about 8 for the original as well as the modi ed CG method and of about 2 for the original as well as the modi ed Lanczos tridiagonalization algorithm. 
Communication Schemes and Rearranging
On a distributed memory system, performing a matrix-vector multiplication requires communication because each processor owns only a partial vector. For the e cient computation of this operation, it is necessary to develop a suitable communication scheme by preprocessing the distributed column index arrays. Here, we describe di erent schemes based on di erent rearrangings of the sparse matrix data. The goal of the rearranging strategies presented below is to enable the overlapped execution of computation and communication in an automatic and inexpensive way for arbitrary unstructured matrices. First, the arrays col ind are analyzed on each processor k to determine which elements result in access to non-local data. Then, the processors exchange information to decide which local data must be sent to which processors. In the case of the row-wise matrix-vector multiplication, components of the vector x of y = Ax are communicated. For the column-wise operation, communication is performed via the result vector y. After the analysis, col ind and value are rearranged in such a way that the data that results in access to processor h is collected in block h. The elements of block h succeed one another row-wise with increasing column index per row. Block k is the rst block in the arrays col ind and value of processor k; its elements result in access to local data. The analysis and the rearranging is the same for performing the matrix-vector multiplication row-wise or column-wise. Fig. 3 shows the rearranging for the array col ind of processor 1 (see Fig. 2 ). Figure 4 illustrates the data exchange of the row-wise matrix-vector multiplication for the sample matrix above.
To make clear the overlapped execution of computation and communication by exploiting the block arrangement, let us consider processor 1. While the required non-local vector components 3, 6, 7, and 8 are on the network, processor 1 performs matrix-vector operations by accessing its local block 1 and its local vector components 4 and 5. When, e.g., the non-local component 3 arrives from processor 0, processor 1 continues its partial matrixvector multiplication by accessing block 0. This possibly overlaps the transfer times for the components 6, 7, and 8. It proceeds in the same way until the matrix-vector multiplication is complete. Tranfer times are overlapped by local computations as well as operations with already arrived non-local data by accessing the corresponding blocks so that waiting times are reduced. The second rearranging scheme considered is suited for the row-wise matrix-vector multiplication. The data blocks, built as described above, are sent to the processors that own the corresponding components of the vector x of the matrix-vector product y = Ax. Fig. 5 illustrates the redistribution of the blocks for the array col ind of processor 1. The rst number of the blocks in Fig. 5 indicates the processor on which the computation is performed; the second number denotes the processor to which the partial result is sent. In this scheme, partial results of the result vector y are communicated. In the example above, processor 1 computes its local partial result with the rst block and a partial result of processor 0 with the second block. The strategy for the overlap of computation and communication is the same as for the column-wise matrix-vector multiplication.
For both the column-wise matrix-vector multiplication and the row-wise operation with redistribution of the blocks, most computations are local since partial results of y are exchanged between the processors. After having received non-local data, each processor merely performs a summation of vector components. However, the partial results must be computed rst, then they can be sent. That means that the overlap of computation and communication is less than for the row-wise matrix-vector multiplication with the block arrangement from Fig. 3 . Moreover, load balancing according to (2) is not guaranteed any more for the second rearranging scheme after the redistribution of the blocks; some processors can own more or larger data blocks than others. However, this scheme allows arbitrary data distribution; each processor can get arbitrary parts of arbitrary rows, which need not succeed one another. For a speci c FE application, a suitable data distribution for this scheme can be found when the data distribution considers the discretization mesh.
The data distribution and the communication schemes we present here do not require any knowledge about a speci c discretization mesh; the schemes are determined automatically by the analysis of the indices of the non-zero matrix elements.
Results
The numerical and performance tests of the developed parallel CG algorithms and the parallel Lanczos methods were performed on the distributed memory system Intel PARAGON XP/S 10 of the Research Centre J ulich with 140 processors.
Numerical Results
The tests we present here were carried out with one matrix from each of the FE models from environmental science and structural mechanics. Both matrices are symmetric positive de nite.
In addition to the matrices from environmental science and structural mechanics, we 1 i 2 and 1 j 500000. For the tests with CG using this matrix, the right hand side is chosen as b j = P n i=1 s ji ; j = 1; : : :; n so that the exact solution vector is x = (1; : : : ; 1) T . Table 1 shows numerical data of the matrices and for the convergence of CG. 
Performance Results
On the left, Fig. 6 illustates execution times per iteration for the three considered communication schemes of the parallel matrix-vector multiplication on 64 processors. The matrix and vector data were distributed according to (2) with = 0, i.e., each processor got nearly the same number of non-zeros of the matrix to balance the computational load. For the matrix from environmental science, all three schemes result in almost the same execution time. This is caused by the regular sparsity pattern of this matrix. In the case of the matrix from structural mechanics, the time for the third scheme increases markedly compared with the time for the rst scheme. On the one hand, this is caused by a decreased overlap of computation and communication in the case of the third scheme; on the other hand, the redistribution of the data blocks destroys the load balance because of the irregular structure of that matrix. For the second scheme, the increase of the execution time is smaller because the data blocks are not redistributed. Since schemes 2 and 3 do not result in an improvement compared with scheme 1 for the matrices considered, we apply the latter scheme in all following investigations. Fig. 6 also shows speedups for the row-wise matrix-vector multiplication with block arrangement on up to 140 processors. The matrix from environmental science together with the program code and the remaining data requires the memory of more than two processors, that from structural mechanics the memory of more than four processors, and the matrix from the discretization of the Laplace equation needs the memory of more than eight processors. For up to four in the rst case, up to eight in the second case, and up to 16 processors in the third case, linear speedup was assumed. On 140 processors, speedups of 92.4, 107.1, and 137.4 are achieved for the matrices from environmental science, from structural mechanics, and from the discretization of the Laplace equation, respectively. The corresponding execution times are 5.92 milliseconds, 12.73 milliseconds, and 24.39 milliseconds. Loss in e ciency is mainly caused by the communication overhead, in particular the start-up costs for the communication routines.
In Fig. 7 , execution times per iteration of the original and the modi ed CG methods as well as Lanczos tridiagonalizations are compared. With increasing number of processors, the execution times of the modi ed methods are considerably less than those of the original algorithms since synchronization overhead is markedly decreased and load balancing for both vector-vector and matrix-vector computations is improved. Therefore, we only consider the modi ed algorithms in all following investigations.
On the left, Fig. 8 displays execution times per iteration on 64 processors for three di erent data distributions: ! 1, ! 0, and = 8 for the CG method or = 2 for the Lanczos tridiagonalization. For the matrix from environmental science, the execution times are nearly the same since the matrix has a regular structure. In the case of the matrix from structural mechanics, the execution times using the criteria same number of non-zeros ( ! 0) and same number of operations ( = 8 or = 2) are reduced by ca. 25% compared with the time using the criterion same number of rows ( ! 1) for both algorithms. Because of the very di erent number of non-zeros per row, the operations for the computation of the matrixvector product are not uniformly distributed to each processor when the latter criterion is applied. The times for the criteria same number of non-zeros and same number of operations are nearly the same since the operational contribution for the computation of the matrixvector product to one iteration is 95% in the case of the CG method and 99% in the case of the Lanczos tridiagonalization. Since criterion (2) with the best suited -value has shown to be most exible for matrices of di erent structure and to give nearly perfect operational load balancing, we apply it in all following investigations. On the right in Fig. 8 , times per iteration on 32 processors with and without the overlapped execution of computation and communication are presented for the parallel CG algorithm. The overlapped execution reduces the execution times by ca. 10% for the matrix from environmental science and by ca. 20% for the matrix from structural mechanics.
On the left, Fig. 9 shows speedups on up to 140 processors for the CG method. For the matrices from environmental science, from structural mechanics and from the discretization of the Laplace equation, speedups of 76.0, 99.3, and 127.0, respectively, are achieved on 140 processors. The corresponding execution times of the parallel CG method with diagonal scaling are 0.84 seconds, 9.7 seconds, and 0.81 seconds. Fig. 9 also displays speedups of the total Lanczos method. The iteration was stopped when at least 100 eigenvalues of the matrices had been determined. For the matrices from structural mechanics, from environmental science, and from the discretization of the Laplace equation, speedups of 86.2, 120.2, and 129.6 are achieved on 140 processors; the corresponding execution times are 34.9 seconds, 1245 seconds, and 78.0 seconds.
Conclusions
We presented matrix-based parallelization techniques for the iterative solution of both sparse systems of equations and eigenproblems on distributed memory systems. To save global communication costs, we group vector reductions so that we only have one synchronization point per iteration. To balance both vector-vector and sparse matrix-vector operations, we use a exible data distribution criterion suited for arbitrarily structured matrices. To enable the overlapped execution of computation and communication, we apply communication schemes combined with block rearrangements of the sparse matrix data. By case studies, we demonstrated that all three strategies, together, do result in e cient parallel iterative methods. These algorithms perform well for large sparse matrices with very di erent sparsity patterns coming from real nite element applications.
