Linear classifier is an essential part of machine learning, and improving its robustness has attracted much effort. Logistic regression (LR) is one of the most widely used linear classifier for its simplicity and probabilistic output. To reduce the risk of overfitting, LR was enhanced by introducing a generalized logistic loss (GLL) with a L2-norm regularization, aiming to maximize the minimum margin. However, the strategy of maximizing minimal margin is less robust to noisy data. In this paper, we incorporate GLL with margin distribution to exploit the statistical information from the training data, and propose a margin distribution logistic machine (MDLM) for better generalization performance and robustness. Furthermore, we extend MDLM to a multi-class version and learn different classes simultaneously by utilizing more information shared across these classes. Extensive experimental results validate the effectiveness of MDLM on both binary classification and multi-class classification.
Linear classifier is an essential part of machine learning, and improving its robustness has attracted much effort. Logistic regression (LR) is one of the most widely used linear classifier for its simplicity and probabilistic output. To reduce the risk of overfitting, LR was enhanced by introducing a generalized logistic loss (GLL) with a L2-norm regularization, aiming to maximize the minimum margin. However, the strategy of maximizing minimal margin is less robust to noisy data. In this paper, we incorporate GLL with margin distribution to exploit the statistical information from the training data, and propose a margin distribution logistic machine (MDLM) for better generalization performance and robustness. Furthermore, we extend MDLM to a multi-class version and learn different classes simultaneously by utilizing more information shared across these classes. Extensive experimental results validate the effectiveness of MDLM on both binary classification and multi-class classification.
Introduction.
Classification is an essential research issue in machine learning research for its closeness to most real world learning tasks. Linear classifier, the simplest but most widely used classification model, is a useful tool in various applications. It can obtain a comparable performance to non-linear classifiers in a rich dimensional space but with much higher efficiency in training and applying [1] . Because traditional linear classifiers, such as perceptron, least mean squared error (LMSE), logistic regression (LR), could be easily affected by noises and outliers, amendments should be made to improve their generalization performance as well as the robustness.
Robustness of a classifier usually comes from the property of the loss function. A robust loss function should be monotone decreasing and insensitive to outliers. In [3] , it discussed different loss functions, and showed that the squared loss or exponential loss is more sensitive to outliers than hinge loss adopted in support vector machine (SVM) [2] or logistic loss in logistic regression (LR). Nevertheless, because hinge
College of Computer Science and Technology, Nanjing University of Aeronautics and Astronautics. yiding.nuaa@foxmail.com, {huangsj, chenzu, dqzhang}@nuaa.edu.cn. loss is non-smooth which may introduce complexity to optimization, logistic loss is a good surrogate for classification. Many works have been proposed concentrating on exploring the capability of logistic loss [19, 20, 21, 22, 23, 24] . Also, Vapnik [2] compared logistic regression (LR) with SVM, and demonstrated that the loss function of LR can be approximated well by the hinge loss in SVM. Furthermore, Zhang and Oles [4] proposed that the generalized logistic loss (GLL) function can approximate soft-margin SVM under some assumptions. So there is a great importance of logistic loss for constructing a simple and robust classifier.
The success of SVM demonstrates that the prior hypothesis of maximizing minimum margin can significantly improve the generalization performance. This prior hypothesis has also been applied to logistic regression. With the help of GLL, Zhang et al. [5] replaced hinge loss in SVM with GLL, and proposed a maximum margin LR to approximate SVM. Further, the maximum margin LR is extended for feature selection [6] and sparse learning [7] . Although the strategy of maximizing the minimum margin is usually effective, it is less robust for tasks with noises.
The margin distribution, which considers the contribution from all data points rather than the one closest to the decision boundary, has been shown to be a better choice than the minimal margin. The study in [8] exhibited that every data point has some contribution to the generalization error, and the relative contribution of a point decays exponentially as a function of its distance from the hyperplane. Based on [8] , Garg and Roth [9] proposed Margin Distribution Optimization (MDO) algorithm which gives every data point a weight according to their distance to the discriminative plane. In [10] , traditional SVM was proved with a natural lower bound to the scatter between classes. However, it discarded the prior data distribution information within classes, which may be vital for classification. A Maximal Average Margin (MAM) algorithm [11] is also proposed which considers the average margin over all data points and it is proved to be effective. Recently, Gao and Zhou [12] made a great theoretical progress in explaining the performance of boosting algorithms, and proved that maximizing the minimum margin may not necessarily induce a good classifier while the mar-gin distribution (margin mean and variance) is crucial to the generalization performance. After that, Zhang and Zhou [13] designed a Large Margin Distribution Machine (LDM) based on the margin distribution theory [12] , and achieved significant performance improvement in their experiments.
In this paper, to achieve effective linear classification with better robustness, we propose a margin distribution logistic machine (MDLM) to minimize the logistic loss and exploit margin information over the whole data distribution. Furthermore, we extend MDLM to a multi-class version, which adopts structural constraint to learn the shared information across different classes. Our proposed MDLM model is an unconstrained linear classifier and enjoys the advantages of smoothness, convexity and robustness. Also, it can be extended to many other learning tasks easily.
Methodology.
In this section, we will first introduce some notations and related works about our proposed margin distribution logistic machine (MDLM), then the detailed model of MDLM is given for both binary classification and multi-class classification. Finally, a proper optimization algorithm for MDLM is given.
Notations. Assume the dataset contains
, w denotes the coefficient vector of a linear classifier which defines a hyperplane in feature space. 1 N denotes a column vector with N entries all set as 1. ⊙ denotes the Hadamard product. The L1-norm is defined as ∥w∥ 1 
Generalized Logistic Loss. Suppose x ∈ ℜ

D×1
denotes a data point, y ∈ {−1, +1} denotes the corresponding binary class label, and the logistic regression model is given by
where Pr (y|x) denotes the conditional probability of label y when given a sample x, and w T x = 0 defines a discriminative hyperplane in feature space, where data points in the hyperplane have a conditional probability equals to 0.5. It's worth noting that we suggest all data points should be normalized. Otherwise, x and w should be augmented like
To optimize a logistic regression model, we try to minimize the negative log-likelihood of logistic regression with regard to w: 
The difference between GLL and logistic loss is that GLL defines a gap (functional distance) between two classes, the objective function defined by GLL is The GLL is an adjustable loss function which is controlled by the parameter α. It is proved that it can approximate hinge loss when the parameter α goes larger [5, 7] . As shown in Fig.1 , when α = 10, the GLL is almost the same to hinge loss. Because hinge loss is a non-smooth loss function and logistic loss does not assign zero penalty to any points which may lead to overfitting, GLL is a better alternative loss function.
Margin Distribution.
As stated in [8, 9] , the generalization error of a classifier relies on all samples and the importance of one sample is related to its distance to the hyperplane, thus the margin distribution is proposed. Further in [11] , a Maximal Average Margin (MAM) optimality principle demonstrates the superiority of average margin in helping design an effective learning algorithm. Recent progresses [12, 13] point out margin distribution in regard to margin mean and variance is crucial to generalization performance:
[12] For any 0 < δ, with probability at least 1 − δ over the random choice of sample S with size m ≥ 5, every voting classifier ∈ C (H) satisfies the following bound:
where
In (2.7), E S [yf (x)] is related to margin mean andL (θ)
is related to margin variance.
Theorem 2.1 demonstrates that margin distribution with regard to both margin mean and margin variance is important to the generalization performance. The margin distribution defined in [13] are the first-order and second-order moments of margins, known as margin mean (η) and margin variance (η). The goal of margin distribution is to maximize the margin mean and minimize the margin variance simultaneously:
The effect of margin distribution is significant to the learned hyperplane, and it can help learning algorithm consider more statistical information from the training data. 
The margin variance can be rewritten tô
One part of (2.11) is
The margin variance can further be rewritten tô
For margin mean (2.10), the distance between the centers of two classes is enlarged when maximizing the .13). The first part denotes the margin variance of each class and it will help the hyperplane lie in the direction with higher data uncertainty. The second part is in proportion to the distance of two class centers' midpoint to the hyperplane, so the hyperplane tends to be close to the midpoint.
According to the property of margin distribution expounded in Property 2.1, by adjusting the weight of margin distribution, the direction and position of hyperplane are going to fit the distribution of training data better. With the help of these statistical information, the model can be robust to noises and outliers. More details of the effect of margin distribution will be discussed in the next section.
Margin Distribution Logistic Machine.
A robust margin distribution logistic machine is defined as:
We give an intuitive explanation of how margin distribution affects logistic regression here. In the objective function (2.14), we minimize the classification error of the GLL. At the same time, we reduce the margin variance and enlarge the margin mean. Margin denotes the functional distance of a point to the hyperplane in feature space, while in logistic space, it corresponds to the distance of a projected point w T x to the zero point where the corresponding probability is 0.5 and the slope is the maximum here. It is clear that points projected into the small interval around 0 in logistic space are easy to be misclassified. When we optimize the margin distribution, like Fig.2(b) shows, there is a larger safety gap between two classes in logistic space. The corresponding hyperplane learned by MDLM in feature space is shown in Fig.2(a) , the hyperplane lies in the direction where points have larger uncertainty, at the same time it keeps the ability of accurate classification.
Margin Distribution Logistic Machine for
Multi-class Classification. As most of real world data is composed by various classes, it is necessary to extend MDLM to a multi-class version. Traditionally, a multi-class classifier is constructed by combining Onevs-Other binary classifiers or One-vs-One binary classifiers. However, these two strategies share the same deficiency that these independent binary classifiers are learned individually, so the information shared across different classes is not fully utilized. Alternatively, there is a natural way of constructing a C-way classifier directly and the multi-class classifier can be solved in a single optimization. Weston and Watkins [16] constructed a multi-class SVM as: 
In this paper, an equivalent multi-class model to [16, 5] is proposed. Suppose the data has C different labels, we reconstruct a label matrix
T , the objective function of multi-class MDLM is
In (2.17), the multi-class MDLM tries to learn C One-vs-Other binary classifiers simultaneously, and a structural sparsity constraint L21-norm is applied here, which is for capturing the information shared across different classes. Specifically, When C equals to 1 and β equals to 0, the multi-class MDLM will degenerate to binary-class MDLM. It is worth noting that when C equals to 1 and β is not 0, the proposed multi-class MDLM will degenerate to a sparse MDLM (SMDLM) with L1-norm constraint which is demonstrated to be effective in designing a classification model [14, 15] .
Optimization.
As MDLM (2.14) and SMDLM are specific case of the multi-class MDLM (2.17), a proper optimization algorithm should be designed to solve (2.17) which is a non-smooth but convex problem. In this paper, we adopt the Accelerate Proximal Gradient(APG) [17, 18] algorithm to optimize (2.17). Firstly, (2.17) is separated into a smooth part and a non-smooth part. The non-smooth part is:
and the smooth part is: 
∇f (W i ) denotes the gradient of f (W) at point W i of the i-th iteration and l is the step size. Finally, the update step of APG algorithm is defined as:
= arg min w1,w2,··· ,wD
The analytical solutions of those sub-problems are obtained by:
where w j and v j denote the j-th column of W and V respectively. Note that l can be determined by line search and
Instead of performing gradient descent on w, we define the search point as (3.24)
where α i = In this section, experiments are performed on both synthetic dataset and real world dataset for the comparison between MDLM and other classifiers in both binary classification and multi-class classification tasks.
Synthetic Dataset.
We build a synthetic dataset to give a glance at the property of our proposed MDLM model. We sample 10/100/1000 data points from two 2-D Gaussian distributions for training a classifier and sample another 10000 data points from these two distributions for validating the performance of the learned classifier, the experiment is conducted for 100 times. In this experiment, the comparison is conducted between LR, hard-margin SVM (h-SVM) 1 , soft-margin SVM (s-SVM) and MDLM. The experimental results show LR is prone to overfitting, and SVM and MDLM perform better than traditional LR. For the same reason, they are also better than hard-margin SVM. When training data is limited, MDLM obtains the best performance because MDLM can utilize more statistical information from data. When the data size goes larger, soft-margin SVM and MDLM have a similar performance on synthetic dataset, but hard-margin SVM is hard to converge to a proper solution.
Binary Classification.
We collect 9 binary classification datasets 2 , and the detailed information of these datasets is presented in Table 2 . In this experiment, we compare our proposed MDLM with baseline classifier SVM with RBF kernel and some state-of-art classifiers, i.e., L2-norm regularized Logistic Regression (L2LR), Maximum margin Logistic Regression (MLR) [5] and Large margin Distribution Machine (LDM) [13] . All experiments are conducted with 30 times 2-folds cross-validation to split the training data and testing data. The parameters for margin distribution in MDLM and LDM are tuned from 2 −3 to 2 3 . The experimental result is shown in Table 3 . From Table 3 , in most cases, MDLM has a significant better performance to other classifiers in accuracy and AUC (area under ROC curve) score. This demonstrates the superiority of MDLM to other classifiers in binary classification tasks.
To further validate the robustness of the proposed MDLM method, we examine its performance under different noise conditions. Specifically, we compare MDLM with MLR, which also uses GLL as the loss function but tries to maximize the minimum margin. For each dataset, we increase the noise 3 rate from 0% to 30% with a step size of 10%, and report the improvement of MDLM over MLR for each case. From the results in Table 4 , we can observe a clear trend that the advantage of MDLM over MLR becomes more 
Multi-class Classification.
We also examine the performance of MDLM in multi-class classification and the detailed information of these multi-class datasets is presented in Table 2 . We adopt 5 multiclass datasets and 4 different classifiers including SVM with RBF kernel, L2-norm regularized Logistic Regression (L2LR), Multi-class Maximum margin Logistic Regression (MMLR) [5] to evaluate the effectiveness proposed MDLM. From Table 5 , for most datasets, with the help of structural information and margin distribution, the multi-class MDLM can not only utilize more information shared across different classes, but also more distribution information of training data, thus MDLM achieves better performance in Macro-F1 and Micro-F1 scores.
Effects of Margin Distribution.
We further examine the effects of margin distribution to MDLM. This experiment is conducted with MDLM and MLR on three representative datasets. We plot the cumulative frequency curve of probability output from the learned logistic regression in Fig.3. In Fig.3 , the decision point decides when one sample is correctly predicted, its corresponding probability is positive, if not, versus. As we can see from Fig.3 , the cumulative frequency curve of MDLM lies in the right of MLR in all three datasets, which means the probability output of MDLM is more convincing than MLR.
Parameter Influence.
There are three parameters in MDLM including α in GLL, λ 1 and λ 2 in margin distribution, which can be determined by crossvalidation. We examine the influence of these three parameters on 8 representative datasets by changing one parameter with other two parameters fixed. The experimental result is shown in Fig.4 . Specifically, Fig.4(a) shows the influence of α in GLL when λ 1 , λ 2 are fixed with the suggested value by cross-validation. It can be seen from Fig.4(a) , when α changes from 1 to 10, for most datasets, the performance of MDLM changes slightly. Fig.4(b) and Fig.4(c) show the influence of λ 1 and λ 2 , respectively. As we can see from Fig.4(b)(c) , when the parameter is adjusted from 2 −3 to 2 3 , the performance of MDLM is stable at most time. It means MDLM is not much sensitive to parameters set in a reasonable interval. These features make MDLM a prac- 
Conclusion.
Linear classifier is one of the most commonly used technology in machine learning for its simplicity and effectiveness. However, improving the robustness of the linear classifier is still a challenge. In this paper, we incorporate the flexible generalized logistic loss with margin distribution to propose the Margin Distribution Logistic Machine (MDLM). By considering the complementary statistical information of data distribution, the MDLM is robust to outliers and noises. From experimental results on synthetic datasets and real world datasets, the binary classification performance of MDLM is demonstrated to be superior to traditional classifier and other state-of-art models. Furthermore, the proposed MDLM is extended to multi-class classification by introducing a structural sparsity constraint, which help capture more information shared across different classes, the effectiveness of proposed multi-class MDLM is demonstrated by experiments. With the robustness, smoothness and convexity of the proposed MDLM, it is worth being extended to many other learning tasks in future works.
