INTRODUCTION
Automatic Speech Recognition (ASR) systems are expected to play important roles in an advanced multimedia society with user-friendly human-machine interfaces, such as mobile computing environments [1] . Although a high recognition accuracy can be obtained for clean speech using the state-of-the-art speech recognition technology, the accuracy largely decreases in noisy environments. Therefore increasing the robustness to noisy conditions is one of the most important issues of ASR.
Multi-modal speech recognition, in which acoustic features and other information are jointly used, has been investigated and found to increase robustness and thus improve the accuracy of ASR. Most of the multi-modal methods use visual features, typically lip information, in addition to the acoustic features [2, 3] . In most of the studies, a lip contour is extracted from images by mouth tracking and pattern matching techniques. Since it is not easy to determine a mouth location and extract a lip shape, lip marking is often needed to ensure robust extraction of visual features.
Mase and Pentland reported their lip-reading system for recognizing connected English digits using optical-flow analysis [4] . Optical flow is defined as the distribution of apparent velocities in the movement of brightness patterns in an image [5] . The following advantages exist with using the optical flow for audio-visual multi-modal speech recognition: First, the visual features can be detected robustly without extracting lip locations and contours. Second, it is more reasonable to use lip motion for lip reading rather than using a lip shape. Third, the visual features are independent of the speaker's mouth shape or beard.
In this paper, we propose a multi-modal speech recognition scheme using the optical-flow analysis for extracting visual information. Acoustic and visual features are combined in each frame to construct audio-visual features for model training and recognition. We describe recognition results of artificially noise-added speech and real-world speech comparing with the results with the audio-only recognition method.
OPTICAL-FLOW ANALYSIS
We use the Horn-Schunck algorithm [5] . In this method, brightness at every point is assumed to be constant during a movement for a short time. From this assumption, the following constraint is obtained.
where I(x, y, t) is brightness of a point (x, y) in an image at time t, and u(x, y) and v(x, y) respectively denote horizontal and vertical elements of optical flow at a point (x, y). Since we cannot determine u(x, y) and v(x, y) using only the equation (1), we incorporate another restraint which minimizes the sum of the square values of the magnitude of the gradient of u(x, y) and v(x, y) at every point:
Then the optical-flow vectors u(x, y) and v(x, y) are computed under these two constraints (1) and (2) by an iterative technique using the average of optical-flow velocities estimated over neighboring pixels. A set of triphone Hidden Markov Models (HMMs) having 3 states and 2 mixtures in each state is used as a model in our system. After training the audio-visual features with the EM algorithm, the streams of the states in all triphone HMMs are divided into the audio and visual streams. The observation probability b j (O AV ) of generating an audio-visual feature O AV is given by the following equation: 
EXPERIMENTS USING NOISE-ADDED DATA
We collected a audio-visual speech database in a clean condition from 11 male speakers, each uttering 250 sequences of connected digits. Total duration of our database was approximately 2.5 hours. Experiments were conducted using the leave-one-out method: data from one speaker were used for testing while data from other speakers were used for training. This process was rotated for all possible combinations. Since the visual features are considered to be effective especially to detect silence, we controlled the stream weight factors, λ A and λ V , only for the silence HMM under the following constraint:
For any other triphone HMM, we fixed λ A and λ V at 1.0 and 0.0 respectively. Table 1 shows digit recognition results for the audio-visual data artificially corrupted by an audio white noise, and for the clean data. These results show that our multi-modal ASR system achieves better performance than the audio-only ASR in all environments. Especially, approximately 47% or 32% relative reduction of digit error rate compared with the audio-only recognition scheme has been achieved at 15dB or 10dB SNR level condition.
EXPERIMENTS USING REAL-WORLD DATA
We collected another audio-visual database in real environments to evaluate both audio and visual robustness of our multi-modal ASR system. Six male speakers different from those in the clean database In this experiment, the clean audio-visual database was used for training, while the real-world database was used for testing. The stream weight parameters were restricted by the equation (4) . In order to increase the robustness of ASR, Cepstral Mean Normalization (CMN) and Maximum Likelihood Linear Regression (MLLR) techniques were applied, and the log-energy coefficient was removed. The audiovisual feature consisted of 38-dimensional acoustic and 2-dimensional visual features. Figure 2 shows recognition results for the audio-visual data recorded in the driving car, under the condition of batch MLLR adaptation. The horizontal axis indicates the audio stream weight λ A , and the vertical axis indicates the percentage of digit recognition accuracy. The dotted line indicates the accuracy of the audio-only recognition scheme as the baseline, while the solid line indicates the performance of our multi-modal ASR method. This result shows that our system achieved about 17% relative error reduction compared with audio-only results when the best stream weights were used.
CONCLUSION
This paper has proposed a new audio-visual multi-modal ASR method using the optical-flow analysis. The proposed method reduced the digit error rates compared with the audio-only schemes: 46% reduction in the white noise condition at 15dB SNR level, and 17% in the real environments. These experimental results show that our multi-modal ASR system performs robustly even in noisy conditions such as mobile environments. In addition, since these experiments have been conducted in the speaker-independent condition, our method is effective for speaker-independent tasks.
