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Rational fixed points for linear group actions
Pietro Corvaja
Abstract. We prove a version of Hilbert Irreducibility Theorem for linear algebraic groups.
Given a connected linear algebraic group G, an affine variety V and a finite map π : V → G,
all defined over a finitely generated field κ of characteristic zero, Theorem 1.6 provides the
natural necessary and sufficient condition under which the set π(V (κ)) contains a Zariski
dense sub-semigroup Γ ⊂ G(κ); namely, there must exist an unramified covering p : G˜→ G
and a map θ : G˜ → V such that π ◦ θ = p. In the case κ = Q, G = Ga is the additive
group, we reobtain the original Hilbert Irreducibility Theorem.
Our proof uses a new diophantine result, due to Ferretti and Zannier [F-Z]. As a first
application, we obtain (Theorem 1.1) a necessary condition for the existence of rational
fixed points for all the elements of a Zariski-dense sub-semigroup of a linear group acting
morphically on an algebraic variety. A second application concerns the characterisation of
algebraic subgroups of GLN admitting a Zariski-dense sub-semigroup formed by matrices
with at least one rational eigenvalue.
§1 Introduction.
A general principle in the theory of diophantine equations asserts that if an equation
admits “many” rational solutions, there should be a geometric reason explaining such
abundance. We consider here a (multiplicative) semigroup of N×N matrices with rational
entries: we suppose that all of them admit rational eigenvalues and deduce the natural
geometrical consequences. Such consequences, stated in Theorem 1.2 below, will concern
the algebraic group generated by the given semigroup. Consider the natural action of
GLN on N −1-dimensional projective space PN−1: for a non-singular matrix with rational
entries, the fact of having a rational eigenvalue amounts to having a rational fixed point
in PN−1; hence we are naturally led to consider a linear-group action on an arbitrary
algebraic variety. We shall suppose that each element of a given Zariski-dense semigroup
has rational fixed points and deduce again the natural geometric consequence (Theorem
1.1).
More precisely, let κ be a field of characteristic 0, finitely generated over the prime
field Q. From now on, by rational we shall mean κ-rational, unless otherwise stated. Let
X be an algebraic variety, and G an algebraic group, both defined over κ. Suppose that
G acts κ-morphically on X [Bo 2, §1.7].
Our main theorem will be
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Theorem 1.1. Let the finitely generated field κ, the algebraic group G, the variety X and
the action of G on X be as above. Suppose moreover that G is connected. Let Γ ⊂ G(κ)
be a Zariski-dense sub-semigroup. If the following two conditions are satisfied:
(a) for every element γ ∈ Γ there exists a rational point xγ ∈ X(κ) fixed by γ;
(b) there exists at least one element g ∈ G with only finitely many fixed points;
then
(i) there exists a rational map w : G → X, defined over κ, such that for each element g
in its domain, g(w(g)) = w(g).
If moreover X is projective, then
(ii) each element g ∈ G(κ) has a rational fixed point in X(κ).
We remark at once that the stronger conclusion that the group G itself admits a fixed
point, i.e. the rational map w can be taken to be constant, does not hold in general (see
Example 1.8 below). Example 1.8 bis shows that to prove the second conclusion (ii), the
hypothesis that the variety X is projective cannot be omitted. On the contrary, we do not
know whether hypothesis (b) is really needed for (i) and (ii) to hold.
As we mentioned, the starting point of this work was the investigation of semigroups
of matrices, with rational entries and rational eigenvalues. The following result gives a
complete classification of such semigroups:
Theorem 1.2. Let κ be a finitely generated field as above, 1 ≤ r ≤ N be two natural
numbers. Let G ⊂ GLN be a connected algebraic subgroup defined over κ, Γ ⊂ G(κ)
a Zariski-dense sub-semigroup. Suppose that each matrix γ ∈ Γ has at least r rational
eigenvalues (counting multiplicities). Then
(i) each matrix g ∈ G(κ) has at least r rational eigenvalues, counting multiplicities;
(ii) there exists an algebraic group homomorphism G→ Grm, defined over κ,
G ∋ g 7→ (χ1(g), . . . , χr(g)) ∈ Grm
such that for each g ∈ G the characteristic polynomial of the matrix g is divisible by the
degree r polynomial (T − χ1(g)) · · · (T − χr(g)).
One of the motivations of the present work arises from a paper of Bernik [Be] concerned
with semigroups of matrices whose spectra lie on a fixed finitely generated field. Bernik’s
result, which for simplicity we state below in a slightly weaker form, will be easily deduced
from the case r = N of Theorem 1.2:
Corollary 1.3 (Bernik). Let κ be a finitely generated field as before, Γ ⊂ GLN (κ) be a
group of matrices such that each element of Γ has its spectrum contained in κ. Then Γ
contains a normal solvable subgroup of finite index.
For later convenience, we restate the case r = 1 of Theorem 1.2 in a slightly stronger
form:
Corollary 1.4. Let Γ ⊂ GLN (κ) be a semi-group of matrices with rational entries and
let G be the Zariski-closure of Γ (which is an algebraic subgroup of GLN ). Suppose G is
connected. The following conditions are equivalent:
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(i) every matrix in the semigroup Γ has at least one rational eigenvalue;
(ii) every matrix in the group G(κ) has at least one rational eigenvalue;
(iii) there exists a character χ : G→ Gm, defined over κ, such that for every g ∈ G, χ(g)
is an eigenvalue of g;
(iv) there exists a rational map w : G → PN−1, defined over κ, such that for all g in its
domain the point w(g) is fixed by the projective automorphism defined by g.
Here and in the sequel, by a character of an algebraic group G we mean an algebraic
group homomorphism (see [Bo2, Chap. II, §5]), which might be the trivial one. In the case
G is semisimple and defined over the reals and Γ ⊂ G(R∩κ), Corollary 1.4 is contained in
a Theorem by Prasad and Rapinchuk [P-R 2, Theorem 1] (see also [P-R 1, Theorem 2]).
Both these works and the one by Bernik [Be] use p-adic methods.
As an immediate application of the above corollary, we obtain that each Zariski-
dense subgroup of GLN (κ) or of SLN (κ) (for N ≥ 2) contains a matrix with no rational
eigenvalue.
An interesting case of Theorem 1.1 arises from the natural action of GLN on Grass-
mannians. We denote by F(r;N) the variety of r-dimensional subspaces of a fixed N -
dimensional vector space (say the group variety GNa ); alternatively, F(r;N) is the variety
of r − 1-dimensional spaces in PN−1. Every algebraic group G ⊂ GLN acts naturally on
F(r,N); an element g ∈ G fixes a point ω ∈ F(r;N) whenever the subspace ω is invariant
for g. More generally, one can consider flag varieties: given integers 0 < r1 < . . . < rh < N
let F(r1, . . . , rh;N) be the variety classifying filtrations V1 ⊂ . . . Vh ⊂ GNa formed by ri-
dimensional subspaces Vi; in particular, whenever h = 1 we reobtain the Grassmannian.
Of course the group G ⊂ GLN acts naturally on the variety F(r1, . . . , rh;N) and the fixed
points for an element g ∈ G are just the filtrations of invariant subspaces. Bernik’s the-
orem (Corollary 1.3) is concerned with the action of an algebraic subgroup G ⊂ GLN on
the maximal flag variety F(1, 2, . . . , N − 1;N). As a corollary of Theorem 1.1 we obtain
the following general statement:
Theorem 1.5. Let 0 < r1 < . . . < rh < N be integers as before; let G ⊂ GLN be a
connected algebraic group defined over the finitely generated field κ as before. Suppose that
there exists a matrix g ∈ G with N distinct eigenvalues. Let Γ ⊂ G(κ) be a Zariski-dense
semigroup. Suppose that each matrix γ ∈ Γ admits a filtration {0} ⊂ V1 ⊂ . . . ⊂ Vh ⊂ κN
of invariant subspaces, defined over κ, with dim(Vi) = ri. Then:
(i) every matrix g ∈ G(κ) admits such a decomposition;
(ii) there exists a rational map w : G → F(r1, . . . , rh;N), defined over κ, such that for
each matrix g in its domain, w(g) is an invariant filtration for g.
In the case h = N − 1, so (r1, . . . , rh) = (1, . . . , N − 1), such a map can be taken to be
constant.
The condition that some matrix inG has distinct eigenvalues is probably not necessary;
for instance, it is not necessary in the case of the complete flag variety ((r1, . . . , rh) =
(1, . . . , N − 1)).
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As a Corollary of Theorem 1.5, we obtain that every Zariski-dense semigroup Γ ⊂
SLN (κ) (or Γ ⊂ GLN (κ)) contains a matrix whose characteristic polynomial is irreducible.
As an application of the Theorem 1.6 below, we could also prove that its Galois group
(over κ) is infinitely often the full simmetric group on N letters (see Corollary 1.11 for a
general statement).
The proof of Theorem 1.2 and its corollaries, including Bernik’s theorem, are reduced
to certain diophantine equations involving linear recurrences, to be solved in finitely gener-
ated groups. Such equations could be dealt with by rather elementary methods, involving
height considerations.
On the contrary, the proof of Theorem 1.1, or even just Theorem 1.5 above, makes
use of completely different techniques from the theory of diophantine equations involving
power sums. Such techniques, introduced by Zannier in [Z1] and developed by Ferretti and
Zannier in [F-Z], lead to the results stated in §3. We choose, for shortness, to use these
diophantine results to derive all our main theorems, including Theorem 1.2. As a step in
our proof, we shall also obtain the following
Theorem 1.6. Let the field κ and the connected linear algebraic group G be as before. Let
V be a smooth affine algebraic variety of the same dimension as G, π : V → G a finite map,
both defined over κ. Let Γ ⊂ G(κ) be a Zariski-dense semigroup. If Γ is contained in the
set π(V (κ)), then there exists an irreducible component V ′ of V such that the restriction
π|V ′ : V ′ → G is an unramified cover. In particular, V ′ has the structure of an algebraic
group over κ.
The condition that V is smooth could be avoided, up to rephrasing the conclusion,
which would state the existence of an unramified covering p : G˜ → G and a morphism
θ : G˜→ V with π ◦ θ = p.
In the case where G = Ga, κ = Q, and Γ = N is the semigroup of natural numbers,
the above statement is equivalent to the original form of Hilbert Irreducibility Theorem [H,
Theorem I, p. 107] (see also [Se, chap. 9, §6]): since every connected unramified cover of
Ga has degree one, the conclusion in this case is the existence of a section for π. Hence our
Theorem 1.6 can be viewed as a natural generalization of Hilbert Irreducibility Theorem
to linear algebraic groups.
When Γ is a cyclic group, or semigroup, (so in particular G is commutative) our
Theorem 1.6 is implicit in the main theorem of [F-Z].
Theorem 1.6 is also linked with a conjecture of Zannier [Z2, last page], asking for the
same conclusion whenever G = GNm, but under the much weaker hypothesis that Γ is any
Zariski-dense set of S-integral points, for a suitable finite set S of places of k. (This last
condition, that the elements of Γ are S-integer points, can be replaced by the assumption
that Γ is contained in a finitely generated subgroup of G(κ)). In the one-dimensional case,
such problem can be solved using Siegel’s theorem on integral points on curves; see [D]
or [Z2, Ex III.10]. We note, however, that such a strengthening is not possible for non-
commutative groups, as the following example proves: let V ⊂ A1× SL2 be the subvariety
{(y, g) : y2 = Tr(g)} (where Tr(g) is the trace of the matrix g) endowed with the projection
π : V → SL2. It is immediate to check that the set Γ := π(V (Z)) (i.e. the set of matrices
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with integral entries, whose trace is a perfect square) is dense in SL2, and nevertheless
V → SL2 is a (connected) ramified cover of SL2.
For another result of the type of Theorem 1.6, see also [D-Z, Theorem 1]; actually the
techniques introduced in [D-Z] indirectly play a role in the present paper.
As we said, our results are connected with (and generalize) Hilbert Irreducibility
Theorem, although they do not seem to be a direct consequence of it. To further explore
this connection we need a definition, drawn from [Se, chap. 9, §1].
Definition. Let κ be a field of characteristic zero, X be an irreducible algebraic variety
defined over κ. We say that a subset Γ ⊂ X(κ) is κ-thin if there exists an algebraic variety
Y and a morphism π : Y → X defined over κ such that
(a) Γ is contained in π(Y (κ)),
(b) the generic fiber of π is finite and π has no rational section over κ.
The attentive reader would note that Serre’s definition actually is the above one with
X = PN or X = A
N . A generalization of Hilbert Irreducibility Theorem [Se, chap. 9] then
states that PN (κ) (and A
N (κ)) is not κ-thin, when κ is finitely generated over Q.
Consider for instance Corollary 1.4: let us show a deduction of a weak form of property
(iii) in the Corollary from condition (ii), using Hilbert Irreducibility Theorem. Let V ⊂
G × Gm be the closed subvariety formed by the pairs (g, λ) where λ is an eigenvalue of
g and let π : V → G be the projection on the first factor. Note that V has the same
dimension as G. Condition (ii) is equivalent to the morphism p being surjective on the set
of rational points, i.e. to the equality π(V (κ)) = G(κ). If G is a κ-rational variety (it is
always rational over a suitable finite extension of κ, see [Bo2]), the set G(κ) is not thin in
the above sense; hence the variety Y must have a component on which the morphism π has
degree one, so π admits a rational section g 7→ (g, χ(g)) defined over κ: this is conclusion
(iii), up to the fact that χ is a character; this last property, however, follows from general
algebraic group theory (see Lemma 4.9).
The main novelity in Corollary 1.4 is that it suffices that π(V (κ)) covers the rational
points in a Zariski-dense semigroup to deduce the existence of such a section. To obtain
such a conclusion, one can apply Theorem 1.1 (or Theorem 1.6, as we shall do), although,
as we already said, in this particular case the proof is technically simpler than the proof
of Theorem 1.1 in general.
A corollary of Theorem 1.6 reads:
Corollary 1.7. Let G be a connected simply connected (linear) algebraic group defined
over the finitely generated field κ. Then no Zariski-dense semigroup Γ ⊂ G(κ) is κ-thin.
On the other hand, it is clear that non-simply connected linear algebraic groups always
admit thin Zariski-dense subgroups. In fact, if G is not simply connected, it admits an
unramified cover π : G′ → G, with deg(π) > 1, which is also a morphism of algebraic
groups over κ. Since the group G′(κ) is Zariski-dense in G′ [Bo2, 18.3], the subgroup
Γ := π(G′(κ)) is κ-thin and Zariski-dense in G.
As we remarked, every subgroup of GLN acts naturally on the projective space PN−1.
Corollary 1.4 states that if every element of the semigroup Γ ⊂ G(κ) has a rational fixed
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point (where G is connected and Γ is Zariski-dense in G), then every element of g ∈ G(κ)
has a rational fixed point, and such a fixed point can be chosen as the image at g of a given
rational map. The following example shows that such a rational map cannot be always
taken to be constant, i.e. there might exist no fixed point in PN−1 for the whole group G,
so no vector which is an eigenvector for each g ∈ G.
Example 1.8. Let C ⊂ P2 = X be a smooth conic defined over κ and let G be the group
of projective automorphisms of P2 leaving C invariant (it is always isomorphic over the
algebraic closure κ¯ of κ to the linear group PGL2). Put Γ = G(κ) and let γ ∈ Γ be one
of its elements; we want to prove that γ has at least one rational fixed point in P2. Recall
that C is isomorphic over κ¯ to P1, and each element of G(κ¯), apart from the identity, has
exactly one or two fixed points on C(κ¯). If the automorphism γ, which is defined over κ,
has just one fixed point on C(κ¯), such a point must be rational; if otherwise it has two
fixed points x1, x2 ∈ C(κ¯), these points are either both rational or quadratic conjugates.
In any case, the pair of tangent lines to C through x1, x2 is a singular conic defined over κ,
and invariant under γ. Its only singular point, which is the intersection of the two tangent
lines, is necessarely rational, and is fixed by γ. So, in any case, γ has a rational fixed point,
but of course there is no point on P2 which is fixed by the whole action of G.
A modification of the above example will be used to show that the hypothesis of the
projectivity of X cannot be omitted from Theorem 1.1, if one wants the conclusion (ii):
Example 1.8 bis. Let Γ ⊂ PSL2(R) be a finitely generated, discrete, Zariski-dense
subgroup with no parabolic elements. (Such subgroups exist: for instance they arise as
fundamental groups of hyperbolic compact Riemann surfaces. Indeed, such a Riemann
surface can be realized as the quotient of the Poincare´ upper half-plane by the canonical
action of a Fuchsian subgroup Γ of PSL2(R). The compacteness of the quotient implies
that Γ has no parabolic elements.) We let Γ act both on P1 and on the symmetric square
of P1, which is isomorphic to P2, so we embed it into PGL3. Its action on P2 preserves
the image C ⊂ P2 of the diagonal of (P1)2, which is a smooth conic in P2; we are then
in a particular case of the situation of Example 1.8 above. Since Γ is a finitely generated
group, there exists a finitely generated field κ over which every element of Γ, viewed as an
element of PGL3 (or of PSL2), is defined. As observed in Example 1.8, each element of
PSL2(κ), hence every element of Γ, has a κ-rational fixed point in P2. If γ ∈ PSL2(κ) is
not parabolic, then it has a fixed point in the complement of C. Put X := P2 \ C. Since Γ
has only non-parabolic elements, each γ ∈ Γ has a rational fixed point in X(κ); neverthless
there are (parabolic) elements in PSL2(κ) which have no (rational) fixed points in X (but
only in C(κ)).
We now show that the hypothesis on the connectedness of the Zariski-closure G of Γ
in Theorem 1.1 (or in Corollary 1.3) cannot be removed:
Example 1.9. Let κ = Q be the field of rational numbers. Consider the disconnected
subgroup G of GL2, defined over Q, formed by the matrices of the form
(
λ 0
0 µ
)
or(
0 λ
µ 0
)
, for nonzero λ, µ. Let Γ ⊂ G(Q) be the subgroup formed by the matrices of
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G(Q) whose entries are squares in Q. It is easily checked that Γ is indeed a subgroup, that
it is Zariski-dense in G and that each matrix g ∈ Γ has its eigenvalues in Q. Neverthless,
G admits no character χ such that χ(g) is always an eigenvalue of g.
An application of Theorem 1.5 concerns semigroups of endomorphisms of compact
tori RN/ZN , where as usual ZN denotes the lattice of integral points in N -dimensional
Euclidean space RN . An endomorphism of a torus RN/ZN , viewed as a topological group,
is induced by the multiplication on RN by a N ×N matrix g with integral entries. Such
an endomorphism is surjective if and only if g ∈ GLN (Q), and is an automorphism if and
only if g belongs to GLN (Z). We shall identify N ×N matrices with integral coefficients
with endomorphisms of the torus, and shall denote by End(RN/ZN ) the semigroup of such
matrices (or endomorphisms). Let g ∈ GLN (Q) be such a matrix (so that g has integral
coefficients); the invariant circles on the torus RN/ZN for g correspond to Q-rational fixed
points for the projective automorphism that g defines on PN−1 (recall that PN−1 is the
set of lines in a N -dimensional space, and that its Q-rational points correspond to lines
defined over Q). More generally, r-dimensional invariant subtori correspond to rational
points in the Grassmannian F(r;N). A particular case of Theorem 1.5 can be restated as
follows:
Corollary 1.10. Let Γ ⊂ End(RN/ZN ) be a semigroup of surjective endomorphisms of
the N -dimensional torus. Viewing Γ as a sub-semigroup of GLN , let G be its Zariski-
closure, and suppose it is connected. Suppose also that at least one matrix γ ∈ Γ has
distinct eigenvalues. Let r be an integer, with 0 < r < N . The following conditions are
equivalent:
(i) each element of Γ admits an invariant r-dimensional subtorus;
(ii) there exist a rational map w : G→ F(r;N), defined over Q, and a character χ : G→
Gm, also defined over Q, such that for each point γ ∈ G(Q) on which w is well defined,
w(γ) ∈ F(r;N)(Q) is an invariant r-dimensional torus; the determinant of the restriction
of γ to w(γ) is χ(γ).
Once the semigroup Γ ⊂ GLN (Q) is given, for instance via a finite set of generators,
it is easy to check whether conclusion (ii) of Corollary 1.10 holds. Also one can, for each
pair (r,N), classify the algebraic groups G ⊂ GLN acting irreducibly on QN , satisfying
conclusion (ii). For instance, for the pairs (1, 3) and (2, 3), the corresponding algebraic
groups can be reconducted to Example 1.8 (see [B-O]).
A classical application of Hilbert Irreducibility Theorem concerns Galois groups (over
number fields) attached to fibers of coverings of algebraic varieties (see [Se, chap. 10]). Our
Theorem 1.6, which, as we said, is a version of Hilbert Irreducibility Theorem, also admits
such applications, as showed by the statement below. Let us first introduce a definition:
with an algebraic subgroup G ⊂ GLN we associate its characteristic polynomial, i.e. the
characteristic polynomial of its generic element. It is the polynomial P (T, g) ∈ κ[G][T ],
with coefficients in the ring of regular functions of G, given by
P (T, g) = det(g − T · 1N ) = (−1)N (TN − Tr(g)TN−1 + . . .± det(g)).
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In the above formula 1N stands for the unit matrix in GLN and the coefficients of the
polynomial on the right-hand side are the invariants of the matrix g; they are expressed
by regular functions on the group variety G.
If, for instance, G = SLN , it is easily checked that the characteristic polynomial is
irreducible and its Galois group is the full simmetric group on N elements; on the other
hand, the characteristic polynomial of SO(3), or any group conjugate to it over GL3(C),
is reducible, being divisible by (T − 1): this fact, remarked also in [B-O], gives a further
explanation for Example 1.8.
Corollary 1.11. Let G ⊂ GLN be a connected algebraic subgroup, defined over the finitely
generated field κ. Let P (T, g) ∈ κ[G][T ] be the characteristic polynomial associated to
the algebraic group G and let G be its Galois group over κ[G]. For every Zariski-dense
semigroup Γ ⊂ G(κ), there exists a matrix γ ∈ Γ whose splitting field over κ has a Galois
group isomorphic to G.
The paper is organized as follows: The proof of our main theorems will be given in
§5. The next section, on specializations of finitely generated rings, is purely technical.
The key result of that section is a theorem of Masser, enabling to reduce the general case
of a finitely generated field to the number field case. In §3, we present a new result on
exponential diophantine equations which is the main arithmetic ingredient in the proof of
Theorem 1.1. It consists of a (sightly more general) reformulation of a recent theorem of
Ferretti and Zannier [F-Z], which in turn generalizes Zannier’s solution to the Pisot’s d-th
root conjecture [Z1]. It is the key step for the proof of Theorem 1.6, which in turn will be
used to derive all the other statements. The geometric tools needed in the proofs of our
main theorems will be developped in §4.
Acknowledgments: The author is pleased to thank Janez Bernik, Andrea Maffei, David
Masser and Umberto Zannier for helpful (oral or electronic) conversations. He is also
grateful to the referee for pointing out a gap in a previous proof of Theorem 1.2 and for
suggesting several improvements on the presentation of the paper.
Part of this work was prepared during the workshop “Diophantine approximation and
heights”, held at Erwin Schro¨dinger Institute in Vienna, February-May 2006. The author
would like to thank the organizers for the invitation and the ESI for financial support.
§2. Specializations.
Some of our proofs will need results from height theory, which will be used after
specializing to number fields.
First of all let us recall some standard notation on absolute values and heights (see
also [Se, chap. 2]). Let L be a number field, ML its set of places and S ⊂ ML a finite
subset containing all the archimedean ones. We choose normalizations, denoted | · |ν , of
the absolute values at every place ν ∈ML in such a way that the product formula
∏
ν∈ML
|x|ν = 1 (2.1)
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holds for every nonzero x ∈ L (here the product runs over all the places of L) and the
absolute logarithmic Weil height reads
h(x) =
∑
ν∈ML
log(max{1, |x|ν}), (2.2)
the sum running over all places of L. We shall say that such absolute values are normalized
with respect to L. We denote by OS the ring of S-integers of L, i.e.
OS := {x ∈ L : |x|v ≤ 1 for all places v 6∈ S}
and O∗S the group of S-units, i.e. the unit group of OS .
As in the previous section, κ ⊂ C denotes a subfield of the field of complex numbers,
finitely generated over the field Q of rational numbers. If it is an algebraic extension of Q,
then it is a number field; otherwise, it is a transcendental extension of some number field
L, regular over L, i.e. a function field over L. Let R ⊂ κ be an integrally closed finitely
generated subring of κ; then the subring of R formed by the algebraic numbers in R is a
ring of S-integers OS ⊂ L. The ring R is the ring of regular functions on a (integral model
of a) normal irreducible algebraic variety X defined over OS : R = OS [X ]. Our first lemma
is Corollary 7.5, p. 43 in Lang’s book [L].
Lemma 2.1. Let R be an integrally closed finitely generated ring as before. The group of
units R∗ is finitely generated. 
Actually the condition that R be integrally closed can be omitted, as it is in [L], the general
case following easily from the particular case of integrally closed rings.
Every point x ∈ X(L¯) gives rise to a specialization R→ L¯, by putting f 7→ f(x). Its
image is a number field, written L(x), containing L. For this reason, an algebraic point
x ∈ X(L¯) will also be called a specialization.
Definition 2.2. We shall say that a specialization x ∈ X(L¯) is good if it is injective on
the group R∗.
Our aim is to prove the existence of a “large” set of good specializations. For this
purpose we use a result of Masser [M].
We imbedd the affine variety X in an affine space AN , in such a way that its projection
on the first s coordinates is a finite map (of course s = dim(X)). The imbedding X →֒ AN
defines a (logarithmic) height function enabling to define the height of every algebraic
point in X(L¯): see [Se, chap. 2]. Such a height will depend on the given imbedding,
but its fundamental property, i.e. the finiteness of points of bounded degree and height,
will always hold (Northcott’s Theorem [Se, §2.4]). We shall speak of a height function
h : X(L¯)→ R to mean the height corresponding to some fixed imbedding as above.
Following the notation of Masser [M], we denote by E(d, h) the set of points x ∈ X(L¯)
with [L(x) : L] ≤ d and h(x) ≤ h which are NOT good specializations. Also, for every
finite set T ⊂ X we denote by ω(T ) the degree of a minimal hypersurface of AN , not
containing X , but containing T . The Theorem in [M, §5] reads:
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Lemma 2.3. For each d there exists a number C, depending on R and d, such that for
every h ≥ 1,
ω(E(d, h)) ≤ Chrank(R∗)2 .

We recall that in the particular case where X is a curve, a much stronger result is
known: Bombieri, Masser and Zannier proved a bound for the set of bad specializations,
outside a proper Zariski closed set [B-M-Z]. From the above Lemma 2.3 we then obtain in
particular the existence of infinitely many good specializations, as proved also by Rumely
[R]. In this work, however, we shall need the full strength of Masser’s Theorem, which goes
beyond the existence of one (or infinitely many) good specializations. We shall use Lemma
2.3 through the following
Corollary 2.4. Consider as before the finite map p : X → As. The set T ⊂ As(L),
formed by the points α ∈ As such that p−1(α) contains at least one good specialization, is
not L-thin.
Proof. We use a counting argument, combining Masser’s Theorem with a quantitative
version of Hilbert Irreducibility Theorem given in [Se, §13.1, Theorem 3] (we warn the
reader that the letter H is [Se, §13.1] denotes the exponential height. We shall also make
use of it, putting H(·) = exp(h(·))).
Recall that by Schanuel’s Theorem [Se, §2.5], for H ≥ 1, the number of points in As(L)
whose exponential height is ≤ H grows asymptotically as c1 · H(s+1)[L:Q], for a positive
constant c1. On the other hand, the already mentioned quantitative version of Hilbert
Irreducibility Theorem (Proposition 1 of [Se, §13.1]) asserts that every L-thin set contains
at most c2H
(s+1/2)[L:Q] logH points of height ≤ H.
Let us denote by T (H) the set of points in T whose height is ≤ H. Hence, to prove that
T is not thin it suffices to prove that
For every positive number c the set T (H) contains at least cH(s+1/2)[L:Q] logH points
of height ≤ H, provided H is large enough with respect to c.
We shall prove this claim.
Each point α ∈ As(L) has pre-images via p of degree ≤ d := deg(p) and height ≤ c2H(α),
for a constant c2 (depending only on the map p). Consider the set p
−1(T (H)); it contains
all the points of the form p−1(a), for a ∈ As(L), H(a) ≤ H, apart possibly those in a set
E(d, log(c2H)). Applying Masser’s Theorem 2.3, with d = deg(p), we obtain that the set
E(d, log(c2H)) is contained in a hypersurface S(H) ⊂ AN , of degree ≤ c3 log(H)r2 (where
r = rank(R∗)), not containing X . The projection p(S(H)) on As is still a hypersurface
in As, since p : X → As is a finite map. Moreover, its degree cannot increase, hence it
is still bounded by c3 log(H)
r2 . We then obtain that the complement of T (H) (in the
set of points of As(L) of height ≤ H) is contained in a hypersurface of As of degree
≤ c3(log(H))r2 . By Bezout’s Theorem, the intersection of p(S(H)) with every line in As
contains at most deg(p(S(H))) ≤ c3(log(H))r2 points. Consider the set of lines parallel
to the xs-axis: they are given by the system of equations x1 = a1, . . . , xs−1 = as−1. For
each point (a1, . . . , as−1, as) of height ≤ H, the vector (a1, . . . , as−1) has also height ≤ H.
Hence the set of points of As of height ≤ H is contained in the finite union of lines of
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equation x1 = a1, . . . , xs−1 = as−1, for (a1, . . . , as−1) ranging over the set of points in
As−1 of height ≤ H. By Schanuel’s Theorem again, applied to As−1, there are ≃ c1Hs[L:Q]
such lines. Each of them containes at most c3(log(H))
r2 points outside T (H). Hence
the number of points in T (H) is at least c4H
(s+1)[L:Q] − c1c3Hs[L:Q](logH)r2 , which is
> cH(s+1/2)[L:Q] logH as soon as H is sufficiently large. 
§3. Exponential diophantine equations.
In the proof of our main theorems, we shall encounter diophantine equations involving
linear recurrence sequences. For the general theory of linear recurrence sequences we refer
to the survey paper by van der Poorten [vdP] and to the more recent one by Schmidt [Sch];
we just recall here that such sequences are given as function y : N → C by an expression
of the form
y(n) = p1(n)α
n
1 + . . .+ pk(n)α
n
k (3.1)
where the roots α1, . . . , αk are nonzero pairwise distinct complex numbers and the coeffi-
cients p1, . . . , pk are polynomial functions. Both the roots and the coefficients are uniquely
determined by the sequence. The “degree in n” of y is the maximum of the degrees of the
polynomials pi(X). We shall sometimes extend the domain of a linear recurrent sequence
to the set Z of all integers, by the same formula.
Due to the explicit expression (3.1), linear recurrence sequences are also named expo-
nential polynomials.
In case k = 1 and p1 is a nonzero constant we say that y is a geometric progression;
in that case it takes the form y(n) = β · αn, for α, β ∈ C∗.
The occurrence of linear recurrence sequences in this work is due to the fact that for
given matrices g, h ∈ GLN , each entry of the product matrix h · gn is a linear recurrence
sequence in n. Hence, for instance, the conditions that all matrices of the semigroup gen-
erated by two matrices h, g have a rational eigenvalue implies the existence of rational
solutions to certain diophantine equations involving exponential polynomials. We shall
later describe more deeply the relation between algebraic groups and exponential polyno-
mials.
Actually we shall eventually need a generalization of the above notion to exponential
polynomials in several variables.
As in the previous section, we let κ ⊂ C be a finitely generated field of characteristic
zero. The symbol κ¯ will denote the algebraic closure of κ inside C. We shall consider
only exponential polynomial of the form (3.1) with coefficients in κ¯[X ] and roots in κ¯∗.
The Galois group Gal(κ¯/κ) acts canonically on the ring of such exponential polynomials:
namely, if y is an exponential polynomial given by the formula (3.1) and σ ∈ Gal(κ¯/κ)
then we define yσ to be the exponential polynomial
yσ(n) = σ(y(n)) = (pσ1 )(n)(σ(α1))
n + . . .+ (pσk)(n)(σ(αk))
n.
Here, for a polynomial p(X) ∈ κ¯[X ], pσ(X) denotes the polynomial obtained by applying
the automorphism σ to the coefficients of p(X).
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We have the following fact:
Lemma 3.1. Let κ ⊂ C be a field, U ⊂ κ¯∗ be a torsion-free multiplicative group which
is invariant for Galois conjugation over κ; let y be an exponential polynomial of the form
(3.1) with roots αi ∈ U and coefficients pi(X) ∈ κ¯[X ]. The following are equivalent:
(i) y is fixed by the Galois group Gal(κ¯/κ);
(ii) the function y : N→ C takes values in κ at each point n ∈ N;
(iii) the function y : N→ C takes values in κ at infinitely many points n ∈ N.
To explain the requirement that the roots belong to a given torsion-free multiplicative
group, recall that the celebrated Skolem-Mahler-Lech Theorem (see for instance [vdP,
3.6.1]) asserts that if a linear recurrence sequence y, with roots in a torsion-free group, has
infinitely many zeros, than it vanishes identically. This fact will be crucial in many parts
of the proofs of our statements in this section.
Proof of Lemma 3.1. The implications (i)⇒ (ii)⇒ (iii) are trivial. Let us prove that (iii)
implies (i). Let σ ∈ Gal(κ¯/κ) be a Galois automorphism. Since the equation y(n)−yσ(n) =
0 has by hypothesis infinitely many solutions, the left-hand side is identicaly zero by the
Skolem-Mahler-Lech theorem. Hence yσ = y as wanted. 
Definition. Let κ, U be as in the above Lemma and suppose moreover that U is finitely
generated. We let Rκ,U be the ring of exponential polynomials satisfying the equivalent
conditions of Lemma 3.1.
The ring Rκ,U turns out to be a domain. It is isomorphic to the κ-algebra κ[Ga ×T],
for a suitable κ-torus T. Such a torus is split, i.e. isomorphic to Grm (where r = rank(U)),
if and only if U ⊂ κ∗. We notice at once that, for a field extension κ′/κ, the tensor product
Rκ,U ⊗κ κ′ is isomorphic to the ring Rκ′,U . In particular
Rκ,U ⊗κ κ(U) ≃ κ(U)[Ga ×Grm] = κ(U)[X, T1, . . . , Tr, T−11 , . . . , T−1r ].
The first result in this section (Theorem 3.2) concerns algebraic equations involving
exponential polynomials to be solved in the finitely generated field κ. Theorem 3.5 is its
natural generalization to several variables.
In the sequel, we shall often write y(n) to denote the function y : N → κ sending
n 7→ y(n). Accordingly, we shall also write f(T, n) to denote a polynomial in T , with
coefficients in the ring Rκ,U : this notation is justified by the fact that the elements of the
ring Rκ,U can be viewed as κ-valued functions in the variable n ∈ N. Of course, whenever
n is a given natural number, then f(T, n) will be a polynomial in κ[T ]. We think that this
ambiguity creates no problem, since it will be clarified by the context.
The following statement will be derived from Theorem 1.1 of [F-Z] (which will be
explicitely stated later as Proposition 3.6):
Theorem 3.2. Let the finitely generated field κ and the finitely generated torsion-free
multiplicative group U ⊂ κ¯∗ be as before. Let f(T, n) ∈ Rκ,U [T ] be a monic polynomial of
the form
f(T, n) = T d + y1(n)T
d−1 + . . .+ yd(n) (3.2)
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where y1, . . . , yd ∈ Rκ,U are exponential polynomials.
Suppose that for every positive integer n ∈ N there exists a solution t ∈ κ∗ to the equation
f(t, n) = 0. (3.3)
Then there exists an exponential polynomial t ∈ Rκ,U such that for each n ∈ N with n ≡ 0
(mod d!):
f(t(n), n) = 0.
In general the condition n ≡ 0 (mod d!) cannot be omitted:
Example 3.3. Let κ = Q be the field of rational numbers, U = {2n : n ∈ Z} be the cyclic
multiplicative group generated by the integer 2. Take for f the reducible polynomial
f(T, n) := T 4 − 3 · 2nT 2 + 2 · 4n = (T 2 − 2n)(T 2 − 2 · 2n).
Clearly, it has a root in U ∩ κ∗ = U for all choice of an integer n ∈ Z, but no functional
root in RQ,U . On the contrary, it has four “functional solutions” u1 : n 7→
√
2
n
, u2 :
n 7→ −√2n, u3 : n 7→
√
2
√
2
n
and u4 : n 7→ −
√
2
√
2
n
in the ring R
Q(
√
2),U ′ , where U
′ is
generated by
√
2. If one replaces n by 2n in f(T, n), then one obtains functional solutions
already in RQ,U .
As we mentioned, we shall actually need a generalization to linear recurrence sequences
in several variables. Neverthless, the main technical points of the proof appear already
in the one variable case. From the above Theorem 3.2 we shall deduce quite formally its
natural generalization to several variables (Theorem 3.5 below). In order to state such a
generalization we need some more notation. Let h ≥ 1 be an integer; we denote by R⊗hκ,U
the ring of polynomial exponential functions in h variables, with roots in U . It can be
formally defined as the h-fold tensor product
R⊗hκ,U = Rκ,U ⊗κ . . .⊗κ Rκ,U ;
its elements are polynomial exponential functions in h variables, i.e. expressions of the
form
y(n1, . . . , nh) =
k∑
j=1
pj(n1, . . . , nh)α
n1
j,1 · · ·αnhj,h,
for polynomials p1, . . . , ph ∈ κ¯[X1, . . . , Xk] and roots αj,i ∈ U . Again, we require the
invariance under Galois conjugation over κ.
According to the previous notation, we shall write f(T,n) to denote a polynomial in
T with coefficients in a ring R⊗hκ,U of exponential polynomials in n = (n1, . . . , nh) ∈ Nh.
We shall repeatedly use the following remark:
Remark 3.4. With the above notation, the ring R⊗hκ,U is an integral domain, isomorphic to
the ring κ[Gha×Th] = κ[H], for a suitable κ-torus T, i.e. to the ring of functions of a com-
mutative algebraic group H. For a positive integer D ∈ Z, the map Zh ∋ (n1, . . . , nh) 7→
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(Dn1, . . . , Dnh) ∈ Zh induces an isogeny H → H defined (in multiplicative notation) by
γ 7→ γD. The units of the ring R⊗hκ,U are of the form u(n) = βαn11 · · ·αnhh for β ∈ κ∗ and
α1, . . . , αh ∈ U ∩ κ∗. 
The above mentioned generalization of Theorem 3.2 is the following
Theorem 3.5 Let κ, U be as above, h a positive integer, f(T,n) ∈ R⊗hκ,U [T ] a monic
polynomial with coefficients in the ring of exponential polynomials in h variables. If for
each vector (n1, . . . , nh) ∈ Nh the equation
f(t, n1, . . . , nh) = 0 (3.5)
has a rational solution t ∈ κ, there exists an exponential polynomial t ∈ R⊗hκ,U such that
identically
f(t(n1, . . . , nh), d! · n1, . . . , d! · nh) ≡ 0.
One could prove, under the hypotheses of Theorem 3.5, the existence of a functional
solution to equation (3.5), i.e. an exponential polynomial t′ satisfying f(t′(n),n) ≡ 0 iden-
tically (without restricting to the subgroup d! ·Zh ⊂ Zh). Neverthless, such an exponential
polynomial might not exist in the ring R⊗hκ,U (see Example 3.3).
We now state, with our notation, a particular case of Theorem 1.1 in [F-Z]:
Proposition 3.6. Let L ⊂ C be a number field, U ⊂ L¯∗ a finitely generated torsion-free
multiplicative group, invariant under Galois conjugation over L. Let f(T, n) ∈ RL,U [T ] be
a monic polynomial with coefficients in the ring of exponential polynomials. Suppose that
for all but finitely many integers n ∈ N, the diophantine equation
f(t, n) = 0
has a rational solution t ∈ L. Then there exists an exponential polynomial t with algebraic
roots and algebraic coefficients, such that identically f(t(n), n) ≡ 0.

There are three main differences between the result above and our statements: (1) we
claim in Theorems 3.2, 3.5 that the functional solutions belong to the same ring Rκ,U , up
to restricting to the arithmetic progression n ≡ 0 (mod d!); (2) we work with exponential
polynomials in several variables; (3) we do not suppose that our finitely generated field κ
is a number field.
We begin by solving the first problem, via the following three elementary lemmas;
they will allow to deduce Proposition 3.10 below from Proposition 3.6; Proposition 3.10
will represent the number field case of Theorem 3.5 for h = 1:
Lemma 3.7. Let κ¯ ⊂ C be an algebraically closed field, H,H ′ two connected commutative
algebraic groups defined over κ¯ of the same dimension. If p : H ′ → H is an isogeny of
degree d, then H is isomorphic to H ′ and there exists an isogeny ρ : H → H ′ such that
p ◦ ρ is the isogeny sending γ 7→ γd.
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Remark. In algebraic terms, Lemma 3.7 states that an unramified (e´tale) extension of
the κ¯-algebra κ¯[X, T1, T
−1
1 , . . . , Tr, T
−1
r ] of degree d is always contained in the extension of
the form κ¯[X, T1, T
−1
1 , . . . , Tr, T
−1
r ][T
1/d
1 , . . . , T
1/d
r ], which has degree dr.
Proof of Lemma 3.7. We know that H and H ′ are isomorphic to products of powers of
the additive group Ga and the multiplicative group Gm. Since they are isogenous, they
must both be of the form Gea ×Grm, for the same exponents e, r, so in particular they are
isomorphic. Let us first consider the case e = 0, i.e. H = H ′ = Grm. Now each isogeny
p : Grm → Grm is given by an expression of the form
π(t1, . . . , tr) = (t
a11
1 · · · ta1rr , . . . , tar11 · · · tarrr ),
for a non-singular matrix A = (aij)1≤i,j≤r with integral entries. The degree d of the
isogeny p is the absolute value of the determinant of the matrix A. Then the matrix B :=
d ·A−1 = (bi,j)1≤i,j≤r has integral coefficients, hence determines an isogeny ρ : Grm → Grm
as above. Clearly the product p ◦ ρ is the isogeny raising to the d-th power every element
of H = Grm.
Let us now consider the general case H = H ′ = Gea × Grm. We shall use coordinates
(x, y) for points of H,H ′, with x ∈ Gea and y ∈ Gm. Since Ga is simply connected,
every connected unramified cover of the product Gea × Grm must isomorphic (as a cover)
to a product of the trivial cover of Gea by a connected unramified cover of G
r
m. Hence
there exist an automorphism φ of H ′ = Gea ×Grm such that p ◦ φ(x, y) = (x, p′(y)), where
p′ : Grm → Grm is an isogeny of degree d = deg(p). By what we have just proved, there
exists an isogeny ρ′ : Grm → Grm such that the product p′ ◦ ρ′ sends y 7→ yd. Putting
ρ(x, y) := φ(dx, ρ′(y)) we obtain that p ◦ ρ is the required isogeny. 
Lemma 3.8. Let U ⊂ U˜ ⊂ κ¯∗ be finitely generated torsion free multiplicative groups; let
t ∈ Rκ¯,U˜ be an exponential polynomial. If t is algebraic over the (quotient field of the) ring
Rκ¯,U , then the group generated over U by the roots of t has the same rank as U .
Proof. We decompose U˜ as a direct sum U˜ = U1 ⊕ U2, where U has finite index in U1
and U2 ∩ U = {0}. Then, letting s be the rank of U2, the ring Rκ¯,U˜ is isomorphic to
Rκ¯,U1 [T1, . . . , Ts, T−11 , . . . , T−1s ]; in such an isomorphism, the elements of Rκ¯,U are sent
to elements of Rκ¯,U1 , so the ring Rκ¯,U is identified to a subring of Rκ¯,U1 . Clearly every
Laurent polynomial in the ring Rκ¯,U1 [T1, . . . , Ts, T−11 , . . . , T−1s ] is transcendental over the
subring Rκ¯,U1 , unless it is constant with respect to T1, . . . , Ts. Hence, it t ∈ Rκ¯,U˜ is
algebraic over Rκ¯,U (so a fortiori over Rκ¯,U1) it must have its roots in U1. 
Lemma 3.9. Let κ ⊂ C be any field, U ⊂ κ¯∗ be a finitely generated torsion-free multi-
plicative group, invariant for the Galois action over κ. Let f(T, n) ∈ Rκ,U [T ] be a monic
polynomial of degree d ≥ 1. Suppose there exists an exponential polynomial t, with ar-
bitrary roots and coefficients, such that identically f(t(n), n) ≡ 0. Then there exists an
exponential polynomial z ∈ Rκ¯,U , with roots in U , such that identically f(z(n), d! ·n) ≡ 0.
Proof. Embedding κ in its algebraic closure κ¯ we can view the polynomial f(T, n) as having
coefficients in the ring Rκ¯,U ; recall that this ring corresponds to the κ¯-algebra of a split
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connected commutative algebraic group of the form H := Ga × Grm (with r = rank(U)).
Hence we can think of f(T, n) as a polynomial in κ¯[H][T ], having its coefficients in the ring
of regular functions on H; we shall write accordingly f(T, g) to denote such polynomial.
Letting V := spec(κ¯[H][T ]/(f(T, g)) be the algebraic variety V ⊂ A1 ×H defined by the
equation f(t, g) = 0. It is endowed with its natural projection π : V → H, which is a
morphism of degree d = deg(f).
Suppose there exists a functional solution t to the equation f(t, n) ≡ 0, as in the
statement of the lemma; let U ′ be the multiplicative group generated by its roots and
let D be the order of the torsion part of the group generated by the two groups U, U ′.
Then the exponential polynomial t′ defined by t′(n) := t(Dn) has its roots in a finitely
generated torsion-free group U ′′ ⊃ U . The ring Rκ¯,U ′′ corresponds to the κ¯-algebra of a
connected commutative group H ′ of the form H ′ := Ga ×Gr′m, where r′ = rank(U ′′); also
the inclusion Rκ¯,U →֒ Rκ¯,U ′′ corresponds to a surjective algebraic group homomorphism
p : H ′ → H. Since t′ is algebraic over Rκ¯,U , by Lemma 3.8 we can take U ′′ such that the
index [U ′′ : U ] is finite. Hence r′ = r, H ′ = H and p : H → H is an isogeny. Also, the
exponential polynomial t′ ∈ Rκ¯,U ′′ gives a morphism θ : H → V with p ◦ θ = π.
We want to bound the degree of minimal isogeny p : H → H for which there exists a
morphism θ : H → V as above. Let V ′ be the image θ(H) of H in V ; it is an irreducible
variety. Then we have the double inclusion of κ¯-algebras: p∗(κ¯[H]) ⊂ θ∗(κ¯[V ′]) ⊂ κ¯[H].
We identify the ring p∗(κ¯[H]) to the ring κ¯[X, T1, T−11 , . . . , Tr, T
−1
r ]. Let d
′ be the de-
gree of the extension [θ∗(κ¯[V ′]) : p∗(κ¯[H])]; d′ is the degree of an irreducible factor of
the polynomial f(T, n) ∈ Rκ,U [T ], so in particular d′ ≤ d. Since the ring θ∗(κ¯[V ′]) is
contained in κ[H], it is also contained, by Lemma 3.7 (see in particular the remark after
the lemma), in an extension of the form κ¯[X, T1, T
−1
1 , . . . , Tr, T
−1
r ][T
1/e
1 , . . . , T
1/e
r ] for a
suitable integer e. We claim it is contained in an extension of that form with e = d′. This
last fact can be proved by an argument from Galois theory: namely, the field extension
κ¯(X, T1, . . . , Tr, )(T
1/e
1 , . . . , T
1/e
r )/κ¯(X, T1, . . . , Tr) is Galois with Galois group isomorphic
to (Z/eZ)r. Since the intemediate field θ∗(κ¯(V ′)) has degree d′ over κ¯(X, T1, . . . , Tr, ), d′
must divide er and the field θ∗(κ¯(V ′)) must be the fixed field of a subgroup of (Z/eZ)r
containing the subgroup of the multiple of d′. Hence it is contained in the sub-extension
κ¯(X, T1, . . . , Tr, )(T
1/d′
1 , . . . , T
1/d′
r ) as claimed. Since d′ divides d!, it is also contained in
the corresponding extension with e = d!. This concludes the proof of the lemma. 
We finally arrive at the number-field version of Theorem 3.5, for h = 1;
Proposition 3.10. Let L be a number field, U ⊂ L¯∗ be a torsion-free multiplicative group,
invariant for the action of Gal(L¯/L). Let f(T, n) ∈ RL,U [T ] be a monic polynomial of
degree d ≥ 1 with coefficients in the ring RL,U . Suppose that for all n ∈ N, the equation
f(t, n) = 0 has a rational solution t ∈ L. Then there exists an exponential polynomial
z ∈ RL,U such that identically f(z(n), d! · n) ≡ 0.
Proof. We first view the polynomial f(T, n) ∈ RL,U [T ] ⊂ RL¯,U [T ] as having coefficients
in RL¯,U . Remember that the latter is the L¯-algebra L¯[Ga ×Grm], where r = rank(U). By
Proposition 3.6 and the above Lemma 3.9 there exists an exponential polynomial t ∈ RL¯,U ,
satisfying the equation f(t(n), d! · n) ≡ 0. Its coefficients are polynomials in L¯[X ].
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The proof will be finished once we know that for at least one solution to f(t(n), d!n) ≡
0, the exponential polynomial t lies in RL,U . Suppose not; we wish to obtain a contradic-
tion. First notice that the Galois group Gal(L¯/L) acts on the set of such solutions, which
is so invariant. For every t ∈ RL¯,U , let r(t) be the multiplicity of the solution t to the
equation f(t(n), d!n) ≡ 0. Then the product
h(T, n) :=
∏
t
(T − t)r(t) ∈ RL,U [T ],
ranging over all the solutions t, divides f(T, d!n) in the ring RL,U [T ]. (Observe that it
has indeed its coefficients in RL,U , not only in RL¯,U , because of the invariance of the set
of solutions under Galois conjugation). By Lemma 3.1, each such exponential polynomial
takes values in L at only finitely many integral points n ∈ N. Now, putting
g(T, n) =
f(T, d!n)
h(T, n)
∈ RL,U [T ]
we arrive at a contradiction with Proposition 3.6: the equation g(t, n) = 0 has, for all large
n, a rational solution, nevertheless it admits no functional solution, even with arbitrary
algebraic roots and coefficients. 
Our next goal is to pass from number fields to arbitrary finitely generated fields. For
this purpose, we shall use the results of the preceding paragraph, especially the specializa-
tion Lemma 2.3 and its corollary.
Let U be a finitely generated torsion-free multiplicative group of rank r. Given a
basis (u1, . . . , ur), it can be identified with the group Z
r. For an element α ∈ U , written
as α = ua11 · · ·uarr , the height of α, with respect to the given basis, is by definition the
integer |a1| + . . . + |ar|. Of course, for each given basis and each number K, there exist
only finitely many elements of U of height ≤ K, with respect to the given basis. Also, for
every basis, the height of a product is bounded by the sum of the heights of the factors.
Lemma 3.11. Let U ⊂ C∗ be a finitely generated torsion-free group, endowed with a
basis. Let y1, . . . , yd be exponential polynomials with roots in U and consider the monic
polynomial
g(T, n) = T d + y1(n)T
d−1 + . . .+ yd(n).
Let K be an integer larger then the height of each root and the degree in n of each ex-
ponential polynomial y1, . . . , yd. Suppose t is an exponential polynomial, with roots in U ,
satisfying g(t, n) ≡ 0. Then the height of each root of t is ≤ K. Also, the degree in n of t
is also bounded by K.
Proof. Representing the elements of U as vectors in Zr, consider the convex hull of the
set of roots of t. Let α be a vertex of this convex set which is also of maximal height.
Then the root αd does appear in the expansion of td. Since it simplifies in g(t, n), it must
be equal to some product α1 · · ·αj of j ≤ d − 1 roots of t and a root β of some yi. The
height of each root α1, . . . αj is bounded by the height of α, while β has height ≤ K; then
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the height of α must also be ≤ K. Having bounded the height of each vertex by K, we
obtain the same bound K for the convex hull, containing all our roots. The argument to
bound the degree in n follows the same pattern (but is simpler since the totally ordered
semigroup N replaces the group Zr). 
We are now ready to prove Theorem 3.5, at least in the particular case where (1)
h = 1 and (2) U ⊂ κ∗.
Proposition 3.12. Let κ be a finitely generated field, U ⊂ κ∗ be a torsion-free multiplica-
tive group. Let f(T, n) ∈ Rκ,U [T ] be a monic polynomial of degree d ≥ 1. Suppose that for
each n ∈ N the equation f(t, n) = 0 has a solution in κ. Then there exists an exponential
polynomial t ∈ Rκ,U such that identically f(t(n), d! · n) ≡ 0.
Proof. Write f(T, n) = T d + y1(n)T
d−1 + . . .+ yd(n); each exponential polynomial yi(n)
decomposes as a sum yi(n) = p1,i(n)α
n
1,i + . . . + pki,i(n)α
n
ki,i
. Let R ⊂ κ be a finitely
generated integrally closed ring containing all the coefficients of all the polynomials pi,j
with i ∈ {1, . . . , d}, j ∈ {1, . . . , ki}. Suppose also that its group of units R∗ contains U .
Then R is the ring of regular functions on some affine normal variety X over some ring of
S-integers of a number field L (see §2). Accordingly, the exponential polynomials yi(n) can
also be viewed, for each n, as regular functions on X ; alternatively, the elements of Rκ,U
can be viewed as functions on N×X . For x ∈ X(L¯) we shall consequently write yi(n)(x)
to denote the corresponding specialized exponential polynomial (or, if n is a given number
in N, yi(n)(x) will be the corresponding algebraic number). The exponential polynomial
yi(n)(x) will have its roots in U(x) := {α(x) : α ∈ U} ⊂ L(x)∗. (Here, as usual, L(x) ⊂ L¯
denotes the residue field of at the point x ∈ X(L¯)). We also write f(T, n)(x) to denote
the polynomial
f(T, n)(x) := T d + y1(n)(x)T
d−1 + . . .+ yd(n)(x).
Let x ∈ X(L¯) be a given point (i.e. a specialization). Then Lemma 3.10, applied with
L(x) instead of L, assures that there exists a functional solution tx ∈ RL(x),U(x) to the
equation f(t, d! · n)(x) = 0.
Suppose from now on that x is a good specialization, i.e. one that is injective on
R∗ ⊃ U (see Def. 2.2). Observe that the basis u1, . . . , ur of U gives by specialization
a basis u1(x), . . . , ur(x) of U(x); also, the specialization map U → U(x) preserves the
height (with respect to these bases). Since the heights of the roots of tx(n) are bounded
independently of x, by the previous lemma, we have only finitely many possibilities for the
elements α ∈ U such that for some good specialization x, α(x) is a root of tx. For the same
reason, the degree in n of the polynomial coefficient of tx is also bounded independently
of x. Let K be a bound for the degree in n of tx and for the height of its roots, uniform
in x ∈ X , and let α1, . . . , αl be all the elements of U having height ≤ K.
We search for an exponential polynomial t ∈ Rκ,U of the form
t(n) = p1(n)α
n
1 + . . .+ pl(n)αl(n)
where deg pi ≤ K for i = 1, . . . , l, such that the f(t(n), d! · n) = 0. We can view the
coefficients of p1, . . . , pl as unknowns (in the affine space A
l(K+1)(κ)) and the condition
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f(t(n), d! · n) ≡ 0 corresponds to a system of algebraic equations in Al(K+1) × X . Let
W ⊂ Al(K+1) × X be the variety associated to such equation. Finally, let π : W → X
be the projection on the second factor; note that π has finite degree ≤ d, since for no
specialization x ∈ X(L¯) there can exist more than d functional solutions tx to the equation
f(tx, d!n)(x) ≡ 0. The existence of a solution tx for each good specialization x ∈ X(L¯)
means that there exists a point w ∈ W (L(x)) with π(w) = x. Our aim (i.e. the proof of
the existence of a solution t ∈ Rκ,U ) amounts to proving that π admits a section, defined
over L; in other words, the unknown coefficients of p1, . . . , pl should be given by regular
functions on X . For this purpose, we shall use Hilbert Irreducibility Theorem.
Now consider, as in Corollary 2.4, a finite map p : X → As (s = dim(X)), defined over L.
We shall consider the points of X(L¯) which are pre-images of some L-rational point in As.
Due to Corollary 2.4, the set T ⊂ As(L) defined by
T := {α ∈ As(L) : p−1(α) contains a good specialization}
is not L-thin.
Since every point in T has a pre-image in W (L¯) of degree ≤ deg(p), by Hilbert
Irreducibility Theorem in the form of [Se, §9.2, Proposition 1], there exists an irreducible
component of W ′ of W on which the restriction of p ◦ π has degree ≤ deg(p): this means
precisely that π, when restricted to W ′, has degree one, so it admits a rational section.

Finally we remove the hypothesis that U ⊂ κ∗, proving Theorem 3.5 with h = 1:
Proposition 3.13. Suppose κ is a finitely generated field, U ⊂ κ¯∗ a torsion-free finitely
generated multiplicative group, invariant under Galois conjugation. Let f(T, n) ∈ Rκ,U [T ]
be a monic polynomial. Suppose that for each n ∈ N the equation f(t, n) = 0 has a
solution in κ. Then there exists an exponential polynomial t ∈ Rκ,U such that identically
f(t(n), d!n) ≡ 0.
Proof. The deduction of Proposition 3.13 from 3.12 parallels the proof of Proposition 3.10.
We only sketch the argument. We deduce from 3.12, applied with κ(U) instead of κ, the
existence of a functional solution t ∈ Rκ(U),U ; if such a solution is not in Rκ,U , then it
takes values in κ only for finitely many values of n ∈ N. Then dividing the polynomial
f(T, d! · n) by the product of binomials (T − tσ), where tσ are the Galois conjugates of t,
we apply again Proposition 3.12 to the quotient polynomial. 
Before proving the full Theorem 3.5, in several variables, it will be useful to give a
geometric formulation of the just proved Proposition 3.13:
Proposition 3.13 bis. Let H be a commutative algebraic group, defined over κ, iso-
morphic to either a κ-torus T or to a product Ga × T. Let Γ ⊂ H(κ) be a Zariski-dense
cyclic semigroup. Let V be an affine algebraic variety, defined over κ, with each irreducible
component of the same dimension as H; let π : V → H a finite map defined over κ of
degree d ≥ 1. Suppose that Γ ⊂ π(V (κ)). Then there exists an isogeny µ : H → H sending
g 7→ gd! (using multiplicative notation) and a morphism θ : H → V , also defined over κ,
such that π ◦ θ = µ.
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Proof. First of all we can view H as an algebraic subgroup of GLN , for some integer N ≥ 2,
defined over κ. So, its elements will be considered as N × N matrices. In particular the
elements of Γ will be matrices in GLN (κ).
Let V1, . . . , Vm be the irreducible components of V ; for j = 1, . . . , m let ϕj ∈ κ[V ] be a
generator of the function field κ(Vj) over π
∗(κ(H)); since π is by assumption a finite map,
ϕj is integral over π
∗(κ[H]). Put V ′j = spec(π
∗(κ[H])[ϕj]) and V ′ = spec(κ[V ′1 ]×. . .×κ[V ′n])
which corresponds to the disjoint union V ′1 ∪ . . . ∪ V ′m; it is an affine variety, birationally
isomorphic to V . The minimal equation for ϕj is given by a monic polynomial fj(T, g) ∈
κ[H][T ]; let f(T, n) = f1(T, n) · · ·fm(T, n) ∈ κ[H][T ] be the product of the minimal poly-
nomials for ϕ1, . . . , ϕm. Let γ ∈ Γ be a generator of Γ; replacing if necessary γ by some
power of it, we can suppose that its spectrum generates a torsion-free subgroup in κ¯∗ (and
since H is connected, every power of γ still generates a Zariski dense semigroup). The
polynomial f(T, γn), which will be denoted for simplicity f(T, n), will have its coefficients
in a ring Rκ,U , for a suitable torsion-free finitely generated group U ⊂ κ¯∗, invariant un-
der Galois conjugation. Proposition 3.13 assures the existence of a functional solution
t ∈ Rκ,U to the equation f(t, d!n) = 0. Consider the isogeny µ : H → H sending g 7→ gd!.
Via the identification κ[H] ≃ Rκ,U , it acts on Rκ,U by sending the exponential polynomial
y ∈ Rκ,U to the exponential polynomial y′, where y′(n) := y(d!n) (see Remark 3.3). The
functional solution t corresponds to a section θ : H → V ′ satisfying π ◦ θ = µ. Also, since
κ[H] is integrally closed, θ∗ can be continued to κ[V ], so the morphism θ lifts to a regular
map H → V , obtaining the required section. 
Lemma 3.14. Let κ, U be as before; let H = Ga × T be a commutative algebraic group
defined over κ such that the ring Rκ,U is isomorphic to the κ-algebra κ[H]. Let Z be
an affine algebraic variety, also defined over κ, and let f(T, z, n) ∈ κ[Z] ⊗κ Rκ,U [T ] be
a polynomial, monic in T , with coefficients in the ring κ[Z] ⊗κ Rκ,U ≃ κ[Z × H]. Let
{α1, . . . , αl} be a Galois invariant subset of U .
There exists an affine algebraic varietyW , defined over κ, and a morphism p :W → Z,
of finite degree, with the following property: for each z0 ∈ Z(κ¯), there exists a functional
solution t ∈ Rκ¯,U , whose roots belong to the set {α1, . . . , αl}, to the equation
f(t, z0, n) ≡ 0 (3.6)
if and only if the fiber p−1(z0) is not empty. Also, if z0 is κ-rational, the (possible)
functional solutions t ∈ Rκ,U to the above equation are in bijection with the rational points
of the fiber p−1(z0).
In another language, the polynomial f(T, z, n) defines a hypersurface V ⊂ A1×Z×H,
which is naturally endowed with projections π1 : V → Z and π2 : V → H, so also
π = (π1, π2) : V → Z × H. The Lemma says that the (possible) sections of π are
parametrized by a κ-variety W , endowed with a projection p : W → Z, whose rational
points correspond to sections defined over κ. More precisely, the possible sections of π2
over π−11 (z) correspond to points of p
−1(z).
Proof. First of all, we know that the degree in n of any possible functional solution is
bounded by the degree in n of the polynomial coefficients of f(T, z, n); let K be such a
bound.
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Consider first the case where U ⊂ κ∗. In this case we argue as in the proof of
Proposition 3.12; write an unknown functional solution as
t(n) = t(z, n) = p1(z, n)α
n
1 + . . .+ pl(z, n)α
n
l (3.7)
where each polynomial pj(X, z) ∈ κ[Z][X ] will be of the form
pj(X, z) = a0,j(z)X
K + . . .+ aK,j(z). (3.8)
The condition that for a given z0 ∈ Z(κ¯) the exponential polynomial (3.7) be a func-
tional solution to (3.6) amounts to an algebraic condition on the unknown coefficients
a0,j(z0), . . . , aK,j(z0) of the polynomial pj . Also, since we are supposing for the moment
that all the roots α1, . . . , αl are κ-rational, the exponential polynomial (3.7) will belong to
the ring Rκ,U (i.e. will be fixed by Galois conjugation over κ) if and only if the l(K+1) co-
efficients ai,j are all κ-rational. Hence the requested variety W will be simply constructed
as the closed subset of Al(K+1) × Z formed of the pairs
{((ai,j)i,j, z) ∈ Al(K+1) × Z : s.t. the exponential polynomial (3.7) satisfies (3.6)}
The projection p : W → Z will be the natural projection on the second factor; it is a
morphism of finite degree since for each choice of z0 ∈ Z(κ¯), the specialized polynomial
f(T, z0, n) will admit at most degT (f) functional solutions in Rκ¯,U .
In the general case, when not all roots are rational, we must argue slightly differently.
For each index 0 ≤ i ≤ K, write the (unknown) exponential polynomial t(z, n) as
t(z, n) = t0(z, n) + nt1(z, n) + n
2t2(z, n) + . . .+ n
KtK(z, n)
for suitable (unknown) exponential polynomials t0, . . . , tK of the form
ti(z, n) = ai,1(z)α
n
1 + . . .+ ai,l(z)α
n
l . (3.9)
Then t(z, n) is fixed by Galois conjugation if and only if each ti has this same property.
Now notice that each exponential polynomial ti(z, n) always satisfies a linear recurrence
relation defined over κ, of order t (see [vdP, §2]); by this we mean that such a recurrence
holds independently of the unknown coefficients ai,j . Hence, by Lemma 3.1, in order that
ti(n, z) be fixed for the Galois action over κ, it is necessary and sufficient that it takes
κ-rational values at the l consecutive points n = 0, 1, . . . , l − 1. Then define, for each
i = 0, . . . , K, the vector (bi,1, . . . , bi,t) = (bi,0(z), . . . , bi,t−1(z)) by putting
bi,j =
l∑
m=1
αj−1m ai,m.
Since the Van der Monde matrix (αj−1m )1≤l,j≤l is non-singular, the coefficients ai,j can be
recovered from the bi,j; hence the exponential polynomial (3.7) is a function of the bi,j.
Now, an exponential polynomial of the form (3.9) will be fixed by Galois conjugation if
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and only if bi,j all lie in κ. We then define W ⊂ At(K+1) × Z as the closed set formed
by the points (bi,j , z) such that the exponential polynomial (3.7) satifies (3.6); as before
this fact corresponds to an algebraic equation defining an affine κ-algebraic variety W .

Proof of Theorem 3.5. We argue by induction on h; the case h = 1 is just Proposition
3.13. Then suppose Theorem 3.5 holds for exponential polynomials in h−1 variables. Our
argument mimics the one in the proof of Proposition 3.13. Namely, we bound a priori the
possible roots (and the degree) of a functional solution t with respect to the last variable
nh. Again, we fix a basis for the torsion-free multiplicative group U , so that we can speak
of the height of any element in U . The crucial observation is that, for every given vector
(n1, . . . , nh−1) ∈ Nh−1, the roots of the exponential polynomial (n 7→ yi(n1, . . . , nh−1, n))
belong to a fixed set, independent of (n1, . . . , nh−1). So, by Lemma 3.8, the height of
any possible functional solution to (3.5) is bounded independently of (n1, . . . , nh−1); the
same holds for the degree in nh of its polynomial coefficients. Let {α1, . . . , αl} be the
corresponding set of possible roots; up to adding, if necessary, their conjugates, we can
suppose that the finite set {α1, . . . , αl} is invariant by Galois conjugation over κ. Let K be
a bound for the degree of the polynomial coefficients of t in nh (for any possible functional
solution). We search for exponential polynomials of the form
t(n) = t(n1,...,nh−1)(n) = p1(n)α
n
1 + . . .+ pl(n)α
n
l
satisfying f(t(n), d!n) ≡ 0. Here the polynomials p1(X), . . . , pl(X) ∈ κ¯[X ] have degree
≤ K, and their coefficients depend on (n1, . . . , nh−1). We apply Lemma 3.13, with Z =
Hh−1, constructing an affine κ-algebraic variety W and a morphism p : W → Hh−1 with
the property of Lemma 3.14.
Then, up to changing W by a variety birationally equivalent to it, we can suppose
W ⊂ A1 ×Hh−1 is given by a single monic equation of the form g(T, n1, . . . , nh−1) = 0,
where g(T, n1, . . . , nh−1) ∈ R⊗(h−1)κ,U [T ]. The hypothesis of Theorem 3.5 implies that for
every (n1, . . . , nh−1) ∈ Nh−1, there exists a rational solution s ∈ κ to the equation
g(s, n1, . . . , nh−1) = 0.
The inductive hypothesis implies the existence of a functional solution s ∈ R⊗(h−1)κ,U , for
(n1, . . . , nh−1) ∈ d! · Zh−1. This corresponds to a section for p: in other words, the
unknown coefficients of p1, . . . , pl can be written as exponential polynomials in h − 1
variables (n−1, . . . , nh−1), which implies that t can be written as an exponential polynomial
in h variables, as wanted. 
§4. Auxiliary results on linear algebraic groups.
We collect and prove in this section some lemmas of geometric nature to be used in
the proof of our main theorems. As in the previous sections, κ will be a fixed finitely
generated field imbedded in the field C of complex numbers.
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Lemma 4.1. Let Γ ⊂ GLN (C) be a semigroup of invertible matrices. Then its Zariski
closure in GLN is an algebraic subgroup of GLN .
This is already known; a proof can be found for instance in [Be, §1]. We give here an
alternative proof, closer in spirit to the techniques involved in the present paper.
Proof. Let Γ¯ be the Zariski closure of Γ in GLN . Clearly it is a semigroup; to prove it
is a group, it suffices to show that it is closed under the map g 7→ g−1. Let g ∈ Γ¯; then
its positive powers all belong to Γ¯; we now show that under this hypothesis its negative
powers too belong to Γ¯. This amounts to showing that every regular function on GLN ,
vanishing on the positive powers of g, also vanishes on the negative ones. Now such a
function can be written as a polynomials function of the entries of the matrices of GLN ,
possibly divided by the determinant function. Since the entries of the powers gn of g are
linear recurrent sequences in n, every regular function on GLN , calculated in the sequence
gn, is a linear recurrent sequence of the variable n. Hence, if it vanishes for all positive n,
it also vanishes for negative n. 
Lemma 4.2. Let G be a linear algebraic group, H ⊂ G an algebraic subgroup, both defined
over the finitely generated field κ. There exists an integer m = m(G,H, κ) > 0 with the
following property: for every matrix g ∈ G(κ) such that some positive power of g belongs
to H, we have gm ∈ H.
Proof. By [Bo 2, Theorem 5.1] H is the stabilizer of a point P ∈ PM (κ) for a suitable
immersive linear representation of G in GLM+1 defined over κ. Then, considering G
imbedded in GLM+1 and acting canonically on the projective space PM , each element
g ∈ G such that gn ∈ H for an integer n corresponds to a matrix g such that gn fixes the
point P . Let n = n(g) be the minimal positive integer with such property and suppose
it is > 1. Then g does not fix P , nor does any power gm with 1 < m < n, but its n-th
power gn does fix P . So g admits two eigenvalues whose ratio is a primitive n-th root of
1. If g is defined over κ, this implies that the n-th roots of unity have degree ≤ M + 1
over κ, and this facts gives a bound on n, since κ is finitely generated. Letting m be the
least common multiple of the possible values of n we obtain an integer with the sought
property. 
Given an algebraic subvariety Z ⊂ G of an algebraic group G and an element g ∈ G,
we shall denote by Z · g the image of Z under the right-translation by g. The following
result is a generalization of Schur’s Theorem on finitely generated matrix groups [CR,
Theorem 36.2]; indeed Schur’s Theorem can be easily recovered from the case Z = {1G}
below:
Lemma 4.3. Let G be a linear algebraic group defined over the finitely generated field
κ, Z ⊂ G be a closed algebraic subvariety defined over κ of strictly inferior dimension.
Let Γ ⊂ G(κ) be a semigroup, Zariski-dense in G. There exists an element γ ∈ Γ such
that the algebraic group generated by γ is connected and no positive power γn of γ satisfies
Z · γn = Z.
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Proof. Let H be the subgroup of G formed by the elements g ∈ G such that Z · g = Z.
ClearlyH is an algebraic subgroup of G. Moreover H has dimension < dim(G) if Z satisfies
the same condition (which we assumed). Let us first prove the existence of an element γ ∈ Γ
such that Z · γn 6= Z for all n > 0. Thanks to the previous lemma, it suffices to prove that
for every m ≥ 1 there exists an element γ ∈ Γ such that γm 6∈ H. Assume the contrary, so
γm does belong to H for some fixed m ≥ 1 and all γ. Hence Γ would be contained in the
algebraic subvariety of G defined by the condition gm ∈ H; since Γ is Zariski dense, G itself
would be contained in such a variety, so every element of g would satisfy such a relation.
To see that this is impossible, just consider a one-parameter subgroup of G not contained
inH, which exists due to the hypothesis dim(H) < dim(G). Such a subgroup contains only
finitely many elements whose m-th powers lie in H, obtaining a contradiction. Replacing γ
by a suitable power, the previous condition still holds and we obtain moreover an element
generating a connected algebraic group. 
All the previous lemmas were meant to prove the following Proposition, for which we
introduce one more definition: for a h-tuple (g1, . . . , gh) ∈ G(C)h, G being as usual an
algebraic group, we let S(g1, . . . , gh) ⊂ G(C) be the set
S(g1, . . . , gh) := {gn11 · · · gnhh : (n1, . . . , nh) ∈ Nh}. (4.1)
Proposition 4.4. Let G be a connected linear algebraic group defined over the finitely
generated field κ, Γ ⊂ G(κ) a Zariski-dense semigroup. There exist an integer h ≥ 1
and elements γ1, . . . , γh ∈ Γ with the following property: for every positive integer D the
set S(γD1 , . . . , γDh ) is Zariski-dense in G. Moreover, letting, for each index i = 1, . . . , h,
Zi denote the Zariski closure of S(γD1 , . . . , γDi ), the algebraic varieties Zi are irreducile
and pairwise distinct (and Zh = G). Also, for each i = 1, . . . , h, the algebraic subgroup
generated by γDi is connected.
Note that Proposition 4.4 fails if one omits the arithmetic condition on the field κ.
For instance if G = Gm and Γ ⊂ Gm(C) is the torsion subgroup of G, i.e. the group of
roots of unity, then Γ is Zariski dense in G but every set of the form (4.1), with gi ∈ Γ, is
finite.
Proof of Proposition 4.4. If G is zero dimensional, then Γ = G = {1G} and we are done.
Suppose G has positive dimension. By the Lemma 4.3, applied with Z = {1G}, there exists
an element γ1 of infinite order. Then the Zariski closure Z1 of the cyclic group generated
by γ1 has positive dimension. Replacing γ1 by a suitable power of it if necessary, we can
suppose that Z1 is irreducible. If the dimension of Z1 coincides with the dimension of G
we are done, since G is connected. Otherwise, by the preceding lemma, there exists an
element γ2 ∈ Γ such that the sets Z · γn2 for n = 1, 2, . . . are pairwise distinct. Again by
taking a suitable power of γ2, we can suppose it generates a connected algebraic group H2.
Then the Zariski closure Z2 of the set S2 = S(γ1, γ2) has strictly larger dimension (since it
contains infinitely many pairwise distinct subvarieties isomorphic to Z1) and is connected
(since it is the image of the connected variety Z1×H2 under the map (g, h) 7→ g ·h). Note
that Z2, unlike Z1, need not be an algebraic subgroup. After at most dim(G) steps we reach
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a variety Zh which has the same dimension as G, hence coincides with G; we also obtain
a sequence H1, . . . , Hh of connected algebraic groups of positive dimension generated by
γ1, . . . , γh respectively. We now observe that given such γ1, . . . , γh, the varieties Z1, . . . , Zh
and the subgroups H1 = Z1, . . . , Hh do not change if we replace the γi by any positive
power γDi ; this follows from the fact that if the connected algebraic group Hi is generated
by an element γi, it is also generated by any positive power γ
D
i . 
We shall later choose the integer D in the above Lemma in such a way that the
spectra of the matrices γD1 , . . . , γ
D
h generate a torsion free group (compare with the notion
of “sous-groupe net” in [Bo 1]). We shall prove
Proposition 4.5. Let G be a connected linear algebraic group defined over the finitely
generated field κ, Γ ⊂ G(κ) a Zariski-dense sub-semigroup of G. There exist an integer
h ≥ 1 and elements γ1, . . . , γh ∈ Γ with the following properties: letting, for i = 1, . . . , h,
Hi be the Zariski closure of the group generated by γi,
(i) the algebraic groups Hi are irreducible;
(ii) the map H1 × . . .×Hh → G sending (x1, . . . , xh) 7→ x1 · · ·xh is surjective;
(iii) the spectra of the matrices γ1, . . . , γh, generate in C
∗ a torsion free subgroup.
Proof. Having choosen γ′1, . . . , γ
′
h as in Proposition 4.4 we let D be the order of the torsion
subgroup of the multiplicative group generated by the spectra of γ′1, . . . , γ
′
r. Then putting
γi := γ
′D
i we obtain the all the conditions (i), (ii), (iii) are satisfied. 
We are interested in the Stein factorization of the surjective map H1 × . . .×Hh → G
appearing in Proposition 4.5. In the sequel of this paragraph, κ denotes any field.
Put H := H1 × . . .×Hh and let ψ : H → G be the surjective map
ψ : H ∋ (x1, . . . , xh) 7→ ψ(x1, . . . , xh) = x1 · · ·xh ∈ G.
Definition. We say that an automorphism σ of H (in the sense of κ-algebraic varieties)
preserves the fibers of ψ if there exists an automorphism σ¯ of G (as algebraic variety) such
that ψ ◦ σ = σ¯ ◦ ψ. Clearly, such an automorphism is uniquely determined by σ.
The fiber preserving automorphisms of H form a group; they are characterised by the
following property: for every choice of points α1, α2 ∈ H, ψ(α1) = ψ(α2) if and only if
ψ(σ(α1)) = ψ(σ(α2)).
The next lemma garantees that the group of automorphisms of G of the form σ¯, for
some σ : H → H preserving the fibers of ψ, acts transitively on G.
Lemma 4.6. Let G be a connected linear algebraic group defined over a field κ, H1, . . . , Hh
be connected subgroups, also defined over κ. Let ψ : H1 × . . .×Hh = H → G be the map
defined above, and suppose it is surjective. Then the fibers of ψ are all isomorphic. Also,
given two points g1, g2 of G, there exists an automorphism of H, preserving the fibers of
ψ, and sending ψ−1(g1) to ψ−1(g2).
Proof. Let g ∈ G be a point. Write g = a1 · a2 · · ·ah, so that ψ−1(g) contains the point
(a1, a2, . . . , ah). We first prove that the fiber of g is isomorphic to the fiber of g
′ := a2 · · ·ah,
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and that such an isomorphism can be chose to preserve all fibers: clearly the automorphism
σ of H: σ(x1, . . . , xh) 7→ (a−11 x1, . . . , xh) preserves the fibers and defines by restriction to
ψ−1(g) an isomorphism between ψ−1(g) and ψ−1(g′). (Note that σ¯ : G → G is the left-
translation by a−11 ). For the same reason, there is a fiber preserving automorphism sending
the fiber of g′ to the fiber of g′′ := a3 · · ·ah. After h − 1 steps we obtain that the fiber
of g is isomorphic, via a fiber preserving automorphism of H, to the fiber of the neutral
element 1G. By transitivity, we obtain the Lemma. 
Proposition 4.7. Let the subgroups H1, . . . , Hh and the map ψ be as in Lemma 4.6. Put
H := H1 × . . . × Hh. Then there exists a connected algebraic group G′, defined over κ,
such that the map ψ : H → G factors as ψ = ψ1 ◦ ψ2, where ψ2 : H → G′ has irreducible
fibers and ψ1 : G
′ → G is an isogeny.
The above factorization of ψ will be referred to as the Stein factorization.
Proof of Proposition 4.7. The surjective morphism ψ : H → G induces an injection
ψ∗ : κ[G] →֒ κ[H] of κ-algebras; let G′ be the affine variety corresponding to the integral
closure of ψ∗(κ[G]) in the function field κ(H). Since H is a normal variety, it is a subring
of κ[H]. We then have a factorization H → G′ → G of the map ψ, where the second arrow,
ψ1 : G
′ → G, is a finite map.
We first prove that the variety G′ is smooth. Let us first observe that for the fiber
preserving automorphisms σ of H induce automorphisms of G′; in fact, from ψ ◦σ = σ¯ ◦ψ,
it follows that σ∗ preserves the subring ψ∗(κ[G]), so also its integral closure ψ∗1(κ[G
′]). We
shall denote by σ′ the induced automorphism of G′, which satisfies σ′ ◦ ψ1 = ψ1 ◦ σ. Let
Z be the singular locus of G′ and suppose by contradiction that it is non empty. We shall
prove that ψ1(Z) = G, which is impossible since dim(Z) < dim(G
′) = dim(G). Suppose
then that z ∈ Z is a singular point of G; let g ∈ G be any point. Choose a pre-image
a ∈ ψ−12 (z) for z and let σ be a fiber preserving automorphism of H sending z to a point
in ψ−1(g). Then the induced automorphism σ′ of G′ sends z to a point σ′(z) such that
ψ1(σ
′(z)) = g. Since σ′ is an automorphism, σ′(z) is also a singular point, so it belongs to
Z, thus proving that g ∈ ψ1(Z).
We now prove that the finite map ψ1 : G
′ → G is an unramified cover, i.e. its
differential is surjective at every point of G′. The proof is very similiar to the previous
one. Let W ⊂ G′ be the (closed, proper) subset of points where the differential of ψ1 is not
surjective and suppose by contradiction it is non empty. We shall prove that ψ1(W ) = G,
obtaining a contradiction, since at each point of the varietyW the differential of ψ1 has rank
< dim(G). Let as before g ∈ G be any point of G and w ∈ W be a point of W . As before,
there exists an automorphism σ′ of G′, induced by a fiber preserving automorphism σ ofH,
satisfying ψ1(σ
′(w)) = g. This proves that g ∈ ψ1(W ), obtaining the sought contradiction.
It remains to prove the second part of the Proposition, namely the irreducibility of
the fibers of ψ2. The generic fiber of ψ2 : H → G′ is irreducible, since ψ∗2(κ(G′)) is
algebraically closed in κ(H). Every point of G has deg(ψ1) preimages in G
′(κ¯). Hence
there exists a point g ∈ G such that ψ−1(g) has deg(ψ1) preimages in G′, and each of such
preimages has irreducible fiber with respect to ψ2 (actually an open dense subset of G of
such points with this property). Then the number of irreducible components of ψ−1(g) of
such a point g equals the degree of ψ1. We shall prove that it is so for every other point of
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G. Now, since the variety ψ−1(g) = ψ−12 (ψ
−1
1 (g)) is isomorphic to ψ
−1(x) = ψ−12 (ψ
−1
1 (x)),
the fibers have the same number of irreducible components. But now, since ψ−11 (x), ψ
−1
1 (g)
have the same cardinality deg(ψ1), each fiber, with respect to ψ2, of each point in ψ
−1
1 (x)
must be irreducible, concluding the proof. 
We end this section with a result of different nature, which will be used in the proof
of Theorem 1.2: it is probably well known, and can be proved in several different ways,
but we cannot locate any reference to it on the literature. The proof given below follows
a suggestion of U. Zannier.
Proposition 4.9. Let G be a connected linear algebraic group, χ ∈ κ[G] be a regular
function. Suppose that χ has no zeros in G(κ¯) and that χ(1G) = 1. Then χ is a character.
Proof. Let G be a normal compactification of G, i.e. a normal complete variety containing
G as an open subset (in the Zariski topology). Let D1, . . . , Dt be the component of the
divisor at infinity, i.e. of the hypersurface G¯ \ G. For each g ∈ G(κ¯), denote by χg the
regular function x 7→ χg(x) = χ(gx). All the zeros and poles of χg, if any, are contained
in the hypersurfaces D1, . . . , Dt. Hence, for each g ∈ G, the divisor of poles of the rational
function χg ∈ κ(G) can be written as
(χg)∞ = a1(g)D1 + . . .+ at(g)Dt =: A(g)
for suitable non-negative integers a1(g), . . . , at(g). The same holds for the divisor of zeros,
namely
(χg)0 = b1(g)D1 + . . .+ bt(g)Dg =: B(g),
for non-negative integers b1(g), . . . , bt(g). Since G is an irreducible variety, the effective
divisors A(g), for g ∈ G, are all algebraically equivalent, so in particular they have the
same degree with respect to a projective imbedding G¯ →֒ PN ; the same is true of the
divisors B(g). So the coefficients a1(g), . . . , at(g), b1(g), . . . , bt(g) have only finitely many
possibilities. Hence there exists a Zariski open set Ω ⊂ G such that for every g ∈ Ω the
(principal) divisor (χg) = B(g)− A(g) is fixed, equal to the divisor of a function χg0 , for
a fixed g0 ∈ G. Then for all g ∈ Ω the ratio χg/χg0 is a constant function on G, say ρ(g).
But the equality χ(gh) = ρ(g)χ(g0h), valid for all (g, h) ∈ Ω×G, immediately implies the
same equality for all (g, h) ∈ G×G. This, and the fact that χ(1G) = 1, easily implies that
χ is a character. 
§5. Proof of the main theorems.
Recall that κ ⊂ C always stands for a fixed finitely generated field of characteristic
zero.
We now begin the Proof of Theorem 1.6, which is the crucial ingredient in the proofs
of Theorems 1.1 and 1.5. We shall first consider a slightly different statement, which will
be proved to be equivalent to Theorem 1.6:
Proposition 5.1. Let V be an affine variety, with dim(V ) = dim(G). Suppose that each
irreducible component of V has the same dimension, equal to the dimension of G. Let
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π : V → G be a morphism, such that its restriction to each irreducible component of V is
dominant; let Γ ⊂ G(κ) be a Zariski-dense semigroup with Γ ⊂ π(V (κ)). Then there exists
an algebraic group G˜, an isogeny p : G˜ → G and a rational map θ : G˜ → V , all defined
over κ, such that π ◦ θ = p.
Proof. Denote by V1, . . . , Vm the irreducible components of V . The morphisms π|Vj : Vj →
G correspond to inclusions of κ-algebras π∗|Vj : κ[G] →֒ κ[Vj ]. For each j ∈ {1, . . . , m},
let tj ∈ κ[Vj ] be a generator for the field extension κ(Vj)/π∗|Vj (κ(G)), which is integral
over π∗|Vj (κ[G]). Putting Wj = spec(π
∗
|Vj (κ[G])[tj]) we obtain affine varieties W1, . . . ,Wm,
endowed with finite mappings πj :Wj → G and birational morphisms ωj : Vj → Wj , with
πj ◦ ωj = π|Vj . The hypothesis that Γ ⊂ π(V (κ)) implies that
Γ ⊂
m⋃
j=1
πj(Wj(κ)).
Letting W be the disjoint union of W1, . . . ,Wm, so W := W1 ∪ . . . ∪Wm = spec(κ[W1] ×
. . .× κ[Wm]), we are then reduced to a finite mapping, denoted again by π :W → G with
moreover the property that on each irreducible component Wj , the ring extension κ[Wj ]
of π∗j (κ[G]) is generated by a single element tj . Of course, if we prove that on a suitable
unramified (connected) cover G˜ → G there exists a regular section for the map W → G,
we can deduce the same conclusion for V , which is birationally isomorphic to W , up to
the fact that the section to V would be only rational (not necessarely regular). Since this
is exactly our thesis, we shall be content to prove the existence of a section G˜→W .
For each j ∈ {1, . . . , m}, let the minimal equation for tj be
T dj + ϕ1,j(g)T
dj−1 + . . .+ ϕdj ,j(g) = 0.
Here dj = deg(π|Vj ) = deg(πj) and ϕj,1, . . . , ϕj,dj are regular functions on G, identified
via π∗ to regular functions on V .
The hypothesis that Γ ⊂ π(V (κ)) implies that for each g ∈ Γ, there exists at least
an index j ∈ {1, . . . , m} and a rational specialization of tj 7→ tj(γ) ∈ κ satisfying the
above displayed equation. Taking the product of the polynomials T dj + ϕ1,j(g)T
dj−1 +
. . .+ ϕdj ,j(g) ∈ κ[G][T ], for j = 1, . . . , n, we obtain a polynomial f(T, g) ∈ κ[G], of degree
d := d1 + . . .+ dm, which we write as
f(T, g) = T d + ϕ1(g)T
d−1 + . . .+ ϕd(g)
for suitable regular functions ϕ1, . . . , ϕd ∈ κ[G]. By hypothesis, such a polynomial has a
root in κ for each specialization g ∈ Γ.
Let now γ1, . . . , γh, as well as H1, . . . , Hh, H := H1 × . . .×Hh, be as in Propositions
4.5, 4.6, 4.7. Denote by ψ : H → G, as in Proposition 4.6, the map sending the h-tuple
H ∋ (g1, . . . , gh) 7→ ψ(g1, . . . , gh) = g1 · · · gh. Putting, for i = 1, . . . , d,
yi(n1, . . . , nh) = ϕi(γ
n1
1 · · ·γnhh )
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we obtain d exponential polynomials in R⊗hκ,U , where U is the torsion-free group generated
by the spectra of γ1, . . . , γh. We remark at once that each κ-algebra κ[Hi] imbeds canoni-
cally into R⊗hκ,U . Apply Theorem 3.5 to the polynomial f(T, n1, . . . , nh) ∈ R⊗hκ,U [T ] defined
by
f(T, n1, . . . , nh) := T
d + y1(n1, . . . , nh)T
d−1 + . . .+ yd(n1, . . . , nh)
= T d + ϕ1(γ
n1
1 · · ·γnhh )T d−1 + . . .+ ϕd(γn11 · · ·γnhh ).
We obtain a functional solution in the ring R⊗hκ,U , after replacing if necessary γ1, . . . , γh
by γd!1 , . . . , γ
d!
h . This corresponds geometrically to an unramified covering H
′ of H :=
H1 × . . .×Hr:
η : H ′ → H
and a regular map λ : H ′ →W with π ◦ λ = ψ ◦ η.
Consider the morphism ψ ◦η : H ′ → G. We want to investigate its Stein factorization.
Recall (Proposition 4.7) that ψ factors as ψ = ψ1 ◦ ψ2, where ψ2 : H → G′ has irreducible
fibers and ψ1 : G
′ → G is an isogeny (connected unramified covering). Let now G˜ be the
affine variety corresponding to the integral closure of (ψ2 ◦ η)∗(κ[G′]) in κ[H ′]; we obtain
a factorization of ψ2 ◦ η as ψ2 ◦ η = η1 ◦ η2 where η1 : G˜ → G′ has finite degree and
η2 : H
′ → G˜ has connected fibers. Now, since η : H ′ → H is unramified, the morphism
η1 : G˜ → G′ is also unramified, so G˜ admits an algebraic group structure such that η1
becomes an isogeny. Let p : G˜ → G be the composite p = ψ1 ◦ η1; it is an isogeny with
respect to the above mentioned algebraic group structure on G˜.
Our next goal is to prove that the map λ : H ′ → W factors as λ = θ ◦ η2, for a
morphism θ : G˜→ W , so that we can obtain the commutative diagram:
W ←− G˜ ←− H ′
↓ ↓ ↓
G ←− G′ ←− H
This amounts to saying that λ is constant on every fiber of η2; now this is clear since (1)
the fibers of η2 are connected and (2) on each fiber of η2 the value of λ has only finitely
many possibilities, since it must belongs to the fiber with respect to π of a single point in
G. 
The above Proposition can be generalized to reducible varieties V of mixed dimension.
The crucial point is the following
Lemma 5.2. Let G be a normal irreducible affine variety, Y ⊂ G a proper irreducible
closed subvariety, both defined over κ. There exists an affine variety W , with dim(W ) =
dim(G), and a finite map π : W → G of degree > 1 such that Y (κ) ⊂ π(W (κ)), π is
ramified (over a hypersurface in G).
We remark at once that our Lemma 5.2 implies in particular that, in the notation of
[Se, chap 9, p. 121], thin sets of type 1 are also of type 2.
Proof. By imbedding Y in a hypersurface defined over κ we can reduce to the case Y is
a hypersurface in G. Let f ∈ κ[G] be a regular function having a zero of multiplicity one
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in Y (such a function exists since G is normal). Put W := spec(κ[G][
√
f ]). We obtain a
degree two cover π : W → G, defined over κ, ramified over the hypersurface Y ; note that
it is an isomorphism on π−1(Y ). In particular Y (κ) ⊂ π(W (κ)). 
Proof of Theorem 1.6. (We shall prove at the same time that in Proposition 5.1 one can
omit the hypothesis that all components of V have the same dimension.)
Suppose the hypotheses of Theorem 1.6 hold. By Lemma 5.2, we can construct a
variety W from V as follows: consider the irreducible components of V of dimension
< dim(G) = dim(V ); for each such component V ′, remark that π(V ′) is contained in a
proper closed subvariety of G; let W ′ be an irrreducible affine variety with dim(W ′) =
dim(G), endowed with a map πW ′ such that (1) πW ′(W
′(κ)) ⊃ π(V ′(κ)) and (2) πW ′ is
ramified; the existence of such varieties and maps is assured by Lemma 5.2. Let W be a
normalization of the disjoint union of the irreducible components of maximal dimension
of V and the varieties W ′, obtained as explained from the components of lower dimension
of V . The new affine variety W is endowed with a morphism πW : W → G, satisfying
the hypotheses of Proposition 5.1; namely π(W (k)) ⊃ Γ. Also, πW coincides with π on
the union of the irreducible components of V of maximal dimension. By Proposition 5.1,
there exists an isogeny p : G˜→ G and a rational map θ : G˜→W with π ◦ θ = p. Consider
the image V ′ = θ(G˜) of the map θ; it is an irreducible component of W . To end the proof,
we must show that it is a component of V . Now, since π ◦ θ is unramified, V ′ cannot be
one of the components of W constructed via Lemma 5.2 from those of lower dimension
in V , otherwise π (hence π ◦ θ) would be ramified, at least over the smooth locus of the
ramification divisor of π. So V ′ is a component of V . Also, the map θ : G˜→ V ′ must be
unramified, so V ′ admits the structure of an algebraic group in such a way that π : V ′ → G
is an isogeny. 
To Prove Theorem 1.1, we begin by formulating (and proving) a weaker version.
Proposition 5.3. Assume (a) and (b) of Theorem 1.1. Then there exists an algebraic
group G′, an isogeny p : G′ → G and a rational map θ : G′ → X, all defined over κ, such
that for all g′ in its domain,
p(g′)(θ(g′)) = θ(g′).
Proof. We let V ⊂ X ×G be the variety of fixed points for the given action of G to X :
V := {(x, g) ∈ X ×G : g(x) = g}.
It is endowed with a projection π : V → G. The hypothesis (a) assures that π is dominant,
and hypothesis (b) assures that its generic fiber is finite (say of degree n). The hypothesis
(a) of Theorem 1.1 states that Γ ⊂ π(V (κ)). Then Proposition 5.1 provides the existence
of an unramified covering p : G′ → G and a morphism θ′ : G′ → V such that π ◦ θ = p.
Letting π1 : V → X be the projection on the first factor, we obtain the rational map
θ := π1 ◦ θ′, which has the required property. 
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Hence the first conclusion of Theorem 1.1 would be proved once we show that G′ can
be taken to be G and p to be the identity map. This is the content of the next result, of
purely geometric nature.
Proposition 5.4. Let G be an algebraic group, X an algebraic variety, both defined over
a field κ of characteristic zero. Suppose G acts κ-morphically over X in such a way that
some element of G has only finitely many fixed points in X(κ¯). Suppose there exists an
algebraic group G′, an isogeny p : G′ → G and a rational map θ : G′ → X, defined over κ,
such that p(g)(θ(g)) = θ(g) for all g in the domain of θ. Then such a map θ is constant on
the fibers of p, i.e. is of the form θ = ω ◦ p for a rational map ω : G→ X. Automatically
ω satisfies g(ω(g)) = ω(g), for all g in its domain.
The proof of Proposition 5.4 will make use of analytic methods. Recall that the Lie
algebra g of G′ (which is isomorphic to the Lie algebra of G) is endowed with the expo-
nential map exp : g→ G′(C), whose image is an open neighborhod of the origin (possibly
the whole Lie group G′(C)). An intermediate result toward the proof of Proposition 5.4 is
Lemma 5.5. Under the hypotheses of Proposition 5.7, there exists a set U ⊂ G′(C), open
in the euclidean topology and dense in the Zariski topology, such that for each g′ ∈ U ,
there exists an element α ∈ g such that g′ = exp(α) and the map C ∋ t 7→ θ(exp(tα)) is
constant.
Proof. Let n be the generic number of fixed points for an element g ∈ G in X(C) (such a
number is finite by assumption). Let U ⊂ G′(C) be the set of elements g′ ∈ G′ with the
properties that:
(1) there exists a point α in the Lie algebra of G′ such that g′ = exp(α);
(2) exp(tα) belongs to the domain of θ for all but finitely many t ∈ C;
(3) each element g of G of the form g = p(exp(tα)), for all but finitely many t ∈ C, fixes
at most n points in X(C);
clearly U is Zariski-dense and open in the euclidean topology.
Let g′ ∈ U and let α ∈ g with exp(α) = g′. Let us show that the map t 7→ exp(tα)
is constant, as claimed in the Lemma. Assume by contradiction it is not so. Then, by
continuity, the set exp(tα) for t ∈ Q would be an infinite set. Now, take n + 1 rational
points t1, . . . , tn+1 ∈ Q such that their images θ(exp(tiα)) are pairwise distinct. There exist
integers d1, . . . , dn+1 such that the products diti are all equal and none of them belong
to the exceptional finite set of complex numbers t such that p(exp(tα)) has more then n
fixed points. Neverthless, the point p(exp(ditiα)), which is independent of i and is a power
of p(exp(tiα)) for all i = 1, . . . , n + 1, leaves fixed all the fixed points for p(exp(tiα)), for
i = 1, . . . , n+ 1. This contradiction proves the lemma. 
Proof of Proposition 5.4. Let Z ⊂ G′ be the kernel of the projection p : G′ → G. It is
a finite (normal) subgroup contained in the center of G′; let e be its order. Recall that θ
associates to a point g′ ∈ G′ (in its domain) a fixed point in X for the element p(g′) of
G. We have to show that this fixed point is the same for g′ and g′ · z, whenever z ∈ Z
(at least for all g′ in an open dense subset of G′). It suffices to consider the points g′ such
that g′z ∈ U for all z ∈ Z (they form a dense set in the Zariski topology, since Z is finite).
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Let then g′ = exp(α) ∈ U be an element with this property. Then θ(g′) = θ(g′e), since
θ is constant on the one-parameter subgroup t 7→ exp(tα). For the same reason, we also
have θ((g′z)e) = θ(g′z); on the other hand g′d = (g′z)e, since z is central of order finite
dividing e; so we have θ(g′) = θ(g′z) as wanted. 
Proof of Theorem 1.1. Conclusion (i) of the Theorem follows immediately combining its
the weak form given in Proposition 5.3 with Proposition 5.4. So we know there is a κ-
morphism ω : U → X , where U ⊂ G is an open dense subset of G, satisfying (ii) of
Theorem 1.1. Let us prove that, under the assumption that X is projective, every element
of G(κ) has a rational fixed point. Let g ∈ G(κ). We can find a smooth curve C ⊂ G,
defined over κ, passing through g and not lying entirely in the complement of U . Then
the restriction of ω to C can be continued to every point of C, since it is a map from a
smooth curve to a projective variety. The value of such continuation at the point g is then
a rational fixed point for g. 
Proof of Theorem 1.2. We shall apply Theorem 1.6, in its equivalent form given in
Proposition 5.1.
Let V ⊂ Grm ×G be the variety defined by the condition
(λ1, . . . , λr, g) ∈ V if and only if (T − λ1) · · · (T − λr)|P (T, g),
where as usual, for g ∈ G ⊂ GLN , P (T, g) ∈ κ[T ] denotes the characteristic polynomial
of the matrix g. Denoting by π : V → G the projection onto the factor G, hypothesis
(i) of Theorem 1.2 garantees that Γ ⊂ π(V (κ)). Hence, by Proposition 5.1 there exist
an algebraic group G˜, an isogeny p : G˜ → G and rational functions χ˜1, . . . , χ˜r ∈ κ(G˜)
such that for all g′ in an open dense set of G˜, the polynomial (T − χ˜1(g′)) · · · (T − χ˜r(g′))
divides the characteristic polynomial of π(g′). To obtain the full Theorem 1.2, it remains
to prove that: (1) the rational functions χ˜1, . . . , χ˜r are in fact regular; (2) one can take for
G˜ the group G and for p : G˜ → G the identity; (3) the (regular) functions χ˜1, . . . , χ˜r are
character of G = G˜.
To prove our first claim, just observe that each function χ˜i ∈ κ(G˜) satisfies the monic
equation P (χ˜, p(g)) = 0 over κ[G˜], so is integral over the ring κ[G˜]. Since G˜ is smooth, the
corresponding regular function ring κ[G˜] is integrally closed, so χ˜ is a regular function.
To prove both our second and third claims, we shall make use of Lemma 4.9. Since
χ˜1, . . . , χ˜r are regular and never vanishing, they are characters of G˜, by Lemma 4.9. Let
now χ˜ ∈ {χ˜1, . . . , χ˜r} be one of them. We shall show that χ˜ is constant in the pre-image
p−1(g) of each point g ∈ G, thus proving that one can take G˜ = G and for p the identity
map, as wanted. Let Z ⊂ G˜ be the kernel of p; it is a finite central subgroup of order
equal to the degree of p. From χ˜(zg′) = χ˜(z)χ˜(g′), valid for all z ∈ Z, g′ ∈ G˜, it follows
that the ratio χ˜(zg)/χ˜)(g) is a fixed root of unity χ˜(z). Now, since χ˜(z) is an eigenvalue
of p(z) = 1G, it follows that χ˜(z) = 1, so χ˜(zg) = χ˜(g) as wanted. 
Proof of Corollary 1.3. Let G be the Zariski closure of the group Γ in GLN , let G
0 be the
neutral component of G and put Γ0 := Γ ∩ G0. The subgroup Γ0 ⊂ Γ has finite index in
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Γ and is Zariski-dense in the connected algebraic group G0; we shall prove it is solvable,
obtaining the Corollary. The hypothesis of Theorem 1.2 are satisfied with r = N , with
G0 instead of G and Γ0 instead of Γ. Then by conclusion (ii) of Theorem 1.1 there exists
an algebraic-group homomorphism χ : G0 → GNm whose kernel is composed of matrices all
of whose eigenvalues are equal to 1. Such a subgroup is known to be solvable; since the
group GNm is also solvable, it follows that G
0 is solvable, hence so is Γ0. 
Proof of Corollary 1.4. The equivalence between conditions (i), (ii), and (iii) is contained
in Theorem 1.2. It then suffices just to prove just that (iii) implies (iv) and (iv) implies
(ii).
Let us suppose that (iii) holds, so there is a character χ : G→ Gm, defined over κ, such
that χ(g) is for every g ∈ G an eigenvalue of g. Let r ∈ {1, . . . , N} be the “generic” value
for the dimension of the kernel of g−χ(g) ·1N , where as usual 1N denotes the unit-matrix
in GLN . This number r is also the minimal of such dimensions, for g ∈ G(κ¯). Then we can
define a rational map ω¯ : G→ F(r;N), to the Grassmanniann of r-dimensional subspaces
in GNa , by sending g to ω¯(g) := ker(g − χ(g)1N ). Let H be any subspace of codimension
r− 1 in GNa , defined over κ, intersecting transversally at least one r-dimensional subspace
of the form ω¯(g). Then the map ω : g 7→ ω¯(g) ∩H sends a generic element of G to a line
in GNa , i.e. to a point of PN−1; clearly such point is fixed for the projective automorphism
induced by g. Hence we have proved (iv) (assuming (iii)).
Let us now assume (iv) and want to prove (ii). It suffices to remark that a fixed point
certainly exists for all g in an open dense set U of G (where ω is well-defined). For any
other point g ∈ G(κ), letting C be a smooth curve on G passing to g and not lying entirely
on G \ U , the restriction of the rational map ω to C can be continued to the whole curve
C, hence in particular to the point g; its value in g provides a fixed point for g. 
Proof of Theorem 1.5. This is an easy consequence of Theorem 1.1. Actually, the condition
that some matrix of G has distinct eigenvalues, appearing in the hypothesis of Theorem
1.5, assures that the natural action of G on the flag variety F(r1, . . . , rh;N) satisfies
condition (b) in Theorem 1.1. Note that flag varieties are projective, so both conclusions
of Theorem 1.1 hold. Now, (i) of Theorem 1.1 coincides exactly with (ii) of Theorem 1.5,
while conclusion (ii) of Theorem 1.1 gives (i) of Theorem 1.5. It only remains to prove
the stronger conclusion in the particular case (r1, . . . , rh) = (1, . . . , N −1), of the maximal
flag variety. In this case we can apply Corollary 1.3, obtaining that G is solvable. Then
the Lie-Kolchin Theorem [Bo2, 10.5] assures the existence of a fixed complete flag for the
whole group G. 
Proof of Corollary 1.11. We follow closely [Se, §9.2], in particular its proof of Proposition
2 therehin. We first show that the points γ ∈ G such that the Galois group (over κ) of the
polynomial P (T, γ) is not isomorphic to G is a κ-thin set. Let V ⊂ GNm ×G be the variety
V := {(λ1, . . . , λN , g) ∈ GNm ×G : P (T, g) = (T − λ1) · · · (T − λN )}.
It is irreducible if and only if the characteristic polynomial of G is irreducible. Let π :
V → G be the projection on the second factor. It is a (possibly disconnected) Galois cover
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of G with Galois group isomorphic to G. Let V (1), . . . , V (r), (r ≤ N) be the irreducible
components of V ; each V (j) defines a connected cover of G, where the covering map
is naturally the restriction of π to V (j). Let G(j) be the subgroup of G formed by the
automorphisms acting trivially on V (j). The cover π|V (j) : V (j) → G is Galois with
automorphism group G/G(j); in particular it has degree > 1 whenever G(j) 6= G. Let now
γ ∈ G(κ) be a given matrix. Saying that the Galois group of the splitting field of γ is
not isomorphic to G amounts to the existence of an index j ∈ {1, . . . , r} such that: (1)
G(j) 6= G, (2) there exists a subgroup H with G(j) ⊂ H ⊂ G, H 6= G, such that H fixes a
Galois invariant subset of the fiber of γ in V (j). Consider now, for each index j = 1, . . . , r,
the (possibly empty) set {H(j)i }i≤i(j) of subgroups G(j) ⊂ H(j)i ⊂ G with H(j)i 6= G; there
are no such subgroups if G(j) = G, i.e. if π : V (j) → G is an isomorphism.
Let W be the union of the varieties of the form V (j)/H
(j)
i . Consider the induced
projection π : W → G. By construction, it has no sections. Then the set of γ ∈ G(κ)
whose splitting field has a Galois group not isomorphic to G is just the image π(W (κ)) of
the rational points in W , hence a κ-thin set. By Proposition 5.3, if such a set contains
a Zariski-dense subgroup, then there exists a covering p : G˜ → G and a rational map
θ : G˜→W with p = πW ◦ θ. As in the proof of Theorems 1.1 and 1.2, it is easy to see that
one can then choose G′ = G and p the identity map, concluding that π admits a section,
which we excluded. 
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