Stream-Channel and Watershed Delineations and Basin-Characteristic Measurements using Lidar Elevation Data for Small Drainage Basins within the Des Moines Lobe Landform Region in Iowa, TR-692 by unknown
U.S. Department of the Interior
U.S. Geological Survey
Scientific Investigations Report 2017–5108 
Prepared in cooperation with the Iowa Department of Transportation and the Iowa Highway 
Research Board (Project TR–692) 
Stream-Channel and Watershed Delineations and Basin-
Characteristic Measurements using Lidar Elevation Data for 
Small Drainage Basins within the Des Moines Lobe Landform 
Region in Iowa 
Iowa

Stream-Channel and Watershed 
Delineations and Basin-Characteristic 
Measurements using Lidar Elevation Data 
for Small Drainage Basins within the Des 
Moines Lobe Landform Region in Iowa 
By David A. Eash, Kimberlee K. Barnes, Padraic S. O’Shea, and Brian K. Gelder 
Prepared in cooperation with the Iowa Department of Transportation and the 
Iowa Highway Research Board (Project TR–692) 
Scientific Investigations Report 2017–5108 
U.S. Department of the Interior
U.S. Geological Survey
U.S. Department of the Interior 
RYAN K. ZINKE, Secretary 
U.S. Geological Survey 
William H. Werkheiser, Deputy Director 
    exercising the authority of the Director 
U.S. Geological Survey, Reston, Virginia: 2018 
For more information on the USGS—the Federal source for science about the Earth, its natural and living  
resources, natural hazards, and the environment—visit https://www.usgs.gov or call 1–888–ASK–USGS.
For an overview of USGS information products, including maps, imagery, and publications,  
visit https://store.usgs.gov.
Any use of trade, firm, or product names is for descriptive purposes only and does not imply endorsement by the 
U.S. Government.
Although this information product, for the most part, is in the public domain, it also may contain copyrighted materials 
as noted in the text. Permission to reproduce copyrighted items must be secured from the copyright owner.
Suggested citation:
Eash, D.A., Barnes, K.K., O’Shea, P.S., and Gelder, B.K., 2018, Stream-channel and watershed delineations and basin-
characteristic measurements using lidar elevation data for small drainage basins within the Des Moines Lobe 
landform region in Iowa: U.S. Geological Survey Scientific Investigations Report 2017–5108, 23 p.,  
https://doi.org/10.3133/sir20175108. 
ISSN 2328-0328 (online)
iii
Contents
Abstract  ......................................................................................................................................................... 1
Introduction ................................................................................................................................................... 1
Purpose and Scope  ............................................................................................................................ 2
Description of Study Area  ................................................................................................................. 2
Hydrologic Conditioning of Lidar DEMs .................................................................................................... 4
Stream Initiation Methods  .......................................................................................................................... 6
Streams Derived from the National Hydrography Dataset  .......................................................... 6
Streams from the Iowa Department of Natural Resources  ......................................................... 6
Streams Derived from Profile Curvature  ......................................................................................... 6
Dataset Development for Streamgages  ................................................................................................... 8
Processing of Lidar DEMs and Measurement of Basin Characteristics  ................................... 8
Annual Exceedance-Probability Discharges  ................................................................................. 8
Comparison of Lidar and StreamStats Basin Characteristics   ............................................................12
Development of Regional Peak-Flow Regression Equations using Lidar Basin 
Characteristics ...............................................................................................................................16
Development of Regression Models  ..............................................................................................16
Determination of Predictive Accuracy  ...........................................................................................16
StreamStats Regression Equations  ................................................................................................16
Lidar Regression Equations  .............................................................................................................17
Accuracy and Limitations of Regression Equations  ....................................................................19
Summary ...................................................................................................................................................... 20
References Cited ........................................................................................................................................ 21
Figures
1. Map showing the Des Moines Lobe landform region and U.S. Geological Survey
streamgages included in this study  ......................................................................................... 3
2. Map showing an example of total drainage area, 2-percent annual exceedance
probability effective drainage area, and 20-percent annual exceedance 
probability effective drainage area for hydrologic unit code 12 071000040703  ................ 5
3. Maps showing examples of derived streams for hydrologic unit code 12 070802070701
from initiation methods based on the National Hydrography Dataset and the  
Iowa Department of Natural Resources and three thresholds of profile curvature 
and requirements for continuity  ............................................................................................... 7
iv
Tables
1. Streamgage information included in this study  .....................................................................................9
2. Basin characteristics tested for significance in developing regression equations  .............10
3. Comparison of selected lidar and StreamStats basin characteristics  ....................................13
4. Regression equations developed using StreamStats basin characteristics for
estimating annual exceedance-probability discharges for unregulated streams 
in the Des Moines Lobe landform region in Iowa with drainage areas less than  
50 square miles  ..........................................................................................................................17
5. Results of the regression analyses of lidar datasets for selected stream-initiation
methods and selected watershed delineation methods  ...........................................................18
6. Best regression equations developed using lidar basin characteristics for estimating
annual exceedance-probability discharges for unregulated streams in the 
Des Moines Lobe landform region in Iowa with drainage areas less than  
50 square miles  ..........................................................................................................................19
7. Range of lidar basin-characteristic values used to develop the best annual
exceedance-probability regression equations for unregulated streams in the 
Des Moines Lobe landform region in Iowa with drainage areas less than  
50 square miles  ..........................................................................................................................19
vConversion Factors
U.S. customary units to International System of Units
Multiply By To obtain
Length
inch (in.) 2.54 centimeter (cm)
foot (ft) 0.3048 meter (m)
mile (mi) 1.609 kilometer (km)
foot per mile (ft/mi) 0.1894 meter per kilometer (m/km)
Area
square mile (mi2) 2.590 square meter (m2)
square feet (ft2) 0.09290 square meter (m2)
mile per square mile (mi2/mi) 0.621 kilometer per square kilometer (km/km2) 
square mile per mile (mi2/mi) 1.609 square kilometer per kilometer (km2/km)
Flow rate
cubic foot per second (ft3/s) 0.02832 cubic meter per second (m3/s)
International System of Units to U.S. customary units
Multiply By To obtain
Length
meter (m) 3.281 foot (ft)
Area
Square meter (m2) 10.7 square feet (ft2)
Datum
Vertical coordinate information is referenced to the North American Vertical Datum of 1988 
(NAVD 88).
Horizontal coordinate information is referenced to the North American Datum of 1983 (NAD 83).
Map projections are Universal Transverse Mercator, Zone 15 North.
Supplemental Information
Water year is the 12-month period from October 1 through September 30. The water year is 
designated by the calendar year in which the water year ends and includes 9 of the 12 months 
of that year. Thus, the water year ending September 30, 2015, is the “2015 water year.”
vi
Abbreviations
AEP annual exceedance probability
AEPD annual exceedance-probability 
discharge
CCM constant of channel maintenance
CON continuous streamgage
DEM digital elevation model
DOT department of transportation
DRNAREA geographic information system-
determined drainage area
DRNFREQ drainage frequency
EMA/MGB  expected moments algorithm annual 
exceedance-probability analysis 
with Multiple Grubbs-Beck low-
outlier test
FOSTREAM number of first-order streams
GIS geographic information system
GLS generalized least-squares
GPS global positioning system
HUC hydrologic unit code
IDNR Iowa Department of Natural 
Resources
IIHR Iowa Institute of Hydraulic Research
lidar  light detection and ranging
MGB Multiple Grubbs-Beck low-outlier 
test
NHD National Hydrography Dataset
Pseudo-R2 pseudo coefficient of determination 
Q50% annual exceedance-probability 
discharge of 50 percent (2-year 
recurrence-interval flood 
discharge)
Q20% annual exceedance-probability 
discharge of 20 percent (5-year 
recurrence-interval flood 
discharge)
Q10% annual exceedance-probability 
discharge of 10 percent (10-year 
recurrence-interval flood 
discharge)
Q4% annual exceedance-probability 
discharge of 4 percent (25-year 
recurrence-interval flood 
discharge)
Q2% annual exceedance-probability 
discharge of 2 percent (50-year 
recurrence-interval flood 
discharge)
Q1% annual exceedance-probability 
discharge of 1 percent (100-year 
recurrence-interval flood 
discharge)
Q0.5% annual exceedance-probability 
discharge of 0.5 percent 
(200-year recurrence-interval 
flood discharge)
Q0.2% annual exceedance-probability 
discharge of 0.2 percent 
(500-year recurrence-interval 
flood discharge)
RRE regional regression equation
RSD relative stream density
SEM standard error of model
SEP average standard error of prediction
StreamStats  U.S. Geological Survey web-based 
geographic information system 
tool (http://water.usgs.gov/osw/
streamstats/index.html)
STRDEN stream density
STRMTOT total length of all mapped streams in 
a basin
SSURGO National Resources Conservation 
Service Soil Survey Geographic 
database
USGS U.S. Geological Survey
WBD Watershed Boundary Dataset 
Introduction   1
Stream-Channel and Watershed Delineations and Basin-
Characteristic Measurements using Lidar Elevation Data for 
Small Drainage Basins within the Des Moines Lobe Landform 
Region in Iowa 
By David A. Eash1, Kimberlee K. Barnes1, Padraic S. O’Shea1, and Brian K. Gelder2
Introduction Abstract 
Basin-characteristic measurements related to stream 
length, stream slope, stream density, and stream order have 
been identified as significant variables for estimation of flood, 
flow-duration, and low-flow discharges in Iowa. The place-
ment of channel initiation points, however, has always been 
a matter of individual interpretation, leading to differences in 
stream definitions between analysts. 
This study investigated five different methods to define 
stream initiation using 3-meter light detection and rang-
ing (lidar) digital elevation models (DEMs) data for 17 
streamgages with drainage areas less than 50 square miles 
within the Des Moines Lobe landform region in north-central 
Iowa. Each DEM was hydrologically enforced and the five 
stream initiation methods were used to define channel initia-
tion points and the downstream flow paths. The five different 
methods to define stream initiation were tested side-by-side for 
three watershed delineations: (1) the total drainage-area delin-
eation, (2) an effective drainage-area delineation of basins 
based on a 2-percent annual exceedance probability (AEP) 
12-hour rainfall, and (3) an effective drainage-area delineation
based on a 20-percent AEP 12-hour rainfall.
Generalized least squares regression analysis was used to 
develop a set of equations for sites in the Des Moines Lobe 
landform region for estimating discharges for ungaged stream 
sites with 50-, 20-, 10-, 4-, 2-, 1-, 0.5-, and 0.2-percent AEPs. 
A total of 17 streamgages were included in the development of 
the regression equations. In addition, geographic information 
system software was used to measure 58 selected basin-char-
acteristics for each streamgage.
Results of the regression analyses of the 15 lidar datasets 
indicate that the datasets that produce regional regression 
equations (RREs) with the best overall predictive accuracy 
are the National Hydrographic Dataset, Iowa Department of 
Natural Resources, and profile curvature of 0.5 stream initia-
tion methods combined with the 20-percent AEP 12-hour 
rainfall watershed delineation method. These RREs have a 
mean average standard error of prediction (SEP) for 4-, 2-, and 
1-percent AEP discharges of 53.9 percent and a mean SEP for
all eight AEPs of 55.5 percent. Compared to the RREs devel-
oped in this study using the basin characteristics from the U.S.
Geological Survey StreamStats application, the lidar basin
characteristics provide better overall predictive accuracy.
Because light detection and ranging (lidar) elevation 
data are available for Iowa (www.iowagic.org/projects/lidar-
for-iowa/) and an automated process for enforcing drain-
age networks on 3-meter (m) lidar digital elevation models 
(DEMs) has been developed (Gelder, 2015), accurate drainage 
networks can be delineated for the appropriate hydrologic 
enforcement of lidar DEMs and measurement of drainage-
basin characteristics. Lidar refers to the process of scanning 
the earth with lasers from an aircraft to obtain accurate eleva-
tions (https://www.legis.iowa.gov/docs/publications/SD/4767.
pdf). The lidar instrument measures distance to a reflecting 
object by emitting timed pulses of light and measuring the 
time difference between the emission of a laser pulse and the 
reception of the pulse’s reflection(s). The measured time inter-
val for each reflection is converted to distance, which when 
combined with position and altitude information from a global 
positioning system (GPS), inertial measurement unit, and the 
instrument itself, allows the derivation of the 3D-point loca-
tion of the reflecting target’s location (Heidemann, 2014). 
Basin-characteristic measurements related to stream 
length, stream slope, stream density, and stream order have 
been identified as significant variables for the estimation of 
flood discharges (Eash and others, 2013; Eash, 2001), flow-
duration discharges (Linhart and others, 2012), and low-flow 
discharges (Eash and Barnes, 2012; Eash and others, 2016) 
in Iowa. The constant of channel maintenance (CCM) basin 
characteristic was a significant variable in the development of 
flood-estimation equations for the Des Moines Lobe landform 
region (flood region 1; Eash and others, 2013). CCM is a mea-
sure of drainage density calculated as a ratio of drainage area 
divided by the total length of all mapped streams in the basin. 
However, the placement of channel initiation points (the point 
where water begins to flow) based on lidar DEMs has always 
been a matter of individual interpretation, leading to variations 
in stream definitions between analysts (James and Hunt, 2010; 
Kaiser and others, 2010; Colson and others, 2006). Thus, the 
testing of different quantitative stream initiation methods on 
hydrologically enforced lidar DEMs will provide different 
drainage-network delineations from which basin-characteristic 
measurements can be evaluated for the optimization of stream-
channel delineations from lidar elevation data. 
1U.S. Geological Survey. 
2Iowa State University.
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Side-by-side testing of basin-characteristic values mea-
sured for the total drainage area versus the “effective” drain-
age area of basins is needed to determine which watershed 
delineation provides the best predictive accuracy for flood 
estimation. The effective drainage area represents a subset of 
the total watershed area and is the area that contributes stream-
flow under “reasonable” flow conditions for a given storm 
event, such as a 20- or 2-percent annual exceedance probabil-
ity (AEP) 12-hour rainfall. Because the predictive accuracy 
of flood-estimation equations for watersheds within the Des 
Moines Lobe landform region (Eash and others, 2013; Eash, 
2001) is the poorest in the State, research is needed to improve 
the accuracy of stream-channel and watershed delineations 
and flood estimation within the region. In response to the 
need to determine optimum stream-channel delineations from 
lidar elevation data and to update and improve the predictive 
accuracy of estimates of annual exceedance-probability dis-
charges (AEPDs) for ungaged stream sites in the Des Moines 
Lobe landform region, the U.S. Geological Survey (USGS), in 
cooperation with the Iowa Department of Transportation, the 
Iowa Highway Research Board, and the Iowa State University, 
began a study in 2015.
Purpose and Scope 
This report describes stream-channel and watershed 
delineations and basin-characteristic measurements using 
lidar elevation data and presents five different methods to 
define stream initiation points using 3-m lidar data for 17 
streamgages with drainage areas less than 50 square miles 
(mi2) within the Des Moines Lobe landform region in north-
central Iowa. For research and testing purposes, such relatively 
small basins were selected for the analysis in order to include 
data from a larger set of streamgages in the development of 
the regression equations, which should provide better predic-
tive accuracy than those equations developed with data from 
fewer streamgages. The five stream initiation methods evalu-
ated include two qualitative methods and three quantitative 
methods in which streams were derived from profile curvature 
at three different initiation thresholds and one standard conti-
nuity threshold.
The stream initiation methods were then used to define 
channelized flow paths on the hydrologically enforced lidar 
DEMs, creating multiple sets of selected basin-characteristic 
values measured for each streamgage. The five different meth-
ods to define stream initiation were tested side-by-side for 
three watershed delineations: (1) the total drainage-area delin-
eation, (2) an effective drainage-area delineation of basins 
based on a 2-percent AEP 12-hour rainfall, and (3) an effective 
drainage-area delineation based on a 20-percent AEP 12-hour 
rainfall. Therefore, 15 different datasets of basin-characteristic 
values were measured for each streamgage watershed, with the 
exception of streamgage 05480993. For streamgage 05480993, 
no streams are available for the profile curvature stream 
initiation methods of 1.0 and 1.75, thus complete sets of basin 
characteristics could be measured only for 16 streamgages for 
these 2 stream initiation methods.
This report presents the results of comparisons of selected 
basin characteristics derived from lidar data with those previ-
ously measured using Iowa StreamStats data (Eash and others, 
2013; 2016). StreamStats is a USGS web-based geographic 
information system (GIS) application that allows a user to 
delineate drainage areas and calculate select basin charac-
teristics (Ries and others, 2008). Selected measured basin-
characteristic values from lidar and StreamStats were compared 
for the total-drainage-area watershed delineations for the 17 
streamgages to aid in the determination of similar stream-chan-
nel delineations from lidar data compared to StreamStats data.
This report also presents the results of flood-estimation 
regression analyses to test optimum stream-channel and water-
shed delineations. For the 17 streamgages, AEPD estimates 
were updated through September 30, 2015. Regression analy-
ses were used to identify which of the 15 sets of lidar-measured 
basin-characteristic values are the most significant for the esti-
mation of 50-, 20-, 10-, 4-, 2-, 1-, 0.5-, and 0.2-percent AEPDs 
for the Des Moines Lobe landform region for drainage areas 
less than 50 mi2. Annual exceedance probabilities formerly 
were reported as flood recurrence intervals expressed in years 
(Holmes and Dinicola, 2010). 
Description of Study Area 
The Des Moines Lobe landform region (fig. 1) is char-
acteristic of a young, postglacial landscape that is unique 
with respect to the rest of the State (Prior, 1991). The region 
generally comprises low-relief terrain, accentuated by natural 
lakes, potholes, and marshes, where surface-water drainage 
typically is poorly defined and sluggish. Soils of this region 
generally consist of friable, calcareous loam glacial till with 
thick deposits of compact, uniform pebbly loam (Oschwald 
and others, 1965; Prior, 1991). The following description 
of the Des Moines Lobe landform region is from a web 
site of the Iowa Department of Natural Resources (IDNR) 
at http://www.iowadnr.gov/Conservation/Iowas-Wildlife/
Iowa-Wildlife-Action-Plan: 
“The Des Moines Lobe (Prairie Potholes) has a land-
scape that is gently rolling, with abundant moraines, 
shallow wetland basins or potholes, and a few rela-
tively deep natural lakes. This landform retains the 
imprints of recent glacial occupation. Loess is entirely 
absent. The most prominent landform patterns left 
by the Wisconsin glacier on the Des Moines Lobe 
are the end moraines. The Des Moines Lobe is part 
of the Prairie Pothole Region that extends north and 
west into western Minnesota, eastern North and South 
Dakota, and the Canadian Prairie Provinces. Most 
of the potholes have been drained with ditching and 
underground tile lines to make way for agriculture. 
Agriculture was also responsible for greatly increasing 
the rate at which streams and drainage patterns devel-
oped in this geologically young landform.”
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Figure 1. Des Moines Lobe landform region and U.S. Geological Survey streamgages included in this study. 
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Hydrologic Conditioning of Lidar DEMs
The definitions of “hydrologic processing,” (or condition-
ing, flattening, and enforcing) as defined in Heidemann (2014) 
will be used throughout this report. The DEMs used in this 
study were hydrologically conditioned using the method of 
Gelder (2015) to reflect connectivity as it exists on the land 
surface. Hydrologic flattening was not undertaken as part of 
this process, which leaves DEMs that still have triangulation 
artifacts in areas of voids; however, that will not affect the 
flow networks derived in the low-order streams of this study.
In general terms, the process of conditioning can be 
described as follows. First, 3-m horizontal resolution DEMs 
are generated by removing all one-cell sinks and a limited 
amount of smoothing by use of an ArcGIS terrain (Esri, 2014); 
these DEMs are hereafter referred to as “pit-filled.” The pit-
filled DEMs are then subjected to an iterative process of “hole-
punching,” whereby all depressions shallower than 9-centi-
meters (one-half the root mean square error and smaller than 
100 square meters) are removed by using a filling process. 
The hole-punching process defines a number of fill-regions in 
which fill greater than the threshold is necessary to create flow. 
These fill-regions are then evaluated for the ease with which 
they can be made to flow. The fill-regions can be analyzed for 
the distances from the deepest points in the fill-region to the 
local watershed boundary, and these distances can serve as 
criteria for propensity to flow. The assumption is made that 
anthropogenic impediments to flow, such as roads, bridges, 
ditches, and terraces are roughly symmetrical in design, and if 
a similar or lower elevation connection can be made within a 
multiple (three times) of the distance from the deepest points 
to a valid drainage pathway, then an enforcement is made. 
This search radius is increased by the width of the feature to 
be crossed in areas of severely modified drainage, such as 
divided highways and railyards. The enforcement is assigned 
along the path of minimum cut and (or) fill between upstream 
and downstream cells.
Total drainage area was defined to be all cells that drain to 
a streamgage in a conditioned and filled DEM. This processing 
raises the level of all depressions and lakes within the water-
shed to the minimum elevation at which they would flow.
Effective drainage areas were calculated from the con-
ditioned DEMs and AEP rainfall depths for 12-hour storm 
durations. Twelve-hour storm durations were chosen because 
this duration best approximates the average time of concentra-
tion for these watersheds (Eash, 2015). Time of concentra-
tion is the time required for runoff to travel from the most 
distant point in the watershed to its outlet. Annual exceedance 
probabilities of 2 and 20 percent were used in this analysis, 
resulting in rainfall depths ranging from 3.20 to 3.44 inches 
for the 20 percent AEP and from 5.68 to 6.23 inches for the 
2 percent AEP (Perica and others, 2013). The rainfall was 
assumed to fall on saturated soils, resulting in instantaneous 
runoff. Each fill-region in the watershed was evaluated for its 
ability to store the volume of water resulting from the given 
storm’s rainfall depth. If a fill-region was not able to store all 
the water, it was considered filled, and flow proceeded down-
stream to the next fill-region; however, water volume stored in 
any upstream fill-regions was retained. This analysis pro-
ceeded iteratively downstream until there were no additional 
fill-regions to overflow. This process was conducted individu-
ally for each watershed and AEP combination, resulting in 
effective drainage areas for each AEP. A visual comparison of 
the three different drainage areas can be seen in figure 2.
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Figure 2. Example of total drainage area (23.27 square miles), 2-percent annual exceedance probability effective drainage area 
(20.40 square miles), and 20-percent annual exceedance probability effective drainage area (16.64 square miles) for hydrologic unit 
code 12 071000040703 (05481510, Bluff Creek at Pilot Mound, Iowa, site 10 in figure 1). 
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Stream Initiation Methods 
Five different stream initiation methods were investigated. 
Two were qualitative (fig. 3A) methods based on: (1) streams 
derived from National Hydrography Datasets (NHD) data 
(https://nhd.usgs.gov) and (2) streams derived by the IDNR as 
part of the Federal Emergency Management Agency Digital 
Flood Insurance Rate Map update process conducted by Iowa 
Institute of Hydraulic Research (IIHR)-Hydroscience and 
Engineering at the University of Iowa, College of Engineer-
ing (http://www.iihr.uiowa.edu/research/iowa-flood-center/
the-iowa-floodplain-mapping-project/ and http://www.
iowadnr.gov/Environmental-Protection/Land-Quality/Flood-
Plain-Management/Flood-Plain-Mapping). The other three 
stream initiation methods were quantitative and were based 
on thresholds of profile curvature initiation and requirements 
for curvature continuity (fig. 3B). The three quantitative 
methods were based on: (3) streams derived from a minimum 
profile curvature threshold of 0.5, (4) streams derived from a 
minimum profile curvature threshold of 1.0, and (5) streams 
derived from a minimum profile curvature threshold of 1.75 
(fig. 3B).
Streams Derived from the National  
Hydrography Dataset 
One set of stream initiation points was derived from the 
NHD. The NHD is a national framework for assigning stream-
reach addresses to water-related entities, such as industrial dis-
charges, drinking-water supplies, fish habitat areas, and wild 
and scenic rivers. Reach addresses establish the locations of 
these entities relative to one another within the NHD surface-
water drainage network, much like addresses on streets. Once 
linked to the NHD by their reach addresses, the upstream-
downstream relations of these water-related entities—and any 
associated information about them—can be analyzed using 
software tools ranging from spreadsheets to GIS. The NHD 
data product used in this study is the “blue lines” (the topo-
graphic expressions of stream channels) from the high-resolu-
tion NHD, generally developed at 1:24,000 or 1:12,000 scale. 
The blue lines indicate areas where flowing water is present 
most of the year except during drought.
The upstream point of each stream within the watershed 
was extracted, and a 50-m search radius around each initiation 
point was then used to find the area of maximum flow accu-
mulation from the conditioned lidar DEM. From the initiation 
point, the stream was traced downstream to the streamgage. 
The flow path then was converted to a stream feature using 
Esri’s “Stream To Feature” tool with the default parameters 
(Esri, 2014).
Streams from the Iowa Department of Natural 
Resources 
The streams derived from IDNR data were derived from 
the Iowa lidar collection and 1-m color infrared imagery col-
lected in the spring of 2009. The GIS linework was created 
by the IDNR to support the Federal Emergency Management 
Agency Digital Flood Insurance Rate Map revision process 
conducted by IIHR-Hydroscience and Engineering at the 
University of Iowa, College of Engineering. The GIS linework 
was attributed so that a local resolution version of the NHD 
could be created later. Data at local resolution are generally 
considered accurate at the scale of 1:5,000.
Similar to the NHD stream initiation procedure, the 
upstream end of each stream within the watershed was 
extracted, and a 50-m search radius around each initiation 
point was used to find the area of maximum flow accumula-
tion from the conditioned lidar DEM. From the initiation 
point, the stream was traced downstream to the streamgage. 
The flow path then was converted to a stream feature using 
Esri’s “Stream To Feature” tool with the default parameters 
(Esri, 2014).
Streams Derived from Profile Curvature 
The profile curvature used was Esri ArcMap profile 
curvature, which is calculated using a 3-by-3 cell window 
(Esri, 2014). Normally, surface curvature is a measurement of 
curvature in all directions. Profile curvature is the curvature 
parallel to the direction of maximum slope (planform curva-
ture is the other, perpendicular component). Profile curvature 
is thus a good metric for finding areas that, when positive, 
have a shape similar to that of water-conveying channels. 
Negative profile curvature is commonly found in areas like 
levees or terraces. Streams derived from profile curvature were 
determined by multiple thresholds. These thresholds include 
the minimum profile curvature threshold, a minimum stream 
length, and a maximum distance that can be crossed where 
curvature is below the threshold. The minimum profile curva-
ture thresholds used in this study were 0.5, 1.0, and 1.75. The 
minimum stream length threshold was set at 100 m and was 
estimated by reviewing the minimum stream lengths within 
the NHD and IDNR stream databases in the area of interest. 
The maximum distance that could be crossed, where curvature 
was below the threshold was also set at 100 m, and connectiv-
ity was evaluated from each streamgage location.
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Figure 3. Examples of derived streams for hydrologic unit code 12 070802070701 (0545129280, Honey Creek Tributary near Radcliffe, 
Iowa, site 5 in figure 1) from initiation methods based on A, the National Hydrography Dataset and the Iowa Department of Natural 
Resources and B, three thresholds of profile curvature and requirements for continuity. 
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Dataset Development for Streamgages 
Data used in this report were collected for 16 crest-stage 
gages and 1 continuous-record streamgage with drainage areas 
less than 50 mi2 that are within the Des Moines Lobe landform 
region (fig. 1, table 1). All 17 streamgages were also included 
in the 2013 StreamStats flood-estimation study for Iowa, in 
which 59 selected basin characteristics were measured for 
each streamgage by using 1:24,000-scale topographic-map 
data from stream networks, basin boundaries, and 10-m DEMs 
(Eash and others, 2013).
Processing of Lidar DEMs and Measurement of 
Basin Characteristics 
Basin characteristics investigated in this study as potential 
explanatory variables in the regression analysis were selected 
based on the results from previous studies in similar hydro-
logic areas and the ability to quantify the basin characteris-
tics using GIS technology and digital datasets. Hydrologic 
characteristics initially were computed as observed values 
for 208 continuous-record streamgages by using daily mean 
discharge data. The hydrologic characteristics subsequently 
were mapped by using a kriging procedure to compute inter-
polated values for a low-flow simulation study performed for 
Iowa (Eash and Barnes, 2012). A list of the 208 streamgages 
included in the low-flow study, descriptions of the hydrologic-
characteristic computations and the kriging procedure, and 
isoline maps created from kriged grids for three of the five 
hydrologic characteristics are presented in Eash and Barnes 
(2012). The pedologic, geologic, and land-use characteristics 
were computed from the National Resources Conservation 
Service Soil Survey Geographic database (SSURGO) (Soil 
Survey Staff, 2012) for seven soil characteristics, from the 
Iowa Geological Survey-IDNR Des Moines Lobe landform 
region boundary for the Des Moines Lobe geologic character-
istic (Prior and others, 2009), and from the Multi-Resolution 
Land Characteristics Consortium 2011 National Land Cover 
Database (Multi-Resolution Land Characteristics Consortium, 
2011) for the land-use characteristics that measured the per-
centage of area of row crops (http://www.mrlc.gov/index.php; 
Homer and others, 2004). The climatic characteristics were 
computed from Oregon State University Parameter-elevation 
Regressions on Independent Slopes Model (PRISM) datasets 
(PRISM Climate Group, 2008) and from the National Oceanic 
and Atmospheric Administration (NOAA) Precipitation-Fre-
quency Atlas of the United States, Midwestern States (Perica 
and others, 2013).
Additional data layers were generated to calculate basin 
characteristics to develop the regional regression equations 
(RREs) for estimating AEPDs for Iowa. These primary base-
grid data layers include catchments, flow accumulation, flow 
direction, and an artificial flow-path grid used to delineate 
drainage basins. These additional layers then were used to cre-
ate layers that control the delineation of a watershed, subwa-
tersheds, and stream networks within these drainage basins, 
including the created layers named AdjointCatchment, which 
is a polygon representing the whole upstream area draining to 
its inlet point for each catchment that is not a head catchment; 
Catchment, which is an elementary drainage area produced by 
subdivision of the landscape using a consistent set of physi-
cal rules; DrainageLine, which is the line through the centers 
of the DEM cells on a drainage path; DrainagePoint, which is 
the point at the center of a DEM cell at the most downstream 
location within a drainage area; LongestFlowPathCat, which 
is the longest flow path for each catchment; and LongestFlow-
PathAdjCat, which is the longest flow path for each adjoint 
catchment (Esri, 2014).
In addition, all of the streams from each of the initiation 
methods were run through two additional processing steps to 
remove any bias from the stair-stepping effect from earlier 
processing steps that would cause an increase in stream length. 
First, streams were smoothed with a tolerance of 30 m using 
Esri’s “Smooth Line” tool with the default parameters, and 
then streams were generalized to remove the exaggerated 
stair-stepping effect (Esri, 2014). In addition, the DEM was 
resampled to 150 m for use in the basin-length measurement 
to assist with speed of the calculation.
All 58 basin characteristics listed in table 2 were measured 
using ArcHydro for ArcGIS 10.2 (version 10.2, March 30, 
2015) or Spatial Analyst tools in ArcGIS, version 10.3.1 for 
Desktop (Esri, 2014).
Annual Exceedance-Probability Discharges 
The AEPDs were estimated for each of the 17 streamgages 
from observed streamflow data using a probability-analysis 
method named the expected moments algorithm/multiple 
Grubbs-Beck test, hereafter referred to as the EMA/MGB 
analysis method (Cohn and others, 1997, 2001, 2013; Eash 
and others, 2013). Annual peak-discharge records col-
lected through the 2015 water year were retrieved for the 
17 streamgages from the USGS National Water Information 
System database (U.S. Geological Survey, 2016). A water 
year is the 12-month period October 1 through September 30 
and is designated by the year in which it ends. The number of 
annual peak discharges, or systematic peaks, collected at the 
17 streamgages with drainage areas less than 50 mi2 that were 
used in the EMA/MGB analyses ranged from 13 to 60 years, 
with an average of 35 years and a median of 37 years (table 1). 
The Interagency Advisory Committee on Water Data (1982) 
recommends a minimum of 10 years to estimate AEPDs.
The AEPDs for streamgages are calculated from an AEP 
analysis that relates observed annual peak discharges to the 
AEPs. Estimates of AEPDs at streamgages change as addi-
tional annual peak discharges are measured; EMA/MGB esti-
mates of AEPDs can be updated and become more statistically 
reliable. The EMA/MGB analysis method within the USGS 
PeakFQ, (version 7.1) program (Cohn and others, 1997, 2001, 
2013; Eash and others, 2013; Veilleux and others, 2014) and 
the results of a recent statewide regional skew study (Veilleux 
and others, 2012; Eash and others, 2013) were used to estimate 
AEPDs at the 17 streamgages. EMA/MGB estimates calcu-
lated through the 2015 water year at the 17 streamgages for 
AEPs of 50, 20, 10, 4, 2, 1, 0.5, and 0.2 percent are listed in 
table 1.
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Table 2. Basin characteristics tested for significance in developing regression equations. 
[DEM, digital elevation model; m, meter; WBD, Watershed Boundary Dataset (https://nhd.usgs.gov/wbd.html); 24K, 1:24,000-scale; π, pi a mathematical constant commonly approxi-
mated as 3.14; NHD, National Hydrography Dataset (https://nhd.usgs.gov)]
Morphometric characteristics Source data
DRNAREA–Drainage area (square miles) DEM (10 m) http://nationalmap.gov/elevation.html;  WBD (24K) https://gdg.sc.egov.usda.gov/
BASINPERIM–Basin perimeter (miles) DEM (10 m) http://nationalmap.gov/elevation.html;  WBD (24K) https://gdg.sc.egov.usda.gov/
LFPLENGTH–Length of longest flow path as measured from basin outlet to 
basin divide (miles)
DEM (10 m) http://nationalmap.gov/elevation.html;  
NHD (24K) http://nhd.usgs.gov/
BASLENAH–Basin length (miles), measured along a line areally centered 
through the basin polygon from end points of LFPLENGTH
DEM (150 m) http://nationalmap.gov/elevation.html;  
WBD (24K) https://gdg.sc.egov.usda.gov/
BSLDEM10M–Average basin slope computed from 10-meter DEM (percent) DEM (10 m) http://nationalmap.gov/elevation.html
RELIEF–Basin relief computed as maximum elevation minus minimum 
elevation (feet) DEM (10 m) http://nationalmap.gov/elevation.html
RELRELF–Relative relief computed as RELIEF divided by BASINPERIM 
(feet per mile)
DEM (10 m) http://nationalmap.gov/elevation.html;  
WBD (24K) https://gdg.sc.egov.usda.gov/
BSHAPE–Shape factor measure of basin shape computed as BASLENAH 
squared divided by DRNAREA (dimensionless)
DEM (10 m) http://nationalmap.gov/elevation.html;  
WBD (24K) https://gdg.sc.egov.usda.gov/
ELONGRATIO–Elongation ratio measure of basin shape, ratio of (1) the  
diameter of a circle of area equal to that of the basin to (2) the length of the 
basin, ELONGRATIO = [4 DRNAREA/π (BASLENAH)2]0.5 (dimensionless)
DEM (10 m) http://nationalmap.gov/elevation.html;  
WBD (24K) https://gdg.sc.egov.usda.gov/
ROTUND–Rotundity of basin measure of basin shape, ROTUND = [π 
(BASLENAH)2]/[4 (DRNAREA)] (dimensionless)
DEM (10 m) http://nationalmap.gov/elevation.html;  
WBD (24K) https://gdg.sc.egov.usda.gov/
COMPRAT–Compactness ratio measure of basin shape, is the ratio of the pe-
rimeter of the basin to the circumference of a circle of equal area, COMPRAT = 
BASINPERIM/2 (π DRNAREA)0.5 (dimensionless) 
DEM (10 m) http://nationalmap.gov/elevation.html;  
WBD (24K) https://gdg.sc.egov.usda.gov/
MCSRBSFT–Main-channel sinuosity ratio computed as LFPLENGTH divided 
by BASLENAH (dimensionless) 
DEM (10 m) http://nationalmap.gov/elevation.html;  
WBD (24K) https://gdg.sc.egov.usda.gov/; NHD (24K) http://nhd.usgs.gov/
STRMTOT–Total length of mapped streams in basin (miles) DEM (10 m) http://nationalmap.gov/elevation.html;  
NHD (24K) http://nhd.usgs.gov/
STRDEN–Stream density computed as STRMTOT divided by DRNAREA 
(miles per square mile)
DEM (10 m) http://nationalmap.gov/elevation.html;  
WBD (24K) https://gdg.sc.egov.usda.gov/; NHD (24K) http://nhd.usgs.gov/
SLENRAT–Slenderness ratio computed as LFPLENGTH squared divided by 
DRNAREA (dimensionless)
DEM (10 m) http://nationalmap.gov/elevation.html;  
WBD (24K) https://gdg.sc.egov.usda.gov/; NHD (24K) http://nhd.usgs.gov/
CCM–Constant of channel maintenance computed as DRNAREA divided by 
STRMTOT (square miles per mile)
DEM (10 m) http://nationalmap.gov/elevation.html;  
WBD (24K) https://gdg.sc.egov.usda.gov/; NHD (24K) http://nhd.usgs.gov/
CSL1085LFP–Stream slope computed as the change in elevation between 
points 10 and 85 percent of length of LFPLENGTH divided by length between 
the points (feet per mile)
DEM (10 m) http://nationalmap.gov/elevation.html;  
NHD (24K) http://nhd.usgs.gov/
CSL100–Stream slope computed as entire LFPLENGTH (feet per mile) DEM (10 m) http://nationalmap.gov/elevation.html;  
NHD (24K) http://nhd.usgs.gov/
MCSP–Main-channel slope proportion computed as LFPLENGTH divided by 
the square root of CSL1085LFP (dimensionless)
DEM (10 m) http://nationalmap.gov/elevation.html;  
NHD (24K) http://nhd.usgs.gov/
RUGGED–Ruggedness number computed as STRDEN multiplied by RELIEF 
(feet per mile)
DEM (10 m) http://nationalmap.gov/elevation.html;  
WBD (24K) https://gdg.sc.egov.usda.gov/; NHD (24K) http://nhd.usgs.gov/
SLOPERAT–Slope ratio computed as CSL1085LFP divided by BSLDEM10M 
(dimensionless)
DEM (10 m) http://nationalmap.gov/elevation.html;  
NHD (24K) http://nhd.usgs.gov/
FOSTREAM–Number of first-order streams within basin using the Strahler 
stream ordering method (dimensionless)
DEM (10 m) http://nationalmap.gov/elevation.html;  
NHD (24K) http://nhd.usgs.gov/
DRNFREQ–Drainage frequency computed as FOSTREAM divided by 
DRNAREA (number of first-order streams per square mile) 
DEM (10 m) http://nationalmap.gov/elevation.html;  
WBD (24K) https://gdg.sc.egov.usda.gov/; NHD (24K) http://nhd.usgs.gov/
RSD–Relative stream density computed as FOSTREAM multiplied by 
DRNAREA and divided by STRMTOT squared (dimensionless) 
DEM (10 m) http://nationalmap.gov/elevation.html;  
WBD (24K) https://gdg.sc.egov.usda.gov/; NHD (24K) http://nhd.usgs.gov/
SLOP30_10M–Percent area with slopes greater than 30 percent from 10-meter 
DEM DEM (10 m) http://nationalmap.gov/elevation.html
NFSL30_10M–Percent area with north-facing slopes greater than 30 percent 
from 10-meter DEM DEM (10 m) http://nationalmap.gov/elevation.html
PFLATTOT–Total percent flat land (slope less than 1 percent) in watershed 
(percent) http://water.usgs.gov/GIS/metadata/usgswrd/XML/hlrus.xml
PFLATLOW–Percent flat land (slope less than 1 percent) in watershed low-
land (elevation less than midpoint between minimum and maximum elevation) 
(percent)
http://water.usgs.gov/GIS/metadata/usgswrd/XML/hlrus.xml
PFLATUP–Percent flat land (slope less than 1 percent) in watershed upland 
(elevation greater than or equal to midpoint between minimum and maximum 
elevation) (percent)
http://water.usgs.gov/GIS/metadata/usgswrd/XML/hlrus.xml
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Table 2. Basin characteristics tested for significance in developing regression equations.—Continued 
[DEM, digital elevation model; m, meter; WBD, Watershed Boundary Dataset (https://nhd.usgs.gov/wbd.html); 24K, 1:24,000-scale; π, pi a mathematical constant commonly approxi-
mated as 3.14; NHD, National Hydrography Dataset (https://nhd.usgs.gov)]
Morphometric characteristics Source data
Pedologic/geologic/land-use characteristics
SSURGOA–Percent area underlain by hydrologic soil type A (percent area) http://websoilsurvey.sc.egov.usda.gov/
SSURGOB–Percent area underlain by hydrologic soil type B (percent area) http://websoilsurvey.sc.egov.usda.gov/
SSURGOC–Percent area underlain by hydrologic soil type C (percent area) http://websoilsurvey.sc.egov.usda.gov/
SSURGOD–Percent area underlain by hydrologic soil type D (percent area) http://websoilsurvey.sc.egov.usda.gov/
SSURGOSAND–Percent volume of sand content of soil (percent volume) http://websoilsurvey.sc.egov.usda.gov/
SSURGOCLAY–Percent volume of clay content of soil (percent volume) http://websoilsurvey.sc.egov.usda.gov/
SSURGOKSAT–Average soil permeability or saturated hydraulic conductivity 
of soil (micrometers per second) http://websoilsurvey.sc.egov.usda.gov/
DESMOIN–Percent area of basin within Des Moines Lobe landform region 
(percent area) https://programs.iowadnr.gov/nrgislibx/
LC11ACROP–Percent area of cultivated crops from NLCD 2011 class 
82 (percent area) http://www.mrlc.gov/nlcd2011.php
LC11ADECID–Percent area of deciduous forest from NLCD 2011 class 
41 (percent area) http://www.mrlc.gov/nlcd2011.php
LC11APAST–Percent area of pasture/hay from NLCD 2011 class 81 (percent 
area) http://www.mrlc.gov/nlcd2011.php
LC11CRPHAY–Percent area of cultivated crops and hay from NLCD 2011 
classes 81 and 82 (percent area) http://www.mrlc.gov/nlcd2011.php
LC11AWETL–Percent area of wetlands from NLCD 2011 classes 90 and 
95 (percent area) http://www.mrlc.gov/nlcd2011.php
LC11IMP–Percent area of impervious area from NLCD 2011 impervious data 
set (percent area) http://www.mrlc.gov/nlcd2011.php
LC11DEV–Percent area of developed area from NLCD 2011 classes 
21–24 (percent area) http://www.mrlc.gov/nlcd2011.php
Climatic characteristics
PRECIP–Mean annual precipitation 1981–2010 (inches) http://www.prism.oregonstate.edu/normals/
MW2Y24H–Maximum 24-hour precipitation that occurs on average once in 
2 years http://www.nws.noaa.gov/oh/hdsc/PF_documents/Atlas14_Volume8.pdf
MW5Y24H–Maximum 24-hour precipitation that occurs on average once in 
5 years http://www.nws.noaa.gov/oh/hdsc/PF_documents/Atlas14_Volume8.pdf
MW10Y24H–Maximum 24-hour precipitation that occurs on average once in 
10 years http://www.nws.noaa.gov/oh/hdsc/PF_documents/Atlas14_Volume8.pdf
MW25Y24H–Maximum 24-hour precipitation that occurs on average once in 
25 years http://www.nws.noaa.gov/oh/hdsc/PF_documents/Atlas14_Volume8.pdf
MW50Y24H–Maximum 24-hour precipitation that occurs on average once in 
50 years http://www.nws.noaa.gov/oh/hdsc/PF_documents/Atlas14_Volume8.pdf
MW100Y24H–Maximum 24-hour precipitation that occurs on average once in 
100 years http://www.nws.noaa.gov/oh/hdsc/PF_documents/Atlas14_Volume8.pdf
MW200724H–Maximum 24-hour precipitation that occurs on average once in 
200 years http://www.nws.noaa.gov/oh/hdsc/PF_documents/Atlas14_Volume8.pdf
MW500Y24H–Maximum 24-hour precipitation that occurs on average once in 
500 years http://www.nws.noaa.gov/oh/hdsc/PF_documents/Atlas14_Volume8.pdf
MAYAVEPRE–Mean May precipitation 1981–2010 (inches) http://www.prism.oregonstate.edu/normals/
JUNEAVPRE–Mean June precipitation 1981–2010 (inches) http://www.prism.oregonstate.edu/normals/
JULYAVPRE–Mean July precipitation 1981–2010 (inches) http://www.prism.oregonstate.edu/normals/
PRMAYJUN10–Mean May through July precipitation 1981–2010 (inches) http://www.prism.oregonstate.edu/normals/
PMPE–Mean annual precipitation minus potential evapotranspiration 
(millimeters) http://water.usgs.gov/GIS/metadata/usgswrd/XML/hlrus.xml
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Comparison of Lidar and StreamStats 
Basin Characteristics 
Hydrologically enforced lidar DEMs were created for 13 
selected 12-digit hydrologic unit codes (HUCs) (https://water.
usgs.gov/GIS/huc.html) in the Des Moines Lobe landform 
region for use in this study. Completion of hydrologically 
enforced lidar DEMs and completion of all the process-
ing steps to measure basin characteristics for the 401 other 
12-digit HUCs in the Des Moines Lobe landform region (flood 
region 1) would be needed before the RREs developed in this 
study could be implemented in StreamStats.
Basin characteristics measured for the 17 streamgages 
using lidar data for 3 different stream-initiation methods, 
and basin characteristics measured for 16 streamgages for 2 
different stream-initiation methods, were compared to those 
measured using StreamStats data to identify the lidar stream 
networks that are most similar to StreamStats stream net-
works. The lidar basin characteristics were measured using 
the ArcHydro-Tools processed lidar DEMs. The StreamStats 
basin characteristics were measured using 1:24,000-scale 
topographic-map data from NHD High Resolution stream 
networks (https://nhd.usgs.gov), Watershed Boundary Dataset 
(WBD) (https://nhd.usgs.gov/wbd.html) basin boundaries, and 
10-m DEMs (Eash and others, 2013). Basin characteristics 
measured using lidar delineations of total drainage areas and 
StreamStats delineations of total GIS-determined drainage 
areas (DRNAREA) were compared for the 17 streamgages.
DRNAREA and six additional morphometric basin char-
acteristics listed in table 2 were selected to represent measure-
ments of stream-channel length, density, and order for evaluat-
ing which of the five different lidar stream-initiation methods 
appear to provide results most similar to those obtained from 
analyses of stream networks from 1:24,000-scale topographic 
map (StreamStats) data. The six morphometric basin charac-
teristics include: (1) total length of all mapped streams in the 
basin (STRMTOT), (2) stream density (STRDEN), (3) CCM, 
(4) number of first-order streams (FOSTREAM) within the 
basin using the Strahler stream ordering method (Strahler, 
1952; Horton, 1945), (5) drainage frequency (DRNFREQ), 
and (6) relative stream density (RSD). Basin-characteristic 
names used in this study were selected to maintain consistency 
with the names applied to explanatory variables in the USGS 
StreamStats web-based GIS application (https://streamstat-
sags.cr.usgs.gov/ss_defs/basin_char_defs.aspx). 
Basin-characteristic values measured for the 2013 Iowa 
peak-flow study (Eash and others, 2013) were used for the 
StreamStats basin characteristics. Values for two of the six 
StreamStats basin characteristics (STRMTOT and CCM) were 
published in Eash and others (2013, in table 3). Values for 
the four other StreamStats basin characteristics (STRDEN, 
FOSTREAM, DRNFREQ, and RSD) were retrieved from the 
ArcHydro Tools files developed for the 2013 Iowa peak-flow 
study, and they are presented along with the two previously 
published values (STRMTOT and CCM) in table 3.
The Wilcoxon signed-rank test was applied to determine 
the statistical significance between the median of each of the 
six sets of basin characteristics measured for each of the five 
sets of lidar stream-initiation methods to the median of the 
StreamStats basin characteristics by using the Comprehensive 
R Archive Network (CRAN) package from Modern Applied 
Statistics with S (MASS) program (Venables and Ripley, 
2002). Results of the statistical comparison tests are shown 
in table 3, which also includes comparisons for DRNAREA, 
because it is used in the calculations for STRDEN, CCM, 
DRNFREQ, and RSD. Lidar values for DRNAREA are the 
same for the each of the five sets of lidar stream-initiation 
methods.
The comparison tests indicate three general results 
(table 3). First, there is a statistically significant difference 
between the median of the StreamStats measurements of 
DRNAREA compared to the median of the lidar measure-
ments of DRNAREA (p-value 0.008). Second, there is no sta-
tistically significant difference between StreamStats and lidar 
measurements of STRMTOT, STRDEN, and CCM (p-values 
range 0.071 to 1.00) for any of the five sets of lidar stream-
initiation methods, which indicates there is not a significant 
difference between StreamStats and lidar measurements of 
stream-channel length and stream density. Third, there is 
no statistically significant difference between StreamStats 
and lidar measurements of FOSTREAM, DRNFREQ, and 
RSD (p-values range 0.089 to 0.182) for only the IDNR lidar 
stream-initiation method. For the NHD lidar stream-initiation 
method, there is a statistically significant difference between 
StreamStats and lidar measurements only for DRNFREQ 
(p-value 0.003). For each of the three profile curvature stream 
initiation methods of 0.5, 1.0, and 1.75, there is a statistically 
significant difference between StreamStats and lidar measure-
ments for FOSTREAM, DRNFREQ, and RSD (p-values range 
<0.001 to 0.001).
Overall results of the comparison tests appear to indicate 
that the IDNR lidar stream-initiation method provides stream 
networks that are most similar to StreamStats stream networks 
obtained from 1:24,000-scale topographic-map data. The 
NHD lidar stream-initiation method appears to provide the 
second most similar stream networks compared to StreamStats 
stream networks. The three profile curvature stream initiation 
methods of 0.5, 1.0, and 1.75 all provide lidar stream networks 
that are not statistically different from StreamStats stream net-
works for stream-channel length and stream density. However, 
all three of the profile curvature stream initiation methods 
are statistically different from StreamStats stream networks 
regarding the number of FOSTREAM and the related mea-
surements of DRNFREQ and RSD.
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Development of Regional Peak-Flow 
Regression Equations using Lidar 
Basin Characteristics 
The combination of five different stream initiation meth-
ods (NHD; IDNR; and minimum profile curvature thresh-
olds of 0.5, 1.0, and 1.75) and three different watershed 
delineations (total, 2 percent, and 20 percent) for each of 
the 17 streamgages created 15 different datasets of selected 
basin-characteristic values. Each dataset comprised 58 basin-
characteristic values for each of the 17 streamgages, with the 
exception of streamgage 05480993.
Development of Regression Models 
Regression analyses were done for each of the 15 datasets 
to develop the best regression model for each dataset on 
the basis of a single selected AEPD. The AEPs of 4, 2, and 
1 percent, or flood recurrence intervals of 25, 50, and 100 
years, were selected for the development of regression equa-
tions for this study, because these AEPs are those used most 
frequently by Iowa Department of Transportation (DOT) for 
flood estimation (Eash, 2015). Regression models developed 
for the total watershed delineations were optimized using 
the 1-percent AEPD, regression models developed for the 
2-percent watershed delineations were optimized using the 
2-percent AEPD, and regression models developed for the 
20-percent watershed delineations were optimized using the 
4-percent AEPD.
The same basin characteristics or explanatory variables 
determined to be the most significant for the development of 
the best regression model for each dataset based on a single 
selected AEP also were used for the development of regression 
equations for the other seven AEPs. Thus, regression equa-
tions developed for each of the eight AEPs include the same 
explanatory variables to minimize the possibility of predictive 
inconsistencies between estimates of different AEPs. This 
had previously been done for the development of peak-flow 
regression equations for Iowa by Eash and others (2013, 
tables 9–11), when the 1-percent AEP was used to optimize the 
development of RREs. Predictive inconsistencies result when 
the discharge estimate for a larger probability is greater than 
the discharge estimate for a smaller probability; for example, 
when a 2-percent AEPD estimate is greater than a 1-percent 
AEPD estimate.
Determination of Predictive Accuracy 
Comparisons for the 15 regression datasets were evaluated 
2 different ways to determine which of the 5 stream initiation 
methods provides the most accurate results for each of the 3 
watershed delineations and to determine if the combination of 
a specific stream initiation method and watershed delineation 
method would provide the best overall predictive accuracy. 
First, the stream initiation method that provides the best mean 
predictive accuracy for the three AEPs used most frequently 
by Iowa DOT (4, 2, and 1 percent) was determined. Second, 
the stream initiation method that provides the best mean pre-
dictive accuracy for all eight AEPs also was determined.
Generalized least-squares (GLS) multiple-linear regres-
sion analyses were done by using the weighted-multiple-
linear-regression program (Eng and others, 2009) for the 
development of RREs to estimate AEPDs for the Des Moines 
Lobe landform region. The GLS multiple-linear regression 
analyses were weighted on the basis of streamgage record 
length and on the variance and cross correlation of the annual 
peak discharges. Cross correlation accounts for the correla-
tion of concurrent streamflow in the time series of each pair 
of streamgages in a region (Eng and others, 2009), and less 
weight is factored for streamgages that have greater cross cor-
relation as part of the overall weighting used in GLS regres-
sion. The pseudo-R2, or pseudo coefficient of determination, is 
a measure of the percentage of the variation explained by the 
basin characteristics (explanatory variables) included in the 
model. The pseudo-R2 value is calculated on the basis of the 
degrees of freedom in the regression (Griffis and Stedinger, 
2007). Final GLS regression models were selected primar-
ily on the basis of minimizing values of the standard error of 
model (SEM) and the average standard error of prediction 
(SEP) and maximizing values of the pseudo-R2. Multicol-
linearity was explored with the use of the statistical software 
package R (R Development Core Team, 2016) by checking 
each explanatory variable for a variance inflation factor greater 
than two.
StreamStats Regression Equations 
To provide a baseline for evaluating the predictive accu-
racy of RREs developed in this study using lidar basin char-
acteristics, RREs for the Des Moines Lobe landform region 
also were developed using basin characteristics measured from 
StreamStats data for the same 17 streamgages. The Stream-
Stats basin characteristics were measured using 1:24,000-scale 
topographic-map data from stream networks, basin boundar-
ies, and 10-m DEMs (Eash and others, 2013).
For the 17 streamgages included in this study (table 1), 
the best GLS regression model developed for the 1-percent 
AEP and then used for the other 7 AEPs, using StreamStats 
basin characteristics, was a single-variable model. The single-
variable RREs developed for this study using StreamStats 
basin characteristics (table 4) require only DRNAREA, which 
are comparable to total watershed delineations from the lidar 
DEMs. Whereas a three-variable model was developed for the 
Des Moines Lobe landform region for flood region 1 using 
StreamStats basin characteristics in the most recent study 
(Eash and others, 2013), only single-variable models requir-
ing drainage-area measurements were developed for the Des 
Moines Lobe landform region in previous studies (Lara, 1973, 
1987; Eash, 2001).
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For the StreamStats RREs developed using the 17 
streamgages, SEPs range from 55.0 to 74.7 percent, with a 
mean SEP for Q4%, Q2%, and Q1% (Q values are the AEPDs for 
the indicated flood-discharge recurrence interval) of 57.0 per-
cent and a mean SEP for all 8 AEPs of 60.8 percent (table 4). 
For comparison, StreamStats RREs developed using 91 
streamgages in flood region 1 have SEPs that range from 31.8 
to 45.2 percent for multivariable equations (table 9 in Eash and 
others, 2013) and from 42.4 to 55.8 percent for single-variable 
equations (table 5 in Eash, 2015). The single-variable equa-
tions (table 5 in Eash, 2015) have a mean SEP for Q4%, Q2%, 
and Q1% of 46.6 percent and a mean SEP for all eight AEPs of 
48.1 percent. The better predictive accuracies obtained for the 
single-variable RREs developed using 91 streamgages (table 5 
in Eash, 2015), compared to those developed in this study 
using 17 streamgages (table 4), indicates less overall variation 
in peak discharges for the 91 streamgages compared to peak 
discharges for the 17 streamgages. The natural variability of 
peak discharges may be an important factor associated with 
the predictive accuracy of AEPDs. Estimation of AEPDs that 
have greater variability will have poorer predictive accuracies 
than estimation of AEPDs with less variability.
Lidar Regression Equations 
Results of the regression analyses of the 15 lidar datasets 
for selected stream-initiation methods and selected watershed 
delineation methods are listed in table 5. The table lists the 
most significant basin characteristics used to develop the best 
regression model for each dataset, three performance metrics, 
and the number of streamgages included in each regression 
analysis. All basin characteristics included in the regression 
results (table 5) were statistically significant at the 95-percent 
confidence level, and they were not correlated with basin 
characteristics used in the same equation. The performance 
metrics in table 5 indicate the predictive accuracy of the 
RREs. A description of the performance metrics reported for 
the GLS regressions is presented in Eash and others (2013). 
For streamgage 05480993, no streams are available for the 
profile curvature stream initiation methods of 1.0 and 1.75, 
thus complete sets of basin characteristics could be measured 
only for 16 streamgages for these 2 stream initiation methods.
The mean SEP for Q4%, Q2%, and Q1% and the mean SEP 
for all 8 AEPs are used in this study to evaluate the overall 
predictive accuracy of the RREs developed for each of the 15 
datasets. The lowest mean SEPs indicate the best predictive 
accuracy. For the five stream-initiation methods tested for 
the total watershed delineations, the NHD, IDNR, and profile 
curvature of 0.5 stream-initiation methods produced the lowest 
mean SEP for Q4%, Q2%, and Q1% of 57.9 percent, and these 
same three stream-initiation methods also produced the lowest 
mean SEP for all eight AEPs of 60.3 percent (table 5). These 
mean SEP values produced for the total watershed delineations 
(table 5) indicate a slightly poorer predictive accuracy for the 
mean of Q4%, Q2%, and Q1% and a slightly better predictive 
accuracy for the mean of all eight AEPs when compared to 
those produced for the RREs developed using the StreamStats 
data (table 4).
For the five stream-initiation methods tested for the effec-
tive watershed delineations for a 2-percent AEP 12-hour 
rainfall, the NHD, IDNR, and profile curvature of 0.5 stream-
initiation methods produced the lowest mean SEP for Q4%, 
Q2%, and Q1% of 55.4 percent. The same three stream-initiation 
methods produced the lowest mean SEP for all eight AEPs 
of 57.6 percent (table 5). The mean SEP values produced by 
these three methods using the 2-percent watershed delinea-
tions (table 5) indicate a higher predictive accuracy for both 
the mean of Q4%, Q2%, and Q1% and the mean of all eight AEPs 
when compared to those produced for the RREs developed 
using the StreamStats data (table 4).
For the five stream-initiation methods tested for the effec-
tive watershed delineations for a 20-percent AEP 12-hour 
rainfall, the NHD, IDNR, and profile curvature of 0.5 stream-
initiation methods produced the lowest mean SEP for Q4%, 
Q2%, and Q1% of 53.9 percent. The same three stream-initiation 
methods produced the lowest mean SEP for all eight AEPs of 
55.5 percent (table 5). These mean SEP values produced for 
the 20-percent effective watershed delineations (table 5) indi-
cate better predictive accuracy for both the mean of Q4%, Q2%, 
and Q1% and the mean of all eight AEPs when compared to 
those produced for the RREs developed using the StreamStats 
data (table 4).
Results of the regression analyses of the 15 lidar data-
sets indicate that the method that produces RREs with the 
best overall predictive accuracy are the NHD, IDNR, and 
profile curvature of 0.5 stream-initiation method combined 
with the 20-percent AEP 12-hour rainfall watershed delin-
eation method, with a mean SEP for Q4%, Q2%, and Q1% of 
53.9 percent and a mean SEP for all 8 AEPs of 55.5 percent 
(table 6). Compared to the RREs developed in this study using 
Table 4. Regression equations developed using StreamStats 
basin characteristics for estimating annual exceedance-probability 
discharges for unregulated streams in the Des Moines Lobe landform 
region in Iowa with drainage areas less than 50 square miles. 
[AEP, annual exceedance probability; SEP, average standard error of prediction; Pseudo-
R2, pseudo coefficient of determination; SEM, average standard error of model; Qx%, 
annual exceedance probability discharge of x percent; DRNAREA, geographic-informa-
tion-system drainage area]
AEP equation SEP (percent) 1 Pseudo-R
2 
(percent) SEM (percent)
(17 streamgages used to develop equations)
Q50%= 46.2 DRNAREA
0.551 74.7 59.6 68.1
Q20%= 123 DRNAREA
0.494 58.5 63.3 52.9
Q10%= 194 DRNAREA
0.468 55.0 62.7 49.2
Q4%= 308 DRNAREA
0.439 55.0 58.8 48.6
Q2%= 407 DRNAREA
0.419 56.8 54.5 49.8
Q1%= 520 DRNAREA
0.401 59.1 49.8 51.6
Q0.5%= 644 DRNAREA
0.384 61.8 45.1 53.7
Q0.2%= 822 DRNAREA
0.365 65.3 39.2 56.6
1Mean SEP for Q4%, Q2%, and Q1% = 57.0 percent; mean SEP for all eight AEPs =  
60.8 percent.
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Table 5. Results of the regression analyses of lidar datasets 
for selected stream-initiation methods and selected watershed 
delineation methods. 
[NHD, National Hydrography Dataset; IDNR, Iowa Department of Natural Resources; 
CRV 0.5, channel-profile curvature of 0.5 percent; AEP, annual exceedance probability; 
SEP, average standard error of prediction; Pseudo-R2, pseudo coeffcient of determination, 
SEM, average standard error of model; Qx%, annual exceedance probability discharge of 
x percent; DRNAREA, geographic-information-system drainage area; CRV 1.0, channel-
profile curvature of 1.0 percent; CRV 1.75, channel-profile curvature of 1.75 percent]
Results for the following lidar datasets: 
1) NHD stream network and total watershed delineation 
2) IDNR stream network and total watershed delineation 
3) CRV 0.5 Stream network and total watershed delineation
AEP Most significant basin characteristic SEP (percent)
 1 Pseudo-R2 
(percent) SEM (percent)
(17 streamgages used to develop equations)
Q50% DRNAREA 74.8 59.8 68.1
Q20% DRNAREA 60.0 62.2 54.3
Q10% DRNAREA 57.4 60.2 51.7
Q4% DRNAREA 57.2 55.9 51.0
Q2% DRNAREA 58.0 51.8 51.2
Q1% DRNAREA 58.5 47.8 51.2
Q0.5% DRNAREA 58.5 44.4 50.6
Q0.2% DRNAREA 57.9 39.9 49.1
1Mean SEP for Q4%, Q2%, and Q1% = 57.9 percent; mean SEP for all eight AEPs =  
60.3 percent.
Results for the following lidar datasets: 
1) CRV 1.0 stream network and total watershed delineation 
2) CRV 1.75 stream network and total watershed delineation
AEP Most significant basin characteristic SEP (percent)
 1 Pseudo-R2 
(percent) SEM (percent)
(16 streamgages used to develop equations)
Q50% DRNAREA 77.2 60.4 70.0
Q20% DRNAREA 62.0 62.5 56.0
Q10% DRNAREA 59.8 60.1 53.6
Q4% DRNAREA 60.0 55.1 53.4
Q2% DRNAREA 61.0 50.9 53.8
Q1% DRNAREA 61.8 46.7 53.9
Q0.5% DRNAREA 62.2 42.9 53.7
Q0.2% DRNAREA 61.9 38.1 52.5
1Mean SEP for Q4%, Q2%, and Q1% = 60.9 percent; mean SEP for all eight AEPs =  
63.2 percent.
Results for the following lidar datasets: 
1) NHD stream network and an effective watershed delineation for a 2-percent AEP 
12-hour rainfall 
2) IDNR stream network and an effective watershed delineation for a 2-percent AEP 
12-hour rainfall 
3) CRV 0.5 Stream network and an effective watershed delineation for a 2-percent 
AEP 12-hour rainfall 
AEP Most significant basin characteristic SEP (percent)
 1 Pseudo-R2 
(percent) SEM (percent)
(17 streamgages used to develop equations)
Q50% DRNAREA 71.4 62.8 65.0
Q20% DRNAREA 56.8 65.7 51.4
Q10% DRNAREA 54.5 63.9 49.0
Q4% DRNAREA 54.6 59.5 48.6
Q2% DRNAREA 55.5 55.6 48.9
Q1% DRNAREA 56.2 51.6 49.1
Q0.5% DRNAREA 56.4 48.3 48.6
Q0.2% DRNAREA 55.7 44.4 47.0
1Mean SEP for Q4%, Q2%, and Q1% = 55.4 percent; mean SEP for all eight AEPs =  
57.6 percent.
Table 5. Results of the regression analyses of lidar datasets 
for selected stream-initiation methods and selected watershed 
delineation methods.—Continued 
[NHD, National Hydrography Dataset; IDNR, Iowa Department of Natural Resources; 
CRV 0.5, channel-profile curvature of 0.5 percent; AEP, annual exceedance probability; 
SEP, average standard error of prediction; Pseudo-R2, pseudo coeffcient of determination, 
SEM, average standard error of model; Qx%, annual exceedance probability discharge of 
x percent; DRNAREA, geographic-information-system drainage area; CRV 1.0, channel-
profile curvature of 1.0 percent; CRV 1.75, channel-profile curvature of 1.75 percent]
Results for the following lidar datasets: 
1) CRV 1.0 stream network and an effective watershed delineation for a 2-percent 
AEP 12-hour rainfall
2) CRV 1.75 stream network and an effective watershed delineation for a 2-percent 
AEP 12-hour rainfal
AEP Most significant basin characteristic SEP (percent)
 1 Pseudo-R2 
(percent) SEM (percent)
(16 streamgages used to develop equations)
Q50% DRNAREA 73.7 63.3 66.8
Q20% DRNAREA 58.9 65.8 53.1
Q10% DRNAREA 56.9 63.5 51.0
Q4% DRNAREA 57.4 58.7 50.9
Q2% DRNAREA 58.5 54.7 51.4
Q1% DRNAREA 59.4 50.5 51.8
Q0.5% DRNAREA 60.0 46.6 51.7
Q0.2% DRNAREA 59.7 42.4 50.4
1Mean SEP for Q4%, Q2%, and Q1% = 58.4 percent; mean SEP for all eight AEPs =  
60.6 percent.
Results for the following lidar datasets: 
1) NHD stream network and an effective watershed delineation for a 20-percent 
AEP 12-hour rainfall
2) IDNR stream network and an effective watershed delineation for a 20-percent 
AEP 12-hour rainfall 
3) CRV 0.5 Stream network and an effective watershed delineation for a 20-percent 
AEP 12-hour rainfall 
AEP Most significant basin characteristic SEP (percent)
 1 Pseudo-R2 
(percent) SEM (percent)
(17 streamgages used to develop equations)
Q50% DRNAREA 66.6 67.0 60.5
Q20% DRNAREA 53.3 69.6 48.1
Q10% DRNAREA 51.9 67.0 46.6
Q4% DRNAREA 52.8 62.0 46.9
Q2% DRNAREA 54.1 57.7 47.6
Q1% DRNAREA 54.9 53.8 47.8
Q0.5% DRNAREA 55.4 50.0 47.7
Q0.2% DRNAREA 54.9 46.0 46.3
1Mean SEP for Q4%, Q2%, and Q1% = 53.9 percent; mean SEP for all eight AEPs =  
55.5 percent.
Results for the following lidar datasets:  
1) CRV 1.0 stream network and an effective watershed delineation for a 20-percent 
AEP 12-hour rainfall 
2) CRV 1.75 stream network and an effective watershed delineation for a 20-percent 
AEP 12-hour rainfall 
AEP Most significant basin characteristic SEP (percent)
 1 Pseudo-R2 
(percent) SEM (percent)
(16 streamgages used to develop equations)
Q50% DRNAREA 68.9 67.3 62.4
Q20% DRNAREA 55.4 69.4 49.9
Q10% DRNAREA 54.2 66.7 48.5
Q4% DRNAREA 55.5 61.2 49.2
Q2% DRNAREA 57.0 56.7 50.1
Q1% DRNAREA 58.2 52.4 50.7
Q0.5% DRNAREA 59.0 48.3 50.7
Q0.2% DRNAREA 58.9 44.0 49.6
1Mean SEP for Q4%, Q2%, and Q1% = 56.9 percent; mean SEP for all eight AEPs =  
58.4 percent.
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the StreamStats basin characteristics (table 4), the lidar basin 
characteristics (table 6) provide better overall predictive accu-
racy. Because only a single-variable model could be developed 
for each of the 15 datasets and the values for DRNAREA are 
identical for each of the 5 stream initiation methods within a 
watershed delineation method, the SEP values are the same for 
the NHD, IDNR, and profile curvature of 0.5 stream-initiation 
methods with datasets of 17 streamgages. The SEP values 
are also the same for the profile curvatures of 1.0 and 1.75 
stream initiation methods with datasets of 16 streamgages. 
The 3 datasets within each watershed delineation method with 
17 streamgages have slightly lower SEPs compared to the 2 
datasets with 16 streamgages (table 5).
Accuracy and Limitations of Regression 
Equations 
The RREs based on lidar-derived data (or lidar RREs) 
that were developed in this study apply only to stream sites 
in the Des Moines Lobe landform region where peak dis-
charges are not affected significantly by regulation, diversion, 
channelization, backwater, or urbanization. The applicabil-
ity and accuracy of the lidar RREs depend on whether the 
basin characteristics measured for an ungaged stream site are 
within the range of the characteristic values used to develop 
the RREs. The acceptable range of basin-characteristic values 
used to develop each lidar RRE (table 6) are tabulated as 
minimum and maximum values in table 7. The applicability of 
the RREs is unknown when any characteristic value measured 
for an ungaged site is outside the studied range. In addition, 
basin-characteristic measurements at ungaged sites should 
be computed using the same GIS datasets and measurement 
Table 6. Best regression equations developed using lidar basin 
characteristics for estimating annual exceedance-probability 
discharges for unregulated streams in the Des Moines Lobe landform 
region in Iowa with drainage areas less than 50 square miles. 
[AEP, annual exceedance probability; SEP, average standard error of prediction; Pseudo-
R2, pseudo coefficient of determination; SEM, average standard error of model; Qx%, 
annual exceedance probability discharge of x percent; NHD, National Hydrography Data-
set; IDNR, Iowa Department of Natural Resources; DRNAREA, geographic-information-
system drainage area]
AEP equation SEP (percent) 1 Pseudo-R
2 
(percent) SEM (percent)
(17 streamgages used to develop equations using the NHD, IDNR, and  
profile curvature of 0.5 stream-initiation methods combined with the  
20-percent watershed delineation method)
Q50% = 49.0 DRNAREA
0.595 66.6 67.0 60.5
Q20% = 132 DRNAREA
0.526 53.3 69.6 48.1
Q10% = 209 DRNAREA
0.490 51.9 67.0 46.6
Q4% = 331 DRNAREA
0.451 52.8 62.0 46.9
Q2% = 447 DRNAREA
0.426 54.1 57.7 47.6
Q1% = 575 DRNAREA
0.404 54.9 53.8 47.8
Q0.5% = 708 DRNAREA
0.385 55.4 50.0 47.7
Q0.2% = 912 DRNAREA
0.363 54.9 46.0 46.3
1Mean SEP for Q4%, Q2%, and Q1% = 53.9 percent; mean SEP for all eight AEPs =  
55.5 percent.
methods used in this study. GIS software is required to mea-
sure the basin characteristics included as explanatory variables 
in table 6.
The AEPD regression equations presented in this report 
should be used with caution for ungaged stream sites for 
which basin-characteristic values approach the minimum or 
maximum limits (table 7), because the predictive errors of the 
equations increase with distance from the mean or median 
values of the explanatory variables, and thus inconsistencies 
in the estimates may result. For different AEPs, the AEPD 
estimate for a larger probability may be greater than the AEPD 
estimate for a smaller probability; for example, a Q2% flood 
discharge estimate may be greater than a Q1% flood discharge 
estimate. Although no inconsistencies in RRE estimates 
resulted for any of the 8 AEPDs for the 17 streamgages listed 
in table 1, it is possible that inconsistencies in RRE estimates 
may result for ungaged sites. If inconsistencies in RRE esti-
mates are obtained for an ungaged stream site, a comparison 
of all AEPDs for the site and a check of streamgage data or 
other published data may help to determine which AEPD is 
inconsistent.
In general, predictive accuracies for the best lidar regres-
sion equations (table 6) are best for Q10% and poorest for Q50%. 
For the best lidar regression equations, SEPs range from 51.9 
to 66.6 percent (table 6). In the response variables explained 
by the explanatory variables (pseudo-R2) for the best lidar 
regression equations, the percentages of variation range from 
46.0 to 69.6 percent (table 6).
Table 7. Range of lidar basin-characteristic values used to develop 
the best annual exceedance-probability regression equations for 
unregulated streams in the Des Moines Lobe landform region in Iowa 
with drainage areas less than 50 square miles. 
[GIS, geographic information system; DRNAREA, drainage area; mi2, square miles; 
lidar, light detection and ranging; NHD, National Hydrography Dataset; IDNR, Iowa 
Department of Natural Resources]
GIS DRNAREA (mi2)
Lidar regression equations were developed using the NHD, IDNR, and  
profile curvature of 0.5 stream-initiation methods combined with the  
20-percent watershed delineation method
Minimum 0.27
Maximum 37.89
Mean 12.61
Median 6.39
Number of sites 17
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Summary 
In 2015, the U.S. Geological Survey conducted a study 
to determine optimum stream-channel delineations from 
lidar elevation data. The study also was intended to update 
and improve the predictive accuracy of estimates of annual 
exceedance-probability discharges (AEPDs) for ungaged 
stream sites in the Des Moines Lobe landform region. This 
study investigated five different methods to define stream 
initiation using 3-meter light detecting and ranging (lidar) 
digital elevation model (DEM) data for 17 streamgages 
with drainage areas less than 50 square miles within the Des 
Moines Lobe landform region in north-central Iowa. The 
DEMs of watersheds for the 17 streamgages were hydrologi-
cally enforced, and the 5 stream initiation methods were used 
to define channel initiation points and the downstream flow 
paths. The five stream initiation methods include: (1) streams 
derived from National Hydrography Dataset (NHD) data, (2) 
streams derived by the Iowa Department of Natural Resources 
(IDNR), (3) streams derived from a minimum profile curva-
ture threshold of 0.5, (4) streams derived from a minimum 
profile curvature threshold of 1.0, and (5) streams derived 
from a minimum profile curvature threshold of 1.75. The five 
different methods to define stream initiation were tested side-
by-side for three watershed delineations: (1) the total drainage-
area delineation, (2) an effective drainage-area delineation of 
basins based on a 2-percent annual exceedance probability 
(AEP) 12-hour rainfall, and (3) an effective drainage-area 
delineation based on a 20-percent AEP 12-hour rainfall. 
The AEPDs were estimated for each of the 17 streamgages 
from observed streamflow data collected through September 
30, 2015, using the expected moments algorithm/multiple 
Grubbs-Beck test streamgage probability-analysis method for 
AEPs of 50, 20, 10, 4, 2, 1, 0.5, and 0.2 percent. Six basin 
characteristics measured for the 17 streamgages using lidar 
data for 3 different stream-initiation methods, and basin char-
acteristics measured for 16 of the streamgages for 2 different 
stream-initiation methods, were selected to represent measure-
ments of stream-channel length, density, and order. These six 
selected basin characteristics were used to evaluate which of 
the five different lidar stream-initiation methods appear to pro-
vide stream networks that are most similar to stream networks 
from StreamStats data. Overall results of the comparison tests 
appear to indicate that the IDNR lidar stream-initiation method 
provides stream networks that are most similar to StreamStats 
stream networks, and the NHD lidar stream-initiation method 
provides the second most similar. Although the three profile 
curvature stream initiation methods of 0.5, 1.0, and 1.75 all 
provide lidar stream networks that are not statistically dif-
ferent from StreamStats stream networks for stream-channel 
length and stream density, they all are statistically different 
from StreamStats stream networks for the number of first-
order streams and for the related measurements of drainage 
frequency and relative stream density.
Fifty-eight selected basin-characteristic values were mea-
sured for each of the 15 datasets. Regression analyses were 
done to develop the best regression model for each dataset on 
the basis of a single selected AEP. AEPs of 4, 2, and 1 percent 
were selected for the development of regression equations 
for this study, because these AEPs are used most frequently 
by Iowa DOT for flood estimation. Comparisons for the 15 
regression datasets were evaluated 2 different ways. First, the 
stream initiation method that provides the best mean predic-
tive accuracy for the three AEPs of 4, 2, and 1 percent was 
determined. Second, the stream initiation method that provides 
the best mean predictive accuracy for all eight AEPs also was 
determined. Generalized least-squares multiple-linear regres-
sion analyses were used in the development of regional regres-
sion equations (RREs) to estimate AEPDs for the Des Moines 
Lobe landform region.
To provide a baseline for evaluating the predictive accu-
racy of RREs developed in this study using lidar basin char-
acteristics, RREs for the Des Moines Lobe landform region 
also were developed using basin characteristics measured from 
StreamStats data for the same 17 streamgages. For the Stream-
Stats RREs developed in this study, a mean SEP for Q4%, Q2%, 
and Q1% (Q values are the AEPDs for the indicated flood-
discharge recurrence interval) of 57.0 percent and a mean SEP 
for all eight AEPs of 60.8 percent can be compared to the lidar 
RRE results.
Results for the regression analyses of the 15 lidar datasets 
indicate the datasets that produce RREs with the best overall 
predictive accuracy are the NHD, IDNR, and profile curvature 
of 0.5 stream initiation methods combined with the 20-percent 
AEP 12-hour rainfall watershed delineations method. The 
SEP values produced by the RREs for these three specified 
methods range from 51.9 to 66.6 percent with a mean SEP for 
Q4%, Q2%, and Q1% of 53.9 percent and a mean SEP for all eight 
AEPs of 55.5 percent. For these RREs, the percentages of 
variation in the response variables explained by the explana-
tory variables (pseudo-R2) range from 46.0 to 69.6. These 
mean SEP values indicate better predictive accuracy for both 
the mean SEP of Q4%, Q2%, and Q1% and the mean SEP of all 
eight AEPs when compared to those produced for the RREs 
developed using the StreamStats data.
The RREs developed in this study apply only to stream 
sites in the Des Moines Lobe landform region at which peak 
discharges are not affected significantly by regulation, diver-
sion, channelization, backwater, or urbanization. The applica-
bility and accuracy of the lidar RREs depend on whether the 
basin characteristics measured for an ungaged stream site are 
within the range of the characteristic values used to develop 
the RREs. Inconsistencies in AEPD estimates may result if 
basin-characteristic values approach the minimum or maxi-
mum limits of the range. Geographic information system soft-
ware is required to measure the basin characteristics included 
as explanatory variables in the regression equations.
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