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Re´sume´
Les puits quantiques, les ﬁls quantiques, ainsi que les boˆıtes quantiques sont des he´te´ro-
structures a` base de mate´riaux semiconducteurs dont les dimensions sont de l’ordre
de quelques nanome`tres. A cette e´chelle, leurs proprie´te´s sont ﬁxe´es par les lois de
la me´canique quantique. Le grand inte´reˆt pour ces nanostructures est motive´ par des
applications dans les domaines de l’e´lectronique et de l’opto-e´lectronique: les puits quan-
tiques sont de´ja` largement utilise´s dans des diodes et des lasers; les boˆıtes quantiques
sont maintenant l’objet de nombreuses recherches graˆce a` la possibilite´ de controˆler
pre´cise´ment leur interaction avec la lumie`re. A mi-chemin entre puits et boˆıtes quan-
tiques, les ﬁls quantiques sont des structures dans lesquelles le de´placement des charges
e´lectriques est restreint a` une seule dimension (1D). Ils ont be´ne´ﬁcie´ de moins de con-
side´ration en raison des diﬃculte´s rencontre´es pour fabriquer des structures homoge`nes
dans lesquelles les proprie´te´s e´lectroniques et photoniques sont proches de syste`mes 1D
ide´aux.
La croissance e´pitaxiale est une technique re´pandue pour la fabrication de nanostruc-
tures quantiques a` base de semiconducteurs. Une de ses principales imple´mentations
est l’e´pitaxie en phase gazeuse a` partir de pre´curseurs organo-me´talliques (Metalor-
ganic vapor phase epitaxy, MOVPE), qui permet notamment d’utiliser des me´canismes
d’auto-organisation pour controˆler la croissance d’une surface cristalline. Dans ce tra-
vail de the`se, nous mettons a` proﬁt ces phe´nome`nes pour ame´liorer l’homoge´ne´ite´ de
puits et de ﬁls quantiques a` base de GaAs et AlxGa1−xAs.
Dans le cas des puits quantiques, nous avons e´tudie´ la croissance de structures
GaAs/AlxGa1−xAs sur des substrats vicinaux. Ce terme de´signe les substrats dont
l’orientation s’e´carte le´ge`rement d’une direction cristallographique donne´e, et a` la sur-
face desquels les plans atomiques sont discontinus. Nous avons montre´ que le mode de
croissance est tre`s sensible a` l’angle de de´viation initial. Cela nous a permis de cre´er
plusieurs conﬁgurations de de´sordre a` l’interface des puits quantiques. Nous avons no-
tamment de´termine´ des conditions permettant de fabriquer des puits quantiques dont
les proprie´te´s optiques ont une qualite´ jusqu’alors ine´gale´e pour des structures crues par
MOVPE. De plus, en utilisant une technique d’attaque chimique se´lective, nous avons
pu relier l’e´troite largeur spectrale des meilleurs puits a` une morphologie particulie`re
des interfaces. Cette morphologie consiste en un arrangement de la surface en terraces
se´pare´es par des marches mono-atomiques, et qui sont lisses a` l’e´chelle de l’exciton.
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Les ﬁls quantiques que nous avons e´tudie´s se forment lors de la de´position de
couches de AlxGa1−xAs sur des substrats grave´s de sillons en V. Un phe´nome`ne d’auto-
organisation conduit a` la formation d’une re´gion quasi-1D au centre des sillons, avec une
section caracte´ristique en forme de croissant. Ces structures paˆtissent des importantes
inhomogene´ite´s de leurs interfaces le long de l’axe du ﬁl. Nous nous sommes inte´resse´s a`
la possibilite´ de re´duire l’inﬂuence de ce de´sordre en diminuant la hauteur des barrie`res
de potentiel qui conﬁnent les porteurs. En ajustant de fac¸on ade´quate les parame`tres
de croissance pour des couches avec une faible teneur en aluminium, nous avons obtenu
une importante re´duction de la largeur spectrale de l’e´mission des ﬁls.
Pour ame´liorer l’homoge´ne´ite´ des ﬁls crus dans des sillons en V tout en maintenant
un conﬁnement important, nous avons e´galement investigue´ l’opportunite´ de croˆıtre
des ﬁls quantiques sur des substrats vicinaux grave´s. Nous avons mis en e´vidence une
importante modiﬁcation des vitesses de croissance sur les diﬀe´rentes facettes formant
le ﬁl, ainsi qu’une diminution signiﬁcative de la largeur spectrale de l’e´mission du ﬁl.
Cette ame´lioration oﬀre de nouvelles possibilite´s pour l’e´tude de phe´nome`nes 1D.
Finalement, nous nous sommes interesse´s a` la question de la diﬀusion des excitons
dans les ﬁls quantiques. Ce sujet a fait l’objet de nombreuses e´tudes the´oriques, mais
les donne´es expe´rimentales sont rares. Nous pre´sentons une e´tude syste´matique de la
diﬀusion excitonique en fonction de la tempe´rature du re´seau cristallin. A l’aide de
mesures re´solues en temps, nous avons mis en e´vidence une activation de la diﬀusion
a` des tempe´ratures de l’ordre de 50 K. Nos donne´es sugge`rent que les excitons sont
localise´s en dessous de cette tempe´rature, et que la diﬀusion est limite´e par la rugosite´
des interfaces de la structure.
En synthe`se, cette the`se pre´sente d’importants progre`s relatifs aux proprie´te´s op-
tiques de puits et de ﬁls quantiques crus par MOVPE. Pour les deux types de structures,
nous avons obtenus des valeurs record de la largeur spectrale de l’e´mission. Comme in-
dique´ par nos mesures de diﬀusion, la rugosite´ des interfaces est le facteur qui limite la
mobilite´ des excitons a` basse tempe´rature. Toutefois, les me´canismes de croissance que
nous avons mis en e´vidence peuvent eˆtre utilise´s pour encore ame´liorer l’homoge´ne´ite´
des ﬁls quantiques crus dans les sillons en V.
Mots-cle´s:
Semiconducteur, he´te´rostructure, GaAs, micro-processing, nanostructure, puits quan-
tique, ﬁl quantique, e´pitaxie, MOVPE, auto-organisation, substrat vicinal, de´sordre,
localisation, diﬀusion, exciton, proprie´te´s optiques, photoluminescence, photolumines-
cence re´solue en temps.
Abstract
Quantum wells (QWs), quantum wires (QWRs) and quantum dots (QDs) are semi-
conductor heterostructures with nanoscopic dimensions. At this length scale, their pro-
perties are governed by quantum mechanics. The interest in these nanostructures is
motivated by applications in the domain of electronics and opto-electronics. QWs are
widely used in diodes and lasers. QDs now attract much attention because of the ability
to precisely tailor their interaction with light. With carrier dimensionality in between,
QWRs have been less considered, partly because of their higher sensitivity to disorder
and the diﬃculties in fabricating homogeneous structures approaching ideal electronic
and photonic 1D systems.
The common technique for fabricating semiconductor quantum nanostructures is
epitaxial growth. Metalorganic vapor phase epitaxy (MOVPE) is one of the major im-
plementations of the epitaxial process. One of the exciting aspects of this technique is
that one can make use of self-organization mechanisms to control the growth front of
a crystalline surface. In this thesis, we make use of these phenomena to improve the
homogeneity of GaAs/AlxGa1−xAs QWs and QWRs.
In the case of QWs, we investigated the growth of GaAs/AlxGa1−xAs structures on
vicinal substrates. Discontinuities of the atomic planes are known to occur on the sur-
face of such structures. We found that the growth mode is very sensitive to the initial
miscut angle. It allowed us to create very diﬀerent conﬁgurations of the disorder at the
interfaces of QWs. In particular, we determined conditions for which the optical charac-
teristics of QWs grown by MOVPE reached unprecedented quality. Moreover, by using
a selective etching technique, we were able to correlate the narrow optical linewidth
observed to a step-ﬂow morphology of the hetero-interfaces. In that case, terraces are
smooth over the length scale determined by the exciton radius.
The GaAs/AlxGa1−xAs QWRs that we studied are formed at the center of V-grooves
patterned onto the substrate. A lateral self-ordering mechanism creates a quasi one-
dimensional (1D) region with a crescent-shaped cross-section. These structures suﬀer
from strong ﬂuctuations of the interfaces along the QWR axis. We investigated the
possibility of reducing the eﬀects of this disorder by decreasing the potential height of
the conﬁning barriers. By properly adjusting the growth conditions to grow AlxGa1−xAs
barriers with low Al concentration, we obtained a strongly reduced spectral linewidth
of the emission. When the probed area is of the order of one micron, the spectral line
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of the QWR decomposes into two main components, the origin of which are discussed.
To improve the homogeneity of V-groove QWRs while retaining a strong conﬁne-
ment, we also investigated the eﬀect of growing these structures on vicinal patterned
substrates. We evidenced a strong modiﬁcation of the relative growth rates of the facets
forming the QWRs and a narrower spectral linewidth for QWRs grown on substrates
with a large miscut angle. This narrower linewidth oﬀers new possibilities for the study
of 1D physics.
Finally, we also addressed the question of exciton diﬀusion in QWRs. This subject
has been at the center of important theoretical eﬀorts, but experimental data have been
scarce so far. We present a systematic study of the exciton diﬀusion as a function of the
lattice temperature. Using a time-of-ﬂight technique, we have evidenced an activation
of the diﬀusion at intermediate temperatures (∼50 K). We present data suggesting that
excitons are localized below this temperature and that the diﬀusion is determined by
interface roughness.
In summary, this thesis presents important improvements of the properties of QWs
and QWRs grown by MOVPE. Record low spectral linewidths of the emission are ob-
tained for both types of structures. Yet, diﬀusion measurements in QWRs indicate that
the interface roughness is still the dominant factor in limiting the exciton mobility at
low temperatures. The growth mechanisms that we evidenced oﬀer new routes for fur-
ther improvement of the homogeneity of V-groove QWRs.
Keywords:
Semiconductor, heterostructure, GaAs, micro-processing, nanostructure, quantum well,
quantum wire, epitaxy, MOVPE, self-organization, vicinal substrate, disorder, localiza-
tion, diﬀusion, exciton, optical properties, photoluminescence, time-resolved photolu-
minescence.
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Chapter 1
Introduction
1.1 Nanotechnology
The reduction of the size of components, devices or of entire systems was initially moti-
vated by beneﬁts in integration, weight, power consumption and costs. Nanotechnologies
are therefore natural contenders for markets challenged by the leitmotiv ‘smaller, faster,
cheaper’. On top of that, the size of some systems has been reduced so much that they
are now subject to, and consequently make use of, diﬀerent physical laws related to
their nanoscale dimensions.
Nanotechnology has ﬂooded markets as diverse as medical, textile, sustainable en-
ergy and consummer electronics, and their expansion should even accelerate in the
near future [1]. Nanomaterials encompass a broad range of systems. Carbon nanotubes
(CNT) are well known for their large catalog of outstanding properties. Liquid crys-
tals have revolutionized our display devices and more generally an increasing number
of devices make use of organic materials [2]. In the domain of life science, biological
markers or drug delivery systems of extremely small dimensions are starting to be used
clinically and even DNA is now engineered [3].
The improving ability to individually address nano-systems and to manipulate their
properties is the driving force of the recent burst in nanotechnologies. The tools now
available for the observation of nanosystems also strongly contribute to making them
more concrete. Imaging technologies, such as confocal, electronic, or holographic mi-
croscopes, yield high-resolution structural information, and some of them even allow
in-situ manipulation of nanostructures.
Fabrication technologies of nano-systems roughly split into two categories. Bottom-
up approaches rely on the self-assembly of the system components. They are often
assimilated to various schemes of chemical synthesis. Top-down methods start from
large pieces of materials and reduce or transform them to form substructures. This
path has been the one followed during the last 60 years in the pionneering domain of
miniaturization: microelectronics [4].
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Electronic circuits have now reached dimensions, which place them within the limits
of the nanoworld. The width of the circuits produced by 2010 should be as small as 45
nm [5]. Yet the CMOS technology is close to reaching a limit and new paradigms have to
be developped to maintain the technological development rate. Bottom-up approaches
and/or the integration of systems of lower dimensionality are the choice alternatives
that are currently investigated [6, 7].
In the case of electronics, it could be envisioned to replace the motion of electrons
by their tunneling across thin layers. That type of structures has been investigated for
many years in the sister industry of opto-electronics. Although some contenders made
out of organic materials exist, light emitting diodes and lasers are mainly based on
semiconductor crystals, whose dimensions may correspond to only a few atomic layers.
1.2 Epitaxial growth
The production of semiconductor crystals has beneﬁted from huge advances throughout
the second part of the last century. A groundbreaking fabrication technique developed
in the 60’s, Molecular Beam Epitaxy (MBE), ﬁrst allowed to grow crystals monolayer
by monolayer. It triggered important progresses in fundamental solid-states physics and
stimulated the transformation of laboratory curiosities into functional devices [8].
In MBE, elemental sources are evaporated at a controlled rate onto a heated sub-
strate under ultra-high vacuum conditions. The ensuing crystal growth is epitaxial: the
deposited layers reproduce the crystalline structure of the substrate. By modifying the
sources, it becomes possible to locally change the composition of the crystal, thus modi-
fying its properties. The most important heterostructure formed this way is the quantum
well (QW): a thin layer of low bandgap material grown between two layers of higher
bandgap material. In such a structure, the charge carriers are trapped in the central
layer. If the latter is thin enough, comparable to the quantum mechanical wavelength
of the particle, quantum conﬁnement takes place.
Since the ﬁrst demonstration of this eﬀect in 1974 [9], the quality of the QW hetero-
interfaces has been at the center of intense debates. Pioneers suggested that interfaces
could be ﬂat within one crystal monolayer (ML) [10]. Domains (referred to as islands)
deﬁned by such discrete ML variations could then be expected to translate into separa-
ted photoluminescence lines, with energy separation determined solely by the structure
composition and dimensions. As a matter of fact, this model did not explain completely
the experimental observations and the disorder at the interfaces was found to manifest
itself over diﬀerent length scales [11–14] and to result in complex features of the optical
spectra.
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Metalorganic Vapor Phase Epitaxy (MOVPE, also often referred to as MOCVD:
Metalorganic Chemical Vapor Deposition) is the main alternative to MBE [15, 16].
The main diﬀerence lies in the fact that atoms are not directly evaporated onto the
substrate, but delivered by the breaking of precursors in the vicinity of the substrate
surface. MOVPE, then, does not require ultra-high vacuum and is preferred by the
semiconductor industry for its lower cost and higher yield.
Yet MBE still sets the standard of growth quality of semiconductor heterostructures,
as it is considered to produce smoother interfaces than MOVPE. MBE growth of high
quality QWs usually relies on growth interruptions (G.I.) at the interfaces [17,18]. The
diﬀusion length of adatoms increases with increasing interruption time, which allows
them to migrate toward more energetically stable sites and ﬂatten the surface. How-
ever, the island size is ultimately limited by thermodynamics. Some results suggest that
correlations between the interfaces might be lost during the G.I., which would then be
detrimental to the structure quality [19, 20]. G.I. eﬀects in MOVPE process are not as
well characterized, as the gain in interface smoothness is often counterbalanced by an
increased incorporation of impurities.
Many investigations have also aimed at unveiling the mechanisms underlying epi-
taxial growth [21–23]. They are better established for MBE than for MOVPE [24]; ﬁrst
because of the fewer stages involved in the MBE process and second because of the
better in-situ diagnostic tools routinely used in that case.
1.3 Semiconductor quantum nanostructures
Beyond its fundamental interest as the experimental realization of a model quantum
mechanical system, the quantum well structure rapidly found applications in opto-
electronic devices. Scientists rapidly identiﬁed the interest of further conﬁning the car-
riers in additional directions in order to form one-dimensional (1D) quantum wires
(QWRs) and zero-dimensional quantum dots (QDs) [25]. The suppression of the motion
in the conﬁned directions imposes severe constraints on the kinetic energy of the parti-
cles and strongly modiﬁes the density of states of the system. The eﬀects of Coulomb
interactions in those systems are also dramatically enhanced and appear to dominate
many of their properties [26].
These particular properties can be turned into advantages to improve multiple cha-
racteristics of devices. For opto-electronic applications, from a spectral point of view, the
optical transitions and the gain spectrum get narrower because of the sharper 1D and
0D density of states [27]. Polarization properties can also be controlled, which can be
used in detectors or emitters [28, 29]. Recently, many-body eﬀects have been exploited
to produce entangled photons [30–33] and to control the light emission statistics, as in
single photon sources [34, 35]. In addition, for lasers, the threshold current should be
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reduced [36] and its dependence on temperature attenuated [37]. Finally the dynamics
of these devices is also expected to be improved: higher modulation speeds are expected
in lower dimensional structures.
One- and zero-dimensional systems have also been investigated for electronic ap-
plications. The former are natural channels to transport carriers and higher mobilities
were predicted in relation to reduced elastic scattering [38], which promises faster speed
and wider modulation bandwidth. Yet performances at room temperature are mainly
determined by phonon interactions, and possible improvement in those conditions is
more likely to be related to reduced signal-to-noise ratio [39]. As for QDs, their discrete
energy levels are used in single electron transistors [40, 41].
Some of these properties are only improvements of those existing in 2D or bulk
materials. They are not always linked to quantum eﬀects but can simply arise from
the reduced dimensions or the particular geometry of the systems. Yet, the control
and engineering of quantum eﬀects opens new ﬁelds of research in light-matter interac-
tion, leading to new applications in quantum communication and quantum information
[42, 43].
Many approaches were investigated to achieve experimental realizations of one- and
zero dimensional semiconductor systems [44, 45]. The diﬃculty lies in achieving suﬃ-
ciently small dimensions while keeping an overall homogeneity suﬃcient to distinguish
between inhomogeneously broadened conﬁned states. Top-down approaches include:
- Creating an electrostatic conﬁnement, either through gates deposited on the sur-
face of hetero-junction by lithography [46, 47] or through ion-beam implantation [48];
- Etching walls to laterally reduce the size of QWs [49] and possibly re-growing
barriers around the structure;
- Modifying the crystal potential with stressors [50, 51].
The control and reliability of epitaxy also motivated bottom-up methods, for exam-
ple:
- Growth of QWR lattices on vicinal [52, 53] or faceted [54] substrates;
- Growth of nanowires on masked or catalyzed substrates [55, 56];
- Overgrowth on a cleaved edge of a QW structure [57];
- Strain induced self-ordering [58];
- Stranski-Kastranov growth of QDs, which also relies on strain [59].
The mixed approach developed in our group combines the advantages of the litho-
graphic control of the nanostructure position and of the bangap engineering allowed
by epitaxy. In a ﬁrst step, the substrates are processed to create pyramidal recesses
or V-shaped grooves. The subsequent MOVPE growth of (In)GaAs/AlGaAs layers on
such non-planar substrates is designed to form nanostructures with self-limited inter-
faces and potential barriers of tunable height. QDs [60] and vertical QWRs (VQWRs)
[61] are formed in the center of the pyramids, whereas QWRs are obtained after growth
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on V-groove substrates. QDs and QWRs are surrounded by structures of higher dimen-
sionality (Fig. 1.1), which also play important roles in the conﬁnement of the carriers
[62].
Figure 1.1: Schematic view of nanostructures grown in pyramidal recess (a) or V-groove
(b). The QWR corresponds to the region of lowest eﬀective bandgap (i.e. accounting for the
conﬁnement energy) and are surrounded by barriers, which height and dimensionality vary.
In the ﬁrst case (a) reducing the thickness of the QWR results in a QD.
VQWRs are useful systems to probe dimensional eﬀects of conﬁnement [63] and the
coupling between structures. V-groove QWRs, which can be stacked to achieve large
densities and whose length is in principle only limited by the substrate size, are pre-
ferred for transport studies [64, 65] or integration into devices [66, 67]. Nevertheless,
their homogeneity is not yet suﬃciently controlled, and their properties correspond in
many aspects to chains of QDs.
1.4 Physics of one-dimensional systems
A characteristic landmark of 1D systems is their peaked, singular density of states
decaying as E−1/2. Yet, beyond this characteristic, the speciﬁcities of many physical
phenomena mainly stem from the modiﬁed interactions among particles in 1D systems
[68]. For electronic systems, it is manifested in the collective behavior of a Luttinger li-
quid. For electron-hole pairs, the Coulomb interaction is enhanced; it results in strongly
bound excitonic states at energies below the free carriers continuum.
As for the optical features, excitons govern many of the properties of 1D systems.
Yet, it is often hard to distinguish them from QD states. Only few systems exhibited
clear 1D quantum behavior. Some convincing results were obtained on organic semi-
conductors. The luminescence of a rather long polymer chain (∼ 10µm) exhibited very
small inhomogeneous broadening and fast charge transport [69]. Even more striking was
the observation of macroscopic coherence across such samples [70].
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Nevertheless, some signiﬁcant results were also reported in 1D crystalline semicon-
ductor nanostructures. Most of them were obtained on two class of systems already men-
tioned: the T-shape QWRs obtained by the MBE cleaved-edge overgrowth technique
[57] and the crescent-shape QWRs grown, usually by MOVPE, on substrates patterned
with V-grooves [45]. These systems have the advantage of being easily doped, or even
better, to allow the control of the charge density through Schottky contacts [53, 71].
Optical spectroscopy measurements on T-shape QWRs beneﬁt from the high spatial
homogeneity obtained by MBE and a speciﬁc annealing procedure [72]. It allowed to
resolve states from the 1D continuum [73, 74], as well as the singular density of states
of 1D systems [75]. Nevertheless, the ﬁrst observation of the intrinsic optical anisotropy
of 1D systems was reported from V-groove QWRs [76], as well as was the ﬁrst QWR
laser in 1989 [77].
Since then, the debate on the nature of optical gain in 1D semiconductor has been
lively [57,78–80], and linked to the controversy around an hypothetic Mott transition in
1D systems [81–83]. The latest results tend to show that such a transition does not exist,
but that instead there is a continuous transition from excitons toward an electron-hole
plasma, mediated by exciton complexes. The actual existence of a bandgap renormaliza-
tion (BGR) is also an open question, as it seems to be exactly cancelled by a reduction
of the exciton binding energy [81, 84, 85].
The observation of excitonic complexes (excitons charged negatively [71, 86] and
positively [86] and biexcitons [57, 82, 87]) in QWRs has been reported in the last few
years. But the disorder of the structure was shown to have a major eﬀect on their sta-
bility [87, 88]. Actually, disorder acts on most of the optical features measured in 1D
systems; namely, the broadening of the density of states, the exciton lifetime [81,89,90]
or relaxation [91–93] are all strongly aﬀected by disorder.
One-dimensional transport is the subject of sustained activities, which address in
particular systems in the ballistic regime. It is motivated by evident applications in
electronic devices, but transport measurements have unveiled intriguing phenomena, in
particular the quantization of the electrical conductance [94], which can now be studied
in high-quality 1D systems [95] among which are the V-groove QWRs [64, 65]. Never-
theless, the transport properties of QWRs [95–97] are also altered by disorder, and the
speciﬁcities of 1D motion have been only observed in the ballistic regime, but not yet
in the diﬀusive one.
1.5 Thesis goal and outline
The global uniformity of V-groove QWRs is presently insuﬃcient: ﬂuctuations of the
potential along the QWR direction localize charge carriers and prevent them from ex-
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hibiting true 1D behavior. Improved samples showing properties closer to 1D have been
recently reported [98], but the progress in the fabrication of the structure relies es-
sentially on the processing steps. Obtaining similar improvement directly during the
growth, by better mastering it, would be more eﬃcient in terms of yield and repro-
ducibility.
Improving the quality of V-groove QWRs demands a deeper understanding of both
the growth processes and of the eﬀects of the resulting disorder on the optical proper-
ties. Yet, the task is complex because the interfaces of this system are formed by several
facets of diﬀerent crystalline orientations, presenting very diﬀerent characteristics.
It is the goal of this thesis to better understand the formation mechanism of dis-
order, and its eﬀect on the optical properties of GaAs/AlGaAs heterostructures (QW
and V-groove QWRs), in order to better control it.
Chapter 2 is a general introduction to GaAs/AlGaAs quantum nanostructures.
It explains how Coulomb interactions and disorder modify the ideal picture of low-
dimensional systems and aﬀect their optical and transport properties. Several reviews
have been published [99–101], and are good complements to the overview presented in
this chapter.
In chapter 3, we describe the process of epitaxy, and the procedure followed for
the sample fabrication. We brieﬂy describe the experimental techniques: atomic force
microscopy and optical spectroscopies.
Chapter 4 reports the study of QWs as model systems to better understand the
relation between growth mechanism, sample morphology and optical properties. In par-
ticular, we show the topmost utility of vicinal surfaces to control disorder.
A the beginning of chapter 5, we ﬁrst present state of the art V-groove QWRs,
aﬀected by disorder, and investigate routes toward disorder control. Here also, QWRs
grown on vicinal substrates are shown to be promising candidates.
Finally, chapter 6 addresses the transition from localization to delocalization of V-
groove QWR excitons, principally through diﬀusion measurements.
The last chapter (7) reviews what has been achieved and makes proposals for further
investigations.
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Chapter 2
Theory of GaAs semiconductor
nanostructures
This chapter presents an overview of the physical properties of semiconductor nano-
structures. Although the physics and methods presented below are more general, the
discussion is focused on systems based on AlxGa1−xAs materials (Sec. 2.1). These sys-
tems hold an important position for practical applications and fundamental research
purpose. The theory presented is directly related to the structures studied in this thesis,
which are all GaAs/AlGaAs heterostructures.
We describe the theoretical framework used in the study of those nanostructures,
with an accent on the eﬀects of conﬁnement. After introducing the characteristics of
ideal structures (Sec. 2.2), we discuss the modiﬁcations due to the disorder inherent to
real systems (Sec. 2.3).
2.1 GaAs / AlGaAs crystal
Gallium (Ga) and Aluminum (Al) are chemical elements with three valence electrons,
thus belonging to the column III of the periodic table of elements. With ﬁve valence
electrons, Arsenic (As) takes place in the column V. The (Al)GaAs compounds then
belong to the so-called III/V class of semiconductor crystals. This section reviews some
of its properties.
2.1.1 Crystallography
GaAs crystals usually form in the zinc blende structure. Each group of atoms forms a
face-centered cubic lattice of parameter a (= 5.653 A˚) and they are displaced one from
another by a/4 along the cube diagonal. This structure is schematized in Fig. 2.1 with
the indication of the main crystallographic directions.
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Fig. 2.1 also highlights some atomic planes of particular importance. The [001] axis
corresponds to the usual growth direction during epitaxy. Most of the crystal properties
are usually referred relatively to this direction. Two adjacent (001) layers of the same
element are separated by a distance a/2 = 2.83 A˚, which is referred to as the crystal
monolayer (ML) thickness. The planes orthogonal to the [111] direction also play a de-
terminant role in our studies, as they also serve as parts of the templates for the growth
of nanostructures. In particular, they have diﬀerent physical properties depending on
their termination, which can be A (Ga) or B (As).
Figure 2.1: Zinc blende structure of GaAs, with the main crystallographic directions and
the lattice parameter a. Some of the principal planes are also drawn.
By substituying a fraction x of the Ga atoms by Al atoms, a ternary alloy is obtained:
AlxGa1−xAs. The lattice parameter of AlxGa1−xAs only weakly depends on x (a = 5.660
A˚ for x = 1). The physical properties of the AlxGa1−xAs alloy, in particular its band
structure, are slightly modiﬁed compared to those of GaAs. Yet, these slight modiﬁ-
cations may have dramatic eﬀects on the electronic and optical properties of the crystal.
2.1.2 Band Structure
The valence electrons of each atom constituent of a crystal are shared through covalent
bonds. Their motion can be regarded relatively to a ﬁxed potential V (r) determined
by the static ions of the crystal and their electronic clouds. The Schro¨dinger equation
describing the motion of these electrons reads:
− 
2
2m
∇2ψn(k, r) + V (r)ψn(k, r) = En,kψn(k, r) (2.1)
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The wavefunction can be written as a product, ψn(k, r) = un(k, r) · eikr, in which
the function un has the periodicity of the lattice and is known as a Bloch function. Eq.
2.1 can be solved analytically for k = 0 , but more sophisticated approaches have to
be used to compute the solutions in k-space. The tight-binding model allows to get a
rather intuitive idea of the solutions. If one considers that electrons are tightly bound to
the ions, their states are aﬀected by the overlaps with the wavefunctions of electrons on
adjacent lattice sites, which result in a splitting into bonding and anti-bonding states.
When considering the whole crystal, these states assemble into bands: the one corres-
ponding to the bonding states is the valence band (VB) and is fully occupied, whereas
the anti-bonding states (the conduction band, CB) are empty. No states are available
in between, forming a bandgap, which energy is of the order of 1 eV in the case of III-V
semiconductors. The bandgap energy depends on temperature and for GaAs follows Eq.
2.2:
E(T ) = E(0)− 5.4 · 10−4 T
2
204 + T
(2.2)
The band structure of GaAs is depicted in Fig. 2.2(a) [102]. It depends on the crystal
direction through the Bloch functions, and is represented along various k-space direc-
tions in the ﬁgure. The minimum of the CB is at the so-called Γ-point, and coincides
with the VB maximum, which makes GaAs a direct semiconductor. Around this extrema
corresponding to k = 0, the dispersion E(k) is nearly parabolic. It is generally approxi-
mated by: E = 
2k2
2me,h
, where me (mh) are eﬀective masses for CB (VB) electrons (holes).
Figure 2.2: First Brillouin zone band structure of (a) GaAs and (b) AlAs, from Ref. [102]. (c)
Simpliﬁed model around the Γ-point, for small k. The bands are approximated by parabola,
and limited to heavy (hh) and light (lh) holes contributions in the valence band.
The calculation of more exact solutions E(k) requires demanding methods, in par-
ticular for the VB states. Solutions in the vicinity of k = 0 are usually obtained by a
perturbative treatment of the Schro¨dinger equation (the k · p method). Sophisticated
approaches have yet to be employed for the VB states, which are degenerate at k = 0.
These states are labeled by their angular momentum J and its component along a given
direction Jz. The states (||J |; Jz〉) |3/2;±3/2〉 are called heavy hole (hh) states due to
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Bandgap E(x) = 1.5194 + 1.36 x+ 0.22 x2 [eV ]
Dielectric constant  = 12.9− 2.84 x [0]
Eﬀective masses me = 0.067 + 0.083 x
mhh = 0.62 + 0.14 x
mlh = 0.087 + 0.063 x
Table 2.1: Dependence of some AlxGa1−xAs parameters on the aluminium content x. From
Ref. [103,104]
the small curvature of the band that they form, whereas the states |3/2;±1/2〉 are
light hole (lh) states. Their degeneracy is accounted for in the Luttinger formalism that
expresses their coupling and allows to deﬁne the eﬀective masses through the so-called
Luttinger parameters.
Most of the interest in the band structure lies in the vicinity of k = 0, in particular
because optical transitions occur between these states. The two hh and lh valence bands
and the conduction band are then the three most important bands, and other contri-
butions can often be neglected. This simpliﬁed model of band structure is represented
in Fig. 2.2(c).
The band structure of the AlxGa1−xAs alloy is modiﬁed, as illustrated by the ex-
treme case of AlAs (x = 1) in Fig. 2.2(b). The CB minimum here lies at the X-point,
and does not coincide with the VB maximum anymore. This semiconductor is therefore
indirect ; in fact, AlxGa1−xAs alloys with x > 0.42 are indirect. States corresponding
to the bottom of the X band are optically inactive as they cannot recombine without
involving other interaction to carry out their excess momentum. Indirect materials will
not be considered further in this thesis. The dependence of some of their properties on
the Al content x are given in Table 2.1.
2.2 Ideal quantum nanostructures
2.2.1 Heterostructures
Techniques of crystal growth (Sec. 3.1) allow to spatially change the characteristics of
a crystal. One of the ﬁrst examples realized was the p-n homojunction (Fig. 2.3(a)):
part of the atoms in the crystal are replaced by impurities, which release excess charge
carriers. By controlling the type of impurity, the material can be n- (electrons in ex-
cess) or p-doped (electron vacancies, or holes). At an interface between the two types
of materials, the charge distribution is rearranged and creates an internal electric ﬁeld
used for instance in diodes or photovolta¨ıc cells.
Assembling semiconductors with diﬀerent bandgaps allows to further control the
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Figure 2.3: Schematic band structure of (a) a p-n homojunction, with the electric ﬁeld E
created at the interface; (b) an heterojunction.
charge ﬂow and distribution. The bandgap mismatch is distributed between the CB and
the VB (in the ratio ∆EV B/∆ECB  32/68 for AlxGa1−xAs systems). Electrons and
holes then encounter potential discontinuities at the material interfaces (Fig. 2.3(b)).
This is a situation identical to the textbook examples of particles facing potential bar-
riers (see for example Ref. [105]).
2.2.1.1 Conﬁnement
Assembling two inverted heterojunctions creates potential wells, in which carriers are
trapped. Quantum conﬁnement occurs when the width of such a well approaches the
De Broglie wavelength (λth ≈
√
2π2
me,hkBT
). In semiconductor, it is of the order of a few
nanometers ( 25 nm in GaAs at room temperature), because of the small eﬀective
mass of electrons. If the width of the potential well is comparable to λth, the CB and VB
split into separated energy surfaces in k-space. In that case, the Schro¨dinger equation
reads:
−
2
2
∇ 1
me,h(z)
∇ψn(k, r) + U˜(r)ψn(k, r) = En,kψn(k, r) (2.3)
The potential U˜(r) = V (r) + U(z) includes a component U(z) due to the bandgap
mismatch. The eﬀective mass me,h(z) also becomes dependent on the coordinate z of
the conﬁned direction. The slowly varying Bloch functions can be considered identical
in the various materials and the wave function can therefore be written as ψ(k, r) =
u(k, r) χ(z). The function χ(z) is the envelope function of the state. The Bloch func-
tions can be factored out of the Schro¨dinger equation to yield:
−
2
2
∇ 1
me,h(z)
∇χn(z) + U(z)χn(z) = En,0χn(z) (2.4)
For inﬁnitely high barriers, the energy of the nth electronic state conﬁned in a rec-
tangular well of width Lz is given by:
En,0 = n
2 π
2

2
2meLz2
(2D) (2.5)
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The electron may have some kinetic energy in the QW plane, corresponding to
E2Dkin =

2(k2x+k
2
y)
2me,h
, in the eﬀective mass approximation.
Figure 2.4: Density of probability of electrons conﬁned in GaAs (a) QWs of diﬀerent thick-
nesses; (b) crescent-shaped QWR.
The dimensionality of the system can be further reduced by conﬁning the particles
in additional directions. The quantum wires (QWR) and quantum dots (QD), which
are thus created correspond to one- or zero-dimensional systems. The same kind of de-
compositions apply and the conﬁnement energy for k = 0 electrons conﬁned by inﬁnite
barriers reads:
Eny,nz =
π22
2me
(
n2y
Ly2
+
n2z
Lz2
) (1D) (2.6)
Enx,ny,nz =
π22
2me
(
n2x
Lx2
+
n2y
Ly2
+
n2z
Lz2
) (0D) (2.7)
An electron in a QWR still has one degree of liberty, with a corresponding kinetic
energy E1Dkin =
2(k2x)
2me
. In a QD the k-space dispersion disappears because all spatial
degrees of freedom are lifted.
The decomposition of the wavefunction into a product of an envelope function and
a Bloch function can be generalized to states of diﬀerent dimensionalities and to the
valence band states. In the latter case, the coupling between the bands has to be taken
into consideration. The spin ms induces a degeneracy. The general expressions for the
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CB wavefunction ψems and VB wavefunction ψ
h are [106]:
ψems(r) = χ
e(z) uems(x, y) with ms = ±
1
2
(2.8)
ψh(r) =
∑
mj
χhmj (z) u
h
mj
(x, y) with mj = ±3
2
,±1
2
(2.9)
In Ch. 5 we compute the wavefunctions and energy levels of our experimental QWR
structures. In order to do so, we solve a 1D Schro¨dinger equation similar to Eq. 2.4 to
obtain the envelope functions χe and χh and the single particle energies, with a 4x4
Luttinger hamiltonian to describe VB states and a parabolic CB for electrons [107].
The potential U(y, z) is deﬁned using a TEM image of the QWR cross-section1.
2.2.1.2 Density of states
An important quantity deriving from the above considerations is the density of states
(DOS), which depends critically on the dimensionality. It corresponds to the number
of solutions to the Eq. 2.3 corresponding to an eigenvalue (energy) E. From bulk (3D)
to QD (0D), they are given by:
ρ3D =
m
π23
√
2mE (2.10)
ρ2D =
m
π2 Lz
∑
nz
θ(E − Enz) (2.11)
ρ1D =
√
2m
π LyLz
∑
ny,nz
√
1
E −Eny ,nz
(2.12)
ρ0D =
2
LxLyLz
∑
nx,ny,nz
δ(E − Enx,ny,nz) (2.13)
The DOS corresponding to the diﬀerent dimensionalities are represented in Fig. 2.5
and compared to the bulk case.
In QWs, the degeneracy of hh and lh is lifted. At k = 0, the heavy and light
characters are mixed, which adds complications to the ideally staircase-like DOS of
Fig. 2.5.
The DOS of QWRs is strongly peaked and decays characteristically as 1/
√
E. From
this shape follow many speciﬁcities of QWRs, discussed later. In contrast to QWs, heavy
and light hole subbands are mixed even for k = 0. It is therefore not possible to ascribe
a pure character to holes in a QWR due to the coupling between the bands [108].
The δ-like DOS allows QDs to accomodate only two carriers of opposite spins on
an energy level, which makes them similar to atoms. They are thus often referred to as
1The solutions are calculated with a ﬁnite diﬀerences method, using a program written by Dr F.
Karlsson, now at Linko¨ping University, Sweden.
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Figure 2.5: Bulk material and heterostructures of diﬀerent dimensionalities, and the corres-
ponding densities of states.
‘artiﬁcial atoms’.
At thermal equilibrium, the occupation of the available states is described by a
Fermi distribution:
fFermi(E) =
1
1 + e
−EF−E
kBT
(2.14)
The Fermi level EF is the energy of the highest occupied level at T = 0. At ﬁnite
temperatures, the thermal energy allows the occupation (vacancy) of higher (lower)
energy states of the CB.
For low carrier densities, the carrier distribution is well described by the sole decay-
ing tail, i.e.: the Boltzman distribution:
fBoltz(E) ∼ e
−E
kBT (2.15)
2.2.2 Coulomb interactions
Considering electrons and holes independently is reductive as it does not account for
the Coulomb interaction between the electrons (or between electron and holes). When
these correlations are suﬃciently strong, electrons and holes are bound and may be
considered as a single, composite particle: an exciton. It is described by the following
Hamiltonian:
HX = He + Hh + HCoul with HCoul =
−e2
4π|re − rh| (2.16)
He,h are the single-particle hamiltonians as those entering Eq. 2.3, and |re − rh| is
the relative separation of the electron and the hole. The large value of the dielectric
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constant in bulk GaAs ( = 12.9) induces a relatively small binding energy EB: 4.9
meV [26]. Correspondingly, the exciton Bohr radius aB, representing the extension of
the bound complex, is about 12 nm, therefore larger than the crystal lattice. Such ex-
citons are referred to as Wannier excitons, in contrast to Frenkel excitons, which are
found in organic systems and exhibit large (∼1 eV) binding energies.
Figure 2.6: Variation of the bind-
ing energies of ground states of heavy
(solid) and light (dashed) hole exci-
tons as a function of the QW width
Lz for diﬀerent Al concentration x in
the barriers. From Ref. [109].
In low-dimensional structures, the conﬁnement constrains the relative positions of
electrons and holes. Electrostatic screening is less eﬀective, and the eﬀective dielectric
constant is reduced. As a result, the binding energy is increased. Fig. 2.6 gives calcu-
lated values of the binding energy EB as a function of the QW width for heavy and
light holes and for diﬀerent potential barriers. The binding energy increases with the
conﬁnement; the lh-excitons have a slightly larger binding energy than hh-excitons and
EB increases also with increasing barrier height [110]. Assuming that the conﬁnement
is strong enough, the Coulomb interaction can be neglected in the conﬁnement direc-
tion, and the single particle envelope functions χe,h(ze,h) can be used to decompose the
exciton wavefunction:
ΦX(re, rh) = χ
e(ze) χ
h(zh) φ(e,h) (2.17)
The function φ describes the in-plane motion of electron and hole in terms of in-
plane coordinates e,h. The in-plane wavefunction φ(e,h) than obeys a single-particle
Schro¨dinger equation with an eﬀective excitonic potential UX :
− 
2
2M
∇2φ(e, h) + UXφ(e, h) = EBφ(e, h) (2.18)
The mass M = me + mh is the exciton mass. The remaining dispersion is written
Ekin =
2K2
2M
, with K the exciton wavevector.
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A similar decomposition holds for QWRs. In that case the shape of the conﬁnement
potential has no inﬂuence on the binding energy. Only the strength of the conﬁnement,
characterized by the Bohr radius, is determinant [111]. As a result, the exciton bind-
ing energy is larger in QWRs than in QWs [112]. The situation is diﬀerent for QDs,
in which electrons and holes are naturally hold together by the conﬁnement, indepen-
dently of Coulomb correlation. This latter only modiﬁes the eﬀective conﬁnement and
other theoretical approaches have to be used.
Exciton complexes are formed when additional charges are bound to an exciton. A
single electron (hole) binding to the initial electron-hole pair forms a negatively (pos-
itively) charged exciton X− (X+). The binding of another electron-hole pair forms a
biexciton (X2). Thanks to the possibilty of controlling exactly their states occupation,
QDs are ideal systems for studying excitonic complexes [60, 113].
2.2.3 Optical interactions
The excitation of an electron from the VB to the CB can be triggered by the absorption
of a photon. Conversely, the recombination of an electron with a hole can take place via
the emission of a photon. The latter has an energy ω = hc
λ
and a momentum kν =
2π
λ
negligible compared to that of the electron-hole pair (λ is the photon wavelength and c
the light velocity). Transitions therefore imply electrons and holes of equal momentum,
which is the reason why direct semiconductor like GaAs are optically so eﬃcient. The
spectral distribution of possible transitions is described by the optical density of states
[107]:
O(ω) =
∑
e,h
∫
|M |2δ(Ee(k)−Eh(k)− ω)dk (2.19)
The δ function ensures the conservation of energy. Its summation over k corresponds
to a joint density of states depending on the system dimensionality. The optical matrix
element M calculated in the dipole approximation from the wavefunctions 2.8 is given
by:
|M | = 〈ψems | · p|ψh〉 =
∑
mj
〈χems(r)|χhmj (r)〉 · 〈uems| · p|uhmj〉 (2.20)
The oscillator strength is proportional to the overlap of the envelope functions of the
recombining holes and electrons. This prevents transitions between levels of opposite
parity. The second term evaluates the product of the polarization vector  and the mo-
mentum operator p between Bloch functions. It is known as the Kane matrix element
and it imposes additional selection rules on the polarization of the emitted/absorbed
photon in interband transitions. This term is ﬁxed by the ms and mj values; the polar-
ization is then determined by the heavy or light character of the hole.
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Figure 2.7: Schematic absorption spectra for bulk, 2D and 1D systems. The dotted line
corresponds to the free carrier absorption, whereas the continuous line includes Coulomb
interaction; i.e.: bound states below the continuum and a modiﬁed oscillator strength of the
continuum.
Coulomb interactions add complications to this picture. First, the optical transitions
associated with bound excitonic states appear below the bandgap. Second, absorption
in the continuum states is modiﬁed. This is illustrated in Fig. 2.7. Compared to the free
carrier case, the oscillator strength is increased at the continuum for bulk and QWs,
but decreased for QWRs [114]. This enhancement coeﬃcient (< 1 for QWRs) is known
as the Sommerfeld factor. Optical spectra of low-dimensional structures are therefore
dominated by excitonic transitions. In particular, in QWRs, the continuum states are
barely visible.
Figure 2.8: Schematic explanation of the temperature dependence of the radiative lifetime.
Only those excitons with a wavevector K < kν can couple to light (left). Their maximum
kinetic energy is ∆rad. These radiative excitons correspond to only a fraction of the total
population (shaded area on the right graph). This fraction depends on the occupation function
f(E) and the density of states ρ(E). Adapted from Ref. [112].
The excitons with K < kν can undergo radiative recombination. Such excitons have
a maximum kinetic energy ∆rad =

2k2ν
2M
. Their decay is characterized by their intrinsic
radiative lifetime τ0. However the average lifetime of the whole exciton population also
has to include the ‘dark’ excitons with K > kν . The respective fractions of bright and
dark excitons depend on the temperature (through the distribution f(E)) and on the
DOS (Fig. 2.8). The radiative lifetime is thus written [115,116]:
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τrad = τ0
∫∞
0
ρ(E) f(E)dE∫ ∆rad
0
ρ(E) f(E)dE
(2.21)
which results in (for QWs and QWRs, respectively):
τ 2Drad(T ) = τ
2D
0
kBT
∆rad
(2D) (2.22)
τ 1Drad(T ) = τ
1D
0
√
πkBT
4∆rad
(1D) (2.23)
These speciﬁc temperature dependence in τ 1Drad(T ) ∼ T 1/2 and τ 2Drad(T ) ∼ T are
characteristic of 1D and 2D systems, respectively. The intrinsic radiative lifetime is in-
versely proportional to the oscillator strength and is ∼ 20 ps in QWs and ∼ 100 ps in
QWRs.
Only parts of the recombinations pathway are radiative. The total lifetime of exci-
tons τtot is written:
1
τtot
=
1
τrad
+
1
τnr
(2.24)
Non-radiative recombinations (for example at crystal defects, which can absorb en-
ergy and momentum) are characterized by the rate τ−1nr .
2.2.4 Relaxation and scattering
Under non-resonant excitation conditions, the energy of the photon exciting the electron-
hole pairs does not match exactly that of k = 0 transitions. Photo-generated electrons
(holes) therefore have excess kinetic energy ∆kin =
2k2
2me,h
. Before they recombine, they
loose part or all of this energy and electrons (holes) relax toward the bottom (top) of
the CB (VB).
Inelastic scattering mechanisms drive this relaxation. Energy can be exchanged with
the crystal lattice, through phonons. In the case of GaAs, the most eﬃcient scatterers to
carry out the excess energy of electrons are LO-phonons. Their dispersion is almost ﬂat
and they have a practically constant energy ωLO = 36 meV. When ∆kin < ωLO,
scattering with the less eﬃcient acoustic phonons become the dominant relaxation
mechanism. At temperatures large enough for a signiﬁcant phonon population to exist,
phonons can also be absorbed and release their energy to the electron (hole).
Nevertheless, many scattering mechanisms are elastic and only contribute to the
thermalization of the carriers population. By undergoing elastic scattering, particles
exchange their kinetic energy. At large carrier densities, collisions between particles
have the most important contribution. The scattering rates are diﬀerent if electrons
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and holes are scattered individually or as bound excitons: in QWs, scattering between
charged carriers (e-e, h-h, e-h) is the most eﬀective process. The eﬃciency of the scat-
tering between excitons and charged carriers, or between excitons and excitons, is order
of magnitude smaller [117, 118].
The system’s dimensionality strongly impacts on the scattering properties. Its rela-
tionship with scattering has mainly two origins. The ﬁrst one is the reduced DOS of 1D
systems. Available ﬁnal states are strongly reduced compared to the 2D case. For elastic
events, the conservation of momentum implies that the unique ﬁnal state available to a
particle of wavevector k, is that of opposite sign: −k. The second origin lies in the re-
duced screening of Coulomb interactions. It has been demonstrated that carrier-carrier
scattering is reduced in 1D compared to bulk, but that the exciton-phonon scattering is
enhanced [119–121]. How the relaxation in 1D compares to the 2D case is then unclear,
and reports for faster relaxation [119] coexist along those for slower relaxation [105,121].
Because they modify the wavevector direction of the particle, scattering events act
on its spatial motion. One deﬁnes a characteristic time τm bewteen scattering events,
which change the momentum of a particle of charge e and mass m. For non-degenerate
semiconductors, the mobility µ is deﬁned by Einstein’s relation:
µ =
eτm
m
=
eD
kBT
(2.25)
The diﬀusivity D quantiﬁes the motion of a particle. Another measure often used
is the diﬀusion lenght LD covered by the particle during its lifetime τtot, and related to
D by:
L2DD =
√
D τtot (2D) (2.26)
L1DD =
√
2D τtot (1D) (2.27)
Analytic approaches to diﬀusion problems usually calculate the mobility µi asso-
ciated with each scattering mechanism independently, by deriving the scattering rate
from Fermi’s Golden Rule and using Eq. 2.25. The total mobility is then quantiﬁed by
the inverse sum, known as Matthiesen rule:
1
µtot
=
1
µ1
+
1
µ2
+ ... +
1
µi
(2.28)
Electron-hole pairs can be scattered as a single particle (excitonic diﬀusion) or both
electron and hole can be scattered independently (ambipolar diﬀusion). As just men-
tioned, the scattering rate may be much diﬀerent in the two cases.
2.3 Disordered quantum nanostructures
The ideal picture of semiconductor nanostructures presented in the previous sections is
modiﬁed by the inevitable disorder present in real systems. It results in modiﬁcations
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of the DOS and therefore aﬀects the optical and scattering properties of crystals and
nanostructures.
In a crystal, disorder has both extrinsic and intrinsic origins. Impurities are extrinsic
atoms incorporating into the crystal. Not only can they release excess charge carriers
and induce doping, but they also locally modify the crystal potential, creating states
with energy within the bandgap. In the following we concentrate on intrinsic inhomo-
geneities arising from the materials and fabrication techniques that are used.
2.3.1 Broadening of the density of states
2.3.1.1 Alloy broadening
In an alloy crystal such as AlGaAs, the non-systematic alternance of the Al and Ga
atoms creates local perturbations of the potential U(r). The density of states is broad-
ened because of the distribution of the local energy levels (Fig. 2.9(a)). The resulting
broadening of the PL line has been investigated by Singh using a statistical approach
[122]. The bulk exciton linewidth can be expressed as a function of the alloy concentra-
tion and the material properties. In a GaAs/AlGaAs heterostructure, however, only a
fraction of the conﬁned excitons probes the alloy in the barriers. The PL linewidth of
a QW exciton, σQW , is then corrected from the bulk value σB through the equation:
σQW = σB
∆QW
∆1
1√
P ex0
(2.29)
∆QW is the variation of the conﬁnement energy with the alloy composition and ∆1 is
the alloy bandgap variation with the composition: ∆QW =
δEconf
δx
and ∆1 =
δEg(x)
δx
. P ex0
is the fraction of the exciton wavefunction extending outside the QW. For very narrow
QWs, σQW → σB . For wider QWs, the term ∆QW∆1 is dominant so that σQW decreases
even if P ex0 approaches zero at the denominator.
2.3.1.2 Interface roughness
In practice, the transition from the QW material to the barrier material is neither abso-
lutely abrupt in the growth direction, nor perfectly homogeneous in the interface plane:
ﬂuctuations ∆Lz of the QW width result in a broadening ∆E ∝ ∆Lz of the energy of
conﬁned states: the variations of the QW width scatter the energy levels of the conﬁned
states and broaden the DOS and consequently the optical linewidth (Fig. 2.9(b)).
An essential feature to consider when addressing the in-plane ﬂuctuations is the
ratio between the disorder scale ξ and the extension aB of the exciton [17]. The value of
ξ generally corresponds to the extension of domains at the QW interface that have an
atomically ﬂat surface. Such domains are referred to as monolayer (ML) islands. Each
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Figure 2.9: Schematic illustration of
the eﬀects of (a) alloy broadening, (b)
width ﬂuctuations and (c) segregation,
on the density of states.
interface often exhibits diﬀerent characteristics and the correlations between them has
to be taken into account [20,123]. Then we more generally deﬁne ξ as the characteristic
(longitudinal) correlation length of the structure potential.
- For ξ > aB, the exciton ‘sees’ a homogeneous potential, which translates in op-
tics in a single narrow optical transition line. Suﬃciently extended domains of diﬀerent
widths (L + ∆Lz) thus result in an optical spectra consisting of several narrow lines
separated by energies ∆E. The variations ∆Lz correspond to multiples of crystal mono-
layer (ML) height; they are thus discrete and so are the variations ∆E.
- For ξ < aB, the potential is averaged over the exciton extension. This averaging
lifts the discreteness of the exciton energy and results in inhomogeneously broadened
optical transitions. Note that very small domains with ξ < ξ0 =
π√
2MV0
cannot conﬁne
excitons (V0 is the potential variation and M the exciton mass) [124].
Beyond the in-plane ﬂuctuations, the interfaces are generally not abrupt along the
growth direction. For instance, if one considers the interface AlAs/GaAs, the transition
from one material (Al) to another (Ga) usually extends over a few ML, in which both
kind of atoms are mixed. This segregation results in a graded variation of the potential
(Fig. 2.9(c)). This variation can lead either to an increase or a decrease of the conﬁned
states in the QW, depending on which material diﬀuses preferentially in the other [125].
Nevertheless, in experimental systems, segregation at QW interfaces almost always cor-
responds to a blueshift of the optical transitions [79,126]. If the eﬀect can be important
in some alloys, the interdiﬀusion does not take place over more than a few ML in the
case of AlGaAs alloys and it is considered to result in negligible modiﬁcations of the
energy levels.
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Alloy ﬂuctuations or segregation at the interfaces are of very similar nature. They
are often referred to as micro-roughness disorder, which is misleading. Therefore we
use here the term of nano-roughness, which translates better the length-scales involved.
Nano-roughness corresponds to ﬂuctuations of the QW width occurring on very short
length scales, ultimately, on one lattice period.
2.3.2 Localization
Although the above description explains nicely the broadening of the optical density of
disordered structures, more subtle eﬀects on the motion of exciton require a full calcula-
tion of the system eigenstates [127,128]. The in-plane part of the exciton wavefunction
expressed in Eq. 2.17 can be further decomposed into φ(e,h) = ϕ(ρeh) · φCOM(R).
The ﬁrst function ϕ describes the relative motion of the electron and hole with regard
to the center of mass (COM), which coordinate is R = mee+mhh
M
. The vectors ρe,h
give the relative electron and hole positions.
In general, the binding energy Eb of the exciton is large compared to the amplitude
of the ﬂuctuations of the potential U . It is therefore assumed that the disorder has a
negligible inﬂuence on the relative motion of the electron and the hole. Instead, only the
COM of the exciton is aﬀected by disorder. This situation is described by an eﬀective
Schro¨dinger equation for the COM wavefunction:
− 
2
2M
∇2φCOM(R) + UX(R)φCOM(R) = ECOM φCOM(R) (2.30)
The eﬀective excitonic potential entering Eq. 2.30 reads:
UX =
∫
dR′
∑
i=e,h
η2i ϕ(ηi(R−R′))Ui(R′) (2.31)
In this equation, ηe =
M
mh
, ηh =
M
me
and Ui(R
′) describes the ﬂuctuation of the
electron (hole) conﬁnement energy in the QW plane. It appears from Eq. 2.31 that the
energy ﬂuctuations are averaged by the relative motion of the electron-hole pair.
This phenomena is illustrated in Fig. 2.10. Electrons are subject to a potential U ,
which ﬂuctuates on a short scale because of nano-roughness and on a longer scale be-
cause of interface islands. The nano-roughness component is completely smoothed out
by the averaging over the exciton volume and the eﬀective exciton potential UX mainly
follows the long range variations of the potential. Such a potential is well characterized
by gaussian-distributed ﬂuctuations of standard deviation Λ and correlation length ξ,
in connection with the quantity deﬁned in the previous subsection.
Excitons are localized in the minima of this potential. The disorder also strongly
aﬀects the binding energy of exciton, charged excitons and biexcitons [129]. As made
clear by the weighting factor ηi in Eq. 2.31, localization conﬁnement has a diﬀerent
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Figure 2.10: (a) Scheme of the interface
disorder in a QW: each interface is com-
posed of extended islands, to which is su-
perposed nano-roughness (inset). (b) Re-
sulting potential for a single particle. (c)
Eﬀective potential obtained by averaging
over the exciton volume (illustrated by the
dashed gaussian line in (b)).
inﬂuence on the lateral wave functions of electrons and holes: due to its smaller mass,
electron is less localized than the hole. The binding energy has a non-monotonous de-
pendence on the size of the localization defect, but is in all case enhanced compared
to their binding energy in an ideal structure. Indeed, in QWs, the binding energy of
X− and X+ are almost similar, but experimental estimates of the binding energy are
often larger than the calculated values. Biexcitons [129] and charged excitons [130,131]
are more sensitive to potential ﬂuctuations than excitons; this increases their binding
energy.
In QWRs, the elongation of the conﬁnement minima has been shown to be deter-
minant for the properties of excitons [98], charged excitons [88,132], biexcitons [57,87].
Their binding energy can span a rather large energy range due to its important de-
pendence on localization along the QWR axis, which has also been thoroughly studied
theoretically [87, 132–134].
2.3.3 Eﬀects of disorder on carrier dynamics
2.3.3.1 Exciton relaxation and distribution
Because excitons are localized in the minima of the eﬀective potential, the optical line-
shape does not reproduce the potential distribution. The optical density is asymmetric
and redshifted compared to the gaussian DOS and its linewidth is narrower. This eﬀect
is referred to as motional narrowing [135].
The Stokes shift is deﬁned as the separation between the peak of PL line and that
of the absorption line. Its interpretation is actually related to that of the motional
narrowing. Whereas the absorption probes the entire collection of available states, the
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emission is weighted by those that are eﬀectively occupied. The latter being preferen-
tially the low-energy localized states, the Stokes shift is considered as a good measure
of disorder. At low temperature, without global thermalization, it is indicative of the
spectral distribution of the potential minima [135,136]. No thermal equilibrium can be
reached amongst the diﬀerent minima at low temperature. However, with increasing
temperature, as the diﬀerent minima reach a thermal equilibrium, emission from ther-
mally populated higher-energy states gradually reduces the Stokes shift, which is then
proportional to σ
2
kBT
(with σ the absorption linewidth) [137, 138].
In between these two regimes, Zimmermann et al. have described the non-monotonous
dependence of the Stokes shift and PL linewidth with the temperature [135,139]. When
the thermal energy is large enough for the exciton to overcome a shallow barrier and
relax to a deeper minima, it results in an increased Stokes shift and decreased emission
linewidth. The thermal behavior is recovered for larger temperatures. Zimmermann and
coworkers also pointed out the existence of a relaxation mobility edge. Since the spatial
overlap is reduced between localized states, their interaction is strongly reduced. As
the scattering rate with acoustic phonons depends on the energy separation between
the initial and ﬁnal excitonic state, a threshold energy exists, for which exciton cannot
relax to a lower state within their lifetime [140].
2.3.3.2 Exciton motion
Beyond the extreme case of localization, disorder aﬀects the motion of excitons in many
ways. Motion between localization sites can take place through tunneling or ‘hopping’.
The mobility of excitons is however weak through this mechanism [141]. The concept of
mobility edge was more generally introduced to refer to the spectral energy separating
localized from continuum states [142]. It was identiﬁed experimentally in QWs [143,144]
but to our knowledge, there is no clear demonstration of this threshold in QWR.
Nevertheless, delocalized states undergo additional scattering with the interface
roughness. The scattering rate between two states, whose energies diﬀer because of
interface roughness of a QW, can be expressed via Fermi’s golden rule as a function
of the potential parameters ξ and Λ deﬁned previously. The resulting mobility µIR is
proportional to L
6
z
Λ2ξ2
[118]. A similar dependence as R60 holds for (cylindric) QWRs of
radius R0 [145]. The diﬀusion of excitons is therefore much more aﬀected by disorder
in narrow structures.
Other scattering mechanisms include scattering with atomic impurities or with the
alloy ﬂuctuations of the system [145, 146]. In the latter case, the determinant factor is
the extension of the wavefunction to the barrier material. In GaAs/AlGaAs QWs, the
mobility is then found to increase with increasing QW width and Al concentration.
The scattering in 1D systems is particular as the phase space is reduced. A par-
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ticle with wavevector k scattering elastically can only scatter toward a state with an
opposite wavevector −k [38]. A consequence is that the mobility depends importantly
on the value of the wavevector. This implies in particular that the scattering eﬃciency
of a rough interface will be non-monotonous with the disorder correlation length and
reach a maximum when its Fourier components coincide with the wave vector kF at the
Fermi level [147]. The mobility then depends strongly on the particle density.
2.3.3.3 Exciton recombination
Localized excitons play an important role in the decay time of the photoluminescence
over a large temperature range [92, 148, 149]. In particular, the wave function of loca-
lized excitons mixes wave vectors, some of which are larger than kν and correspond to
non-radiative excitons [150]. At low temperatures, it results in an enhanced radiative
lifetime.
Several models were proposed to describe the temperature dependence of the ra-
diative lifetime of excitons in disordered systems. In particular, for QWRs, Lomascolo
et al. derived a formula in which the radiative recombination rate is expressed as the
weighted average between the free and the localized excitons (density Nfree and Nloc,
respectively), which are assumed to be thermalized [151]. As a result, the lifetime de-
pendence reads:
τ(T ) =
Nloc + Nfree
Nloc
τloc
+
Nfree
τfree
(2.32)
=
ND · e
Eloc
kBT +
√
2MkBT
2π2
ND
τloc
· e
Eloc
kBT + 1
τ0
√
2M∆rad
2π
(2.33)
In this expression ND corresponds to the density of localization sites along a QWR,
from which localized excitons recombine with a characteristic time τloc. Eloc corresponds
to an activation energy for the delocalization.
2.4 Chapter summary
We have presented the basics of the semiconductor physics applied to nanostructures.
The peculiarities of GaAs/AlGaAs materials, namely the similarity of the lattice pa-
rameter of their crystalline structure and the modiﬁcations of the band structure, make
them choice systems for the fabrication of low-dimensional structures and oﬀer the pos-
sibility to control their properties (band engineering).
We have seen how the density of states and the Coulomb interactions are strongly
modiﬁed in quantum nanostructures and how this aﬀects their optical and motional
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properties, either at the spectral or dynamical level.
We underlined some eﬀects stemming from the unavoidable inhomogeneities of prac-
tical realizations of nanostructures. Their diﬀerent origins were reviewed and the em-
phasis was put on the importance of the length scales of the disorder.
Chapter 3
Samples: growth and
characterization techniques
Metalorganic vapor phase epitaxy (MOVPE) allows the fabrication of high-quality
quantum wells (QWs). Combined with lithography and micro-processing, it also makes
possible to form structures of lower dimensionality, such as quantum wires (QWRs) or
quantum dots (QDs). This thesis work deals with QWs and QWRs grown on substrates
patterned with V-grooves, whose fabrication techniques are detailed in this chapter (Sec.
3.1).
The demand on reliable characterization techniques has grown in parallel with the
quality of nanostructures. Atomic force microscopy (AFM) and electron microscopy al-
low to determine morphologic features of samples with close to atomic resolution (Sec.
3.2). They usually only give partial information, either on the cross-sectional proﬁle of
the structure or on interfaces that are not directly connected to the system properties.
The widespread alternative for characterization of nanostructures is to extract indica-
tions on their structure from their optical properties (Sec. 3.3). Light absorption and
emission provide quantity of information on the energy levels, structure homogeneity
and nature of the particles formed inside the system. This chapter details the techniques
used in the course of this work. A broader overview of characterization of semiconductor
nanostructures can be found in review papers by Stangl [152] or Gustafsson [44].
3.1 MOVPE grown samples
Metalorganic vapor phase epitaxy (MOVPE, also referred to as metalorganic chemical
vapor deposition, MOCVD) is nowadays a routine tool for mass production of semi-
conductor devices such as high mobility electron transistors, light-emitting diodes and
lasers. However, although the mechanisms of epitaxial growth have been addressed by
many theoretical models [21, 23, 153–156], they are much better understood for molec-
ular beam epitaxy (MBE) than for MOVPE. Whereas for MBE only the adatoms have
to be considered, the situation is more complex for MOVPE due to the involvement
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of precursor molecules, organic species and hydrogen in the process. Another element
explaining the diﬀerence in the understanding of the two process is that in the case of
MOVPE there is no standard tool for in-situ monitoring of the growth process, such as
reﬂective high energy electron diﬀraction (RHEED) in the case of MBE. Nevertheless,
several in situ characterization techniques for MOVPE have been developed, for exam-
ple by studying the modiﬁcation of X-ray scattering, sensitive to surface morphology
and roughness [157], or by using reﬂectance-diﬀerence spectroscopy (RDS) [158]. Yet,
most of the knowledge on the growth has been deduced from the observation of the
samples surface after the growth.
3.1.1 Principles of MOVPE
The growth by MOVPE can be described by the following sequence, illustrated in Fig.
3.1:
1. Metal-organic precursors are ﬂown over the substrate, carried by a gas allowing
to control the ﬂow and pressure;
2. The precursors penetrate a boundary layer at the interface between the substrate
and the gas, and diﬀuse onto the surface;
3. The precursors decompose and release an adatom, which further diﬀuses on the
surface of the substrate. The organic radical is evacuated by the carrier gas ﬂow.
4. The adatom is ﬁnally incorporated into the crystal, typically at a preferable lo-
cation such as a step edge or a kink.
Figure 3.1: Schematic of the main processes of MOVPE growth.
Having in mind this simple model, the successive stages of growth are evidently
aﬀected by the following parameters [15, 159]:
(i) The gas sources provide the growth materials. Special care has to be taken to en-
sure their purity and their stability over time. Our samples consist uniquely of GaAs and
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AlGaAs layers, for which we used trimethyl-gallium (TMGa) and trimethyl-aluminium
(TMAl) as precursors. The As atoms are provided in the form of arsine (AsH3). In our
reactor, the gas are carried by nitrogen N2 at low-pressure (∼20 mbar).
(ii) The growth temperature mainly determines the dissociation rate of the precur-
sors and the mobility of the diﬀusing species (adatoms and precursors). High growth
temperatures enhance the crystal quality [16], but if too high, re-evaporation can occur
[160]. Compared to MBE, where the precursor dissociation is not necessary, MOVPE
growth temperatures are considerably higher. In our MOVPE apparatus, the substrate
is placed on a rotating susceptor and heated by infrared lamps. The liner in which the
carrier gas ﬂows is covered with Molybdenum to improve the thermal stability of the
system. The susceptor temperature is measured by a thermocouple, from which the
temperature of the substrate is estimated. The thermocouple value is quoted in the
text; the estimated temperature of the substrate is about 40◦C lower. In our studies,
the substrate temperature is typically between 650◦C and 750◦C.
(iii) The V/III ratio sets the proportion of the group V elements relatively to the
group III ones. We always use high V/III ratio, so that the substrate surface is saturated
with As and always provides free bonds to link with Ga or Al atoms. As a result, only
the kinetics of the group III elements have to be taken into account when considering
the growth dynamics. Later in this section, we will describe the reference growth con-
ditions that we use and discuss in some more details the importance of this parameter.
(iv) The growth rate is limited by diﬀerent factors depending on the regime deter-
mined by the growth conditions. The process can be limited by the time necessary for
the diﬀusing specie to reach the site where it is ﬁnally adsorbed. Alternatively, it can
be governed by the kinetics of the chemical reaction taking place on the surface. This
chemical process is synthetized in Eq. 3.1 and involves reactions of dissociation and
attachment, which take a ﬁnite time to occur and thus can limit the growth rate:
[Ga(CH3)3]gas + [AsH3]gas → ... → [GaAs]solid + [3CH4]gas (3.1)
In our case, the growth rate was kept at about 1 ML/s, and is probably limited by
the decomposition rate of the organometallics [161].
3.1.2 QWs on vicinal substrates
As suggested in Fig. 3.1, atomic steps play a particular role in the growth process: they
are believed to have a catalytic eﬀect for precursor dissociation and to favor adatoms in-
corporation. By deﬁnition, vicinal surfaces have an orientation nˆ close to that of a high
symmetry crystallographic plane. The deviation from this direction is referred to as the
miscut (or misorientation) angle. As explained in the following, growing on vicinal sub-
strates allows to tailor the density of atomic steps and thus to better control the growth.
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Figure 3.2: Schematic of a vicinal surface.
3.1.2.1 Basics of epitaxial growth
Epitaxial growth is initiated by the arrival of adatoms, which prompts the deposition of
additional crystalline layers on the crystal surface. The adatoms have a ﬁnite lifetime,
during which they diﬀuse on the surface and are ﬁnally incorporated into the crystal.
Diﬀerent growth modes describe the evolution of the surface depending on the initial
conditions and experimental parameters. The three main growth modes relevant to the
lattice-matched QW structures discussed here are: 2D-island nucleation, step-ﬂow and
step-bunching.
Island nucleation occurs when the adatom does not reach a speciﬁc site within its
lifetime. It is then incorporated at a random location on the surface, and has several
dangling bonds available for binding with other adatoms. The adatoms thus conglom-
erate and form islands randomly on the surface. This case is not convenient for growing
layers with well deﬁned thicknesses. Therefore, for practical purpose, growth is often
initiated on vicinal substrates.
A vicinal surface accommodates its angle by creating terraces separated by steps
(Fig. 3.2). It thus creates many sites favorable for incorporation. Schwoebel ﬁrst pro-
posed a realistic description of the mechanism regulating growth on vicinal surfaces
[162]. He considered the incorporation at a step to be statistical, and assigned it a
probability γ. He further took into account the fact that the chemical potential ‘felt’ by
an adatom diﬀers if it approaches the step from one side or the other. This discontinuity
is now referred as the (Ehrlich-) Schwoebel (ES) barrier (Fig. 3.3).
Supposing that the diﬀusion length of an adatom is larger than its distance to a
step, and that it has a probability γ+ (γ−) to incorporate if coming from the lower
(upper) terrace, Schwoebel underlined in particular the two following cases:
 if γ+ > γ−, a uniform step separation develops from an arbitrary initial terrace
width distribution. Indeed, more adatoms are impinging on a wide terrace and
the upper step grows faster, reducing the terrace length. From the point of view of
a long-range interaction between steps, it is referred to as a repulsive interaction
and the growth mode is called step-ﬂow.
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 if γ+ < γ−, steps coalesce as a large terrace grows faster and ﬁnally catches up
with a lower, smaller one. This is a kind of attractive step-step interaction, which
leads to step-bunching.
These considerations are at the core of all theories and models of crystal growth,
which diﬀer by the details they include. The purely 1D point of view of the model
above can be extended to consider diﬀusion along the steps, which explains step mean-
dering [153, 163]. Alternative models for step-bunching are also proposed, as γ+ < γ−
corresponds to a negative ES-barrier (as opposed to the positive one sketched in Fig.
3.3(b)), which is hard to justify with atomic conﬁguration arguments [164]. Recently,
step-bunching has been nicely reproduced in Monte-Carlo simulations based on a model
including two types of diﬀusing molecules, as it is the case in MOVPE with precursors
and adatoms [154,165,166].
The kinetic and chemical properties are naturally dependent on the material type.
In the case of AlGaAs materials, the mobility of Ga adatoms is larger than that of Al
adatoms, as the Ga-As bond is weaker than the the Al-As one. The number of dangling
bonds, and thus the γ coeﬃcient, depends on the step orientation [161], therefore in-
troducing growth anisotropies.
Figure 3.3: (a) Schematic of a surface step illustrating the conﬁguration seen by an atom
approaching from the upper (U) or lower (L) terrace, and the attachment coeﬃcient γ. (b)
Schwoebel potential barrier, which in that case reﬂects part of the adatoms approaching the
step from the upper terrace (positive ES barrier). (c) Atomic conﬁguration of A and B steps
on (001) GaAs.
Fig. 3.3 shows the atomic conﬁguration at steps forming on a (001) GaAs surface
when the surface is inclined toward the [110] direction or toward [11¯0]. In the ﬁrst case,
one of the four covalent bonds of Ga is dangling and oﬀers an attachment site. It is re-
ferred to as A-steps. In the second case, all Ga bounds are saturated but As atoms oﬀer
dangling bonds, making thus B-steps. A Ga atom binds more tightly at B-steps than
at A-steps, which are thus less active. Indeed, it has been observed [24] that the lateral
growth rate is faster in the [11¯0] direction. When the growth temperature (and thus the
diﬀusion length) is increased, the transition from 2D growth to step-ﬂow occurs at lower
temperatures on B-surfaces than on A-surfaces, as islands coalesce more rapidly with a
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B-step. For the same reasons, A-steps are generally smoother than B-steps, which show
kinks and undulations. Note that this picture of step chemistry makes abstraction of
the rearrangement of dangling bonds at equilibrium, which is known as surface recon-
struction.
3.1.2.2 QW samples
Growth of quantum wells is used in our laboratory as a routine characterization of the
status of our MOVPE reactor. We use the PL properties of a standard triple quantum
wells structure (TQW - 15, 5 and 2 nm QWs embedded in thick Al0.3Ga0.7As barriers,
see Annex A) to check the quality of the sources and ensure that the impurity level in
the system is low. Deviations from routine values allow us to detect leaks or contamina-
tions in the system. However, ﬂuctuations from a growth run to another initially used
to be important and did not allow a ﬁne optimization of the growth conditions and a
reliable reproducibility.
Two factors allow to considerably improve the optical properties of TQW and to use
these samples as real indicators for the MOVPE system conditions. The ﬁrst factor is
the use of slightly misoriented substrates, which allows to control the interface quality
as it will be explained in detail in Ch. 4. The second is a signiﬁcant increase of the
V/III ratio during growth of the AlGaAs layers.
The V/III ratio is known to inﬂuence the impurity content in compound layers
[159,167]. Whereas a low V/III ratio gives rise to p-type background doping, increasing
the V/III ratio gradually reduces it and eventually yields n-type layers. The range in
which background doping is small enough ( 1014cm−3) is known as the compensation
point. As schematized in Fig. 3.4, an increase in growth temperature shifts the com-
pensation point toward lower V/III values. For AlxGa1−xAs alloys, it moves to lower
V/III values for smaller x.
Figure 3.4: Schematic dependence
on the V/III ratio of the residual
doping and of the compensation
point, for diﬀerent growth temper-
atures T and aluminium concentra-
tions x.
This behavior can be understood when considering the competition between the
nominal species (here Al, Ga and As atoms) and impurities (typically C, Si, O) [167,168].
In our case, the main residual impurity is the carbon from the methyl groups of the
sources. As the V/III ratio increases, the number of As vacancies decreases and prevents
C incorporation. Other improvements have been reported when using large V/III ratio,
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like increase in the adatom diﬀusion length (triggered by H-passivation) [169, 170] or
modiﬁed surface morphologies [163, 171,172].
With these considerations in mind, we achieved growth showing a dramatic im-
provement in the material quality. In Fig. 3.5 we show the chronological evolution of
the FWHM of TQW samples (except for the 4 ﬁrst samples, which excluded the 2 nm
QW), grown on 0.2◦-oﬀ substrates at standard conditions (see Table 3.1). We clearly see
that increasing the AlGaAs V/III ratio by a factor close to 3 reduced the linewidth of
the 15 and 5 nm QW PL from about 3 meV for both to typically 0.8 and 1.8 meV, res-
pectively. Deviations from these values are visible and indicate either problems within
the reactor or modiﬁcation of the sources (for example, bottle replacements). It is in-
teresting to note that the thinnest QW is essentially unaﬀected by the V/III change,
suggesting that the dominant broadening is not linked to impurities (see Sec. 4.3).
Figure 3.5: (a) FWHM of the PL of three QWs grown in TQW structures, displayed ac-
cording to the chronological order of the growth. (b) PL spectra of the 15nm thick QW of
samples with low and high V/III ratio.
In Table 3.1, we summarize the principal characteristics of our MOVPE reactor, to-
gether with the growth parameters and quality indicator (photoluminescence linewidth)
for the TQW structure.
3.1.3 V-groove QWRs
The fabrication of V-groove QWRs evolved continuously throughout this thesis project,
as new tools became available and growth quality became better controlled. We present
below the fabrication procedure that we used, and discuss some of its crucial steps.
3.1.3.1 Substrate patterning
The preparation of V-groove patterns on a GaAs substrate is sketched in Fig. 3.6. First,
a 50 nm SiO2 layer is deposited on the substrate surface (a). A line pattern is writ-
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Substrates 2” GaAs
Metalorganic sources TMGa, TMAl
As source AsH3
Carrier gas N2
Growth T 730◦C
V/III(Al0.3Ga0.7As) 280
V/III(GaAs) 130
15 nm QW linewidth 0.5 meV
5 nm QW linewidth 1.6 meV
2 nm QW linewidth 5.2 meV
Table 3.1: Main characteristics and standard growth conditions of our Aixtron MOVPE
reactor and record PL linewidth values obtained for reference QWs.
ten along the [11¯0] direction, either by standard optical lithography in photoresist, or
by electron beam (e-beam) lithography in a polymethylmethacrylate (PMMA) resist
deposited on the oxide layer (b). The resist serves as a mask to open apertures in the
SiO2 layer. We used either buﬀered hydroﬂuoric acid (BHF) wet etching or reactive ion
etching (RIE) to etch the SiO2 (c-d). The grooves are etched in a solution of bromic
acid, bromine and methanol (HBr:Br:Meth), which etches anisotropically GaAs, expos-
ing {111}A facets (e). The SiO2 mask is ﬁnally removed in BHF (f).
Figure 3.6: Schematics of the main steps for substrate patterning.
Smooth groove boundaries are crucial for the quality of the grown QWR structures
[173]. The roughness of the line pattern is better controlled when e-beam lithography,
rather than standard optical lithography, is used. Low writing speed allows to produce
smooth patterns, although covering a smaller substrate area (typically 500 by 500 µm2).
We noticed no diﬀerence between wet BHF etching and dry RIE when transfering the
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pattern to the SiO2 layer. As BHF is more hazardous, the RIE was preferentially used
as it became available in our facilities.
Figure 3.7: Top view SEM image of V-
grooves etched in GaAs, still covered with
the SiO2 mask, as schematized in the cross-
section scheme above.
The pattern has then to be transfered properly to the GaAs. Br:Meth solution al-
lows a ﬁdel imprint of the SiO2 mask geometry to GaAs. However, adding HBr in the
solution induces a slow under-etching below the mask, and smoothes possible imper-
fections. This is illustrated in Fig. 3.7. The lines correspond to the etched groove and
SiO2 boundaries, as sketched above the SEM image. In this particular case, the SiO2
mask exhibited important roughness (amplitude up to 100 nm) but the etched GaAs
has much smoother edges (amplitude < 20 nm).
Note that alternative methods can be used to etch GaAs V-grooves. For example,
the mixture NH4OH : H2O2 : H2O (1:3:50) can be used directly by using resist as a
mask and thus eliminating the SiO2 patterning steps. A post-etching procedure con-
sisting in a further dip of the grooves to the etching solution after mask removal has
been proposed to further smooth the grooves sidewalls [174]. However, when applied to
our samples, we found no improvement justifying its systematic use.
Fig. 3.8(a) shows a typical V-groove grating just before the removal of the SiO2
layer. Grooves are formed with their center every 3 µm, which ensures a suﬃcient den-
sity for subsequent QWR ensemble measurements but also a suﬃcient separation to
address them individually (Sec. 3.3). The initial opening in the mask is around 800
nm, but the ﬁnal groove width is around 1.5 µm due to the under-etching. Part (b)
are AFM images of a 10 µm long groove segment. Height (top) and amplitude (center)
images (see Sec. 3.2) evidence long scale (∼2 µm) ﬂuctuations, as well as a shorter
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Figure 3.8: (a) Cross-sectional SEM images of a 3 µm pitch V-grooved substrate. The mag-
niﬁed view in inset clearly shows the remaining SiO2 mask, and the under-etching below it.
(b) AFM images (top: height; middle: amplitude (see Sec. 3.2)) and cross-section (bottom,
along the dashed-line) of a V-groove.
scale roughness. The lower panel is a line scan in the middle of the groove sidewall.
The amplitude of the ﬂuctuations (15-20 nm) is typical of all the substrates that we
prepared. We note that the edges of the groove are rougher, but the ﬂuctuations are
identical over the rest of the sidewalls. In most case, the ﬂuctuations of one sidewall are
not correlated with those of the other, although correlated or anti-correlated domains
exist.
In addition to the morphological aspects of the sample, special care has to be taken
to keep its surfaces clean and free of contamination. The process thus involves several
cleaning steps, the last one being a desoxidation in HCl just before growth. The detailed
processing sequence is given in the Annex A.
3.1.3.2 Growth on non-planar surfaces
Compared to the description of MOVPE given in Sec. 3.1.1, the growth on non-planar,
patterned substrates involves additional mechanisms that can be used to control the
composition and structure of epitaxial layers in other directions than the growth axis.
This is owing to the fact that the chemical potential µ(x, y) of the surface can be locally
modiﬁed. Example modiﬁcations are those induced at surface steps or island edges, as
described in Sec. 3.1.2. Even more important are the eﬀects of corrugations or facets,
as those of V-grooves.
These eﬀects can be well understood from the simpliﬁed model sketched in Fig.
3.9(a), with two types of facets [176]. The growth rate of each facet can be expressed
in terms of the adatom ﬂux by the continuity equation ∂z
∂t
∼ ∂j
∂x
, in which the ﬂux j is
the sum of a lateral ﬂux jl and the impinging ﬂux from the gas phase. The lateral ﬂux
obeys Fick’s law:
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Figure 3.9: (a) Schematic illustration of the growth rate and diﬀusion ﬂux in a model struc-
ture, indicating the local variations of the chemical potential below (from Ref. [175]). (b)
Detailed view of the proﬁle of a nominally 10 nm thick GaAs layer, showing the diﬀerent
faceting of the AlGaAs and GaAs layers. (c) TEM image of a thick Al0.3Ga0.7As layer grown
with GaAs (dark) marker. Each period corresponds to a nominal 100 nm thickness and the
separation between the grooves is 3 µm.
jl = − nD
kBT
∂µ
∂s
(3.2)
where n is the surface density of adatoms, D is their diﬀusion coeﬃcient and s is
the curvilinear abscissa along the surface. The growth rate of a facet α of length lα is
then dependent on the ﬂux from and to the neighbouring facets, β and δ:
∂zα
∂t
= Rα(x) +
Ω0
lα
(jβα − jδα) (3.3)
The term Rα is the direct deposition, from the gas phase, of adatoms on the facet α
and for MOVPE depends on the catalytic properties of each crystallographic plane. Ω0
is the atomic volume. For corrugations with {111}A sidewalls, the decomposition rate
is larger on these than on the (001) surfaces, and these facets expand. However, this is
counterbalanced by the lateral ﬂux.
The variation of the chemical potential has several origins [175], but only two are
relevant for unstrained materials like AlGaAs:
µ = µ0 + µcap(γ, κ) + µmix(x) (3.4)
The component µcap describes the capillarity eﬀect, dependent on the local surface
energy γ and curvature κ. Concave surfaces with high curvatures yield an increased ﬂux
resulting in a larger local growth rate. Therefore, as the bottom facet gets narrower as a
result of growth rate anisotropy, the lateral ﬂux increases due to capillarity and ﬁnally
both eﬀects compensate to yield a steady state at the center of the groove. This results
in a self-limited proﬁle, with the width of the central facet given by:
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lself−limitedb =
(
2Ω0L
2
sγ
kBT
· rs
rs − rb
)1/3
(3.5)
The ri are the growth rates on the diﬀerent facets (i = s: sidewalls, b: bottom-
(001)) and Ls is the diﬀusion length on the sidewalls. This length is much larger for Ga
adatoms than for Al (LGas is of the order of 150-200 nm on {111}A at 700 ◦C and LAls
is around 5 nm [177]), and thus AlGaAs layers have a much sharper proﬁle than that
of GaAs.
The initial V-groove proﬁle usually does not have a (001) facet at its bottom. But
a thick (∼200 nm) GaAs buﬀer is always grown prior to other layers so that AlGaAs
growth proceeds on a self-limited GaAs template. The AlGaAs layer has itself a sharper
proﬁle, which forms the lower boundary of the QWR. A thin GaAs layer grown above,
although not reaching a self-limited proﬁle, has a larger bottom facet. This results in
a crescent-shaped GaAs QWR region (Fig. 3.9(b)), which conﬁnes carriers in the two
directions of the plane of Fig. 3.9 [178, 179].
The capillarity eﬀect also participates to the gradual narrowing of the groove open-
ing: at the top (001) facet, the convex surface triggers adatom diﬀusion toward the
groove and thus further reduces the growth rate of the ridge compared to that of the
sidewalls. Together with the growth rate anisotropy, this leads to the planarization of
the surface when suﬃciently thick layers are grown. This is illustrated by Fig. 3.9(c):
GaAs marker layers grown every 100 nm allow to follow the growth front of a thick
Al0.3Ga0.7As layer. The sidewalls gradually shrink and ﬁnally vanish, leaving a ﬂat
(001) surface.
The diﬀerent diﬀusion lengths of Ga and Al adatoms lead to the formation of an
additional structure in the center of the groove during the growth of an alloy [180]. Due
to their larger diﬀusivity, Ga adatoms are more eﬀectively driven to the groove center
by the capillarity. This results in a Ga-enriched region extending vertically in the groove
center, with a lower eﬀective bandgap compared to the surrounding material. This 2D
structure forms a vertical quantum well (VQW) region and plays an important role in
the conﬁnement and capture of carriers in the QWR. The eﬀective Al concentration
xeff of the VQW is empirically given by the relation [175]:
xeff =
x
x(1−K) + K (3.6)
where the parameter K accounts for the enhanced ﬂuxes of Ga compared to Al, and
is of the order of 2 for our growth conditions.
The last term of Eq. 3.4 has a corrective eﬀect in the case of alloy growth. A non-
uniform alloy composition on the substrate induces also a modiﬁcation of the chemical
potential. For the case of an AlGaAs layer, a local increase in the concentration of Ga
raises the chemical potential of this species, which induces counter-ﬂuxes to balance the
3.1. MOVPE grown samples 41
inhomogeneity.
Although giving a good description of the experimental growth proﬁle, the model
described above is simplistic as it accounts only for two types of planes: (001) and
{111}A. Real growth actually develops other facets along {113} planes, both at the top
and bottom of the groove. These facets actually grow in the step-bunching mode, the
amplitude of which is correlated with the appearance of the self-limited proﬁle [178].
This relation between the growth rates of the diﬀerent facets is also evidenced by atomic
patterns forming on the (001) ridges between the grooves. They were also explained as
resulting from the ﬂuxes between the groove facets and the ridge [181].
As we understand from the mechanisms explained above, the growth parameters
have important eﬀects on the crescent shape of the QWR and its conﬁning properties.
Otterburg [182] has studied systematically the optical properties of QWRs, whose bar-
rier composition and growth temperature were varied. Our typical growth temperature
for QWRs was 650◦C and the V/III ratio were kept at 220 and 133 for Al0.3Ga0.7As and
GaAs, respectively. The residual doping in non-planar structures is much more com-
plexe to control than in QWs, as surface kinetics play an important role in impurity
incorporation [183,184] and the best growth conditions are diﬀerent for distinct crystal
orientations.
The main characteristics of the QWR structures that we have grown are detailed in
the Annex A.
3.1.3.3 Post-growth processing
Ridge removal
In addition to QWRs, several other nanostructures form during the growth in V-
grooves (Sec. 5.1.1). In some cases, the emission from QWs spectrally overlaps exces-
sively with the QWR emission and hides it. It is the case in particular for samples with
low potential barriers (Sec. 5.2). Therefore, it is sometimes necessary to remove sections
of the QWs by post-growth processing.
The method is depicted in Fig. 3.10. We ﬁrst cover the non-planarized sample (a)
with a thick layer of photoresist (b). This layer is then partially etched by O2-plasma,
which leaves only the resist that has accumulated in the grooves (c), thus protecting
the structures grown in their center. The other parts can be etched for example with a
solution of sulfuric acid (d) [185]. The ensuing PL modiﬁcation is shown in Fig. 3.10(f)
for a sample with 11% aluminum. One can see that the PL spectral parts that overlap
with the QWR lines are largely removed. The detailed recipe is given in the Annex A.
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Figure 3.10: (a)-(e)
Post-processing steps
for edge removal. (f)
PL spectra of a QWR
sample, before and after
post-processing.
Mask deposition
For the time-of-ﬂight measurements of carrier diﬀusion that will be described in Ch.
6, optically opaque metal masks with narrow apertures are necessary. First attempts to
prepare such masks were implemented by etching openings in the metal, but we ﬁnally
used a lift-oﬀ process to create the desired pattern. Both methods are illustrated in Fig.
3.11.
In the ﬁrst case, 700 A˚ Al were ﬁrst uniformely evaporated on the sample surface.
The apertures were then written using e-beam lithography, developed, and the Al layer
was locally etched in a KOH (0.1 N, ∼ 60 s) solution. As visible in Fig. 3.11, the re-
sulting mask leads to important modiﬁcations of the PL spectra measured through the
aperture (in that particular case a high-quality 15 nm QW). We identiﬁed these modi-
ﬁcations to be due to strains induced by the large Al coverage on the samples surface.
The mask design was therefore modiﬁed to keep the Al only on a reduced area around
the apertures. This area was made large enough to fullﬁll its optical masking function
(typically 20 µm margins around the apertures), but suﬃciently narrow so that strain
eﬀects get negligeable.
To process this mask with a reduced Al coverage, we used a lift-oﬀ approach. The
masking area were written by e-beam lithography, and developed before the Al layer
was evaporated on top of the resist layer. It was then removed by lift-oﬀ, leaving Al
only on the written areas. This allowed to fabricate suﬃciently narrow apertures (down
to ∼1 µm). Their eﬀective sizes slightly diﬀered from the nominal ones, but could be
easily measured by SEM. The eﬀect of strain is strongly reduced because of the reduced
area covered by Al. A small resdhift is still visible (lower right panel of Fig. 3.11), but
its amplitude (∼0.5 meV) is much smaller than the inhomogeneous broadening of the
samples studied in Ch. 6 and can thus be neglected.
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Figure 3.11: Etching (up) and lift-oﬀ (bottom) processes for mask deposition. The right
panel shows in each case the resulting PL of a 15 nm thick QW measured through a 2 µm
aperture in the mask and compared to that measured on the bare surface. (The two samples
are diﬀerent in the two cases).
Note also that on some sample, we deposited a Ti-Au (25-50 A˚) coating, before
depositing the opaque Al-mask, as it was (erroneously) believed to be necessary for the
Al adhesion. This also changes signiﬁcantly the optical properties of the samples, as it
is described in Annex C. However this layer was not necessary and thus not added in
the samples for which diﬀusion measurements will be presented.
Backetching
Finally, let us mention that we checked the possibility to apply a substrate removal
procedure to our QWR samples. This backetching process is regularly applied to pyra-
midal QDs in order to improve the PL extraction eﬃciency [186] and as it can be seen
in Annex A, it is eﬃcient for QWRs as well. However, such samples need a diﬀerent
structure that requires design and growth optimization, and therefore we did not use
this approach in the experiments presented later.
3.2 Structural characterization
The morphological aspects of our samples provide useful information, either to assess
the quality of a patterned substrate, check the growth mode of layers or extract the di-
mensions of a particular structure of interest. We used information obtained from three
types of microscopies during this work. If transmission electron microscopy (TEM) has
been used only on few occasions, scanning electron microscopy (SEM) and atomic force
microscopy (AFM) were routinely used prior to growth to control the quality of the
patterned substrates and to check the samples after growth.
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It is not the purpose of this section to explain in great detail these techniques. For
this, we refer the reader to the review of Stangl et al. [152]. We will just give some
information on AFM, as important results of this thesis were acquired with this tool,
which may be subject to misleading artefacts.
The second part of this section gives some details on the method that has been
used to selectively remove sacriﬁcial AlAs layers in order to image by AFM the interior
interfaces of heterostructures.
3.2.1 Atomic force microscopy
In our experiments, we used commercial AFM instruments made by Veeco (Digital
Instrument, Nanoscope III) or PSIA (XE-100). AFM is now a routine tool in nanotech-
nology labs and we just brieﬂy remind its principle. In this technique, a sharp (∼10
nm radius of curvature) tip emerging from a Silicium cantilever is scanned over the
surface of the sample. In the non-contact mode that we used, the tip is oscillating with
a frequency that is modulated by interactions with atoms close to the surface. A feed-
back mechanism is employed to correct the tip height in order to keep it at a constant
distance from the surface. An image of the surface is then reconstructed from the z-
movement of the tip, which reproduces the ﬂuctuations at the surface.
Figure 3.12: Sample AFM images of a GaAs surface, in the height or amplitude representa-
tion.
To correct non-linearities from the piezo-actuators, or a possible tilt of the sam-
ple, corrections of the AFM image have to be applied. We typically used third order
ﬂattening corrections, consisting in ﬁtting the low frequency height modulation by a
polynominal function and to substract it to enhance the short scale contrast. This has
to be kept in mind when the images show certain kind of undulation, that in fact cor-
respond to relative deviations from a regular slope.
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To determine the average periodicity of the image features, we used 2D Fourier
transforms, as illustrated in Fig. 3.13. It gives a direct measure of the average terrace
width of planar surfaces, and allows to display clearly anisotropic patterns.
Figure 3.13: 3x3 µm2 AFM images of diﬀerent surfaces (top), and their 2D Fourier transform
(bottom) allowing the determination of the surface periodicity, i.e. 216 nm, 75 nm and 370
nm. Note that the reciprocal space images have diﬀerent scales.
Alternatively, the height contrast is sometimes better rendered by showing the am-
plitude images. The ‘amplitude’ corresponds to the feedback signal from the photo-
diode monitoring the deﬂection of the cantilever. Thus, the quantitative information on
height is lost, but boundaries at which the surface is abruptly changed (such as mono-
layer steps) is better evidenced. It is particularly convenient for images of V-groove
structures, for which the height ﬂuctuations have very diﬀerent scales depending on the
diﬀerent facets probed.
In the latter case of V-grooved substrates, the scan orientation is always set precisely
parallel to the groove, so that the ﬂattening correction is done on a ﬁxed relative height
of the surface. The ridge edges and groove bottom are regions particularly sensitive
to artefact, as the part of the tip interacting with the surface abruptly changes when
moving from one zone to another. For the same reason, it is not relevant to compare
the roughness of surfaces that have diﬀerent orientations, as their relative orientation
to the tip is diﬀerent. The occurrence of most of these artefacts can be checked by mod-
ifying the scan direction or using tips with diﬀerent radius of curvature. In particular,
ultra-sharp tips, with radius of curvature smaller than 5 nm, allow to minimize these
eﬀects.
3.2.2 Selective etching
The morphology observed on a sample surface is diﬀerent from that representing the
growth front during epitaxy. In particular, burried hetero-interfaces do not have the
same morphology as that of a fully relaxed capping layer. A technique was developed
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to uncover the interior interfaces without altering them [187]. AlGaAs layers with high
Al concentration can be etched by diluted hydroﬂuoric acid (HF). The etching rate is
highly dependent on the Al concentration in the barrier, and decreases so much with x
that HF has no eﬀect on GaAs. As a result, even large HF concentration (40%) cannot
etch the 30% Al barriers of our standard TQW samples. Speciﬁc samples with high Al
barriers have thus to be used. To limit hazard and reduce etching time, and to ensure an
optimal selectivity between the materials, we used samples with a pure AlAs sacriﬁcial
layer. By using 10% diluted HF the etching of 300 nm AlAs is almost instantaneous,
and the selectivity on GaAs is virtually perfect.
This perfect selectivity has been demonstrated in Ref. [187] and we further checked
it on our samples. Even by dipping the sample for several seconds in HF, the etch syste-
matically stops at the QW depth and the uncovered surface morphology is independent
of the etching time. The surface then remains stable over days, signaling that the sur-
face is purely GaAs as no oxid forms. As it was checked by imaging the GaAs cap before
and after etching, the GaAs morphology is preserved at the atomic level, thus ensur-
ing that the imaged surface is exactly the one forming the QW. In spite of precautions
and clean environment, dusts and etch residual may still locally contaminate the surface.
The inverse (AlGaAs) interfaces can be studied in the same way. We proceed simi-
larly by covering the Al0.3Ga0.7As layer, whose surface we want to image, by an AlAs
sacriﬁcial layer. The selectivity is still extremely good when using a slightly more diluted
(1.5%) HF solution during 5 s.
As AlGaAs layers oxidizes rapidly, all samples are covered with a GaAs cap (10-30
nm). It is removed prior to the HF etch by a solution of NH3(30%) strongly diluted in
H2O2(25%) (1:150) so that the pH is neutral. For a 30 nm cap the etching time was 60
s, the surface turning violet once the GaAs has been removed. The AlAs layer has to
be removed immediately afterwards, to prevent oxide formation.
In Annex B we brieﬂy report the application of this sacriﬁcial etching technique
to non-planar samples. Its validity for non-(001) orientations has however not been
checked, thus interpretation is reserved to the ridge facets.
3.3 Photoluminescence spectroscopy
We performed essentially four types of optical experiments: standard (macro) pho-
toluminescence (PL), photoluminescence excitation (PLE), micro-photoluminescence
(µPL) spectroscopy, and time-resolved micro-photoluminescence (TR-µPL) measure-
ments. Whereas PL and PLE give general spectral informations, µPL provides spatially
resolved spectra at the micron level, allowing to investigate speciﬁc locations or struc-
tures on the sample. TR-µPL additionally delivers information on carrier dynamics.
Unless speciﬁcally stated, all measurements are performed at 10 K.
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The physical mechanism linked to light-matter interactions have been described in
Ch. 2. In this section, we describe the experimental setups used for the optical charac-
terization.
Figure 3.14: Schematics of the optical setups for (a) PL/PLE (b) µPL and (c) TR-µPL.
3.3.1 Standard photoluminescence
The setup used for standard PL characterization is shown in Fig. 3.14(a). The light is
excited with either the green (514 nm) line of an argon laser (Ar+, Coherent Innova
400) or that of a titanium-sapphire laser (Ti-Sa, Coherent MIRA 900) tunable in the
range 690 nm - 840 nm in CW operation. In the second case, the Ar+ laser is used to
pump the Ti-Sa crystal.
The beam is focused to a ∼30 µm diameter spot on the sample surface by using an
f = 80 mm lens, which in turn is used to collect and collimate the luminescence. It is
then focused on the entrance slit of a double spectrometer (Spex 1404) by an f = 30
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cm lens, and dispersed towards a Peltier-cooled photomultiplier tube for detection. The
best spectral resolution achieved is about 150 µeV.
Several samples can be mounted in a helium-ﬂow cryostat (Janis Research Corp.)
and their temperature can be varied in the range 5 K - 300 K. To avoid reﬂection of the
exciting beam entering the spectrometer, the samples are slightly tilted (∼10◦). Exci-
tation powers quoted in PL experiments are measured just before the focusing lense. A
typically employed 50 µW nominal power corresponds to an excitation density of the
order of 5 W/cm2. An example PL spectra from a triple QW sample is shown in Fig.
3.16(a).
3.3.2 Photoluminescence excitation
The setup for the PLE experiments is the same as for the PL measurements, but in
this case the spectral resolution is determined by the laser linewidth; the typical reso-
lution is thus ∼500 µeV. PLE allows to probe the higher energy levels of a structure,
in analogy to absorption measurements. Assuming an ideal relaxation of carriers to
their ground state, from which they recombine radiatively, the measure of the lowest
transition PL intensity is equal to the absorption at the excitation energy (Fig. 3.15).
This hypothesis is mostly veriﬁed. At low temperature, however, relaxation eﬀects may
have non-negligible eﬀects, for example on the intensity of the ﬁrst PLE peak, which
depends on the detection energy [139,188].
Practically, the spectrometer is set to measure the intensity at a ﬁxed energy, while
the excitation wavelength is scanned. As the output power of the laser is varying with
wavelength, as represented in Fig. 3.16(b), one needs to renormalize the experimen-
tal PLE curve to account for these variations, in order to analyze it in analogy to an
absorption spectra. An example of such a renomalization is shown in Fig. 3.16, but
unless speciﬁed, this procedure will not be systematically applied to the PLE spectra
presented in this thesis. Indeed, we will mainly be interested in identifying resonances,
for which no renormalization is needed.
3.3.3 Micro-photoluminescence
The experimental arrangement for µPL spectroscopy is schematized in Fig. 3.14(b).
The exciting laser beam is here focused with a microscope objective (Zeiss, x50, NA =
0.5) allowing a spatial resolution of about 1 µm for the Ar+ spot and 1.5 µm for the
Ti-Sa one. The emitted PL is collected by the same objective lens and directed toward
a spectrometer (Jobin Yvon HR460), at the entrance of which the PL is focused by a
f = 40 mm lens. The spectra are recorded on a CCD array after dispersion by a 1200
l/mm grating, corresponding to a maximal spectral resolution of 150 µeV.
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Figure 3.15: Principle of PLE measurement: the detection energy is ﬁxed to measure the
ground states transition (e1−h1). The excitation energy is scanned through the higher index
transitions. The PL intensity is proportional to the absorption, especially strong at resonances.
The inset illustrates the Stokes shift ∆ESS (see Sec. 2.3.3): it corresponds to the energy
diﬀerence between the emission from localized states and the absorption at the band bottom.
The samples are ﬁxed with silver glue on the cold ﬁnger of a He-cooled cryostat
(Cryovac), ﬁxed on a x-y piezo-stage for precise positioning. The microscope image is
monitored on a screen to correctly position the excitation spot on the sample.
3.3.4 Time-resolved micro-photoluminescence
The temporal decay of the photoluminescence is determined by measuring the time
interval between an exciting pulse and the emission of a photon. When set to the pi-
cosecond conﬁguration, the MIRA laser delivers short pulses at a frequency of 78 MHz.
Its spectral tuning range is then slightly reduced: the smallest wavelength at which it
was operated in this mode-locked mode was 710 nm. Several optical elements have to
be added to the setup (Fig. 3.14(c)) in order to: (i) controle the spot shape; (ii) reject
laser reﬂections from the measured signal.
The mode-locking mechanism of the MIRA laser uses narrow slits in the laser cavity,
which also induce a diﬀraction of the beam. To obtain a clean gaussian shaped spot on
the sample, the beam is spatially ﬁltered by a 50 µm pinhole inserted between two f =
120 mm lenses. The pinhole acts as a new source and the second lens allows to correct
the beam divergence for focusing the laser in the same image plane as the sample surface.
In the µPL cryostat the sample cannot be tilted without losing imaging contrast on
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Figure 3.16: Example of the diﬀerent optical measurements performed on a TQW sample:
(a) Ar+ PL; (b) Ti-Sa PL and PLE with an example (c) of intensity correction to account for
the variation of the laser output; (d) µPL and (e) TR-µPL where the instrumental response
is also displayed.
the microscope CCD, which makes the spatial positioning diﬃcult. To attenuate laser
reﬂections at the spectrometer entrance, we used a polarizer in the excitation path
(which removes unpolarized ﬂuorescence) and a cross-polarized analyzer before focus-
ing on the spectrometer slits. In addition, we used diﬀerent beam splitters and low-pass
ﬁlters to optimize rejection according to the PL energy.
For time-resolved acquisition, we use a Peltier-cooled multi-channel plate (MCP,
Hamamatsu). The spectral range over which the signal is integrated is determined by
slits in the focal plane of the spectrometer. The MCP signal (after noise discrimina-
tion) provides the stop pulse on a time to amplitude converter (TAC, Tennelec). The
start signal is delivered by a fast photodiode triggered by a fraction of the exciting
pulse. The TAC signals are sorted in a multi-channel analyzer (MCA, Oxford), which
after time calibration displays the photon arrival time distribution. Accounting for the
instrumental response depicted in Fig. 3.16(c), we estimate the time-resolution of the
setup to about 20 ps.
Chapter 4
Quantum well heterostructures:
disorder at vicinal interfaces
The homogeneity of quantum wells (QWs) has beneﬁted from constant progress since
the ﬁrst structures were grown in the 1970’s. Amongst the indicators of QW quality,
the broadening of the PL line has always been the most widely used, because it is
the most straightforward. Yet, the relationship between the interfaces of QWs and the
resulting PL has been at the center of rich debates. A paper from 1990 resumed the
main interrogation in its title: “Does luminescence show semiconductor interfaces to
be atomically smooth ?” [189]. Since then, investigations evidenced interfaces, whose
roughness covers diﬀerent length scales and stems from various phenomena occuring
during growth [11, 12, 99].
The growth of high-quality samples by MBE often relies on growth interruptions at
the interfaces, but this technique is less eﬃcient in the case of MOVPE [16]. Instead,
attempts were made to control the growth by using vicinal substrates. Growth on sub-
strates with a large miscut angle oﬀ the (001) crystal planes are known to reduce the
incorporation of impurities into the crystal [201]. But smaller miscuts have attracted
considerable interest, because they allow to impose on the system a length scale diﬀer-
ent than its ‘natural’ one, set by the diﬀusion length of adatoms. Diﬀerent morphologies
were observed on vicinal surfaces [170, 171, 202, 203] and many eﬀorts were devoted to
understand how they could aﬀect the physical properties of the samples [199,204–208].
The interpretations were often ambiguous, either because of the contribution of other
phenomena, or because the surface morphology of the samples was used to interpret
the results.
Recently, our group reported a striking reduction of the PL linewidth of GaAs/AlGaAs
QWs grown by MOVPE [209]. The values obtained are comparable to those of the best
structures grown by MBE (Fig. 4.1). This improvement was made possible by the com-
bined use of high V/III ratio and of vicinal substrates. In this chapter, we present
a detailed study of the dependence of the optical properties on the miscut angle of
the substrate. We show that, for given growth conditions, small variations in the sub-
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Figure 4.1: Overview of the PL linewidth of GaAs/AlxGa(1−x)As QWs of diﬀerent widths
(and various x) grown by MBE or MOVPE over the years. Full (empty) symbols correspond to
MBE (MOVPE) grown samples and their grey level indicates the year of publication, from the
older ones (light grey) to the more recent ones. Compiled from Ref. [16,17,19,24,79,190–200]
strate misorientation infer large changes in the optical properties of QWs grown by
MOVPE (Sec. 4.1). We establish that they can only be explained by changes in the
interface structure, which we observe by atomic force microscopy (Sec. 4.2). We make a
direct correlation between the interfaces morphology and the optical properties of QWs
grown on vicinal substrates, and explain why so good optical results can be obtained
with MOVPE. Finally, we also discuss some aspects of MOVPE growth revealed by
AFM images, in light of the existing growth models (Sec. 4.3).
4.1 Dependence of the optical properties on the
substrate miscut
We investigated samples containing three QWs of 15, 5 and 2 nm thickness grown bet-
ween Al0.3Ga0.7As barriers on (001) vicinal substrates (TQW structures, see Annex A).
Due to the large number of samples, several runs were necessary, but an identical refer-
ence substrate was systematically used to check the reproducibility of the growth. The
nominal misorientation of the substrates spanned the range between 0◦(‘exact’ (001))
and 8◦ toward [110], thus leading to the formation of A-steps on the surface. We have
already mentioned that A-steps are usually smoother than B-steps, and they are there-
fore expected to result in better-deﬁned QW interfaces.
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4.1.1 Optical properties
The low-temperature (10 K) PL spectra of the grown samples are displayed in Fig.
4.2(a) on logarithmic scale, as the emission intensity of the deeper, narrow well is about
two orders of magnitude weaker than that of the top 15 nm QW. Three emission lines,
emanating from the 15, 5 and 2 nm thick QWs and ﬂanked by features from the bulk
GaAs (buﬀer and substrate) and AlGaAs (barriers), can be observed. The PL was ex-
cited with the Ar+ laser at a power of 50 µW.
There are signiﬁcant diﬀerences between the spectra of the samples: if most QWs
emit around the expected energy (1.53, 1.61 and 1.74 eV for the 15, 5 and 2 nm QW,
respectively), with minor ﬂuctuations, the samples grown on substrates with a miscut
between 0.6◦ and 1.2◦ show QWs emission that are shifted toward lower energies, while
at the same time their lineshape changes completely. Oppositely, there is a narrow range
of angles, around 0.2◦, for which the QW PL line is slightly blueshifted and is much
narrower compared to the other miscuts.
Figure 4.2: (a) Low temperature (10 K) PL spectra of TQW structures grown on substrates
with diﬀerent miscuts. (b) Variation of the QW FWHM as a function of substrate miscut. All
miscuts are relative to the (001) plane toward [110].
The FWHM of the PL of the QWs is displayed as a function of the miscut angle
in Fig. 4.2(b) for QWs of diﬀerent thicknesses. All three kinds of QWs show the same
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behavior: for nominally exact samples, the linewidth is moderate and decreases with
increasing miscut angle to reach a minimum around 0.2◦, for which the best values are
0.6, 1.6 and 5.2 meV for the 15, 5 and 2 nm QWs, respectively. For intermediate angles
(∼0.4◦ - 1.4◦), the lines broaden importantly to reach values more than twice those
obtained on ‘exact’ substrates. Above about 1.4◦, the FWHM decreases again and is
then more or less constant for larger miscut angles, setting at values between those of
‘exact’ and 0.2◦-oﬀ samples. Accordingly, we divided the angle range into four domains
I to IV delimited in Fig. 4.2(b).
The features of the bulk materials are also aﬀected by the substrate miscut. Weak
diﬀerences are seen between the GaAs emission of the diﬀerent samples, but the Al-
GaAs PL lineshape shows signiﬁcant variations, reported in Fig. 4.3. The AlGaAs emis-
sion consists of spectral features due to recombination of bound excitons (BX), donor-
acceptor pairs (D-A) and phonon replica (φreplica). The FWHM of the bound exciton
line follows a non-monotonous dependence on the substrate miscut. From about 9 meV
on ‘exact’ substrates, it reduces down to 5 meV before increasing again to more than 12
meV for the 1.2◦-oﬀ sample and ﬁnally decreasing abruptly to reach its smallest value (3
meV) for larger miscuts. Although the behavior is similar to that of the QWs, we note
that: (i) the local minimum for small miscut is extended over a larger angle range than
for the QWs; (ii) large FWHM values are obtained only within a narrow angle range
as compared to QWs; (iii) the narrowest linewidths are obtained for large miscut angles.
Figure 4.3: Linewidth and peak energy
of the PL line of the exciton bound to im-
purity in the nominally 30% AlGaAs bar-
riers. The inset shows the AlGaAs emis-
sion lineshape: bound exciton BX, donor-
acceptor (D-A) and the phonon replica.
In the lowest panel of Fig. 4.3, it is seen that the peak energy of the AlGaAs is also
strongly modiﬁed by the substrate miscut. In the range between 0.5◦ and 1.2◦-oﬀ, it is
about 10 meV lower than for other angles. This corresponds to ﬂuctuations close to 1%
in the Al-content of the barrier. Nevertheless, the variations from growth to growth can
be rather large (the 0.2◦-oﬀ samples are distributed within 8 meV). Also, we underline
that the ﬂuctuations of the FWHM and of the energy are not exactly correlated. Still,
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the FWHM of the lines emitting at the highest energy (for samples with miscut > 1.5◦)
are the narrowest ones. This can be interpreted as a result of the competition between
Al atoms and impurities to incorporate into the crystal.
PLE measurements of the 15 and 5 nm QWs on a typical sample from each angle
domain are shown in Fig. 4.4. The ﬁrst heavy (hh) and light hole (lh) excitonic transi-
tions are well resolved and their broadening mimics that of the PL lines.
The ratio between the intensity of the hh and lh transitions of the 15 nm QWs is
comparable for all samples. In the case of the 5 nm QW, there are diﬀerences. The
ratio is larger for the 0.2◦-oﬀ sample. Inversely, the e1−h1 transition disappears for the
0.6◦-oﬀ sample. In that case, two PLE spectra are shown, corresponding to diﬀerent
detection energies: one at the peak and the other 15 meV below, in the low-energy tail
of the PL spectra. No other transition is detected in the latter case.
We note that the low-energy PL tail of all 5 nm QWs exhibit shoulders at 1.58 eV,
actually corresponding to the PL peak energy of the 0.6◦-oﬀ sample. We attribute these
shoulders to impurities and the correspondance of energies to a pure coincidence. Under
this assumption, all PLE resonances remarkably appear at the same energy. The shift
of the PL energy between the samples thus corresponds to a Stokes shift.
Figure 4.4: 10 K PL (λexc = 700 nm,
200 µW) and PLE spectra of four sam-
ples with diﬀerent miscuts, for the 15
nm and 5 nm wide QWs.
4.1.1.1 Dependence on the excitation conditions
The systematic investigation of the optical spectra requires the deﬁnition of standard
conditions. All the PL measurements reported above were made at 10 K with an Ar+
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laser photoexcitation creating carriers in the barriers at an excitation density of about
2.5 W/cm2 (corresponding to a 50 µW beam intensity). In Fig. 4.5(a), we present the
FWHM of the three QWs of a 0.3◦-oﬀ sample as a function of the excitation power,
varied over 5 orders of magnitude. We observe slight variations of the FWHM with
excitation density for the two thinnest wells, mainly due to variations in the low energy
tail. The dependence for the 15 nm QW is much more pronounced. The PL spectra are
shown in panel (b). At low power, the main excitonic line does not change. The dotted
line, corresponding to a gaussian line, ﬁts nicely the high-energy side of all spectra up
to 50 µW excitation. However, at very low excitation power, the emission displays an
additional low energy peak, separated by 1 meV. This peak is broader than the exciton
line and exhibits some additional unresolved features. Its relative intensity decreases
with increasing power and gets minimal in the 50 µW spectra. Upon further increase
of excitation, another low-energy shoulder develops, with a slightly larger energy sepa-
ration. At the same time, the exciton line also broadens on the high energy side, and
emission from the light hole state becomes visible at 1.536 eV.
Figure 4.5: (a) Power dependence of the FWHM of the PL of QWs grown on a 0.3◦-oﬀ
substrate. (b) Spectra at diﬀerent excitation power for the corresponding 15 nm QW. (c)
Record low-linewidth PL spectra, measured with an excitation power of 5 µW, at 10 K, on a
0.2◦-oﬀ sample.
The temperature dependence of the PL spectra is shown in Fig. 4.6(a), for all three
QWs grown on a 0.2◦-oﬀ sample. The spectra are here displayed in logarithmic scale
and clearly exhibit a thermal exponential high-energy tail, and a low energy tail, indi-
cating eﬀects of impurities and localized states. The lineshape asymmetry reduces with
increasing temperature: at 10 K, the PL spectra of the 5 nm QW exhibits a shoulder
similar to that reported for the 15 nm QW. It saturates with increasing excitation and
temperature and has an energy separation of about 2 meV. A similar but not completely
resolved feature can be distinguished on the 2 nm QW PL line at 10 K. These complex
lineshapes and the rapid change in the relative intensity between the peaks induce a non-
monotonous dependence of the FWHM with temperature, as reported in Fig. 4.6(b).
The saturation of the low-energy component ﬁrst leads to a decrease in the apparent
FWHM, before it increases above 20 K, because of the thermal occupation of the higher
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energy states. At 25 K, the emission from the low-energy states is completely quenched.
Figure 4.6: (a) Temperature dependence of the PL spectra of the three QWs grown on a
0.2◦oﬀ substrate. (b) FWHM as a function of the temperature.
These eﬀects are best evidenced on samples of the miscut domain II, with narrow
linewidth, and do not aﬀect as much QWs with broader linewidths. The choice of 50
µW excitation at 10 K corresponds to the minimization of the low-energy tail of the
best 15 nm QW, but is somehow arbitrary. The narrowest linewidth reported in these
conditions is 0.6 meV but the absolute minimum of 0.5 meV was obtained at 5 µeV
excitation on a 0.2◦-oﬀ sample (Fig. 4.5(c)). Note that we did not systematically ﬁtted
the data to extract the linewidths, as the lineshape is clearly non-gaussian at low-
temperature. We thus point out that the values reported throughout this study are a
good characterization of the sample optical properties, but should be considered with
care when their absolute values are discussed.
4.1.1.2 Observation of exciton complexes
The importance of the excitation energy has also to be stressed, as it is related to the
appearence of a charged excitonic complexe. Fig. 4.7(a and b) shows the µPL spectra of
a 15 nm QW grown on a 0.2◦-oﬀ substrate, with diﬀerent excitation conditions. In the
panel (a), the thick lines correspond to excitation below the barriers. The dotted-line
spectra were obtained by additionally shining light with a large spectrum lamp (‘white
light’), thus generating carriers in the barriers. The diﬀerence is striking: for below-
barrier excitation, the µPL is strongly (>1 meV) redshifted and rather broad (1.8 meV
FWHM). With increasing power, the line slightly blueshifts and a shoulder appears at
higher energy. This shoulder corresponds to the narrow exciton line, as evidence by Fig.
4.7(b), in which spectra obtained with ‘white light’ excitation of increasing intensity
are superposed to spectra obtained with Ar+ laser excitation. For weak ‘white light’
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excitation, the spectra is comparable to that obtained with Ti-Sa excitation. With ad-
ditional excitation intensity, the situation is similar to that described in standard PL,
in which a large low-energy shoulder increases with excitation power.
Figure 4.7: (a)µPL spectra of a 15 nm QW (0.2◦-oﬀ) excited below the barrier (740 nm)
with increasing power. The dotted line shows the eﬀect of an additional excitation above the
barriers. (b) The same QW excited above barrier at diﬀerent densities. Dotted lines stands for
excitation of a large area with a ‘white light’, continuous lines are for localized excitation with
the Ar+ laser. Increasing line thickness corresponds to increasing intensity. (c) Illustration
of the charged excitons formation mechanism discussed in the text, with two initial excess
electrons.
Spectral lines appearing on the low-energy side of excitons have been reported in
several systems, and were attributed to diverse origins. They could correspond to emis-
sion from QW area of diﬀerent thickness, excitons localized by potential ﬂuctuations
[210–212], excitons bound to impurities [213], or excitons complexes [131, 214, 215]. In
our samples, the energy separation (∼1.2 and 2 meV for the 15 and 5 nm QWs) rules
out thickness diﬀerences. Localized excitons can be rejected in regard of the discussions
later in this chapter. The particular behavior that we observe when varying the excita-
tion conditions (ﬁrst the saturation of the low-energy component and then the increase
of another line) suggests the formation of two types of excitonic complex.
If electron-hole pairs bind to excess charges in the QW, they form a charged exciton.
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As the number of excess charges is ﬁxed by the residual doping, the charged exciton
line saturates at increasing excitation power. A further increase in intensity may lead to
the formation of biexcitons. A biexciton is yet expected to have a larger binding energy
than a charged exciton [129]. This fact does not ﬁt our observations. One may therefore
consider the saturation of one type of charged exciton (say negatively charged), before
the other type (positively charged) gets dominant. The binding energy of negatively
charged excitons is known to be larger than that of positively charged excitons in QWs
and disorder induced QDs [129, 131], although the values are very close to each other
[194].
In order that this interpretation ﬁts our observations, it requires the assumption
of an initial excess density of electrons in the QW, and an increasing number of holes
with increasing excitation density. Two mechanisms can be imagined to provide excess
charges to the QW. First, the charges can be due to the residual background doping,
independently of the excitation conditions. Second, one-type of charge can be preferen-
tially captured due to a built-in electric ﬁeld.
The ﬁrst mechanism does play a role in our structures, as we observe the low-energy
line when we excite below the barriers. The second mechanism is also probably active,
as proved by the strong eﬀect of the above-barriers excitation power. The small shifts
visible with increasing excitation power also support this aﬃrmation.
This mechanism is illustrated in Fig.4.7(c): weak excitation leads to the formation
of negatively charged excitons due to the presence of excess electrons (i and iii). Ad-
ditional holes created by increased excitation bind to form neutral excitons, coexisting
either with negatively (ii) or positively (iv) charged excitons depending on the band
bending and excitation wavelength.
Fig. 4.8 displays the temperature dependence of the PL spectra of the 15 and 5 nm
QWs, both grown on a 0.2◦-oﬀ substrate. The excitation dependences of the spectra
at 10 K are also shown. These particular samples were coated by thin Ti / Au layers
to screen out the internal electric ﬁelds formed due to charges around the QW layers
(cf. Annex.C). The samples were excited with a Ti-Sa laser at 735 nm, creating carriers
directly in the QWs. As a result, at 10 K, even in this below-barrier excitation condi-
tion, the exciton line has an intensity almost comparable to that of the charged exciton.
The non-monotonous evolution of the low-energy component with excitation density is
evident. Also, the disappearance of the low-energy line with temperature corresponds
to an ionization of the bound complexes, consistent with the binding energy.
Yet, similar behavior might be expected for excitons bound to impurities. A de-
ﬁnite attribution of the PL lines that we observe would require more sophisticated
measurements. Impurity-related transitions could be investigated by intentionally dop-
ing the samples. Distinguishing between positively and negatively charged excitons or
even biexcitons could also be attempted by measuring the PL under a magnetic ﬁeld
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Figure 4.8: Temperature dependence of the µPL spectra of two QWs of diﬀerent thickness,
grown on 0.2◦-oﬀ susbstrates, and excited below barriers at 1.687 eV. On these particular
samples, additional metallic coating has been deposited, which screens internal electric ﬁelds
(see Annex C). The insets exhibit the power dependence for similar excitation conditions,
measured at 10 K.
[194, 216]. Still, the larger linewidth of the low-energy line is more consistent with ex-
citon complexes than with bound excitons [217].
4.1.2 Origins of the minimal linewidth for 0.2◦-oﬀ samples
The data presented above show speciﬁc trends compared to existing reports on the PL
spectra of QWs grown on vicinal substrates:
- the variation in the features that we described is not monotonous with vicinality;
- the trend in variation is similar for QWs of very diﬀerent width;
- the amplitude of the spectral variations, both in linewidth and energy, is very large.
We now adress the possible contributions to the inhomogeneous broadening, and
how they could be aﬀected by the surface miscut. We discuss residual doping, alloy
quality and interface roughness.
4.1.2.1 Doping
Doping depends on the surface miscut [184,218] as a result of the competition between
the crystal adatoms and the impurities for incorporation at the steps. Large background
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doping results in linewidth broadening and possibly in a redshift due to bandgap renor-
malization. But the amplitude of the shift (the 2 nm QW PL covers a 100 meV energy
range) makes this hypothesis very unlikely. Indeed, on the PLE spectra of Fig. 4.4, the
hh- and lh-excitonic transitions of the 15 nm QWs have similar intensity ratio for the
diﬀerent samples. This indicates that the residual doping in all these structures is small
and cannot be responsible for the large diﬀerences in linewidth observed between sam-
ples. Also, the miscut-dependent variations in the optical properties were also observed
for samples grown at smaller V/III ratio, which is assumed to lead to higher residual
doping concentration [219].
Small diﬀerences of the doping according to the miscut cannot be completely ruled
out. It might be a reason for which the intensity ratio of the heavy and light hole tran-
sitions vary slightly for the 5 nm QW. Nevertheless, this eﬀect is marginal and doping
is unlikely to be the cause of the diﬀerences bewteen the samples.
4.1.2.2 Alloy quality
For the same reasons as those just mentioned, alloy crystals grow diﬀerently, depending
on the substrate orientation [44]. The alloy quality of the barrier may have an important
contribution to the inhomogeneous broadening of the QW PL. We reported in Eq. 2.29
a result of Singh [122] allowing to evaluate the alloy disorder contribution to the total
broadening of a QW PL. According to this, from the worst value of AlGaAs linewidth
that we measured (σB = 13 meV), the alloy related contribution is 0.7, 3.3 and 7.8 meV
for 15, 5 and 2 nm wide QWs, respectively. This is much smaller than the diﬀerences
that we observe between the best and the worst samples linewidth (4.9, 20.4 and 30
meV, respectively).
Also, comparing the miscut angle dependence of the AlGaAs linewidth (Fig. 4.3)
and of the QWs (Fig. 4.2(b)), it is clear that they are not correlated. We thus reject
the alloy broadening as the source of the linewidth ﬂuctuations with miscut angle.
4.1.2.3 Interfaces roughness
We now consider the inﬂuence of the interfaces roughness on the linewidth. Monolayer
ﬂuctuations of the width of the 15, 5 and 2 nm QWs correspond respectively to 0.5, 6
and 22 meV. These values are similar to (for the 15 nm QW) or larger than (for the
5 and 2 nm QWs) the FWHM of the best QWs, but much smaller than those of the
worst ones. Such diﬀerences should manifest in the topology of the QW interfaces.
Several authors [199,204,206] presented studies of roughness eﬀects on QW optical
properties, based on the sample surface morphology. However, it has been shown that
surface morphology diﬀers from the real hetero-interfaces of the QWs [187]. We there-
fore have to investigate the morphology of the real interfaces of QWs, by using modiﬁed
samples.
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4.1.3 Optical properties of double-QW structures for morpho-
logy investigations
In order to image the real hetero-interfaces of the QWs, we used the method described
in Sec. 3.2.2 to remove the barriers. To ensure a perfect selectivity of the etch, we used
a modiﬁed design of the samples, consisting of double QWs (DQWs, with 15 and 5 nm
thick QWs), the upper one (QW1) being caped by a 300 nm AlAs barrier and a 30 nm
GaAs cap. The upper QW was devoted to morphology characterization, whereas the
deeper one (QW2) was used to investigate the optical properties. To guarantee similar
interfaces for both QWs, we added 5 ML AlAs on the top of QW2; this reproduces
interfacial eﬀects such as segregation, and saves a lengthy optimization of the AlAs
growth, while maintaining a good optical quality. Except for this layer, the Al content
in the AlGaAs barriers was kept at 30% and other growth parameters were kept similar
to those of TQW structures.
Figure 4.9: DQW sample structure. QW2 is used for optical studies while the upper barrier
of QW1 is removed to allow imaging the hetero-interface.
The sample structure and the method are illustrated in Fig. 4.9. We grew these
DQW structures simultaneously on four types of substrates corresponding to the four
miscut angle domains identiﬁed previously. Similar samples were made to study the
QW lower interfaces, in which the Al0.3Ga0.7As was directly covered with AlAs.
On panel (a) of Fig. 4.10 we display the PL spectra of the 5 nm QW2 of the DQW
structure. The FWHM is compared in panel (b) to the typical values of 5 nm QWs
grown in TQW samples. The tendency observed for the PL linewidth of TQW is also
found for DQWs, with the 0.2◦-oﬀ samples exhibiting systematically narrower emission
lines. The redshift of broader lines is also systematically reproduced. Slightly broader
and shifted lines compared to those of the optimized TQW samples are attributed to the
thick AlAs layer grown on top of QW2. The growth of this AlAs layer is not optimized;
this layer may be doped and internal ﬁelds may also modify the carrier conﬁnement.
For the same reason, the PL of the upper 15 nm QWs (QW1) with asymmetric barriers
is strongly redshifted and broad, almost merging with the GaAs emission. On QW2,
these are minor eﬀects in regard of the general trend that is of interest to us.
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Figure 4.10: (a) PL spectra of the 5 nm QW (QW2) of the DQW structure grown on diﬀerent
substrates. (b) FWHM of the 5 nm thick QW2 as a function of substrate miscut, compared
to the linewidth of similar QWs grown in TQW samples.
Growth QW2 G.I. [s] QW2 PL FWHM [meV]
run # ‘exact’ 0.2◦ 0.6◦ 4◦
2021 5 nm - 7.4 3.4 16.7 6.2
2018 5 nm 20 7.9 3 18.7 6.4
2079 5 nm - 10.9 5.7 21.5 8.8
2080 5 nm 120 9.3 4.4 17.8 8.8
2082 5 nm* - 8.2 3.7 17.2 6.8
2081 15 nm - 3.2 3.2 4.4 1.3
* without 5ML AlAs at interface
Table 4.1: List of DQW structures, indicating the linewidth of the burried QW2 for each
substrate.
As visible from the results summarized in Table 4.1, the 5ML AlAs at the interface of
the investigated QW2 do not have a signiﬁcant inﬂuence on its optical properties. They
were excluded in growth #2082, without changing the PL results. Variations observed
are at least smaller than the growth to growth ﬂuctuations, which are quite important
(of the order of 20% if comparing growth #2021 and #2079). Again, we attribute these
ﬂuctuations to the presence of AlAs, or possibly to a degraded purity in the reactor
chamber, but they do not question the validity of the trend that we discuss.
The FWHM values for the samples having a 15 nm QW2 emission do not follow the
trend with miscut observed for the TQW samples. The corresponding PL spectra are
shown in Fig. 4.11. There is no reduction between the nominally exact and the 0.2◦-oﬀ
samples, and the 4◦-oﬀ sample has the narrowest linewidth. The power dependence of
PL shown for the 4◦-oﬀ sample reveals that in the standard excitation conditions, the
low-energy line is already largely saturated. By contrast, in the ‘exact’ sample the low-
energy component of the doublet has an intensity almost equal to that of the exciton,
and dominates the PL at 5 µW. This indicates that here the residual doping varies bet-
ween samples with diﬀerent miscut, and is smaller for the 4◦-oﬀ sample. The presence
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of impurities is visible as small satellite peaks in the low energy tail of the 5 nm QWs.
Their energy separation with respect to the exciton line is 33 and 45 meV. They are
thus likely to be transitions involving the hole from C and Si impurities, respectively.
The binding energy of an exciton bound to an impurity increases with decreasing QW
width down to about 5 nm [100], and is therefore larger than the bulk values of 26
and 34 meV. This residual doping blurs the linewidth tendency observed in the case
of the 15 nm QW, which is more sensitive to the presence of impurities. Nevertheless,
we note that the trend is well visible even in the 5 nm QW1 having asymmetric barriers.
Figure 4.11: PL spectra of the samples grown in growth #2081: DQW with 15 nm QW2
and 5 nm QW1(a). Power dependence of the PL emission line of the 15 nm QW of sample
4◦-oﬀ (b) and nominally exact (c).
Early experiments on samples grown at a lower V/III ratio generally showed a detri-
mental eﬀect of growth interruption (G.I.) at any or both interfaces. In general, G.I.
during MOVPE does not improve the optical properties [16]. Consistently, as visible
in Table 4.1, we did not observe a signiﬁcant eﬀect on the PL linewidth of the G.I. at
the upper GaAs interface (of QW1 and QW2) of our DQW structure. The variations
that we observe are small with respect to the growth to growth ﬂuctuations measured
in that type of sample.
We have highlighted so far important variations of the inhomogeneous linewidth
of the PL of QWs grown on misoriented substrates. We ﬁnally investigate the local
properties of the emission using µPL spectroscopy. The µPL spectra in Fig. 4.12 were
taken at about 1 µm distance intervals, on samples with diﬀerent miscuts and a growth
interruption of 2 min at the GaAs upper interface. Spectra of the ‘exact’ and 4◦-oﬀ
samples both exhibit sharp lines attributed to localized excitons. These lines are dis-
tributed slighty more homogeneously on the 4◦-oﬀ sample. On the 0.2◦-oﬀ sample, the
emission is very uniform and has a slightly asymmetric lineshape due to a low energy
tail, as observed in standard PL. Finally, µPL allows to decompose the emission of the
0.6◦-oﬀ sample, which exhibits a broad and redshifted PL spectrum, into several peaks
widely distributed in space and energy.
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Figure 4.12: µPL spectra of the 5 nm wide QW2 grown on substrates with diﬀerent miscuts.
The growth was interrupted for 2 min at the upper interface. They are taken at about 1 µm
distance intervals.
4.2 Probing the morphology of quantum well inter-
faces
We demonstrated in the previous section that DQW (QW2) and TQW structures dis-
play similar optical properties and should therefore be structurally comparable. The
AlGaAs barrier of TQW does not allow its chemical etching and thus the imaging of
the real QW interfaces. Conversely, the AlAs sacriﬁcial layer of the DQW structure
modiﬁes the growth morphology observed on the sample surface. In this section, we
discuss the morphology of the GaAs and Al0.3Ga0.7As layers. We therefore investigate
separately the surface of the TQW and the interfaces of the DQW samples.
4.2.1 Surface morphology
Fig. 4.13 shows AFM images of the annealed1 GaAs surface of the TQW samples
that are representative of each substrate miscut domain I-IV. We observe very diﬀerent
types of morphologies. The surface of the ‘exact’ samples shows step-ﬂow : there are ML
high terraces, which width depends on the local miscut angle. We observed that this
angle changes considerably within a single wafer and sometimes exceeds the nominal
speciﬁcation of ±0.02◦.
1These surfaces are annealed in the sense that they can evolve during the cooling of the sample at
the end of the growth.
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There are no clearly deﬁned terraces on 0.2◦-oﬀ surfaces. For step-ﬂow growth, we
would expect 80 nm wide terraces. Instead, the steps merge locally, creating 1-2 ML
height ﬂuctuations. We will refer to this morphology as coalescent step-bunching (CSB).
The sample representing the third miscut angle domain (here: 0.6◦-oﬀ) shows a
diﬀerent type of step-bunching: the length of the terraces progressively reduces and the
steps merge to create multisteps at more or less regular interval. We call this morphology
periodic step-bunching (PSB). The height variations are here on the nm scale. The steps
are rather straight although they still mix together locally.
Samples with larger miscut angles (domain IV) also exhibit coalescent step-bunching,
although with a larger amplitude and more closely separated steps.
Figure 4.13: (a) 2x2 µm2 AFM images of the GaAs surface of TQW samples grown on
misoriented substrates. The respective height scales are 2, 2, 5 and 4 nm. (b) Representative
sections of the surfaces.
It is obvious that the ﬂuctuations observed in the optical properties correspond to
important changes in the surface morphology. It is however not clear how these changes
are correlated, in particular for the best optical results, which are obtained on samples
showing coalescent step-bunched surfaces. As already mentioned, it is essential to im-
age the real QW interfaces, in order to elucidate the reasons leading to these optical
diﬀerences.
4.2.2 Hetero-interfaces morphology
The hetero-interfaces obtained after selective etching of the DQW barriers (Sec.3.2.2)
are displayed in Fig. 4.14. As for the surfaces, we ﬁnd that very diﬀerent morphologies
are associated with the various miscuts. Remarkably, the GaAs and AlGaAs interfaces
look very similar. Less details are visible on the AlGaAs, which is probably related to
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a native oxide forming between the growth and the AFM measurement.
Figure 4.14: 2x2 µm2 AFM images of the (a) GaAs and (b) AlGaAs interfaces of the 15 nm
QWs (QW1) grown on substrates with 4 diﬀerent miscuts, after selective etching of the AlAs
layer. (c) Cross-sectional proﬁles of the GaAs interfaces in (a). The respective height scales
are 2.5, 3, 6 and 3 nm.
The ‘exact’ samples interfaces consist of islands dispersed on the surface. Their
diameters range between a few nanometers and several hundreds of nanometers and
their geometry is roughly isotropic. Most islands are monolayer high, but as small
ones are distributed over larger ones, the global height variation may reach several
monolayers.
In contrast, the 0.2◦-oﬀ interfaces are well ordered, with neatly arranged parallel
steps separated by about 75 nm. Although some surface eﬀects due to the etching blurs
the height resolution, we can conﬁdently state that the steps are ML high, as this terrace
width is close to the value expected for step-ﬂow on a 0.2◦-oﬀ surface (80 nm).
There is a vertical stripe pattern on the images of 4◦-oﬀ samples, but we cannot
identify clearly the growth mode; in this case, step-ﬂow would lead to 4 nm wide terraces,
well below our imaging resolution here. For simplicity, we will refer to this morphology
as unresolved step-ﬂow (uSF). Still, as attested to by the cross-sectional proﬁle, the
height ﬂuctuations of the 4◦-oﬀ interfaces have an amplitude comparable to those of
the ‘exact’ sample.
The 0.6◦-oﬀ interfaces stand out from the other ones. They show the same periodic
step-bunching of large amplitude, as that observed on the annealed surface of the TQW
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samples (Fig. 4.13).
Figure 4.15: 2x2 µm2 AFM images of the GaAs interfaces of 5 nm QWs grown on substrates
with 4 diﬀerent miscuts. The respective height scales are 3 nm, except for the 0.6◦-oﬀ for
which it is 6 nm.
We checked with a separate growth that the 5 ML of AlAs above QW2 do not modify
the growth mode of the layers grown above. We also measured the GaAs interface of a
5 nm QW. As visible in Fig. 4.15, the morphology of the GaAs surface is independent
of the thickness of the GaAs layer, at least in the 5-15 nm range. We observe the same
2D-SF-PSB-uSF evolution with miscut as for that on 15 nm QWs.
To summarize, we have observed that the morphology of the real hetero-interfaces
of the QWs are diﬀerent from those of the annealed surface. However, to a change in
the morphology of the interfaces, corresponds systematically a characteristic change of
the surface. From this point of view, the annealed surface morphology is indicative of
that of the real hetero-interface. We have checked that the AlGaAs and GaAs layers
have a similar morphology, independently of the thickness of the QW. As a result, we
can safely state that the interfaces in the DQW structures are representative of those
in TQWs.
4.2.2.1 Eﬀect of growth interruption
We investigated the eﬀect of a growth interruption (G.I.) on the morphology of the
hetero-interfaces. The ﬂux of group III elements precursors was stopped while the sam-
ples were still under AsH3 ﬂow. Several series on the same four diﬀerent types of
substrates were grown, with interruption either at the GaAs interface (20 s or 2 min)
or at the AlGaAs interface (20 s).
The resulting interface morphology of these vicinal samples is similar to those with-
out G.I. discussed above. We observe SF, PSB and uSF for the 0.2◦, 0.6◦, and 4◦-oﬀ
samples, respectively. There is nonetheless a striking diﬀerence for nominally exact
samples: while the continuously grown interface displays islands distributed over the
surface, steps appear at the growth interrupted GaAs interface. Moreover, the islands
still subsist on the terraces between the steps.
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Figure 4.16: AFM images showing 3 examples of exposed GaAs interfaces after a growth
interruption of 20 s on nominally exact substrates. The local misorientations are (a) < 0.02◦
(b) 0.02◦(c) 0.08◦. The arrow shows the descending direction. The height scale is 2 nm.
Several images are presented in Fig. 4.16 for 20 s growth interruption at the GaAs
interface of three nominally exact samples. The respective step separation is approxi-
mately 1 µm, 700 nm and 200 nm, corresponding to miscut angles smaller than 0.02◦,
0.02◦, and 0.08◦ for images (a),(b) and (c) respectively. A reference growth, without
G.I. at the interface, was done on three substrates cut in the same wafers, for compari-
son. All the interfaces displayed 2D islands, without step formation. Although the local
ﬂuctuations of the miscut angle on a wafer can be important, this is a good indication
that the step formation is really induced by the G.I.
Figure 4.17: 2x2 µm2 AFM
image of the AlGaAs inter-
face of a nominally exact
sample after 20 s growth
interruption.
We attribute these diﬀerences to slightly diﬀerent eﬀective miscut angles. For the
nearly exactly oriented surface, the steps are strongly curved and do not have a well
deﬁned direction. Large islands appear where the terraces are broader. The largest un-
dulations at step edge can thus be regarded as islands collapsing with, or detaching
from, the upper terrace. The roughness of the step edge decreases with decreasing ter-
race width and the steps parallelism improves. On narrow terraces, only small islands
subsist on the upper side of the terrace. Indeed, in all these images, we observe that a
narrow band, about 100 nm wide, remains free from islands close to the descending step
edge. Increasing the growth interruption time to 2 min does not modify these features.
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In particular, we see no diﬀerence on the island size and distribution.
In the case of 20 s G. I. at the AlGaAs interfaces, we do not observe any change as
compared with continuous growth. The vicinal interfaces are similar to those reported
in Fig. 4.14(b). As for the ‘exact’ sample, in contrast to the GaAs interface, we do not
see step formation. Such a surface is shown in Fig. 4.17; one can see that the growth
mode is still clearly two dimensional.
4.3 Correlations between optical properties and in-
terfaces morphology
We now analyze both the optical and topological results, and discuss them in the frame
of the disorder model presented in Sec. 2.3.
4.3.1 Tuning the optical properties by controlling the growth
mode
We identiﬁed four miscut angle domains, amongst which the QWs PL linewidth varies
in a signiﬁcant way. To each of these domains correspond speciﬁc surface and interface
morphologies, the latter being identical for GaAs and AlGaAs. In this section, we ex-
amine how the optical properties can be correlated to the interfaces morphologies.
In domain I, corresponding to nominally ‘exact’ samples, the numerous islands at
the interfaces correspond to a broad PL linewidth and sharp lines in µPL spectra. These
sharp lines originate from the recombination of excitons localized in minima of an inho-
mogeneous potential. These minima are created by the width ﬂuctuations induced by
the islands, which extension ξ is larger than, or of the order of, the exciton Bohr radius
aB. Interrupting the growth up to 2 minutes does not change the optical properties
signiﬁcantly, since islands subsist in between steps.
In domain II, the QW interfaces are characterized by narrow terraces, free of 2D
islands. The corresponding PL spectra are very narrow, and spatially very homogenous
even at the micron level. Indeed, these terraces are larger than the exciton Bohr radius,
and excitons are subject to a potential modulated mainly by the nano-roughness of the
terraces. This latter modulation is much smaller than that induced by islands, and in
addition occurs on a length scale inferior to aB and is thus averaged over the exciton
spatial extension. In particular, it is not large enough to localize the excitons.
Domain III is determined by a dramatic change of the morphology of both the sur-
face and interfaces, which display periodic step-bunching. The PL and µPL spectra
are radically diﬀerent than those in the other domains. The PL displays a very broad
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Miscut Morphology Length Optics
domain Surface Interface Scale PL FWHM* µPL
I SF 2D ξ ≥ aB 1.3 meV sharp lines
II CSB SF ξ < ξ0 0.7 meV homogeneous line
III PSB PSB ξ  aB 3.9 meV broad, distributed lines
IV CSB uSF ξ < aB 1.2 meV sharp lines
* Representative value for a 15 nm QW
Table 4.2: Synthesis of the correlations observed between the optical properties and the
morphology of the samples.
and redshifted spectra, which corresponds to the inhomogeneous emission from several
well-separated local minima, as it can be decomposed in the µPL spectra.
Domain IV is distinguished by the disappearance of PSB, and the recovery of ﬂatter
interfaces, the growth mode of which cannot be resolved properly. The interfaces exhibit
amplitude ﬂuctuations comparable to those of ‘exact’ samples, and larger than those
of 0.2◦-oﬀ ones. A small PL linewidth is recovered in this miscut domain, and does not
change much up to the highest miscut investigated (8◦). Its value is smaller than that of
QWs grown on ‘exact’ sample, but slightly larger than that obtained on 0.2◦-oﬀ samples.
The µPL also shows features due to localized excitons, but more densely distributed
(spectrally) than in the case of the ‘exact’ sample. For this larger miscut, the topological
ﬂuctuations are separated by a distance much smaller than the exciton Bohr radius.
Fluctuations are thus expected to be averaged by the exciton. The resulting eﬀective
potential is smoother and leads to a spatially more uniform emission than for ‘exact’
samples. The observation of localized excitons however implies deep enough minima,
and therefore a deviation of the growth mode from pure step-ﬂow. This is consistent
with the larger height ﬂuctuations observed locally at the interfaces.
As summarized in Table 4.2, the imaging of the hetero-interfaces allows a consistent
description of the linewidth of the PL and µPL spectra for four diﬀerent types of dis-
order. Particularly determinant is the length scale over which height ﬂuctuations take
place, and its relation to the exciton extension.
4.3.2 Relation between broadening and emission energy
Four types of interface disorder result from the same growth conditions but are de-
termined by slight diﬀerences in the substrate miscut, with respect to the exact (001)
orientation. The samples being grown together, with the same nominal QW thickness,
they are expected to emit at the same energy. It is not the case: the broader PL lines
systematically appear at a lower energy than the narrower lines. Although there are
small deviations from this behavior, the general trend is made clear in Fig. 4.18. The
amplitude of the energy shift is much larger for the thinner QWs. Whereas for the 15
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nm QW the maximum redshift of 4 meV is of the order of the largest FWHM, the shift
for the 5 nm QWs is as big as 47 meV, and reaches 110 meV for the 2 nm QWs, which
show a FWHM of 33 meV in the worst case. For these latter QWs, we observe that an
ensemble of points, corresponding to the step-bunched samples, are well separated at
lower energy and with larger broadening, while in the remaining cases, all points align
along a line with a slope of the order of 0.8 meV (FWHM) / meV (peak energy).
Figure 4.18: PL linewidth as a function
of the peak energy, for the samples which
spectra are displayed in Fig. 4.2. Oblique
lines are are guide to the eye. The dotted
curves are calculated from Eq. 2.5.
This distribution seems at ﬁrst sight anomalous. For the same degree of interface
roughness, the linewidth is expected to be broader for narrower QW, emitting at higher
energy. This is the tendency we observe for the best samples, which exhibit a FWHM
equivalent to ﬂuctuations of a fraction of ML, as shown by the dotted curves in Fig.
4.18, calculated for an inﬁnite barrier model from Eq. 2.5, and width ﬂuctuations of
1 and 0.2 ML. However, within the points obtained for a given nominal thickness, the
broader lines are redshifted, indicating a more complexe relation to interface roughness.
To understand it, one has to take into account the occupation factor of the carrier
states. If large ﬂuctuations occur at the interfaces, it induces important variations of
the well width. However, at low excitation and low temperature, only the minima of
the resulting potential landscape are occupied, thus shifting the emission toward lower
energies. The low-temperature PL broadening is a measure of the distribution of these
minima, and not of the overall potential ﬂuctuations. This is schematized in Fig. 4.19 for
two extreme situations. The amplitude of the potentials are calculated from the height
variations measured by AFM at the interfaces, reported to an average 5 nm thick QW.
The local width is converted into the single particle conﬁnement potential, by using a
simple model of a rectangular QW with ﬁnite barrier height. For the 0.2◦-oﬀ sample, the
minima are distributed over a few meV, homogeneously across the sample. In the case
of the large interface ﬂuctuations observed in 0.6◦-oﬀ samples, for a cross-section taken
along the miscut direction, the local minima are much deeper and widely distributed,
both in space and energy.
This corresponds well to the spectra observed in µPL: over the about 1 µm large spot,
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Figure 4.19: Representative potential landscape extracted from the interfaces morphology
of 0.2◦and 0.6◦-oﬀ samples. Insets: schematic QW cross-section
typically two or three local minima are visible for the 0.6◦-oﬀ sample. This picture also
describes the various PL lineshapes that we observe. The more deeply localized states
rapidly saturate for the smoothest samples, which therefore have a smooth low-energy
tail [123].
Conversely, an extended high-energy PL tail arises from more disordered samples.
It is directly related to the large distribution of potential minima. The large barriers
between these minima prevent thermalization of the excitons conﬁned at diﬀerent po-
sitions, and this tail does not correspond to a global thermal distribution. It reﬂects
instead the distribution of local minima and their concentration at energies much lower
than that corresponding to the average QW width.
We cannot totally exclude a diﬀerent origin to the redshift that we observed. Shifts
of the QW PL lines are often attributed to graded interfaces resulting from segregation
[12, 79, 125]. Even if smaller than in other systems, interdiﬀusion of Al and Ga atoms
over a few ML takes place in GaAs/AlGaAs QWs. Its dependence on the substrate mis-
cut should however be very large to explain the dramatic amplitude of the measured
shift. The consistency of the explanation above with all our experimental observations
strongly supports that the optical properties are determined by the interfaces morpho-
logy.
4.3.2.1 Correlation between the hetero-interfaces
The large amplitude of the height variations observed on PSB samples, comparable to
the width of the 2 nm QWs, raises the question of the correlation of these variations
between the two interfaces. The importance of interface correlation has been recently
underlined in several publications [20, 123, 220], but was long overlooked in the discus-
sion of the relations between interface roughness and optical properties. Ponomarev
et al. recently demonstrated that narrow lines can be obtained even with rough QW
interfaces, if their ﬂuctuations are correlated [20]. Indeed, in the framework of a model
of local variations of the QW width, a perfect correlation would lead to a constant
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width. It has been shown by X-ray diﬀraction that step-bunched interfaces grown by
MBE were correlated [164] and that growth interruption could actually be detrimental
as, even though the correlation length of the disorder is increased in the QW plane, the
correlation between the two interfaces, in the growth direction, is reduced [19].
Usually the AlGaAs interfaces are considered rougher than the GaAs ones, due to
the smaller diﬀusion length of the Al atoms. In our study, except in the case of growth
interrupted QWs grown on ‘exact’ substrates, all samples exhibit top and bottom inter-
faces having the same morphology. We can anticipate that the diﬀerent growth modes
observed aﬀect diﬀerently the correlation between the two hetero-interfaces. In the case
of step-ﬂow, the interfaces are obviously correlated in the sense that width ﬂuctuations
are periodic and have a maximum amplitude of 1 ML. If the step edge moves by a
distance κ across the QW layer (cf. Fig. 4.20), it creates potential minima having an
extension of length κ. Assuming that the step cannot advance more than one lattice
period per deposited layer, κ cannot exceed the QW thickness. As these values are
comparable (15 nm QW) to or smaller (5 and 2 nm QW) than the exciton Bohr radius,
excitons average these ﬂuctuations and are only weakly localized.
For 2D growth, for which islands are growing one on top of another, ﬂuctuations
may reach several monolayers. The observation of sharp lines points toward localized
excitons; it implies that interfaces are not correlated.
Figure 4.20: Schematic of the eﬀect of (non)-correlations between the interfaces in the case of
(a) step-ﬂow, and (b) step-bunching. Variations in the QW width correspond to the variation
of the eﬀective potential sketched below.
The occurence of step-bunching is particularly interesting in the case of the thinnest
QW. The redshift of the PL of the 0.6◦-oﬀ samples is close to 100 meV compared to
the others. Its PL energy corresponds to a QW of eﬀective thickness around 4 nm.
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This is consistent with uncorrelated interfaces creating deep potential minima (Fig.
4.20(b)). The carriers relax toward the wider regions, where they recombine. A small
fraction still recombines in the thinner parts, which gives rise to the extended high-
energy tail of the PL, up to the energy actually corresponding to the nominal QW
thickness.
4.3.3 Versatility of MOVPE growth modes
From an epitaxial point of view, the striking features of our study is the observation of
several growth modes within a short range of substrate miscut angle. Also remarkable
is the fact that both the GaAs and the AlGaAs layers have similar morphologies, at
least on a few nanometers scale. AlGaAs surfaces are known to be rougher than GaAs
ones, due to the shorter diﬀusion length of Al adatoms. This is not in contradiction
with our results, as here we are discussing the formation of meso-structures (islands,
terraces). We do not directly consider the nano-roughness on top of these, which could
have a residual eﬀect on the optical properties.
The observation that the GaAs interface morphology does not depend on the QW
thickness is a natural consequence of this similarity between GaAs and AlGaAs. In-
deed, theoretical studies show that often several hundreds of ML have to be grown
before reaching a steady state of the growth front [221]. This condition is always satis-
ﬁed in our growths as we grew a thick buﬀer prior to depositing the structures.
Let us now discuss the formation of the diﬀerent morphologies that we observed.
For almost ﬂat substrates (domain I), the evolution of the interface with growth inter-
ruption shows that the morphology is determined by the ﬁnite migration velocity: steps
form only during G.I. A similar evolution of macrosteps with G.I. time was already re-
ported for MOVPE [222]. In that study, growth was performed at a lower temperature
(625◦C) and with a diﬀerent As source (TBA), which may explain diﬀerences in growth
kinetics. Nevertheless, they observe a continuous evolution of the steps up to 2 minutes
of G.I. and remaining islands on the annealed surface. We surprisingly do not observe
any evolution between 20 s and 2 min growth interruption; we still observe islands in
between the steps. The ﬂat terraces, which were obtained on annealed surface, in con-
trast to the apparently steady-state islands between steps obtained during growth, raise
the question of the possible occurrence of atom detachment from steps, at our rather
high growth temperature. Indeed, an increased roughness due to islands has been ob-
served on samples grown at larger temperature [223]. Yet, because large diﬀerences can
be created by small, uncontrolled, variations of the local miscut for nearly exact sub-
strates, many growth experiments would be required to distinguish real kinetic eﬀects
from purely geometric ones.
Similar considerations can be made for the morphology of the domain-II sample,
which shows step-ﬂow during growth, but coalescent step-bunching at the relaxed sur-
face. The pure step-ﬂow that we observed at the interface is obtained when the migra-
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tion length of adatoms is larger than the step separation. The migration length is given
by the island-free (denuded) zone at step-edge (∼100 nm). The evolution to a CSB
morphology on the surface is less intuitive. Shinohara et al. studied experimentally the
occurrence of step-bunching at the surface of GaAs layers grown by MOVPE on slightly
misoriented substrates [204, 224]. They observed step-ﬂow for small miscuts, and coa-
lescent step-bunching above a critical transition angle. At a lower growth temperature
and using B-misoriented substrates, they obtained step-ﬂow on 0.5◦-oﬀ surfaces [205].
They found that the critical angle decreases with increasing temperature and proposed
a model based on the saturation of the Ga atoms at steps by the adatoms, and on
the desorption of atoms from the surface. According to this model and their experi-
ments, step-bunching occurs at a smaller angle during annealing than during growth.
Our observation that the step-ﬂow taking place at the QW interfaces corresponds to a
step-bunched surface is consistent. The exact formation mechanism of CSB is still un-
clear, although a model, which relies on desorption and exchange of adatoms between
steps, has been proposed to describe the formation of step-branching during annealing
[225].
The denuded zone observed at the lower terrace edge is at ﬁrst sight indicative
of a negative Schwoebel (ES) barrier. This is however inconsistent with the step-ﬂow
observed for small terrace width. Instead, it is an evidence of the preferential precursor
decomposition at the steps, from where the released adatoms diﬀuse.
The inclusion of precursors indeed allows to mimic the eﬀect of a negative ES barrier.
The precise morphology of periodic step-bunching that we observed has been modeled
by Pimpinelli et al., who considered both precursors and adatoms kinetics [165,166,221].
They calculated that a thick layer (of the order of 100 ML) has to be grown before the
instability sets in. They also predict that once the growing surface has evolved to the
bunched state, no coarsening of the bunches happen and the morphology remains stable.
Indeed, the morphology that we observed on the TQW surface, thus several hundreds
of ML grown above the QW, is still identical.
The reason why step-bunching sets in when increasing the miscut angle (decreasing
the terrace length) and disappears upon further increase might possibly be found in the
model of ref. [166]. The step-bunching instability is described as a function of the prod-
uct ζl, where ζ is an increasing function of the dissociation rate of the precursors (νp)
and decreases with the precursors diﬀusivity (Dp): ζ =
√
νp
Dp
. l is the average terrace
width. The instability shows up for large enough ζl. Although it is not accounted for
by the model, the cracking νp of the precursors should increase with increasing miscut,
as the steps play a catalytic role. As at the same time l decreases, the product behav-
ior might be therefore non-monotonous with the miscut. Quantiﬁcation of the kinetics
variables would be however necessary to check this mechanism.
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4.3.4 Is further optimization possible ?
All the results describing the surface and interface morphology presented in this chapter
correspond to speciﬁc growth conditions: a growth temperature of 730◦C and a high
V/III ratio. These values were selected as a result of a systematic optimization of the
optical properties, mainly regarding growth temperature and V/III ratio, and by spo-
radicaly checking some other parameters like growth rate. This optimization was done
by varying one parameter and keeping the other ﬁxed. The optimum that we obtained
may not be absolute, but only local in the {T,V/III}-parameter space. With the un-
derstanding of disorder eﬀects that we gained through this study, the question arises
whether it is possible to further improve the optical properties of the QWs.
Usually, the observation of record low linewidth of QW PL are explained through
extended ML ﬂat terraces [197]. Extended islands can also lead to the appearance of
doublet in the PL spectra, corresponding to recombination from regions, which thick-
ness varies by ML integer. We introduced in Sec. 2.3 the characteristic length ξ0 giving
the minimal size of an island necessary to conﬁne an exciton [124]. For 15 / 5 / 2 nm
QWs we evaluate it to be ∼30 / 10 / 5 nm. In Fig. 4.20 we deﬁned the length κ as the
extension of a potential minima in the case of SF growth. For all three QWs, κ < ξ0,
thus preventing localization and therefore peak splitting. Except for the 15 nm QW,
we also have the relation aB > κ, therefore this contributes further to smoothing the
potential and reducing V0. For that reason, we believe that the interface roughness only
has a residual eﬀect on the broadening; this is linked to the nano-roughness inherent to
an alloy interface.
Beyond the interface, it is interesting to examine the value of broadening expected
from the alloy disorder in the barrier. Using the formulation of Singh [122], and the mea-
sured linewidth of the bulk AlGaAs PL, we calculate a broadening of approximately
0.3 / 1.5 / 3.6 meV for the 15 / 5 / 2 nm QWs, respectively. For the 15 nm and in
particular for the 5 nm QW, these values are very close to the record values that we
measured (0.6 / 1.6 meV). Alloy quality could therefore be the limiting factor in this
case.
Remarkably, the FWHM of the 2 nm QW did not improve like for the other QWs
when we increased the V/III ratio, and even slightly increased in average. It also has a
much larger variability compared to the linewidth of the other QWs (cf. Fig. 3.5). Due
to the large penetration of the wavefunction into the barriers, the properties of narrow
QWs are expected to be determined principally by the barrier material, more than by
interface ﬂuctuations. The calculated value of the alloy inﬂuence is still however much
smaller than the measured linewidth. We cannot exclude for example an eﬀect of the
V/III ratio on the nano-roughness. More likely, the extension of the carrier wavefunc-
tion deep in the barriers of a narrow well favors the formation of excitons bound to
impurities in the barriers. Indeed, we observed an even narrower linewidth for a 2 nm
thick QW, for which 5 ML AlAs were deposited before the second Al0.3Ga0.7As bar-
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riers. We measured a record low value of 4.3 meV, although the growth of AlAs was
not optimized. This indicates that the extension of the wavefunction in the barriers is
likely to play an important role for the 2 nm QW linewidth. At the moment however,
we have not clearly identiﬁed the limiting factor for the FWHM of this QW.
Further optimization of the optical properties of narrow QWs requires more experi-
mentation over the parameter space to, ﬁrst, identify the origin of the broadening. The
miscut angle range in which we obtain narrow linewidth is small under our growth condi-
tions. It is limited by island formation for small miscuts and initiation of step-bunching
for larger ones. This angle range can certainly be extended. Still, an improvement of
the absolute values obtained from thicker QWs is more speculative and has to address
crystal properties which were neglected up to now, for example alloy quality.
In general, an optimization of growth for devices will require a more global ap-
proach including optical properties, morphology (ex. for multilayer mirrors) and elec-
trical transport. Transport measurements on structures grown on vicinal substrates
were also performed [209]. They allowed to obtain high mobilities in QWs grown on
vicinal substrates. The properties of these samples proved to be less dependent on the
growth temperature. The optimal miscut angle and growth conditions were however
diﬀerent than those presented here for optics, as the origins of PL broadening and car-
rier scattering are diﬀerent.
4.4 Chapter summary
In this chapter, we reported a systematic study of the optical properties of QWs of
diﬀerent thicknesses, as a function of the miscut of the substrate on which they were
grown. We observed large and non-monotonous variations of the optical spectra with
the miscut angle, and we were able to explain them with respect to the QW interfaces
morphologies.
These morphologies indicate several transitions of the growth mode in a small range
(∼2◦) of the substrate miscut angle. Whereas the annealed surface of the samples also
shows signiﬁcant variations of morphology, and are therefore indicative of a change in
the burried layers, their morphology is not representative of the eﬀective QW interfaces.
These two features (rapid and non-monotonous variations, and discrepencies bet-
ween the morphologies of surfaces and interfaces) have probably prevented a better
control of the growth conditions in MOVPE up to now. The understanding of these
phenomena allowed us to better control the QW interfaces and to reach record values
of the PL FWHM of QWs grown by MOVPE. These values are comparable to those
reported for MBE growth, and allow to resolve exciton complexes formed in the larger
QWs.
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In addition, the data that we present are important indicators to test or further
reﬁne the numerous theoretical models proposed for epitaxial growth. In particular, the
morphologies that we observed are consistent with existing model accounting for the
presence of two types of diﬀusing species.
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Chapter 5
Quantum wires: disorder and
localization
One dimensional (1D) systems are more susceptible to disorder than 2D systems [226].
In the previous chapter, we have seen that the main origins of inhomogeneities in
quantum wells (QWs) are alloy disorder, crystalline impurities and interface roughness.
Quantum wire (QWR) systems are subject to the same sources of disorder, but are
particularly sensitive to interface roughness, due to the increased number of interfaces
and the more complexe procedures required to form them.
Excitons localized by the local ﬂuctuations of the conﬁnement potential usually
dominate the physical properties of QWRs and prevent the observation of pure one-
dimensional eﬀects. This is particularly true for V-groove QWRs: their structure and
their speciﬁc disorder characteristics are described in the ﬁrst part of this chapter
together with their impact on the optical properties (Sec. 5.1). In the second part, mo-
diﬁcations of the structure are implemented and characterized, in an attempt to bring
V-groove QWRs closer to real 1D systems. First, samples with lower potential barriers
are investigated (Sec. 5.2). Second, we study samples grown on vicinal substrates (Sec.
5.3).
5.1 State of the art V-groove QWRs
V-groove QWRs are very attractive systems for fundamental studies and for inte-
gration into devices [45]. Very early on, they were shown to be suitable as laser de-
vices [77]. Recent investigations aimed at integrating them into cavities or waveguides
[66, 67, 227, 228]. Meanwhile, studies on dynamical optical properties [90, 148, 151,229],
relaxation [230–232], optical anisotropy [76,233], excitons [91,234–236], many-body ef-
fects [81, 84, 237], or transport [64, 96, 229, 238–240], were conducted.
Many of these studies evidenced the crucial role of disorder on the physical proper-
ties of V-groove QWRs [89,98,148,164]. The disorder can damp or even suppress some
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of the attributes of 1D systems, by localizing carriers along the wire axis, by broaden-
ing the density of states, by modifying the band mixing, or by hampering the carrier
thermalization. Improvements of the uniformity of the system are thus highly desired
for addressing pure 1D properties.
5.1.1 The V-groove QWR structure
The fabrication method of V-groove QWRs was detailed in Sec. 3.1.3. Their structure is
represented in Fig. 5.1(a). In this system, the conﬁnement along the growth direction is
provided by the hetero-interfaces, as for a QW. The conﬁnement in the second (lateral)
direction follows from the bending of these interfaces, which results in the faceted cres-
cent represented in the TEM image of Fig. 5.1(b); the lateral barriers are formed due
to the thinning of the side-QWs (SQWs) formed on the near-{111}A sidewalls (referred
to as {111}A for simplicity in the following). In addition, the segregation of Ga and
Al at the center of the groove forms a vertical-QW (VQW), which lowers the potential
in the groove center. Although the ground state energy is lower in the SQW than in
the VQW, a thinning of the GaAs layer at the crescent’s sides creates a high potential
barrier, which prevents the transfer of carriers to the QWR. Therefore, the VQW is the
lowest energy barrier, and sets a large value of the eﬀective 1D conﬁnement potential
(typically larger than 100 meV).
Figure 5.1: (a) Schematic illustration of a
V-groove QWR structure, with QWs form-
ing on diﬀerent facets and at the center
of the groove. (b) TEM cross-sectional mi-
crograph of a crescent-shaped QWR, over
which the contour plot of the calculated
wavefunction of the conﬁned electronic
ground state is superposed. The faceted ge-
ometry of the groove is also underlined.
To introduce in detail the main characteristics of V-groove QWRs, we present here
the optical properties and the surface morphologies of two QWR samples grown with the
following layer structure: a nominally 2 nm thick GaAs layer embedded in Al0.3Ga0.7As
barriers, grown at a temperature of 690◦C on a 3 µm pitch groove array, which was
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deﬁned by optical lithography on a nominally exact (001) substrate. The two samples
diﬀer by the thickness of the bottom barrier, which is 200 nm in one case and 1 µm in
the other. The top barrier is in both cases 100 nm Al0.3Ga0.7As; it is capped by a 10 nm
GaAs layer. These samples are representative of the state of the art samples fabricated
up to now in our group.
5.1.2 Surface morphology: steps and corrugations
The very diﬀerent total thicknesses of the two samples importantly modify the aspect
of their surfaces. As described in Sec. 3.1.3, a thick buﬀer grown below the QWR leads
to a progressive reduction of the groove’s width and depth. In the present case, the total
thickness is not suﬃcient to planarize the surface and the grooves are still visible. The
surface morphology of the two samples are imaged in Fig. 5.2(b). A simpliﬁed schema
in (a) allows the identiﬁcation of the facets.
Figure 5.2: (a) Schematic cross-sections of the two QWR samples grown either with a thin
(left) or with a thick (right) buﬀer. (b) 10 x 10 µm2 ﬂattened AFM images of the surface.
The full z-scale is 5 nm. A few step edges are retraced for clarity. (c) Measured proﬁles of the
sidewalls along the QWR-axis direction.
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The surface of the thin buﬀer sample has deep (∼1 µm) and wide (∼2.1 µm) grooves.
The black and white alternance on the groove sidewalls in the AFM images corresponds
to large (around 15 nm) height variations, as evidenced in the cross-sections shown in
Fig. 5.2(c). These ﬂuctuations are comparable to those resulting from the groove etch-
ing (Fig. 3.8(c)). The facets essentially ﬂuctuate along the groove direction; the facets
proﬁle is rather constant across the sidewall width (in the (y-z) plane). There is no sys-
tematic correlation between the two sidewalls, but locally correlated domains exist. On
the sample grown with a thick buﬀer, only narrow (∼700 nm) and shallow (∼300 nm)
grooves remain. The sidewalls ﬂuctuations are similar to those of the sample having a
thin buﬀer.
The step pattern formed on the ridge strongly depends on the width of the (001)
top facet [181, 241]. For narrow ridges, ML steps form perpendicularly to the grooves
(B-steps), and deﬁne terraces, the width of which varies between 250 nm and about 2
µm (corresponding to local angles ranging from 0.06◦ to less than 0.01◦). We ﬁnd no
correlation between the step pattern and the sidewalls ﬂuctuations.
The surface pattern is drastically diﬀerent when the ridge width increases. In Fig.
5.2, we see that the steps near the groove arrange perpendicularly to its edge. Then,
about 400 nm away from the groove edge, they curve to align parallel to it, becoming
A-steps. As a result, a dimpled ridge is formed. However, the morphology observed on
these wide ridges depends strongly on the position on the surface. This is probably
caused by ﬂuctuations of the local miscut: Fig. 5.3 is a composite of several AFM im-
ages taken close to a defect on the surface. This extreme arrangement allows to observe
a whole range of diﬀerent step patterns on the ridge. The common features observed
are: (i) an alignement of the steps perpendicular to the groove, within a distance of a
few hundreds of nanometers away from the groove edge, and (ii) a curvature of the steps.
5.1.3 Optical properties: recombination of localized excitons
The PL spectra of the two samples are displayed in Fig. 5.4. The excited area contains
about 15 QWRs. Several spectra are presented in order to illustrate the slight variations,
which are found at positions a few millimeters apart. All the system components give
rise to speciﬁc optical transitions, which result in a rich optical spectrum.
The thickness of the crescent at its center is larger than that of the QWs that form
on the various facets of the substrate; the QWR emission thus corresponds to the lowest
energy line above the GaAs PL energy and is around 1.6 eV. The average linewidth
is 5.3 and 5.6 meV for the thick and thin samples, respectively. The intensities of the
QWR PL of the two samples diﬀer by a factor of nearly 2. The absorption length is
about 150 nm for the excitation at 2.41 eV and therefore many carriers are created
below the QWR. In the case where the AlGaAs bottom barrier is thin enough, some
of the photons are directly absorbed in the GaAs buﬀer. A signiﬁcant fraction of the
carriers generated in the barrier might also be captured in the buﬀer instead of diﬀusing
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Figure 5.3: AFM composite images of the surface of the sample grown with a thick buﬀer,
illustrating diﬀerent types of surface morphologies. In that case, they are induced by a defect
at (x=0, y=7.5).
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toward the QWR. This results in a weaker intensity of the QWR PL for the sample
grown with the thin buﬀer. The reduced area of the VQW can also be responsible for
the weaker intensity, as it is known to be an eﬃcient pathway to guide carriers to the
QWR [242].
The emission energies of the QWRs on the two samples are also diﬀerent: the sample
with the thin buﬀer emits at a signiﬁcantly higher energy (1.612 eV ± 4 meV) than the
one with the thick buﬀer (1.594 eV ± 3 meV). It indicates that a thinner buﬀer leads to
a thinner QWR. This might be directly related to the growing surface area at the time
of the QWR layer deposition: when a thin buﬀer is grown, the surface of the sample has
a larger area. Assuming that the deposition rate is not modiﬁed and that a ﬁxed amount
of material is deposited, the larger is the surface area, the thinner is the deposited layer.
Figure 5.4: (a) PL (in log scale) and µPL (in lin. scale) spectra of the two samples. The
multiple PL spectra are measured at diﬀerent positions on the samples and show the good
reproducibility of the spectra. (b) Sets of PL spectra of the QWR, measured at diﬀerent
positions with a higher spectral resolution.
The attribution of the other spectral lines is less straightforward as several QW
structures are formed on the various facets. With regard to the diﬀerent facet areas in
both samples, (001) (resp. {111}, see insets in Fig. 5.4) QW emission should dominate
in the thick (resp. thin) sample. We thus attribute the emissions at 1.73 eV and 1.75
eV to the (001) ridge and {111} sidewalls QWs, respectively.
Similarly, the VQW extends across the whole AlGaAs layer, and therefore has a
larger area in the thick sample. Thus, it should correspond to the lines around 1.81 eV,
consistently with the energy expected from Eq. 3.6. Finally, the broad emission between
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1.65 eV and 1.7 eV probably comes from small and strongly disordered {113} facets
separating the ridges and the sidewalls. These facets will be discussed later.
An analogue reasoning can be made to identify the PL of AlGaAs layers grown on
the diﬀerent facets. AlGaAs emits at a lower energy (1.959 eV) in the sample with
the thin buﬀer, where it is mainly grown on {111}A facets. As the top (001) facet ex-
pands when a thick buﬀer is grown, the part of AlGaAs growing along that orientation
dominates and is seen to emit at 1.985 eV. We deduce that the eﬀective aluminum con-
centration is about 3% smaller when grown on {111}A instead on (001) planes. This is
in contradiction with other reports [243], which concluded that xeff{113} < x
eff
(001) < x
eff
{111}A;
this diﬀerent behavior might be due to diﬀerent growth conditions.
Figure 5.5: (a) 10 K µPL spectra measured at ∼1 µm intervals along a QWR (b) Excitation
power dependence measured at a single position. (a) and (b) are measured on a QWR grown
above a thick buﬀer. (c) Integrated intensity of QWR PL excited with a power spanning more
than 5 orders of magnitude. Diﬀerent symbols represents measurements at diﬀerent positions
of either the thin- or the thick-buﬀer sample.
In µPL measurements, only a single QWR is probed over a length of ∼1 µm. In
addition, a smaller area of the ridge and sidewall regions is probed in this case. The
broad PL lines decompose into dense groups of sharp lines corresponding to localized
excitons (see Fig. 5.4(a)). In particular, the QWR spectra consist of multiple narrow
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lines, as evidenced in Fig. 5.5(a). This ﬁgure shows µPL spectra acquired at ∼1 µm
intervals along the QWR axis. We note spectral variations along the QWR of two types:
(i) a shift of the PL ‘center of gravity’ (mean energy), between spectra measured over a
few microns, and (ii) a variation of the number and energy of the narrow lines between
individual spectra. The linewidth of isolated lines is typically 200-300 µeV. The number
of peaks varies signiﬁcantly from spot to spot; it is indicative of the number of deep
potential minima within the probed area.
Often, a single line dominates the spectra at low energy, and higher energy peaks
are weaker and spectrally less separated, as shown in Fig. 5.5(b). This situation cor-
responds to an eﬃcient relaxation into the lowest minima of the potential. As the
excitation density is increased, the lowest energy line saturates, and the spectral weight
shifts toward higher energies as more and more states become occupied [244]. A high
energy tail develops with increasing excitation power and hides the ﬁne structure at in-
creased density. The intensity integrated over the whole QWR spectral width (and from
which the overlapping background emission from the QW PL tail has been substracted)
increases linearly over the whole range of excitation density used in the measurements
(Fig. 5.5(c)): this indicates that QWR states are further ﬁlled without saturation.
Finally, polarization resolved µPL spectra are shown in Fig. 5.6. In the usual mea-
surement geometry, the luminescence is collected from the top of the sample, and hence
one cannot access the light polarized along the growth axis. In order to probe such po-
larization states, we cleaved the sample and mounted it on its edge. Fig. 5.6(a) displays
the spectra obtained in the y- and z-polarization sketched in panel (d). The z-polarized
intensity is almost completely quenched as a result of the anisotropy of the QWR cross-
section. The polarization degree PD is displayed as a function of energy on the upper
panel of the graph; it is close to unity.
In the top view geometry (Fig. 5.6(b) and (c)), the light is also polarized mainly
along the y-direction. In that case, it is not a quantum mechanical eﬀect, but an elec-
tomagnetic phenomena related to the non-planarized surface of the sample [245]. Still,
these measurements evidence a ﬁne splitting ∆Eint of the individual µPL lines. This
splitting is here of the order of 100 µeV, at the limit of the system resolution. It was
shown to be due to the eﬀect of exchange interaction on the localized states [246]. The
lowest energy component of the split doublet is polarized along the QWR axis. This sign
of ∆Eint is characteristic of the extension of the exciton wavefunction in the weakest
conﬁnement direction.
5.1.4 Origin of disorder in V-groove samples
The observations reported above are typical of V-groove QWRs, and have been the
topic of several reports that appeared in the literature in recent years. The spectral
ﬂuctuations are due to spatial variations of the excitonic potential along the QWR,
which take place over two length scales. The variation of the PL mean energy corre-
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Figure 5.6: Polarization resolved µPL spectra of the QWR grown over a thin buﬀer, measured
(a) in a cleaved-edge geometry, (b,c) in the usual top-view geometry. Graph (c) is an expansion
of graph (b). (d) Schema of the polarization axis.
sponds to variation of the QWR thickness, which is related to the ﬂuctuations along
the groove over µm-scale distances. Indeed, these large scale ﬂuctuations have been di-
rectly correlated to the spatial variation of the luminescence energy along a QWR and
have been attributed to a modiﬁed QWR shape and thickness [173]. It is noteworthy
that these results were obtained on a segment along which both sidewalls ﬂuctuations
were correlated, even though we have observed that these correlations are often non-
systematic across samples. The second type of disorder relates to exciton localization. In
V-groove QWRs, short-scale disorder is often attributed to step-bunched {113} facets
that form the side of the crescent (see Fig. 5.7(a)) [247, 248]. Such a growth mode is
indeed observed on the {113} facets forming at the bottom of the groove on the sample
surface, as will be shown later.
5.1.4.1 Comparison to the ‘best’ samples
As excitons are localized in shallow potential minima, disordered 1D systems can often
be considered as a chain of QDs randomly distributed along the ‘wire’ [249]. In typical
V-groove samples, the extension of the potential minima is evaluated to be in the range
of a few tens of nanometers [88]. The best results toward a reduction of these inhomo-
geneities were presented by Guillet et al. [98]. Their studies revealed a mean localization
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Figure 5.7: (a) Schematic illustration of V-groove QWR disorder features: ML steps on the
central (001) and step-bunched {113} facets. (b) Scheme of the ML steps induced laterally by
a deviation of the groove axis from the [11¯0] direction.
length ξ of 400 nm, i.e. one order of magnitude larger than that of our standard samples.
They attributed this improvement to three factors: (i) the smoothing of the patterned
substrate using chemical etching [174]; (ii) the use of TBA (another arsenic source) dur-
ing growth, which reduces the impurity incorporation [250,251]; (iii) the improvement
of the alignement of the groove direction with the [11¯0] crystallographic direction.
(i) We checked the eﬀect of an additional etching with a solution of NH3 : H2O2 :
H20 (1:3:50) after the groove formation and SiO2 mask removal. The roughness was not
signiﬁcantly modiﬁed and the amplitude of the ﬂuctuations was of the order of 20 nm
over a few microns length. Actually, as seen in Sec. 3.1.3, the under-etching below the
SiO2 mask already contributes to the smoothing of the facets edge in our fabrication
procedure. This additional processing step is thus not necessary.
(ii) The use of TBA as a gaseous source of As was previously investigated in our
group for the growth of QWs, but did not lead to substantial improvements. Further
tests would be diﬃcult to implement, as they would aﬀect all the structures grown in
our MOVPE reactor.
(iii) We ﬁnally checked the importance of the groove alignement (Fig. 5.7(b)), which
is presented by Guillet et al. to be the most sensitive parameter. For that purpose, we
prepared patterned samples written by e-beam lithography. Several patterned areas
were written, in which the groove direction was intentionally deviating from the [11¯0]
direction in the (001) plane. The grooves were prepared with a nominal angle between
-0.05◦ and 0.4◦. The 0.05◦ value corresponds to the evaluated precision of the alignement
in the e-beam: it is based on the parallelism between a cleaved edge of the substrate
and the line pattern and it is limited by the translation range of the e-beam stage. This
is one order of magnitude larger than the precision attained by Guillet and coworkers
(0.004◦), who do not explicit their alignement procedure.
We grew 2 nm (nominal) thick QWRs in Al0.3Ga0.7As barriers and measured the PL
linewidth of the QWR emission from each area having a diﬀerent misalignement (Fig.
5.8). PL lines exhibited a comparable linewidth around 6 meV and their µPL spectra
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revealed many narrow lines in all cases.
Figure 5.8: PL spectra for QWRs grown on groove nominally misaligned by an angle θ with
respect to the [11¯0] direction. The inset shows the almost constant FWHM with θ.
It thus appears that, in our case, the factor limiting the QWR homogeneity is not
the lateral alignement with respect to the [11¯0] direction. The 0.004◦ angle precision
attained by Guillet et al. would allow about 4 µm long segment before a ML step forms
laterally. In our case, the alignement precision still corresponds to ∼300 nm long seg-
ments. Nonetheless, it has to be underlined that the lithography and etching processing
steps obviously do not reach a ML precision. Therefore we believe that the eﬀect of
misalignement is negligible as compared with the eﬀect of etching [173].
In spite of the progress reported, the picture of disorder and of its formation are far
from being as clear for V-groove QWRs as for QWs. The growth model explaining the
self-limited proﬁle presented in Sec. 3.1.3 only addresses growth mechanisms in the (y,z)
plane, but not those along the groove. Yet, speciﬁc growth phenomena take place in the
x direction on non-planar substrates. They are manifested in the particular patterns
on the ridge facets. Although they are apparently not related directly to the QWR
morphology, they attest to the existence of material ﬂux (adatoms, precursors) along
the groove direction.
The challenge that one faces is then to reduce the ﬂuctuations along the groove, or
at least their eﬀect. The next sections investigate two approaches toward the fabrication
of improved 1D systems: ﬁrst, reducing the barrier potential, which makes the carriers
less sensitive to interface ﬂuctuations; second, growing QWRs on vicinal substrates,
which proved so successful for QWs.
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5.2 V-groove QWRs with low conﬁnement barriers
The ﬁrst approach, which we present below, aims at reducing the inﬂuence of interface
disorder on the optical properties by lowering the barriers potential around the QWR,
i.e. reducing the Al content x of the AlxGa1−xAs barriers. We expect mainly two ef-
fects arising from such a modiﬁcation. First, the amplitude of the potential ﬂuctuations
related to the disorder should be reduced. Second, the exciton wavefunction should ex-
tend deeper into the barriers and across the ﬂuctuations, and further smooth out the
eﬀective potential (Fig. 5.9). A systematic study for QWs [252] showed that the local-
ization of excitons increases with increasing Al content x, as the standard deviation of
the potential ﬂuctuations increases.
Figure 5.9: (a) Schematic illustration of the structural ﬂuctuations of the potential along the
QWR axis. (b) Schematic illustration of the exciton wavefunction in a potential determined
by ‘high’ (top) or ‘low’ (bottom) barriers. (c) Corresponding eﬀective potential resulting from
the averaging by the exciton.
To quantify the eﬀect of a reduced barrier height, we calculated the conﬁned states
for diﬀerent barrier compositions using the model described in Sec. 2.2.1. The QWR
proﬁle that we used was obtained from the TEM image of a nominally 3 nm thick QWR,
grown between Al0.3Ga0.7As layers, but we scaled it down to a nominal 2 nm thick layer.
It resulted in a height of ∼5.6 nm at the center. The proﬁle is known to change with the
Al content, but to isolate the eﬀect of barrier height we kept it constant and modiﬁed
only the Al content in the barrier. The barrier bandgap was calculated from the expres-
sion in Table 2.1 and the VQW concentration was calculated from Eq. 3.6 with K = 1.85.
The results are reported in Fig. 5.10(a). The transition energy gradually decreases
with decreasing Al concentration. For suﬃciently small Al contents, the wavefunction
of the ground state electron extends importantly into the VQW, but the lowest energy
states remain conﬁned in the QWR [108]. Our model cannot calculate those extended
states properly because of the ﬁnite length of the calculation gride. In panel (b), we
report the variation of the ground state energy EML arising from a slightly diﬀerent
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Figure 5.10: (a) Calculated transition energies for a 2 nm QWR as a function of the Al
concentration x in the barriers. The VQW and bulk barrier energies are also shown. (b)
Calculated variation of the ground state energy for a diﬀerence of one ML in the QWR
thickness. (c) Density of probability of the ground electronic state, for two diﬀerent barrier
compositions. The crescent thickness at the center is 5.6 nm.
proﬁle, which thickness diﬀers by 1 ML over the whole width of the crescent. A re-
duction from x=30% to x=10% reduces EML by a factor close to 2. In panel (c), we
display the normalized density of probability of the ground electronic state for these two
cases. For x=10%, the extension of the wavefunction is much larger than for the higher
barriers case. It extends particularly vertically toward the VQW, which corresponds to
the lowest barrier region.
5.2.1 Samples and growth conditions
Several QWR samples with a low Al content x in the barriers were grown. The structure
consisted in: a 2 nm QWR layer grown on top of a 200 nm AlxGa1−xAs lower barrier,
covered by a 100 nm AlxGa1−xAs upper barrier and a 10 nm GaAs cap, deposited on a 3
µm pitch substrate prepared by standard photo-lithography and wet chemical etching.
When the Al concentration is reduced, the self-limited proﬁle has a larger central facet
(or, equivalently, a wider crescent) [176, 177]. As a result, the lateral conﬁnement de-
creases when x is reduced. This was compensated by using a lower growth temperature,
which reduces the crescent width. In turn, the V/III ratio had to be adjusted to these
new parameters. This was implemented on the basis of the trend shown in Fig. 3.4 and
our experience with shallow-barrier QWs.
As all these factors are tightly inter-linked, several iterations were necessary to opti-
mize the parameters for a given Al nominal concentration. Planar QW structures with
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Sample xnom (%) TGrowth (
◦C) V/III (GaAs/AlGaAs) xact
2085 30 690 133/220 30.5
2114 15 650 80/150 17.7
2424 12 650 80/150 12.3
2422 12 650 80/80 12.0
2351 11 675 80/115 11.9
2272 7 675 80/115 10.9
2271 7 650 80/115 10.8
2177 7 650 80/115 9.8
2331 7 675 80/100 7.6
2329 7 675 80/140 7.5
2232b 4 650 80/100 5
2242 4 600 80/100 5
2243 4* 650 80/100 4.3
*diﬀerent buﬀer: 10 nm GaAs and 300 nm Al0.1Ga0.9As below the 4% barrier.
Table 5.1: List of the QWR samples grown with diﬀerent nominal Al concentrations x in
the barriers and their main growth parameters. The actual Al concentration xact is deduced
from optical measurements.
the same layer sequence grown on 0.2◦-oﬀ (001) (toward [110]) substrates were syste-
matically grown at the same time, serving as references. The list of samples is given
in Table 5.1. Because of calibration discrepencies, the actual Al content diﬀers from
the nominal one. It was deduced from the PL energy of the AlGaAs material using the
relation given in Table 2.1: as illustrated in panel (a) of Fig. 5.11, AlGaAs emission
in the QWR samples is visible under high excitation. When available, PLE spectra
also gave a good evaluation of the barrier energy, as it corresponds to a strong reso-
nance. As previously mentioned, the AlGaAs layers grown on the planar reference emit
at a diﬀerent energy. Nevertheless, for simplicity, we use the actual Al concentration
deduced from the QWR sample to refer to the concentration of its planar references
as well. In some cases, the samples were post-processed, as described in Sec. 3.1.3.3,
to remove part of the QWs, which emission overlaps strongly with the PL of the QWRs.
5.2.2 Dependence of the PL spectra on Al content
A common feature of the PL spectra of the samples grown with a low Al content is a
relatively intense and broad emission around 1.55 eV. It is more pronounced for low
barriers, and slightly redshifts with decreasing Al content. Fig. 5.11(b) displays a PLE
spectra of this shoulder, for a sample with xact 12%. It exhibits a large Stokes shift and
an important PLE resonance at the barrier energy, but only a very weak modulation
at the QWR energy. Also, it shows no VQW resonance and no polarisation anisotropy.
It is thus clearly not related to the QWR. It is however linked to the growth on the
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Figure 5.11: (a) Power dependence of the PL spectra of the QWR sample #2114 (upper
part); PL of the reference QW and PLE evidencing the barrier energy (lower part). (b) PL and
PLE spectra of the 1.55 eV shoulder on sample #2351. The PLE is measured with excitation
polarized parallel and perpendicular to the QWR.
grating, as it is not present on the spectra measured in the planar parts. Its origin is
nonetheless unclear.
Figure 5.12: (a) PL and PLE spectra of two samples with xact=12%.((a) #2351 and (b) and
#2422). The arrows point to the detection energies.
The identiﬁcation of the QWR line is clear from its characteristic lineshape, and is
further conﬁrmed by PLE spectra. Two examples are presented in Fig. 5.12. Both sam-
ples were grown with about 12% Al content in the barriers, as visible from the strong
absorption at ∼1.686 eV. Sample #2422 (b), which was grown at a slightly lower tem-
perature and lower V/III ratio, has no excitonic resonance at the barrier energy, which
possibly indicates a stronger residual doping. The VQW absorption is visible around
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1.617 eV (consistently corresponding to K ∼ 1.8 in Eq. 3.6). We note the heavy and
light hole splitting of the VQW absorption line: the ratio between the intensity of the
two peaks depends on the polarization [243]. Below these strong resonances, the QWR
transitions are very weak, but their intensities still allow a measurement of the Stokes
shift (< 3 meV) and of the energy separation between the ﬁrst two transitions (∼7meV).
Figure 5.13: 10 K PL spectra of QWR samples grown with diﬀerent AlGaAs barriers com-
position, as detailed in Table 5.1. The QWRs emission is marked by arrows. Some samples
were post-processed to remove part of the QWs, as indicated. Inset: PL spectra of reference
QW samples grown simultaneously on planar 0.2◦-oﬀ substrates.
The PL spectra of all QWR samples are shown in Fig. 5.13. There is a global redshift
of the PL lines with decreasing x (except for that of the GaAs). The QWR emission
is indicated by an arrow. For the post-processed samples, it is well resolved from the
other PL lines. The lines of the diﬀerent QWs and of the AlGaAs gradually merge as x
is reduced. The GaAs emission also changes from sample to sample, probably because
of the variation of the growth conditions. The inset of Fig. 5.13 shows the PL spectra
for the QW reference samples.
The peak energy is reported as a function of the Al content in Fig. 5.14(a). The
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QWR emission shifts toward lower energies, from 1.612 eV for x = 31% to 1.567 eV for
x  8%. In the latter case, the QWR signal is very weak, and for even lower barriers,
the QWR emission is no more visible; the signal is probably merged with the low-energy
tail of the QW PL. In comparison, the emission of the reference QWs redshifts much
more. For the QWR, the decrease of the transition energy with decreasing barrier height
follows nicely the trend calculated in Fig. 5.10, which is reported as a dashed line in
Fig. 5.14(a). The diﬀerence in absolute energy is at least partly due to the QWR proﬁle
that we used for the model calculations. The good agreement indicates that the QWR
shape was roughly kept constant in all grown samples, thanks to the adjustments of the
growth parameters. The exciton binding energy might also change between samples,
but this eﬀect is probably negligible [110].
Figure 5.14: (a) Peak energy and (b) measured FWHM of the PL line of the QWRs and
reference QWs as a function of the actual aluminium content. (c) FWHM as a function of the
peak energy for the same samples as in part (b). Note that xact was measured only for the
QWRs and that this value is used to present the data for the reference QWs grown together.
Dashed lines are deﬁned in the text. (d) PL spectra of QWRs grown with low barriers and
exhibiting narrow linewidth.
Fig. 5.14(b) displays the FWHM of the QWR and QW lines. There is quite a large
dispersion of points around xact = 10% as a result of the successive growths carried out
for optimization. Nevertheless, it is seen that the FWHM is strongly reduced when the
barriers height is lowered. Very narrow (2-3 meV) linewidth are obtained for the lowest
Al concentrations, although the smallest one (1.9 meV) corresponds to a very weak line.
For comparison, the dashed line shows the expected trend, calculated for ﬂuctuations
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corresponding to a ML thickness variation of the QWR proﬁle. The panel (c) of Fig.
5.14 compares the FWHM of QWRs and QWs as a function of the peak PL energy,
which serves as an indication for the strength of conﬁnement in the structure. For a
given emission energy, the QWR linewidth is in general larger than that of the QWs,
even though the latter were not optimized at all. Still, without any optimization, 2 nm
wide QWs with low barriers reach PL linewidths that are comparable to those of wider
QWs grown in TQW structures with 30 % barriers and exhibiting similar conﬁnement
energies. Those linewidths are represented in the graph by the dashed line that joins
the best data of Fig. 4.18. Nevertheless, the best QWR linewidth are close to those of
the QWs, in spite of their much more intricate interfaces. Some of the corresponding
spectra are shown in Fig. 5.14(d).
5.2.3 Doublet splitting of the QWR PL line
Figure 5.15: (a) Close-up on three PL spectra featuring a doublet splitting of the QWR
line (10 K, 50 µW excitation power). Power (b) and temperature (c) dependence of the PL
spectra of sample #2114 (xact 18%).
In the sample series discussed here, one of the origins of the dispersion of the FWHM
is that several samples exhibit a barely resolved doublet in the PL line of the QWR.
Three representative spectra are shown in Fig. 5.15(a). Panels (b) and (c) display the
dependence of the PL on the excitation power and temperature, respectively, for a sam-
ple grown with ∼18% Al in the barriers. The low energy component dominates at low
excitation power and low temperature. At very high excitation, the two components
broaden and merge, and only a broad, blue-shifted line subsists. The energy separation
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Sample xact [%] ∆doublet [meV]
2114 17.7 3.5
2424 12.3 3.3
2422 12.0 2
2271 10.8 2.2
2177 9.8 2
Table 5.2: Doublet separation measured in the PL spectra as a function of the eﬀective Al
content in the barrier.
of the doublet mostly decreases with decreasing aluminium content, as reported in Ta-
ble 5.2.
Figure 5.16: (a) Low temperature (10 K) µPL spectra of sample #2114 (xact= 18%) taken
at ∼1 µm distance along a QWR segment (a). Spectra measured at a given position with
diﬀerent excitation powers (b). The dotted line is a lorentzian ﬁt of the dominant line at the
lowest excitation density. Its FWHM is 1.7 meV.
The doublet is not systematically present in µPL spectra: this is seen in Fig. 5.16(a)
for the same sample as in Fig. 5.15. Instead, the emission consists of several peaks, which
are all rather broad. Here again, we observe ﬂuctuations of both the mean energy and
of the ﬁne structure of the PL line. Even at the lowest excitation power the dominant
line has a linewidth much larger than 1 meV (panel (b)). With increasing excitation
intensity, the broadening and blue shift are clearly due to occupation of higher energy
states. At intermediate intensity (500 µW), the lineshape indeed exhibit an unresolved
doublet. No new emission line appears at higher energy with increasing excitation den-
sity, but only the intensity of the highest energy feature visible at low-excitation is
increasing. Local saturation of the low-energy states may then explain the occurrence
of doublet-like emission in some spectra of Fig. 5.16(a), which has an energy separation
of the order of that measured in µPL. The possible origins of the low-energy states will
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be discussed later in Sec. 5.4.1.
5.3 V-groove QWRs grown on vicinal substrates
In Ch. 4, we showed how the growth on vicinal substrates can eﬃciently modify the
optical properties of QWs as a result of a change of the growth mode. In this section, we
investigate the same approach for improving V-groove QWRs. The situation is, how-
ever, much more complicated in this case because several crystallographic facets are
involved. It is known that, under given growth conditions, each of these facets displays
a diﬀerent growth mode. An optimization of the growth conditions is hence necessary,
in order to ﬁnd the best compromise for the QWR structure.
The situation is further complicated by the initial groove disorder: the growth takes
place on an inhomogeneous template. We have observed in Sec. 5.1 that even the growth
of a thick buﬀer layer before growing the QWR does not allow to smooth out these ﬂuc-
tuations. The self-limited growth described in Ch. 3 takes place in the groove sectional
plane. It would be desirable to have a comparable mechanism along the QWR direc-
tion. In the following, we investigate the eﬀect of a small misorientation of the (001)
substrate toward the [11¯0] direction on the optical and morphological properties of V-
groove QWRs samples (Fig. 5.17(a)). We expect the miscut to inﬂuence the growth
mode along the groove.
Figure 5.17: (a) Schema of B-steps close to a V-groove etched in a substrate misoriented
toward [11¯0]. (b) SEM images of the two extremities of V-groove patterns etched in a 8◦-oﬀ
substrate. The SiO2 layer is still present.
A ﬁrst eﬀect of the miscut occurs already at the stage of the groove processing.
The lateral etching rate of the HBr:Br:Methanol solution increases with the miscut
angle. The etching time is therefore adapted to ensure similar grooves dimensions on
all substrates. As illustrated in Fig. 5.17(b), the extremities of the grooves also exhibit
diﬀerent shapes, which indicates an anisotropic etching rate in the [11¯0] direction. How-
ever, the resulting sidewalls all display a roughness similar to that described in Sec. 3.1.3.
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5.3.1 Dependence of the PL spectra on the miscut angle
The PL spectra of V-groove samples grown on patterned substrates with various miscut
angles are shown in Fig. 5.18(a). The samples consist of a 2 nm (nominal) QWR layer,
embedded in 500 nm and 300 nm Al0.3Ga0.7As barriers, and covered by a 30 nm GaAs
cap. For all samples, the QWR PL is clearly identiﬁed around 1.6 eV, whereas that of
the QWs and AlGaAs consist of several lines, the energy and shape of which depend
strongly on the miscut angle. The FWHM and peak energy are reported in panel (b)
as a function of the substrate miscut angle. For each angle value, several points are re-
ported, corresponding to diﬀerent locations on the substrate surface and thus probing
the overall homogeneity, which is found to be rather good. An exception is the sample
grown on a 2◦-oﬀ substrate, which displays rather large PL linewidths due to an unre-
solved ﬁne structure. This ﬁne structure is not always observed; when it is not observed
a rather narrow linewidth is measured. We will disregard this anomalous feature in the
following discussion.
Figure 5.18: (a) 10 K PL spectra of 2 nm QWRs samples grown (simultaneously) on sub-
strates with diﬀerent miscuts. The light gray lines correspond to non-patterned parts of the
substrates. (b) Linewidth and peak energy as a function of the miscut.
The FWHM of the QWR PL decreases with increasing miscut angle particularly for
angles larger than ∼4 ◦. For an 8◦-oﬀ miscut angle, the FWHM is as narrow as 3.7 meV.
The peak energy of the QWR PL from this sample is signiﬁcantly redshifted. This is in
contrast to the trend showing an increase of the emission energy with increasing miscut
angles between 0◦ and 6◦. Another characteristic feature of these spectra is the change
of the QWR PL lineshape, which is well visible in the logarithmic scale representation
of Fig. 5.18. The sample grown on the ‘exact’ substrate shows a QWR PL with a tail
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on the high-energy side. In contrast, the samples with a larger substrate miscut angle
exhibit a stronger spectral weight on the low-energy side of the line.
In Fig. 5.18(a), the light grey lines correspond to the PL measured on a non-
patterned area of the same samples. The GaAs, 2 nm thick QW and AlGaAs emis-
sions are clearly identiﬁed. We note the important diﬀerence in the AlGaAs quality
between the sample grown on an ‘exact’ substrate and the vicinal ones: whereas donor-
acceptor recombination dominates the PL of the ‘exact’ sample, the relative intensity
of the bound exciton emission increases with increasing miscut angle and its lineshape
gets narrower. Also, we observe that AlGaAs grows with a higher Al content on the
patterned parts. In the PL corresponding to the patterned area, the QW and AlGaAs
lines split into several components corresponding to the growth on the diﬀerent facets.
Discussing the PL lines from these structures is diﬃcult, because we cannot identify
them more precisely.
The QWR emission of the samples grown on the ‘exact’ and 8◦-oﬀ substrates are
further compared in Fig. 5.19(a). This ﬁgure displays µPL spectra measured at random
positions on the samples. At ﬁrst sight, the local disorder is important and similar in
both cases. For both samples, the mean energy of the spectra and the number of sharp
lines ﬂuctuate over the sample. Yet, we note that the tails of spectra are smoother, on
average, for the 8◦-oﬀ sample than for the ‘exact’ one. In the latter case, several small
features are visible, both on the low- and high-energy sides, generally of weak inten-
sity. On the contrary, spectra acquired from the 8◦-oﬀ sample often display a smoother
low-energy onset of the PL. Similarly, the high-energy tail generally decreases more
smoothly than for spectra measured on the sample grown on an ‘exact’ substrate.
Important deviations from this general behavior are, however, worth commenting
on. Several spectra obtained on the 8◦-oﬀ sample are shifted by a few meV toward
higher energies. Their intensity is systematically weaker than those emitting closer to
1.6 eV, as indicated by the larger relative contribution of noise to these spectra. This
is better evidenced in Fig. 5.19(d), which displays the integrated intensity of the QWR
PL as a function of its mean energy (the ‘center of gravity’ of the emission). The data
dispersion in intensity is important and is partly due to slight misalignments of the
laser spot relatively to the groove axis. Still, a trend is visible, showing that emission
at low energy is weaker. For the 8◦-oﬀ sample, however, several points deviate from
this trend. Although they span a higher energy range than the data relative to the ‘ex-
act’ sample, they do not inﬂuence the overall PL lineshape because of their low intensity.
Panels (b) and (c) of Fig. 5.19 display the sum of each individual spectrum of part
(a), for the two samples. The non-normalized spectra were summed, and the back-
ground signal corresponding to the emission tail of QWs was subtracted. The lineshape
that is obtained through this procedure closely resembles that obtained in standard PL
measurements. The emission of QWRs grown on the 8◦-oﬀ substrate is well ﬁtted by
a Gaussian over one order of magnitude. The low-energy side of the spectra is slightly
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Figure 5.19: (a) 10 K µPL spectra of QWRs grown on ‘exactly’ oriented and 8◦-oﬀ sub-
strates. The spectra are taken at random locations on the patterned area. (b) Linear and (c)
logarithmic scale spectra of the two samples, obtained by summing the individual spectra
(without normalization) of panel (a). In both panels, the dashed line is a gaussian ﬁt to the
8◦-oﬀ sample spectra. (d) Distribution of the integrated intensity of the spectra of panel (a)
as a function of their mean energy (‘center of gravity’).
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broader and decays exponentially. In contrast, the numerous peaks visible on the in-
dividual spectra of the ‘exactly’ oriented sample form an important shoulder on the
low-energy side of the ensemble lineshape. On the high-energy side, another shoulder is
present, about 6 meV above the peak.
The broadening of the PL line for the two samples is further discussed through the
power and temperature dependence of the µPL lineshape (Fig. 5.20). The global eﬀect
is the same for an increasing excitation power (panel (a)) or temperature (panel (b)).
At a low temperature (T = 10 K) and a low excitation power (P  1 µW), the PL
of the QWR grown on the ‘exact’ substrate exhibits the characteristic sharp lines dis-
cussed above. The background from which they emerge increases with increasing P (or
T ). The sharp lines gradually merge with this background and ﬁnally become a single
broad line, although with some ﬁne structure still visible at the extremal measurement
conditions used here (P = 1 mW or T = 50 K). Most importantly, in both cases, the
PL lineshape of the ‘exact’ sample develops a strong asymmetry with increasing P (or
T ), as more states are occupied by state ﬁlling (or thermal redistribution).
Figure 5.20: (a) Excitation power and (b) temperature dependence of the µPL spectra
of two samples grown either on an ‘exactly’ oriented substrate, or on a 8◦-oﬀ substrate. The
dashed lines are Lorentzian (a) and Gaussian (b) ﬁts to the upper spectra of the 8◦-oﬀ sample,
vertically shifted for clarity.
Strikingly, the data relative to the sample grown on the 8◦-oﬀ substrate indicate a
totally diﬀerent behavior. The increase of background and disappearance of sharp lines
are also observed, but the overall lineshape symmetry is conserved up to 1.1 mW or 50
K, and no high energy tail appears. This is illustrated by the two ﬁts that are displayed
on the 1.1 mW and 50 K spectra of the 8◦-oﬀ sample. Interestingly, the lineshape is
lorentzian at high excitation power, but it is Gaussian at high temperature (in both
cases with a linewidth of ∼7 meV).
To further characterize the speciﬁc behavior of the 8◦-oﬀ sample, we performed PLE
measurements. Representative spectra measured at 10 K with the laser polarization pa-
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Figure 5.21: (a) PLE spectra measured at 10 K on the 8◦-oﬀ sample. (b) Absorption spectra
calculated with and without accounting for Coulomb interactions and oscillator strength of
the transitions. (c) TEM image of the 8◦-oﬀ sample used to determine the potential of the
model calculations. (d) Stokes shift as a function of the temperature, deduced from PLE
spectra polarized either parallel or perpendicular to the QWR.
rallel and perpendicular to the QWRs are displayed in Fig. 5.21(a). First, we note that
in spite of the redshifted emission of the QWR for this sample, a strong subband sepa-
ration is maintained (41 meV between e1 − h1 and e2 − h2). Second, the linewidth of
the ﬁrst transition (ﬁtted by a Lorentzian in the ﬁgure) is as narrow as 6 meV. Third,
a very rich ﬁne structure is visible in the spectra.
This ﬁne structure has been predicted a few years ago [253], but this sample is the
ﬁrst one, in which it can be resolved experimentally. Part (b) of Fig. 5.21 displays ab-
sorption spectra and the elements of the transition matrix (Eq. 2.20) calculated from
the TEM proﬁle shown in panel (c). The matrix elements and the dashed lines, corres-
ponding to free carrier absorption, are obtained with the method described in Sec. 2.2.
The full lines are obtained with a more sophisticated method, which includes Coulomb
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correlation between all the subbands considered (here 8 for electrons and 9 for holes)1.
Once the potential and material parameters are determined, there is no free parameter
left in this model.
The agreement between the experimental and calculated spectra is outstanding. Not
only the calculated energy and polarization anisotropy of the main transitions ﬁt ex-
tremely well the experimental data, but the ﬁne structure, in particular the doublet
around 1.62 eV, is very well reproduced. Usually, a single transition polarized perpen-
dicularly to the QWR is found at this energy in the absorption spectra of QWR and is
ascribed to an excitonic transition involving the ground state electron and excited holes
with a dominant light-hole character [254]. However, a sizable oscillator strengths in
the perpendicular direction can be distributed over two or three nearby hole transitions
(here h4, h5 and h6 as can be seen in the matrix element spectra) depending on the
exact wire geometry.
The intensity ratio of the two components of the doublet appearing in the perpendi-
cular free carrier absorption spectrum is reversed: indeed the intensity of the low energy
line is enhanced in the perpendicular polarization. We may notice that the spectral po-
sition of the ﬁrst excited state (2s) of the e1 − h1 exciton (that we can guess from the
continuum band-edge of e1−h1 in the free carrier spectrum) is indeed very close to the
lower component of the doublet. Therefore we are led to ascribe the modiﬁed absorp-
tion to an hybridization resulting from the coupling of the e1 − h1 2s-exciton with the
e1−h4 light-hole-like exciton. This hybrid state gives the dominant contribution to the
optical anisotropy in this energy range. Nevertheless, further theoretical investigations
are required to fully support this conclusion.
Overall, these data indicate an exceptional quality of the 8◦-oﬀ sample. This is
conﬁrmed by the very small Stokes shift, whose temperature dependence is displayed in
Fig. 5.21(d). The 10 K value is around 2 meV. It decreases very rapidly with increasing
temperature to reach zero around 40 K. At temperatures above, and considering the
limited resolution of the measurement (∼0.5 meV), the Stokes shift has practically
vanished. The slight increase, especially at 150 K, is not explained.
In summary, these measurements demonstrate the superior quality of QWR sam-
ples grown on substrates with a large miscut and the possibilities that they oﬀer for
the experimental observation of subtle physical phenomena.
5.3.1.1 QWRs of diﬀerent thicknesses
To conﬁrm the systematic occurence of the improvement obtained with vicinal samples,
we discuss in this section the optical properties of a series of samples with diﬀerent QWR
thicknesses, grown in pairs on patterned substrates having either a small (0.6◦) or large
(6◦) miscut towards [11¯0]. Their measured PL spectra are displayed in Fig. 5.22(a).
A general blueshift with decreasing layer thickness is very clear. The QWR PL is well
1These calculations are made by Dr M.-A. Dupertuis, from the IPEQ, EPFL.
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separated from the QWs emission, except in the case of the narrowest QWRs, for which
the QWR PL line overlaps with that of the QWs. The QWR peak energy and FWHM
are displayed in Fig. 5.22(b) and (c), respectively. For a given sample, the measured
values of the FWHM depend on the position on the sample where the measurement
was carried out and are distributed within about 1 meV. As these positions may be
centimeters apart, the overall uniformity is very good.
Figure 5.22: (a) PL spectra of samples grown with nominal QWR layer thicknesses of 4, 3, 2,
1.5, 1 and 0.5 nm, on substrates with miscut angle of 0.6◦ or 6◦-oﬀ (001). (b) Peak energy and
(c) FWHM dependence on the nominal QWR thickness. The dispersion of points corresponds
to measurements at random positions on the samples.
The trends highlighted with the previous series of samples are conﬁrmed: (i) the
peak energy of the PL of 6◦-oﬀ samples is slightly larger than that of 0.6◦-oﬀ samples.
Their energy separation increases with decreasing QWR thickness; (ii) the PL FWHM
is smaller for the 6◦-oﬀ samples; (iii) the lineshape is modiﬁed with the miscut.
The latter point is better evidenced in Fig. 5.23, in which the spectra of three pairs of
samples are superposed. The spectra of the 6◦-oﬀ samples are ﬁtted with a Lorentzian,
which nicely reproduces the low-energy tail. There is however a deviation at high en-
ergy. The spectra of the 0.6◦-oﬀ samples exhibit a shoulder, separated from the main
line by 2, 3 and 5.6 meV for the 4, 2 and 1.5 nm thick QWRs, respectively. In addition
to the shoulder, the spectral PL decay is slower at high energy, resulting in the modiﬁed
lineshape asymmetry underlined before. The overall lineshape is perfectly ﬁtted with
two Gaussians.
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The spectra of the 1 and 3 nm thick 0.6◦-oﬀ samples in Fig. 5.22 also display such
an asymmetric PL lineshape. These two samples were grown at several months interval
with respect to the other ones. Compared to the trend set by the other 0.6◦-oﬀ samples,
they exhibit lower FWHM values, which could be related to better conditions in the
MOVPE reactor at the time of the growth. Hence, the asymmetry of the PL lineshape
is not directly related to the linewidth of the sample, but is an intrinsic characteristic
of the substrate miscut angle.
Figure 5.23: 10 K PL spectra of three pairs
of QWR samples grown on 0.6◦ or 6◦-oﬀ sub-
strates, superposed according to their peak
energy. The dashed lines correspond to ﬁts
with a Lorentzian for the 6◦-oﬀ samples, and
with two Gaussians for the 0.6◦-oﬀ sample.
PLE measurements were performed on each pair of samples. The comparison of
the spectra of Fig. 5.24 indicates that the conﬁnement is similar for both the slightly
and largely misoriented samples. All the spectra exhibit strong resonnances, which are
attributed to the direct ei-hi excitonic transitions and to the e1-hx line that is perpen-
dicularly polarized (hx is the lowest lh-like level). The energy separation between the
ﬁrst subbands is reported in the Fig. 5.24(b). The subband separation increases with
increasing conﬁnement and then saturates. It even decreases for the narrower wire due
to the penetration of the wavefunction in the barriers. The energy separation between
the major subbands is large: around 30 or 40 meV between e1-h1 and e1-h2; the sepa-
ration between the nearest transitions (e1-h1 and e1-hx) is between 10 and 20 meV.
The Stokes shift measured at 10 K is reported in panel (c). It decreases with increas-
ing QWR thickness, again with the exception of the 0.5 nm thick sample. We note that
the values obtained for the 6◦-oﬀ samples are systematically slightly lower than those
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Figure 5.24: (a) PL and PLE spectra of samples grown with a QWR thickness of 4, 2, 1.5
and 0.5 nm (nominal), on substrates with miscut angles of 0.6◦ or 6◦. The PL is excited at
1.77 eV. (b) Energy separation between the lowest energy transitions. (c) Stokes shift at 10
K. (d) FWHM of the PL excited at 1.77 eV and 1 mW, and of the lowest energy transition
of the PLE spectra. (e) Figure of merit (see text). All parameters are displayed as a function
of the nominal width of the QWRs.
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of the 0.6◦-oﬀ samples. Because of the good quality of the PLE spectra, one can ﬁt the
ﬁrst transitions with a gaussian and extract their FWHM. These values are reported in
the panel (d): they are systematically larger than those of the PL line (although they
were measured with a rather large excitation density (1 mW at 1.77 eV)). Again, the
broadening increases with decreasing QWR thickness and then reduces for the narrower
samples. The broadening of the transition for the 6◦-oﬀ sample is signiﬁcantly narrower
than that of the 0.6◦-oﬀ one.
The last panel (e) of Fig. 5.24 shows the values of a ﬁgure of merit proposed by
Otterburg et al. [182] to characterize the quality of the QWR samples: the ratio between
the subband separation ∆Esubb and the PLE linewidth. The values of this ﬁgure of merit
are larger for the 6◦-oﬀ sample than for the 0.6◦-oﬀ sample.
In summary, all these indicators conﬁrm the higher quality of QWRs grown on
substrates with a large miscut.
5.3.1.2 Identiﬁcation of the other PL lines
We noticed in Fig. 5.22 that the QWs and AlGaAs emission give rise to very diﬀerent
spectra depending on the miscut angle of the substrate on which they were grown.
We discuss here in more details the example of the 2 nm QWR samples, which µPL
spectra are displayed in Fig. 5.25 with a logarithmic scale. Spectra measured on a non-
patterned, planar (001) area are superposed for comparison.
Figure 5.25: µPL spectra of the 2 nm thick samples grown on substrates with miscut angle
of 0.6◦ or 6◦-oﬀ. The black lines are measured on the patterned areas, whereas the grey lines
correspond to PL spectra measured on non-patterned parts of the respective samples.
As previously noticed, we ﬁnd an important redshift of the emission of AlGaAs
grown on patterned substrates. The prominent feature of the spectra of the 6◦-oﬀ sam-
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ple is that there is almost no spectral overlap between the PL measured on the planar
part and that emitted by the patterned area, either for the AlGaAs emission, or for
that of the QWs. In contrast, for the 0.6◦-oﬀ sample, the patterned area spectra clearly
has a component coinciding with that of (001) surfaces.
In Sec. 5.1.3 (for an ‘exactly’ oriented substrate), we attributed the broad and
densely peaked emission appearing here around 1.7 eV to {113} facets. It thus seems
likely that on large miscut samples, the {113} structures are favored with respect to
the (001) ones. In the next section, we turn to the morphological aspect of the samples,
which conﬁrms this hypothesis.
5.3.2 Modiﬁcation of the V-groove facets
An inspection of the surface of two of the V-groove samples having signiﬁcantly dif-
ferent miscut angles immediately demonstrates a major change in the geometry of the
structure. The cross-section SEM images of the two samples that were used for the µPL
spectra presented in Fig. 5.25 are shown in Fig. 5.26. In that particular case, a thick
barrier was grown in order to planarize the surface. Indeed, for the 0.6◦-oﬀ sample, the
initial grooves (that are still visible in the lower part of the image) are completely ﬁlled,
and the surface is planarized. In contrast, the growth on 6◦-oﬀ substrates results in a
corrugated surface, although the initial grooves were identical in depth and width to
those of the other sample. These corrugations make an angle of about 25◦ with the (001)
surface, and therefore correspond to {113} facets. This observation is therefore consis-
tent with the attribution of the PL lines of Fig. 5.25 to structures grown on {113} facets.
Figure 5.26: Cross-sectional SEM
images of samples grown on 0.6◦and
6◦-oﬀ substrates. In the bottom part
of the 0.6◦-oﬀ sample image, the GaAs
V-grooves are barely visible and their
proﬁle is retraced by the dashed line
on the left part.
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To further characterize the growth evolution with the miscut angle, the surface of
samples grown with thinner barriers were imaged by AFM. The results are shown in
Fig. 5.27. The optical spectra of these samples were presented in Fig. 5.18. The GaAs
cap, which surface is imaged, is 30 nm thick. Amplitude AFM images are displayed in
order to enhance the contrast of the observed features. The surface of the nominally
exactly oriented sample is very similar to that described in Sec. 5.1.2: monolayer steps
cross the ridge, making a large and wavy curve between the grooves and joining their
edges perpendicularly. Shallow (∼300 nm deep) grooves subsist. The groove proﬁle is
displayed in the left column; the groove angle corresponds to the usual near-{111}A
sidewalls. Nevertheless, on the surface image, a narrow band follows the groove edge
and exhibits ﬂuctuations on a short distance. It corresponds to the narrow {113} facets
at the intersection of the (001) ridges and sidewalls.
The 2◦-oﬀ sample is almost completely planarized. Narrow terraces are separated
by bunched steps forming a kind of ‘arrow’ pattern on the ridge. We do not discuss this
sample in more details, because it does not follow the trend of the other samples, as we
have already noticed with regard to its optical properties (see Fig. 5.18).
The sample grown on a 4◦-oﬀ substrate exhibits a similar ‘arrow pattern’ on the
ridge. As visible from the cross-section, a shallow depression in the center of the ridge
results from the high density of steps and their curvature across the ridge. The {113}
facets are slightly wider than on the ’exactly’ oriented sample and the grooves are
deeper.
All these features are further accentuated on the 6◦-oﬀ sample. The ridge width
is strongly reduced, and the sidewalls are predominantly deﬁned by {113} facets. The
groove angle only reduces at the bottom and closes with {111}A planes. A slanted
stripe pattern is visible on these planes. Remarkably, the characteristic short-scale step-
bunching that is usually observed on {113} planes occurs only in the vicinity of the
boundary with {111}A sidewalls.
Finally, the {111}A facets have completely disappeared from the surface of the sam-
ple grown on the 8◦-oﬀ substrate. Only the {113} facets remain, displaying much more
pronounced undulations that appear as the oblique pattern on the image. The ampli-
tude of this undulation is depicted in the right panel of Fig. 5.27, where the proﬁle along
the groove direction is represented. It ranges between 2-4 nm; this is much smaller than
the ﬂuctuations observed on {111}A sidewalls, which are in the 10 nm range. Its period
is however short, on the order of a few hundreds of nanometers.
5.3.3 Morphology of the bottom of the groove
The data presented in the last section clearly demonstrate a major change of the growth
front for samples grown on vicinal substrates. However, they do not provide direct in-
formation about the facets that form the interface of the QWR. Whereas we clearly
observe major eﬀects of the miscut on the ridge and groove sidewalls, the QWR is
formed by narrow (001) and {113} facets formed at the bottom of the groove, which
may show diﬀerent behavior. These QWR facets are diﬃcult to image on the samples
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Figure 5.27: AFM amplitude images of the surface of ﬁve samples with diﬀerent miscut
angles. The left panels are the measured proﬁles of the surface, measured perpendicularly to
the grooves. The right panels are proﬁles measured along a groove facet, at the y-coordinates
indicated by arrows.
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dedicated to optical studies because of the rather narrow groove opening.
Figure 5.28: AFM images of samples grown at 780◦C on nominally exact substrates. (a) 10
nm GaAs cap (b) 200 nm GaAs cap.
To check wether the bottom facets are also aﬀected by the substrate miscut, we
grew samples at a higher temperature (780◦C, starting with a thick AlGaAs buﬀer at
690◦C), that resulted in a wider groove opening [176]. We know (Sec. 3.1.3) that facets
form diﬀerently for GaAs and AlGaAs layers. As a consequence, GaAs morphology has
to evolve from the one set by AlGaAs growth [177]. We evidence this evolution in the
two images of Fig. 5.28. The two samples diﬀer by the thickness of the GaAs cap. If this
layer is too thin (10 nm, (a)), no step-bunched {113} facet is observed at the bottom
of the groove. The (001) facet is however well visible, with bunches of steps at posi-
tions where the sidewalls ﬂuctuates importantly. When growing a much thicker GaAs
layer (200 nm, (b)), the GaAs proﬁle is self-limited and the bottom {113} facets get re-
ally apparent, with step-bunching amplitude comparable to that of the top {113} facets.
This last growth sequence with a 200 nm GaAs cap was also used to grow samples on
substrates with a small miscut (∼0◦, 0.2◦ and 0.6◦) and a sample grown on a substrate
with a larger miscut angle (4◦). The AFM images of the surfaces are shown in Fig. 5.29.
The observations made in the previous section are valid also here: in particular the
increasing width of the {113} facets with increasing miscut angle and the appearence
of oblique stripes on the sidewalls. Wide near-{111}A sidewalls subsist however in all
cases. Also, the angle range over which the transformation takes place is diﬀerent due
to the diﬀerent growth conditions.
The Fig. 5.30 shows more details at the bottom of the groove of the latter samples.
The image in (a) is an example from the 0.2◦-oﬀ sample. In the bottom of the groove,
we distinguish clearly the {113} facets, for which the amplitude of the step-bunching is
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Figure 5.29: AFM amplitude images of the surface of 4 samples with diﬀerent miscuts, grown
at 780◦C with a thick (200 nm) GaAs layer as cap.
Figure 5.30: AFM amplitude images showing details of the groove bottom on the 0.2◦-oﬀ
sample (a) and 4◦-oﬀ sample (b,c,d).
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strongly reduced (< 1 nm) compared to the top {113} facets (∼3 nm). We also see the
narrow (∼50 nm wide) (001) central facet; its width varies slightly along the groove.
Curved steps are visible, and have a height from 1 to 3 ML in this case, i.e. much
smaller than the nm-high corrugations of the groove. Indeed, the large ﬂuctuations of
the sidewalls also induce slight changes of the width of the (001) facet. In between the
steps, rather long (µm-scale) segment are atomically ﬂat.
This is no more the case for the 4◦-oﬀ sample (Fig. 5.30(b,c,d)) for which the steps
are very closely spaced (separation of the order of 40 nm). We note (d) that the steps
seem to merge at one extremity when the central (001) facet is very narrow. Also, the
bottom {113} facets are barely visible. The image (b) also details the structured mor-
phology of the sidewalls, which show stripes starting from the top-{113} corrugations
toward the center of the groove.
5.3.4 Evolution of the growth front
We observed that a tilt of the patterned substrate in the groove direction modiﬁes the
growth front of the layers grown on it. It is however not a true change of growth mode, as
the transition is continuous with increasing substrate miscut angle. The observed trend
is an increasing width of the {113} facets with increasing miscut angle. It leads to a
reduction of both the (001) ridge and the {111}A sidewalls. The latter ones disappear
after the growth of a suﬃciently thick layer, while the ridge deepens in its center. The
growth fronts are schematized in Fig. 5.31 and illustrated by TEM images of two struc-
tures grown on nominally exact (001) and 6◦-oﬀ substrates. These particular samples
consist of a thick Al0.3Ga0.7As layer, in which 10 nm thick GaAs markers are inserted
every 90 nm. We note a small asymmetry of the growth on the 6◦-oﬀ sample, but it
does not perturb the self-limited proﬁle at the groove center.
A signiﬁcant diﬀerence is already observed before the onset of the AlGaAs growth:
the darker region in the TEM images (c,d) (and in the schemes (a,b)) corresponds to
the ∼200 nm GaAs buﬀer systematically grown underneath any of our structures. This
layer already shows strong {113} faceting, and the subsequent expansion of these facets
through the AlGaAs growth seems to originate from this initial pattern.
In fact, the {113} facets are formed prior to any growth, as we show in Fig. 5.32.
This AFM image represents the surface of patterned 0.2◦ and 4◦-oﬀ substrates, that
have undergone the desoxidation procedure inside the MOVPE reactor without any
subsequent deposition. This procedure consists in heating the substrate up to 800◦C
before cooling it down to the growth temperature. It is systematically applied at the
beginning of each growth run. In that particular case, the process was stopped after
the desoxidation, and no material was deposited. Nevertheless, we observe that the
main features that we have previously described on the surface of the grown samples
are already present at this stage: in particular, the curved pattern on the ridge, with
steps aligning perpendicularly to the grooves, and the narrow and step-bunched {113}
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Figure 5.31: Schematic illustrations of the growth front on a substrate with (a) no (or small)
miscut and with (b) a large miscut. (c-h) TEM images illustrating the framed areas in (a)
and (b); (c-g) are measured on an AlGaAs sample in which GaAs markers were deposited
with a period of 100 nm (see text), whereas (h) is measured on a sample with a single 4 nm
thick (nominal) QWR. (c,e,g) correspond to an ‘exact’ (001) substrate and (d,f,h) to a 6◦-oﬀ
substrate.
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Figure 5.32: AFM images of 0.2◦-oﬀ (left) and 4◦-oﬀ (right) patterned substrates annealed
at 800◦C in the MOVPE reactor, without any subsequet layer deposition.
facets at the intersection of the grooves and the ridges. As expected, the ridge pattern
changed importantly with the miscut angle in the 0◦- 6◦ angle range that we have in-
vestigated. However, the width of the {113} facet was comparable for all the samples
that we checked. The amplitude of the height ﬂuctuations (2-3 nm) is also similar in
each case.
From these observations, we infer that the formation of the {113} facets is due
to annealing and is independent of the substrate miscut angle. Its expansion during
growth, however, is clearly related to the miscut angle. This indicates that the former
phenomena is related to adatom diﬀusion, whereas the expansion of the {113} facets
results from a modiﬁed decomposition rate of the precursors on vicinal substrates.
5.4 Discussion
5.4.1 Interplay between conﬁnement and disorder
For a given structural disorder, a stronger conﬁnement obviously leads to larger ﬂuc-
tuations of the potential and, thus, to broader spectral linewidths. In the experiments
reported in this chapter, we modiﬁed the conﬁnement in two ways: ﬁrst, by reducing the
barriers height (for QWRs of constant thickness) and second, by modifying the QWR
thickness (for constant Al0.3Ga0.7As barriers).
The ﬁrst approach proved very eﬀective. We obtained a strong reduction of the PL
linewidth of QWRs grown in between highly diluted AlGaAs alloy layers. Yet, there is
still much disorder at the micron scale, as evidenced by the µPL spectra; however, the
power dependence of the µPL spectra indicates that the minima of the potential are
shallow. Indeed, when increasing the number of carriers in the QWR, we did not ob-
served emission from new states, on the high-energy side of the QWR emission. Instead,
the highest energy line has an increasing intensity and decays smoothly at high-energy.
This leads to the occurrence of a doublet in the PL lineshape, which energy separation
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decreases with increasing barrier height.
Figure 5.33: Schematic illustration of the QWR potential, which ﬂuctuations are due to a
superposition of the nano-roughness and sidewalls ﬂuctuations.
We could possibly attribute the high energy line to the 1D continuum and the lower
lines to localized states. The former attribution is supported by the constancy of its
emission energy and the fact that no localized states seem to be present at higher en-
ergy. However, the non-vanishing Stokes shift indicates that it corresponds more likely
to shallow localized sites. The lower energy lines, which appear in the µPL spectra
would then correspond to deeper minima. Their depth consistently decreases as the
barrier height is reduced. Such an interpretation of local variations of the potential is
consistent with a previous report of cathodo- and photo-luminescence measurements
performed on GaAs/AlxGa1−xAs V-groove QWRs, which demonstrated quasi-periodic
spatial oscillations of the luminescence intensity along the QWR axis [173]. This was
interpreted as resulting from ﬂuctuations of the QWR thickness along the groove axis
(Fig. 5.33). Our measurements show that the density of low-energy states is much
reduced compared to the shallow minima, as indicated by their saturation at higher
excitation power. Reducing the Al content minimizes the ﬂuctuations induced by the
nano-roughness (which is superposed on the larger variations) and hence smoothes the
spectra, therefore ensuring the constant energy of the high-energy line.
We cannot completely exclude that the lowest component of the doublet corresponds
to impurity-bound excitons or excitonic complexes. In GaAs/Al0.3Ga0.7As QWRs of
comparable thickness, their binding energy was found to be around 4 meV for X− and
3 meV for X+. These values should decrease with a decreasing conﬁnement, which is
consistent with our observations. However, the local existence/absence of excess charges
could be only explained by local ﬂuctuations of the type described above.
We noticed that single spectral lines observed in µPL spectra have a broad indivi-
dual linewidth, larger than 1 meV. Such a feature was observed in 1D V-groove samples
[98]; the linewidth obtained on the best T-shape QWRs is also of this order [73]. Guillet
et al. attributed it to an increased eﬀect of the piezo-electric ﬁeld on extended domains.
However, in our case, the AlGaAs alloy is very diluted. Consequently, we do not expect a
strong piezo-electric eﬀect. Instead, the continuous adaptation of the growth conditions
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to maintain a suﬃciently sharp QWR proﬁle did not allow a rigorous characterization of
the residual doping. We therefore keep residual doping as a possible origin of the large
broadening of individual lines in µPL spectra. Indeed, scattering of excess electrons has
been observed to broaden signiﬁcantly the linewidth of charged excitons in comparable
QWRs, when the electron density is increased [235]. This could also explain the larger
linewidth that we measured. Yet, the reduction of the disorder amplitude is clear in the
sample with reduced Al content.
Increasing the QWR thickness also proved eﬀective in reducing the PL linewidth.
Indeed, the ﬁgure of merit calculated in Fig. 5.24 is maximum for the thickest QWR
that we have investigated, as a good subband separation was maintained in that sample.
Nevertheless, even if the reduction of the conﬁnement strength reduces the amplitude
of the ﬂuctuations of the conﬁning potential, a further control of the structural disorder
is desired to improve the homogeneity of V-groove QWRs.
5.4.2 Improvement of V-groove QWRs grown on patterned
vicinal substrates
The diﬀerent values characterizing the disorder of V-groove QWRs, which we reported
in this chapter, indicate the high quality of our samples. In Fig. 5.24(e), we reported
the calculated ﬁgure of merit ρPLE =
∆Esubb
FWHMPLE
for our wires. We routinely obtained
values of ρPLE between 3 and 5 for the best samples, which is comparable to the val-
ues obtained on samples of the previous generation [235]. On the 8◦-oﬀ sample, the
ratio ρPLE reaches 6.8, which is equal to the value recently reported for pyramidal QDs
[255]. An alternative ﬁgure of merit is also often used; the linewidth of the PLE line
is replaced by that of the PL: ρPL =
∆Esubb
FWHMPL
. Compared to ρPLE, ρPL incorporates
eﬀects of carrier relaxation and thermalization. Using that indicator, all the values that
we obtain for QWRs grown on 6◦-oﬀ substrates are systematically above the value of
7 obtained by Otterburg et al. as a result of an optimization of the structure grown on
‘exact’ (001) substrates [182]. The value ρPL = 11 is obtained for the QWRs grown on
8◦-oﬀ substrate, attesting of the superior quality of that structure.
The major improvement obtained with the samples presented in this chapter is
obtained on the PL linewidth. For comparable conﬁnement, all the samples that we
presented exhibit narrower PL linewidths (between 4 and 6 meV) than those of other
V-groove samples: for the samples presented by Otterburg et al. in Ref. [182], a FWHM
of 7.5 meV is quoted for an emission around 1.588 eV. Even the samples studied by
Guillet et al., which were discussed in Sec. 5.1.4, are characterized by a linewidth around
8 meV for an emission at 1.635 eV. Representative values collected in the literature are
reported in Fig. 5.34. This ﬁgure shows the PL FWHM as a function of the emission
energy, taken as a measure of the conﬁnement. Although they are not as good as those
obtained on T-shaped QWRs, the values obtained in this work represent signiﬁcant
improvement compared to previous V-groove QWRs.
5.4. Discussion 121
Figure 5.34: PL FWHM as a function of the PL peak energy, for representative samples
grown on vicinal substrates or in between low barriers and compared to QWRs samples
described in Ref. [57,98,182,188,230].
The origins of these improvements are twofold. Progress has been made on the con-
trol of the MOVPE conditions, mostly thanks to the better reproducibility obtained on
vicinal QWs, which allows to characterize the reactor condition prior to the growth of
QWR samples. Even the QWRs grown on nominally exact (001) substrates exhibit im-
proved linewidth compared to ﬁve years ago. In addition, we achieved further advances
through the use of patterned vicinal substrates.
We underlined three systematic features when comparing samples with small and
large miscuts. (i) We reported a systematic reduction of the PL and PLE linewidth of
the QWRs, as well as a reduced Stokes shift, for samples grown on substrates with a
large miscut. It indicates a reduced amplitude of disorder.
(ii) High quality samples systematically emit at a slightly higher energy. This is
consistent with the observations that we discussed in Ch. 4 for QWs, in terms of oc-
cupation of the potential minima. A signiﬁcant exception is the 8◦-oﬀ sample, which
emission energy does not follow the trend determined by the other samples. From the
cross-section visible in TEM images, the crescent seems to be wider than for other
QWR samples. This has however to be checked more carefully. In any case, this under-
lines that additional elements have to be taken into consideration, as compared to QWs.
(iii) Another striking change is the inversion of the PL lineshape asymmetry for
samples grown on vicinal substrates: whereas the PL line of QWRs grown on substrates
with a small (at least up to 0.6◦) miscut is broadened on the high energy side, that of
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the samples grown on substrate with a miscut of a few degrees exhibit a pronounced
low-energy tail.
The high-energy shoulder might be due, at least partly, to substantial residual dop-
ing in the barriers, which results in an increased density of carriers in the QWR. As
discussed in the case of QWs (Sec. 4.1.2), a modiﬁcation of the background impurity
concentration with the substrate miscut is likely, in particular when considering the
variety of crystallographic orientation involved in the growth. Indeed, we noted impor-
tant variations of the PL of the AlGaAs. In contrast to our observation on QWs, the
variations of the QWR PL linewidth with the miscut angle are small and monotonous.
Also, the PLE spectra do not provide valuable information on doping, as there is no
systematic tendency in the intensity ratio of the ﬁrst transitions. Therefore, for QWRs,
we cannot completely reject a dependence on miscut of the residual doping to be res-
ponsible for the change of linewidth.
Nevertheless, two facts indicate that diﬀerent background impurity incorporations
are unlikely. First, the broadening of individual lines in µPL spectra is similar for sam-
ples that exhibit a high-energy tail and those which do not. Scattering with impurities
would be expected to broaden these lines. Second, samples grown on 0.6◦-oﬀ substrates
and that exhibit a narrow linewidth (see Fig. 5.22) also display a high-energy tail.
The origin of the high-energy shoulder is more likely linked to a larger density
of localized states. Indeed, the high-energy tail of µPL spectra often includes several
individual lines corresponding to localized excitons. The relative intensity of these tran-
sitions increases with both excitation power and temperature without saturation. This
indicates that a large number of localized states is available. The PLE linewidth sup-
ports this interpretation. This also relates to the observation of the doublet discussed
in the previous section and supports the existence of domains with important potential
ﬂuctuations.
Fewer localized states are visible in the µPL spectra of QWRs grown on substrates
with a large miscut. Independently of the density of sharp lines in the spectra, their high-
energy threshold is smooth, indicating that no localized states exist above this value.
With increasing excitation power and temperature, the initial transitions broaden,
but no new transitions appear. We underlined particular lineshapes in Fig. 5.20. The
Lorentzian lineshape at high excitation power suggests a reduced dephasing time due to
carrier-carrier scattering. The characteristic time obtained from the linewidth Γ equals
τ = 
Γ
 0.1 ps. This is somewhat less than a value (0.7 ps) reported for similar QWRs,
but consistent with the much larger excitation density used here [98]. The Gaussian
lineshape obtained at 50 K would more likely be associated to a redistribution of car-
riers over distant shallow potential minima, i.e. diﬀusion.
Exceptions to those observations were found in some µPL spectra of the 8◦-oﬀ
sample shown in Fig. 5.19. We noted that some segments of the QWRs grown on a
substrate with a large miscut deviated signiﬁcantly from the average PL emission en-
ergy. Nevertheless, their weak intensity did not contribute signiﬁcantly to the ensemble
PL lineshape. They indicate that domains with higher potential exist in that sample,
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Figure 5.35: Schematic of the potential corresponding to the optical measurements for sam-
ples grown on ‘exact’ or 8◦-oﬀ substrates (Fig. 5.19).
too. These segments are more disordered than the ones at lower energy. Their extension
is larger than the exciton diﬀusion length, or systematically bound by larger barriers,
because no emission is observed from lower states. Except for these sections, the ampli-
tude of disorder Λ0’ is smaller than that found in substrates with a low miscut (Λ0). The
picture of the excitonic potential that we extract from these observations is sketched in
Fig. 5.35. The reason for the lower intensity of the emission appearing at higher energy
is not clear but might be related to the capture by the VQW, which might also be
aﬀected by the increased disorder at those speciﬁc locations.
In synthesis, we evidenced a clear inﬂuence of the substrate miscut on the optical
properties of V-groove QWRs, and we have sketched the major characteristics of the
conﬁnement potential along the QWR axis. We discuss in the next section how this
could be related to the morphologic changes that occur for growth on patterned vicinal
substrates.
5.4.3 Modiﬁcation of the growth mechanisms on patterned
vicinal substrates
There are clear eﬀects of the substrate miscut angle on the morphology of the sample
surface. The ﬁrst one is the modiﬁcation of the monolayer step pattern on the ridge.
The curved aspect of the terrace is maintained independently of the step-height, which
is one monolayer for the small miscuts but larger when the steps start to bunch. In
other words, the lateral growth mode (in the y-direction) is independent of the lon-
gitudinal growth mode (step-ﬂow or step-bunching along the groove direction). The
speciﬁc curvature of the steps on the ridge, with their typical alignement perpendicular
to the grooves, was modelled by introducing interactions between the ridge and side-
walls facets, in terms of adatoms ﬂux from the sidewalls to the ridge and reﬂecting
barriers preventing the transport in the other direction [181]. We demonstrated that
this arrangement of the steps takes place even in the absence of layer deposition and
are therefore due to transport of adatoms.
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The formation of narrow, step-bunched {113} facets at the intersection of the side-
walls and of the ridge, also occurs during annealing, independently of the substrate
miscut. During growth, however, the relative growth rate on the (001) and {113} planes
are modiﬁed signiﬁcantly by the miscut angle. We observed that, with increasing mis-
orientation, the growth of the {113} facets at the top of the groove takes over that of the
(001), which results in wide {113} facets and a reduced ridge width. Interestingly, the
{113} facets grow in the short-period step-bunched mode only in the vicinity of near-
{111}A sidewalls. When they are large enough, the upper part exhibits ﬂuctuations
with a lower spatial frequency and a much reduced amplitude in comparison with the
ﬂuctuations on the sidewalls. This amplitude tends however to increase with increasing
miscut angle.
This could possibly explain the longitudinal potential that we sketched in Fig. 5.35,
if we assume that the morphology of the top-{113} facets are representative of the
bottom-{113} facets (which form the QWR interfaces). The periodicity of these ﬂuctu-
ations is of the order of a micron, thus consistent with the rather long segments expected
for high-quality QWRs. Because of the large amplitude of the ﬂuctuations (several nm),
they are likely to cut the QWR and create high potential barriers between the segments.
In addition, because growth rate anisotropy has opposite eﬀects at the top and at the
bottom of the groove, extended {113} facets at the top are indicative of reduced {113}
facets at the QWR interface. Their reduction could then explain the reduced short-scale
disorder, as step-bunched {113} facets have a signiﬁcant contribution to this eﬀect.
However, in the absence of a detailed knowledge of the real QWR interfaces, al-
ternative explanations can be proposed. In spite of the above-mentioned features, the
substrate misorientation appears to have no eﬀect on the large ﬂuctuations systemati-
cally observed on the {111}A sidewalls. We observed that these ﬂuctuations trigger the
formation of steps and modify the width of the bottom (001) facet. We also observed
that, when the miscut is large enough (4◦ for growth at 780◦C, Fig. 5.30), there are
no more step-bunched {113} facets at the bottom of the groove and that the central
(001) facet displays continuous bunches of steps, with about 1 nm amplitude, and 40
nm periodicity.
A possible interpretation is therefore to attribute the smoother excitonic potential
observed with increasing miscut to (i) the disappearance of step-bunching on the {113}
surfaces of the groove and/or (ii) the reduced length scale of the ﬂuctuations along
the QWR axis. A few words of caution are nonetheless necessary with regard to this
interpretation.
First, we underline that all the observations of the morphology reported in this
chapter adress the sample surface. Yet, it is clear from Ch. 4 that it can be misleading
to correlate directly the optical properties to the surface morphology. We unsuccessfully
tried to apply to our QWRs the same selective etching technique used for QWs (see
Annex B). We could however evidence on an ‘exactly’ oriented substrate that 2D islands
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formed instead of the usual step-ﬂow pattern observed on the ridge. This highlights once
more the role of kinetics on the growth front. As a matter of fact, the standard model
of the QWR disorder, which was depicted in Fig. 5.7(a), and the picture of short-range
step-bunched {113} facets relies only on observations made on the surface of samples.
In favor of this picture, we can argue in view of our experience for planar growths that
periodically bunched steps at the surface always correspond to the same morphology of
the buried layers. Yet, there is no proof of a similar behavior on non-planar samples.
Second, the observations that we made on the morphology of the bottom facets
were based on samples grown in diﬀerent conditions, since the narrow facets formed at
the standard growth temperature are too narrow to be properly imaged. Importantly,
and in connection to the above objection to the usual model of step-bunched {113}
facets, the step-bunching is visible only when suﬃciently thick layers are grown. The
existence of these facets on the arms of the QWR crescent is clearly attested by TEM
cross-section images. But their morphology along the QWR direction cannot be probed
in that way and has not been established.
In addition, the correlation length of the step-bunched (001) facet that is observed
on the substrates with large misorientations is around 40 nm. It is similar to the lo-
calization length determined for standard samples grown on ‘exact’ substrates [88].
Smoothening of the excitonic potential, by averaging the ﬂuctuation over the exciton
extension, would require a further reduction of this length. We have no hint of struc-
tural features on a shorter length scale.
To conclude, we have evidenced important changes of the surface morphology of
samples grown on patterned substrates with large angle miscut, compared to struc-
tures grown on ‘exact’ substrates generally used for the fabrication of V-groove QWRs.
The growth on misoriented substrates favors the growth of {113} facets, which have
potentially smoother ﬂuctuations when they do not develop close to a {111} surface.
However, several reasons prevent us from identifying directly these facets to those form-
ing the QWR, and as a consequence, from correlating the change of morphology to the
improved optical properties of the QWRs.
5.5 Chapter summary
In this chapter, we investigated two approaches for smoothing the eﬀective potential
of excitons in V-groove QWRs. The ﬁrst one aimed at reducing the eﬀect of interface
disorder by decreasing the eﬀective conﬁnement potential through a reduction of the
Al concentration in the AlGaAs barriers. We observed a signiﬁcant narrowing of the
PL linewidth of the QWR. Values of the FWHM smaller then 3 meV were obtained on
samples with Al0.11Ga0.89As barriers and even lower values were obtained at the expense
of an important drop in PL intensity.
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We also conducted experiments to reduce the structural disorder of QWRs embed-
ded into Al0.3Ga0.7As barriers, which strongly conﬁnes carriers and results in large 1D
subband separation. We signiﬁcantly improved the quality of V-groove QWRs by a bet-
ter control on the fabrication process, and we demonstrated that the optical linewidth
can be further reduced by growing the structures on substrates misoriented by several
degrees toward the groove direction. In particular, the speciﬁcities of the optical proper-
ties of QWRs grown on 8◦-oﬀ substrates were presented in detail. We described how the
growth was modiﬁed on such substrates and discussed the implications on the disorder
at the QWR level.
The eﬀect of the growth on misoriented substrates is more signiﬁcant on the PL
properties of the QWRs. This may indicate speciﬁc relaxation and diﬀusion properties
in these samples. In the next chapter, we address these questions by studying the eﬀect
of carrier delocalization in V-groove QWRs.
Chapter 6
Quantum wires: delocalized excitons
The diﬀusion and drift of charge carriers in one-dimensional systems has attracted at-
tention since the prediction of a large electron mobility due to the reduced phase space
for scattering in 1D [38]. Up to now, however, experimental investigations failed to
demonstrate such an enhancement of the transport. Compared to the many studies
reported on unipolar transport in quantum wires (QWRs), only few reports address
experimentally the transport properties of electron-hole pairs in QWRs and even less
reports describe systematic investigations of this phenomenon.
The diﬀusion of electron-hole pairs in QWRs has been investigated with diﬀerent
techniques, including pump and probe experiments [256], cathodoluminescence [257] or
imaging of the PL spot extension (either time-resolved [258] or in a steady-state [259]).
Previous studies mainly concentrated on GaAs systems. The diﬀusion length was stud-
ied at 15 K in triangular-shaped QWRs of diﬀerent sizes [259]. Rather long (up to 4
µm) diﬀusion lengths were measured, although the experiment did not completely sepa-
rated possible contributions from the 2D structures involved. Near-ﬁeld investigations
concluded that an enhancement of the mobility in QWRs grown on patterned (113)
substrates occurs compared to QWs and evidenced a transient non-equilibrium trans-
port over short time- and length-scales [256]. In QWRs grown in pyramidal recess, a
value of the diﬀusion coeﬃcient D of 11 cm2/s was measured at 92 K [260]. In V-groove
QWRs, isolated estimation of the diﬀusivity led to values of D  10 cm2/s in InGaAs
QWR at 100 K. In GaAs QWR samples comparable to ours, no diﬀusion was observed
at temperature below 70 K [81].
All these values of the diﬀusion coeﬃcient are small compared to expectations; but
the lack of systematic experiments prevented the analysis of the reasons for this dis-
crepancy with the theoretical predictions. This chapter presents the measurement of
electron-hole pair diﬀusion in several V-groove QWR samples that were discussed in
Ch. 5. We will discuss our results in view of the sample disorder, which is further cha-
racterized by the evolution of the Stokes shift as a function of the lattice temperature.
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6.1 The time-of-ﬂight method
For the investigations presented in this chapter, we used a time-of-ﬂight method ﬁrst
proposed by Hillmer to study exciton diﬀusion in QWs [261]. The principle was repro-
duced and adapted in several experiments [117, 262–264]. Here, we present it in detail
for the study of diﬀusion in QWRs.
6.1.1 Principle
The time-of-ﬂight (TOF) method consists in measuring the temporal decay of the lumi-
nescence through apertures in an opaque mask deposited on the sample and comparing
it to the decay obtained without mask. The principle is illustrated in Fig. 6.1.
Figure 6.1: Principle of the TOF method: (a) Carrier density proﬁle under the opaque mask
at diﬀerent times; τr: soon after the creation of carriers in the QWR, t′: after they have
diﬀused along the QWR. (b) Spatio-temporal dependence of the carrier density in the QWR
ground state.
In this method, a short laser pulse creates electron-hole pairs in the QWR. The car-
riers then relax toward lower energy levels, where they recombine. Meanwhile, if they
move along the QWR, the carrier distribution spreads along the axis of the QWR. In
the TOF measurement, the electron-hole pairs are excited at the center of an aperture
in an opaque mask. The carriers that diﬀuse outside the aperture before recombining
do not contribute photons to the PL signal. The temporal decay Υw of the PL there-
fore contains information about both the radiative decay and the motion of the carriers.
Quantitatively, we tentatively model this system with single one-dimensional par-
ticles (excitons) in a three-level system (inset of Fig. 6.3). The excitons are created
in an excited state m and emit from a ground state n. Their motion is described by
a constant diﬀusion coeﬃcient D related to 1D motion, independently of the energy
level. The exciton distribution in both levels, m(x, t) and n(x, t), obey the following
rate equations:
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τ−1r is the relaxation rate from level m to level n and τ
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Then, if we assume that the PL intensity I(t) is directly proportional to the exciton
density, we obtain as a function of time:
I(t) ∝
∫ a
−a
n(x, t)dx (6.4)
In standard time-resolved experiments, the signal is collected from the complete
space (a =∞), whereas for excitation through a mask, the integration is limited to the
aperture area (a = w/2). As a result, the PL decay is faster in the second case.
Figure 6.2: (a) Exciting spot line-
shape (inset) and cross-section ﬁt-
ted with a gaussian. (b) SEM image
of an aperture in an opaque mask
(dark parts). In this case the V-
groove positions are indicated by the
shallow corrugations.
This method allows to quantify directly the diﬀusion coeﬃcient D. Indeed, most of
the parameters appearing in equations 6.3 and 6.4 are measured independently:
- The gaussian width σ0 of the initial exciton population is determined by the ex-
tension of the exciting beam. It is measured from the image of the laser spot formed
on the microscope CCD camera and is typically 0.9 µm (corresponding to a FWHM of
1.5 µm, see Fig.6.2(a));
- The size w of the apertures in the mask is measured by SEM (Fig. 6.2(b));
- The rise and decay times, τr and τd, are obtained from time-resolved measurement
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without shadow mask.
The only remaining unknown terms are the coeﬃcient A and the diﬀusivity D, which
can be extracted by a ﬁt to the PL decay curve. In principle, the coeﬃcient A should
be consistently determined as well. The ratio of the area delimited by the decay curves
obtained with and without mask must be the same as that of the integrated PL inten-
sities. However, extracting A from this procedure proved fastidious and inconsistent.
The reason lies probably in the interpolations that have to be done to isolate the PL
signal from the background. Yet, in most cases this coeﬃcient can be eliminated by a
normalization of the model and experimental decay curves. However, in some cases, it
prevents us from quantitatively analyzing the data, which deviate from the model at
short delay time, as will be discussed later.
Figure 6.3: (a) Example of experimental temporal decays of the PL measured either on a
bare QWR sample (Υ), or through a narrow aperture in a mask deposited on its surface (Υw).
In each case, the central continuous line is the best ﬁt to the data with the model sketched in
the inset and described in the text. The continuous bordering lines correspond to the decay
curves obtained with coeﬃcient varying by one standard deviation, as determined from the
ﬁt.
The ﬁtting procedure includes a convolution of Eq. 6.4 with the instrumental re-
sponse of the TR setup (see Fig. 3.16(c)); it is performed over about 2 orders of mag-
nitude of the intensity. This results in an excellent agreement between the ﬁt and the
experimental data, as visible in Fig. 6.3.
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6.1.2 Sensitivity and reliability
For the measurements aiming either at determining the lifetime or the diﬀusion coeﬃ-
cient, we quantiﬁed the quality of the ﬁt by the standard deviation ∆ of the coeﬃcients
τr, τd or D obtained through our procedure. The external lines in Fig. 6.3 correspond to
values of τd±∆τd and D±∆D. Yet, in addition to the intrinsic uncertainty given by the
ﬁt, other possible sources of systematic error were quantiﬁed to assess the sensitivity
and precision of the method. We discuss below the inﬂuence of the various parameters
entering the measurement procedure and the data analysis.
(i) The maximum error in the determination of the extension of the exciting beam,
characterized by σ0, is estimated to be around 15%. σ0 was measured only once for each
measurement session, and a constant value was used throughout the analysis. However,
it may ﬂuctuate sligthly, due to the need to adjust the focus at diﬀerent positions on
the samples. Such variations aﬀect signiﬁcantly the value of D only when it is measured
through narrow slits. Misevaluating the value of σ0 by 15 % results in a maximal error
of the order of 10% in the value of D.
(ii) A deviation from an initial gaussian distribution of excitons, as used in the
model, may occur for the narrowest apertures. First, if the aperture is too narrow, the
mask may cut the tail of the laser beam, creating a truncated gaussian distribution of
carriers. The missing fraction of carriers (corresponding to the tails of the gaussian dis-
tribution) that is inappropriately accounted for by the model, could (virtually) diﬀuse
back below the aperture and contribute to the signal. This over-evaluation of I(t) would
result in an over-estimation of the value of D by the ﬁt. For the narrowest aperture that
we used (1.9 µm wide), the cut signal amounts up to about 10% and is negligible for
the experimental curves that we present later. Second, diﬀraction through the aperture
may occur. However, in view of the actual dimensions of our samples, its eﬀect on the
initial exciton proﬁle would be within the error in σ0 calculated in (i), even for the
narrowest aperture that we used.
Figure 6.4: Scheme of the light extraction from an aperture of width w. The collection
angle is Ω in the center of the aperture. Close to the aperture boundary (but still below it)
the collection angle is reduced, which leads to a reduced eﬀective width (left). Oppositely, a
fraction of the light emitted from below the mask is also collected, which increases the eﬀective
width of the aperture (right).
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(iii) The aperture width w is measured by SEM with a precision of a few tens of
nanometers. However, as the carriers are conﬁned a few hundreds of nanometers deep
below the mask, some ‘shadow eﬀect’ might modify the eﬀective width of the aperture.
As illustrated in Fig. 6.4, the PL is collected within a solid angle Ω, set by the numerical
aperture of the objective. In the vicinity of the mask, this angle is reduced. The eﬀective
width of the aperture is therefore reduced compared to its value measured on the surface.
This eﬀect is partially compensated by the fraction of PL, which is collected even though
it is emitted from a position below the mask. For a 2 µm wide aperture that is 1 µm
above the QWR, we estimate the maximum variation of the eﬀective width to be 300
nm. Without accounting for the partial compensation of the eﬀect, and for the most
unfavorable parameters, this would imply a 20 % diﬀerence with respect to the value
of D calculated with the aperture width measured from the SEM.
Figure 6.5: Illustration of the criterion
used to deﬁne the aperture sensitivity (see
text).
The width of the aperture also sets minimum values for which the diﬀusivity can be
detected. As a criterion, we deﬁned Dlim as the minimum value of the diﬀusivity, for
which the corresponding decay curve Υw(τd, D) is distinguishable from that (obtained
without mask) corresponding to the lower limit of the decay time: Υw(τd, Dlim) =
Υ(τd−∆τd) (Fig. 6.5). Again, this value depends on the excitonic lifetime: the diﬀusion
of long-living particles is easier to detect than that of short-living ones. As an example,
the diﬀusivity of a particle for which the characteristic PL decay time is 300 ps needs
to be above ∼2.6 cm2/s to be reliably measurable through a 2 µm aperture. For a 3
µm aperture, this value increases to 5.1 cm2/s.
(iv) An error in the integration of Eq. 6.4 may arise from a deviation  of the align-
ment of the exciting spot with respect to the center of the aperture. Here also, the
inﬂuence would be the largest for narrow apertures. We control the positioning of the
laser beam on the surface with a precision of the order of 100 nm. We veriﬁed that a
deviation of the alignment of this order results in a negligible error compared to the
factors already cited.
(v) Once the time constants τr and τd are extracted from the time-resolved PL
proﬁles measured without mask (or through apertures suﬃciently large to not aﬀect
the PL), they become ﬁxed parameters of the ﬁtting function for the curve measured
through the narrow aperture. For example, when using a 2 µm wide aperture, a 20 ps
uncertainty on a τd value of 300 ps results in an uncertainty on D of 3 cm
2/s (4 cm2/s)
if its central value is D = 2 cm2/s (5 cm2/s). The inﬂuence is less pronounced for longer
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decay times.
(vi) As the use of masks requires to measure Υ and Υw at diﬀerent positions of the
sample, it is also necessary to check the homogeneity of the sample: when measuring
the decay time at diﬀerent positions (without apertures), at some ﬁxed conditions, the
values of τd were distributed within about 20 ps around the mean value. Within the
precision that we claim, the use of such parameters deduced at diﬀerent positions is
thus adequate.
Figure 6.6: (a) TR-µPL decay curves measured through apertures of diﬀerent sizes, with their
best ﬁts. The inset zooms in on the t = 0 peak for the data measured through the narrowest
aperture, which is not accounted for by the model and prevents a reliable determination of
D. The values obtained are shown in (b) with the error bars corresponding to the standard
deviation obtained through the ﬁt.
Among the previous factors, the possible error in the determination of the decay
time is by far the most important. However, the standard deviation of the coeﬃcient
D obtained through the ﬁt is systematically larger than the possible errors that we
have estimated above. Therefore, the values reported as error bars in the following are
the standard deviation of the ﬁt coeﬃcient; the interval they deﬁne includes the possi-
ble contribution of the factors enumerated above. As shown in Fig. 6.6 for illustrative
conditions, we obtain consistent values when using apertures of diﬀerent sizes. This con-
ﬁrms that the possible deviations, to which the narrow apertures could be particularly
sensitive, are not relevant compared to the error in the ﬁt coeﬃcient. An important
exception is very narrow apertures such as the 1 µm wide one, the corresponding de-
cay curve of which is shown in Fig. 6.6. In that particular case, the experimental data
cannot be reproduced by the model at short time (close to t = 0). This is due to an
important participation to the signal of short lived contributions spectrally overlapping
with the QWR signal (see Sec. 6.1.3). The ﬁt can be done by rejecting the data at
short time (in the shaded area in Fig. 6.6), but as it is no more possible to precisely
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normalize the model, it results in a larger uncertainty in the determination of the value
of D. Such narrow apertures were not used to extract the diﬀusivity, but masking part
of the data as described here was necessary on a couple of measurements making use of
larger apertures, for which the exponential decay proﬁle exhibited a similar deviation
at short delay.
6.1.3 Samples and experimental conditions
The fast decay component at short delays is an important issue of the TOF measure-
ments. In the case of a temporal proﬁle corresponding to the carrier lifetime, the ﬁt can
be done over a reduced range of the signal as the function is usually mono-exponential.
However, the decay proﬁle corresponding to measurements through apertures is not
a decaying exponential function, but has a changing logarithmic slope. As explained
above, a clear determination of the maximum of the curve is important to allow the
normalization of the model curve and its comparison to the normalized experimental
data: it allows to compare only the shapes of the two data sets and to get rid of the
amplitude coeﬃcient. If an additional component contributes to the detected signal
and prevents this normalization, a precise determination of the diﬀusion coeﬃcient is
no more possible.
We identiﬁed three origins to signals that can overlap with the PL of the QWR.
First, reﬂection of the laser light from the cryostat window or from the sample surface
(in particular at the metallic mask) can be detected. To reduce it, we used ﬁlters and
crossed-polarizers, but the laser light could not be systematically completely rejected.
Second, the requirement to excite only 1D states imposes excitation below the bar-
riers and in particular below the VQW. The carrier population in the QWR is formed
only by the weak absorption in 1D states and thus demands rather large excitation
power to observe suﬃciently intense PL. This not only increases the laser reﬂection
intensity, but it also strongly increases the relative PL intensity of the GaAs substrate,
which absorbs the remaining photons. The tail of the GaAs emission then overlaps
with the QWR PL, especially at high temperatures, and leads to a rather fast decay
component (< 100 ps).
Third, emission from the SQWs can be close (in energy) to that of the QWR. Al-
though their emission energy is lower than that of the VQW, the layer necking at the
lower boundary prevents the transfer of the carrier to the QWR (at suﬃciently low
temperatures). Therefore, if the excitation of electron-hole pairs in that 2D structure
does not spoil the 1D character of the measurements, it may still impair its detection.
These observations impose constraints on the samples and experimental conditions
that can be used. On one hand, we chose samples with a miscut angle of 0.6◦-oﬀ (to-
ward [11¯0]) in order to limit the spectral overlap of the SQW PL. These samples present
the largest energy separation bewteen the PL of the two structures. To investigate the
larger miscut angle range, we chose a QWR sample grown on a 6◦-oﬀ sample, which
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beneﬁts also from a PL line well-separated from the other emissions (see Fig. 5.18).
On the other hand, the overlap with the GaAs emission forced us to work with rather
narrow QWRs, emitting at suﬃciently high energies.
Figure 6.7: 10 K PL (logarithmic scale,
left) and 100 K PLE (linear scale, right)
spectra of three QWR samples with dif-
ferent nominal QWR thicknesses. The
PLE spectra are shifted in energy to ac-
count for the bandgap reduction at 100
K. The arrows indicate the excitation en-
ergy for time-resolved measurements.
For all these reasons, we concentrated our eﬀorts on the measurements of three sam-
ples. They were all previously discussed in Ch. 5 and, for the sake of clarity, we will refer
to them as S1A, S2A and S2B in the following. S1A has a 1 nm thick (nominal) QWR,
and S2 (A and B) contained 1.5 nm thick wires. Samples ‘A’ are grown on 0.6◦-oﬀ sub-
strates and sample ‘B’ is grown on a 6◦-oﬀ substrate. Their surface is almost planarized,
except that of S2B, which exhibits {113}-corrugations. Their PL and PLE spectra are
presented in Fig. 6.7. In that particular case, the PL is excited above the barriers,
at 10 K. The PLE spectra are measured at 100 K, so that they are expected to be
free of relaxation eﬀects. They are shifted in energy to account for the bandgap reduc-
tion at that temperature. The e1−h1 transitions are well resolved for all these samples1.
The excitation energies used in the TR-measurements are in each case indicated by
an arrow. In general, they are set out of resonance with higher subbands and coincide
with rather constant regions of the PLE spectra. As the spectra shifts toward red with
increasing temperatures, the excitation takes place slightly higher in the subbands, but
the excited density is not signiﬁcantly modiﬁed. Sample S2B makes exception to this
rule because we had to excite on a resonance to get suﬃcient PL intensity for the mea-
1In other QWR samples, we observed a strong quenching of the absorption in the ﬁrst subband.
Some measurements on those samples are reported in Annex C.
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surements. In all cases, the laser excites electron-hole pairs below the VQW energy,
which strong absorption is visible around 1.8 eV; this ensures that only 1D phenomena
are probed.
6.2 Exciton dynamics
6.2.1 Exciton lifetime
The temporal PL proﬁles for all three samples are displayed in Fig. 6.8 for diﬀerent
measurement temperatures. The measurements were performed at the center of a 40
µm wide aperture, large enough to prevent any eﬀect due to diﬀusion, but allowing
a precise positioning of the excitation spot and thus a good reproducibility. The PL
decay is mono-exponential over about two orders of magnitude, which allows a precise
extraction of the decay time constant τd. We checked under speciﬁc conditions that the
decay time was not modiﬁed when the laser power was varied by a factor of 4 at least
(see Fig. 6.13). We note the appearance of a fast decay component on the transient of
sample S2B at the highest temperatures. This corresponds to residual laser light and is
rejected in the analysis here.
Figure 6.8: Proﬁles of the PL temporal decay measured at diﬀerent temperatures, for the
diﬀerent QWR samples. The bump in the 140 K spectra of sample S2A is a noise artefact.
The decay time constants τd extracted from the ﬁts are summarized as a function
of temperature in Fig. 6.9 for the three samples. Up to about 100 K, the trend is the
same for all the samples: their lifetimes at 10 K are all comparable, ranging from 260 ps
(for S2A) to 290 ps (for S2B). τd ﬁrst increases slightly up to about 40 K and then the
slope increases to reach lifetimes of the order of 1 ns at 100 K. The time constant for
sample S1A reaches a maximum at 110 K and then decreases down to 450 ps at 150 K.
In that case, it is correlated with a signiﬁcant decrease of the PL intensity, connected
to the activation of non-radiative recombinations. The radiative lifetime is linked to the
integrated PL intensity through the radiative eﬃciency η(T ) =
τdecay
τradiative
= I(T )
I0
, in which
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I0 is the PL intensity at low temperature. According to this expression, the radiative
lifetime is increasing monotonically also for sample S1A.
Figure 6.9: Decay time for the three
samples as a function of the temperature.
The dashed line, based on expression 2.32
(see text), is a guide to the eye.
The trend of τd(T ) does not follow at all the
√
T dependence that is predicted the-
oretically for 1D systems (Eq. 2.22). In fact, there have been few observations of such
a dependence, whatever the system considered [98, 116, 265, 266]. Instead, behavior of
the radiative lifetime with the temperature that is similar to the one in Fig. 6.9 has
been reported for many QWR structures [148, 151, 267]. In particular, Oberli et al.
studied V-groove QWRs of diﬀerent thicknesses and found that the radiative lifetime
of the thickest QWRs increases more rapidly with temperature than that of the thinner
QWRs. For delocalized excitons, this is explained by the smaller oscillator strength of
particles that are less conﬁned. For localized excitons, the radiative lifetime increases
because of disorder [150]. The radiative recombination rate was even found experimen-
tally to vary linearly with the length of the localization minima [92].
The dashed line in Fig. 6.9 is drawn from the relation given by Eq. 2.32, with a
density of localized sites of ND = 1.5 · 105cm−1, a localization energy Eloc = 8meV ,
the localized exciton lifetime τloc = 290 ps and the intrinsic lifetime τ0 = 110 ps. This
model fails in the description of the data on two domains. At low temperature, it pre-
dicts a complete saturation of the lifetime, whereas we observed a weak dependence on
temperature, although the slope of τd(T ) is smaller than above 40 K. Second, at high
temperatures, we would expect to see the lifetime approaching the
√
T dependence fol-
lowed by the model. Instead, our experimental data continue to increase linearly with
temperature. This discrepancy is maybe due to a slight variation of the radiative eﬃ-
ciency, which we are unable to detect in the intensity of the integrated PL.
6.2.2 Carrier relaxation
The rise time values of the PL signal obtained from the ﬁt are displayed in Fig. 6.10.
The panel (a) separates the values for S1A, S2A and S2B to evidence their individual
tendency. For all three samples the rise time decreases with increasing temperature and
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assumes values close to our detection limit above about 50 K. The 10 K value is around
93 ps for samples S1A and S2A and 67 ps for S2B. As made clear in panel (b), in which
all data are superposed, the values for the sample S2B are systematically smaller than
those of the other samples. Also, the decrease of τr with the temperature is slightly
slower for S1A.
Figure 6.10: Rise time of the three samples as a function of the temperature. They are
displayed on separate vertical scales in (a) and together on the same scale in (b). The lines
are guides to the eye.
We observe a rather fast rise time of the signal. This rise time likely includes: (i) the
initial relaxation of electrons and holes; (ii) the exciton formation; (iii) further relaxation
of the exciton. For QWs, Takahashi calculated that the relaxation is slower for excitons
than for electron-hole pairs [118]. The electron-electron (hole-hole) scattering is more
eﬃcient than electron (hole)-excitons or exciton-exciton scattering. He underlined that
excitons only relax by exciton-exciton and exciton-phonon scattering, which are rather
ineﬃcient. However he only considered excitons created with an initially small kinetic
energy, which can relax only through acoustic phonons. In addition, in 1D systems,
the exciton-acoustic phonon scattering is enhanced and the exciton-carrier scattering is
reduced [119]. In our experiments, the initial excess energy is always larger than that
of optical phonons, the scattering rate of which is larger than that of acoustic phonons.
The initial relaxation of electron and holes is therefore likely to proceed through the
emission of optical phonons.
In other studies, the exciton formation time was predicted to depend strongly on
the initial excess energy of the e-h pairs [268]. Nevertheless, it takes place within a few
picoseconds, as was veriﬁed for instance in crescent-shape QWRs [90].
The rise time of the PL signal is ultimately determined by the fraction of excitons
eﬀectively coupling to light. At low temperature, the relaxation into a thermal distri-
bution peaked at k = 0 is slow. As the thermal population spreads out at increasing
temperature, the excitons with initially large momentum reach this distribution more
rapidly [269]. Note, however, that at low temperature the short exciton lifetime does
not permit to reach a thermalized distribution [270].
6.2. Exciton dynamics 139
6.2.3 Exciton diﬀusion
The investigation on exciton diﬀusion was performed under the same experimental con-
ditions as described above, using narrow apertures in the opaque masks. A typical set
of measurements performed at diﬀerent temperatures on samples S1A, S2A and S2B
is shown in Fig. 6.11. Each graph displays two sets of data. The ﬁrst one corresponds
to the PL decay measured without any mask (lifetime) and the second one measured
through a narrow aperture. The curves representing the best ﬁt by our model are also
shown and attest to a very good correspondence.
Figure 6.11: Example TR-µPL decay curves for samples S1A, S2A and S2B, measured both
without mask and through 3.7, 2.4 and 1.9 µm wide apertures, respectively.
At 10 K, the two curves are superposed for both samples S1A and S2A. This in-
dicates that no diﬀusion takes place at that low temperature. The curve measured
through the aperture for sample S2B decays slightly faster than that measured on the
bare surface. We deduce a small value of the diﬀusion constant of D = 3.2 cm2/s with
a signiﬁcant uncertainty (± 2.6 cm2/s). To illustrate the sensitivity of the method that
we detailed in Sec. 6.1.2, the value of D that we obtain if we use the lower value of τd in
the ﬁtting equation is D = 1.2 ± 2 cm2/s; this value is within the interval determined
by the best ﬁt coeﬃcients.
The same situation prevails up to a temperature of about 50 K: both curves are
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superposed, indicating a diﬀusion constant close to zero. As shown in Fig. 6.11, from
and above this temperature the ﬁt does not reproduce correctly the peak of the time
proﬁle measured on sample S2B. The error on the normalization gradually adds up with
the error on the coeﬃcient D, which eventually looses signiﬁcance at larger tempera-
tures. Yet, the steeper slope of the temporal proﬁle at longer delay time is indicative of
diﬀusion taking place in that sample. At temperatures above 50 K, eﬀect of diﬀusion is
clearly visible for all samples and, for samples S1A and S2A, the data are nicely ﬁtted
by our model.
Figure 6.12: Diﬀusion coeﬃcients measured on three QWR samples as a function of tempe-
rature. The main panel compares samples of diﬀerent conﬁnement grown on substrates with
the same miscut. The inset compares samples of identical conﬁnement, but grown on 0.6◦ and
6◦-oﬀ vicinal substrates. The dashed line is an eye guide; it is proportional to the fraction of
delocalized excitons (see Sec. 6.4.1). The shaded area indicates the detection limit for sample
S2A.
The diﬀusion coeﬃcients obtained by the best ﬁts are summarized in Fig. 6.12. The
main panel demonstrates that samples S1A and S2A behave similarly. The diﬀusion
is close to zero below 50 K. As we mentioned in Sec. 6.1.2, the short decay times at
low temperature reduces the sensitivity of the measurement through the aperture. The
shaded area represents the detection limit for the 2.4 µm wide aperture used for sample
S2A. (For sample S1A, apertures of diﬀerent widths, 2.6 and 3.7 µm were used). We
note that we cannot exclude that some diﬀusion takes place at 10 K in sample S1A
and S2A, because the apertures that we used have a limited sensitivity for the short
lifetime at low-temperature. However, if non-zero, the diﬀusivity remains small (below
∼ 4 cm2/s at 10 K).
Above about 50 K, the values of D start rising and then increase regularly up to
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the highest temperatures that we could measure. We obtain a highest value of about 23
cm2/s at 150 K for sample S1A. The rather large error bars (± 8.5 cm2/s) are due to
the signiﬁcantly shorter lifetime measured on this sample at this temperature. It corre-
sponds to a diﬀusion length (Eq. 2.26) of about 1.4 ± 0.3 µm. The maximum diﬀusion
length that we determined (2.1 ± 0.2 µm) was however obtained for the sample S2A at
140 K.
In the inset of Fig. 6.12 the values obtained for samples S2A and S2B are compared.
A larger diﬀusivity is systematically found on sample S2B for T > 30 K. Extracting
conﬁdent enough values for sample S2B from the measurement at T > 50 K is prevented
by the short time signal overlap. Nevertheless, signiﬁcant diﬀusion in that sample is still
visible at larger temperatures.
Figure 6.13: Power dependence measured at 95 K on sample S2A of the decay time (a) and
diﬀusion constant (b), with example decay curves (c) without mask and through a 2.4 µm
aperture.
For a typical set of experimental conditions, we checked the eﬀect of the excitation
density on the value of the diﬀusion coeﬃcient. As for the measurement of the lifetime,
the laser power could be changed by a factor of at least 4 (either up or down) with-
out observation of a substantial change in the determined value of D (i.e. without a
deviation from the uncertainty range that is obtained at standard conditions). This is
illustrated for sample S2A at 95 K, for which we could change the excitation power
over more than one order of magnitude: the Fig. 6.13 shows the constancy of both the
lifetime (a) and the diﬀusion coeﬃcient (b) for a laser power between 50 µW and 1.2
mW. The experimental temporal proﬁles for these two extreme cases are also displayed
together with their best ﬁts (c).
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6.2.3.1 Evaluation of the exciton density
Although the excitation power does not seem to be determinant in the range that we
investigated, it is interesting to evaluate the exciton density that is created in the QWR.
A rough estimation based on the (crude) assumption that 1% of photons are absorbed
in the QWR leads to an order of magnitude of 106 cm−1.
Figure 6.14: (a) Power dependence of the µPL spectra of sample S1A, measured through a
1 µm aperture (Ti-Sa excitation at 710 nm) at 10 K. (b) Intensity (c) Energy and (d) FWHM
of the dominant lines, as a function of excitation power.
We checked this value by using a procedure described in Ref. [271]. We measured
the 10 K µPL spectra of sample S1A as a function of the excitation power, through a
narrow aperture (1 µm wide). These spectra are displayed in Fig. 6.14(a). Two single
peaks are isolated at the lowest excitation density. With increasing power, new tran-
sitions appear both on the high and low energy sides of the two initial peaks. In the
panel (b) of the ﬁgure, we report the integrated intensity of the whole QWR PL line, as
well as the integrated intensity of the main individual lines. The latter integration was
done by means of a lorentzian ﬁt and accounted for the important background. The
overall intensity increases almost linearly (I∝ P 0.9), but the individual lines saturate at
an intermediate excitation density. The saturation power P0 is extracted from a ﬁt with
the function I(P ) = A · (1− e(− PP0 )α), in which α accounts for the slight non-linearity in
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the low-excitation range. The value P0 corresponds to the existence of (on average) one
exciton in the localized site corresponding to the sharp PL line. For the line labeled A
(B) in Fig. 6.14(a), we ﬁnd P0  220 µW (60 µW ). As its line intensity corresponds to
5% (4%) of the total intensity, we estimate by a simple rule of thumb that one exciton
in the QWR (along the 1 µm segment) would correspond to an excitation power of 10
µW (2.5 µW). Therefore, the 200 µW power used in the time resolved measurements
corresponds to an exciton density of 2·105 cm−1 (8·105 cm−1). The diﬀerence between
the two values is large and illustrates the limits of this method. Yet, it gives the order
of magnitude of the density, consistent with our initial estimate.
Fig. 6.14(c) and (d) present the energy and the linewidth of peaks A and B. We see
that above about 20 µW both peaks slightly shift toward higher energies and that their
FWHM decreases. The ﬁrst phenomena was already identiﬁed as a many-body eﬀect
[85, 272]. The reduction of the linewidth is usually attributed to the neutralization of
charged impurities in the vicinity of the localized exciton. At low excitation densities,
their states ﬂuctuate as they capture free carriers, thus slightly modifying the electric
ﬁeld at the localization site. As the intensity increases, the impurity is saturated and
the potential does not ﬂuctuates anymore.
Most importantly, we note that eﬀects of exciton interaction are clearly visible at the
density at which the time-resolved measurements were performed. First, the intensity
of localized sites is saturated. In addition, a new line, labeled C, appears above this ex-
citation power. The supra-linear dependence of its integrated intensity with increasing
power and its energy separation to the line A (-2.3 meV) suggest that it corresponds
to a biexciton. A similar new line also appears at 1.674 eV and may tentatively be
associated with a biexciton stemming from exciton B. All these observations therefore
indicate that the system under study is an interacting exciton gas.
6.3 Temperature dependence of the optical spectra
The results presented in the previous section indicate that diﬀusion is a thermally ac-
tivated process. It is then noteworthy to check if an increase of the temperature also
aﬀects the optical properties of the QWR. In particular, changes in the scattering rates
(i.e. broadening), as well as spatial and spectral redistribution of the carriers are ex-
pected. In this section, we address this issue by looking at the evolution of the µPL and
PLE spectra of the QWR as a function of the temperature.
6.3.1 Modiﬁcation of the PL lineshape
In Ch. 5, we have already noticed that the lineshape of the PL spectra broadens when
the temperature increases. In Fig. 6.15 we report the PL spectra measured through a
narrow (∼1 µm wide) aperture on sample S1A. First, the spectra redshifts, correspon-
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ding to the bandgap reduction with increasing temperature, particularly pronounced
above 50 K. Second, each line broadens individually, already starting from the lowest
temperatures. In parallel, a broad inhomogeneous background appears progressively,
which dominates over the individual lines from about 30 K. Above this temperature,
the initial ﬁne structure of the emission is completely hidden and only a broad emis-
sion line subsists. As the temperature is further increased, a high energy tail expands,
indicating occupation of higher energy states.
Figure 6.15: µPL spectra of sam-
ple S1A as a function of temperature.
These spectra were taken through a 1
µm wide aperture.
A systematic background in near-ﬁeld optical spectra of a QWR at low tempera-
ture was reported [273]. It was attributed to the emission from delocalized states. Like
in our case, the background was spanning a spectral range wider than that on which
the localized lines appear. This result was thus suggesting that there was no abrupt
spectral separation between localized and delocalized states, i.e. no ‘mobility edge’ in
QWRs. Nevertheless, we see here that the relative intensity between the emission from
the narrow lines and that of the background is strongly modiﬁed between 10 K and
50 K, whereas no (or weak) diﬀusion is observed in that temperature range. Actually,
the broadening of individual lines and the appearance of a dominant background with
increasing temperature has been shown to arise from scattering with acoustic phonons
[91, 123].
The latter explanation keeps open the existence of a mobility edge in QWRs. Yet we
should then expect signs of spectral diﬀusion when measuring the integrated PL spectra
through apertures: the emission on the high energy side of the PL line, corresponding to
delocalized states, would be expected to vanish when diﬀusion occurs. We found no clear
evidence of such a spectral narrowing in our data: the ﬂuctuations observed between
the linewidth of spectra measured through aperture and without an aperture are within
the variations due to the sample inhomogeneities. Therefore, there is no indication of
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delocalization in the modiﬁcation of the spectral lineshape with increasing temperature.
6.3.2 Reduction of the Stokes shift
The Stokes shift is a widely used indicator of the degree of disorder in heterostructures.
As it is related to the emission from localized states, it is sensitive to the delocalization
of the carriers. We measured the Stokes shift for the three samples S1A, S2A and S2B
as a function of the temperature. The spectra of the ﬁrst PLE transition are displayed
in Fig. 6.16 according to a relative energy scale, the zero of which corresponds to the
energy of the PL peak at the same temperature. These values were measured with the
polarization of the laser set parallel to the QWRs. As already noticed in Sec. 5.3.1,
the transitions are rather broad and exhibit some sub-structure, the origin of which
is not clearly understood. This is true in particular for the samples grown on 0.6◦-oﬀ
substrates.
Figure 6.16: (a) PLE spectra (laser polarized parallel to the QWRs) of samples S1A, S2A
and S2B measured at diﬀerent temperatures. The zero of the energy scales corresponds to
the peak energy of the PL spectra. (b) Stokes shift as a function of temperature. The vertical
lines (plotted with changing grey levels) indicate the intensity of the e1 − h1 transition with
the grey scale spanning the range [0.8·Imax (light grey) ; Imax (black)]. The dots correspond
to the mean energy of the line, which is measured in the same interval.
The large broadening and the sub-structure of the PLE transition make it diﬃcult
146 CHAPTER 6. Quantum wires: delocalized excitons
to characterize the Stokes shift. For instance, we observe clearly that in the case of
sample S2A the spectral weight is displaced toward the high-energy side of the line as
the temperature increases. In Fig. 6.16(b) we make use of two criteria, which allow to
quantify and compare the temperature-dependent Stokes shift for the three samples.
The ﬁrst one accounts for the broadening of the line: each spectrum is represented on a
gray scale starting from 0.8 · Imax (in light gray) and ending at the maximum intensity
Imax (in black) of the e1 − h1 transition. A global decrease of the relative energy with
increasing temperature is clearly found for all three samples, although it is occurring
only above around 50 K for samples S1A and S2A. In the same ﬁgure, we also propose
a quantitative determination of the Stokes shift that is obtained from the mean energy
of the transition in the range where its intensity is larger than 80% of its maximum:
< Em >=
R Ea
Eb
I(E)·E dER Ea
Eb
I(E) dE
(with I(Ea) = I(Eb) = 0.8 · Imax and Ea < Eb). The trend in
temperature that we observe is the same as the one just described with the previous
criterion.
The diﬀerence in inhomogeneous broadening between samples ‘A’ and ‘B’ is clearly
evidenced in Fig. 6.16(b). The low temperature values of the Stokes shift obtained by
the mean energy criterion ( 7.2 / 8.4 / 6.1 meV for the S1A, S2A and S2B, respectively)
further attest of the higher homogeneity of the sample S2B.
6.4 Discussion: delocalized excitons
6.4.1 Thermal activation of the excitonic diﬀusion
The measurements that we performed allowed to directly quantify the exciton diﬀusion
in QWRs. We ﬁrst discuss the behavior observed for samples S1A and S2A. The TOF
measurements show that the diﬀusion is almost null at low temperatures. At an interme-
diate temperature, around 50 K, we observed a clear activation of the exciton diﬀusion
and then a monotonous increase of the diﬀusion with increasing temperature. We found
comparable values for S1A and S2A, which have diﬀerent nominal thicknesses. There
is therefore no eﬀect of the conﬁnement strength in our data.
This activation coincides with a strong reduction of the Stokes shift. In spite of
the relative dispersion of the experimental data and of the diﬃculty in identifying a
sharp absorption peak, the two methods that we used to quantify the Stokes shift
clearly demonstrate its reduction with increasing temperature, which gets truly impor-
tant above around 50 K.
We observed signiﬁcant diﬀerences in the diﬀusion and PLE measurements per-
formed on the sample S2B, grown on a 6◦-oﬀ substrate. First, the diﬀusion is signiﬁ-
cantly larger than that of the sample S2A in the range 30 K - 50 K. It was unfortunately
not possible to compare the diﬀusion at temperatures above 50 K because of the weak
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signal of the PL. Second, the Stokes shift is smaller in this temperature range and
appears to decrease, without initial saturation, with increasing temperature. These ob-
servations are consistent with the results of Ch. 5 pointing toward a reduced disorder
in QWRs grown on substrates with a large miscut.
Gurioli et al. proposed a model [137] that explains such a reduction, under the
sole assumption that the carriers are in thermal equilibrium at a temperature Tc. The
Stokes shift can then be expressed as a function of the temperature as ∆ESS ∝ δ2kBTc , in
which δ is the FWHM of the absorption line. For a gaussian absorption lineshape, they
determined the proportionality coeﬃcient to be equal to 0.18. Such a model gives an
approximative description of the trend that we observe: the dashed line in Fig. 6.16(b)
corresponds to δ= 14 meV, which is much smaller than the FWHM of the PLE that we
measure (25 meV). This value is arbitrary as we do not measure a gaussian absorption
line and the unidentiﬁed substructure in the PLE line contributes to the broadening. Yet
the 1/kBT dependence describes reasonably our data above 50 K. The bad agreement of
the model below 50 K originates in the non-validity of the thermalization hypothesis at
low temperature. It has been shown in comparable QWRs that no thermal equilibrium
was reached by the carriers at temperatures below 60 K [89]. This value is consistent
with the threshold temperature at which the Stokes shift reduces signiﬁcantly.
In a similar framework, we can describe the increase of the diﬀusivity as being
proportional to the fraction of excitons, whose energy is above a value Eloc. Such a
threshold could be identiﬁed as a mobility edge: in Fig. 6.12, the dotted line corre-
sponds to f(T ) ∝ ∫∞
Eloc
α(E) · e−E/kBTdE. Within such a description, the localization
energy is independent of the broadening of the absorption line α(E), although it is likely
that they are actually linked in reality. For the model curve of Fig. 6.12 we used a 1D
density of states convoluted with a gaussian (FWHM = 5 meV, which results in a total
FWHM of the DOS comparable to the experimental one) to describe the absorption
lineshape. Eloc was chosen to correspond to the maximum of this line.
Let us note ﬁnally that we surprisingly did not observe a shorter lifetime for sample
S2B at low temperature, as we would have expected for a sample displaying a smaller
disorder. The value at 10 K is 290 ps for the sample S2B, whereas it is slightly smaller
(265 ps) for S1A. These values are comparable with those obtained previously on V-
groove QWRs (350-400 ps in Ref. [148], 150-480 ps in Ref. [92]). The similarity of the
temperature dependence of the lifetime between samples apparently exhibiting such a
diﬀerent disorder is not understood.
6.4.2 Scattering mechanisms
The model above is too simpliﬁed in the sense that it does not account for the mecha-
nisms underlying the diﬀusion and for their own dependence on temperature. In QWs
the diﬀusion at low temperature was described by tunneling and/or phonon mediated
148 CHAPTER 6. Quantum wires: delocalized excitons
transitions [141,274]. In the ﬁrst case, an exciton migrates by hopping between nearby
localization sites, over which exciton wavefunctions overlap. Possible energy mismatch
are then compensated by acoustic phonons. The absorption of a phonon can also pro-
mote an exciton to a delocalized state.
Phonon interactions are evident in the broadening of the µPL spectra of our sam-
ples, which evidence their increasing importance with increasing temperature. However,
acoustic phonons do not explain the rather abrupt onset of diﬀusion around 50 K. In-
stead, previous studies on QWs allowed a quantiﬁcation of the various scattering mech-
anisms. An increase of mobility with temperature was observed in GaAs/AlGaAs QWs
with width ranging from 4 nm to 74 nm [261]. The thinner was the QW, the smaller
was the diﬀusivity. Moreover, for the 4 nm QW (emitting around 1.65 eV, thus with
a conﬁnement energy similar to our samples) the diﬀusion was activated only above a
temperature around 50 K and reached values of about 15 cm2/s at 150 K. These results
are very similar to those obtained in our QWRs.
An increase of the diﬀusivity (or equivalently of the mobility) with increasing tempe-
rature in the low temperature range is expected from reduced interactions with ionized
impurities. However, observations in QWs did not supported the prediction of a larger
diﬀusivity for narrower QWs and emphasized the role of interface roughness at low
temperatures [275]. The latter was calculated for QWRs in Ref. [147] and Ref. [276].
The second reference adresses speciﬁcally V-shaped QWRs with a geometry close to
our system. Both predict an initial decrease of the mobility with increasing correlation
length ξ of the disorder along the QWR. The mobility reaches a minimum and then
increases with ξ. This behavior is due to the fact that the scattering is more eﬀective
when the correlation length approaches the Fermi wavelength. The carrier density is
thus determinant for the value of the mobility, although contradictory results exist de-
pending on the screening approximations that are used [147, 277]. Actually, because
of the larger eﬃciency of the carrier-carrier scattering compared to the exciton-exciton
scattering, the electronic transport is expected to depend on density, while the excitonic
transport does not [118].
Our measurements as a function of the excitation power did not show a density
dependence. This supports an interpretation in terms of excitonic diﬀusion consistent
with the model that we used. For excitons, scattering with the interface roughness is
predicted to be the dominant phenomenon limiting the mobility. Yet, we noticed that, in
our experimental conditions, excitons are interacting; this would require a more proper
modeling than the single particle picture, on which our model relies.
6.4.3 Comments on the model hypothesis
We described our system in terms of a single type of particles (excitons) and a unique
and time-independent diﬀusion coeﬃcient. This model allowed a good description of the
results, as attested to by the good agreement of our ﬁts to the experimental data. Ne-
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vertheless, some assumptions of the model are worth discussing in view of other studies.
In particular, Monte Carlo simulations allow to address non-equilibrium situations. For
example, Takahashi performed simulations of the relaxation and transport of excitons
in a QW [118]. He included most of the relevant scattering mechanisms and compared
their eﬃciency for excitons and electron-hole pairs. Several of his ﬁndings addressed
phenomena relevant to our study.
First, he demonstrated that the diﬀusion coeﬃcient is not constant, but decreases
over time. As the spread of the exciton population is directly linked to the velocity of
the exciton, a hotter initial distribution expands more rapidly. Takahashi found that it
is however correct to consider a time-independent value of the diﬀusivity to characterize
the exciton motion. Indeed, the curves that we obtained with a time-independent diﬀu-
sion coeﬃcient are in good agreement with the experimental data and do not indicate
signiﬁcant variations of D with time.
Figure 6.17: Initial kinetic energy after
the fast emission of one or two optical
phonons. The increase with the tempe-
rature is calculated from the redshift of
the bandgap (Eq. 2.2) and the low tem-
perature value is set by the energy of the
laser, relatively to the PL energy.
The role of the initial kinetic energy was underlined in several studies [268,278,279].
The diﬀusion is directly linked to the velocity of the excitons, hence to their kinetic
energy. As the relaxation process through optical phonons is very fast, the initial ki-
netic energy Ekin is deﬁned as the remaining energy after such a (or several, n) process:
Ekin = Elas − EPL − n · ELO. In our study the diﬀusion is clearly not related directly
to this factor. Indeed, because the laser energy Elas is ﬁxed through the experiment,
the initial kinetic energy increases with increasing temperature. However, as made clear
in Fig. 6.17, for sample S1A, Ekin is not a monotonous function of the temperature,
whereas the diﬀusivity that we measured increases monotonically with the temperature .
Even though our model describes properly the data, it deserves improvements in
order to better justify the relation 6.4. Indeed, strictly speaking, diﬀusing excitons are
non radiative (k = 0). Under the assumption of thermal equilibrium, Eq. 6.4 is correct,
as the density of radiative excitons is proportional to the total exciton population. At
low temperature, however, without thermalization, the validity of the equation is ques-
tioned. We found no evidence of its violation. In particular, the intensities of the signal
measured through and without aperture are comparable at low temperature. As all
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excitons ﬁnally decay radiatively in these conditions, if hot excitons had diﬀused out of
the aperture, it should translate in signal intensity variations. Yet, a ﬁner interpretation
of the phenomena at low temperature would require to address this question.
Finally, considering only excitons in our model can be questioned by the fact that
excitons are expected to dissociate at increasing temperature. The sharp lines in low-
temperature µPL spectra, the regular redshift of the PL line with increasing tempera-
ture and the typical resonances in the PLE spectra are all indications that the optical
properties are dominated by excitons at all temperatures up to 150 K. However, ac-
cording to the Saha equation [148], at the moderate densities that we used and under
the assumption of thermal equilibrium, the electron-hole pair population is larger at
temperatures above 50 K. It is now well established that below this temperature (at
least) no thermal equilibrium is reached [89, 91].
Anyway, once the equilibrium is reached, the conservation of the exciton / e-h pairs
ratio requires that a local decrease in the density of one type of pairs (bound or disso-
ciated) triggers the decrease of the other type. An eﬀective diﬀusivity of excitons and
electron-hole pairs is determined and in the absence of a microscopic interpretation of
the diﬀusion mechanisms, we used the term of excitonic diﬀusion. We keep in mind,
however, that ambipolar process can also be involved.
6.5 Chapter summary
We presented systematic measurements of the excitonic diﬀusion in several V-groove
QWR samples. These measurements were based on the time-of-ﬂight method, the prin-
ciple and limitations of which were thoroughly discussed. At low temperature, no dif-
fusion was observed and other optical properties conﬁrmed that excitons are localized.
A clear onset of the diﬀusion was found above a threshold temperature of about 50 K
in the samples exhibiting the largest disorder, independently of their thickness. It is
accompanied by a signiﬁcant reduction of the Stokes shift, indicating that the fraction
of delocalized excitons is increasing. Diﬀusion was setting in at a lower temperature in
a sample exhibiting a reduced disorder.
These measurements are discussed in view of the existing theories of exciton dif-
fusion and compared to diﬀusion measurements made in QWs. We conclude that the
diﬀusion in V-groove QWRs is very similar to that observed in QWs, mainly because
it is principally governed by interface roughness scattering.
Chapter 7
Conclusion and outlook
The work described in this thesis oﬀers new insights on the growth of low-dimensional
nanostructures by MOVPE. We achieved important improvements of the optical pro-
perties of GaAs/AlGaAs QWs and V-groove QWRs and we could relate these advance-
ments to changes in the growth morphology, which determines the interfaces of the
heterostructures. These progresses allow to fabricate structures with better controlled
excitonic landscapes, which are useful for further studies related to disorder.
We demonstrated that narrow PL linewidth of QWs can be obtained by growing
structures on substrates with a small miscut. We correlated this improvement to the
settlement of a step-ﬂow growth mode, whereas growth on nominally exact substrates
takes place in the 2D mode. Additional transitions of the growth mode occur with in-
creasing miscut angle and result in diﬀerent types of disorder at the interfaces, which
give rise to distinctive optical properties. For the growth conditions that we used, we
measured PL linewidth as narrow as 0.5 meV for 15 nm thick QWs grown on 0.2◦-oﬀ
(001) GaAs substrates.
Starting from the improved understanding of the origins of the inhomogeneous
linewidth, we discussed the possibilities to further improve the optical characteristics
of MOVPE-grown QW samples. Two directions could be particularly worth investiga-
ting. First, extending the width of the island-free terraces would decrease the density
of longitudinal gaps between the steps at each interface (see Fig. 4.20). The local min-
ima created by these gaps would then be more scarce. This would require exploring
the growth parameters space in order to optimize the PL for substrates with ∼0.1◦
miscut angle. In that case, ﬁghting atom desorption at higher growth temperature will
be crucial. Second, improving the alloy quality of the AlxGa1−xAs could bring further
reduction of the PL linewidth, as we suspect it to become crucial for the optical quality
of our QWs. Interesting results have been obtained with digital alloys, i.e. barriers com-
posed of GaAs/AlAs superlattices [195] and such structures could be worth exploring.
The data that we presented on the morphology of the interfaces should motivate
deeper theoretical studies of the dynamics of MOVPE growth processes. These samples
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already allowed the conﬁrmation of an existing growth model [280], but additional infor-
mations should be extracted from extending the study to a larger parameter space. The
samples that we produced are also ideal for further studies of disorder and its eﬀects,
and they could allow to quantitatively validate theoretical descriptions. In particular,
temperature dependence measurements should allow to distinguish very distinct acti-
vation thresholds for phenomena such as motional narrowing or carrier diﬀusion.
A ﬁner characterization of the purity state of our MOVPE reactor has been made
possible by the better reproducibility of routine QW growths. This led to a general
improvement of the quality of the structures grown in our group, in particular V-groove
QWRs. We reported additional progress in their optical quality. They were obtained by
growing the QWRs on vicinal patterned substrates. The narrowest PL linewidths (<
4 meV) were obtained for QWRs grown on a substrate deviating by 8◦ from the (001)
plane toward the [11¯0] direction. This is the largest miscut angle that we have investi-
gated and it would be deﬁnitely worth going beyond this value. In addition, there is cer-
tainly room for further optimization of the growth parameters: for GaAs/AlxGa1−xAs
QWRs, we essentially sticked to ﬁxed V/III ratio and growth temperature; as the
linewidth has been now signiﬁcantly reduced, the present samples might be more sen-
sitive to those parameters.
We also presented a systematic study of the dependence of the PL linewidth on
the height of the QWR barriers. We showed that narrow linewidths (∼2 meV) can
be obtained for low Al content in the AlGaAs alloy. We evidenced in these samples a
reproducible doublet splitting of the PL and µPL line of the QWRs. We proposed to
interpret it in terms of a bi-modal distribution of the potential minima. PLE spectra and
their evolution as a function of the temperature would be highly beneﬁcial to conﬁrm
this interpretation. In that perspective, the low PL intensity of those samples is an issue
that has to be solved. The introduction of the backetching procedure is in that case
highly advisable, and could be extended to all QWR samples. We also emphasize that,
in that case particularly, the eﬀects of internal ﬁelds (due to strains or electrostatics)
have to be considered carefully.
Temperature dependent PLE experiments should also allow to better relate the
doublet observed in these samples to the asymmetric PL lineshape observed in QWR
samples with GaAs/Al0.3Ga0.7As barriers grown on 0.6
◦-oﬀ (001) substrates.
Overall, by combining the two routes that we have investigated, vicinal substrates
and low barriers, we believe that V-groove QWRs can reach optical quality comparable
to T-shaped QWRs obtained by cleaved-edge overgrowth, for which 1 meV linewidth
has been achieved for QWRs emitting at 1.58 eV [72]. Yet, previously unresolved fea-
tures in the PL and PLE spectra of QWR samples have already been evidenced in the
sample presented here and deserve complementary studies. The ﬁne structure of the
perpendicularly-polarized transitions in PLE spectra measured on the 8◦-oﬀ samples
brings new insights on the interpretation of PLE spectra. Also, the broadening of the
PL linewidth of QWRs is now comparable to the binding energy of charged excitons.
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Preparing modulation-doped samples on vicinal substrates could then allow the study
of excitonic complexes without having to make use of an opaque mask [88].
In parallel to the changes in the optical properties, we observed important modiﬁca-
tions of the morphology of QWR samples grown on substrates with large miscut angles.
These changes correspond to modiﬁed growth rates on the various facets growing on
V-grooved substrates. In regard of our present observations, we cannot attest to a direct
correlation between the modiﬁcation of the morphology and the improvement of the
optical properties of the QWRs. More informations on the longitudinal morphology of
vicinal QWRs have to be collected. New attempts to apply the selective etching tech-
nique for the study of interior QWR interfaces could be considered. Measurements of
the PL in a magnetic ﬁeld could bring indications on the relative depth and extension
of localization sites. Such a method was applied to characterize the disorder in QWs,
according to the dependence of the diamagnetic shift on the conﬁnement strength [281].
From a modeling point of view, theoretical eﬀorts should focus on the reunion of the
growth model explaining the self-organization in the cross-sectional plane of the QWR
[176] and that describing the mechanisms taking place on the facets along the QWR
direction [181].
Finally, we presented the dependence on temperature of the diﬀusion of excitons in
QWRs. We evidenced that the diﬀusion is limited by interface roughness and that its
activation with temperature is similar to that observed in narrow disordered QWs. In
those circumstances, we found no speciﬁc sign of a peculiar behavior linked to the one-
dimensionality of excitonic diﬀusion in QWRs. However, the diﬀerences observed for
samples grown with small (0.6◦) or large (6◦) miscut angle have important implications
for the standard µPL characterization of QWR samples at low temperature. The larger
diﬀusion coeﬃcient that we measured for the 6◦-oﬀ sample implies a wider area probed
by the exciton before it recombines. That might explain the relative similarity of the
localized exciton lines in the µPL spectra, compared to samples of poorer quality. Mak-
ing a systematic use of narrow apertures for the low-temperature µPL characterization
would remove this bias. Beyond that, extending the investigations of diﬀusion to (i)
samples with diﬀerent conﬁnements, (ii) higher temperature, and (iii) a broader den-
sity range, is necessary to get a better picture of the diﬀusion mechanisms in V-groove
QWRs. We already solved several experimental issues in the experiments presented
here. The remaining ones are linked to the weak relative intensity of the QWR PL.
Here also, the use of backetched samples could provide more freedom for the choice of
experimental parameters.
To conclude, we presented an optical and morphological study of QWs and V-groove
QWRs of unprecedented quality. These samples were obtained by MOVPE on vicinal
substrates, which allowed to impose diﬀerent length scales to the ﬂuctuations in nano-
structures. The samples and methods achieved through this work oﬀer new opportuni-
ties for the study of the physics of excitons in MOVPE grown samples, in particular in
1D V-groove QWRs.
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Appendix A
Samples and processes
Samples description
The TQW structure is schematized in Fig. A.1(a). It consists in a 500 nm GaAs
buﬀer, a 500 nm Al0.3Ga0.7As lower barrier, followed by three QWs, which are respec-
tively 2, 5 and 15 nm thick and separated by 300 nm Al0.3Ga0.7As barriers. A 300 nm
Al0.3Ga0.7As upper barrier is grown after the last 15 nm QW and the sample is ﬁnally
capped by 30 nm GaAs to prevent surface oxidation. The large barriers allow to absorb
most of the photons before reaching the substrate, when exciting above the barriers. We
used both semi-insulated and n-doped (001) epi-ready substrates, which undergo a 15
minutes long in-situ thermal desoxidation cycle at 800◦C under As ﬂux before growth.
For growth conditions, refer to Table 3.1 and Fig. 3.5.
The DQW structures have been described in Ch. 4. Refer to Table 4.1 and Fig. 4.9.
Figure A.1: Scheme of the (a) TQW structure, described in the text and (b) typical QWR
structure, whose parameters are detailed in Table A.1
The typical QWR structure is represented in Fig. A.1(b). The thicknesses of the
layers of the diﬀerent samples grown with 30% Al content are given in Table A.1.
The samples with low Al content are described in Sec. 5.2. The growth of speciﬁc struc-
tures for morphology investigations is described in Sec. 5.3.2 and Sec. 5.3.3.
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Growth Litho. TGrowth Layer thickness [nm]
run # ◦C b lb tQWR ub c
1686 opt. 730 30 250 2 50 10
2084 opt. 690 200 1000 2 100 10
2085 opt. 690 200 200 2 100 10
2623 (S1) eb 690 200 1600 1 500 30
2625 eb 690 200 1600 3 500 30
2671 eb 690 150 1600 0.5 500 30
2673 eb 690 150 1600 2 500 30
2674 eb 690 150 1600 4 500 30
2685 (S2) eb 690 150 1400 1.5 500 30
2903 eb 690 150 500 2 300 30
Table A.1: List of the QWR samples grown with 30% Al content in the barriers presented
in Ch. 5. Opt = optical- ; eb = e-beam lithography.
Fabrication of V-grooves: processing sheets
Figure A.2: V-groove processing sequence, using e-beam lithography and dry etching of the
SiO2 mask.
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Figure A.3: V-groove processing sequence, using optical lithography and wet etching of the
SiO2 mask.
QWR: post-processing sheet
Figure A.4: Post-growth processing sequence to remove part of QWs from V-groove samples.
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Back-etching of QWR samples
A backetching process is routinely used for quantum dot structures grown in pyramidal
recesses to improve the extraction eﬃciency of the light [186]. We tentatively checked
its eﬃciency for V-groove QWR structures. The principle is to modify the geometry of
the surface to create a lens eﬀect. Practically, the structure is turned upside down and
the substrate is removed to transform concave corrugations into convex ones.
In order to do so, a particular growth sequence is required. After the usual GaAs
buﬀer layer, a thin Al0.75Ga0.25As layer is grown. It serves as an etch stop when the sub-
strate is removed. Another thin GaAs layer serves as a capping layer to the backetched
structure, once the Al0.75Ga0.25As would have been removed, and thus prevent oxida-
tion. The QWR growth then proceeds normally between standard Al0.3Ga0.7As barriers.
Figure A.5: (a) Post-growth processing steps for substrate removal and upside-down geome-
try. (b) SEM image of the resulting inverted V-grooves.
The backetching process is illustrated in Fig. A.5(a). First, a metallic coating (20
nm Ti + 200 nm Au) is deposited on the samples surface. It serves as a mirror layer
for the photons emitted toward the bottom. The sample is then reverted and glued
with wax on a dummy GaAs substrate. It allows to mechanically thin down the sample
substrate, and ﬁnally to completely remove it by a wet etching in NH3 : H2O2 (1:15)
(slow etch rate of the order of 1 µm/min). The etch stop layer is ﬁnally removed in HF
(10%), which leaves grooves with a GaAs cap pointing upwards (Fig. A.5(b)).
The resulting PL spectrum is compared to that of a QWR sample in the usual geo-
metry in Fig. A.6. In that particular case, a thick Al0.6Ga0.4As layer used to planarize
the sample prevents a direct comparison of the PL from both geometry on the same
sample; this layer is responsible for the peak at 1.875 eV. But the main features of
both samples agree nicely. The main diﬀerence lies in the intensity of the peaks, and
in particular in that of the QWR at 1.604 eV. For the backetched sample it is stronger
or at least comparable to all other emission lines, whereas in usual samples the QWR
intensity is much weaker. If one deﬁnes β as the ratio of the (integrated) QWR intensity
to the total PL signal, β is normally only around 0.5% in standard geometry for 3µm
grooves. For the backetched sample PL presented here, β is 20%, and even reaches 50%
in µPL spectra, where the spatial resolution of the excitation allows to partly eliminate
the QWs emission.
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Figure A.6: PL spectra of a backetched QWR, compared to that of a sample with the usual
geometry. The insets describe the eﬀect of the surface on the light rays.
The insets in Fig. A.6 indicate how the light rays are refracted at the surface. The solid
angle of emission overlapping the collection angle deﬁned by the numerical aperture
of the objective is much larger in the backetched geometry than in the non-planarized
usual one, which is close to zero in the direction perpendicular to the grooves. This lens
eﬀect occurs both for excitation and for collection, and therefore also allows to reach
higher carrier densities inside the QWR.
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Appendix B
Interior interfaces of V-groove
QWRs
As we veriﬁed for QWs, the sample surface is not a direct representation of the nano-
structure interfaces (Sec. 4.2). In order to check this for QWRs as well, we designed
double QWR structures with an AlAs sacriﬁcial layer to investigate the real hetero-
interface of the QWR layer, in the same way as we did for QWs. The imaging of the
interior interface proved however diﬃcult, as dirts and/or etched particles tend to ac-
cumulate in the groove, preventing pertinent observations.
We only present here a sample image of the uncovered interface of a nominally exact
sample (Fig. B.1(b)). White dots are residual particles, which blur the image in their
vicinity. Note, however, that the selectivity of the etch was not checked for surfaces
other than (001). As for the QWs, the GaAs cap layer grown above the thick AlAs
layer is distorted (a).
We emphasize two observations. First, there is no step-ﬂow pattern on the ridge, but
nucleated islands distributed independently of their proximity to the grooves. Second,
as is clear from the longitudinal proﬁle (c) and the amplitude image (d), the ﬂuctuations
on the sidewalls are systematically correlated. These are two major diﬀerences when
compared to surface images, and as in the case of QWs, it suggests that the morphology
of the samples surface is a result of the annealing taking place during the cooling after
growth.
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Figure B.1: AFM images of the nominally exact (001) QWR sample from a double QWR
structure incorporating a sacriﬁcial AlAs layer (growth #2349). Height images of the cap (a)
and buried GaAs layer (b); amplitude image of the buried GaAs layer (d) with corresponding
cross-sections (c).
Appendix C
Additional data on diﬀusion
measurements
In order to implement the TOF method as described by Hillmer [261], we started by
reproducing measurements on QWs. It allowed us to identify and solve potential issues
of the method. Amongst the challenges that we faced were issues related to internal
ﬁelds in the samples. The observations that we made are relevant to optical characte-
rization of nanostructures in general and we describe and discuss them brieﬂy. Finally
we present a few data relative to unintentionally doped QWRs.
Eﬀect of a metallic coating
We described in Sec. 3.1.3 how we prepared opaque masks with apertures on the sam-
ples surface. Initially, a thin Ti/Au layer was uniformly deposited below the Al mask.
We noticed, however, that this layer had dramatic eﬀects on the optical properties of
some samples. This is illustrated in Fig. C.1: the PL lineshape and decay curve of a QW
sample coated with 25 A˚ Ti and 50 A˚ Au are compared to those of a piece of the same
sample without coating. First, we note that the PL lineshape is much diﬀerent in the
two cases (panel (a)). We already mentioned the broader, redshifted PL line obtained
when exciting the as-grown sample below the barrier with the Ti-Sa laser (Sec. 4.1).
However, the PL spectrum measured from the coated piece under the same conditions
is comparable to that resulting from an above-barrier excitation with the Ar+ laser.
The temporal decay of the PL is also much aﬀected (Fig. C.1(b)). The decay time is
almost twice larger after coating. These diﬀerences are not due to a diﬀerent excitation
density resulting from a beam attenuated by the coating, as demonstrated by the mea-
surements made at a lower power on the as-grown sample.
The eﬀect of the coating cannot be explained only by a Stark shift due to an inter-
nal electric ﬁeld. If the redshifted line may arise from band bending, charge separation
would result in a longer decay time, opposite to what is measured. Yet, the electrostatic
nature of the eﬀect is valid, as the diﬀerence can be canceled by exciting at an energy
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Figure C.1: Eﬀect of a thin metallic coating on the optical properties of a 15 nm-QW grown
on 0.2◦-oﬀ sample: (a) µPL spectra and (b) time-resolved PL decay of the sample as grown
(black line) and coated (gray line). Measurements at 50 K with below barrier excitation. Data
for two diﬀerent excitation densities are shown for the ‘as grown’ sample.
above that of the barriers. We pointed out in Sec. 4.1 that Ti-Sa excitation is likely
to favor the formation of charged excitons due to preferential capture of one type of
photo-generated carriers. The decay time of such particles is faster than that of the
exciton [282]. Alternatively, a similar reduction of the lifetime with increasing electric
ﬁeld has been tentatively explained by the increased leakage of the wavefunction in the
barrier or by the tunneling of the carriers out of the QWs [283].
When the excitation is above the barriers, the internal ﬁeld is screened and ﬂat band
conditions are recovered. The eﬀect of the coating is similar to that of screening: the
Schottky contact created by the metallic layer compensates the internal ﬁeld. This type
of behavior has already been reported and used in heterostructures.
Eﬀect of the Al mask
Another unanticipated eﬀect was observed in µPL measurements through apertures
etched in Al mask. The QW PL line gradually redshifts with decreasing aperture size
(Fig.C.2).
The shift is visible already within large apertures, and gets very important for the
narrowest ones, for which it reaches 5 meV. Simultaneously, the lineshape changes com-
pletely. The three measurement series displayed in Fig. C.2, made in diﬀerent experi-
mental conditions, indicate that the shift is independent of temperature and excitation
conditions. Its origin is therefore diﬀerent from that of the surface coating.
The PL lines from all structures of the sample redshift. This shift is the largest for
the PL of the 15 nm QW closest to the surface, and much smaller for the emission of
the GaAs substrate. By changing the thickness of the Al mask layer, we found that the
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Figure C.2: µPL spectra of a 15 nm QW grown on a 0.2◦-oﬀ substrate, measured through
apertures of decreasing sizes, at diﬀerent temperature and excitation conditions.
eﬀect is larger for thicker Al layer, and is attenuated when the Ti/Au coating thickness
is increased. We therefore attribute this redshift to tensile strains induced by the Al
mask [284]. The values of the expansion coeﬃcient of Ti and Au (8.6 and 14·10−6 /C◦)
are indeed intermediate to those of Al and GaAs (23 and 5.8·10−6 /C◦) and the coating
layer partially compensate for these strains.
We have strongly reduced the strains by decreasing the Al coverage on the sample
surface. New masks were designed with only 20 µm wide Al bands around the apertures.
In this way, the redshift was reduced to <1 meV (between 40 and 2 µm apertures). The
amplitude of the potential ﬂuctuations induced by the remaining strain are therefore
smaller than those due to disorder, and do not perturb the measurements performed
on QWRs.
Doped QWR samples
Some QWR samples that have been grown exhibited a peculiar behavior. Their PL
was very weak when excited below the barriers. As evidenced by PLE measurements
(Fig. C.3, lower spectra), the ground state absorption was completely quenched and an
absorption threshold was present close to the light-hole transition energy.
This situation is reminiscent of what was observed in QWs excited below the bar-
riers. For this reason, we deposited a thin coating layer (25 A˚ Ti, 50 A˚ Au). In QWs, it
was shown in the previous section that the coating compensates the band bending. As
visible in Fig.C.3, the PLE of the QWR sample was indeed strongly modiﬁed by this
coating: the absorption threshold was suppressed and the ground state resonance was
recovered, although its intensity was still attenuated. When additionally illuminating
the sample with high energy photons (‘white light’), the intensity of the ﬁrst PLE transi-
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Figure C.3: Ti-Sa excited PL
and PLE spectra of a 2 nm QWR
before (as grown) and after the
surface was coated with thin Ti-
Au layers.
tion further increased, which is also consistent with the observations made on QWs. The
interpretation in terms of Stark shift and doping is also conﬁrmed by the reduction of
the high energy side of the PL line, and the overall blueshift of the PL and PLE spectra.
Figure C.4: (a) TR-µPL from a coated 2 nm QWR sample, at two diﬀerent excitations den-
sities, as a function of temperature. (b) Decay times extracted on the fast decay components
of the curves of (a).
Even with this compensation provided by the coating, these samples are not suit-
able for time-resolved measurements. Example TR-measurements on the same 2 nm
QWR samples are shown in Fig. C.4(a). First, we note that the decay is note mono-
exponential but has an important slow component, particularly important at the higher
temperatures. Second, the time constant extracted from the faster decay segment of the
curve depends strongly on the excitation density, with diﬀerences up to 150 ps (panel
(b)).
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The samples that were used in the experiments presented in Ch. 6 do not suﬀer
from these peculiar behaviors and are free of internal electric ﬁelds. In particular, we
checked on one of them that the deposition of the Ti/Au coating does not change their
PL and PLE properties.
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Appendix D
Figure / sample correspondence
Figure Samples
Fig. 4.2 #2025, #2158, #2161, #2163, #2166, #2187,#2190, #2257
Fig. 4.4 #2158, #2161, #2166, #2257
Fig. 4.5 #2095, #2715
Fig. 4.6 #2090
Fig. 4.7 #2166
Fig. 4.8 #2166
Fig. 4.10 #2021
Fig. 4.11 #2081
Fig. 4.12 #2080
Fig. 4.13 #1325, #1776
Fig. 4.14 #2021, #2094, #2111, #2113
Fig. 4.15 #2081
Fig. 4.16 #2018, #2112
Fig. 4.17 #2168
Table D.1: Table indicating the samples, whose data appear in the ﬁgures of Ch. 4.
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Figure Samples
Fig. 5.2 #2084, #2085
Fig. 5.3 #2084
Fig. 5.4 #2084, #2085
Fig. 5.5 #2084
Fig. 5.6 #2085
Fig. 5.8 #1686
Fig. 5.3 #2084
Fig. 5.18 #2903
Fig. 5.19 #2903
Fig. 5.20 #2903
Fig. 5.21 #2903
Fig. 5.22 #2623, #2625, #2671, #2673, #2674, #2685
Fig. 5.23 #2685, #2673, #2674
Fig. 5.24 #2671, #2673, #2674, #2685
Fig. 5.25 #2673
Fig. 5.26 #2673
Fig. 5.27 #2903
Fig. 5.28 #2401, #2440
Fig. 5.29 #2488
Fig. 5.30 #2488
Fig. 5.31 #2825, #2674
Fig. 5.32 #2782
Table D.2: Table indicating the samples, whose data appear in the ﬁgures of Ch. 5 (except
for Sec. 5.2, in which ﬁgures are directly labeled).
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