ABSTRACT Writer's identification from a handwritten text is one of the most challenging machines learning problems because of the variable handwritten sources, various languages, the similarity between writer's pattern, context variation, and implicit characteristics of handwriting styles. In this paper, a combination of the deep and hand-crafted descriptor is utilized to learn patterns from the handwritten images. First, to do so, the local patches are extracted from the handwritten images. Then, these patches are simultaneously fed to deep and hand-crafted descriptors to generate the local descriptions. The extracted local features are then assembled to make the whole description matrix. Finally, by applying the vector of locally aggregated descriptors (VLAD) encoding on the description matrix, a 1-D feature vector is extracted to represent the writer's pattern. It is worthwhile to mention that the generated description does not rely on any language model or context information. Thus, the proposed approach is language and content independent. In addition, the proposed method does not have any restriction on the input length, hence, the writer's sample can be a passage, paragraph, line, sentence, or even a word. The obtained results on three public benchmark datasets of IAM, CVL, and Khatt indicate that the proposed method has a high-accuracy rate in writing identification task. Furthermore, the performance of the proposed method on CVL dataset using both German and English samples demonstrates that the proposed approach has a high capability in learning a writer's pattern from both languages at the same time.
I. INTRODUCTION
During recent years, writer identification from handwriting text images became an interesting application and a hot research topic in the areas of computer vision and machine learning. Writer identification is to assign a handwriting text image to a certain writer from a set of pre-defined characteristics, i.e., recognizing a person based on his/her handwriting text images. It is usually employed for confirming the authentication of the handwriting text images; such as forensic documents (suspected criminals), a financial district, and historical documents. Moreover, after digitalizing and recognizing a historical text image, an interesting research topic would be to find the authorship of the historical document.
The associate editor coordinating the review of this manuscript and approving it for publication was Xi Peng. In spite of the large number of approaches which have been proposed for the writer identification, this field of research is still challenging in computer vision and machine learning. This is due to the large intra-class variability and large interclass similarities in the shape of handwriting text images. This task even becomes more challenging when we are dealing with different languages with completely different structural and statistical properties. There are many languages with different characteristics and properties in the word. Hence, it is obvious that writer identification is challenging because of language variation.
The general pipeline of the writer identification systems involves three steps of preprocessing, feature extraction and classification. The purpose of the preprocessing step is to clean the handwriting (i.e. remove noise), normalize the size of the pieces, and do some operations which contribute to appropriate feature representation [1] . In the classification step, the classifier is trained over the features of training data. Then, in the test phase, it assigns the unknown query pattern to one of the known patterns, i.e., classify the written sample to one of the writers. The main crucial step of writer identification is the feature extraction stage. The feature extraction step is employed to capture useful, efficient, and discriminative information from the handwriting text image. It is aimed at preserving relevant information to distinguish different writers from each other [2] . Feature extraction approaches can be categorized into two groups of handcrafted methods [3] , [4] and deep learning based one [5] , [6] . Handcrafted features include shape-based features, features extracted from the spatial domain and features extracted from the frequency domain. Handcrafted features are easy to compute and the time complexity of them is feasible. However, most of these approaches are unsupervised. Therefore, their performance may be low in the case of large inter-class similarities and large intra-class variabilities.
During recent years, deep learning networks provided an analysis and a learning of massive amounts of data with state-of-the-art performance in different research fields. The network learns features through learning many non-linear functions, and, simultaneously, the network classifies the handwriting text images. Utilizing the labels for extracting features (i.e., supervised feature extraction method) significantly improves the quality of the features. Literature work has also applied both convolutional neural network (CNN) and recurrent neural network (RNN) with long short-term memory (LSTM) in writer identification systems, which significantly improved the model performance. However, the performance of the deep models largely depends on the availability of the large labeled samples.
In this paper, we propose a method based on the combination of both deep learning-based and handcrafted features for writer identification. To do that, we divided the inputted handwriting text image into some local patches. Then, from all of the local patches, handcrafted features are extracted. In this part, the local binary pattern (LBP) is employed as the feature extractor from the patches. Along with these features, a CNN structure is also utilized to extract deep learning-based features. These features are then assembled to make the whole description matrix. The final feature representation of the writer pattern is computed by encoding the matrix features using VLAD encoding approach. The main properties of this pipeline are that it has no restriction on the input text length (e.g., passage, paragraph, line, or even word), and, more importantly, it is independent of the input language and text content. To sum it up, the proposed method has the following characteristics:
1-Language independent (The proposed approach does not rely on any language model) 2-Content independent (A handwritten text can contain any content and unseen words) 3-Length independent (The train samples can be paragraphs, lines, or words) 4-Variable input sample on the test time (Input for the proposed model on test time can be a paragraph, a sentence or even a word) Accordingly, the rest of the paper is organized as follows: in section II, we will review the related Work. The proposed method is subsequently explained in Section III. Experimental results are then evaluated in section IV, and, finally, in section V, conclusion and future work will be summarized.
II. RELATED WORK
Writer identification approaches can be both online and offline. In the online writer identification, the input data is captured by some special equipment such as a tablet, stylus, or digital pen for writing. The offline writer identification includes the scanned texts which are written by conventional pen and paper and captured by cameras or scanners. The classification rates of the online approaches are better than that of the offline ones due to the available dynamic information in online data. However, having dynamic information of data (i.e., temporal order) for some applications, like historical documents, is impossible or very difficult to capture. Therefore, we focus on the offline data for writer identification task.
Based on the feature extraction algorithms, writer identification methods can be categorized into two groups: handcrafted features and deep learning based features. Handcrafted features for writer identification is mainly divided into two groups of texture features and shape features. In texture features, the inputted handwriting text is described as a series of texture properties. In shape-based features, handwriting text is indicated as a group of segmented shapes [1] . Texture features include two groups of features: features extracted in the frequency domain and features extracted in the spatial domain. In the first group, the global traits of handwriting are described in the frequency domain while the second group concerns local spatial structures of handwriting [1] .
Some methods utilize frequency transform approaches for feature extraction from the whole handwriting text image. A handwriting text image is a grayscale image with particular textures that can be considered as repeated patterns. Thus, texture analysis methods, like frequency transform ones, can be employed to extract features from these images [1] . In [7] , multichannel 2D Gabor filters are utilized for writer identification. This filter is a series of Gabor filters with different orientations and spatial frequencies. The authors' extract means values and standard deviations of the filtered images as the features in the frequency domain. Gabor filters are also employed as features for writer identification of Persian [8] and Chinese [9] languages. The extended Gabor filter (XGabor) is also utilized for writer recognition in Persian [10] . He et al. [11] proposed a method based on wavelet features and used hidden Markov tree model (HMTM) for classification. Fourier transform is another feature extractor method for writer identification [12] .
Compared to the frequency-based features, in the spatialbased features, statistical information of spatial structures VOLUME 7, 2019 is extracted as features; such as edges, key-points, lines, corners, etc. Among all spatial features, gradient-based ones might be the most popular ones. Since these features contain both magnitude and direction information, they can describe the properties of the texture very well. The direction information of the gradient features is employed for writer identification [13] . Gradient-based features along with the chain code based direction features are utilized for Bengali [14] and Arabic [15] writer identification. In [16] , the authors utilized edge direction features and edge hinge features which are extracted from a binary image of edge information.
In [17] , scale invariant feature transform (SIFT) is used for writer identification for the Arabic language. In [18] , each writer is encoded by the root SIFT-based GMM supervectors. From text lines, different kinds of spatial features like the width and the height of text line, slopes of the second and the third line segments, and slant information have been used for writer identification in different languages [19] , [20] . Shape-based features utilize the local closed regions of characters as the representation of handwriting text. In [21] , the authors proposed the connected component contours for describing allograph. Khalifa et al. [22] created an ensemble of graphemes codebooks in feature extraction method. Ghiasi and Safabakhsh [23] utilized the fragments of connected components based on the idea that the fragmented parts of different people's handwriting are quite different. The authors divided the connected components into shorter fragments. Jain and Doermann [24] exploited the contour gradient descriptor (CGD) for shape representation.
Deep learning based approaches have become popular in recent years thanks to their high influence and superb performance in different fields of computer vision approaches. Fiel and Sablatnig [25] proposed the first deep learning based method for writer identification. They utilized Caffe net. The last layer of this network is extracted as the feature vector for writer identification. To compute the similarity of handwriting text images, this vector is then used for distance measurement (Chi-square distance in this method). DCNN [26] is utilized for writer identification from path signature images which consist of six convolutional layers, five pooling layers and two fully connected layers at the top. Inspired by the Dropout idea, the authors introduce the Drop Stroke which randomly omits some strokes in the image of characters. The set of created images along with the original images are used as the input data to the network. Hosoe et al. [27] utilized an Auto-Encoder network with the condition of character class to separate the character class information and to extract personal writing style. The encoder part is based on the LeNet, and the decoder part is the layer configuration which is roughly an opposite to the encoder network.
In [28] , the authors employed a CNN network for learning local activation features. The extracted features from CNN are then encoded by means of GMM super vector encoding. Multi-Branch Encoding net (Mul-BEnc) [29] is proposed for letter level writer identification problem which takes advantages of both RNN and CNN networks. In this method, the authors used CNN-RNN (CRNN) network to automatically learn an encoding feature. Zhang et al. [30] proposed an end-to-end architecture for writer identification by utilizing RNN. The image of a special character is represented by a set of random hybrid strokes (RHSs). Based on imaginary information (pen up and pen down), a series of RHS samples are randomly selected and an RNN model is utilized to encode the RHS strokes.
Many deep learning-based approaches have been proposed to extract local features from images. For instance, Hu et al. [31] proposed a method for extracting local features for multi-view discriminative analysis. To do that, the authors divided the input image into overlapping patches. Local feature descriptors (LFD) are then extracted from those patches. To make the descriptor more compact and to preserve the discriminative information, the linear coefficients of the LFDs for different views are calculated. LFDs of different views are then projected into a common space using the Fisher criterion. In the end, the relationship between different views is learned by a view-similarity constraint. Peng et al. [32] proposed Structured Auto Encoder (StructAE) to learn a set of explicit transformations to progressively map input data points into nonlinear latent spaces. In that method, subspace clustering is obtained by calculating the structured reconstruction relation from raw data. StructAE preserves the local information by minimizing reconstruction error w.r.t. itself and the global information is preserved by specified reconstruction patterns over the entire dataset.
III. PROPOSED METHOD
In this section, the proposed writer identification method will be presented in more detail. Generally speaking, in writer identification, the scanned handwritten image could be a paragraph, line or word. Thus, it is much desired that the algorithm has the capability to recognize a writer through the variable sample length. In addition, for being a general solver approach, the working algorithm should not be restricted by the passage content or language model. Hence, the purpose of our writer identification algorithm, besides being content and language independent, is to recognize a writer's pattern by using a different length of samples. We consider handwritten line images as an input for our model. In fact, we choose handwritten line images because the number of written words inside the line images may vary from one word to several words; which results in variable input length. The proposed method for writer identification consists of two phases: visual word learning and writer recognition. In the next sub-section, we will discuss the learning and recognition phases in more detail.
A. VISUAL WORD LEARNING PHASE
The general overview of the learning phase is depicted in Figure 1 below. The purpose of the learning phase is to extract visual words from the training set. To do so, the following steps are applied on the input handwritten line images. 
1) PRE-PROCESSING
The purpose of the preprocessing step is to enhance image quality by eliminating unwanted data; such as: noise, variations and impractical details from image content, and to improve image readability information for generating suitable image [33] . The preprocessing step contains several tasks; such as: background elimination, noise removing and image resizing. In the pre-processing step, we apply binarization and image resizing. It is worthwhile to mention that we only apply row based image resizing, and, we do not change the column size since the input image is a line image with the variable number of words.
2) PATCH EXTRACTION
In many approaches, the input text images are divided into small patches and the features are extracted from those patches for writer identification. For instance, Rehman et al. [5] used a sliding window strategy to extract patches from handwriting text images. AlexNet is fine-tuned over the extracted patches. Christlein and Maier [34] randomly sampled four million patches for training. They exploited LeNet for extracting features for writer identification. In this step, we extract overlapped patches from the input handwritten images. To do this, we divide the entire input image into several overlapping patches [35] and, then, for each patch, we apply the feature description step.
3) DESCRIPTOR
A significant step in writer identification task is to extract robust local and discriminative information. To do this, we apply both hand-crafted and deep descriptors on the extracted patches. The LBP algorithm is used as a hand-crafted feature descriptor. The LBP is a local description algorithm that has been utilized in many computer vision applications. The computational speed of this descriptor is very high, and it also has enough discriminative power. It is a binary code for all image pixels which describes the local texture pattern of an image. For calculating this binary code, a predefined circle with constant radius r; (r > 0), is centered at every pixel q of the image. Then at each center with neighbors N(q.r), the LBP is extracted as [35] : where N(q.r) is the set of m neighbors in the circle with radius r with center q, and q i is its i th neighbors, and f (x) is a function that map x > 0 to one and otherwise to zero. As a second descriptor, we use deep description. We modify the Alex-net [36] structure by changing the input size to be equal to the patch size and reducing the number of filters on the fifth convolutional layer. Therefore, our model input is a grayscale image with a size equal to the patch size. For extracting deep description, we feed each patch to the trained model. Then, we use the output of the target layer as a description vector. Figure 2 below shows the structure of the deep model. We use the output of the Conv. 5 as a target layer for describing the input query.
Since we do not have labels for the patches, we learned the deep model by using auxiliary dataset. To do this, we used Alexuw dataset. Alexuw is a publicly available Arabic handwritten dataset that contains 25114 samples of 109 unique Arabic words [37] . All the samples in this dataset are scanned with a resolution of 600 dpi and saved with tif format. Training, validation and test sets in this dataset are separated and their labels are provided. In our implementation, we trained the model for 100 epochs on the training and validation sets. Figure 3 below shows the model convergence on the training set through the learning process.
4) VISUAL WORDS
The extracted local descriptions are used for learning visual words. To do this, first, both deep and hand-crafted features are extracted from each image patches. These descriptions are then put together to create the description matrix for the input image. The description matrix is extracted for the entire training samples. These description matrices are then assembled to make the whole description matrix. The purpose of the whole description matrix is to use it for generating visual words. To do this, we apply the k-means clustering algorithm on the whole description matrix, and we cluster each row of the whole description matrix to one of the N clusters as visual words. These visual words are extracted for deep and hand-crafted features separately. Algorithm 1 below shows the steps of generating visual words. The algorithm takes the handwritten line images input along with the desired number of visual words (NVW), and, generates the visual words for both hand-crafted and deep descriptors. The general overview of the writer recognition phase is illustrated in Figure 4 . The recognition phase consists of VLAD encoding, feature reduction, and classification.
1) VLAD-ENCODING
VLAD [38] is employed for encoding the extracted deep and hand-crafted features from local patches. VLAD encoding can be considered as a feature mapping method which is mostly employed to transform the features from local patches into a fixed-size vector representation. It is a kind of super vector encoding which encodes samples to the learned visual words, and, then locally aggregates its encoding to generate the feature vector. The visual words are extracted in the first phase for both deep and hand-crafted features. For fast assigning, KD-tree structures are built for both kinds of visual words as shown in Figure 4 .
The output of the VLAD descriptor is v i.j where indices i = 1 . . . k and j = 1 . . . d respectively index the visual word and the local descriptor component. Then one component of v is calculated as [36] :
where x j and c i.j are the j th component of the descriptor x, and its corresponding visual word c i , respectively. The vector v is subsequently L2-normalized.
2) FEATURE REDUCTION AND CLASSIFICATION
The extracted VLAD-encoding for both deep and handcrafted features are concatenated to form the 1-D feature vector. Finally, the representation vector is obtained by applying PCA algorithm. Table 1 below shows the output shape in each step of the recognition algorithm. For classification, a single hidden layer feed-forward neural network is utilized. The ELM [39] method used for learning model weights. The ELM algorithm uses a random value for parameters initialization. Then, it performs an analytical approach for finding the best value for each parameters using training data [39] .
IV. EXPERIMENTAL RESULTS
The experimental result of the proposed writer identification method is evaluated on three public benchmarks of IAM, CVL and Khatt datasets. Brief description of the datasets will be provided in sub-section A. The effect of different parameters, such as patch size, number of visual words and PCA components, on the performance of the proposed method will be evaluated in sub-section B. In sub-section C comparison results between the proposed method and stateof-the-art approaches will be discussed in more details.
In sub-sections D and E, the results of different fusion level on model generalization performance and path-based learning vs. image-based learning will be elaborated. Finally, in the last sub-section, effect of using key point descriptor as a third feature vector will be evaluated.
A. DATASET
Three public datasets CVL, IAM and Khatt are utilized in the experimental results.
1) CVL DATASET
The CVL dataset contains 7 different passages, which 6 of these passages are in the English language and the last one in the German language [40] . There are 311 writers in CVL datasets and each writer wrote 5 or 7 of the predefined passages. All handwritten texts are scanned and saved in RGB form. Separate line images for this data along with their 
FIGURE 5.
A sample of handwritten line images in CVL dataset [40] . writer's ID is provided. A sample of line images in CVL dataset is shown in Figure 5 .
2) IAM DATASET
IAM dataset is a publicly available handwritten dataset that consist of 657 writers, each contributed with, at least, one English page. This dataset contains 115320 isolated and labeled words in the English language. All the samples are scanned at 300 DPI and saved in grey scale [41] . Separated line images along with their writer's ID are also provided for this dataset. A sample of line images is shown in Figure 6 . 
3) KHATT DATASET
Khatt is public and large Arabic handwritten dataset. This dataset includes samples from 1000 writers. These writers are from different origins and they participated in collecting this large dataset. For each writer, there are six handwritten forms, in which two of these forms are written in an arbitrary topic chosen by the writer [42] . The Khatt dataset designed in a way to cover all the Arabic characters with different style, shape, and variations. Sample of the handwritten line in Khatt dataset is shown in figure 7 .
B. PARAMETERS EFFECT
In the proposed method, there are some parameters that contribute to the final performance of the proposed algorithm. Among these parameters: patch size, number of visual words and PCA components which are needed to be selected effectively. To do this, in each dataset, we randomly selected 15% of the training data as a validation set to analyze the effect of choosing different parameters. In the next subsections, we will briefly discuss the effect of using these parameters on the final accuracy rate of the proposed method.
1) PATCH SIZE
One of the important parameters in the proposed method is the window size (patch size) for extracting local information. In fact, the window size should be chosen in a way that best describes the local information, and, in the meantime, preserves the global information. In other words, a too small window size causes the loss of the global information. Whereas a too large window size will result in the loss of the local information. Therefore, there should be a trade-off between local and global information for selecting a window size. In our experiment, we use a square window with a fixed size (30×30), which showed promising results for all CVL, IAM and Khatt datasets. Figure 8 shows the effect of choosing different values for a window size on the final accuracy rate. VOLUME 7, 2019 FIGURE 9. Effect of choosing number of visual words on the accuracy rate of CVL dataset.
2) THE NUMBER OF VISUAL WORDS
The second important parameter in the proposed method is related to choosing an appropriate number of visual words.
As stated earlier, we utilize two different descriptors for extracting both hand-crafted and deep descriptions from each image patches. These descriptors are needed to be quantized and assigned to the limited number or feature vectors (visual words) to best describe the content information. In fact, the purpose of creating visual words is to assign the extracted features vectors into a limited set of clusters. Each of these clusters (visual words) is designed to describe the different local information. Thus, the number of visual words needs to be chosen wisely. For example, using small amount of visual words does not have the capability in describing different local information. Hence, it is less effective in distinguishing different patterns. From other point of view, a large number of visual words causes noisy information and is less effective in grouping related local features into the same category. Consequently it has less discriminative capability for recognizing different writer's cues. Therefore, the number of visual words should be chosen in a way that contains sufficient local information for discriminating different classes. To do this, in our experimental results we evaluated the effect of choosing the number of visual words on each descriptor and their combination which range from 8 to 256 visual words. Figures 9, 10 and 11 show the effect of choosing different numbers of visual words on the final accuracy rate for the CVL, IAM and Khatt validation sets, respectively. For all CVL, IAM and Khatt datasets, we achieve the best performance rate on the validation set by using 50 visual words. Hence, we consider 50 visual words in the final implementation. According to the diagrams(figure 9, figure 10 and figure 11) , an amount between 8-16 as the number of visual words is less effective in describing different local information and, consequently, has low accuracy rate. Similarly, a too large number of visual words (256) has low accuracy rate since it has a noisy description and contains less discriminative power for separating patterns. For all datasets, the best accuracy rate is achieved with 50 visual words, which shows that, in these datasets, 50 visual words have 
3) THE NUMBER OF PRINCIPAL COMPONENTS
Another parameter utilized in the proposed method is to select the appropriate number of principal components. In the proposed method, after extracting the VLAD-encoding for both hand-crafted and deep features, we reduced the feature vector by applying PCA algorithm. In fact, the description extracted by VLAD-encoding contains a considerable amount of less discriminative and noisy components. Thus, to enhance the final feature vector and provide more compact representation, it is mandatory to apply a feature reduction algorithm like PCA. In our experimental result, we applied the PCA algorithm on the validation sets of all three datasets to evaluate the feature reduction effect. Figure 12 shows the effect of using a percentage of ordered PCA components on the final accuracy rate.
C. COMPARISION RESULTS
In this section, the performance of the proposed method against the state-of-the-art approaches will be evaluated. As stated earlier, for evaluating the proposed method we used three public datasets: CVL, IAM and Khatt. For all datasets, we use handwritten line images for writer identification. We choose line images because each line in the written passage can contain variable numbers of words. In this way, we can evaluate the performance of the proposed method on the input with various length. Since the number of writers in all CVL, IAM and Khatt datasets is so large, providing a confusion matrix is almost impossible for error analyzing. As an alternative approach, we provide statistical information for evaluating the error rate. Also, for comparing the results, we utilize an accuracy matrix:
where Pc shows the number of correct classification and N shows the total number of predictions. As stated earlier, the CVL dataset contains both English and German passages. Hence, some related works such as [43] , [44] considered only English passages for evaluating the method, whereas some research work [45] , [46] evaluated their method on both English and German passages. Since the purpose of our proposed pipeline is for languageindependent writer identification, we consider an evaluation on both languages. Figure 13 shows the statistical information of the proposed method on CVL dataset (both languages). According to figure 13 , the whole handwritten samples of the 63% (193) writers are recognized without even a single miss-classification. For the rest of writers, the ratio in the diagram shows the percentages of writers whose samples are incorrectly classified. It is worth to mention that just for 1% percent of the writers, the miss-classification rate was higher than half. Also, the algorithm effectively recognizes samples for most of the writers with zero or low miss-classification rate. The miss-classification rate on this dataset has a mean 0.68 sample per writer, which demonstrates that the proposed algorithm has a high capability in recognizing patterns with low misclassification rate. Table 2 , shows the accuracy rate of the proposed method versus the state-of-the-art approaches on CVL dataset using both English and German passages. The best accuracy rate is achieved by using a combination of deep and hand-crafted features.
According to table 2, it is clear that the hand-crafted features, (LBP) compared to deep features, has a higher accuracy. In fact, the LBP encodes the local information by using a binary pattern of the neighbor information, and has more capability in describing local and content information. On the other hand, the deep descriptor is designed to extract different local information from the image content to be complementary for the hand-crafted feature. The significance of this description is more obvious when we combine deep description with LBP features for improving the performance of the model. Furthermore, the proposed method effectively recognizes a writer's sample by using patterns from two different languages. It is worthwhile to mention that learning a writer's pattern from two different languages at the same time is quite a more difficult task than from single language. Our accuracy rate increased by 3% when we trained the model on only English samples. Our method outperforms SVM combination approach [44] with the same setting.
The statistical error information of the IAM dataset is shown in Figure 14 . For more than half of the writers, all of their samples are recognized correctly. The method has approximately 0.49 misclassification sample per writer. This demonstrates a high overall performance rate. Moreover, for 3% of the writers, most of their samples are incorrectly recognized, which shows the high inter-class similarity and intra-class variation in this dataset.
The comparison result of the proposed with state-ofthe-art approaches on IAM dataset are shown in table 3. Like CVL dataset, the proposed method obtains the best accuracy rate using both deep and hand-crafted features. The top 5 accuracy rates of the proposed method demonstrate that the proposed pipeline has a high capability in finding the most related writers among 657 writers with an acceptable accuracy rate. It is worth mentioning that the deep adaptive learning method [6] was unable to achieve very good results. In that method, the authors utilized an auxiliary part for the network which extracts features for word recognition. The purpose of handwriting word recognition approaches is to recognize an underlying text by extracting the style invariant features to eliminate variations added due to different handwriting styles, while the purpose of writer identification approaches is to identify the style of writers' text. As a result, extracted features from the auxiliary part of the network might not be useful for the writer identification.
The statistical error information of the Khatt dataset is shown in Figure 15 . For 98% of the writers, all of their samples are recognized correctly. The method has approximately 0.01 misclassification sample per writer; which demonstrates a high overall performance rate. Moreover, only 2% of the writers had approximately half of their samples incorrectly recognized. This shows that these writers have similar handwriting style.
The comparison results of the proposed with state-of-theart approaches on Khatt dataset is shown in table 4. Like CVL and IAM datasets, the proposed method achieves the best performance by using a fusion of deep and handcrafted features. It is manifested that the proposed method outperformed most of the state of the art approaches. The best top 1 accuracy rate is achieved by a combination of GMM super vector and exemplar SVM [52] . However, this method has the same accuracy rate for the top 5 predictions, which demonstrates that this method lacks in estimating the top writers in comparison with the proposed method. In other words, the advantage of our proposed method compared to [52] is to retrieve the top writers with a high probability of being true.
D. FUSION LEVEL
The proposed method recognizes writer's pattern with a fusion of deep and hand-crafted features. Generally speaking, feature fusion can perform in 3 different levels as follows:
1-Early fusion 2-Middle fusion 3-Late fusion In early fusion, first the extracted deep and hand-crafted features are concatenated and then followed by VLAD-encoding and classification steps to perform the recognition. In middle fusion, first of all, VLAD-encoding algorithm is applied on each of the deep and hand-crafted features separately and then the encoded features are concatenated and followed by the classification step. In the late fusion, encoding and classification are done separately for each feature set, and, then, a score of these two classifications is aggregated to perform the final recognition. Experimental results reveal that in both CVL and IAM dataset the middle fusion performs better than early and late fusion. In fact, the domains of the deep and hand-crafted feature sets are quite different from each other, and having an early concatenation without a domain adaptation decreases the recognition performance. Furthermore, extracted deep and hand-crafted features are somehow complementary for each other. Thus, performing late fusion with separate classification will miss this hidden information. On the other hand, in middle fusion, first, the VLAD-encoding performs on both deep and hand-crafted features separately to generate the encoded features. These encoded features are in the same domain. Thus, concatenation in this level no longer has a domain fusion problem. Moreover, as stated earlier these features are complimentary for each other. Therefore, applying the classification step on the concatenated features can capture the hidden information for increasing model generalization performance. Figure 16 shows the accuracy rate achieved by different fusion levels on all datasets.
E. PATCH-BASED VS IMAGE-BASED LEARNING
In the proposed pipeline, we applied patch-based descriptor to extract local features from the input samples. Given the fact that the deep structure has the capability in extracting local features, the main purpose of our patch-based deep descriptor is to cope with a variable length of input samples. Generally speaking, in the handwritten line images the number of written words can vary from one to several words. Thus, the purpose of our algorithm is to recognize the writer's sample with a variable length. Figure 17 shows three different line images of the CVL dataset. In figure 17 , the first handwritten line image contains 8 words, while the second and third line images contain only two and one words, respectively. Therefore, it is mandatory to use the patch-based descriptor to cope with a variable length of input samples.
In order to compare the performance of patch-based deep descriptor with the image-based deep descriptor, we only considered complete line images of the English passages for CVL and IAM and Arabic line images for Khatt datasets. Then, we resized all the samples to the same sizes and applied both patch-based and image-based descriptors. For patch-based descriptor, we used the proposed pipeline, and, for the image-based descriptor, we modified the input size of Alex-net structure and trained the model for 100 epochs. Table 5 shows the experimental results.
It is worthwhile to mention that experimental results demonstrate that using a patch-based descriptor, in comparison to image-based descriptor, is more effective in encoding the writer's pattern. In addition, in the content of writer identification with variable input samples, the image-based descriptor is not feasible and effective compared to the patch-based descriptor.
F. KEYPOINT DESCRIPTOR
In order to analyze the effect of adding the third descriptor to the proposed pipeline, we consider SIFT key-point detector [53] . SIFT algorithm performs feature extraction in three steps: first, it makes a Gaussian pyramid with different octaves and then performs convolution between the input image and the difference of Gaussian kernel in each octave with variable variance. In the second step, the stables key-points are extracted with an analytical approach. For each key-point, information such as location, ordination and scale are extracted. Finally, in the third step, based on the histogram of orientation gradient, a 128-dimensional feature vector is extracted for each key-point. Sample of the extracted key-points for the input handwritten line is shown in figure 18 . In our experimental results, we included SIFT features as a third descriptor in the proposed pipeline and followed the same approach on this descriptor. The experimental results revealed that the SIFT key-point detector is less effective in encoding writer's pattern compared to LBP and deep descriptors. Thus, the model generalization performance does not increase when we add this descriptor to the pipeline. 
V. CONCLUSION
In this paper, we proposed a combination of hand-crafted and deep features for language independent writer identification. The proposed method extracted both LBP and CNN features from the overlapped patches, and, then, encoded the local information using VLAD algorithm. The proposed method does not rely on any language model, content information or restriction by the input length. Thus, it is independent of language, content and length, and has a high capability in learning complex patterns. The experimental results on two public datasets proved that the proposed method has a high performance in writer identification task. Furthermore, the method is evaluated through the statistical error analyzing approach which illustrated that the model has a high generalization performance. The effect of different parameters on the accuracy rate is evaluated using the validation set. This, accordingly, illustrated that the proposed approach does not have an over fitting with the parameter setting and can recognize writers in different datasets with the same parameter setting. We also evaluated the effect of adding SIFT keypoint detector and fusion level on the model performance. In the future, we plan to extend this method for deep end-toend recognition. More specifically, we will implement a deep model as an alternative for Vlad-encoding in order to combine it with our deep descriptor as an end-to-end network.
