A unified Riemann-Hilbert approach to the analytical determination of zeros of sectionally analytic functions  by Ioakimidis, Nikolaos I.
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 129, 134141 (1988) 
A Unified Riemann-Hilbert Approach to 
the Analytical Determination of Zeros of 
Sectionally Analytic Functions 
NIKOLA~~ I. I~AKIMID~~ 
Division of Applied Mathematics and Mechanics, School of‘ Engineering, 
University of Patras, 
P.O. Box 1120, GR-261.10 Patras, Greece 
Submitted by R. P. Boas 
Received March 19, 1986, revised July 7, 1986 
A general method for the analytical determination (through closed-form integral 
formulae) of the zeros of sectionally analytic functions in the cut complex plane is 
proposed. This method is based on the application of the theory of the 
Riemann-Hilbert boundary value problem for sectionally analytic functions and it 
is a generalization of the existing relevant methods of Burniston and Siewert and of 
Anastasselou. These methods result here as special cases of the proposed method. 
As an application, a new formula is derived, and numerical results are presented, 
for the root of a classical transcendental equation appearing in the theory of 
ferromagnetism. .i‘ 1988 Academic Press, Inc. 
1. INTRODUCTION 
In 1971 Burniston and Siewert proposed and elegant method for the 
closed-form determination of zeros of sectionally analytic functions in the 
cut complex plane [S]. This method was based on the solution of a 
homogeneous Riemann-Hilbert boundary value problem in the theory of 
sectionally analytic functions. The theory of this classical problem is 
described in great detail by Gakhov [7]. Burniston and Siewert applied 
their method to the solution of a long series of transcendental equations 
appearing in physical and engineering applications (see, e.g., (6, 10, 111). 
Several other references where this method was applied to the solution of 
transcendental equations are reported in [3]. Finally, Anastasselou [I] 
recently generalized the Burniston-Siewert method to make it applicable 
not only to sectionally analytic functions in the cut complex plane (as was 
originally proposed [S]), but also to analytic functions inside (or outside) 
a simple closed contour in the complex plane. This result is also reported 
by Anastasselou and Ioakimidis [3]. 
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On the other hand, an alternative m thod for the determination of zeros 
of sectionally analytic functions was recently proposed by Anastasselou [ 1 ] 
and described in detail by Anastasselou and Ioakimidis [2,4]. This 
method is based on the solution of a simple discontinuity boundary value 
problem in the theory of sectionally analytic functions [7], which is a very 
special case of the RiemannHilbert boundary value problem. 
Here we will present a general method, based on the solution of a 
generally nonhomogeneous Riemann-Hilbert boundary value problem [7] 
for the determination of the zeros of sectionally analytic functions (or poles 
of sectionally meromorphic functions). This method is a generalization f
both methods of Burniston and Siewert [S] and Anastasselou [ 1, 2, 41, 
which are simply special cases of this general method. After describing the 
method in Section 2, we will consider in Section 3 a new special case of it. 
(This case is different from the methods of Burniston and Siewert and 
Anastasselou.) Next, an application to the solution of a classical transcen- 
dental equation of the theory of ferromagnetism (already considered by 
Siewert and Essig [ 111 and Anastasselou [ 1, 2,4] ) will be presented. 
2. THE PROPOSED METHOD 
We consider a sectionally analytic function F(Z) in the cut complex plane 
2=x+ iy with an arc (or a union of arcs) of discontinuity L. The well- 
known argument principle [7] permits us to know the exact number m of 
zeros ai of F(z) in the cut complex plane. We seek to determine the 
polynomial 
P,(z)= fi (z-q)= $ h,z’, h,, = 1, (2.1) 
,=I ,=o 
with zeros coinciding with the zeros (simple or multiple) of F(z). If m d 4, 
then closed-form formulae for these zeros are available. 
Taking into account the results of [ 1, 2,4], we consider also the 
sectionally meromorphic function 
M(z) = l/F(z) (2.2) 
with poles coinciding with the zeros of F(Z). Further, we define the 
sectionally analytic function 
G(z) = P&)/F(z) = P,(z) M(z) (2.3) 
without zeros and poles in the cut finite complex plane and we consider the 
Riemann-Hilbert boundary value problem [7] along L, 
~+(t)=G(r)~-(t)+g(t), (2.4) 
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where Q’(t) denote the boundary values of a(z) as z approaches a point t 
of L. 
It is now clear that in the method of Burniston and Siewert [S] 
G(t)=M+(t)/M-(t), g(t) = 0, 
whereas in the method of Anastasselou [ 1, 43 
(2.5) 
G(r) = 1, g(f) = P,(t)CM+(f)- M- (t)l. (2.6) 
In general, we assume that G(t) is a given function defined along the arc 
(or arcs) of discontinuity L. Then, because of (2.3) and (2.4), g(t) will be 
given by 
s(t) = P,n(tKM+(~) - G(r) M-(f)l. (2.7) 
Now we consider the solution of the Riemann-Hilbert boundary value 
problem (2.4) [7] 
@(z) = -w)CWz) + Q,(z)l. (2.8) 
Here X(z) is the canonical function of the corresponding homogeneous 
problem [7] 
X+(t) = G(t) X- (t) (2.9) 
(determined by closed-form formulae reported in [7]). Furthermore, Y(z) 
is a sectionally analytic function determined by [7] 
(2.10) 
Finally, Q,(Z) is an arbitrary polynomial of degree p, Yet, if M(z)/X(z) has 
an expansion of the form 
M(z)/X(z) = 1 AjZ’, (2.11) 
,=-z 
for z + co, then, clearly, because of (2.3), p = m + i. 
Next, we shall use the identity (2.8) for z + co. We shall take into 
account (2.1), (2.7), (2.10), (2.11), as well as the expansion 
1 -= -k;,&. t-2 
Then we have 
(2.12) 
f bjzi i AjzJ= - f [z-*-l f bjZk+j]+Q,+,(z), (2.13) 
.j= 0 j= --co k=O j=O 
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where the integrals Z, are defined, because of (2.7) and (2.10) by 
!I =& s, &) [M+(t)-G(t)M-(t)] dt. (2.14) 
The principal part of the left-hand side of (2.13) at infinity is clearly the 
polynomial em+,(z). But this polynomial is of no interest in the present 
approach. Equating further the coefficients of z Pk- ‘, k = 0( l)(m - l), in 
both sides of (2.13) we find 
f b,(L, ~jpl +Zk+i)=O, k=O(l)(m- 1). (2.15) 
j = 0 
This is a system of m linear equations (analogous to the corresponding 
system in [4] for the discontinuity boundary value problem) with 
unknowns the coefficients 6, (j = 0( l)(m - 1) since 6, = 1) of the 
polynomial P,(z), whose zeros are sought. For m < 4, clearly, these zeros 
can be obtained in closed form. Moreover, (2.15) evidently holds true not 
only for k = 0( 1 )(m - l), but also for k 2 m. Some of these linear equations 
can also be used instead of or in addition to the first m equations of the 
form (2.15), corresponding to k = 0( l)(m - 1). 
The most important special case is that of one zero of F(z) (m = 1). In 
this case, we obtain directly from (2.1) and (2.15) 
a,=(&, +Z,)/(A-, +I,). (2.16) 
An alternative possibility (analogous to the approach of [2] for the discon- 
tinuity boundary value problem), convenient for the case of simple zeros of 
F(z), is to consider the Riemann-Hilbert boundary value problem (2.4) for 
M(z) (assuming the zeros of F(z) simple or, equivalently, the poles of M(z) 
as first-order poles): 
M+(t)=G(t)M-(t)+g(r). (2.17) 
Then, for an assumed G(t), g(t) will be given by 
g(r) = M+(t) - G(f) M-(t) 
(because of (2.17)) instead of (2.7). 
Now the solution of (2.17) will be of the form 
(2.18) 
W+GWff]~ z#ai, i= l(l)m, (2.19) 
I 
where X(z) is again the canonical function of the homogeneous 
Riemann-Hilbert boundary value problem (2.9), Y(z) is given by (2.10) 
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where g(l) is defined now by (2.18), and G,(z) is the principal part of 
M(z)/X(z) at infinity. Equation (2.19) is an identity in the complex plane 
(cut along L) and can be used not only at infinity, but also at any other 
point z of the cut complex plane (z # ai, i = l( 1)~). The disadvantage of 
(2.19) (beyond the assumption that the zeros a, of F(z) are simple) is that 
not only these zeros, but also the corresponding residues CL’;, which are 
additional unknown quantities, appear in it. Therefore, in our opinion, the 
first approach, based on (2.8) and (2.15) is preferable. 
3. AN APPLICATION 
As an application of the first method of the previous section, we consider 
the classical transcendental equation 
w = tanh(pHa + q), (3.1) 
appearing in the molecular field theory of ferromagnetism. This equation 
was solved by Siewert and Essig [ 1 l] by their method (a special case of 
the previous general method). It was also solved by Anastasselou [ 1, 2,4] 
by her method (also a special case of the previous method). In both cases 
F(z) was selected as [ 111 
F(z)=p+qz-z tanh-‘(l/z), z = l/w. (3.2) 
This function results directly from (3.1) and has the discontinuity interval 
[ - 1, l] in the complex plane. We will restrict our attention to the case 
p < 0. Then F(z) has just one zero a, = l/w, as results from the argument 
principle [111. 
Here we select G(r) in (2.4) as 
G(r)= -1. (3.3) 
Then the Riemann-Hilbert boundary value problem to be solved takes the 
form 
@‘(t)+@-(t)=g(t). (3.4) 
This form was studied in great detail by Gakhov [7]. The canonical 
function of the homogeneous problem is 
X(z) = (z2 - 1) ~ 1’2. (3.5) 
Yet, it is preferable here to use the function 
x*(z)=(zZ- l)X(z)=(z2-1)“2. (3.6) 
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This function also satisfies (2.9) and it is quite acceptable in our 
application. 
Furthermore, as is ciear from (2.16) (valid for m = 1 ), we have to 
evaluate the integrals I, and I,. As was proved in [ 111, 
M’(x) = l/F’(x) = [r(x) f i7cx/2]/[r’(x) + (71x/2)2], (3.7) 
where 
r(x) = p + qx - x tanh ~ I X. (3.8) 
Hence, (2.14) reduces (because of (3.6)) to 
1; = -a .r;, (1 -?$)I,2 r2(x) &)* dx. 
Finally, since 
M(z)=;+0 ; , 0 
1 -=1+, L 
z 0 x*(z) z z3 ’ 
we find 
z+ co. 
Therefore, taking into account (2.11), we have 
A -0, -I  A-2 = l/q (3. 
(3.9) 
2’03, (3.10) 
(3.11) 
and, because of (2.16), the root MI, of the transcendental equation (3.1 
given by 
2) 
is 
b2‘, = */a, =Zol(Z, + l/q), P<O, 
where the integrals I, and I, are defined by (3.9). 
(3. 3) 
In Table I we present numerical results for the root u’, of (3.1), obtained 
from (3.13)forq=l andp=-1, -5, and - 10. These results were found 
after we approximated the integrals I, and I,, (3.9), by using the classical 
Gauss-Chebyshev quadrature rule [9] with n = 2”, m = 1(1)9, nodes. Then 
Ii? -;$ x:4x,) 
, = 1 r2(Xi) + (nxf/2)’ 
(3.14) 
with 
x, =cos[(2i- l)n/(2n)]. (3.15) 
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TABLE I 
Numerical Results for the Root it’, of (3.1) (for q = 1 and p = - 1, -5, and - 10) 
Obtained from (3.13) after the Integrals I, (j=O, 1) Were Approximated by 
Using the GaussXhebyshev Quadrature Rule, (3.14), with n = 2” Nodes and m = 1( 1)9 
m p=-l,q=l p=-5,q=l p=-lO,q=l 
1 0.38331 0.17096 0.093107 
2 0.46935 0.16877 0.091870 
3 0.48 164 0.16742 0.091327 
4 0.47971 0.16685 0.091086 
5 0.47912 0.16660 0.090977 
6 0.47888 0.16649 0.090928 
7 0.47878 0.16644 0.090905 
8 0.47873 0.16642 0.090895 
9 0.47872 0.16641 0.090890 
“Exact” 
values: 0.47870 0.16641 0.090886 
These simple formulae for the nodes x, and the approximations to the 
integrals Zj, not requiring the availability oftables of nodes and weights in 
the computer, are the greatest advantage of the simple Gauss-Chebyshev 
quadrature rule (for the weight function (1 - x2) -“‘). 
Yet, unfortunately, the convergence of the numerical results of Table I to 
their “exact” values (obtained by the Newton-Raphson iterative method), 
although clear, is rather slow. This is due to the fact that the integrands in 
(3.9) present some kind of a logarithmic singularity near the end-points 
x = f 1 of the integration interval [- 1, 11, since 
tanh-‘x=$log[(l +x)/(1 --x)1. (3.16) 
This behavior of tanh-’ x for x -+ ) 1 causes the unboundedness of the 
derivatives of the integrands in (3.9) near these points and, finally, the low 
accuracy of the numerical results. 
Here our aim has been to present the closed-form formula (3.13) and to 
check its validity and not to present a numerical method for the solution of 
(3.1). For this reason, we consider the numerical results of Table I (verify- 
ing the validity of (3.13)) as satisfactory. If better results were required, a
quadrature rule more complicated than the Gauss-Chebyshev quadrature 
rule, incorporating the singularities due to (3.16), would have to be used. 
The construction of such quadrature rules was devised by Harris and 
Evans [S]. 
ZEROSOFANALYTICFUNCTIONS 141 
ACKNOWLEDGMENT 
The present results belong to a research project supported by the Greek Ministry of 
Research and Technology. The financial support of this project is gratefully acknowledged by 
the author. 
REFERENCES 
I. E. G. ANASTASSELOU, “Methods for the Determination of Zeros, Poles, and Discontinuity 
Intervals of Analytic Functions with Applications to Engineering Problems,” Doctoral 
thesis, National Technical University of Athens, 1986, in preparation. 
2. E. G. ANASTASSELOU AND N. I. IOAKIMIDIS, A new method for obtaining exact analytical 
formulae for the roots of transcendental functions, Left. Math. Phys. 8 (1984), 135-143. 
3. E. G. ANASTASSELOU AND N. I. IOAKIMIDIS, A generalization of the Siewert-Burniston 
method for the determination of zeros of analytic functions, J. Murh. Phys. 25 (1984), 
2422-2425. 
4. E. G. ANASTASSELOU AND N. 1. IOAKIMIDIS, A new approach to the derivation of exact 
analytical formulae for the zeros of sectionally analytic functions, J. Math. Anal. Appl. 112 
(1985), 104-109. 
5. E. E. BURNIS~ON ANU C. E. SIEWERT, The use of Riemann problems in solving a class of 
transcendental equations, Proc. Cambridge Philos. Sot. 73 (1973), 11 l-l 18. 
6. E. E. BURNISTON AND C. E. SLEWERT, Exact analytical solutions of the transcendental 
equation u sin [ = c, SIAM J. Appl. Malh. 24 (1973), 460466. 
7. F. D. GAKHOV, “Boundary Value Problems,” pp. 85-86, 406-436, Pergamon/Addison- 
Wesley, Oxford, 1966. 
8. C. G. HARRIS AND W. A. B. EVANS, Extension of numerical quadrature formulae to cater 
for end point singular behaviours over tinite intervals, Inr. J. Comput. Math. 6 (1977), 
2 19-227. 
9. Z. KOPAL, “Numerical Analysis,” 2nd ed., pp. 381-386, Chapman & Hall, London, 1961. 
10. C. E. SIEWER~ AND W. 0. DOGGETT, An exact analytical solution for the position-time 
relationship for an inverse-distance-squared force, Int. J. Engrg. Sci. 12 (1974), 861-863. 
Il. C. E. SIEWERT AND C. J. ESSIG, An exact solution of a molecular field equation in the 
theory of ferromagnetism, Z. Angew. Math. Phys. 24 (1973), 281-286. 
