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Abstract
The pursuit of inexpensive DNA sequencing lies at the interface between nanotechnology and biotechnology—
where silicon nanopores, nanoscale electrodes, and self-assembled molecular structures are as common as
restriction enzymes, fluorescence detection, and genetic engineering. The motivation for this pursuit stems
from the promise that personalized genomic information can make health care safer, faster, and more ef-
fective. Beyond the realm of human health, inexpensive sequencing is poised to have lasting impacts for
the whole of biology. However, the integration of nanotechnology with biotechnology raises many difficult
and interesting questions. Computer simulations can assist in answering these questions by providing a
means to “see” nanoscale events that cannot be imaged by any experimental method. In the development of
nanopore devices for DNA sequencing, computation has played a key role in revealing how DNA behaves in
the high electric field and confined geometry of a nanopore. In this dissertation, I describe my contribution
to computational work for the development of nanopore-based sequencing technology. In simulations which
have been corroborated by experiments, I have found that DNA adopts qualitatively different conformations
in nanopores of different sizes and that nanopores of the appropriate geometry can be used to trap DNA
and control its conformation. By developing a method that can provide millisecond-long current simulations
with atomic resolution, I have determined conditions under which the sequence of this trapped DNA can be
discriminated by ion current measurements.
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Every discovery in pure science is potentially subversive.
—Aldous Huxley, Brave New World
Paso´ el tiempo. Empece´ a olvidar Urbana.
—Javier Cercas, La velocidad de la luz
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Chapter 1
Introduction
The belief that living and nonliving matter are fundamentally different once dominated the life sciences,
disappearing only gradually with the development of organic chemistry and biochemistry. That such a belief
was held is not surprising because biological materials, while being made from a subset of the same basic
constituents as nonliving materials, have many seemingly miraculous properties uncommon in the nonliving
world. Living tissue grows, repairs damage, and maintains its internal environment; it has complex structure
spanning a large range of length scales. Even with the technological progress that has been made since the
industrial revolution, we are unable to accomplish many feats with inorganic tools that are accomplished
easily by living organisms. Fabricated sensors have not replaced trained dogs for the detection of illegal
drugs or explosives in airports. No one has yet invented a paint that regenerates like skin. We do not have
photovoltaics that, like algae, can replicate to cover the surface of a pond, using only air and waste water
as raw materials.
It is the capacity to make precise structures on the nanoscale that gives living systems many properties
that cannot yet be independently engineered by humans. Most macroscopic processes associated with life,
such as growth, motion, assimilation of nutrients, emerge from actions performed on the nanoscale by
a myriad of proteins—nanoscale machines, manufactured with atomic precision by the ribosome, which
is itself composed of complexed proteins [1]. Humankind cannot yet build such exquisite machines from
scratch and has taken to adapting and modifying these machines for its purposes while still relying on living
cells to manufacture them. For instance, the Sanger method of DNA sequencing [2], the method by which
a majority of the human genome was sequenced during the Human Genome Project [3], employs DNA
polymerases hijacked from living organisms. Many of the workhorses of biotechnology, such as restriction
enzymes which cut DNA at specific sequences and viral vectors used to insert DNA and thereby create
transgenic organisms, rely on the nanoscale machinery of microorganisms for their production.
Although some nanotechnology has been developed independently of biotechnology, it seems reasonable
that nanotechnology should take advantage of the examples that biology provides. For instance, the smallest
motors built with solid-state technology [4] are two orders of magnitude larger than biological motors such
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as ATP synthase [5] and viral DNA packaging motors [6, 7] and are not constructed with atomic precision.
Nanotechnology can provide an interface between conventional technology, such as solid state electronics, and
biomolecules. Likewise, biotechnology can assist nanotechnology by supplying tools and inspiration for the
creation of artificial nanomachines. Studying living things is akin to finding the remnants of extraterrestrial
technologies: we have the opportunity to determine how they work, mimic their design, and adapt parts
of them for our own purposes. But the pursuit of biology goes beyond this whimsical allegory because we
are ourselves biological, inhabit a planet replete with life, and depend on life for food and other resources.
Bioscience and biotechnology, therefore, in particular, promise to give us power over ourselves as well as over
many important problems for humanity.
One application at the boundary between nanotechnology and biotechnology, DNA sequencing, has
received an exceptional amount of attention due to its importance for human health and its role in under-
standing biology in general. Below, I give some details on why inexpensive DNA sequencing is an important
problem and, subsequently, why a confluence of nanotechnology and biotechnology will be needed for its
solution. In particular, I present sequencing methods that involve threading DNA through nanoscale pores
as those methods with the most potential to revolutionize DNA sequencing and furthermore discuss the role
of computer simulation in their development.
1.1 Why Sequence DNA?
DNA, or deoxyribonucleic acid, is the medium of information storage used by all domains of life. It is
a highly charged polymer constructed of only four subunits—the nucleotides adenine (A), thymine (T),
guanine (G), and cytosine(C). The sequence of these nucleotides contain instructions for building proteins
and RNA molecules with enzymatic activity, as well as additional information pertaining to the organization
and transcription of the DNA itself. Determining the sequence of As, Ts, Gs, and Cs can reveal a wealth
of information about the inner workings of any organism, including humans. However, sequencing DNA is
difficult. Each nucleotide is roughly 1 nm along its longest dimension, beyond the resolution of most imaging
techniques. Moreover, the nucleotides differ by only a few atoms, as can be seen in Fig. 1.1a.
Because of the difficulties that reading the sequence entails, DNA sequencing is currently very expensive.
The first draft of the haploid human genome, which contains three billion bases, consumed ∼ 3 billion
US dollars [8]. However, technological improvement has led to cost reductions: during the 13 years of the
Human Genome Project, officially completed in 2003, the cost of sequencing DNA dropped from 10 to 0.1
US dollars per base [3]. Further improvements in the automation and parallelization of established genome
2
Figure 1.1: The anatomy of DNA.
(a) Illustrations of the structure
of the DNA nucleotides. Hydro-
gen, carbon, nitrogen, oxygen, and
phosphorus atoms are shown in
white, cyan, blue, red, and gold,
respectively. (b) Double-stranded
DNA with a B-DNA double helix
from. (c) Single-stranded DNA in
the coil conformation
sequencing methods have led to further reductions; however, new sequencing strategies will be required to
obtain the reductions necessary for routine use of sequencing in health care and the sciences [9]. In 2004, the
National Human Genome Research Institute of the National Institutes of Health announced a project “to
dramatically reduce the cost of DNA sequencing, a move aimed at broadening the applications of genomic
information in medical research and health care [10].” One goal of this project is to reduce the cost of
accurately sequencing a human genome to 1000 US dollars by 2014 [11]. The project is nearing its final
stage and a working example of this technology is expected by the end of 2013. Although the $1000 genome
project is funded primarily for health care applications, such inexpensive sequencing would also have large
impacts fields ranging from evolutionary biology to DNA computing to bioweapons defense [3]. Here, I
highlight a few of the many applications that the $1000 genome would make possible.
Inexpensive sequencing could be used to diagnose genetic and multifactorial diseases and predict pre-
dispositions to these diseases before symptoms manifest themselves, allowing patients and doctors to assess
risks and possibly prevent the onset of the disease [3]. Through DNA sequencing, the mapping of associations
between particular disorders and genetic mutations has already begun [12]. As of 29 January 2007, 3345
disorders [13] have been associated with DNA sequence variations, and this number is growing rapidly. These
gene associations include some common diseases such as breast cancer, colon cancer, Alzheimer’s disease,
type 2 diabetes, and psoriasis [14]. The development of inexpensive sequencing would greatly assist efforts
such as the “1000 Genomes Project” which aims to “increase the sensitivity of disease discovery efforts across
the genome five-fold and within gene regions at least 10-fold” [15].
Furthermore, drug efficacy and safety can depend on a patient’s genes: some drugs fail to work or cause
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dangerous adverse reactions for patients with particular alleles [3]. For example, the immunosuppressive drug
mercaptopurine is used to treat leukemia; however, ∼ 0.3% of patients have a mutation in the gene that
encodes for an enzyme that inactivates mercaptopurine and require much lower dosages of the drug [16].
Patients beginning treatment with mercaptopurine now routinely undergo genetic testing, avoiding the
adverse and sometimes fatal effects of mercaptopurine for people with this mutation. Inexpensive genome
sequencing would allow more drug regimens to tailored to a patient’s genetic makeup, allowing ineffective
or dangerous treatments to be avoided [3].
Cancer treatment and research would also benefit from inexpensive sequencing technology. Treatments
could be chosen based on identification of tumor subtypes, and mutations leading to various cancers could
be easily studied [3]. The Cancer Genome Atlas, a project sponsored by the National Institutes of Health,
has already succeeded in characterizing genomic changes in hundreds of tumors [17]. The realization of a
$1000 genome could allow the scope of this project to be drastically expanded.
As pointed out by Bentley [18], attaining a $1000 human genome would presumably permit the sequencing
of bacterial or viral genomes for under $4, cheaper than most laboratory diagnostic tests. Thus, inexpensive
sequencing would benefit epidemiology by allowing known pathogen strains to be easily tracked and unknown
strains to be identified and studied. Such technology could be further employed to detect the use of biological
weapons [3].
Evolutionary biology and biological classification have undergone drastic reformations in the past two
decades as relations between organisms are increasingly defined by molecular sequences and structures rather
than by phenotypical characteristics [19]. Notably, this reformation has led to a new primary division
of life into three domains: the Archaea, the Bacteria, and the Eucarya [19]. However, as of now, the
genomes of only ∼ 1000 of the millions of species on Earth have been sequenced [20]. Inexpensive genome
sequencing will permit a broader application of genetic methods to biological classification and provide a
deeper understanding of evolution along branches of the phylogenetic tree [9, 3].
Perhaps most importantly, the value of each sequenced genome rises with the size our genomic database.
Through data mining thousands of genomes, it will be possible to connect genotypes with the phenotypes
they produce in humans and other organisms. It is in comparative analysis that much of what is encoded
in the genome can be understood [21].
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1.2 Bulk Sequencing Methods
Methods for sequencing DNA can be separated into two broad categories: bulk methods and single-molecule
methods. At present, DNA sequencing is currently dominated by the bulk Sanger electrophoretic methods [2],
in particular those employing capillary electrophoresis [22, 9]. The modern version of Sanger sequencing
begins with single-stranded DNA having short primers hybridized on the ends [23]. The enzyme DNA
polymerase extracts free deoxynucleoside triphosphates (dATP, dTTP, dGTP, or dCTP) from the solution
and incorporates them into a complementary strand, which begins from the primer. However, the solution
contains low concentrations of fluorescently labeled dideoxynucleoside triphosphates that, when incorporated
into the complementary strand, halt the progress of the polymerase. For this reason, Sanger methods are also
referred to as chain termination methods. The newly synthesized complementary strands are then thermally
separated from the template strand. These strands are then separated by electrophoresis, i.e. they are placed
in a gel inside a capillary to which an electric field is applied. Under this electric field, the larger fragments
have a lower drift velocity, and the fragments are separated by size at the resolution of a single nucleotide.
As each cluster of fragments having the same size exits the capillary, a laser pulse is used to excite the
fluorescent labels on the dideoxy-terminators. The fluorescent labels on each type of terminator are distinct,
so the identity of each base in the sequence can be determined by spectral analysis of the emitted light.
Sanger methods are limited by the cost of the elaborate instrumentation and expensive reagents [9, 24].
Electrophoretic separation becomes inefficient for fragments larger than ∼ 1000 bp, limiting its so-called
“read length” to ∼ 1000 bp [23]. Thus, complete sequences must be reconstructed from partial sequences
of ∼ 1000 bp. This reconstruction is more difficult for sequencing of a previously unknown genome, where
significant overlap between the fragments must exist for their proper alignment, than for resequencing in
which one is only looking for small variations between the genome being sequenced and an already known
reference genome. And although capillaries allow larger voltages to be applied during electrophoresis than in
older slab electrophoretic methods, the speed of the process is still limited by the time necessary to perform
the electrophoretic separations. Sanger methods also fail for unclonable sequences, which leaves ∼ 1% of the
genome unsequenced [8, 16].
A number of new sequencing strategies, which are in various stages of development, have emerged to
overcome the deficiencies of Sanger sequencing. Microelectrophoretic sequencing [18, 9, 3, 25] builds on
some of the proven principles of Sanger sequencing. By employing fabrication techniques developed by the
semiconductor industry, researchers propose to perform several steps of the Sanger process on a single chip.
However, having many of the same drawbacks as conventional methods it is likely to attain only the more
modest goal of a $100,000 human genome [3].
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In hybridization sequencing [3, 18], a chip with a number of patches, each covered with ∼ 106 copies
of a different template oligonucleotide, is exposed to a solution containing amplified genomic DNA. The
genomic strands hybridize with matching template strands, leading to the fluorescence of the corresponding
patch. While rapid and already commercially available, hybridization sequencing has a very limited read
length, gathering the sequence in chunks of only a few tens of bases at a time. Therefore, the method fails
to sequence repetitive motifs and cannot be used without a preexisting reference genome [3, 23].
Pyrosequencing [3, 25] is a method in which the release of inorganic pyrophosphate is measured as each
of the four deoxynucleoside triphosphates are added in turn. The rate that nucleotides can be identified in
pyrosequencing is limited by the time required for enzymatic degradation of the deoxynucleoside triphos-
phates between their additions. Furthermore, because the synthesis is not terminated in pyrosequencing as
it is in Sanger methods, sequences with clusters of the same nucleotide (A, AA, AAA,...) are difficult to
distinguish and must be estimated from the signal intensity [23].
1.3 Single-Molecule Sequencing Methods
All the methods described above are bulk methods and, as such, require large clusters of molecules to obtain
measurable signals. However, several companies and research groups [23, 10] are pursuing single-molecule
methods, which save the time and resources required for amplification and avoid the errors (about 1 in 104
nucleotides) and biases for particular sequences introduced by polymerase chain reaction amplification [3].
Miniaturization has consistently played a role in the progress of sequencing technologies, and in this sense,
single-molecule methods represent the final step in this process.
In moving from the bulk methods, which are already heavily dependent on microfabrication, to single-
molecule methods, there is necessarily a decrease in the feature size of the sequencing devices. Thus,
single-molecule sequencing requires the application of nanotechnological ideas to biotechnological problems.
For instance, the single-molecule sequencing technique developed by the Quake Group [26, 21, 24] and
commercialized as the Helicos Biosciences HeliScope platform [23, 24], relies on molecular self-assembly of
streptavidin with biotin anchored to a quartz surface. The sequence of the DNA is read by a highly sensitive
fluorescence detection as polymerase synthesizes a complementary strand to the anchored template strand by
incorporating fluorescently labeled nucleotides [26, 21]. However, the read length of this method is currently
limited to 30 bp. This method also has the same problem of disambiguating homopolymer sequences as
pyrosequencing.
In another single-molecule sequencing scheme, Greenleaf et al. [27] tracked polymerase motion with sub-
6
Figure 1.2: Original proposal for nanopore sequencing (a) Diagram of the nanopore sequencing technique
as originally proposed. An electric field is used to draw single-stranded DNA into a proteinaceous nanopore.
Measurements of the ion current as a function of time are used to identify the nucleobases. (b) Plots of the
current as a function of time. The upper plots show experimentally measured current blockades. The lower
plot shows an idealization of how the sequence might be read from the current. Illustration by R. Meller
and adapted from LaVan et al. [28].
nanometer resolution using an optical trap. The sequencing was carried out in four separate assays, each
having one of the four nucleoside triphosphates at a very low concentration while the other three were at
a high concentration. The diffusion of the low-concentration species becomes the rate-limiting step in the
synthesis of the complementary strand by the polymerase and, therefore, the sequence can be determined
by identifying locations at which polymerase’s motion pauses. The read lengths of this method are limited
by the processivity of the polymerase, which should allow reads as long as 2000 bp.
1.4 Nanopore Sequencing
Perhaps the most actively researched class of single-molecule methods for sequencing DNA are those that
involve threading DNA through nanoscale pores [29, 30, 31, 32, 33, 34]. In 2009, the National Human
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Genome Research Institute (National Institutes of Health) awarded a total of 19.353 million dollars to ten
groups for the development of advanced sequencing technology [10]. More than half of the resources—
10.753 million dollars—were awarded to four projects involving the development of nanopore technology for
DNA sequencing. Nanopore methods, which are the subject of this work, are single-molecule methods in
which sequence information is obtained as DNA is driven through a tiny pore by an electric field. These
methods arguably have the greatest potential to revolutionize sequencing in terms of speed, flexibility, and
cost, because of the simplicity of the device and the fact that many of the proposed nanopore sequencing
protocols require no or little chemical modification of DNA and few costly reagents. They also promise to
be extremely rapid, with rates as high as one million bases per second, and have read lengths of almost
arbitrary size [29].
Fig. 1.2 shows the original concept for nanopore sequencing. In the so-called DNA translocation ex-
periments, electrodes are immersed in electrolytic solution on each side of the membrane, allowing a trans-
membrane bias to be imposed (see Fig. 1.2a). When DNA molecules, which are negatively charged, are
added to the solution on the negatively-biased side of the membrane, some molecules are forced through the
pore by the electric field and enter the compartment containing the positive electrode. As single molecules
of nucleic acids pass through the pore, step-like transients in the ionic current through the pore are mea-
sured from the electrodes (see Fig. 1.2b). The duration and magnitude of these transients can be used
to determine the translocating molecule’s length [35], orientation [36, 37], and details of its nucleotide se-
quence [38, 39, 40, 41, 42, 43, 33, 44, 30].
Originally, the proteinaceous pore α-hemolysin was the nanopore of choice for assaying DNA because
it has the appropriate dimensions to allow the passage of single-stranded DNA (ssDNA) [45, 46, 47, 48].
However, the constriction (or stem) of α-hemolysin is a roughly cylindrical tube with a 1.4 nm radius and
∼ 4 nm length—long enough to contain several nucleotides simultaneously [49]. The ion current through
the pore is therefore affected by the sequence of all the nucleotides in the pore, making single-nucleotide
resolution difficult. However, by covalently attaching a cyclodextrin molecule inside the stem and severing
nucleotides from the DNA in turn using an exonuclease enzyme, Clarke et al. demonstrated the ability to
identify these severed nucleotides with 99.8% accuracy. Another proteinaceous nanopore, known as MspA,
has recently been engineered for DNA analysis and has potential for higher resolution than α-hemolysin due
to its tighter constriction [50].
Recently, many researchers have focused on synthetic nanopores, which are stable under a wider range
of voltage biases, pH values, electrolyte concentrations, and temperatures [51, 52, 53, 54, 55, 56, 33]. Fur-
thermore, synthetic nanopores can be easily integrated into semiconductor devices, suggesting possibilities
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for sequencing DNA electronically [57, 58, 59, 32, 31].
In sequencing by physical, rather than chemical means, nanopore sequencing enjoys some flexibility
not available from other methods. First, all other methods mentioned here require single-stranded DNA
(ssDNA); however, DNA spends most of its time in vivo in its stable double-stranded form. Fig. 1.1b shows
the ordered structure of double-stranded DNA (dsDNA), which consists of two DNA molecules having
sequences that are exact complements, i.e. every A is matched with a T on the other strand and every G is
matched with a C on the other strand. Hydrogen bonds link the matched nucleotides into basepairs (bp),
stabilizing the double helix and making dsDNA much stiffer than ssDNA. Fig. 1.1c shows ssDNA which,
depending on its sequence, has a much more disordered secondary structure. Accordingly, dsDNA is much
easier to handle [29]. Nanopores permit the use of dsDNA in sequencing, which obviates the need to denature
chromosomal DNA before sequencing. Moreover, nanopores can detect methylation of DNA [30, 60], which
is major component of epigenetic information in vertebrates where it affects gene expression [61]
Although nanopores are promising devices for sequencing DNA, it remains to be seen what technology
will ultimately bring genomic medicine to fruition. It is possible that different technologies will be used for
different applications. For applications in which no reference genome exists (de novo sequencing), methods
with longer read lengths are advantageous as they facilitate easier assembly of the genome. Projects that
require complete maps of polymorphisms and mutations call for resequencing of entire genomes. Other
applications require only partial resequencing and include targeted and large-scale polymorphism searches,
RNA sequencing for quantification of gene expression, and discovery of features in the genome that pertain
to DNA structure, such as the positioning of nucleosomes [23]. Nanopore sequencing might be most impor-
tant for sequencing the portions of the genome that are inaccessible to other methods as well as de novo
sequencing.
Even if nanopores are ultimately out-paced by other methods in the realm of sequencing, development
of nanopore technology will doubtlessly continue as they have already established themselves as powerful
single-molecule analytical tools. As discussed in Chapter 2, they have been used to study unzipping kinetics
of DNA [48, 62, 63, 64, 65] and research is beginning into probing protein structure using nanopores [66, 67].
Finally, nanopore sequencing provides an opportunity to develop techniques at the overlap of biotechnology
and nanotechnology, which will no doubt have a positive impact on the progress and synergy of these fields.
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1.5 The Role of Computation
A major challenge to integration of nanotechnology and biotechnology is that inorganic nanotechnology is
often designed to operate under vacuum, while most biomolecules require water for their function. Moving
to an aqueous environment adds many new effects, such as oxidation and adsorption of dissolved species,
and precludes the use of electron microscopy during the experiments. Indeed, in nanopore systems, there is
no experimental method that can image the nanopore while it is placed in solution, let alone the DNA that
is passing through it. The term computational microscope has been used to describe computer simulations,
which can provide high resolution images of systems with predictive value [68]. Like any imaging modality,
the computational microscope has the potential introduce artifacts; however, computer simulations have
shown their ability to provide invaluable guidance and insight for the study of biomolecular systems as
well as giving verifiable quantitative predictions. In the development of nanopore sequencing technology,
computation has permitted the the visualization of the process of nanopore translocation [69, 70, 71, 72, 73,
74] and the prediction of signals that are to be used for sequencing DNA [5, 70, 57, 74, 31, 75], such as ion
currents.
1.6 Overview of This Dissertation
My role in the development of nanopore sequencing has been chiefly through the application of computational
methods, including all-atom molecular dynamics (MD), Monte Carlo methods, and Brownian dynamics, to
elucidate the nanoscale details of DNA–nanopore interaction. Herein, I describe my contributions, which
were performed in collaboration with other computationalists, as well as some pertinent experimental work
that motivated or verified the results of simulation.
In Chapter 2, I describe the application of simulation to interpretation of nanopore force spectroscopy
experiments. Nanopore force spectroscopy has been instrumental in the development of nanopore sequencing
methods. In addition to the possibility of sequencing or genotyping using force spectroscopy itself [42, 34],
nanopore force spectroscopy provides a means to probe the interaction between DNA and nanopores and
a way to study the mechanics of DNA in high electric fields and electric field gradients. Nanopore force
spectroscopy experiments also serve to establish the credentials of MD simulation for predicting behavior of
DNA in nanopores.
The study of nanopore–DNA interaction is targeted directly at sequencing applications in Chapter 3,
wherein simulations and experiments with the goal of precisely controlling the motion and conformation of
DNA passing through nanopores are described. In Chapter 4, the topic of deciphering ion current signatures
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measured in experiments in terms of DNA conformation is discussed. However, passage of ions through
nanopores is a stochastic process, and the uncertainty of a current measurement decreases approximately
with the square-root of the duration for which it is measured. Discrimination of nucleotides in a nanopore
requires picoampere resolution, which is difficult in MD simulations given that simulations are currently
limited to the microsecond timescale. Therefore, in Chapter 5, I describe the development of an efficient
Brownian dynamics method using atomic resolution data derived from all-atom MD simulations. This
method permits ion current prediction on millisecond timescales and can be used for large systems for which
all-atom MD simulations would be prohibitively expensive. Finally, I describe ongoing work to identify ion
current signatures that can be used to sequence DNA trapped in the constriction of synthetic nanopores.
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Chapter 2
Nanopore Force Spectroscopy of DNA
Reproduced in part from Comer J, Aksimentiev A. (2010) Nanopore Force Spectroscopy: Insights from
Molecular Dynamics Simulations eds. Bashir R, Iqbal S. (Springer Science and Business Media, LLC)
(Copyright c© 2010 Springer); Comer J, Dimitrov V, Zhao Q, Timp G, Aksimentiev A (2009) Microscopic
mechanics of hairpin DNA translocation through synthetic nanopores. Biophys J 96:593–608 (Copyright c©
2009 Biophysical Society); and Zhao Q, Comer J, Dimitrov V, Aksimentiev A, Timp G. (2008) Stretching
and unzipping nucleic acid hairpins using a synthetic nanopore. Nucl Acids Res 36:1532–1541 (Copyright
c© 2008 Oxford University Press).
2.1 Introduction
Single-molecule techniques have fomented a revolution in biology by allowing precise measurements of the
nanoscale processes that give rise to the qualities that we ascribe to life—growth, motion, reproduction, as-
similation of nutrients, etc. Determination of the mechanical properties of biomolecules has been instrumen-
tal in understanding many fundamental biological interactions. For example, knowledge of the mechanical
properties of DNA gives insight into how packaging, transcription, and replication of genetic material occur.
Mechanical probing of single biomolecules has been accomplished using a variety of techniques [76]
including optical tweezers [77, 78], magnetic tweezers [79, 80], atomic force microscopy [81], biomembrane
probe [82, 83], and subjection to flow [84]. These techniques require the attachment of molecules by linkers
to some larger object, such as an AFM tip/cantilever, or a micrometer-scale bead as required in optical and
magnetic tweezers experiments. Attachment of linkers can change the behavior of the system, and reloading
the apparatus with a new biomolecule after each measurement can be time-consuming and require prodigious
effort.
Nanopore Force Spectroscopy (NFS), on the other hand, is a technique in which mechanical forces can be
applied to single biomolecules without chemical modification or linker attachment. Instead, NFS works with
biomolecular assemblies having a relatively thin portion, which can thread through the pore, and a second
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Figure 2.1: Nanopore force spectroscopy. (a) Cartoon of a typical nanopore force spectroscopy experiment.
Force is applied to double-stranded DNA threaded through the pore. An enzyme bound to the DNA is too
large to pass through the pore. Therefore, the force on the DNA stresses the intermolecular bond between
the enzyme and DNA, allowing the interaction between the two to be observed under the application of
force. The top and bottom chambers (not to scale) are separated by a membrane having a thickness of
several nanometers. The entire system is filled with electrolyte. Electrodes in each chamber are used to
apply a voltage across to the membrane. The transmembrane voltage determines the force on the analyte
and also causes a flow of ions through the pore, which is measured using a sensitive ammeter. (b) Focusing
of electrostatic force by the nanopore. The component of the electric field directed along the pore axis (Ez)
is plotted as a function of position along this axis. An image of the pore faithfully overlays the plot, although
the electric field was derived from a simulation in which no analyte was present in the pore. Because the
solution filling the system is a good conductor, the magnitude of electric field near the pore constriction is
many orders of magnitude larger than outside the pore. The data plotted here was derived from an MD
simulation of a pore in the absence of an analyte.
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bulkier portion, which cannot. The basic design of a typical NFS apparatus is illustrated in Fig. 2.1a. A
small chamber is separated into two sections by a membrane no more than a few tens of nanometers thick.
Both sides of the chamber are filled with an electrolyte solution. A pore having a diameter from one to
tens of nanometers has been drilled in the membrane. Solutes injected on one side of the chamber can
only reach the other side by passing through the nanopore. In Fig. 2.1a, force is applied to a molecule of
double-stranded DNA (dsDNA), which threads through the pore. A relatively bulky enzyme is bound to
the DNA which has too large a cross section to pass through the pore. The walls of the pore apply a force
to the enzyme opposite to that applied to DNA, stressing the intermolecular bond between the two. Thus,
in NFS we can determine the behavior of molecular assemblies under force, revealing the thermodynamic
and kinetic properties of the intermolecular bond [85, 86, 87] as well as structural changes necessary for
biological functionality and technological applications.
Nanopore Force Spectroscopy Experiments
In NFS experiments, the size of the nanopore can be tailored to the problem of interest. To probe enzyme–
DNA interactions, such as those binding the complex shown in Fig. 2.1a, a pore having a diameter of 3 nm
is sufficiently large to permit unfettered passage of dsDNA (which has a diameter of ∼ 2.5 nm), but too
small to accommodate the enzyme. Similarly, to probe interactions between DNA strands, a smaller pore
(∼ 2.0 nm) can be used that permits passage of unstructured DNA but excludes the passage of portions
of the molecule having bulky secondary structure, such as double helices. Using focused beams of charged
particles, nanopores having diameters as large as 20 nm and as small as 1.0 nm are routinely fabricated [88],
permitting NFS to be applied to a broad range of molecular assemblies.
A majority of NFS experiments have involved DNA in some way, due to the importance of the molecule
in biology and biotechnology. In addition to the extensive use of NFS for probing the forces involved in
unfolding of single DNA molecules [48, 62, 63, 64, 73, 65, 74], protein–DNA interactions have also been
explored [89, 34, 90]. DNA is an especially good subject for NFS because it is highly negatively charged
(−e per nucleotide at physiological pH) and, therefore, can easily be captured by the electric field of the
nanopore. Despite this bias toward DNA, Goodrich et al. [67] used NFS to study unfolding of peptide
molecules, while experiments by Siwy and colleagues [91], in which chemically modified nanopores were
used to detect specific proteins, suggest the prospect of studying protein–protein interactions with NFS.
Indeed, NFS is an extremely general method that can be used to probe many types of interactions at the
single-molecule level when at least one of the analytes carries a nonzero charge.
A reader unfamiliar with NFS might be left with several questions: (i) How does one load an analyte into
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the nanopore? (ii) How does one apply force to the analyte once it gets there? (iii) How does one observe
the effect of the force on the analyte?
Questions (i) and (ii) have the same answer: the nanopore geometry focuses an applied electric field,
capturing charged analytes and allowing sustained forces to be applied. Electrodes are placed on both sides
of the pore, which allow an electrical potential difference to be applied between the two chambers. Because
the solution is conductor, a majority of this applied potential difference is dropped across the membrane,
leading to a focusing of the electric field in and around the pore. Articles describing NFS experiments
often quote the applied potential difference, or transmembrane voltage, which gives another experimenter
sufficient information to reproduce the electrostatic force given the same membrane thickness and pore
geometry. As shown in Fig. 2.1b, the electric field is sharply focused at the tightest constriction of the pore,
with a magnitude on the order of 108 V/m for a typical nanopore under a transmembrane voltage of 1 V.
Analytes in the surrounding solution of the appropriate charge are drawn to the pore by the electric field or
an electro-osmotic flow. Loading of more than one analyte can be prevented by tuning the size of the pore
to sterically exclude more than one analyte.
There are two common protocols for the application of the transmembrane voltage in NFS experiments.
First, one can use a constant transmembrane voltage, which applies a constant force assuming a constant
pore–analyte conformation, and measure the distribution of the time interval between the rupture and escape
of the analyte. A second common protocol involves applying a linearly increasing transmembrane voltage,
or a constant loading rate if one again assumes a constant pore–analyte conformation.
The answer to question (iii) above is that measurements of the ion current through the pore, which is
driven by the transmembrane voltage, serve as an indirect means to determine the effect of the force on
the analyte. This current, which typically ranges from a few picoamperes to many nanoamperes, can be
measured by sensitive ammeters as suggested in Fig. 2.1a. Because the opening of the nanopore is near the
size of the analyte, the ion current through it can change dramatically when an analyte is captured and
loaded into the pore. For example, a drop (or increase) in the ion current can be observed when DNA enters
a nanopore. The exit of the DNA from the nanopore is therefore accompanied by a return of the current to
its original value. Furthermore, the ion current can change in response to conformational transformations
of the analyte. Although protocols for nanopore assays have been constructed which employ fluorescent
markers [33] or measurements of the potential on electrodes embedded in the walls of the nanopore [92, 59],
the ion current is invariably a convenient and useful source of information on events occurring in the pore
during NFS experiments.
The unique properties of NFS also lead to some disadvantages with respect to other single-molecule force
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probing techniques. In a typical NFS experiment, there is just one input signal (the transmembrane voltage)
and just one output signal (the measured electrolytic current). In contrast to other force spectroscopy
methods, in pure NFS the force on the analyte cannot be directly measured (although hybrid experiments
including both optical tweezers and nanopores have been performed [93] to directly measure the force). In
NFS, the experimenter has precise control over the transmembrane voltage, which only indirectly determines
the force on the analyte. This force depends on the position of the analyte within the pore as well as the
pore geometry, the electrical properties of the membrane and electrolyte, and the positions of any other
molecules that may be associated with the analyte.
Another difficulty of NFS is interpretation of the measured ion current signatures in terms of microscopic
events in the pore. While some ion current signatures may be easy to interpret, such as a reduction in the
current caused by the presence of DNA threading through the pore, a rich variety of current signatures
have been observed in nanopore experiments. The ion current through nanopores containing DNA has
been heavily studied [75]. It is understood that the effect of the DNA on the current is a competition
between two effects: steric blockage of the pore by DNA, which decreases the current, and enhancement
of the density of charge carriers due to the DNA’s counterions, which increases the current [53, 94]. At
high bulk ion concentrations, the first effect dominates and the current is reduced by the DNA. At low bulk
ion concentrations, the second effect dominates and the current is enhanced. However, in some cases, both
enhancements and reductions are seen under the same macroscopic conditions [94, 73, 74]. This suggests
that the ion current depends on microscopic details of the DNA conformation in the pore.
2.1.1 Molecular Dynamics Simulation
Molecular Dynamics (MD) simulation, by providing an atomic resolution view of the processes occurring
in the pore, has the ability to fill some of the gaps in the information furnished by NFS experiments. MD
simulations can yield predictions of how the analyte interacts with the pore, what conformation the analyte
is likely to have during different stages of the experiment, and sequences in which events such as dissociation
are likely to occur. For example, if one were studying unzipping of DNA duplexes, one could estimate how
deeply the duplex penetrates into the pore during the experiment, how much the duplex stretches at various
transmembrane voltages, and which basepairs of the duplex are likely to break first under the applied force.
Although NFS experiments rarely allow direct measurement of the forces applied to analyte, these forces
can be calculated in MD simulations. Furthermore, MD allows us to observe the microscopic details of
processes occurring in the nanopore, while simultaneously obtaining estimates of the ion current through
the nanopore. We can therefore associate ranges of current values with specific molecular configurations of
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the analyte in the pore. The topic of interpretation of ion current signatures is described in Chapter 4.
This chapter focuses on classical all-atom MD, which we will refer to simply as MD, although ab initio
MD, which employs approximations to quantum mechanical laws, and coarse-grain MD, in which groups of
atoms are represented by single simulated particles, could also be useful. MD simulations typically begin
with the creation of a computational model of a small key portion of the experiment. For simulations of
NFS in synthetic nanopores, we begin with a three-dimensional simulation cell having linear dimensions of
a few tens of nanometers to comfortably accommodate the structures of interest. Atomic-resolution models
of biomolecules, often constructed using data from X-ray crystallography or nuclear magnetic resonance,
are added, along with ions, molecules of water, and the atoms of the synthetic membrane housing the
nanopore. Such systems usually comprise tens of thousands to millions of atoms. In classical all-atom MD,
the acceleration of each atom of the system—including the water—is calculated using Newton’s Second
Law: x¨i(t) = Fi(t)/mi, where Fi is the force on atom i and mi is its mass. The force is calculated using a
number of simple mathematical functions that include electrostatic forces, van der Waals forces, and various
empirical forces that approximate the behavior of covalently bonded structures as well as external forces,
such as those due to applied electric fields [95]. The particular forms of the mathematical functions and
values of the parameters used for each type of atom constitute a force field. A number of force fields have
been developed over the past few decades for the purpose of accurate simulations of biomolecular systems,
notably the AMBER [96, 97] and CHARMM force fields [98]. Using forces calculated in this way, the
trajectory of the entire system can be generated by numerical integration of Newton’s Second Law in time.
Using the best algorithms available today, it is possible to obtain tens or hundreds of nanoseconds of such
a trajectory in a twenty-four hour period. By parallelizing the computation over hundreds or thousands of
individual processing units, systems containing as many as millions of atoms can be simulated at this rate.
The MD simulations presented in this chapter were designed and executed following the protocols described
by Comer et al. [99].
2.1.2 Chapter Overview
Through examples given in this chapter, we illustrate how MD simulations can assist in the design and
interpretation of nanopore experiments. First, we describe the application of the MD method to NFS of
enzyme–DNA complexes. We show how the method is used to estimate the force required to rupture the
enzyme–DNA complex as a function of the loading rate and to make qualitative predictions of the strength
of enzyme binding to sequences that differ from the enzyme’s target sequence. Next, we describe the use
of MD simulations to interpret experiments of DNA duplex unfolding. Finally, we describe how the MD
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method is used to determine the force experienced by DNA in a nanopore and has resolved the contributions
of counterion screening and electro-osmotic flow to the effective reduction of the DNA charge.
2.2 Rupture of Protein–DNA Assemblies
Protein–DNA interactions are essential to many biological processes including transcription, packaging, and
repair of genetic material. Protein–DNA interactions have also been exploited in biotechnology. For example,
restriction enzymes, which are proteins that bind to double-stranded DNA at specific sequences and cleave
the molecule in two, are indispensable tools in recombinant DNA technology [101] as well as many DNA
sequencing and genotyping methods [2, 102, 103].
The type II restriction enzyme EcoRI binds to dsDNA and is thought to diffuse linearly, pausing near
sequences resembling the cognate sequence GAATTC [104]. In the presence of Mg2+, the EcoRI cleaves the
both DNA strands at particular points along the cognate sequence with high specificity. In the absence of
Mg2+, EcoRI does not cleave the DNA, but still binds strongly to sites having the cognate sequence.
2.2.1 Experiments with Protein–DNA Complexes
The extraordinary specificity of type II restriction enzymes for their respective cognate sequences combined
with the high throughput potential of NFS has been proposed as the basis of a method of genotyping genomic
DNA [34]. In short, a solution of DNA molecules decorated with bound enzymes (EcoRI or similar enzymes
such as BamHI) can be introduced into the chamber on one side of the membrane. The DNA is captured by
the pore and threads through it until the enzyme reaches the pore opening as illustrated in Fig. 2.2a. If the
pore is sufficiently small (having a diameter < 5 nm) and the transmembrane voltage is sufficiently low, the
enzyme will block the pore and halt translocation of the DNA. However, for larger transmembrane voltages,
the force on the enzyme–DNA bond dramatically increases the probability for the rupture of the complex.
Rupture of the complex permits the DNA to continue threading through the pore until the next enzyme is
encountered. The value of the transmembrane voltage at which rupture occurs shows a strong dependence
on the sequence to which the enzyme is bound, being nearly zero for nonspecific binding and a few volts for
the cognate sequence. Therefore, by measuring the transmembrane voltage required to dissociate an enzyme
from DNA, one can identify particular subsequences within a given DNA molecule.
Quantitative polymerase chain reaction has been used to count the number of DNA molecules passing
through the pore at various transmembrane voltages [34]. When enzymes are specifically bound to the DNA
molecules, this number increases sharply over a small range of transmembrane voltage. For example, in a
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Figure 2.2: MD simulations of a restriction enzyme–DNA complex interacting with a nanopore. (a) Snap-
shots from an MD simulation in which an external voltage of 4.0 V is applied across the membrane. The
membrane has a thickness of 10 nm and the minimum diameter of the pore is 2.9 nm. The elapsed time since
the application of the voltage is shown above each snapshot. (b) Rupture of the EcoRI–DNA molecular
bond at various applied voltages. To characterize the separation between the enzyme and DNA, we plot the
distance between the phosphate of the DNA adjacent to the bond cleaved by EcoRI (when Mg2+ is present)
and the glutamic acid in the active site of EcoRI [100]. Due to the symmetry of the EcoRI dimer, there are
two active sites; the data plotted here are for the site nearest the pore. Abrupt increases in this distance are
observed when the enzyme and DNA dissociate. In all cases, a force was applied to reduce the affinity of
the DNA for the pore walls [74]; however, for the 2 V simulation this force was not applied until t = 56 nm.
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nanopore having a minimum elliptical cross section of 3.4 nm×4.5 nm, the molecule count increases from
near zero to 108 over a range between 1.8 and 2.0 V [34]. One can therefore define a threshold value of the
transmembrane voltage above which nearly all enzymes reaching the pore dissociate, and below which the
mean time until rupture is much greater than the timescale of the experiment. When EcoRI was bound to
its cognate sequence GAATTC, the complex was shown to have a much higher threshold voltage than when
it was bound to a sequence that differed by one basepair [34, 90]. The sequence GGATCC, which differs
from the cognate sequence by two basepairs, showed no threshold at all. Even the basepairs just next to the
cognate sequence were shown to measurably affect the threshold voltage [90]. Furthermore, it was shown
that another restriction enzyme (BamHI) bound to its cognate sequence (GGATCC) could be distinguished
from EcoRI bound to its cognate sequence due to the difference in the threshold voltage [34].
2.2.2 Molecular Dynamics Simulations with Protein–Enzyme Complexes
Despite the many insights yielded by the experiments, there were a number of questions about the behavior
of the complex in the pore. How deeply did the enzyme penetrate into the pore and how was it positioned
in the pore when force was applied? How did the conformation of the enzyme and DNA change under force?
How did rupture occur? Did the DNA simply slip through the binding site? Or did the conformation of
the protein change considerably? What was the force at rupture? Which parts of the DNA decoupled from
the protein first? MD simulations, one of which is illustrated in Fig. 2.2a, provided answers to all these
questions.
The simulations immediately yielded qualitative insights. As can be seen from Fig. 2.2a, the enzyme did
not completely enter the pores, even under a high force. Under load, however, the enzyme showed a tendency
to tilt, allowing one lobe to penetrate the pore opening, as shown clearly in the 3 and 6 ns snapshots shown
in Fig. 2.2a. The tilt of the protein was accompanied by a bend in the DNA greater than 60◦, which rotated
the portion of the molecule above the enzyme towards the membrane. Such a sharp bend over just a few
tens of basepairs would be difficult with B-form dsDNA, which has a persistence length of about 50 nm;
however, at 2.0 V, the DNA below the enzyme was stretched into an extended form with only loose coupling
between the strands. The simulations also showed that, during rupture, one strand leaves the binding site
first, followed shortly by the other.
Our definition of the threshold voltage as the voltage at which the mean time until rupture is much
greater than the timescale of the experiment make its estimation difficult for MD because the timescale
accessible to MD is much less than that accessible to experiments. However, MD can give an upper bound
for the threshold voltage that, due to the sharpness of the dependence of the rupture rate on the threshold
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voltage, comes quite close to the experimental value. Fig. 2.2b shows that the time until rupture rises
sharply as the transmembrane voltage approaches 2.0 V. At 4.0 V, rupture occurs in only 3.4 ± 0.1 ns. At
2.5 V, 20± 1 ns were required for rupture to occur. Decreasing the transmembrane voltage by just 0.5 V (to
2.0 V) increased the rupture time to 75± 1 ns. These results bear some resemblance to experiments, where
threshold voltage for rupture of an EcoRI–DNA complex in a pore of a similar geometry was shown to lie
between 1.5 and 2.0 V [34].
2.2.3 Rupture Kinetics of Protein–DNA Complexes
MD also permits qualitative comparison of the rupture kinetics between different systems. For example,
the rupture kinetics of different enzymes bound to DNA or the same enzyme bound to different sequences
could be compared. Experiments have already shown that the value of the bias threshold can be used
to distinguish specific binding from nonspecific binding [59, 90] and EcoRI from BamHI [59]. Although
the limited timescales of MD simulations make identification of the actual threshold bias difficult, these
simulations nevertheless reveal rupture kinetics that agree qualitatively with experimental results.
Fig. 2.3 illustrates clearly the difference in kinetics of rupture for EcoRI bound to its cognate sequence,
BamHI bound to its cognate sequence, and nonspecifically bound BamHI. As expected from the experiments,
the nonspecifically bound BamHI complex ruptures quickly for even the smallest biases. With a bias of 1.0 V,
the complex ruptured in under 30 ns. In contrast, the BamHI cognate complex did not rupture in 70 ns
of simulation at this bias. Supposing that the bias required rupture within a given time is indicative of
the strength of the bond, we find that the EcoRI cognate complex is most strongly bound, followed by the
BamHI cognate complex and that the BamHI nonspecific complex being the most weakly bound. Thus, the
ranking of the bond strengths found in the simulation agreed with the ranking of the threshold biases found
in experiment. Working with a 3.4 nm × 4.5 nm pore in Si3N4 membrane having a thickness of 12± 2 nm,
Zhao et al. [34] identified threshold biases of 1.80 V and 1.58 V, respectively, for dissociating EcoRI and
BamHI from their respective cognate sequences. Furthermore, they found that single-basepair substitutions
to the cognate sequence of EcoRI reduced the threshold bias from 2.1 V to ≤ 1.1 V in a 3.4 nm × 4.7 nm
pore [90]. A similar reduction is expected for BamHI.
In NFS experiments one can measure the transmembrane voltage required for rupture, but not the force
on the complex at rupture. Two approaches to estimate the force on the complex using MD. In the first
approach, the force directly extracted from simulations that mimicked experimental conditions [34]. This
approach was complicated by the presence of solvent mediated forces, hydrodynamic effects, and artificial
forces due to the thermostat. However, rupture forces ranging from 1600 to 2800 pN were recorded for
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Figure 2.3: Time from application of the bias until rupture of the enzyme–DNA complex. The data is shown
for three systems: EcoRI bound to its cognate sequence (black circles), BamHI bound to its cognate sequence
(red squares), and BamHI bound nonspecifically (blue diamonds). Two independent runs were performed
for BamHI cognate at 2 V. Lines are guides to the eye. Note that the rupture time is on a logarithmic scale.
simulations performed at 3.0 and 4.0 V.
In the second approach, a methodology was applied more akin to that used in optical tweezers, although
with a number of conveniences not available in experiment. Here, a portion of the DNA was attached to
one end of a virtual spring while the other end was displaced at varioius rates. The restriction enzyme was
also restrained to its initial position by virtual springs; thus, the displacement of the spring end eventually
led to rupture of the complex. Protocols such as these are often referred to as Steered Molecular Dynamics
(SMD) [105, 106]. A diagram of how the forces were applied is shown in Fig. 2.4a. An advantage of these
SMD simulations is that the force on the virtual springs can be directly and unambiguously extracted.
Fig. 2.4c shows the force as a function of time for each of the SMD simulations. In all cases, the maximum
value of the force was observed within a few hundred picoseconds of the time at which the displacement
between the enzyme and DNA rapidly increased.
Fig. 2.4c also shows that comparisons of the kinetics among enzymes bound to different DNA sequences
cannot be accomplished by simply mutating bases in the computational model, as the rupture force for mu-
tated sequences (Fig. 2.4b) is not distinguishable from that for the cognate sequence as experiments predict.
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Figure 2.4: SMD simulations of restriction enzyme–DNA rupture. (a) Schematic of the forces applied in
the MD simulations. The center of mass of the ten-basepair fragment of DNA (shown in red) is attached to
one end of a virtual spring, whose other end is moved downward at a constant velocity. The α-carbons of
the enzyme are also attached to virtual springs (restraining force) to keep the enzyme fixed. The portion of
the DNA to which the EcoRI binds specifically (for the cognate ssequence) is shown in white. (b) Mutant
structures built from the X-ray structure of the cognate complex by replacing an A-T basepair with a G-C
basepair. (c) Force restraining the enzyme as a function of time for the cognate and the mutated structures.
The mutation of the basepair has no clear effect on the maximum force, although it has a large effect in
experiment. To correctly model the experiment, the enzyme must change its conformation, which does not
happen in the timescale of the simulation.
Comparisons of the kinetics among enzymes bound to different DNA sequences cannot be accomplished
by simply mutating bases in the computational model. Crystallography revealed that the conformation
of BamHI (an enzyme with an active site very similar to that of EcoRI) is markedly different when it is
specifically bound to its cognate sequence than when it is nonspecifically bound to a sequence that differed
by a single basepair [107]. It is likely that the EcoRI bound to the sequences GATTGC and GCATTC has
a much different structure than when bound to the cognate sequence; however, such structural transitions
cannot be seen in the timescale of MD simulation.
The results presented here emphasize the sharpness of the threshold voltage. In fact, experiments seem
to show that the dependence of the rupture rate on the transmembrane voltage is much stronger than
exponential and apparently stronger than what is expected from theories of escape from a single well in the
high-barrier limit [108, 86, 87]. Interaction of DNA with surfaces in and around pores have been implicated
in modifying rupture kinetics from expected forms [109]. Furthermore, simulations have shown that, in the
presence of strong attraction between the DNA and the pore walls, a threshold voltage for DNA translocation
can exist even without an enzyme. Much work remains to be done to understand the origin of the sharpness
of the threshold voltage and the small variance of the observed rupture times.
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2.3 Unfolding of Hairpin DNA
Just as a bound enzyme can block passage of dsDNA through a nanopore unless a sufficiently large force
is applied to dissociate the enzyme, regions having helical secondary structure on a DNA molecule can halt
its translocation unless a sufficiently large force is applied to unfold these regions. Hairpin DNA, having
both a double-helical portion and an overhanging coil portion, has been extensively studied by NFS [42, 48,
73, 74, 65, 110, 36, 63]. Interest in the transition between helical secondary structure and an unstructured
coil conformation (or helix-coil transition) is important for both biological and technological applications.
For example, during transcription of genomic DNA, RNA polymerase must unwind and dissociate the DNA
double helix so that the RNA transcript can be synthesized [1]. Also, at the start of DNA replication,
initiator proteins must dissociate the double helix at particular stretches along the genomic DNA referred
to as replication origins. To facilitate the helix-coil transition, these replication origins often contain high
fractions of A-T basepairs, which are less strongly bound than G-C basepairs [1].
Technological interest in the helix-coil transition is motivated by the development of advanced DNA
sequencing methods. Inexpensive DNA sequencing methods promise to have an enormous impact on both
personal health care and basic science [16, 9], and methods based on reading the DNA sequence as it passes
through a nanopore have been actively developed [43, 29, 111, 30]. The mechanics of DNA translocation
through nanopores plays an important role in so-called nanopore sequencing methods and is a natural
fit for NFS studies. Furthermore, research has shown potential for sequencing based on NFS itself. In a
particularly dramatic demonstration of the power of NFS, Nakane et al. [42], collected hundreds of individual
DNA duplex dissociation events, allowing the distribution of dissociation times under different applied forces
to be determined and permitting statistical discrimination of sequences differing by single nucleotides. A
number of other experimental protocols have shown the ability of NFS to discriminate DNA sequences by
statistical analysis of the dissociation time of duplex DNA under force [64, 65].
As with enzyme–DNA complexes, experiments have shown a sharp dependence of the translocation
probability of hairpin DNA on the transmembrane voltage [73, 74], which manifests itself as a relatively well
defined threshold voltage for translocation of hairpin DNA through synthetic nanopores having diameters
1.0 nm < d < 2.5 nm. However, these experiments arrived at a seemingly counter-intuitive result: pores
having minimum diameters ≤ 1.2 nm showed much lower threshold voltages than pores having minimum
diameters ≥ 1.4 nm [73, 74], i.e. more force was apparently required to drive the helix through larger pores
than through smaller pores. This led to the suggestion that there was some fundamental change in the way
by which translocation occurred between the larger and smaller pores. Here was a problem for which MD
could give insight available by no other method: it was possible to visualize the translocation process for
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Figure 2.5: Snapshots of MD simulations in which the phosphorus atom of the terminal base is pulled
downward at a rate of 1 nm/ns. The pores have minimum diameters of (a) 1.0 nm, (b) 1.3 nm, (c) 1.4 nm,
and (d) 1.6 nm. In all cases, the double helix, which has a diameter of ∼ 2.5 nm must be distorted to pass
through the pore; however, the mode of passage is much different for the 1.6 nm pore than for the 1.0 and
1.3 nm pores.
different pore sizes.
As shown in Fig. 2.5, a clear difference was observed in the mode of translocation between small pores
and large pores in SMD simulations in which the coil of the hairpin DNA was displaced at a constant
rate through the pore [73]. The largest constriction was 1.6 nm; thus, in all cases the double helix of the
hairpin DNA (having a diameter of ∼ 2.5 nm) had to be distorted to allow passage. For the pores having
minimum diameters of 1.0 and 1.3 nm (Fig. 2.5a,b), the basepairs of the DNA were unzipped one by one
and the DNA passed through the constriction as a single strand. However, for the pore having a minimum
diameter of 1.6 nm, both strands pass through the pore simultaneously and some of the basepairs were
maintained, although the double helix was stretched and significantly distorted [73]. It is known that less
force is required to unzip basepairs one-by-one (10–30 pN) than to stretch the DNA along its contour length
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Figure 2.6: Possible modes of hairpin DNA translocation through α-hemolysin and synthetic nanopores. In
α-hemolysin, hairpin DNA can permeate only by (a) unzipping in the coil-first orientation. In synthetic
pores, hairpin DNA can translocate by (b) unzipping in the coil-first orientation, (c) stretching/distortion
in the coil-first orientation, or (d) stretching/distortion in the loop-first orientation. In all cases, the portion
of the hairpin DNA initially forming the double helix is shown in red (nearest to the coil) and yellow (nearest
to the 3′-end), while the portion initially forming the coil is shown in blue. The loop is colored the same as
the nearest portion of the double helix. Water molecules and ions are not shown. The snapshots are derived
from molecular dynamics simulations where the transmembrane electric field is oriented up the page.
(60–70 pN) [112]. Therefore, the reduction of the threshold voltage when moving from larger to smaller
pores may be associated with the change in the translocation pathway from unzipping of the basepairs to
stretching and distortion of the double helix.
2.3.1 Orientation of Hairpin DNA at the Onset of Translocation
Furthermore, there was a question as to the orientation of the hairpin DNA when it entered the pore. Hairpin
DNA can permeate the pore by different modes, depending on the pore–hairpin DNA interaction. These
modes differ by the orientation of the hairpin DNA and the pathway by which the double helix transits
the pore. Fig. 2.6a illustrates the mode of translocation prevalent in α-hemolysin, which is also possible in
synthetic pores as illustrated in Fig. 2.6b. In this mode, translocation begins with the coil threading through
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the constriction. The portion of the hairpin DNA initially forming the double helix subsequently passes
through the pore by the unzipping pathway, wherein the basepairs are dissociated one by one and only a
single strand passes through the pore’s constriction. For a synthetic pore with a constriction somewhat
larger than that of α-hemolysin, the double helix can pass through the pore by another pathway, which
will be referred to as the stretching/distortion pathway because the double helix is elongated and distorted
from its original shape (that of canonical B-DNA) while transiting the constriction. As shown in Fig. 2.6c,
this pathway is typified by the simultaneous presence of two portions of the strand in the constriction and
the possibility that some of the hydrogen bonds linking the basepairs are maintained during permeation.
The translocation of hairpin DNA oriented such that the loop at the apex of the double helix transits the
constriction first cannot occur by the unzipping pathway because the loop covalently joins the two strands
forming the double helix. However, the stretching/distortion pathway allows hairpin DNA to permeate the
pore in the loop-first orientation as illustrated in Fig. 2.6d. Note that these modes of translocation are
not necessarily exclusive and that alternative mechanisms operating on timescales beyond the reach of MD
simulation may also be relevant.
Due to the timescale limitations of MD, it was not possible to place the hairpin DNA in a random
orientation far from the pore and observe which mode of translocation would eventually occur. Instead, we
performed both all-atom MD and Monte Carlo (MC) simulations to determine the likely conformations of
the hairpin DNA as it approached the pore.
With a sufficiently long coil, the double helix is surrounded by a “cloud” of coil DNA, making arrival in
the loop-first orientation unlikely. Thus, for a double helix of fixed length, increasing the length of the coil
should increase the probability of arriving in the coil-first orientation. On the other hand, both orientations
should be nearly equally likely for a sufficiently short coil. To determine whether the probability of loop-first
translocation was at all significant for systems similar to ours, we performed MC simulations using a rigid
double helix of fixed length and a freely jointed and extensible coil of 25, 50, or 100 nucleotides. Fig. 2.7a–c
shows typical conformations generated by the MC procedure. The potential energies of the systems were
seen to fluctuate about a mean value of ∼ 12kBT per nucleotide after fewer than 5000 MC steps. To ensure
that the systems were properly equilibrated, analysis of hairpin DNA conformations was performed after
10,000 MC steps.
Fig. 2.7d–f shows the density of nucleotides averaged about the axis of the double helix for 90,000 MC
steps. For a coil of 25 nucleotides, there is a significant probability that no portion of the coil extends
below the loop of the double helix as seen in Fig. 2.7d. Thus, the double helix is often exposed and there
is a significant probability that it reaches the membrane before any portion of the coil. This probability
27
Figure 2.7: Conformational statistics of hairpin DNA. (a–c) Typical conformations generated by a Monte
Carlo procedure for hairpin DNA with a coil of 25 (panel a), 50 (panel b), or 100 (panel c) nucleotides
attached to a double helix of 10 basepairs. (e–f) The density of nucleotides averaged over 90,000 three-
dimensional conformations of hairpin DNA with the three different coil lengths shown as a function of the
distance from the axis of the double helix and the distance along the axis of the double helix. The position
of the double helix is indicated at the left.
decreases as the length of the coil increases. As shown in Fig. 2.7f, the density of nucleotides shielding the
bottom of the double helix is much larger for a coil of 100 nucleotides than for the two shorter coils.
To get an idea of the likelihood that the hairpin DNA arrives at the pore in the loop-first orientation, we
computed the fraction of MC-generated conformations in which the double helix was closer to the membrane
than any part of the coil. The membrane was considered to be a plane at a large distance from the
hairpin DNA with a randomly oriented normal chosen from a spherically symmetric distribution. The
fractions of conformations in which the double helix was closest to the membrane were 0.36±0.01, 0.28±0.01,
and 0.20 ± 0.01 for coils of 25, 50, and 100 nucleotides, respectively. Thus, the MC simulations suggested
that reaching the pore in the loop-first orientation had a significant probability.
Furthermore, all-atom MD simulations implied that the MC simulations might have underestimated the
probability of hairpin DNA arriving at the pore mouth loop-first. Simulations performed in 1.0-M KCl
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solution without a pore or membrane showed that instead of acting as a freely jointed chain, the coil had a
disordered but relatively compact secondary structure due to interactions between the nucleotides. Hence,
for a coil length of 50 nucleotides we consider both orientations as plausible initial states for hairpin DNA
translocation.
2.3.2 Threshold Voltage for DNA Translocation
Experiments and MD simulations demonstrating the existence of a threshold voltage for translocation of
dsDNA through synthetic nanopores < 2.5 nm in diameter [70] were reported previously. At the same
time, ssDNA was found to permeate through all pores at all voltage biases probed (≥ 120 mV) [54, 70].
Because hairpin DNA contains a double helical fragment, one could expect that a threshold voltage for
hairpin DNA translocation would also exist in pores with constrictions < 2.5 nm. Indeed, threshold voltages
were experimentally observed for hairpin DNA [73]. The orientation of hairpin DNA at the threshold and
the origin of the threshold reduction in comparison to dsDNA were not resolved.
To determine a threshold voltage using the MD method, a DNA molecule was placed near the opening of
the pore. Transmembrane biases of various magnitudes were imposed and the subsequent translocation or
lack thereof was observed. Note that the transmembrane voltages applied in our simulations (see below) are
in the range of those applied in experiments [113, 70, 73]. Furthermore, translocation times on the order of a
few tens of nanoseconds are consistent with experiment. Fologea et al. [55] reported a translocation velocity
of ∼ 3 basepairs/(100 ns) at 120 mV in synthetic nanopores. The velocity is expected to grow faster than
linearly with the transmembrane voltage [114]; thus, the velocities seen in our simulations, which generally
increase with pore size and transmembrane voltage, do not disagree with experiments. For example, in
the 1.8 nm × 2.2 nm pore, we observe translocation at 1 basepair/(7.3 ns) and 10 basepairs/(3.9 ns) at
transmembrane voltages of 2.0 and 3.0 V, respectively.
Threshold voltage for dsDNA. Fig. 2.8a shows the center of mass of the two nucleotides at the leading
edge of a dsDNA molecule as a function of time for simulations performed at the indicated transmembrane
voltages φ. The pore used here had a minimum elliptical cross section of 1.8 nm× 2.2 nm and resided in a
20.0 nm-thick membrane (pore A). The molecule translocated rapidly at φ = 6.0 and 5.0 V, with the leading
end passing through the constriction (at z = 0) in < 4 ns. Reducing the voltage to 4.0 V caused a dramatic
decrease in the rate of motion. Finally, at φ = 3.0 V, the molecule stalled near z = 3.1 nm, where the cross
section of the pore is 2.2 nm× 2.6 nm. As indicated by the slight rise in the trace at ∼6 ns, the free end of
the molecule eventually bent back on itself, making deeper permeation of the molecule even less likely. As
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Figure 2.8: Threshold voltages for dsDNA and hairpin DNA translocation. (a–c) The position of the leading
edge of dsDNA (panel a) or hairpin DNA in the coil-first (panel b) or the loop-first (panel c) orientation
as a function of time for the indicated transmembrane voltages. The pore has a minimum elliptical cross
section of 1.8 nm× 2.2 nm and resides in a 20.0 nm-thick membrane (pore A). The initial conformation of
each system is shown to the right of the plots. The background image of the pore faithfully overlays each
plot.
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permeation occurred at 5.0 V, but not at 3.0 V, we predict that the threshold voltage for translocation of
dsDNA lies between 3.0 and 5.0 V for this pore.
Threshold voltage for hairpin DNA in the coil-first orientation. The center of mass of the
nucleotide in the double helix adjacent to the coil is plotted as a function of time in Fig. 2.8b. First, we see
that the hairpin DNA translocated at φ = 3.0, 2.0, and 1.5 V, implying that the threshold voltage is less
for hairpin DNA than for dsDNA, in agreement with experiments [73]. Permeation did not occur at 1.0 V;
hence, we estimate the threshold to be between 1.0 and 1.5 V. The motion hairpin DNA through the pore
at the higher voltages is qualitatively distinct from that at lower voltages. At φ = 3.0, 4.0, and 6.0 V, the
hairpin DNA moves more or less continuously, while at φ = 1.0, 1.5, and 2.0 V there are pauses separated
by relatively rapid advances.
While one might assume that the behavior of hairpin DNA in synthetic pores is similar to that in
α-hemolysin as long as the constriction is small enough not to admit the double helix, we find that the
behavior in synthetic pores can be qualitatively different. In all simulations of pore A, hairpin DNA per-
meated the pore by the stretching/distortion pathway, as in Fig. 2.6c; the unzipping pathway taken in the
α-hemolysin system (Fig. 2.6a) was not observed. Furthermore, in contrast to when the unzipping pathway
is taken, a number of basepairs in the double helix remained intact at the end of the translocation. Exactly
two basepairs (out of ten) dissociated at 1.0, 1.5, 2.0, and 3.0 V. The first basepair to break was the one
initially nearest to the constriction (farthest from the loop). The second basepair to dissociate was 1–3
basepairs away from the first. More basepairs dissociated at larger voltages: four and six at 4.0 and 6.0 V,
respectively. In no case did the two bases nearest the loop dissociate.
Threshold voltage for hairpin DNA in the loop-first orientation. Furthermore, we find that translo-
cation is also possible when the loop of the hairpin DNA leads, which is illustrated in Fig. 2.6d. Fig. 2.8c
shows the center of mass of the two bases at the apex of the loop as a function of time at φ = 1.0, 1.5, 2.0,
2.5, 3.0, and 4.0 V. As in the coil-first orientation, permeation occurred at all φ except 1.0 V and hence the
threshold voltage was estimated to lie between 1.0 and 1.5 V. Fewer basepairs dissociated in the loop-first
orientation than in the coil-first orientation. None were broken at 1.0 V. Only the basepair adjacent to the
loop dissociated at 1.5, 2.0, and 3.0 V. Three dissociated at 2.5 and 4.0 V. Thus, it seems that dissociation
of the leading basepairs is more likely than the dissociation of those on the trailing end of the molecule,
irrespective of the orientation.
Within the resolution of our simulations, we could not determine whether the coil-first orientation or
loop-first orientation had a lower threshold for permeation through pore A. Any difference in the threshold
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between the two orientations was not substantial compared to that between dsDNA and hairpin DNA in
either orientation. Experiments have been performed using both the hairpin DNA with the 6-nucleotide
loop similar to our computational model and the hairpin DNA with the 76-nucleotide loop [73]. A larger
voltage was required for permeation of the molecule with the shorter loop (φ > 2.5 V) than for permeation
of the molecule with the longer loop (φ > 2.0 V).
As for the difference in the threshold voltage between dsDNA and hairpin DNA, our simulations provide
the following explanation. As the double helix travels along the pore axis, its leading end eventually reaches
a critical position where the diameter of the pore is ∼2.5 nm. At this point, the double-helical structure
must be disrupted for hairpin DNA to proceed further. In both orientations hairpin DNA extends deeper
(due to either the loop or the coil) into the pore at this position than dsDNA. The electric field within a
double-cone pore rises sharply to its maximum value near the constriction [70]; hence, a greater electrostatic
force is applied to hairpin DNA than to dsDNA at the same transmembrane bias. Therefore, translocation
of hairpin DNA can occur at a lower transmembrane voltage than for dsDNA.
2.3.3 Effects of Pore Diameter on the Translocation Process
To determine the influence of the pore diameter on the translocation process, we performed simulations of
hairpin DNA in both orientations in three pores: 1.3, 1.6, and 2.2 nm in diameter; the length of these pores
was 10.5 nm. For each pore, different orientations and transmembrane biases were tested, revealing a variety
of outcomes.
2.2 nm-diameter pore. Fig. 2.9 illustrates the trajectories of hairpin DNA in the pore with a constriction
of 2.2 nm (pore B). For this pore, we observe translocation only by the stretching/distortion pathway. We
find, however, that loop-first translocation occurs at a transmembrane voltage of 2.0 V while hairpin DNA
in the coil-first orientation stalls at the same transmembrane voltage. These simulations suggest that at
φ = 2.0 V, translocation of hairpin DNA through this pore can occur only in the loop-first orientation.
Fig. 2.10a shows a typical conformation of the double helix while passing through the constriction in this
pore. The bases near the constriction make an angle of ∼ 50◦ with the pore axis and many of the basepairs
do not dissociate. The bases assume a similar conformation when hairpin DNA translocates through this
pore in the loop-first orientation.
1.6 nm-diameter pore. Fig. 2.11a plots the position of the leading edge of hairpin DNA in the coil-first
orientation (pore C). In this pore, we observed a striking change in behavior for the coil-first orientation. At
φ = 4.0 or 5.0 V, the two portions of the strand pass through the constriction simultaneously, as shown in
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Figure 2.9: Hairpin DNA in a 2.2 nm-diameter pore (pore B). (a) The position of the leading edge of
the double helix of the hairpin DNA introduced in the coil-first orientation as a function of time for the
indicated transmembrane voltages. (b) The position of the leading edge of the hairpin DNA in the loop-first
orientation or dsDNA as a function of time. The background image of the pore faithfully overlays each plot.
In all cases the membrane has a thickness of 10.5 nm.
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Figure 2.10: Possible conformations of hairpin DNA during translocation. (a) Conformation of the bases
as the double helix passes by stretching/distortion through the 2.2 nm pore. (b) Conformation of the bases
as the double helix passes by stretching/distortion through the 1.6 nm pore. Note the difference between
the conformation here and that in panel a. (c) Conformation of the bases as the double helix unzips in the
1.6 nm pore. Note the difference in the orientation of the bases as compared to the stretching/distortion
pathway. (d) Conformation of the bases as the double helix unzips in the 1.3 nm pore.
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Fig. 2.10b. However, at φ = 6.5 or 8.0 V, translocation occurs by the unzipping pathway. The double helix
begins to unzip above the constriction and passes through it having only a single portion of the strand at
one time, Fig. 2.10c. The bases make a smaller angle with the pore axis (< 30◦) during unzipping than they
do during stretching/distortion. Note that three simulations were performed at 6.5 V using different initial
conditions and that in each a similar unzipping process was observed.
To contrast the unzipping pathway with the stretching/distortion pathway, in Fig. 2.11b we plot the root
mean square (RMS) distance between the C1′ atoms of initially paired nucleotides for the trajectories shown
in Fig. 2.11a. At φ = 4.0 V, only the leading basepair unzipped before reaching the pore constriction, causing
the small rise in the trace near t = 12.5 ns. The remaining basepairs did not dissociate until they neared
the constriction, where the bases were forced to interleave as illustrated in Fig. 2.10b. In this interleaved
conformation, the initially paired portions of the strand were forced closer together than in the double helix,
which is why the RMS separation eventually drops below its initial value in Fig. 2.11b. The situation at
φ=5.0 V was nearly identical, except that after the leading basepair dissociated, the newly freed portion
of the strand bent back on itself, causing the rise in the trace between 5.0 and 12.5 ns. After this portion
passed through the constriction, the molecule adopted the interleaved conformation much like at 4.0 V.
In contrast, at φ ≥ 6.5 V, the 3′-end of the molecule never reached the constriction, but remained nearly
fixed as the complementary portion of the strand moved through the constriction, Fig. 2.10c. Unzipping of
the double helix is reflected by the rapid rise in the RMS separation, Fig. 2.11b. Prior to unzipping, each
basepair was observed to tilt with respect to the pore axis. When the angle between the basepair and the
pore axis reduced to ∼ 30◦, dissociation of the basepairs was observed, which is analogous to the process of
DNA melting during the overstretched transition [115].
Neither hairpin DNA in the loop-first orientation nor dsDNA translocates through the 1.6 nm-diameter
pore at 4.0 V (see Fig. 2.12). Hence, it might be possible to select the coil-first orientation over the loop-first
orientation, which is the opposite of what was observed for the 2.2 nm-diamter pore. In contrast to the
larger pore, we found that all basepairs must dissociate to pass the 1.6 nm constriction, regardless of the
translocation pathway. While, for convenience, we refer to all situations in which two portions of the strand
simultaneously pass through the constriction as the stretching/distortion pathway, one should note that the
conformation of the bases for this pathway in a constriction of 1.6 nm (Fig. 2.10b) is distinct from that in a
constriction of 2.2 nm (Fig. 2.10a).
1.3 nm-diameter pore. Finally, in the 1.3 nm-diameter pore (pore D), translocation of hairpin DNA took
place only in the coil-first orientation by the unzipping pathway at φ = 6.5 V (see Fig. 2.13). The manner
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Figure 2.11: hairpin DNA in a 1.6 nm-diameter pore (pore C). (a) The position of the leading edge of the
double helix of the hairpin DNA introduced in the coil-first orientation as a function of time for the indicated
transmembrane voltages. (b) Separation of basepairs for stretching/distortion versus unzipping.
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Figure 2.12: dsDNA and hairpin DNA in a 1.6 nm-
diameter pore (pore C). The position of the leading
edge of the molecules is plotted as a function of time
for the indicated transmembrane voltages.
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Figure 2.13: Hairpin DNA in a 1.3 nm-diameter pore
(pore D). The position of the leading edge of the
double helix of hairpin DNA is plotted as a function
of time for the indicated transmembrane voltages.
of unzipping, as illustrated in Fig. 2.10d, was similar to that with the constriction of 1.6 nm except that it
occurred farther from the constriction. Due to the limited timescales accessible to all-atom MD simulations,
the threshold voltage for hairpin DNA in the coil-first orientation could not be determined in this pore. At
φ = 13.0 V, hairpin DNA in the loop-first orientation was able to permeate. We note, however, that this
transmembrane voltage is much higher than those typically used in experiment.
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2.3.4 Modes of Hairpin DNA Translocation
Fig. 2.14 shows diagrammatically which hairpin DNA translocation modes are likely to occur as a function
of the transmembrane voltage and constriction size. We observe that either the unzipping or stretch-
ing/distortion pathway occurs for given parameter values, but not both. For instance, for the 1.6 nm
pore, only the unzipping pathway was observed for the three simulations with different initial conditions
at 6.5 V, while only the stretching/distortion pathway was observed for the simulations at 4.0 and 5.0 V,
which also had different initial conditions. In the coil-first orientation, translocation can occur by unzipping,
stretching/distortion, or not at all, while in the loop-first orientation, either translocation occurs by stretch-
ing/distortion or not at all. There are then six possible scenarios when the behavior in both orientations is
considered. Surprisingly, we find that all six occur for some parameter values. The complexity of the diagram
is a consequence of the fact that the pore geometry affects both the electric field near the pore and the steric
constraints on the molecule. As the constriction becomes larger, the electric field profile along the pore axis
changes more smoothly, while the double helix can penetrate more deeply without being distorted. These
two effects act to produce the strikingly different behavior observed across pores of different geometries.
In Fig. 2.14, the dashed curve separates the region where coil-first translocation is possible from that
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where it is not, while the dotted curves does likewise for loop-first translocation. Clearly, for sufficiently
small pores or sufficiently low transmembrane voltages, translocation will not occur in either orientation. At
sufficiently large voltages, it is possible to force hairpin DNA through pores with constrictions ≥ 1.3 nm in
both orientations; thus, we find regions at the top of the diagram where both coil- and loop-first translocation
were observed.
In our simulations of a 2.2 nm-diameter pore (pore B), we found that permeation in the loop-first
orientation occurred at 2.0 V, while it did not in the coil-first orientation. Hence, we predict the existence of
a region in the lower right of the diagram where translocation can proceed only in the loop-first orientation.
This region appears to exist because the linear charge density of the loop along the pore axis is higher than
that of the rest of the molecule. For large pores, the double helix can nearly reach the constriction without
being stretched, so the force on the intact hairpin DNA is largest when the loop leads and is in the region
where the electric field is relatively high. However, for smaller pores, the loop cannot extend into the region
where the electric field is highest while the double helix is intact. A sufficiently long coil, however, can extend
all the way through the constriction and the force is highest when this occurs. Thus, the simulations for
constrictions of 1.6 and 1.3 nm showed only coil-first permeation below 4.0 and 6.5 V, respectively. However,
the preference of the coil-first orientation over the loop-first orientation should depend on the length of the
loop, likely reducing the threshold voltage in the loop-first orientation for molecules with longer loops and
expanding the region of the diagram where loop-first translocation is possible. Furthermore, the force at
which the overstretching transition occurs for B-DNA depends on the sequence [112]; thus, it is likely that
altering the sequence would change the position of the curves on the diagram.
The solid gray curve in Fig. 2.14 separates regions where unzipping of the double helix was observed from
those where the stretching/distortion of double helix was observed. Clearly smaller pores should disfavor the
stretching/distortion pathway, because the passage of two portions of the strand through the constriction
simultaneously becomes more difficult. In accord with this, we observed only the unzipping pathway with
the constriction of 1.3 nm. On the other hand, only the stretching/distortion pathway was seen with a
constriction of 2.2 nm. The bias towards this pathway might be expected because basepairs need not be
dissociated for translocation through a constriction of 2.2 nm. Thus, the energy cost for translocation
by stretching/distortion could be less than that for unzipping, since all basepairs must dissociate in the
latter case. The location of the turnover from unzipping to stretching/distortion could then be sequence
dependent because more energy is required to dissociate C-G pairs than to dissociate A-T pairs. The
constriction of 1.6 nm appears to be an intermediate case where the pathway shows a dependence on the
transmembrane voltage: unzipping was observed at 6.5 V and above and stretching/distortion at 5.0 V
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and below. Experiments have shown a large decrease in the threshold voltage for translocation from pores
with constrictions of 2.2 nm to those with constrictions of 1.3 nm [73]. However, due to the timescales
accessible to our simulations, we have been unable to determine the threshold voltage for a pore with a
1.3 nm constriction.
Our results are consistent with previous simulations [73] in which hairpin DNA was driven through the
pore by applying an external force directly to the coil rather than by applying an external electrostatic field
to the system. In the previous work, the unzipping pathway was observed in pores having constrictions
< 1.6 nm, while the stretching/distortion pathway occurred in larger pores. However, due to the way the
force was applied in the previous work, dependence of the pathway on the transmembrane voltage, as seen
here for the 1.6 nm-diameter pore, could not be determined.
The modes of translocation described here are only those that can be observed in the timescales amenable
to simulation. We cannot rule out alternative mechanisms that occur on longer timescales, such as sponta-
neous thermal unzipping of the double helix. Thus, when we suggest that translocation does not occur for
particular parameter values, we are not excluding translocation by these alternative mechanisms. However,
quantitative polymerase chain reaction analyses [73] show a threshold voltage for permeation of hairpin DNA
below which the number of molecules that translocate through the pore falls dramatically to a noise-limited
detection threshold, suggesting that translocations due to mechanisms such as thermal unzipping do not
predominate.
In summary, even when the constriction is small enough to forestall the translocation of dsDNA, hair-
pin DNA translocation through nanopores can occur in different orientations and by different pathways,
depending on the geometry of the pore and the transmembrane voltage. Our simulations suggest that
translocation led by the loop of the double helix rather than the overhanging coil is possible for pores with
constrictions ≥ 1.6 nm and that the loop-first orientation may even dominate at low voltages in large pores.
Furthermore, it appears that larger pores tend to favor the translocation pathway in which the portion of the
hairpin DNA initially forming the double helix passes through the constriction as two strands, maintaining
some if not all of the hydrogen bonds between the paired nucleotides.
Our results demonstrate that the geometry of the pore must be chosen carefully so that the molecule
adopts a desirable conformation for the application in mind. Some sequencing schemes might require that
only a single strand of DNA passes through the constriction; hence, pores with constrictions of ∼1.3 nm
may be more suited for these schemes than larger pores. For sequencing methods in which the knowledge of
the orientation of the bases is crucial, such as those proposed by Gracheva et al. [57, 116] where the dipole
moment of the bases is to be measured, it is possible that the ordered interleaving of bases (Fig. 2.10b) as
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seen in the constriction of 1.6 nm is optimal.
2.4 The Force on DNA in a Nanopore
In all of the NFS experiments discussed above, force was applied to the DNA by an external electric field.
However, the force on the DNA as a function of the applied transmembrane voltage could not be directly
measured. We can attempt to calculate the force on the DNA from a simple model. Suppose we have a
system in which a long DNA molecule is threaded completely through the nanopore. Assuming that the
electrolyte is a sufficiently good conductor, the electric field outside the pore is negligible compared to that
inside; thus, we can consider the force on the DNA to be due to the electric field in the nanopore and,
if necessary, in a small buffer region above and below the pore. Let the center of the nanopore be at the
origin and the length of the nanopore and buffer be L. Assuming that the DNA between −L/2 and L/2 is
positioned along the pore axis and has the shape of a B-form helix, we can approximate the linear charge
density of the DNA as Q/a, where Q = −2 e is the charge of each basepair and a = 0.34 nm is the average
rise of a basepair in random-sequence dsDNA. If we make the approximation that the system is cylindrically
symmetric, we can attempt to estimate the force on the DNA by integration:
Fz =
∫ L/2
−L/2
dz Ez(z)Q/a = ∆V Q/a (2.1)
Here, Fz is the force on the DNA along the pore axis, Ez is the electric field in the z direction along the pore
axis and ∆V is the transmembrane voltage. However, the force on the DNA in a nanopore is known to be
substantially smaller than ∆V Q/a [48, 62, 93], which was attributed to the effect of the DNA’s counterions.
In a hybrid setup, employing both a nanopore and optical tweezers, Keyser et al. [93] obtained an effective
charge Qeff = −0.50 ± 0.05 e, which is about 25% of the bare charge value, for DNA held fixed in pores
having diameters from 6 to 11 nm.
What is the physical mechanism responsible for the reduction of the force from the bare electrostatic
value of ∆V Q/a? One could propose that a certain number of counterions bind to the DNA, which results
in an effective reduction of the charge. Is this simple proposal correct? Keyser et al. [93] noted the “com-
plex interplay between hydrodynamics and electrical charges in the screening layer of DNA.” A theoretical
description subsequently developed by Ghosal [117] highlighted the importance of electro-osmotic flow. If
flow of the electrolyte solution is indeed important for determining the force on the DNA, how might this
force depend on the properties of the nanopore?
Luan and Aksimentiev [118] used MD to calculate the force on DNA in a nanopore and determine the
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contribution of electro-osmotic flow to this force. Under an external field, K+ and Cl− ions in the nanochannel
move in opposite directions; however, the K+ counterions outnumber the Cl− ions within 3.0 nm of the axis
of the DNA, and therefore, induce a net flow of solution near the DNA. This flow moves in the direction
opposite to the direction that the DNA would move if not restrained, exerting a viscous drag on the DNA
and reducing the magnitude of the force on the DNA from its bare electrostatic value ∆V Q/a.
Furthermore, the investigators have demonstrated that the electro-osmotic flow velocity and, conse-
quently, the viscous force on the DNA depends on the geometry of the pore and the pore’s surface prop-
erties [118]. For 6.0 and 4.5 nm-diameter nanochannels with atomically smooth walls, the effective charge
was shown to be Qeff = −0.5 e, in agreement with experiment. However, in a nanochannel having a cor-
rugated surface whose diameter varied as d(z) = d0 + A cos(2piz/l) (where d0 = 3.0 nm, A = 0.2 nm, and
l = 1.07 nm), the effective charge was substantially higher. The study has shown that the stall force on DNA
in a nanopore is Fz = ξµEz, where ξ is DNA’s friction coefficient, which can be determined by measuring
the time required for DNA to exit the pore in absence of electrostatic force, and µ is the electrophoretic
mobility, which can be determined from DNA translocation experiments.
One might guess that a smaller-diamater pore would exhibit a smaller-magnitude electro-osmotic flow
under the same bias, and hence the value of the effective charge would be closer to that of bare DNA.
Indeed, van Dorp et al. [119], presented experimental evidence that Qeff became closer to Q as the pore size
decreased below 20 nm.
Simulations using 2.9 nm-diameter nanopores corroborated this relation between pore size and Qeff .
Fig. 2.15a shows a system that consisted of initially unstrained DNA placed inside a nanopore having a
minimum diameter of 2.9 nm in a membrane with a thickness of 10 nm. Fig. 2.15b illustrates the second
system in which the same molecule was placed in a pore of the same diameter, but here the membrane had
a thickness of 5 nm. The system illustrated in Fig. 2.15c contained the same pore as the system shown
in Fig. 2.15a except that the DNA was initially strained to 1.51 times its rest length. In each system, the
DNA was bonded across the periodic system cell, making it effectively infinite. In the simulations discussed
by Luan and Aksimentiev [118], periodic nanochannels of effectively infinite length were used. However,
simulations using nanopores of finite length should be directly comparable to those using nanochannels of
effectively infinite length under the assumptions used in deriving Eq. 2.1. Each system was immersed in a
solution of 0.1 M KCl, and a weak virtual harmonic spring restrained the center of mass of each molecule.
Fig. 2.15d shows the force exerted by the spring as a function of time after a 1.0 V transmembrane voltage
was turned on. In all cases, the spring initially stretched rapidly. Eventually, the electro-osmotic force on
the DNA was on average balanced by the force of the spring, allowing determination of the average force on
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Figure 2.15: Influence of the membrane thickness and DNA conformation on the stall force in a nanopore.
In all cases, effectively infinite DNA was attached to a virtual spring, a transmembrane bias of 1.0 V was
imposed. (a) Snapshot of unstrained DNA in a membrane having a thickness of 10 nm. (b) Snapshot of
unstrained DNA in a membrane having a thickness of 5 nm. (c) Snapshot of strained DNA in a membrane
having a thickness of 10 nm. (d) Force on the virtual spring attached the center of mass of the DNA as
a function of time after the 1.0 V transmembrane voltage was switched on for the three systems shown in
panels a, b, and c. Figure adapted from ref. [90].
the stationary DNA.
The average steady state force on the unstrained DNA in the 10 nm membrane was 〈Fz〉 = −471 pN—the
negation of the average force on the spring, which is shown in Fig. 2.15d. Calculating the effective charge of
the DNA by Qeff = 〈Fz〉 a/∆V , we obtain Qeff = −0.97 e for this 2.9 nm-diameter pore—twice the value seen
in larger pores—using a = 0.33 nm for the unstrained d(An)·d(Tn) DNA. The force on the unstrained DNA
in the 5 nm-thick membrane was nearly identical that on unstrained DNA in the 10 nm-thick membrane.
However, with 〈Fz〉 = −365 pN and a = 0.50 nm for the strained DNA, we obtain a significantly different
value for the effective charge, Qeff = −1.14 e, owing to different hydrodynamic properties of the strained
molecule.
Analyses thus far have ignored the radial component of the force on DNA, which could also be probed
in MD simulations. Simulations [69, 70, 74] and experiments [109] have highlighted the importance of the
interaction between DNA and the surfaces of a synthetic nanopore during DNA translocation. Future work
will be directed to determine the force on DNA held fixed in nanopores of various geometries, at different
electrolyte conditions and varying strengths of DNA–surface interaction.
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2.5 Conclusions
Through the examples of this chapter, we have shown how all-atom MD simulations can complement
nanopore experiments. First, the MD method allows the investigator to “observe” the microscopic be-
havior of the system, which provides invaluable insights into and a means to interpret puzzling results of
experiments. In some systems, the simulations can relate the experimentally measured blockage current to
the microscopic conformation of the analyte in the pore [73, 74]. Furthermore, the simulations can par-
tially compensate for one of the biggest deficiencies of the nanopore force spectroscopy—the lack of direct
measurement of the forces applied [34, 118, 90].
However, while MD can be a useful tool in many aspects of designing and interpreting nanopore ex-
periments, it has some limitations. The timescale accessible to the MD method, now ranging from a few
microseconds to a millisecond, precludes exploration of many processes of interest. For example, rupture
of an enzyme–DNA complex cannot be simulated by the MD method if the mean rupture time approaches
the timescale of experiment. Among other processes difficult to model are the capture of analytes from
solution by the nanopore and spontaneous dissociation of biomolecular assemblies, for example spontaneous
unzipping of hairpin DNA, which could be relevant for nanopore translocation under some experimental
conditions. Furthermore, the computational expense of large-scale MD runs can sometimes preclude the
gathering of statistical data. We are sometimes left with making qualitative conclusions from a handful of
trajectories, rather than quantitative results that could be obtainable by analyzing hundreds of trajectories.
Another factor that limits the predictive power of MD simulations is the accuracy of the molecular force
field that describes the interactions between atoms in the simulation. One notable example of erroneous
results due to force fields concerns the popular AMBER parm99 force field, with which DNA structures
known to be stable in experiment made irreversible transitions to implausible structures in sufficiently long
MD simulations [97]. Simulations of NSF experiments performed using this force field and its modified
version [97] (that did not exhibit the spurious transitions) have shown some quantitative differences, while
the qualitative behavior was preserved [74]. The force fields used to describe the surfaces of synthetic
nanopores are particularly suspect as their interaction with DNA has not been calibrated. Furthermore, the
composition and the structure of the synthetic nanopore surfaces themselves are not well known and depend
on the fabrication methods [120].
Future advances in computer technology, simulation methods, and force fields will likely erase some prob-
lems that limit the application of the MD method to nanopore today. As simulations in the microsecond
range become routine, it will become possible to study processes in which phenomena such as spontaneous
partial unfolding of proteins and nucleic acids are important. However, we strongly believe that MD simu-
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lation coupled with nanopore experiments can even today form a single tool for the elucidation of biological
phenomena and development of biotechnology that is more than a sum of its parts.
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Chapter 3
Control of DNA Transport through
Nanopores
Reproduced in part from Sigalov G, Comer J, Timp G, Aksimentiev A (2008) Detection of DNA sequence
using an alternating electric field in a nanopore capacitor. Nano Lett 8:56–63 (Copyright c© 2008 American
Chemical Society).
3.1 Introduction
Nanopore technology has the potential to substantially reduce the cost of DNA sequencing to the extent
that it would be feasible to use genomic information in personal medicine. Nanopore sequencing is based
on the principle that the nanopore can confine a portion of the DNA to just a few cubic nanometers. The
few tens of hundreds of atoms of DNA confined the pore can be analyzed in turn, raising the possibility of
distinguishing the DNA nucleotides, which differ by just a few atoms. However, a number of problems need
to be overcome if the promise of inexpensive, rapid sequencing using a nanopore is to come to fruition.
The first major problem that plagues proposals for nanopore sequencing is that conformational fluctu-
ations of the DNA in the pore have the potential to obscure any signal that might be used to identify the
basepairs. The original proposals for nanopore sequencing suggested recognizing the nucleotides in the pore
by measuring their effect on the ion current through the pore, which is driven by applying an electrical
potential difference between electrolyte on each side of the pore [45]. Other proposals for recognizing bases
include measuring the tunneling current between electrodes placed inside the nanopore [32] or measuring
the effect of the nucleotide dipole on the electrodes embedded in the pore walls [57, 58]. With the possible
exception of optical sequence recognition [33], all methods of recognition are sensitive to the conformation
of the DNA in the pore: the conformation of the DNA determines how ions passing through the pore in-
teract with nucleotides, and thus, their effect on the ion current; measurements of the nucleobase dipoles
depend on their orientation; tunneling currents are sensitive to orientation of particular atoms [32, 29]. The
effect diffusion of the DNA within large pores and thermal fluctuations of the structure could generate large
variations in the measured signals making discrimination of nucleotides difficult. Developing a method to
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precisely control the conformation of DNA as it passes through the pore is therefore a high priority.
A second major problem that besets nanopore sequencing is lack of control over the translocation kinetics.
The velocity of DNA through synthetic nanopores can be as large as ∼ 0.1 bp/ns [55, 121]. While such
velocities would allow a device of very high throughput—a human chromosome could be sequenced in
less than a second—, the DNA must reside within the pore for a long enough time to allow accurate
identification. Ion currents measured in DNA translocation experiments using synthetic pores with diameters
< 3 nm are typically no larger than 1 nA, which corresponds to about six ions passing through the pore per
nanosecond. A sufficient number of ions must be measured to reduce the uncertainty of the measurement
(proportional to the square-root of the number of ions passing the pore) to extent that nucleotides can be
distinguished. Furthermore, conformational noise of the DNA, noise due to membrane capacitance, and
bandwidth limitations make this uncertainty much worse [121, 29]; thus, velocities substantially lower than
0.1 bp/ns may be needed for DNA sequencing.
Researchers have demonstrated an ability to slow translocation to 1.5 bp/µs by changing the viscosity,
temperature, salt concentration, and transmembrane voltage [55]. While increasing the viscosity or reducing
the temperature or transmembrane voltage slows the passage of dsDNA through nanopores, doing so also
reduces the signal to noise ratio for the measuring ion current in a given duration because the drift velocity
of the ions decreases with increasing viscosity or decreasing transmembrane voltage [121]. Furthermore,
DNA threading through the pore undergoes one-dimensional diffusion superimposed on the drift caused
by the transmembrane voltage. For transmembrane voltages near and below the thermal voltage kBT/q,
where kBT is the thermal energy and q is the charge of the DNA within the pore, the diffusion of the DNA
introduces a large uncertainty in the position of the molecule relative to the fixed detector [121]. Thus, an
optimal protocol for sequencing could involve holding the DNA fixed within the pore while the sequence
measurement is made, and then driving it at high transmembrane voltage, preferably by a single base or
basepair.
Polonsky et al. [122] have proposed to control the motion of DNA using electrodes embedded in the
pore to control the translocation. The charge on each nucleotide of DNA (−e) is mostly localized on the
phosphate group of the backbone; thus, an electrical potential having wells spaced near the distance between
nucleotides could be used to trap the DNA. By exercising dynamic control of the trapping potential, single
nucleotide steps could also be made. This “DNA transistor” has the potential to solve the problem of
controlling the translocation kinetics, but might be less effective at reduction conformational noise.
In this chapter, we describe a method that has the potential to allow for precise control of both the
molecular conformation and the translocation kinetics. We first describe how a pore with a constriction
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smaller than the cross section of double-stranded DNA can trap DNA within the nanopore and constrain
its conformation. Next, we describe simulations that suggest that varying the transmembrane voltage in a
time-dependent manner can be used to effect single-basepair steps in trapped DNA. Finally, we show that
the transport properties of single-stranded DNA confined to very small pores are sequence-dependent, and
suggest that the transport properties themselves could be used for DNA sequencing.
3.2 Trapping Double-Stranded DNA
By applying a sufficiently large transmembrane voltage, dsDNA can be forced through pores smaller than
the cross section of the molecule (∼2.5 nm). For pore with minimum diameters < 1.5 nm, experiments and
simulations suggest that hairpin DNA unzips and passes through the pore as a single strand; however, for
pores with minimum diameters > 1.6 nm but still smaller than the double helix, the double helix of the
hairpin can transition to a stretched and distorted form having a smaller cross section, which permitted
translocation without complete dissociation of the strands [73, 74]. The existence of a threshold voltage for
translocation is a consequence of the fact that the differential force on the DNA molecule must be larger
than ∼60 pN to cause a transition to the stretched and distorted form [112].
What if translocation of dsDNA was initiated at a high transmembrane voltage and then the voltage
were reduced while the molecule was threading through the pore? Would it be possible to “catch” the DNA
within the pore? In experiments, 48.5 kbp molecules of dsDNA were driven into through a 2.6 nm×2.0 nm at
transmembrane voltage of 600 mV, which was above the threshold voltage required for translocation in this
pore [121]. When the 600 mV transmembrane voltage was maintained, the ionic current through the pore
was reduced for an average of 0.5 ms while the DNA threaded through the pore. Subsequently, however, this
reduction of the ion current was detected electronically and used as a cue reduce the transmembrane voltage
to 200 mV, which was far below the threshold voltage. The result: the time required for the conductance
to return to its value in the absence of DNA increased as much as 58.8 s, suggesting that the rate of
translocation was reduced by a factor of about 105. These tests were repeated many times and for pores of
varying geometry. It was proposed that reduction of the transmembrane bias effectively trapped the dsDNA
in the constriction because the force applied to the DNA was no longer sufficient to stretch it.
MD simulations were then performed to test this interpretation of the experiments. We created two
models of nanopore systems to explore the differences between silica and silicon nitride pore surfaces, each
having different pore dimensions. Fig. 3.1 illustrates the simulated systems, which include fragments of
dsDNA, 100mM KCl, and a nanopore having (Fig. 3.1a) a 2.6 nm × 2.1 nmcross-section or (Fig. 3.1c) a
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Figure 3.1: MD simulations of nanopore traps. (a) Snapshot of a silica pore having a 2.6 nm× 2.1 nmcross
section containing an effectively infinite dsDNA molecule. The molecular conformation within the constric-
tion is stretched beyond 0.34 nm/basepair by 8–20%. The simulated systems contain water and ions (not
shown). (b) The number of basepairs permeating through the 2.6 nm× 2.1 nmcross section pore at various
transmembrane voltages. (c) Snapshot of a silica pore having a 2.0 nm diameter containing a 58-basepair
dsDNA molecule. The molecular conformation within the constriction is stretched beyond 0.34 nm/basepair
by 20–30%. (d) The number of base-pairs permeating through the 2.6 nm × 2.1 nmcross section pore at
various transmembrane voltages. (Insets) Histogram of the displacement of the basepairs nearest to the
membrane’s center at a 0 V bias. The solid line shows the distribution expected for a harmonic trap with a
3.0 nN/nm (larger pore) or a 7.2 nN/nm (smaller pore) spring constant.
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2.0 nm diameter. The molecular conformation within the 2.6 nm × 2.1 nmpore was nearly unstretched at
a bias of 0 V, having a length per basepair that deviated little from its equilibrium value of 0.34 nm. In
contrast, the conformation within the 2.0!nm pore was stretched to 0.41 nm even at 0 V. The distortion from
the B-form dsDNA structure can be clearly seen in Fig. 3.1c. Under application of a 500 mV transmembrane
bias, the dsDNA was stretched to 0.37 nm in the larger pore and 0.44 nm in the smaller pore. As illustrated
in Fig. 3.1b, at 250 and 500 mV, the dsDNA’s motion in the 2.6 nm × 2.1 nm pore was arrested following
a small initial displacement allowed by stretching. Only when a bias of 1000 mV was applied was dsDNA
transport observed. Likewise, transport of dsDNA in the smaller pore was only observed for biases of
1000 mV and above as shown in Fig. 3.1d. At the same bias, the rate of dsDNA transport was much higher
for the larger pore. Thus, once the DNA was threaded through the pore, there existed a threshold voltage
for continuing translocation.
Furthermore, by analyzing the dsDNA’s displacements at a 0 V bias (shown as insets of Fig. 3.1c,d),
we determined that the pores act as harmonic traps with the effective spring constants of 3.0 ± 0.8 and
7.2 ± 0.8 nN/nm for the larger and smaller pores, respectively. The probability of an escape from such a
trap depends sharply on the force applied to the molecule, explaining the thresholds in Fig. 3.1b,d.
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Figure 3.2: DNA trap. (a) Snapshot of double-stranded DNA trapped within the 2.0 nm constriction of a
synthetic nanopore. Water and ions are not shown. (b) Single-nucleotide advancement of DNA in a 2.0 nm
pore. Half-sine voltage pulses are applied from 0.0 to 0.2 ns with amplitudes of 6.0 V, where the molecule
remains trapped, and 8.0 V, where a single-nucleotide step occurs.
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3.3 Translating DNA in Single Basepair Steps
Leveraging the ability of a nanopore smaller than the double helix to trap dsDNA, we have developed the
concept of a “stepping motor” sequencer [59]. We envision a sequencing protocol whereby the translocation
of dsDNA through a pore is halted and the nucleotides near the constriction of the pore are held tightly
at well-defined positions. A measurement can then be performed, taking whatever time is necessary to
extract information about the identities of the nucleotides near the constriction. Once this has completed,
the molecule is induced by a voltage pulse to advance through the pore by one nucleotide.
By modulating the external bias with short pulses having amplitudes greater than the threshold bias for
translocation, the DNA can be compelled to make small discrete movements. We have succeeded in showing
that single basepair steps are possible by a careful choice of the pulse profile and amplitude and that these
were sometimes repeatable. Fig. 3.2b shows the trajectories for nucleotides near the constriction during and
after the application of a half-sine voltage pulse with a duration of 0.2 ns and amplitudes of 6 and 8 V. For
the 6 V pulse, the nucleotides are displaced slightly by the action of the pulse, but return to their original
positions after it subsides. On the other hand, the 8 V pulse causes a single base pair step so that the final
position of the nucleotide is near the initial position of the nucleotide directly below. We hypothesize that
executing these simulations on longer timescales (many nanoseconds) will lead to greater reliability effecting
single basepair steps.
3.4 Sequence-Dependent Transport of DNA
To demonstrate the feasibility of detecting a single nucleotide substitution using sequence-dependent trans-
port, we simulated two systems—(dC)25 and d(C15AC9)—applying a voltage ramp of 16 V/ns. In the
second system, the mutated nucleotide was located just above the constriction, Fig. 3.3b,c. Each system
was equilibrated for 6 ns. Five states, separated by about 0.5 ns, were extracted from the last 2.0 ns of each
equilibration trajectory to act as initial conditions for the subsequent voltage ramp simulations. Fig. 3.3a
juxtaposes the motion of the two molecules under a voltage ramp. To pass through the pore’s constriction,
the bases of the molecule have to reorient. We observed that, on average, the onset of translocation occurred
near a bias of 11 V for the cytosine homopolymer while it occurred near 13 V for the DNA strand having
a single nucleotide substitution. Furthermore, the standard deviations of the position distributions did not
overlap in this bias range, as shown in Fig. 3.3a. Hence, by increasing the bias linearly to the critical value
required to pull the cytosine nucleotide into the constriction and then switching it off, we can distinguish
the sequences to a reasonable degree of accuracy by determining whether the molecule has advanced by one
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Figure 3.3: Sequence dependence
of DNA translocation under time-
dependent transmembrane biases. (a)
Effect of single nucleotide substitution
on DNA motion under a voltage ramp.
The center of mass of the nucleotide
initially immediately above the con-
striction is plotted for (dC)25 (blue
circles) and d(C15AC9) (gold squares).
The trace shown for each system is
the average over five MD trajectories
while the error bars show the associated
standard deviations. The onset of
motion occurs at a significantly lower
bias for cytosine than for adenine, on
average. (b,c) Snapshots of selected
initial conditions for the voltage ramp
simulations described in panel a.
nucleotide or not. We expect that optimization of parameters such as the geometry of the pore and the rate
of change of the bias will allow such sequences to be discriminated to even greater accuracy.
3.5 Conclusions
In this chapter, we have demonstrated that a nanopore with a cross section smaller than that of the DNA
double helix acts as a harmonic trap for the molecule. Futhermore, we have shown the possibility for effect-
ing motion of the trapped DNA in single-basepair steps by application of time-dependent transmembrane
voltages. More work needs to be done to determine the reliability with which such steps can be made and
optimum conditions for making reliable steps. Finally, we have illustrated that the motion of DNA itself can
be sequence dependent. Further work has shown that sequence-specific alternating transmembrane voltages
can cause resonant motion of the DNA [59]. Future work could include a broader exploration of sequence-
dependent transport, such as development of periodic voltage signals that recognize specific sequences.
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Chapter 4
Deciphering Ion Current
Measurements
Reproduced in part from Comer J, Dimitrov V, Zhao Q, Timp G, Aksimentiev A (2009) Microscopic me-
chanics of hairpin DNA translocation through synthetic nanopores. Biophys J 96:593–608 (Copyright c©
2009 Biophysical Society).
4.1 Introduction
A puzzling result of nanopore experiments involving hairpin DNA was the wide range of ion current values
measured. In experiments, ion currents ranging from < 0.1I0 to > 2I0, where I0 was the current in the
absence of DNA, were observed under identical bulk conditions and were attributed to the microscopic
arrangement of the DNA within the pore [73, 74]. However, was the microscopic arrangement sufficient
to produce such large swings in current? Did the explanation of such swings require interactions between
multiple hairpin DNA molecules or the existence of impurities in the system? If indeed the range of current
values could be associated with arrangement of the nanopore–DNA system, could the value of the current
at a particular time be used to predict the arrangement at that time?
The presence of hairpin DNA within the pore changes its conductivity and causes a departure of the ion
current from its open pore value I0. To relate the microscopic conformation of hairpin DNA to the level of the
ion current, the latter was computed using a standard method [49] (see §A.1) for all simulations performed.
The results allowed us to associate particular values of the relative current I(φ, ri)/I0(φ) with the microscopic
conformation of the hairpin DNA. For all pores considered, I0 was found to scale approximately linearly with
the transmembrane bias φ. Hence, simulations performed under different transmembrane voltages could be
compared. Typical values of the open pore currents are given in Table 4.1.
In general, we found the ion current to depend on the microscopic details of the hairpin DNA’s conforma-
tion. An illustrative example is shown in Fig. 4.1. Comparing the current trace, Fig. 4.1a, to the snapshots
of the hairpin DNA conformation, Fig. 4.1b–f, reveals that the position of the double helix relative to the
constriction does not uniquely determine the relative current. While the double helix penetrates the pore
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pore deff (nm) Lpore (nm) φ (V) I0 (nA) G0 (nS) origin
A 2.0 20.0 4.00 5.81 ± 0.08 1.45 ± 0.02 sim
B 2.2 10.5 4.00 8.52 ± 0.13 2.13 ± 0.03 sim
C 1.6 10.5 4.00 5.10 ± 0.14 1.27 ± 0.04 sim
D 1.3 10.5 4.00 2.15 ± 0.11 0.54 ± 0.03 sim
E 2.2 10−1+5 0.50 1.60 ± 0.02 3.20 ± 0.03 exp
F 1.4 10−1+5 0.50 0.99 ± 0.02 1.98 ± 0.03 exp
G 1.0 10−1+5 0.50 0.41 ± 0.02 0.82 ± 0.03 exp
Table 4.1: Open pore current. Experimental values are for Si3N4 pores and are taken from Zhao et al. [73].
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Figure 4.1: Stretching of the double helix and ion current. (a) ion current (black, left abscissa) derived from
the MD simulation illustrated by the snapshots in (b–f) and the strain of the helix (red, right abscissa)
shown at the corresponding times. The elongation of the helix, which reaches a maximum value at ∼5 ns,
reduces its cross section, causing an increase in the current through the pore.
more deeply in Fig. 4.1e than in Fig. 4.1c, the current in the former conformation is greater than in the
latter because the double helix stretches in the constriction.
In spite of the ambiguities in determining the conformation of hairpin DNA from ion current transients,
several general rules are formulated below.
4.2 Current Blockades
We found that the deepest blockades of the ion current in the pores ≥ 1.6 nm in diameter were produced
by hairpin DNA in the loop-first orientation. The smallest relative current through the 1.8 nm × 2.2 nm
pore (pore A), I/I0 = 0.20 ± 0.01, was observed when hairpin DNA stalled at the constriction in the
loop-first orientation. For the 2.2 nm pore (pore B), the minimum mean relative current was 0.16 ± 0.03
in the loop-first orientation and 0.20 ± 0.03 in the coil-first orientation. For the 1.6 nm-diameter pore
(pore C), the current for the loop-first orientation of hairpin DNA was found to be reduced more than that
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Figure 4.2: Stretching of the double helix and ion current. The plot shows the relative ion current as a
function of the strain of the double helix averaged over all MD trajectories in which the center of mass of
the helix was in the range of 1.0 < z < 3.0 nm. These data were computed for the 1.8 nm × 2.2 nm pore
in the 20 nm-thick membrane (pore A). The deepest current blockades were observed when the unstretched
loop occupied the constriction of the pore.
for the coil-first orientation, irrespective of whether the stretching/distortion or unzipping pathway is taken.
Thus, in the loop-first orientation, the mean relative currents were I/I0 = 0.083 ± 0.014 and 0.08 ± 0.02
at φ = 4.0 and 6.5 V, respectively, while in the coil-first orientation I/I0 = 0.131 ± 0.013 and 0.24 ± 0.02.
Because the associated relative currents are identical to the precision of the data for 4.0 and 6.5 V, the
hairpin DNA/pore system acts as a linear resistor in the loop-first orientation. However, this is not true
in the coil-first orientation due to the change in the translocation pathway from stretching to unzipping
between 4.0 and 6.5 V.
The observation that hairpin DNA in the loop-first orientation causes the lowest current, however, is
valid only when the double helix is not stretched beyond 1.2L0, where L0 is its equilibrium length. If the
double helix is stretched beyond 1.3L0, the ion current depends very little on the hairpin DNA orientation
(see Fig. 4.2).
For the 1.3 nm pore (pore D), only coil-first translocations are likely. For this pore, we found that
hairpin DNA can almost completely block the passage of ions in the timescale of our simulation, so we
predict a mean current < 0.003I0. Overall, the smallest relative currents were found to decrease with the
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pore diameter.
4.3 Stretching/Distortion versus Unzipping
In the 1.6 nm-diameter pore (pore C), we observed translocation by both stretching/distortion (φ ≤ 5.0 V )
and unzipping (φ ≥ 6.5 V) pathways, which enabled direct comparison of the resulting ion current traces.
We found that because only a single DNA strand blocks the constriction in the unzipping pathway, the
relative ion current is much larger, on average, than in the stretching/distortion pathway. For this pore, we
found the ion current during unzipping (I/I0 = 0.24±0.02 at φ = 6.5 V) to be nearly twice of that obtained
during stretching/distortion (I/I0 = 0.131± 0.013 at φ = 4 V).
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Figure 4.3: Enhancement of the ion current. (a) ion current as a function of time. (b-f) Snapshots of
hairpin DNA conformation. The simulation times are indicated by dotted lines in panel a.
4.4 Current Enhancements
Long-duration enhancement of the current well above the open pore level was observed when hairpin DNA
occupied the trans side of pore A for a prolonged period of time. Fig. 4.3 illustrates a simulation in which
such enhancement of the current was observed. At the beginning of the simulation, the current was just
below the open pore value. As the double helix neared the constriction the relative current drops to near
I/I0 = 0.25. However, the DNA began to gather on the trans side of the pore, causing a rise in the ion
concentrations there. The relative current then jumped above 2.0. Note that such current enhancement
persists as long as a portion of the hairpin DNA remains in the pore on the trans side, which is different
from transient current enhancements reported in [69]. The current enhancements are more likely to be
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observed for the pores in thicker membranes, as hairpin DNA can adopt a more compact conformation.
Indeed, currents near 2I0 and above were not observed for the pore of similar diameter in the 10.5 nm-thick
membrane (pore B).
4.5 DNA Alters Distribution of Ions
To understand the reason for observing both reduction and enhancement of ion current in the same pore, we
investigated the influence of the hairpin DNA conformation on the distribution of ions in the pore. Fig. 4.4
shows the concentration of K+ (Fig. 4.4d) and Cl− (Fig. 4.4e) ions for the three nanopore/hairpin DNA
systems shown in Fig. 4.4a–c. Steady-state currents were observed in the above three systems. The con-
centration as a function of z for each time step was calculated by c(zi) = (55.523 M)Ni(zi)/Nw(zi), where
Nion(zi) and Nwater(zi) were the number of ions and the number of water molecules, respectively, in a thin
segment of the system zi − ∆z/2 < z < zi + ∆z/2. The values were then averaged over the steady-state
portions of the simulation trajectories. It was suggested earlier [53, 94], that the existence of both reduction
and enhancement of ion current is caused by the competition of the following two phenomena. First, DNA
sterically excludes ions from occupying the pore, which lowers the number of charge carriers and thus the
ion current (equivalent to reducing the pore’s cross section). At the same time, the presence of DNA in
the pore increases the concentration of counterions, as they are required to neutralize the DNA’s charge.
Complicating the matter is the fact the concentration of ions within the pore in the absence of DNA is not
the same as that of the bulk solution.
In the absence of DNA, the concentration of both K+ and Cl− was found to be smaller than that in
the bulk, which is consistent with experimental suggestions [55]. Fig. 4.4 reveals that the concentration
of K+ drops below 0.1 M near the constriction, whereas the concentration of Cl− shows a similar but less
substantial drop to 0.3 M. Note that the abscissa is shown on a logarithmic scale. The Cl− current was
greater than that for K+, consistent with the larger concentration of Cl−.
For system shown in Fig. 4.4 b, the concentration of ions is enhanced at some places and reduced at the
others. Despite the enhancements of the pore’s ion concentration, the increased concentrations are not large
enough to overcome the reduction of the cross-sectional area by the DNA. Moreover, there is a reduction
of the Cl− concentration at the pore constriction from 0.3 to 0.2 M due to the presence of DNA. The total
relative current for this configuration is about half of that for the open pore, I/I0 = 0.49± 0.02.
For the conformation shown in Fig. 4.4 c, the total ion current is enhanced to I/I0 = 2.17 ± 0.04.
Fig. 4.4 d and e show that the concentrations of both types of ions near the constriction are greater than
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Figure 4.4: Effect of hairpin DNA on the ion concentration within the pore. Concentration profiles for (a)
the open pore, (b) a hairpin DNA/nanopore conformation for reduced current, (c) a hairpin DNA/nanopore
conformation for enhanced current. Images of the pore and DNA are aligned faithfully along the ordinate
of each plot. The yellow arrows indicate the direction of the electric field. I/I0 is the relative current with
respect to the object.
their bulk values. Furthermore, at z = −1.5 nm, the concentrations of Cl− and K+ are more than seven
times their bulk values. These increases in ion concentration are responsible for the enhancement of the
total current.
First, our MD simulations demonstrated that the range of current values observed in experiment could
be explained by different arrangements of a single hairpin DNA molecules within the nanopore. Next, these
simulations also suggested interpretations of the lowest and highest current values observed. For instance,
the greatest reductions of the current were observed for the loop-first orientation (Fig. 2.6c) when the loop
occupied the constriction of the pore [74]. However, the largest values of current (2.17I0) were seen when
the DNA had passed through the constriction and accumulated on the far side of the pore, just beyond the
constriction. It also was possible to distinguish the translocation mode by the current values: because only
one strand occupied the constriction during unzipping (Fig. 2.6a) rather than two during the translocation
by the stretching/distortion pathway (Fig. 2.6b or Fig. 2.6c), the relative ion current (I/I0) was significantly
different.
4.6 Conclusions
The MD simulations demonstrate that changes in the conformation of the nanopore/hairpin DNA system
dramatically alter the ion distribution within the pore and are sufficient to produce the range of ionic current
values seen in experiment. Furthermore, our simulations have given us some insight into the possible origin
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of the multiple ionic current levels seen in experiments [73, 74]. In simulations, we found that the highest
current levels (> 2I0) corresponded to having a large portion of the hairpin DNA in the trans chamber of
the pore. Because the transmembrane voltage applied in the experiment was much less than the expected
threshold voltage for the pore, it was not likely that double helix was able to pass the constriction in the
experiments. Thus, the enhanced levels I > 2I0 seen in experiments were likely produced by a flexible
portion of the molecule, either the coil or the long loop of the hairpin DNA used in experiment, threading
into the trans side of the pore while the double helix remained in the cis side. The lowest levels of current
observed in simulation occurred when the hairpin DNA stalled with the loop blocking the constriction. In
addition, because having two portions of the strand in the constriction blocks the current more efficiently
than having only one, the simulations showed that translocation by the stretching/distortion pathway should
be distinguishable from that by the unzipping pathway. While simulations revealed possible nanopore–DNA
conformations that could lead to the extreme current values measured in hairpin DNA experiments [73, 74],
more comprehensive studies of which arrangements give rise to which currents and to what extent the current
value can be used to predict the arrangement are needed.
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Chapter 5
Millisecond Ion Current Simulations
for DNA Sequencing
5.1 Introduction
Measurements of ion current have an illustrious history as a means to probe nanoscale pores. In 1978, Neher,
Sakmann, and Steinbach [123] described the patch clamp technique, which for the first time permitted the
measurement of ion current through a single proteinaceaous nanopore. Because the ion current through
the pore is extremely sensitive to the microscopic state of the pore, measurements of current in patch
clamp systems could be used to identify the stochastic opening and closing of ion channel proteins [124].
Subsequently, work by Bezrukov et al. [125] demonstrated that, in addition to indicating the state of the
pore itself, ion current measurements could be used as a means to interrogate single molecules passing
through the pore. Because the constriction of the pore represents a bottleneck for the flow of current, the
current is strongly affected by any molecules within the pore. Ion current measurements can therefore reveal
information about the identity and conformation of such molecules at nearly atomic resolution. Current
measurments have been used to determine the length [35] and orientation of translocating nucleic acids [36,
37], discriminate nucleic acids of different sequences [38, 39, 45, 40, 43, 30], detect rupture of molecular bonds
in force spectroscopy studies [48, 62, 34], and distinguish between stereoisomers of drug molecules [126].
Measuring current through nanopores has recently received enormous interest due to the potential of
using nanopores as an inexpensive means to sequence DNA [45, 29] and the many benefits of genomic
medicine [16, 3, 127] that might go along with it. The original proposal for nanopore sequencing called
for identifying the DNA nucleotides by their unique current signatures as the DNA is electrophoretically
driven through the pore [38, 45]. Using a modified α-hemolysin pore, Clarke et al. [30] have demonstrated
the ability to discriminate free adenine (A), thymine (T), guanine (G), and cytosine (C) nucleotides as well
as methylated cytosine at an average 99.8% accuracy by measuring ion current. However, an exonuclease
was necessary to cleave the nucleotides from a DNA molecule, which introduces complications for DNA
sequencing, such as maintaining the order of the free nucleotides passing through the pore and the possibility
of “lost” nucleotides. The original concept of nanopore sequencing has not yet been attained, and there
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is some question to what extent current signatures can be used to sequence DNA given conformational
fluctuations of the molecule and other noise sources [31].
Thus, there is great need to determine what can and cannot be inferred from measurements of ion
current and under what conditions pertinent information can be extracted from them. Despite great success
in revealing behavior of single molecules using ion current measurements, ion currents can be difficult to
interpret because they effectively distill many details of the state inside to pore into a single number. Single
values of ion current may correspond to qualitatively different microscopic states [74, 73, 69]. Even when
specific current values are indicative of specific microscopic arrangements, establishing a link between values
of current and the corresponding arrangements is often not obvious. There exists no experimental means
to image the microscopic state of nanopore systems; therefore, computational methods have performed an
essential role linking observable values of current to microscopic events. The numerical methods that have
been most widely used for simulating ion current in nanopores can be categorized as molecular dynamics
(MD), Brownian dynamics (BD), and continuum methods, such as Poisson-Nernst-Planck models.
Despite the granular nature of matter at the nanoscale, continuum models can provide useful results for
the confined geometries of proteinaceous nanopores [128, 129, 130]. However, for simulations requiring atomic
resolution, such as those presented here that attempt to distinguish differences between DNA nucleotides
which differ by only a few atoms, the discrete nature of ions and correlated ion motions, which are neglected
in continuum methods, may be essential. For these reasons, we have not pursued continuum models.
5.1.1 Molecular Dynamics
All-atom molecular dynamics (MD) simulations provide perhaps the greatest detail of methods that have
been used to simulate ion current in pores [75]. However, until recently, the time required for ion permeation
in narrow channels was too long to be feasibly computed by MD simulation [128]. Instead, the MD simula-
tions were used to identify energy barriers and binding spots for ions within channels and infer mechanisms
for channel selectivity [131, 132] as well as being jumping off points for computation of current by various
levels of continuum theory [133, 128] or BD [128].
MD can now provide direct estimates of ion current in proteinaceous pores [49, 134] as well as nanopores
fabricated in sythetic membranes [69, 70, 73, 74, 135, 136], performing better for larger pores with short
ion permeation times. The predicted values of current in some circumstances give quantitative agreement
with those measured in experiment [49, 134]; however, imperfections in the force fields that define the
energy of interaction between ions, water, and other constituents of the simulation sometimes make only
qualitative conclusions possible, or worse, result in unphysical behavior [137]. The conductivity of simulated
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ionic solutions, both in bulk and in nanopores, varies among force fields [134, 137] and can show unrealistic
dependences on ion concentration [49, 134] and temperature [134]. Despite their deficiencies, all-atom MD
simulations, due to their inclusion of explicit water, can model aspects of current flow left out of coarser
models, such as induced fluid flow [118].
However, even with the rapid increases in computing power over the past decade, obtaining reliable
current estimates remains expensive and time-consuming. For instance, we estimate herein that current
values through a pore containing double-stranded DNA are ∼ 100 pA under reasonable conditions, and that
the resolution required to discriminate different sequences is no more than 10% of this value, and often less.
100 pA represents the passage of only ∼ 0.62 ions/ns. If we approximate the measurement of a current as
counting of the ions that pass through the pore, then the uncertainty in a measurement of the current scales
as the square-root of the number of ions. Hence, to obtain a relative uncertainty of less than 1% for a mean
current of 100 pA, we must observe the passage of 104 ions, which requires more than 16 µs of simulation.
Simulations of such lengths can be performed with current computer technology [68], but only for small
systems. We estimate that a 16 µs run of a 100,000 atom system would require at least 5 million CPU hours
on a general-purpose supercomputer using an efficient parallel MD code such as NAMD [95].
5.1.2 Brownian Dynamics
In the context of simulating ion current through nanopores, BD provides level of detail intermediate to
MD and continuum methods. While discrete ions are included, water is typically not modeled explicitly.
Dispensing with explicit water results in a large reduction of the system size relative to MD models because
a majority of the atoms in a typical MD simulations belong to water. Furthermore, the timestep used in all-
atom MD simulations (1 or 2 fs) is limited by the time required for motion of hydrogen atoms. Because the
BD simulations explicitly model only ions, the largest timestep that can be used depends on the diffusivity of
the ions and the magnitude of the forces on them, allowing for an additional speedup. For example, we use a
20 fs timestep for the BD simulations presented here. The stochastic forces provided by water molecules near
the ion are implicitly modeled by the dissipative and stochastic nature of the BD integrator [138, 139, 129]:
ri(t+∆t) = ri(t)− Di∆t
kBT
∇iW (r1(t), r2(t), . . .) +
√
2Di∆t R(t), (5.1)
where ∆t is the timestep, ri(t + ∆t) and ri(t) are the positions of ion i at the next and current timestep,
respectively, Di is the constant diffusivity of ion i, ∇iW (r1(t), r2(t), . . .) is the gradient of the multi-ion
potential of mean force with respect to ri(t) , and R(t) is a vector of independent random numbers having a
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Gaussian distribution with a mean of zero and standard deviation of unity. Spatially dependent diffusivity
can be modeled by replacing Di with Di(ri(t)) and adding ∇iD(ri(t)) to the right side of the equation [138,
129]. The multi-ion PMF is the sum of a spherically symmetric ion–ion PMF (W ion−ionij ) and the PMF due
to the pore, solution, and biomolecules, in this case DNA (Wmapi ).
W (r1, r2, . . .) =
∑
ij
W ion−ionij (|ri − rj |) +
∑
i
Wmapi (ri) (5.2)
BD has been used with great success to study ion flow through protein nanopores [128, 129], including a
modified α-hemolysin pore like those have been used to identify DNA nucleotides [140]. This latter study of
Egwolf et al. [140] demonstrates the ability of BD to predict the current–voltage relationships of nanopores
as well as providing basis for understanding sequence discrimination in these pores. Rather than focus on
the interaction between the ions and pore as in this study, we have elected to concentrate on the interaction
between ions and DNA nucleotides and how the atomic-scale differences between A, T, G, and C nucleotides
can lead to measurable current differences.
5.1.3 Potential of Mean Force Brownian Dynamics
Because the nucleotides of DNA differ by only a few atoms, studying the discrimination of nucleotides in
nanopores requires extremely high precision in the interaction between ions and the DNA. There is therefore
a need for a method that, like all atom MD, includes detailed entropic and water-mediated interactions
between ions and atoms of the DNA, but has the efficiency of BD. In this chapter, we describe such a
method and show that it is capable of delivering conclusions similar to those of MD simulations while
reducing the computational effort by four to five orders of magnitude. The primary feature of this method is
that the form of the multi-ion PMF W (r1, r2, . . .) is derived from MD simulations using umbrella sampling
and the weighted histogram analysis method [141, 142]. For this reason, we refer to the method as Potential
of Mean Force Brownian Dynamics (PMF-BD).
Use of all-atom MD simulations to design and calibrate BD simulations is not a new idea. For instance,
Im and Roux [128] used effective atomic radii derived from free energy calculations in all-atom MD simu-
lations [143] in their BD simulations. These investigators also included a short range term in W ion−ionij to
model water-mediated ion–ion interaction which was calibrated through MD simulations. However, advances
in computer technology now permit a more comprehensive derivation of the BD model from MD simulations
than was before possible.
For the purposes of describing PMF-BD, here, we do not consider imperfections in the MD force field
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and assume that the MD model is sufficiently accurate to provide a basis for PMF-BD simulations. In the
PMF-BD, we derive the ion–ion interaction for each of the three ions pairs (K+–K+, Cl−–Cl−, and K+–Cl−)
from MD calculations of the PMF using the distance between the ions as a reaction coordinate. Moreover,
rather than represent the atoms of biomolecules as hard spheres or Lennard-Jones spheres with Coulomb
fields, we include the mean effect of solvent-mediated interactions: the interaction of K+ and Cl− with DNA
nucleotides, including water-mediated components, is subsumed in 3-dimensional PMF maps generated by
MD calculations using the three Cartesian directions as reaction coordinates. PMF-BD can be used for
millisecond-length current simulations or, equivalently, hundreds of ∼ 10-microsecond simulations to explore
the effect of different parameters, such as the pore geometry, DNA conformation, etc., on the ion current.
A key aspect of our PMF-BD method is the modular approach to constructing these 3-dimensional
PMF maps. PMF maps for system components, such as individual nucleodtides, are calculated from MD
simulations of relatively small systems containing just the pertinent component, water, and a single ion.
The PMF maps for many small components can be combined, producing BD models of arbitrary size and
complexity. Diffusivities for the ions are also derived from MD simulation.
Here, we apply the PMF-BD method to explore the possibility of sequencing double-stranded DNA
(dsDNA) confined to nanopores having cross sections smaller than the double helix (∼ 2.5 nm) by measuring
ion current. Experiments and simulations have demonstrated that DNA can be driven through such pores
and then trapped [121]. Inside these pores, the dsDNA is stretched and distorted from the canonical B-DNA
helix. In this conformation, the plane of the nucleobases is not orthnogonal to the pore axis, but tilted [92, 74].
Simulations also suggest that the direction of this tilt is maintained, so that one strand always leads the other
during translocation. The tilt introduces an asymmetry that might allow disambiguation of A-T basepairs
from T-A basepairs and C-G basepairs from G-C basepairs. Here, X-Y means that a positive ion moving
the direction of the electric field will first encounter the X nucleotide before encountering the Y nucleotide.
Thus, PMF-BD and MD are applied to determine what sort of ion current signatures might be expected
from dsDNA of various sequences in a pore.
Here, we compare PMF-BD and MD results for nanopores containing DNA basepairs to establish the
predictive value of the former method. We show good agreement of ion distributions between the two
methods and qualitative agreement in the relative levels of current for different DNA basepairs. On the
other hand, we find that a more conventional BD model, using Lennard-Jones and Coulomb energies for the
ion–nucleotide interaction rather than 3D PMF maps, fails on both accounts. For lack of better description,
we refer to simulations using this model as “conventional BD”. Finally, we predict current values for all
possible three basepair combinations with BD and verify some of the resulting predictions with MD.
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5.2 Methods
First, we describe MD simulations to compute the ion current through nanopores containing basepairs.
Protocols for MD simulations which were used to derive the ion–ion PMF function and the ion–nucleotide
PMF maps follow. Last, the protocols for the PMF-BD and conventional BD simulations are described.
All MD simulations used the CHARMM27 force field [98] for all components—nucleic acids, ions, and
water—, a Langevin thermostat set to 295 K with damping constant of 0.2 ps−1, a 1 fs timestep, periodic
boundary conditions, and particle-mesh Ewald full electrostatics [144].
5.2.1 MD Current Simulations
Minimal systems (about 12,000 atoms each) were constructed with approximate dimensions of 4.0 nm ×
4.0 nm × 7.2 nm. To begin three systems were constructed: an open pore, a pore containing an A-T basepair
in the center of the pore, and a pore containing a G-C basepair. Water and ions were added produce solutions
of 0.1 or 1.7 M KCl, resulting in six final systems. Previous simulations suggested that a basepair tilt of 50◦
was typical in small pores [92, 74]. This conformation was maintained by applying restraints to the system
with energy constants of 1 kcal/(mol A˚2) to each atom of the basepair.
Fig. 5.1 illustrates the system including an A-T basepair. A phantom nanopore [70] was implemented by
application of a potential energy grid during the simulations [71]. This grid, applied to the ions but not the
water, excluded the ions from the region designated as the phantom membrane. This phantom membrane
had an effective thickness of 3.8 nm and extended from −1.7 nm < z < 1.7 nm. A cylindrical pore with
a 1.7 nm diameter passed through the center of the membrane. To produce interfacial currents, a −2 kBT
potential well as added to all surfaces of the phantom membrane.
The systems were equilibrated with the pressure maintained at 1 atm for 200 ps. To simulate the ion
current, an external electric field of 25 or −25 mV/nm was applied along the pore axis. All simulations
in which an electric field was applied were performed at constant volume. The first nanosecond of each
simulation was not used in the current computation as several hundred picoseconds can be required for the
ion current to reach a steady state.
5.2.2 Ion–Ion PMF
First, we sought to derive the first term of Eq. 5.2 (
∑
ijW
ion−ion
ij ) from MD simulations. To do this, we
performed three sets of simulations to determine the K+–K+, Cl−–Cl−, and K+–Cl−PMF functions. Each
set of simulations consisted of 38 individual simulations in which the distance between the two ions was
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Figure 5.1: Illustration of models used for all-atom molecular dynamics (MD) and the method developed here,
potential of mean force Brownian dynamics (PMF-BD). (a) All-atom model of 1.7 nm-diameter phantom
pore containing a single A-T basepair. K+are shown as yellow spheres, Cl−as green spheres. Water molecules
(not shown) permeate the entire system. (b) The corresponding system as it appears to a K+ ion in the
PMF-BD method. The K+ ion interacts with other ions (with solvent mediated effects included) as well as
a 3D potential of mean force map derived from all-atom MD simulations. The 3D potential of mean force
map is illustrated in cross section, with the color indicating the value. The interaction of the K+ ion with
the basepair and pore along with associated solvent-mediated effects are subsumed into this map.
harmonically restrained to values 0.20–1.66 nm. The restraint energy was given by Uw(ri, rj) = 12Kw(|ri −
rj | − bw)2, where Kw and bw were the force constant and equilibrium separation for umbrella sampling
window w. Because the PMF fluctuates much more rapidly near the ion, a stiffer spring (larger value of
Kw) was used near the ion. For umbrella sampling windows with Kw = 15 kcal/(mol A˚2), bw extended from
0.20 nm to 0.68 nm with a spacing of 0.03 nm. Farther from the ion, bw extended from 0.40 nm to 1.66 nm
with a spacing of 0.06 nm, where Kw = 2.5 kcal/(mol A˚2) was used.
The simulated system consisted 13 K+ and 13 Cl− ions in a cube of water measuring 5.76 nm on a
side, which was pre-equilibrated at a temperature and pressure of 295 K and 1 atm, respectively. For each
umbrella sampling simulation, the restraint energy was applied to one pair of ions and the distance between
them was recorded at 1 ps intervals for durations of 2.5–5.5 ns. The WHAM method was applied to the
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resulting distance data to produce partial PMF functions for the ion–ion interaction. The data between 1.0
and 1.4 nm was fit to a Coulomb energy function with a dielectric constant of 90, the approximate dielectric
constant of water model used in the MD simulations. The PMF was then extended using the Coulomb
energy function from 1.2 nm to 8.0 nm, where it was smoothly cut off to zero. For very small distances
between the ions, the Lennard-Jones energy was very high and was not well sampled in the umbrella sampling
simulations; therfore, the PMF was smoothly increased to 30kBT as the distance decreased from 0.25 to
0 nm.
5.2.3 Ion–Nucleotide PMF
The centers of the umbrella sampling windows for the 3D PMF maps of the nucleotides were chosen from a
hexagonal close-packed lattice with a distance of 0.25 nm between nodes. Nodes that were closer than 0.7 nm
to at least one DNA atom and farther than 0.22 nm from all DNA atoms were included in the umbrella
sampling. Thus, 342, 343, 350, and 340 windows were used for A, T, G, and C, respsectively. Harmonic
restraints were applied along the x, y, and z axes with spring constants of 0.0938 kcal/(mol A˚2) for each
window. The simulated systems consisted of an approximately 4.5 nm × 5.0 nm × 4.0 nm box of water,
a single DNA nucleotide (without terminal 5′ and 3′ modifications), and a single ion. For systems with
nonzero charge, the charge was neutralized by evenly spreading an opposite charge among all atoms of the
system. The complete systems were equilibrated for 2 ns with the pressure maintained at 1 atm. Umbrella
sampling simulations were then performed for each of the four nucleotides and each of the two ions (K+ or
Cl−), for a total 2750 simulations. The simulations had durations of 2.2–2.7 ns, with ion positions recorded
every 200 fs. They were performed at fixed volume using the mean system size from the last 1800 ps of the
associated equilibration.
Eight 3D PMF maps with resolutions of 0.03 nm were then generated by the WHAM method using all
three Cartesian coordinates as independent reaction coordinates. Undersampled high energy regions near
the atoms were smoothly increased to 80kBT .
5.2.4 BD Protocols
The PMF-BD systems were constructed to match the their MD counterparts. All simulations took place
in a 4.0 nm × 4.0 nm × 7.2 nm periodic box. System grids of this size having a resolution of 0.03 nm
were constructed for each basepair system and the open pore for each ion type. In all cases, the phantom
pore energy used in the MD simulations was added to the grid. For the systems containing basepairs, the
nucleotide PMF maps were rigidly transformed to match the tilted basepairs in the MD models and smoothly
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added to the grid. The Coulomb potential energy (with a dielectric constant of 90) of the nucleotides was
added to nodes of the system grid that did not lie within the transformed nucleotide PMF maps. Thus, ions
near the nucleotides experienced forces from their PMF grid, while ions > 0.7 nm from the nearest atom of
the nucleotides experienced the Coulomb force of the nucleotide’s charge distribution.
Fig. 5.1b illustrates the PMF-BD system. All were performed using BrownTown, a custom BD program.
The simulated systems (containing from 10 to 76 ions) were small enough that ion–ion interactions were
explicitly computed between all pairs of ions using the nearest periodic image. The paricle-mesh Ewald
method [144], or similar methods for reducing the computational complexity of pairwise interactions, would
be necessary for large systems. For the 0.1 M systems, the diffusivities of K+ and Cl− ions were 2.27
and 2.41 nm2/ns, respectively, as calculated from MD simulations. The diffusivities in the 1.7 M systems
were likewise calculated for K+ and Cl− ions as 1.75 and 1.85 nm2/ns, respectively. These were input
into BrownTown and used in the BD update algorithm (Eq. 5.1). During the simulations, the calculation
of ∇iW (r1(t), r2(t), . . .) (the force on the ion) was performed using cubic interpolation from the system
grid [71] and cubic interpolation from the ion–ion PMF table. As in the MD simulations, external electric
fields of 25 or −25 mV/nm were applied along the pore axis.
To demonstrate the advantages of the PMF-BD method, BD simulations were performed using more
“conventional” BD models. The conventional BD models were constructed in the same manner as those
for PMF-BD, except that the nucleotide maps were computed using Lennard-Jones and Coulomb energies
rather than being PMF maps calculated from MD simulations. The parameters for the Lennard-Jones and
Coulomb energies were taken from the CHARMM27 [98] force field as in the MD simulations. Again, a
uniform dielectric constant of 90 was used in calculating the Coulomb energies. Because the goal was to
compare the results of BD simulations to those of MD simulations with fixed numbers of ions, the BD
simulations also used a fixed number of ions. Indeed, the 0.1 M system, having only 10–12 ions, probably
does not even approximate an open system. However, Grand Canonical Monte Carlo steps can be combined
with BD to allow accurate simulation of open systems [145].
5.3 Results and Discussion
5.3.1 Ion–Ion Interaction
Fig. 5.2 shows the PMF between each of the three ion pairs as a function of their separation. These PMF
functions are used to describe the ion–ion interaction in both PMF-BD and the method that we refer to as
conventional BD. The effect of explicit water in the MD simulations in manifested in the oscillatory features.
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As one might expect, the PMF functions for the K+–K+ interaction and the Cl−–Cl− interaction are quite
similar except for a shift of ∼ 0.05 nm, which is consistent with the difference in the Lennard-Jones radii of
the ions in the CHARMM force field [98, ?]. The ion–ion PMF functions are qualitatively similar to those
used by Im and Roux [128].
5.3.2 Open Pore Systems
First, we compare the results between MD and BD from simulations in the absence of DNA. Fig. 5.3 shows
concentration of each ion type near z = 0 as a function of distance from the pore axis. The effect of the
potential well near the phantom pore’s surface can be clearly seen by the enhancement of the concentration
there. The correspondence between MD and BD is very good in all cases, although the 1.7 M BD simulations
predict slightly lower concentrations toward the center of the pore than do the corresponding MD simulations.
This discrepancy might result from imperfections in the ion–ion PMF functions or solvent-mediated many-
body effects that cannot be represented by the pairwise ion–ion PMF functions. However, Fig. 5.3 shows
that the static properties of the BD simulations are nearly correct. Note that we do not distinguish PMF-BD
and conventional BD here, as this distinction only applies to systems with DNA nucleotides.
Under the applied external electric field of 25 mV/nm, ion current flow was simulated for 0.83 µs and
40 µs using MD and BD, respectively, At 0.1 M, the current through the pore in MD is 161± 5 pA, which
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Figure 5.3: Ion concentrations in the phantom pore shown in Fig. 5.1 as a function of distance from the
pore axis. The ion concentrations are computed for the region −0.5 nm < z < 0.5 nm. The panels on
the left and right show data for simulations at bulk concentrations of 0.1 M and 1.7 M respectively, while
the panels on the top and bottom show K+ and Cl− concentrations, respectively. Results from all-atom
molecular dynamics simulations are shown in black. Those from Brownian dynamics simulations are shown
in red. The concentration is enhanced near the pore wall due to the phantom pore’s −2kBT potential well.
compares fairly well with the BD value of 174.0 ± 0.5 pA. However, the radial distribution of the current
in BD simulations is somewhat different from the MD simulations. Furthermore, the discrepancy in the
current is larger for the simulations at 1.7 M, where the MD and BD values are 1176 ± 16 and 1436 ± 5,
respectively. It is likely that the discrepancies in the current values and current distributions between MD
and BD are due to effects of water flow, which is difficult to model in BD simulations which do not have
explicit water molecules. Although we do not obtain quantitatively precise correspondence with MD, the
BD models are still useful to determine qualitatively which basepairs have lower and higher current values
as we show below.
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Figure 5.4: A comparision of the ion–nucleotide interaction between “conventional” BD and PMF-BD mod-
els. Each panel shows a two-dimensional cross section of the energy for a plane passing through the center
of mass of the adenine nucleotide in the plane of the base. Regions of high and low energy are shown in
red and blue, respectively. A molecular graphics rendering of the nucleotide is faithfully overlaid on each
panel. (a) Conventional BD map for K+. (b) Conventional BD map for Cl−. (c) PMF-BD map for K+.
(d) PMF-BD map for Cl−.
69
5.3.3 Single-Basepair Systems
Before discussing the concentrations and current values in the basepair simulations, let us first examine the
3D PMF maps generated from the nucleotides. Fig. 5.4 shows the dramatic difference between maps gener-
ated using Lennard–Jones and Coulomb energies versus the PMF-BD maps derived from MD simulations.
The intricate oscillations due to solvent-mediated effects apparent in the PMF-BD models are entirely absent
in the conventional BD model. However, do these features lead to an improvement in the predictions of the
model? That is, does the PMF-BD method result in better correspondence between MD and BD results?
Fig. 5.5 demonstrates that, at least in some respects, the PMF-BD is a dramatic improvement over
conventional BD. As a measure of the success of the BD methods at reproducing MD results, we plot the
number of ions per nanometer as a function of distance along the pore. We find that PMF-BD does a much
better job at reproducing this particular quantity than does conventional BD. The conventional BD model
drastically overestimates the concentration near the center of the pore. It is possible that optimizing the
atomic radii of the DNA to account for solvent effects (as was done by Im and Roux [145]) might improve
the performance of conventional BD; however, it seems unlikely that this improvement would be sufficient
to obtain the correspondence with MD seen with PMF-BD.
Fig. 5.6 compares the predicted currents of MD, conventional BD, and PMF-BD at KCl concentrations
of 0.1 and 1.7 M. Because of the tilting of the basepairs, we formally distinguish the configuration A-T
from T-A. The uncertainty of the MD values are such that A-T and T-A or G-C and C-G cannot be
unequivocally distinguished. However, the MD simulations reveal significantly higher currents on average
for basepairs containing As and Ts than for basepairs containing Gs and Cs. Although the BD methods
predict substantially larger currents than MD, PMF-BD also predicts that the currents for A-T and T-A
are smaller than those for G-C and C-G. There is no sign of this trend in the conventional BD data. Indeed,
conventional BD predicts ambiguous current signatures in nearly all cases.
PMF-BD also shows that G-C and C-G systems have significantly different currents at a concentration
of 1.7 M. This suggests that it may be feasible to sequence dsDNA unambiguously by measuring ion current.
5.3.4 Multiple-Basepair Systems
On major problem of DNA sequencing is that the ion current is affected by all nucleotides in the constriction
of the pore, making it difficult to extract signatures of individual nucleotides. To probe how combinations
of nucleotides affect the current, we performed PMF-BD on the phantom pore containing all 64 possible
triplets of basepairs at three KCl concentrations for a total simulations time of 5.5 ms. Note that such
a broad exploration of different sequences is not possible with MD, while the PMF-BD simulations were
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Figure 5.5: Linear ion density predictions of three simulation methods. (a) Image of a single A-T basepair
occupying a phantom nanopore at a KCl concentration of 0.1 M. The image is drawn to scale with the plots
below it. (b,c) Number of K+ (b) and Cl− (c) per nanometer as a function of position along the pore
axis (z) at this bulk concentration. (d) Image of a single A-T basepair occupying a phantom nanopore
at a KCl concentration of 1.7 M. The image is again drawn to scale. (e,f) Number of K+ (e) and Cl−
(f) per nanometer as a function of z at this bulk concentration. In the plots, results of all-atom molecular
dynamics simulations are shown by black circles, while those of Barownian dynamics simulations using
“conventional” models are shown by red circles. The results of Brownian dynamics using 3D PMF maps
derived from all-atom MD simulations to represent the ion–DNA interactions (PMF-BD) are shown by blue
diamonds. PMF-BD provides a much better correspondence with molecular dynamics than the conventional
BD method.
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Figure 5.6: Comparison of current predictions for single basepair systems among methods. (a) Ion current
through the pore at a bulk KCl concentration of 0.1 M. (b) Ion current through the pore at a bulk KCl
concentration of 1.7 M. Error bars show the standard error of the mean.
performed in less than three days using commodity computers. These simulations show a startling range of
currents for seemingly similar sequences that cannot be straightforwardly inferred using the results for single
basepairs. As an example, the currents predicted by PMF-BD for triplets consisting only of A-T basepairs
or G-C basepairs at 1.3 M shown in Table 5.1.
In general, we find that sequences containing A-T give higher currents than those containing G-C;
however, the variations within the two groups are even larger. Most notably, the G-C currents seem to be
separable into two current levels: those at ∼ 190 pA and ∼ 340 pA. To determine whether this surprising
result is an artifact of the PMF-BD method, we performed MD simulations of the GCC and CGG systems
at 1.3 M. The protocols for these MD simulations were identical to the others described in this chapter.
Table 5.2 displays the results of these MD simulations compared with BD values.
We find that absolute value of the currents predicted by the PMF-BD simulations are more than three
times as large as those of the MD simulations, which is likely due to a change in the diffusivity of the ions
near the nucleotides. Despite this large discrepancy, both methods predict the same relative difference in
the current between the sequences GCC and CGG. The ratios of the current values ICGG/IGCC are 2.5±0.7
and 1.91 ± 0.07 for the MD and PMF-BD simulations, respectively. Thus, these ratios are in reasonable
agreement in between the two methods considering the uncertainties in the values. We emphasize that the
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sequence current (pA)
AAT 307±4
ATT 322±4
TAT 322±4
ATA 330±4
TTT 385±4
AAA 389±4
TAA 415±4
TTA 434±4
GCC 185±4
GGC 192±4
CGC 192±4
GCG 195±4
GGG 334±4
CCC 346±4
CCG 346±4
CGG 352±4
Table 5.1: Ion current through pores containing triplets of A and T basepairs (top) or G and C basepairs
(bottom). The column labeled “sequence” specifies the order of nucleotides on the first strand, i.e. the strand
that is encountered first by a positive ion moving in the direction of the electric field.
sequence MD current (pA) PMF-BD current (pA)
GCC 97± 8 352± 4
CGG 38± 8 185± 4
Table 5.2: Comparison of ion current predictions between MD and PMF-BD for two selected triplets. In
both cases, the sequence GCC gives a current ∼ 2 times larger than the sequence CGG. The large difference
between the PMF-BD values motivated the verification using MD.
MD results were not known when the PMF-BD simulations were performed; thus, PMF-BD was used to
predict current relations that were later verified by MD.
5.4 Conclusions
We have presented a BD method using PMF maps calculated from all-atom MD that provides similar
predictions to MD simulations at a substantially reduced computational cost. This so-called PMF-BD
method was used to produce many milliseconds worth of ion current simulation, which were used to study
the effect of DNA nucleotides on ion current through nanopores. The sequence-dependence of current for
systems with multiple basepairs was seen to be much larger than what one would predict from linear addition
of the resistances measured in single-basepair systems.
Zwolak and Di Ventra [31] have considered the excluded volumes of DNA nucleotides and argue “if the
ionic blockade is solely due to the excluded volume, then one would expect that the differences of the bases
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. . . would be just a few percent.” Here we demonstrate that a full account of the ion–nucleotide interaction,
including water-mediated effects, can produce differences much larger than a few percent. For example, the
GCC and CGG basepairs triplet systems, while having identical volumes, show currents that differ by a
factor of ∼ 2.
The results presented in this chapter also suggest possible strategies for DNA sequencing. There ex-
ist methods for synthesizing DNA in which unique blocks several of nucleotides are substituted for single
nucleotides of a shorter template DNA molecule [33]. Therefore, the problem of discriminating single nu-
cleotides can be replaced with the problem of discriminating blocks of several nucleotides. Our results
suggest that it might be possible to design blocks that can be much more easily discriminated than the
single nucleotides themselves.
There is much more work to be done in determining what ion current signatures can be expected from
DNA of different sequences in a nanopore. Here, we presented only simulations in which the DNA had a fixed
conformations. It may be that fluctuations in the DNA conformation change the results considerably. The
efficiency of the PMF-BD method should allow currents to be predicted for many different conformations,
which could be generated using MD. Estimates of conformation-dependent fluctuations of the ion current
could be made in this way. Futhermore, PMF-BD should permit broad exploration of ion concentrations,
electric field magnitudes, and pore geometries and compositions for the optimization of sequence discrimina-
tion. Even if detecting unique ion current signatures for single nucleotides of a translocating DNA molecule
ultimately proves untenable, measurements of ion current could be used to as a supplement to sequence
discrimination by other means, such as transverse tunneling current measurements [32, 31].
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Appendix A
Methodology
Reproduced in part from Comer J, Dimitrov V, Zhao Q, Timp G, Aksimentiev A (2009) Microscopic me-
chanics of hairpin DNA translocation through synthetic nanopores. Biophys J 96:593–608 (Copyright c©
2009 Biophysical Society).
Simulation protocols are described in more detail in Comer et al. [99].
A.1 Molecular Dynamics Methods
The all-atom MD simulations described in this dissertation were performed using the program NAMD2 [95].
In all simulations, periodic boundary conditions were applied and non-bonded energies were calculated
using particle mesh Ewald full electrostatics [144] (grid spacing < 0.15 nm) and a smooth (1.0–1.2 nm)
cutoff of the van der Waals energy. Each nanopore or DNA–nanopore system underwent 2000 steps of
energy minimization and >200 ps of equilibration using Nose´-Hoover Langevin piston pressure control [146].
During the equilibration, Langevin dynamics (applied to non-hydrogen atoms) with a damping constant of
5 ps−1 maintained a temperature of 295 K.
All production simulations were performed at fixed volume with the temperature maintained by Langevin
dynamics applied only to the atoms of the Si3N4 or SiO2 with a damping constant of 1.0 ps−1 or to the
water with a damping constant of 0.2 ps−1 in Chapter 5. A constant electric field was applied to produce
the desired transmembrane voltage across the system. Ionic currents were computed from the simulated
trajectories by [49]
I(t+∆t/2) =
1
∆t lz
N∑
i=1
qi(zi(t+∆t)− zi(t)), (A.1)
where zi and qi are respectively the z coordinate and charge of ion i, N is the total number of ions, lz is the
length simulated system along the z axis, and ∆t = 5 ps is the time between trajectory frames. The interval
zi(t+∆t)− zi(t) was computed respecting the periodic boundary conditions.
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A.2 Monte Carlo Model and Methods for Hairpin DNA
In the MC simulations described in §2.3.1, the hairpin DNA’s coil was modeled as an extensible freely jointed
chain in 3D with a Kuhn length of 1.6 nm and a stretching modulus of 123.5 kBT/nm2 [147]. Analysis of
MD simulations of ssDNA in 1.0-M KCl solution showed that 1.6-nm-long segments spanned 2.3 nucleotides.
Thus, 0.43 segments represented one nucleotide. Because of its large persistence length (∼50 nm), the double
helix of 10 basepairs was modeled to a good approximation as a rigid cylinder with a length of 3.4 nm, which
was attached to one end of the freely jointed chain. A Markov chain of states was generated from a random
initial conformation by the Metropolis algorithm [148] through the four types of moves discussed by Zhang
et al. [147]. These moves consisted of (i) rotation of a randomly chosen subchain about the line connecting
the ends of the subchain, (ii) rotation of the subchain between a randomly chosen vertex and the free end
about an arbitrary axis, (iii) scaling the length of a randomly chosen segment, and (iv) swapping a randomly
chosen set of three consecutive nodes with a randomly chosen set of two consecutive nodes. The double
helix and coil segments were treated as hard cylinders with diameters of 2.2 nm and 0.8 nm respectively;
hence, conformations for which there was overlap of nonconsecutive segments were rejected. Because our
experimental setup contained a high concentration of ions (1.0 M), electrostatic interactions were neglected.
The elastic energy was computed as 12
∑N
i=1 Y (|ri − ri−1| − b)2, where Y is the stretching modulus, b is the
Kuhn length, and ri are the positions of the N + 1 nodes.
A.3 Molecular Dynamics Model for Hairpin DNA and
Nanopores
Here, we describe the model used for the simulations in §2.3 and Chapter 4. To model the synthetic
membranes, two right hexagonal prisms of Si3N4, with hexagonal side lengths of 4.56 nm and respective
thicknesses of 10.5 and 20.0 nm, were constructed by replication of the β-Si3N4 cell [69]. The hexagonal
surfaces were oriented perpendicular to the z axis. Covalent bonds were assigned to pairs of adjacent Si3N4
conforming to hexagonal periodic boundary conditions in the xy plane. To form free surfaces at the top and
bottom of the membrane, no periodicity was invoked along the z axis.
Double-cone pores were created in the membranes by the removal of atoms from the structures [69].
Each pore had its minimum cross section at the middle of the membrane along z axis and made an angle
of γ = 10◦ with the z axis, which is the geometry suggested by transmission electron microscopy images of
real pores at oblique angles [88, 149]. However, the detailed shape of the pore surface is not known and the
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presence of irregularities and deviations from a symmetrical double-cone structure could affect the motion
of DNA through the pore. To produce the pores, atoms with their centers satisfying
(
x
dx/2 + |z| tan(γ)
)2
+
(
y
dy/2 + |z| tan(γ)
)2
< 1 (A.2)
were removed. In the thicker membrane (20.0 nm), a pore having an elliptical cross section was formed with
the values dx = 1.8 nm and dy = 2.1 nm (pore A). The thinner membrane (10.5 nm) was used to create
three axially symmetric pores (d = dx = dy) with d = 2.2 nm (pore B), d = 1.6 nm (pore C), and d = 1.3 nm
(pore D). The nonzero charge due to the removal of atoms was neutralized by shifting the charges on all
nitrogen atoms by an insignificant amount (< 2% of the absolute value of a single atom’s charge).
A model of an hairpin DNA molecule was created by grafting a published hairpin DNA structure (Protein
Data Bank code 1QE7) onto a model of dsDNA. Through deletions and base mutations, a strand of the
following sequence was generated (complementary portions are underlined):
5′-A50CGAGACAACGCTCTCTCGTTGTCTCG-3′. At the beginning of the simulations, the complemen-
tary portions adopt a double-helical secondary structure and will henceforth be referred to as the double
helix. The hairpin DNA bends back on itself in the region between the complementary portions, which is
referred to as the loop. The overhang, comprising 50 adenine bases, will be referred to as the coil. The
structure was equilibrated for 0.5 ns in a volume containing TIP3P [150] water molecules and 1.0-M NaCl
solution, using a protocol that will be subsequently described. The water and ions were then removed and
the hairpin DNA was combined with the Si3N4 pores. For the coil-first simulations, the hairpin DNA was
placed inside the pore using only translations and rotations, while for all other hairpin DNA simulations
the coil portion was mapped along a smooth spline curve to obtain the desired conformation. The dsDNA
systems were generated as described by Heng et al. [70].
The combined hairpin DNA/Si3N4 systems were solvated in TIP3P water molecules, with the solvent
filling the pore and extending ∼8 nm above and below the Si3N4 membrane. K+ and Cl− ions were added
to obtain a 1.0-M KCl solution. Additional K+ ions were added to bring the net charge of the systems to
zero.
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A.4 Molecular Dynamics Force Field for DNA and Si3N4
Nanopores
The simulations described in §2.3 and Chapter 4 were performed using the AMBER parm94 [96] force field
describing nucleic acids, water, and ions. However, because the force field was recently modified to correct
spurious irreversible transitions of the α/γ torsions, we repeated some simulations with the new AMBER
parmbsc0 force field [97] to determine how the imperfections in the older force field might have affected the
results (see Supplementary Material, Data S1 for details).
In previous simulations we observed adhesion of ssDNA to the surfaces of pores cut from crystalline Si3N4
[69, 70], which halted the process of ssDNA translocation. This adhesion was dominated by hydrophobic
attraction of the nucleobases to the pore walls and sticking of the charged phosphate groups of DNA to
cavities in the surface. Although surfaces of silicon-based pores have not been fully characterized and the
composition of the surfaces is dependent on the details of the pore’s fabrication [120], relaxation of the surface
from the crystalline structure should occur in real pores, resulting in fewer cavities and fewer dangling atoms
than are present in the cut crystalline structures [151]. It is possible to produce models of relaxed surfaces
by annealing in MD simulations [151]. Here, we instead used an approach in which an additional force was
applied to DNA to effectively reduce the atomic scale roughness of the pore. While it is not clear that the
addition of this DNA-specific force substantially improved the realism of the interaction between the pore
surface and the DNA, it permitted translocation of DNA in the coil conformation to be observed.
The custom force field describing crystalline Si3N4 was divided into three parts: electrostatic and
van der Waals forces, restraint forces, and the DNA-specific interaction that effectively reduced the sur-
face roughness. The van der Waals parameters and charges were taken from Wendel and Goddard [152, 70].
Next, in order to obtain a relative permittivity of 7.5, harmonic restraints with a force constant of 695 pN/nm
were applied to bulk Si3N4 atoms and harmonic bonds with a force constant of 3470 pN/nm were applied
between neighboring atoms [70]. Similar restraint forces were applied to surface atoms, except with force
constants of 6950 pN/nm. The third portion of the force field was a DNA-specific interaction. The latter
was introduced by adding the following repulsive radial term to the force on atom i of the DNA due to Si3N4
atom j:
Fsurfij =

F0 eij if rij ≤ R
F0(1− (rij −R)/σ) eij if R < rij < R+ σ
0 otherwise
(A.3)
where rij is the distance between the atoms i and j and eij is the unit vector from atom j to atom i. The
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parameters R, σ, and F0 describe the distance within which the force is constant, the distance over which
the force drops linearly to zero, and the scale of the force, respectively. We find that values R = 0.18 nm,
σ = 0.16 nm, and F0 = 139 pN obtain the desired result, i. e., translocation of ssDNA occurs within the
timescales accessible to our simulations and the threshold voltage for the translocation of dsDNA remains
within the same range as for the unmodified pore. The choice ofR and σ implies that the DNA-specific force is
applied primarily to hydrogen atoms because the repulsive portion of the van der Waals potential discourages
larger atoms from entering the range where the DNA-specific force is significant. The DNA-specific force
could reduce the effective diameter of the pores by as much as 0.2 nm; the relationship between the pore
diameter and translocation of mode of hairpin DNA described later in this work should be interpreted with
this in mind.
The DNA-specific force is implemented by sampling the potential energy due to this force term from the
Si3N4 atoms in their equilibrium positions onto a uniform grid. During the simulation, the DNA-specific force
is applied using the grid-steered molecular dynamics techniques [71] recently implemented in NAMD [95].
The use of a static grid is justified in that the atoms on the surface of the pore deviate little from their
equilibrium positions.
A.5 Weighted Histogram Analysis Method
The 3D potential of mean force (PMF) maps described in Chapter 5 computed by the weighted histogram
analysis method (WHAM) as described by Roux [142], using each of the three spatial dimensions is a reaction
coordinate. We estimate the unbiased probability distribution by
〈ρ(x, y, z)〉 =
(
Nw∑
i=1
ni 〈ρi(x, y, z)〉
) Nw∑
j=1
nj exp
[
−wj(x, y, z)− Fj
kBT
]−1 , (A.4)
where ρ(x, y, z) is the biased probability distribution, Nw is the number of biased simulations, ρi(x, y, z) is
the biased probability distribution derived from the results of biased simulation i, ni and wi(x, y, z) are the
number of independent data points and the biasing potential, respectively, for biased simulation i, and {Fi}
is a set of constants.
The set of constants {Fi} are initially unknown; thus, we make an initial guess for their values. After
estimating 〈ρ(x, y, z)〉 by Eq. A.4, we can obtain improved estimates by solving
exp
[
− Fi
kBT
]
=
∫
dx
∫
dy
∫
dz exp
[
−wi(x, y, z)
kBT
]
〈ρ(x, y, z)〉 . (A.5)
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To obtain self-consistency, the equations are iterated, feeding the newest estimate of {Fi} into Eq. A.4 and
then the newest estimate of 〈ρ(x, y, z)〉 into Eq. A.5.
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