This paper describes and compares techniques for registering an image with respect to a template image when one or both are partially occluded. These techniques can be used to build correlation-based image registration (alignment of similar images) and image search (finding a sub-image within a larger image) algorithms. Binary masks as developed by Stone and Shamoon [18] , and extended by Stone [15] to multi-resolution images, allow exact comparison of partially occluded images. Fractional masks, introduced in this paper, extend this idea for better discrimination on low-resolution images. The low and multi-resolution images result from searching the low-pass subbands of wavelet representations of images. By operating on low-resolution images and computing the correlation function in the frequency domain, the mask based algorithms can be implemented efficiently.
Introduction
Image registration algorithms attempt to recover the transformation parameters that describe a mapping of one image onto another, where both images are of the same scene.
One of the primary uses of registration is to account for the transformations that result from the image acquisition process, so that differences in the underlying scene can be discovered. For example, once images are aligned with respect to each other they may be subtracted, revealing differences in the scene. Registration is an important preprocessing step that enables the use of satellite images for environmental studies and the use of sequences of radiology images for studying the progression of medical pathology.
A variety of image registration techniques have been used for successfully registering images that are unoccluded. In an unoccluded image all of the pixels are valid and are candidates to participate in the registration process. In contrast, partially occluded images contain invalid pixels that should not participate in the registration. If these invalid pixels contribute information to the registration process as if they were valid, a false registration may be produced. In satellite images of land features, clouds frequently occlude parts of the scene. Techniques exist for identifying cloud pixels as invalid (occluded) portions of the image. Unoccluded images may be considered a subset of partially occluded images.
The techniques for unoccluded image registration fall into three main categories:
1. feature based registration with arbitrary transformations (warping) 2. pixels correlation based algorithms, and 3. spectral correlation based algorithms.
Because they do not distinguish between occluded and unoccluded pixels these techniques tend to fail when occluded pixels are present in the image. The matching of the unoccluded pixels must be of sufficiently high quality to compensate for the degradation due to matching occluded pixels to unoccluded pixels and vice versa. A scheme proposed by Ching, Toh, and Er [6] incorporates occlusion detection and registration in a manner that bears some similarity to the general approach of this paper.
They compute the correlation of two images based on all data, then selectively remove regions are that are poorly correlated between the two images. Another technique called expansion matching [3] attempts to remove occlusions by substituting modeled values for occluded pixels. Stone and Shamoon [18] describe a method for using binary occlusion masks to ensure that the correlation function only represents a comparison of valid pixels to valid pixels. In their convention, these masks have value 1 for pixels corresponding to valid image pixels and value 0 for pixels corresponding to occluded image pixels. Stone [15] expands this technique for high-speed registration by operating on reduced resolution images. A factor of N reduction in resolution speeds up the correlation operations by a factor of N 2 . Le Moigne [12] and Le Moigne, Campbell, and Cromp [13] explored wavelet representations for this purpose, without occlusion masks. In Stone's algorithm a very conservative criterion is applied when producing low-resolution representations of the masks. If any of the fine pixels that contribute to producing a lowresolution pixel are invalid then the entire low-resolution pixel is invalid. This criterion correctly eliminates the effects of invalid data, however it also eliminates the effects of some valid data.
This paper introduces a new technique, called fractional masking, which is based on
Stone's algorithm. The intent is to capture more valid data at low resolution to assist with discrimination during registration. The results of image registration tests show that both binary and fractional masking are very effective for registering partially occluded images, compared to unmasked algorithms. At low resolution fractional masks indeed tend to produce sharper registration peaks in the correlation function at the correct locations than binary masks. However the peaks at the correct locations may not be as high as those produced by binary masks, so it is possible for a fractional mask algorithm to miss a correct registration discovered by a binary mask algorithm.
The next section of the paper reviews binary occlusion masks. Section 3 extends occlusion masks to fractional masks for wavelet representations. Section 4 presents the results of experiments comparing a binary mask algorithm, fractional mask algorithm, and unmasked algorithm applied to low resolution representations of data sets containing occluded images. The final section contains a summary and suggestions for future research.
Occlusion Masks
Fractional masks are the result of a natural progression of ideas involving correlation and masking. In this section we review the correlation operation, pixel correlation based registration, and occlusion masking techniques that led us to derive fractional masks. For this review we will work with one dimensional factors, and note that the extension to two-dimensional images is straightforward. Let y be a vector that is to be registered against vector x where x = (x 0 , x 1 , ... Stone and Li [17] show how to compute various measures of "closeness" between two images in terms of circular correlations, and incorporate occlusion masking. Consider the sum of squares differences criterion. In the pixel domain this function is given by
The middle term of Eq. (3) is y x ! " 2 and the last term is constant. The first term reduces to circular correlation of x .* x and a mask for y. The mask for y is not an occlusion mask; it is simply to remove the zero padding of y from the computation.
Specifically, let h be a pattern mask for y with 1s for the first M components which correspond to valid values of y and 0s in the next N-M components where y has been extended with 0s. Let x (2) be the vector x .* x. Then the first term is h x ! ) 2 ( and the sum of squares criterion becomes
In Eq. (4) the vector y acts as if it were actually of length M with its last N -M components occluded. The extension to arbitrary occlusion masking is simple; we allow zeros to be placed in the components of h that correspond to actual pixel values in y, not just the zero extension. x may be masked as well by providing a template mask m of length N.
An equation for computing the sum of squares in using circular correlations is: 
is another popular criterion for image registration. As shown by Stone [16] , this reduces to the form shown in Eq. (7) when incorporating occlusion masks. By reducing all the vector operations to correlations, they can be efficiently computed in the frequency domain.
The normalized correlation coefficient is ideal for matching images that differ by an affine transformation of the intensity map. In this case, and intensity i in x maps to an intensity α i+β in y, where α and β are constant. This type of transformation occurs when to images differ only in lighting intensity. If the source of the lighting has moved relative to the scene in the images, the differences cannot usually be modeled by affine transformations of the intensity map. In this situation the correlation coefficient is less useful. Medical and satellite imaging have the advantage that the illumination conditions can either be explicitly controlled or selected.
This completes the review of binary occlusion masking and prior art. The next section extends occlusion masking to fractional occlusion masks. The precision and accuracy can be recovered by progressively refining the search to 8 higher resolutions. Each level of refinement provides information for the next higher resolution level of search so the total cost of fine level registration may still be less than direct registration at that level. For example, poor matches will be eliminated quickly at the low-resolution levels, and correct matches need only be resolved within a factor of R fine pixels after low-resolution registration [12] . The fine pixels are the high-resolution pixels in contrast to the low-resolution coarse pixels.
The process of producing low-resolution, filtered and down-sampled versions of an An interesting problem arises from this approach at low resolution, as illustrated by Fig.   1 . Fig. 1 shows the same image at three resolutions. A program processed the original image to identify occlusion created by clouds, and marked pixels as invalid depending on reflectivity, temperature, and the intensity of pixels in the neighborhood. Invalid pixels are colored deep black in the figure. Notice how the relative size of black region greatly enlarge is as the resolution diminishes. This occurs because the scattered clouds occlusions tend to touch a large fraction of coarse pixels, whereas they touch only a small fraction of fine pixels. Clearly, image registration operations based on the low-resolution image in Fig. 1 will be using only a small fraction of information available for registration, due to the binary masking approach.
Because binary masking is conservative (any invalid constituent fine pixel results in an invalid coarse pixel) it is guaranteed that the correlation is based on only data known to be free of occlusion contamination, and will generally produce a higher correlation in the correct position than will be produced by an algorithm that treats the invalid pixels as valid. However, because some valid data is eliminated from consideration and fewer pixels contribute, it is more likely that the high correlation peaks will not be in the correct locations.
To obtain higher discrimination by using more data in the correlations that is used in the scheme described in section 2, we propose the use of masks containing fractional values between 0 and 1, in a manner that incorporates the valid data in partially occluded coarse pixels. Although the concept of using fractional masks to represent fractional validity is straightforward, the implications for the wavelet transform and correlation function demand some care be taken. Fortunately the equations derived for computing the sum of squares differences and the normalized correlation still hold, but the wavelet transform must be altered to allow the wavelet basis to exclude pixels where occlusions occur.
Consider the wavelet analysis used to produce the low-resolution images. Using the Haar wavelet basis, each coarse pixel is the simple average of four pixels at one level finer resolution. Let Level 0 be the highest resolution level, and consider how to generate the pixels and mask for Level 1 from pixels and mask for Level 0. The boundary cases are simple, and are identical to binary masks. If all fine pixels are valid, the coarse pixel at Level 1 should be the average of the fine pixels, and a mask at level one should be 1.
Likewise, if all fine pixels are invalid, the coarse pixel should be 0 and its corresponding mask should be 0. What should the values be in other cases?
First we examine the calculation of the mask coefficients, and then derive a formula for the wavelet coefficients. The fractional mask approximation stems from the fact that the mask acts as a measure of area in Eqs. (5) and (7). Consider, for example, the term
in Eq. (5). h is the mask for the pattern, y. A 1 in h indicates that the corresponding pixel of y is valid. This 1 incorporates a pixel from x (2) ' into the correlation for each cyclical shift of h. For each cyclic shift of h, the mask as a whole selects an area of x (2) ' to participate in a correlation sum, because this area aligns with valid pixels of y in the selected shift position. (10) and Eq. (9) produce identical thumbnails. Eq. (10) may be applied recursively to produce wavelet coefficients at higher levels. Fig. 2 illustrates the effect of using the fractional masks. Figs. 2(a-b) correspond to Figs. 1(b-c), which were produced using binary masks. Note the difference in the black (occluded) areas. In the fractional masks, the effects of small, scattered clouds have been greatly diminished in the visible image. Because the masks are fractional, many visible pixels have mask pixels less than unity to weigh them in proportion to their information content. As we will show in the next section this sharpens the correlation peak and improves discrimination.
Example
In this section we compare the results of experiments on binary, fractional, and unmasked algorithms for solving a sample image registration problem for a partially occluded image set. Fig. 3 is a picture of the Western Coast of South Africa. The coastline is quite irregular with a structure that lends itself well to image registration. The large black regions are clouds that have been identified as occlusions. The white rectangle shows the sub-image that will be used as a pattern by the registration algorithms. Fig. 4 shows a database of nine images of the same area taking over a period of approximately nine days. These images are among the most cloud free for that region in a three-month period. Even these images have substantial cloud coverage.
The cloud detection algorithm places narrow clouds along the Northwest coastline in all images. This is the coastline in the registration pattern in Fig. 3 . Typically coastlines are chosen as features for registration because of their high contrast and large size, but in this set of images the coastline is of little use because the cloud detection algorithm has marked it as occluded. In Fig. 5 the fractional mask algorithm identified the correct registration in eight out of nine trials. Examining the corresponding correlation cross sections in Fig. 8 , we observe that the correlation with peaks for those trials that succeeded are near unity and reasonably sharp. The trial at row 2, column 1, which failed to determine the correct registration location, had a low correlation peak at the correct location and a high noise peak and incorrect location, triggering a false match. In this case a cloud occluded a significant portion of the image, so very few pixels contributed at the correct location, a difficult case for the algorithm to handle.
In Fig. 6 , the binary mask algorithm also succeeded in eight out of nine trials. More noise is present in the correlation function than was observed when using fractional masks.
Comparing Fig 8. and Fig. 9 , the binary mask peaks are 2% to 3% higher than fractional mask peaks, although more noise is clearly present and binary masks. 
Open Research
We have demonstrated that occlusion masks produce better search results by removing occluded areas from computation. Moreover, the experimental results suggest that may be better to retain partial information in low-resolution images and discard the information to avoid errors cause by occlusions. However, the results are not conclusive.
Binary masks and fractional mask did not produce distinctly different results in our tests.
There is a trade-off between increased discrimination in the fractional mask algorithm and a slightly better peak detection with the binary mask. The choice between them may depend on the application.
The idea of removing occlusions from images has applicability beyond the context here, which is correlation based. For example, feature based searches can use occlusion information to make registration faster and more robust. If regions were known to be invalid, such algorithms would not attempt to find and identify features that lie within such regions.
Additional speedups and accuracy over binary masks may be possible using the fractional masks. With low-resolution transforms, conservative binary masks increase the relative size of occluded regions as resolution is reduced, while fractional masks maintain the proportion of invalid to valid weighted data. This can be observed by visually comparing Fig. 1c and Fig. 3 . At low resolutions, the invalid regions of a binary mask can grow large enough to include all significant features. This problem does not occur when using fractional masks, so fractional masks enable some low-resolution searches to succeed, leading to faster search in practice. However, some relevant features may fall below the detection threshold in low-resolution images, making registration difficult, especially in the presence of noise from other sources. The loss of accuracy diminishes the value of the faster processing available at low-resolution. Because pre-processing with transformations like rotation and dilation also tend to increase the fraction of invalid pixels when using binary masks, fractional masks may increase the accuracy of searches on image sets that have undergone such transformations. It remains open as to whether this will have a significant effect on the search results.
We believe that there is no simple way to incorporate occlusion masking into spectral correlation algorithms. These algorithms rely on frequency domain representations of images. It is very costly to remove the effects of invalid pixels in the frequency domain representation, because a single pixel contributes energy to all spectral coefficients. This forces algorithms to return to the pixel domain to remove the occlusion effects. However once in the pixel domain an invalid pixel cannot be removed from the same position in two images unless the images are registered with respect to one another. But the objective of the algorithm is to register the images, so that it does not seem feasible to prepare images for registration without registering them first.
Other approaches may illuminate to reduce the effects of occlusions by replacing occluded areas with predictions of what the data would be in the absence of occlusions.
For small occlusions in images that display continuity this may be fairly accurate. Also, edge features that appear to pass through occlusions may be extended with some certainty. For example a coastline that is partially occluded by a cloud is known to continue beneath the cloud. 
