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CONTROLE E N FI N D E CYCLE PA R APPRENTISSAG E ITERATI F 
VIA L A LOGIQU E FLOU E APPLIQUÉ E A U CONTRÔL E E N TEMPÉRATUR E 
D'UN FOU R D E THERMOFORMAG E 
Mathieu BEAUCHEMIN-TURCOTT E 
RÉSUMÉ 
Le procéd é d e thermoformag e requier t l e chauffag e d e feuille s d e plastiqu e pou r ensuit e le s 
mouler pa r vacuum . L'opérateu r ajust e le s consigne s d e températur e de s élément s chauffan t 
manuellement. I l doi t don c corrige r condnuellemen t le s consigne s a u cour s d e so n quar t d e 
travail, ca r l a températur e ambiant e change . U n mauvai s chauffag e d e la  pièc e entraîn e de s 
problèmes d e qualit é e t de s pièce s défectueuses . Pa r conséquent , l e coii t d'opératio n de s 
compagnies augmente . 
L'objectif principa l d u proje t es t d'automatise r le s réglages fait s pa r l'opérateu r e n concevan t 
une command e e n fin  d e cycl e pa r apprentissag e successi f basé e su r l a logiqu e floue.  U n 
aspect intéressan t d e l a logiqu e floue  es t so n caractèr e moin s mathématiqu e e t plu s intuiti f 
En effet , nou s proposon s dan s c e mémoir e d e maîtris e un e méthod e d e développemen t d'u n 
module d e découplag e flou  utilisan t uniquemen t de s donnée s mesurée s su r l e procédé . C e 
module simplifi e l'implantatio n d e l a command e puisqu e l e systèm e équivalen t devien t u n 
ensemble d e système s simpl e entré e e t simple sortie . L'approch e proposé e atténu e l'effe t de s 
perturbations dan s un e étendu e acceptable , sou s certaine s contraintes , e n moin s d e cin q 
cycles. Ainsi , le s problème s d e qualit é devraien t diminuer , ca r le s paramètre s d u procéd é 
seront constammen t optimau x malgr é l e changement d e ren\ironnement . 
TERMINAL ITERATIV E LEARNIN G CONTRO L BASE D O N FUZZ Y LOGI C 
APPLIED T O TEMPERATUR E CONTRO L O F AN THERMOFORMIN G OVE N 
Mathieu BEAUCHEMIN-TURCOTT E 
ABSTRACT 
The thermoformin g proces s involvc s plasti c shee t heatin g i n orde r t o moul d i t b y vacuum . 
The operato r set s heater s températur e manually . Therefore . th e operato r mus t continuousl y 
correct th e setting s durin g bi s vvorkda y becaus e th e ambien t températur e varies . A n 
inaccurate heatin g proces s o f th e plasti c shee t lead s t o qualit y problem s an d flaws. 
Consequently, th e operating cos t increases . 
The mai n goa l o f thi s projec t i s t o automat e th e setting s usuall y mad e b y th e operato r 
himself T o achiev e thi s goal , \ve develop a  terminal itérativ e learnin g contro l base d o n fuzz y 
logic. Th e intuitiv e characte r o f fuzz y logi c i s a  reall y interestin g aspec t sinc e i t i s les s 
mathematic. Indeed , w e propos e i n thi s projec t a  metho d t o develo p a  fuzz y decouplin g 
module. W e onl y use d th e dat a fro m th e thermoformin g ove n t o obtai n ou r module . Thi s 
module simplifie s th e implantatio n o f th e controlle r sinc e th e équivalen t System s becom e 
single-in an d single-out . Unde r spécifi e constrains , th e propose d approac h reduce s 
perturbation effect s withi n a n acceptabl e rang e o f 5° C i n les s tha n five  heatin g cycles . Thus , 
the qualit y problem s shoul d decreas e becaus e th e setting s ar e continuousl y optimize d eve n 
though th e environment changes . 
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INTRODUCTION 
Le procédé d e thermoformage requier t l e chauffage d e feuille s d e plastique . Pou r l e moment , 
l'opérateur ajust e le s consigne s d e températur e de s élément s chauffan t manuellement . 
L'opérateur doi t don c corrige r continuellemen t le s consignes , ca r l a températur e ambiant e 
change. U n mauvai s chauffag e d e l a pièc e entraîn e de s problème s d e qualit é e t de s pièce s 
défectueuses. Pa r conséquent , l e coût d'opératio n de s compagnies augmente . 
Le problèm e fondamenta l e n contrôl e es t qu'i l faut , l a plupar t d u temps , obteni r l e modèl e 
mathématique avan t d e débute r l e processu s d e conception . Cett e constatatio n es t surtou t 
véridique dan s l e ca s de s système s à  multiple s entrée s e t multiple s sorties . Dan s ce s cas . l e 
système est , e n plus , souven t non-linéaire . Donc , l a modélisatio n d e système s complexe s 
de\ ient trè s longu e e t demand e un e périod e d e validatio n pou r garanti r un e précisio n e t un e 
fiabilité suffisante . 
L'objectif principa l d u proje t es t d e concevoi r de s contrôleur s à  command e e n fin  d e cycl e 
par apprentissage s successifs , o u «  Terminal Itérativ e Learnin g Contro l »  (TILC) , basé s su r 
la logiqu e floue.  U n aspec t intéressan t d e l a logiqu e floue  es t so n caractèr e moin s 
mathématique e t plu s intuiti f Malgr é l a méconnaissanc e d u modèl e mathématique , 
l'opérateur parvien t à  ajuste r convenablemen t le s paramètre s d u procédé . Ave c cett e 
approche, on reproduir a l e comportement d e l'opérateur lor s de l'ajustemen t de s consignes . 
Maintenant, introduison s le s notion s d e bas e nécessair e à  l a bonn e compréhensio n d e no s 
tra\aux. Le s deu x principau x sujet s identifié s a u paragraph e précéden t son t l e systèm e 
d'inférence floue,  o u «  fuzzy inferenc e Syste m »  (FIS) , e t l a command e TILC . Nou s 
traiterons tou t d'abor d le s FIS. 
L'utilisation d e l a logiqu e floue  es t répandu e dan s le s bien s d e consommafion s usuelle s tel s 
que le s lave-linge s «  intelligents » . Dan s l e milie u industriel , la  command e floue  es t utilisé e 
dans l e traitemen t de s eau x (Cordo n et  al,  2001 . p . 39) . Munatak a (1994 , p . 70 ) relèven t 
également plusieur s autre s application s dan s diver s domaines , te l qu e l a command e e t l a 
reconnaissance d e formes . D e plus , il s constaten t un e progressio n d e l'utilisatio n d e cett e 
approche depui s 1986 . soi t 2 1 an s aprè s le s premier s développement s théoriques . L a 
principale motivation d e cette approche est qu'elle ne nécessite pas de modèle mathématiqu e 
du système à contrôler. Ainsi , le temps de développement es t généralement plu s court que les 
autres méthodes (Driankov. Hellendoorn e t Reinfrank, 1996 . p. 4). Nous espérons profiter d e 
cet avantage dans le cadre de nos travaux. 
Les deux types de FIS le s plus populaires sont ceux de Mamdani e t de Takagi-Sugeno-Kan g 
(TSK). Dans l e cadre de ce projet , nou s avons décidé d'utilise r de s FIS de type TSK. car ce 
sont de s interpolateur s entr e différente s condition s d'opération s (Babuska , Jage r e t 
Verbruggen, 1994) . D e plus . l a continuit é d e l a surfac e d e command e es t garanti e lorsqu e 
l'on utilis e l e TSK e t i l est mieux adapté pour un apprentissage pa r les données (Mathworks , 
N.d.). Pa r ailleurs , ce type de FIS es t beaucou p moins lour d qu e l e Mamdani . Toutefois , le s 
opérateurs utilisés sont différents e t surtout, l'interprétation d u fonctionnement es t différente . 
La figure 0 illustre le processus d'évaluation d'un e règle d'inférence . 
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Figure 0.1 Processus d'évaluation d'un e règl e d'inférence . 
Tirée de Mathworks (N.d.) 
L'antécédent d e l a règl e es t utilis é pou r détermine r u n poids . C e poid s es t utilis é pou r 
pondérer l a valeur d e sorti e obtenue pa r l e calcul d u conséquent . Pa r l a suite , i l s'agi t d e fair e 
une moyenn e d e ce s résultat s pou r obteni r l a sorti e exploitable . Pou r plu s d e détails , nou s 
vous inviton s à  consulter l e livre de Driankov (1996 , p . 186) . 
Le choix d e l'ordr e d e l a foncfio n situé e dan s l e conséquent d e l a règle dépend de s exigence s 
de l'utilisateur . U n ordr e élev é permettrai t u n meilleu r ajustement , mai s l a complexit é 
augmente également . D e plus , u n FI S d e typ e TS K d'ordr e zér o es t équivalen t à  un FI S typ e 
Mamdani ayan t de s singletons comm e univer s de sorti e (Babuska e t Verbruggen , 1996) . 
Les FI S son t souven t utilisé s pou r l'automatisatio n de s procédés . Toutefois , i l exist e un e 
autre applicatio n pou r cett e technologie . E n effet , l a modélisatio n d e systèm e es t égalemen t 
étudiée (Babusk a e t Verbruggen , 1996) . Dan s ce s travaux , le s chercheur s on t caractéris é l e 
rôle d u FI S e n tan t qu'interpolateur . E n effet , l e FI S interpol e le s condition s définie s pa r le s 
règles d u moteu r d'inférence . Ainsi , i l es t considér é comm e u n approximateu r d e fonctio n 
universel (Ha o et  al.,  1999) . Selo n eux , n'import e quell e fonctio n peu t êtr e approximé e a u 
degré d e précisio n voul u e n utilisan t l a technique appropriée . Pa r ailleurs , cett e qualit é nou s 
sera très util e dans l e chapitre troi s pour justifier l'utilisatio n de s FIS . 
Pour le s besoin s d e no s travaux , nou s devon s explore r l'inversio n d e modèl e floue. 
L'inversion d e modèl e perme t d e trouve r de s solution s à  diver s problèmes . Pa r exemple , e n 
contrôle, o n l'utilis e dan s l a command e pa r modèl e intern e o u «  internai mode l contro l » 
(IMC) (Boukezzoula , Galiche t e t FouUoy , 2003) . Plusieur s chercheur s s e penchen t su r l e 
problème d'inversio n exact e d'u n FI S d e typ e Mamdan i à  multiple s entrée s e t simpl e sorti e 
(Baranyi et  al.,  1998 ; Rii d e t Rustern , 1998) . Toutefois , leu r méthod e n e s'appliqu e pa s 
directement à  u n FI S d e typ e TSK . Donc , d'autre s effort s on t génér é de s solution s pou r c e 
type d e problèm e (Boukezzoula , Galiche t e t Foulloy , 2003 ; Salma n e t Anavatti , 2007 : X u e t 
Shin, 2007) . Toutefois , le s méthode s s e limiten t au x FI S d'ordr e zéro . L'équip e d e 
Boukezzoula (2003 ) propos e cependan t un e décompositio n e n sous-système s permettan t d e 
résoudre l e problèm e analytiquement . Cett e décompositio n ser a util e dan s l'élaboratio n d e 
notre méthode d'inversion . 
L'« Itérativ e Learnin g Contro l »  (ILC) es t utilis é dan s plusieur s domaine s (Bristow . Tharayi l 
et Alleyne , 2006 , p . 97) . Cett e approch e s e classifi e dan s le s méthode s d e command e cycl e à 
cycle. Cett e command e es t adapté e au x procédé s répétitifs . Pa r exemple , l e problèm e 
classique résol u pa r l'IL C es t l e suiv i d e trajectoire d'u n bra s robotis é (Moore , 1998 , p . 426). 
En effet , la  commande e n cour s d e cycle permettai t d e minimise r l'erreu r su r la  trajectoire e n 
cours. Toutefois , au x cycle s subséquents , l e contrôleu r reproduisai t toujour s cett e erreu r d e 
suivi. Donc , l'idée es t d'utiliser le s erreurs du passé pour corrige r la  trajectoire suivante . 
Pour un e command e IL C discrète , l a solutio n dépen d d e l a périod e d'échantillonnage . E n 
effet, s i nou s fixon s cett e périod e égal e à  l a duré e d'u n cycl e d e chauff e d u fou r d e 
thermoformage. nou s retrouvon s l e domaine de s cycle s (Gauthier , 2009 . p . 5) . D e ce fait , le s 
informations e n cour s d e cycl e n e son t plu s disponible s pou r l'évaluatio n d e la  command e 
(Xu et  al.  1999) . Alors , l a trajectoir e n' a plu s d'importanc e e t l e poin t d'arriv é devien t l a 
seule préoccupation . C e ca s particulie r d e l'IL C s e nomm e l a command e e n fin  d e cycl e pa r 
apprentissages successifs , o u «  Terminal Itérativ e Learnin g Contro l »  (TILC) . Puisqu e nou s 
réalisons la  mesur e d e températur e à  l a sorti e d u four , l a command e TIL C es t plu s adapté e à 
notre application . 
L'utilisateur d e l'IL C ains i qu e d u TIL C accept e cin q hypothèse s fondamentale s à  ces loi s d e 
commande appliqu é à  des systèmes linéaire s varian t dan s l e temps (Moore , 1998 . p. 428) : 
1. L a condition initial e d u systèm e demeur e constant e d'u n cycl e à  l'autre ; 
2. L a dynamiqu e peu t varie r dan s l e temps , mai s ell e n e peu t pa s varie r su r l a bas e de s 
cycles. En d'autre s termes , l a variation n e peut pa s être due à  l'exécution d'u n cycle ; 
3. L a sortie désirée doi t êtr e faisable ; 
4. L a solution pou r obteni r la  sortie désirée doi t être unique ; 
5. L a durée d u cycle doi t êtr e constante . 
L'hypothèse l a plu s contraignant e es t certainemen t l a stationnarit é de s condition s initiales . 
En effet, nou s n'avons pas de pouvoir réel sur ce paramètre contrairement a u temps de cycle. 
Dans l e cadr e d e no s travaux , nou s considéreron s cett e variatio n comm e un e perturbatio n 
(Gauthier, 2009, p. 16). 
Dans l e cadre d e c e projet , nou s travailleron s ave c u n modèl e existan t présent é a u chapitr e 
un. L e modèl e d e simulatio n propos é reprodui t fidèlement  le s différent s phénomène s d'u n 
four d e thermoformage . Pa r exemple , le s variation s d e températur e initial e de s feuille s d e 
plastique, le s variations d e la température ambiant e e t l a variation de s paramètres physique s 
de l a feuill e d e plastiqu e son t de s élément s considérés . L a simulatio n ser a utilisé e pou r 
évaluer l a stabilit é d u systèm e e t l a convergenc e d e l a températur e d e l a feuill e ver s l a 
consigne malgré les perturbations. La performance e t la robustesse sont aussi évaluées. 
Pratiquement, c e proje t d e recherch e permettr a d e diminue r l e taux d e reje t de s entreprise s 
manufacturières e t ains i diminue r leu r coût d e production . D e plus , l e temps d e démarrag e 
des production s ser a diminué , car l e système atteindr a plu s rapidemen t l a stabilité. Aussi , la 
conception modulair e d e l a command e n e ser a basé e qu e su r le s données . E n effet , nou s 
espérons ainsi développer une méthode de conception éliminan t l e processus de modélisation 
mathématique pou r un e applicatio n futur e su r d'autre s procédés . L'approch e modulair e es t 
souhaitable puisqu e nou s pouvon s travaille r d e manièr e indépendant e su r le s module s san s 
nécessairement affecte r directemen t le s autres . Plu s concrètement , l e premie r modul e es t 
utilisé pou r effectue r l e découplage de s entrées d u systèm e e t l e second modul e es t dédi é à 
l'asservissement. L'objecti f d e la commande es t de réduire l'erreu r à  moins de 5°C en moins 
de cin q cycle s d e chauffage . D e plus , le s courbe s d'erreur s devron t présente r de s 
caractéristiques de stabilité. Alors, une convergence monotone est souhaitable . 
Ce mémoire es t divis é e n quatr e chapitres . Plu s spécifiquement , nou s présenteron s l e procéd é 
à l'étud e plu s e n détail s dan s l e chapitr e un . Nou s e n profiteron s pou r analyse r certaine s 
caractéristiques intéressante s d u modèl e mathématiqu e utilis é pou r le s simulations . L e 
chapitre deu x es t l e cœu r d e no s travaux . I l es t consacr é a u modul e d e découplage . L a 
principale contributio n d e nos travaux es t liée au processus d'inversio n d'u n FI S de type TS K 
d'ordre un . À  notr e connaissance , aucu n auteu r n' a publi é d'articl e à  ce t effet . San s c e 
module, la  structur e proposé e dan s l e cadr e d e ce s travau x n e serai t pa s réalisable . L a 
formulation d e la  lo i d e command e floue  d e typ e TIL C es t décrit e dan s l e chapitr e trois . D e 
plus, nou s suggéreron s deu x façon s d e concevoi r c e type d e contrôleur . L a méthode intuitiv e 
s'applique parfaitemen t a u TIL C d'ordr e un . Pou r le s ordre s supérieurs , nou s suggéron s 
l'utilisation d'algorithm e génétique , ca r le s combinaison s d e condition s son t d e plu s e n plu s 
complexes à  établir . Finalement , dan s l e chapitr e quatre , nou s appliqueron s l a structur e 
proposée afi n d'asservi r l e fou r d e thermoformage . Nou s étudieron s troi s configuration s 
différentes. 
CHAPITRE 1 
PRÉSENTATION D U PROCÉDÉ 
Ce chapitr e es t dédi é à  l a présentatio n d u fou r d e thermoformage . Nou s concentreron s no s 
efforts su r l e modèl e d u procéd é développ é pa r (Gauthier , 2009) . Cett e analys e nou s 
permettra d e simplifie r l e développemen t d e notr e contrôleur . Plu s exactement , nou s 
détaillerons l a configuratio n d u fou r d e thermoformage e t nou s présenteron s rapidemen t l e 
modèle. 
1.1 Configuratio n d u four de thermoformage 
Les paramètres des modèles de simulation son t intimement lié s à la construction physique de 
l'appareil d e production. Toutefois , le s comportements e t le s phénomènes intervenant s dans 
le procédé demeurent semblables . Le modèle de simulation utilis é dans le cadre de ce projet 
est basé sur le four de thermoformage présent é à la figure  I.l . 
Figure 1.1 Fou r de thermoformage. 
Tirée de Gauthier (2008) 
Les éléments e n céramiqu e son t regroupé s pa r troi s pou r forme r u n sous-groupe . Le s sous-
groupes sont asservis par une boucle de contrôle PID pour maintenir une température égale à 
la consigne. Pou r simplifie r l a lecture , nous utiliseron s «  élément chauffan t »  pour désigne r 
les sous-groupes . L a figure  1. 2 illustr e l a dispositio n de s actionneur s dan s l e fou r d e 
thermoformage ains i que la position de la feuille de plastique. 
6 top heater banks 
6 bottom heater banks 
Plastic sheet 
Plastic sheet zone 
Figure 1. 2 Configuratio n de s éléments chauffants . 
Tirée de Gauthier (2008) 
Présentement, le s prises de température sur les zones de la feuille de plastique sont effectuée s 
par de s capteur s située s à  l'intérieu r d u fou r d e thermoformage . L a disposition ains i qu e l a 
numérotation des capteurs au dessus de la feuille son t illustré à la figure 1.3. 
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Figure 1.3 Dispositio n des capteurs de température. 
Tirée de Gauthier (2009. p. 32) 
En ce qui concerne les capteurs au dessous de la feuille, l a disposition e t la numérotation son t 
les mêmes. La figure  1. 4 illustr e l a position des capteurs selo n un vue de coupe transversale 
du four . 
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Figure 1.4 Positio n relative des capteurs du dessus et du dessous. 
Tirée de Gauthier (2009. p. 32) 
1.2 Modélisation 
La première étap e es t d e déterminer l e système à  l'étude. Précédemment , nou s avon s défin i 
des zones de lectur e pour le s capteurs (figure 1.2) . Donc , l a coupe transversal e d e ces zones 
correspond au x systèmes à  modéliser. Bie n entendu, l a température d e l a feuille d e plastique 
est la grandeur d'intérêt . Toutefois , cett e variable est distribuée, alors nous devons discrétiser 
pour facilite r l e processus d e modélisafion. L a figure  1. 5 illustr e l e système discrétis é d'un e 
zone de la feuille d e plastique d'épaisseu r z  (Gauthier . 2009 . p. 33). Le nombre A^ de nœuds 
dépend essentiellement d u degré de précision à atteindre. Cependant, la complexité augmente 
également. Dans les travaux de Gauthier (2009) , ce nombre es t fixé à  cinq. Ce nombre est un 
bon compromis entre complexité et précision. 
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Figure 1.5 Systèm e à modéliser. 
Tirée de Gauthier (2009, p. 33) 
1.2.1 Hypothès e 
La première hypothèse, émise lors de l'élaboration d u modèle, concerne la similarité entre les 
zones. En effet, o n considère qu e le s phénomènes son t le s mêmes pour toutes le s zones à  un 
facteur près . En d'autres termes , d'un poin t de vue conceptuel, le s zones son t identiques . La 
seconde hypothès e concern e l a températur e ambiant e dan s l e four , ell e es t considéré e 
constante. L a troisièm e hypothès e concern e le s point s situé s à  l'intérieu r d e l a feuille . O n 
considère qu e l a feuill e d e plastiqu e n'es t pa s opaqu e au x radiations . Donc , un e parti e de s 
ondes sont transmises à  l'intérieur d e celle-ci. C'est l a principale amélioration pa r rapport au 
modèle origina l (Gauthier , 2009 , p . 25) . Finalement , l a déflexio n d e l a feuill e d e plastiqu e 
n'est pas considérée par le modèle. 
1.2.2 Phénomène considéré dans le modèle 
Le chauffage d'un e feuill e d e plastique nécessite l'utilisation d e notions de thennodynamique 
et de physique de s ondes pour modélise r l e comportement. E n effet, le s éléments chauffant s 
émettent de s radiations contribuan t à  l'augmentation d e température qu i es t expliquée par l a 
physique de s ondes . L a contributio n d e l a thermodynamiqu e dan s l e modèl e es t lié e au x 
échanges d e chaleur . Plu s précisément , l a conductio n ains i qu e l a convectio n caractérisen t 
ces échanges . Pou r plu s d e détails , vou s trouvere z le s équation s différentielle s ains i qu e l a 
définition de s variables dan s Gauthie r (2009) . Ces phénomènes son t applicable s à  toutes le s 
zones. Toutefois, nous savons très bien qu'une zone située au milieu de la feuille de plastique 
sera plus chaude que celle située sur les bords, car la somme des contributions de s différent s 
éléments chauffants es t plus grande pour cette zone. En d'autres termes , la quantité d'énergi e 
disponible pou r augmente r l a températur e d e cett e zon e es t plu s grande . Donc , pou r 
introduire ce t aspec t dan s l e modèle , l e facteur géométriqu e doi t êtr e inclu s dan s l e modèle 
d'une zon e (Holmann , 2002) . Ce facteu r perme t d'ajuste r l a quantité d'énergi e transmis e en 
fonction d e l a position relati\ e d e l'émetteu r e t du récepteur . Dan s notr e situation , le s corps 
peuvent êtr e considéré s comm e de s surface s rectangulaire s parallèle s puisqu e l'o n n e tien t 
pas compte de l'effet d e déflexion d e la feuille d e plastique. La figure  1.6 illustre l a position 
relative d'un e pair e d'élément s o ù z  es t l a distanc e entr e l a feuill e d e plastiqu e A\  e t le s 
éléments chauffants Ai  (Ehlert et Smith, 1993) . 
Figure 1. 6 Paramètr e du facteur géométrique pour deux surfaces parallèles . 
Tirée de Ehlert et Smith (1993) 
L'équation (1. 1 ) permet de calculer le facteur correspondant à  la paire d'éléments identifié e à 
la figure  1.6 . Comm e vous l e constatez, l e calcul es t complexe e t n'est valid e que pour deux 
surfaces parallèles . La déflexion n'es t pas considérée pour ces deux raisons. 
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-in((A--çr+(v-7r+--) 
(x-y^z^ 
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(1.1) 
Pour plu s d'information s su r l e modèl e mathématique , nou s vou s référon s à  l a pag e 4 1 d e 
Gauthier (2009) . 
1.2.3 Particularit é d u modèl e :  Symétrie de s zone s 
En analysan t le s fonction s différentielle s décrivan t le s zones , nou s constaton s qu e la  seul e 
différence entr e celles-c i es t l e vecteu r expriman t l e facteu r géométrique , communémen t 
appelé «  vie w facto r » . Pa r définition , c e facteu r géométriqu e exprim e l'arrangemen t de s 
éléments chauffant s dan s l e four . Donc , nou s pouvon s établi r l a symétri e entr e le s zone s e n 
comparant ce s vecteurs . 
Pour illustre r c e concept , nou s proposon s d'étudie r l e fou r selo n un e configuratio n à  quatr e 
entrées e t à  quatre sorties . Posons , 
yi =  ^^12  yi  =  ^^15 
y? =  IRBI  y,  =  JRH5 
u^=T^=f=T^ 
»3 =B,=B, =  B, 
u, =B,=B,=  B, 
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Par régression, i l est possibl e d e déterminer u n polynôme (  1.2) décrivant l e comportemen t 
f, =<:/, •;/, +/>,•//, +c\'Uj +< ,^*"4 oit  i  G {1,2,3,4} 
(1.2) 
Dans le s quatre équations , le s coefficients seron t identiques , mai s ordonnés différemment . 
Nous proposon s d e fair e l e changement d e variables suivan t : 
^, : = Température des éléments chauffants a u dessus de l a zone 
%_ : = Température des éléments chauffants e n diagonale e t au dessus de la zone 
ç)^^ :=  Température des éléments chauffants sou s la zone 
ç^ :-  Température des éléments chauffants e n diagonale et sous l a zone 
Pour clarifie r l e changemen t d e variable , prenon s u n exempl e définissan t l a position relativ e 
des groupe s d'élément s chauffan t pa r rappor t à  l a zon e lu e pa r l e capteu r IRTS . Le s élément s 
Ti, T T e t T 3 forme l e regroupement (p^  alor s qu e B| , B 2 et B 3 forme l e regroupement (p..  Le s 
regroupements ^ - , e t (p^  sont formé s respectivemen t de s éléments T4 , T5, Te et B4, B5, B6 E n 
utilisant un e positio n relativ e plutô t qu'absolue , nou s pouvon s réécrir e toute s le s équation s 
sous l a forme suivant e : 
y, =c/«^ | +b'(p2  +<--«('/5 , +d'(p^ (1.3 ) 
La symétri e nou s perme t don c d'utilise r l e mêm e résulta t pou r le s quatr e fonction s 
d'approximation e n permutan t simplemen t le s entrée s dan s u n ordr e logique . Cett e 
caractéristique nou s permettr a d e réduir e l e temp s nécessair e pou r élabore r un e stratégi e d e 
contrôle. Bie n entendu , c e résulta t es t d û à  l a disposition physiqu e de s élément s dan s l e fou r 
réel. E n prafique , la  symétri e exact e entr e l e dessus e t l e dessou s d e la  feuill e n'exist e pas . I l 
ne fau t pa s oublie r qu e l e modèle mathématiqu e n'es t qu'un e représentatio n d u systèm e réel . 
En effet , de s phénomène s no n modélisé s expliquen t l a différenc e d e quelque s degrés . Pou r 
cette raison , nou s éviterons , dan s u n premie r temps , d'utilise r cett e symétrie . Toutefois , nou s 
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exploiterons cett e caractéristique pou r des systèmes de grandes dimensions en considérant l a 
perte de précision engendrée par ce problème de modélisation. 
Le modèle d u fou r d e thermoformage es t un bon outi l pou r dé\'elopper notr e contrôleur . L e 
prochain chapitr e es t justement dédi é à  l a premièr e étap e d e conceptio n d'u n contrôleu r à 
multiples entrées, soit le module de découplage. 
CHAPITRE 2 
LES FONCTION S D E DÉCOUPLAGE 
Dans c e chapitre , nou s étudieron s l'impac t d u couplage dan s u n système . Cett e étud e nou s 
permettra d e conclure qu e le couplage complexifi e l e développement d e lo i de commande . 
Donc, nou s présenteron s un e méthode permettan t d'élimine r o u d'atténuer c e comportemen t 
indésirable. 
2.1 Descriptio n d u phénomène de couplage 
En premie r lieu , i l e.s t nécessair e d e défini r l e phénomèn e d e couplag e entr e le s variable s 
d'un systèm e multiple s entrées . Supposon s qu'i l exist e de s fonction s (2.1 ) décrivan t l e 
comportement d'u n systèm e à  n  entrée s e t m  sorties . Pa r exemple , s i c e systèm e es t un 
réacteur chimique , le s entrées peuven t êtr e l a concentration de s réactifs e t leurs température s 
et les sorties, l a concentration e t la température du produit. 
V, =./;(.V|,.v,,.....Y,) / G 1 1 , 2 , . . . , / ; ; ^ 
oii f 
, i , _ , ,1111 
(2.1) 
Pour simplifie r la  présentation , supposon s maintenan t qu e le s fonction s son t linéaires . E n 
appliquant le s propriété s de s applications linéaires , nou s pouvon s réécrir e l'équatio n (2.1 ) 
sous l a forme suivant e : 
-v,=./;,,(•V,)+,/;,:(A%)+-+./:,„(.V„) / e i u , - . m} 
(2.2) 
ol< .f, ,{')  ëst  Kf^e  fonction  linéaire,  /  e {1,2,... , wj 
./e{l,2,.-.,4 
La figure  suivant e illustr e cett e dernière équatio n sou s l a forme d'u n schéma bloc . 
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Figure 2.1 Schém a bloc décrivant un système. 
Il devient é\ident que chacune des \ariables d'entrées apport e une contribution à  la grandeur 
de sortie. Cett e interactio n entrées-sortie s défini t l e couplage. E n effet, l'indic e d e couplage 
est tou t simplemen t l a contributio n d'un e variabl e di\isé e pa r l a contributio n totale . U n 
couplage for t signifi e qu'i l n" > a  pa s d e \ariabl e d'entré e dominant e expliquan t l e 
comportement d'un système . 
En contrôle , u n couplag e for t n'es t pa s souhaitable , ca r nou s devon s dan s cett e situatio n 
composer ave c plusieur s entrée s pou r contrôle r un e sortie . L a figure  suivant e illustr e l e 
problème de contrôle en rétroaction d'u n systèm e à  deux entrée s e t à  deux sortie s (Gauthier . 
2006). 
'^y~^ 
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gc-l -
Sc2 • " ' " 
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Figure 2.2 Schém a bloc illustrant l'interaction de s entrées sur les sorties. 
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Le groupe gu  à  gjj représent e l a dynamique d u système . O n remarqu e clairemen t l'effe t d e l a 
commande su r le s deu x sorties . Donc , l a conceptio n d e gd  e t gc:  (contrôleurs ) n'es t pa s u n 
problème trivial . E n effet , le s gain s d e ce s contrôleur s doiven t êtr e déterminé s 
simultanément. 
Pour pallie r à  c e problème , i l exist e deu x alternatives . L a premièr e es t d e modifie r l e 
procédé. Pou r illustre r cett e possibilité , prenon s u n réser\oi r d'ea u ayan t un e entré e d'ea u 
chaude e t un e entré e d'ea u froide . Nou s désiron s contrôle r ave c ce s deu x grandeur s l a 
température e t l e nivea u dan s l e réservoir . Puisqu e le s deu x entrée s on t u n impac t su r le s 
deux sorties , nou s pouvon s nou s attendr e à  u n couplag e important . Pou r arrive r a u mêm e 
objectif (contrôl e d u nivea u e t de l a température dan s l e réservoir) , nou s pouvon s modifie r l e 
procédé. E n effet , nou s pourrion s ajoute r u n élémen t chauffan t e t retire r l'entré e d'ea u 
chaude. L e système devien t alor s découplé . C'est-à-dir e qu e l e niveau n'es t influenc é qu e pa r 
le volum e d'ea u entran t dan s l e réservoi r e t la  température , qu e pa r l'énergi e transmis e pa r 
l'élément chauffant . 
Toutefois, i l n'es t pa s toujour s possibl e d e modifie r l e procédé . L a second e alternativ e es t 
donc d e compense r le s commande s pou r élimine r synthétiquemen t le s interactions . Dan s l e 
cadre d e c e projet , nou s avon s chois i cett e alternativ e puisqu'i l n'es t pa s possibl e d e modifie r 
le procédé. 
2.2 Méthode s existante s 
Le contrôl e d e systèm e mult i variabl e impos e au x dé\eloppeur s l e phénomèn e d e couplage . 
Pour pallie r c e phénomène , plusieur s travau x touchan t le s système s linéaire s e t invariant s 
dans l e temps (LTI ) on t ét é effectués (Wang , 2003 , p . 3). La figure  2. 3 représent e l a structur e 
proposée pa r (Wade , 2004) . 
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Figure 2.3 Structur e de fonctions de découplage prédictif . 
Cette figure présente un module de découplage prédicti f puisque le calcul des commandes est 
effectué ave c de s information s connue s à  priori . L a modularit é d e cett e structur e es t s a 
qualité principale . Pou r déterminer le s fonctions d e découplages Dec l e t Dec2, nous de\on s 
avoir u n modèl e mathématiqu e LT I représent é pa r le s fonction s GiJ.  Ce dernie r aspec t 
constitue en fait l a contrainte la plus sé\'ère puisque, la plupart du temps, les systèmes ne sont 
pas LTI . L a linéarisatio n diminu e l e domaine d e validit é d u modèl e e t limit e ains i l a zone 
d'opération d u système . Alors , le s perfonnance s peux'en t êtr e grandemen t affectée s à 
l'extérieur de cette zone. 
Puisque l e développemen t d'u n modèl e es t u n processu s lon g e t coûteux , d'autre s auteur s 
privilégient l'utilisatio n d e l a logiqu e floue.  Pa r exemple , Mingy u (2008 ) propos e un e 
structure permettan t d'intégre r le s connaissance s d'u n expert . Contrairemen t au x méthode s 
analytiques, cett e dernièr e propositio n n e nécessit e pa s d e modèl e mathématique . Ainsi , l a 
période d e développemen t d'un e solutio n es t réduit e considérablement . Toutefois , le s 
interacfions peuven t deveni r très difficiles e t longues à définir lorsqu e l e nombre d'entrée es t 
élevé. Pour remédier à  ce problème, nous proposons une \  ariantes inspirée par le s méthodes 
de Wade (2004) et Mingyu (2008). 
2.3 Méthod e proposé e 
Théoriquement, i l es t possibl e d'élimine r l'interactio n indésirabl e entr e un e entré e e t un e 
sortie lorsqu e l e systèm e peu t êtr e inversé . Pou r atteindr e ce t objectif , nou s tenteron s d e 
compenser l'effe t d e l a command e appliqué e à  une entré e su r le s autre s entrées . E n d'autre s 
termes, nou s ajouton s un e couch e d'interprétatio n entr e l e contrôleu r e t l e système . Cett e 
couche perme t d e simplifie r l e problèm e d e contrôl e puisqu e toute s le s sortie s son t 
expliquées pa r un e seul e entrée . Donc , toute s le s théorie s applicable s a u systèm e SIS O 
peuvent êtr e utilisées . Dan s cett e section , nou s présenteron s la  méthod e développé e dan s l e 
cadre de ce projet . 
2.3.1 Descriptio n général e 
La fonctio n d e découplag e a  pou r bu t d'élimine r o u d'atténue r le s interaction s indésirables . 
Toutefois, i l exist e un e infinit é d e fonction s permettan t d'atteindr e ce t objectif . Cependant , 
nous pouvon s êtr e plu s restrictif s su r l'objecti f d e la  fonctio n d e découplage . E n effet , un e 
fonction défaisan t c e qu e fai t l e systèm e éliminer a égalemen t le s interactions . Donc , nou s 
utiliserons l a fonctio n réciproque . L e découplag e es t simplemen t u n problèm e d e 
transformation entr e deu x espace s donnés . L e problèm e es t bie n conn u e n algèbr e linéaire , 
mais beaucoup plu s complexe pou r des applications non-linéaires . 
De plus , nou s avon s concl u qu e le s méthode s existante s on t de s lacunes . Malgr é tout , elle s 
offrent de s caractéristique s complémentaires . Pou r cett e raison , nou s proposon s un e méthod e 
alternative utilisan t l a structur e d u modul e d e découplag e prédicti f e t l e systèm e d'inférenc e 
flou (FIS) . L a figure  2. 4 présent e l a structure utilisé e pou r l'élaboratio n d e cett e méthode . 
Le modèl e d u systèm e es t souven t inconn u a u débu t d u processu s d e conceptio n d'u n 
contrôleur. Pou r cett e raison , nou s considéron s qu e l e modèl e d u systèm e es t d e typ e «  boîte 
noire » . D e plus , l a foncfio n d e découplag e es t dorénavan t modélisé e pa r u n systèm e 
d'inférence flou  comportan t n  entrées e t n  sorties. Pour simplifie r l a conception d u module d e 
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découplage, Mingy u (2008 ) propos e un e décompositio n d u FI S e n élémen t singulier . L a 
figure 2.5 présente la décomposition proposée. 
I M , 
Découpleur 
flou 
Système 
Figure 2.4 Structur e de la fonction d e découplage proposée . 
Cette décomposition augment e l a modularité du module de découplage. Cett e caractéristique 
nous permettra de faire des simplifications dépendammen t du système. 
Figure 2.5 Structur e décomposée utilisée . 
Il y a deux alternatives aux problèmes de complexité e t de connaissance limité e du système. 
La premièr e alternativ e es t d'effectue r u n apprentissag e e n utilisan t l a bas e d e donnée s 
inversée. E n d'autre s termes , utilise r toute s le s sortie s associée s à  l a i'^ "^ ' ^ entré e pou r 
déterminer l a i'^ '"' ' fonctio n d e découplage . 1 1 exist e de s algorithme s permettan t ce t 
apprentissage (Babusk a e t Verbruggen , 1996) . Puisqu e l e comportemen t n'es t pa s conn u à 
priori, i l fau t effectue r d e nombreux test s pour couvri r adéquatemen t l'espac e d e sortie . Ces 
tests représentent de s coûts importants , car ils doivent êtr e réalisés su r le procédé réel. Donc, 
cette méthod e devien t longue , risqué e e t coûteuse . Drianko v (1998 , p . 103 ) propos e un e 
seconde alternative . E n effet , i l propos e d'inverse r l e modèl e direc t pou r obteni r l e modèl e 
inverse. Contrairemen t à  l a premièr e alternative , l a couvertur e adéquat e d u domain e d u 
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modèle ne dépend pa s du système. Donc , le nombre de tests est limit é selon l a précision que 
le concepteur désire. Alors, la méthode proposée se résume en deux grandes étapes : 
1. Modélisatio n directe du système ; 
2. Inversio n du modèle direct. 
Ces étapes seront décrites plus en détails dans les sections subséquentes. 
2.3.2 Modélisatio n direct e 
La modélisatio n direct e perme t d e caractérise r l e comportement d u système . C e modèle es t 
obtenu d e différente s façons . Classiquement , le s loi s physiques , mécaniques , chimique s e t 
autres ont permis de développer de nombreux modèles . Toutefois, c e travail es t simplifié pa r 
l'utilisation d e systèmes d'inférenc e floue.  E n connaissan t empiriquemen t l e système , i l es t 
possible d e déduir e l e modèle . E n logiqu e flou,  i l exist e deu x grand s courant s concernan t 
l'apprentissage (Verbrugge n e t Babuska , 1999 , p. 20). Le premier es t l'apprentissag e pa r un 
expert d u domain e e t l e secon d es t l'apprentissag e pa r le s données . Chacu n comport e de s 
avantages. Notamment , l'utilisation de s connaissances d'un exper t facilit e l e développement . 
Toutefois, lorsqu e l a quantit é d'informatio n es t tro p importante , l'utilisatio n de s donnée s 
devient avantageuse . E n effet , l'humai n n'es t pa s capabl e d e synthétise r un e quantit é 
importante d'informatio n simultanément . Dan s l e cadr e d e c e projet , nou s voulon s 
déterminer de s fonction s d e découplage s à  plu s d e quatr e entrées . Donc , l a méthod e 
d'apprentissage pa r les données est plus appropriée. 
Essentiellement, l e modèl e a  pour bu t d e génére r un e courbe o u un e surfac e (o u un e hype r 
surface) conform e a u comportemen t d u système. En utilisant le s données,  nous générons en 
partie cett e caractéristiqu e d e sortie . C'es t d'ailleur s c e qu'exploit e (Gauthier , 1997) . L a 
technique proposé e s'approch e d'un e modélisatio n pa r élément fini.  I l s'agi t simplemen t d e 
diviser l'espac e e n plusieur s sous-espace s d e forme s définie s e t d e détermine r un e fonctio n 
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linéaire décrivan t l e comportement moye n d e l a caractéristique. L a figure  suivante présent e 
un résultat possible pour cette technique. 
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Figure 2.6 Exempl e de modélisation pa r élément fini. 
Une approximatio n d'ordr e plu s élev é permettrai t d e diminue r l'erreu r d'estimation . 
Toutefois, l'utilisatio n d e droit e affin e es t un e solutio n simpl e e t nou s pouvon s divise r 
l'espace en plus petits sous-espaces pour améliorer la précision. De plus, le choix des courbes 
d'approximation es t important . E n effet , i l es t avantageu x d e défini r le s paramètre s qu i 
minimisent l'erreu r d'approximation . 
Pour diminue r cett e erreur , nou s suggéron s d e lisse r l a courb e pou r exploite r l'informatio n 
partagée entr e deux sous-espaces . Un bon moyen pou r atteindre ce t objecti f es t d'utiliser u n 
système d'inférence flou.  L a section suivante présente cet outil en mettant l'emphase su r son 
rôle d'interpolateur . 
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Système d'inférence flou 
Nous avons décidé d'utilise r l e type TSK, car ce type es t considér é comm e u n interpolateu r 
entre différente s condition s d'opération s (Babuska , .lage r e t Verbruggen , 1994) . D e plus , l a 
continuité de l a surface d e commande es t garanti e lorsqu e l'o n utilis e l e TSK e t i l est mieux 
adapté pou r u n apprentissag e pa r le s données . Pa r ailleurs , c e systèm e d'inférenc e flou  es t 
beaucoup moin s lour d qu e l e Mamdani . Précédemment , nou s avon s chois i d'utilise r un e 
fonction affine . Alors , l'ordre de la fonction situ é dans le conséquent de la règle est un. 
Pour illustrer le comportement d'interpolatio n d e ce type de FIS, nous avons repris l'exempl e 
de la figure 2.6. La figure 2.7 présente le résultat obtenu suite au traitement flou. 
Pour obteni r c e résultat , nou s devion s défini r le s fonction s d'appartenanc e d u systèm e 
d'inférence. Puisqu' à priori , nou s avon s un e connaissanc e limité e d u système , nou s avon s 
choisi d'utilise r de s fonctions d'appartenanc e triangulair e pou r couvri r l'univer s d e discours. 
Pour ce cas précis, les intervalles ont été défini tels que présentés à la figure 2.8. 
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Figure 2.7 Exempl e de lissage effectué pa r le système d'inférence flou. 
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Figure 2.8 Fonctio n d'appartenance d u système d'inférence flou. 
Le nombre de fonction d'appartenanc e es t directement li é au nombre de facettes approximan t 
le comportemen t d u système . Dan s notr e cas , nou s avon s chois i d e divise r chacun e de s 
dimensions e n troi s facettes . Donc , i l y  a  troi s fonction s d'appartenanc e pa r entrée . L a 
complexité d u systèm e d'inférenc e es t directemen t lié e à  c e nombre . E n effet , l'équatio n 
suivante perme t d e détermine r l e nombr e maximu m d e règle s n . 
nh J'entrées n = nb. fonction  d'appartenance"'  '  ''"'"'" ' (2.3) 
De plus, la quanfité d e données nécessaire à l'apprentissage es t directement lié e à la quantité 
de paramètres à  déterminer. L e choix des fonctions située s dans l e conséquent es t également 
critique a u bo n fonctionnemen t d e 1"interpolateur . En effet . (Babuska , Jage r e t Verbruggen , 
1994) démontrent qu e l e TSK es t un mauvai s interpolateu r d e fonctio n locale . Pour illustre r 
ce comportement, nou s proposons d'utiliser le s fonctions linéaire s caractérisant parfaitemen t 
le comportemen t pou r u n degr é d'appartenanc e d e 100% . Ce s fonction s ains i qu e l e 
comportement d e l'application son t présenté à la figure 2.9. 
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Figure 2.9 Droit e d'approximation locale . 
La figure 2.10 illustre la sortie du système floue utilisant le s fonctions d e la figure 2.9. 
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Figure 2.10 Interpolatio n floue avec des approximations locale s du comportement. 
26 
C'est pou r cette raison que les auteurs suggèrent d'utilise r l a droite moyenne pour définir ce s 
fonctions comm e l'illustre l a figure 2.7. Vous trouverez à  l'annexe I  le script pour définir u n 
FIS à deux entrées et à une sortie dans le logiciel «  Matlab ». Dans la prochaine section, nous 
discuterons d e l a méthod e pou r obteni r ce s fonctions . Nou s présenteron s u n outi l flexible 
pour réaliser une régression linéaire . 
Krigeage Dua l 
Le krigeag e es t un e méthod e optimal e d'interpolatio n spatial e utilisé e dan s plusieur s 
domaines tel s qu'e n géostatistique , l'océanologi e e t l a météorologi e (Gratton , 2002) . Cett e 
méthode introdui t l'aspec t d e dépendance spatial e entr e le s données . En effet , l a covariance 
des données ne doit dépendre que de la distance euclidienne entre s les points. Cette première 
hypothèse es t l e fondemen t d e l a méthode . Ell e es t égalemen t l a principal e distinctio n pa r 
rapport à  la régression linéaire . Le krigeage dual es t la forme explicit e du krigeage universel . 
Le passag e entr e ce s deu x formulation s ains i qu e le s détail s théorique s son t présenté s à 
l'annexe d e l'article d e Trochu (1993) . Nous avons choisi ce t outil , car i l est plus souple que 
la régression multi-variable . D e plus , l'effor t d e calcu l es t rédui t pa r s a formulation sou s l a 
fonne matricielle . 
Dans le cadre de ce projet, nou s nous intéressons seulement à  la portion de dérive qui défini t 
la tendance moyenne de la caractéristique. Par ailleurs, nous avon s défini antérieuremen t que 
nous devion s détermine r l e polynôm e minimisan t l'écar t entr e l a valeu r réell e e t l a valeu r 
estimée. Ce polynôme doi t êtr e d'ordre un . Donc , nous concentrerons no s efforts su r un cas 
limite d u krigeag e dual . Jusqu' à maintenant , l a variabilit é su r le s donnée s n'étai t pa s 
considérée malgr é qu e l'o n suppos e le s donnée s normales . L " « effet pépit e »  introdui t c e 
concept. L'objecti f es t d'ajoute r l'aspec t d'erreu r d e mesur e à  l'analys e (Trochu , 1993) . 
Ainsi, nous retrouvons la définition d e la régression s i nous considérons que la covariance est 
constante ou égale à zéro. C e cas limite du krigeage dual est représenté par : 
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Pu 
•.= y"" ensemblede s consignes de température 
:= Température de la feuille d'une zone du «"'""'' ensemble 
:=Coefficient du polynôme de régression 
:= Coefficient d'ajustemen t A?"" " ensemble 
:= Coefficient proportione l à la variance des données 
Les couple s représenté s pa r (x,, , .Y , „ • • x , „ >'„ ) constituen t le s coordonnée s de s point s 
utilisés pou r détermine r le s paramètre s a , d u polynôm e d e régression . Le s coefficient s /? , 
représentent quan t à  eu x l e produi t d e l'écar t de s point s à  l a courb e pa r l e coefficien t P . C e 
paramètre n e fai t qu'un e mis e à  l'échell e de s coefficient s f^  e t n'affect e pa s le s 
paramètres cr,. Toutefois , s i l e pai-amètr e P  variai t selo n le s coordonnées , le s paramètre s a^ 
seraient affectés . Donc , nou s pourrion s joue r ave c ce s valeur s pou r modifie r l'application . 
Par exemple , supposon s qu e l a valeu r d e P  soi t plu s grand e pou r u n poin t donnée , l a courb e 
passera plu s prè s d e c e poin t qu e pou r un e valeu r d e P  inférieure. Dan s l e cadre d e ce projet , 
nous considéron s qu e l'erreu r d e mesur e es t constant e puisqu e nou s ufiliseron s un e 
simulation pou r obteni r le s coordonnée s nécessaires . Donc , l e paramètr e P  ser a constant . 
Nous l e poseron s éga l à  u n pou r simplifie r l'implantation . Ainsi , l e polynôm e obten u pa r 
krigeage (2.5 ) correspon d exactemen t à  celu i obten u pa r régressio n ayan t comm e critèr e d e 
minimisation l'erreu r quadratique . 
_y = « 0 -t - «I «.V i H h  ûT, «.v, (2.5) 
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Ce polynôm e définir a l e conséquen t d e l a règl e flou  correspondan t a u sous-espace . Vou s 
trouverez à l'annexe I I le script «  Matlab » mettant en œuvre le krigeage présenté ci-haut. 
Maintenant, nous devons identifier le s points (x, „ x, „ • • • x , „ >' „ ). Lor s de la présentation du 
système d'inférenc e flou,  nou s avon s montr é qu e l a fonctio n affin e devai t correspondr e a u 
comportement moyen de la caractéristique. Pour ce faire, nous devons inclure les données sur 
un sous-espac e suffisammen t grand . L a questio n suivant e s e pos e :  Commen t défini r le s 
limites de ce sous-espace ?  Pour répondre , nous devons nous rappeler l e rôle d'interpolatio n 
du systèm e d'inférenc e flou.  E n effet , l a sorti e d u FI S es t un e compositio n linéair e de s 
fonctions locales . De plus, nous savons que l e degré d'appartenance maximu m es t éga l à  un 
selon l a définitio n de s univer s d e discours . Donc , lorsqu e l e degr é d'appartenanc e à  un e 
fonction es t supérieu r à  50% , c'es t l a fonctio n appartenan t à  c e sous-espac e qu i domine . 
Alors, i l est raisonnable d e dire que l a fonction affin e représent e bie n cett e zone. Donc, nous 
devons inclur e le s points correspondan t à  un degré d'appartenanc e d e 50 % dans l a list e des 
points à utiliser. 
Jusqu'à maintenant, nous avons obtenu un modèle du système. Toutefois, ce dernier n'est pa s 
exploitable directemen t pou r réalise r l e découplage de s entrées . E n effet , i l fau t maintenan t 
inverser le modèle. 
2.3.3 Inversio n de modèle direct 
Le modèl e direc t flou  obten u doi t maintenan t êtr e invers é pou r détermine r l a fonctio n d e 
découplage. Idéalement , nou s voulons identifie r un e méthode analytique exacte . En effet, c e 
type de méthode n e dégraderai t pa s no s résultats e t serai t plu s efficace qu'u n apprentissage . 
Toutefois, l'inversio n d e système d'inférenc e flou  TS K d'ordr e u n n'es t pa s documenté . En 
fait, i l exist e de s méthode s d'inversio n d e modèl e linguistiqu e (Barany i et  al,  1998 ) e t d e 
modèle de type TSK ayan t un conséquent constan t (Boukezzoula , Galiche t e t Foulloy, 2003 ; 
Galichet, Boukezzoul a e t Foulloy , 2004 ; X u e t Shin , 2007) . Donc , nou s proposon s un e 
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méthode approximafiv e s'inspiran t à  l a foi s de s deu x catégorie s existantes . Voyon s tou s 
d'abord l e principe généra l de s deux classe s de méthodes . 
L'inversion d e modèl e linguistique , comportan t autan t d'entrée s qu e d e sorties , es t u n 
processus simple . E n effet , i l s'agi t simplemen t d e permute r le s univer s d e discour s de s 
entrées ave c le s sortie s e t d'adapte r le s règle s d'inférence . Puisqu e l e type TS K n'utilis e pa s 
de fonction d'appartenanc e e n sortie , alors ce processus n'es t pa s applicable . 
La second e class e d e méthod e applicabl e au x modèle s flous  d e typ e TS K d'ordr e zér o 
propose un e décomposition . E n effet , l e domain e de s fonction s d u conséquen t d u moteu r 
d'inférence es t li é directemen t a u degr é d'appartenanc e de s variable s e n cause . E n d'autre s 
termes, le s règle s on t un e influenc e limité e à  u n sous-espac e su r l e résulta t d u modèl e flou. 
La superpositio n d e ce s sous-espace s es t défini e pa r l'univer s d e discour s d'un e règle . Donc , 
un intervall e donn é d e la  sorti e n'es t caractéris é qu e pa r u n sous-ensembl e d e règle s conn u à 
priori. Alors , i l s'agi t d'inverse r ce s sous-ensemble s pou r obteni r l'inversio n complèt e d u 
modèle. L a principal e lacun e d e cett e méthod e résid e dan s l'ordr e résultan t d e la 
décomposition. E n effet , u n modèl e TS K d'ordr e zér o ayan t de s fonction s d'appartenanc e 
triangulaire génèr e u n systèm e d'équatio n d'ordr e un . C e systèm e es t facilemen t inversibl e e t 
le résulta t d e l'inversio n demeur e d'ordr e un . Ainsi , nou s pouvon s implante r c e résulta t dan s 
un moteu r d'inférenc e d e type TS K d'ordr e un . Cependant , c e processus n'es t pa s applicabl e 
à u n modèl e TS K d'ordr e supérieur , ca r l e résulta t d e l'inversio n n e peu t pa s êtr e implant é à 
nouveau. U n exempl e présent é dan s le s page s qu i suiven t illustr e c e problème . Malgr é tout , 
le concep t d'inversio n pa r sous-ensembl e d e règle s demeur e applicabl e a u problèm e d'ordr e 
un e t nous l'exploiteron s différemment . Maintenant , nou s pouvon s défini r plu s exactemen t l e 
processus d'inversio n proposé . 
Afin d e mieu x comprendr e l e problème , déterminon s l e modèl e invers e analytiquement . 
Illustrons c e processu s pa r u n exempl e simpl e synthétiqu e à  un e entré e e t à  un e sorti e 
comportant deu x règle s d'inférence . C e modèl e flou  peut-êtr e interprét é comm e étan t u n 
sous-système d'u n modèl e plu s grand . C'es t d'ailleur s cett e propriét é d e décompositio n qu e 
les techniques d'inversion d e modèle de type TSK existantes utilisent . L'univer s de discours 
de l'entrée es t décrit par la figure 2.11. 
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Figure 2.11 Définitio n d e l'univers de discours du modèle direct. 
Nous pouvon s représente r mathématiquemen t le s deux courbe s d e la figur e 2.1 1 pa r les 
relations linéaires suivantes : 
y)=-x 
(2.6) 
Les équation s suivante s définissen t l e conséquen t de s deux règle s d'inférence s présent é 
respectivement dans l'ordre : 
r, ( .v)-2x-hl0 
i\{x)^x +  \5 
(2.7) 
On suppose qu e ces deux équation s définissent l e comportement moye n de l'application sur 
l'intervalle défini t pa r leur fonction d'appartenanc e respective . 
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À partir de ces deux ensembles d'équations précédentes , nous pouvons déterminer l'équatio n 
de la sortie du système d'inférence flou suivante : 
v = _/;(x).r,(x) + ,/,(x).r,(x) 
(2.8) 
La figure 2.12 présente la valeur de sortie, la contribution u n (  /, (x)»/-, (x)) e t l a contribution 
deux (/ , (x)«/-T (x)) d u système d'inférence flou. 
Comme vous le remarquez, l'ordre du système d'inférence flou  dépen d à la fois de l'ordre de 
la fonction d'appartenanc e e t de celle du conséquent d e la règle. Dan s l e cas présent, l'ordr e 
est d e deux . Nou s pouvon s obteni r l'invers e d e cett e fonctio n analytiquement . Toutefois , i l 
existe deu x solutions , mai s un e seul e d'entr e ell e correspon d a u domain e d e l a fonctio n 
directe. Nous conserverons cett e dei^ nière pour poursuivre l'analyse . L a figure 2.13 présent e 
le résultat de l'inversion suivi e d'une restriction sur le domaine. 
Figure 2.12 Sorti e du modèle directe et contribution des règles. 
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Figure 2.13 Fonctio n réciproque exacte obtenue analytiquement . 
La méthode proposée dans le cadre de ce projet s e décompose en deux étapes : 
1. Inverse r le conséquent de chacune des règles; 
2. Défini r le s univers de discours des entrées. 
Poursuivons l'exempl e précéden t e n appliquan t ce s étapes . Inverson s d'abor d le s fonction s 
du conséquent des règles (2.6). 
r',(v) =  ( j -10 ) /2 
r',{y) =  y-\5 ^ 2.9 ) 
Nous désirons utiliser un système d'inférence flou  de type TSK d'ordre u n et nous venons de 
définir l e conséquent des deux règles du modèle inverse. Maintenant, nous devons définir le s 
fonctions d'appartenanc e d e l'entré e afi n qu e l e modèl e flou  soi t éga l à  l'inversio n 
analytique. L'équatio n suivant e permet de calculer la sortie du modèle inverse : 
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-V = / ' , ( . vK, (.y) + /'2 (>')•'•': (3') (2.10 ) 
où f'i^  i^)'-  ^  "  fonctio n d'appartenance du modèle inverse 
r'^ (x) •.=  k"'""' fonctio n définissant le conséquent du modèle inverse 
Toutefois, nou s n e connaisson s pa s le s foncfion s d'appartenanc e d u modèl e indirect . Pou r 
résoudre le problème, il faut élimine r un degré de liberté en imposant une contrainte. 
.r, (>') + / ': (3' ) = 1 (2.11 ) 
Donc. 
^ = .f\{yyy{y) +  y.r^{y)yyAy) (2.12) 
En utilisan t l e résulta t analytiqu e détermin é plu s tô t e t e n résolvan t l'équatio n précédente , 
nous pouvons déterminer l a fonction d'appartenanc e exacte . La figure 2.14 présente ces deux 
fonctions permettant d'obteni r l'inxers e exact du modèle flou direct. 
Le maximum d e ces courbes correspon d à  la projection de s fonctions d'inférenc e d u modèle 
directe ver s l e codomaine . E n d'autre s termes , ce s point s son t le s image s de s maximum s 
d'appartenance d u domaine du modèle direct . Malheureusement , le s fonctions standard s (pa r 
exemple, trapézoïdale , triangulair e e t gaussienne) n e peuvent pa s représente r fidèlement  ces 
courbes. Donc , nou s avon s chois i d e le s approxime r pa r de s fonction s ti'iangulaires . Nou s 
avons choisi cette fonction pou r les raisons suivantes : 
1. Simplicit é d'implantation ; 
2. Diminutio n d e la complexité du système d'inférence . 
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Figure 2.14 Fonctio n d'appartenance exact e du modèle inverse. 
Pour définir une fonction triangulaire , il faut identifier troi s points. Dans l'ordre, nous devons 
connaître l e premie r minimum , l e maximu m ains i qu e l e dernie r minimum . Puisqu e l a 
somme de s degré s d'appartenanc e es t éga l à  un , l e premie r minimu m correspon d a u 
maximum d e l a fonctio n précédent e e t l e dernie r minimum , a u maximu m d e l a fonctio n 
suivante. Donc , pou r défini r complètemen t l'univer s d e discour s d'un e entré e d u modèl e 
inverse, i l suffi t d e calcule r le s image s correspondan t au x point s maximu m de s fonction s 
d'appartenance d u modèle direct. La figure 2.15 illustre l'approximation proposée . 
La principale lacune est le décalage du point de coupure comme l'illustr e l a figure 2.15. Pour 
éviter c e problème , e t ains i améliore r l'approximation , nou s pourrion s utilise r un e fonctio n 
trapézoïdale. Cependant , nou s devrion s détermine r deu x paramètre s supplémentaires . D e 
plus, pou r localise r ce s points , nou s devrion s connaîtr e l e comportemen t de s fonction s 
d'appartenances exactes . C'es t pou r cett e raiso n qu e le s fonction s triangulaire s son t plu s 
simples d'implantatio n e t qu e nous préférons utilise r ce s dernières . Maintenant , nou s avon s 
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tous le s éléments pou r mettr e en application l a méthode d e découplage su r une application 
industrielle. 
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Figure 2.15 Approximatio n de s fonctions d'appartenance d u modèle inverse. 
2.4 Applicatio n de la méthode de découplage au four de thermoformage 
Le fou r d e thermoformag e es t un e application industriell e s'adaptan t parfaitemen t à  la 
méthode élaboré. Dans cette section, nous présenterons le s étapes du processus de conception 
appliqué à ce procédé. 
2.4.1 Définitio n de s univers de discours des entrées 
La première étape du processus de développement es t de déterminer le modèle flou direct du 
système à l'étude. Pou r ce faire, nous devons définir le s univers de discours des entrées. Les 
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consignes d e températur e de s différent s élément s chauffant s constituen t le s entrée s d e c e 
système. Alors, les paramètres suivant doivent être identifiés pour toutes entrées : 
1. L a plag e d u domain e couvert e (l a températur e minimu m e t maximu m d e l'élémen t 
chauffant pa r exemple); 
2. L e nombre de fonction d'appartenance. 
Dans le cadre de ce projet, nou s avons choisi de fixer le nombre de fonctions d'appartenanc e 
à trois pour diminuer l a complexité d u système d'inférence flou.  D e plus, nous proposons de 
placer le s maximums d'appartenance a u centre de la plage, puisque nous n'avons pas à priori 
de connaissances précises du système. 
Une caractéristiqu e particulièr e à  c e procéd é nou s perme t d e simplifie r grandemen t cett e 
étape. E n effet , toute s le s entrée s son t homogènes . E n d'autre s termes , c e son t tou s de s 
éléments chauffant s e t l a seul e distinctio n es t leu r localisatio n dan s l e four . Donc , tous le s 
univers d e discour s peuven t utilise r l a mêm e définition . L'étap e suivante , pou r obteni r l e 
modèle direct, est d'identifier l'informatio n nécessair e à l'appi-entissage. 
2.4.2 Constructio n d e la base de données 
Pour effectue r l'apprentissage , nou s devon s déteni r certaine s information s su r l e 
comportement d u système . Dans l e cadre de ce projet, nou s effectuons u n contrôle e n fin de 
cycle pour des raisons économiques. Alors , la base de données es t constituée d'infomiation s 
obtenues à la fin du cycle de chauffage. Normalement , le s tests sont effectués su r un système 
réel. Pa r conséquent , l a méthod e expérimental e doi t êtr e adapté e pou r teni r compt e d e l a 
variabilité de s données . Dan s notr e cas , c e processu s n'es t pa s nécessaire , ca r le s donnée s 
sont obtenues par la simulation d'un modèl e mathématique. 
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Les uplets d e la base de données sont constituées des informations suivante s : 
1. L a consigne de température appliquée à toutes les entrées du système; 
2. L a température de toutes les sorties à la fin du cycle. 
Pour s'assure r d e bie n représente r l'espace , toute s le s intersection s de s univer s d e discour s 
ainsi qu e l a combinaiso n de s limite s de s plage s d e ce s univer s doiven t êtr e incluses . Pa r 
exemple pou r u n systèm e à  deux entrée s e t utilisan t troi s fonction s triangulair e pou r défini r 
l'univers d e discours (semblable à  la figure 2.8, mais ayant une étendue d e 425°K à  625°K), 
le nombre de uplets minimum est égal à seize. La figure 2.16 illustre ce cas. 
Figure 2.16 Exempl e du nombre minimum de uplets pour définir l'espace . 
Ensemble d'attributs définissan t un e entrée d'une base de données. 
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Les ligne s e n pointill é corresponden t à  l'intersectio n de s fonction s d'appartenanc e dan s 
l'espace e t le s ligne s pleines , le s limite s de s plage s d'entrées . Le s uplet s nécessaire s son t 
identifiés pa r des cercles. 
2.4.3 Identificatio n de s fonctions linéaire s du conséquen t 
Pour terminer la modélisation floue directe du système, il faut identifier , à  partir des données, 
les fonction s décrivan t l e comportemen t moye n d u systèm e pou r chacu n de s sous-espace s 
correspondant au x règle s respectives . L e krigeag e dua l utilis e seulemen t un e parti e de s 
données associées à  ces sous-espaces puisque nous voulons que la fonction représent e à  plus 
de 50 % le comportemen t d u système . I l fau t effectue r c e calcu l autan t d e foi s qu'i l y  a  de 
règles multiplié par le nombre de sorties. Le nombre de règles dépend quan t à  lui du nombre 
d'entrées élevé au nombre de fonctions d'appartenance d'u n univer s de discours. 
2.4.4 Inversio n du modèle flou direct 
Essentiellement, l a méthode rest e l a même que pou r l'exempl e à  une entrée e t à  une sortie . 
La seule différence es t dans l'inversion de s fonctions linéair e du conséquent de s règles. Pour 
simplifier l e développement , nou s avon s propos é un e décompositio n d e l a structur e d u 
module d e découplag e comm e l'illustre  l a figure  2.5 . Pou r l'occasion , nou s revenon s à  l a 
forme précédent e pou r clarifie r l'inversion . Ainsi , l e conséquen t d e l a règl e possèd e n 
fonctions linéaire s associées à  n sorties e t l'antécédent possèd e n  entrées. Par l a structure du 
problème, nou s avon s un e applicatio n linéair e bijective . Donc , nou s pouvon s obteni r 
facilement l'invers e d e ce système pour chacune de s règles comm e nous l'avons fai t pou r le 
cas SISO. De plus les fonctions d'appartenanc e d u nouveau modèl e peuvent être calculées de 
la mêm e manièr e qu'illustré e pa r ce t exempl e à  l'exceptio n qu e l'applicatio n es t 
multidimensionnelle. 
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2.5 Remarqu e particulière appliquée au four de thermoformage 
Nous avon s présent é l e processu s pou r obteni r u n modul e d e découplag e permettan t 
seulement d'atténue r le s interaction s puisqu e l a méthod e n'es t pa s exacte . Cependant , 
l'interprétation d u modul e es t u n aspec t intéressant . E n effet , l e modul e détermin e l e gai n 
réciproque d u procéd é l e plu s appropri é à  une situation . E n d'autre s terme , c'es t comm e s i 
nous avions effectué plusieur s linéarisation s du système à  différentes condition s d'opératio n 
et. en exploitation, nou s avions sélectionn é l a meilleure approximation . Donc , notre modul e 
exploite un e stratégi e à  gain adaptati f pou r pallie r a u problèm e d e non-linéarité . C e résulta t 
est dû simplement à  la sélection de s données et des entrées du système. En effet, le s données 
utilisées génèren t u n modul e d e découplag e «  statique en ti n d e cycl e ». S i nou s voulion s 
introduire u n aspect dynamique , nous opterions plutôt pou r des données incluan t le s états du 
système. Toutefois , ell e es t plu s adapté e a u domain e tempore l discret . Pa r conséquent , l e 
comportement résultan t d u modul e dépen d essentiellemen t d e l a manièr e d'utilise r 
l'approche proposée . 
Dans ce chapitre , nou s avon s établ i un e méthode pemiettan t d e détermine r le s fonctions d e 
découplage de s entrées . Cett e méthod e propos e d'utilise r le s donnée s caractérisan t l e 
comportement d u système. La pi-emière étape est de déterminer u n modèle direct du système 
puisque l'apprentissag e es t plu s simpl e e t beaucou p moin s long . L a second e étap e es t 
d'inverser l e modèl e direct . Dan s l a littérature , nou s n'avon s pa s trouv é d e méthod e 
d'inversion exact e permettant l'inversio n d u modèle tel que construit. C'es t pou r cette raison 
que nou s avon s propos é un e procédur e permettan t d'obteni r un e inversio n approximative . 
Nous avon s égalemen t établ i qu'i l es t possibl e d'effectue r l'inversio n exacte , mai s le s 
fonctions d'appartenanc e résultante s son t complexe s à  implanter . Ironiquement , l a fonctio n 
de découplag e obten u n'es t rie n d e moin s qu'u n contrôleu r e n boucl e ouverte . Donc , l a 
méthode n'es t pa s robust e au x perturbations . E n effet , l e contrôleu r n' a pa s l a capacit é d e 
récupérer l'erreu r e n régim e permanent . Pou r remédie r à  c e problème , nou s proposon s 
d'ajouter un e boucl e d e régulatio n e n utilisan t l a théorie d u contrôl e e n fin  de cycle abord é 
par Gauthier (2009). 
CHAPITRE 3 
COMMANDE FLOUE TILC 
La commande e n fin  de cycle pa r apprentissag e successif , o u «  Terminal Itérativ e Learnin g 
Control »  (TILC), perme t l'asservissemen t d'u n procéd é don t le s grandeur s mesurable s n e 
peuvent pa s êtr e évaluée s e n cour s d e cycle . Donc , l a correctio n d e l a command e utilis e 
seulement l'information disponibl e à la fin du cycle de production (Gauthier , 2009, p. 47). La 
principale motivation , quan t à  la prise de mesure en fin de cycle, est d'élimine r le s onéreux 
capteurs d e température à  l'intérieur d u four . Ce s dernier s seraien t remplacé s pa r u n ridea u 
optique situ é à  l a sorti e d u fou r d e thermofomiage . Ainsi , un e plu s grand e flexibilité  serai t 
possible quant au point de mesure de la température à la surface de la feuille à  thermoformer . 
Dans ce chapitre, nous présenterons l a structure de commande proposée pour asservir l e four 
de thermoformage . Pa r l a suit e nou s introduiron s l a command e e n fin  d e cycl e pa r 
apprentissage successi f flou.  Pa r ailleurs , l a logique floue a  déjà ét é utilisée pou r concevoi r 
des approches d'asservissement IL C (Chien, Hsu et Yao, 2004). C e projet étendra l'usage de 
la logique floue à  l'approche TILC . Finalement, nous décrirons le s différentes étape s menant 
à l'élaboration d'u n contrôleur . 
3.1 Structur e de la commande 
La structur e d e command e proposé e pou r implante r l a lo i d e command e s'inspir e de s 
méthodes numérique s d e simulatio n ufilisan t u n prédicteur-correcteu r pou r améliore r l a 
précision. E n effet , l e module d e découplage développ é a u chapitr e précéden t nou s perme t 
d'esfimer le s entrées à  appliquer pou r obtenir l e profil d e température désir é puisqu'i l es t en 
fait l a fonctio n réciproqu e d u système . Malgr é le s perturbation s e t le s erreur s d e 
modélisafion, nou s avon s plu s d e chanc e d'obteni r un e petit e erreu r à  l a première itération . 
Pour corriger l'erreur résiduelle , nous devons introduire une rétroaction su r les cycles dans la 
structure. L'asservissemen t d'u n systèm e requier t toujour s l e calcu l d'erreur s entr e l a sorti e 
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désirée et la sortie obtenue. Donc, sans perte de généralité, l a ligure 3.1 présente le processus 
d'évaluation d e la commande. 
Profil de 
température 
/ désir é 
T 
Évaluation de la commande j 
en utilisant le module de [ 
découplage l 
T 
Essai sur le four 
de thermoformage 
T 
Calcul des erreurs 
T 
/ / 
Mémorisation ; 
des erreurs • 
\ \ 
T 
Modification du 
profI désiré pour 
compenser les 
erreurs (nLC) 
A 
Figure 3.1 Processu s d'évaluation d e la commande. 
Le principal avantag e d e cette structure es t la modularité. En effet, l e module de découplage 
est complètemen t indépendan t d u module d e modification d e l a commande. Cett e approch e 
offre plu s de flexibilité au dé\ eloppeur puisqu'il peu t choisir d'autres techniques pour chacun 
des modules. 
Pour arrime r l a command e TIL C flou à  cett e structure , i l suffi t d'utilise r l e domain e de s 
cycles. Plu s précisément , l'algorithm e ser a implant é dan s l e bloc nomm é «  Modification d u 
profil désir é pou r compense r le s erreurs ». Un exempl e d e mis e e n œuvr e d e l a command e 
sur l e modèl e d u fou r e n configuratio n à  douze capteur s e t à  douze élément s chauffan t es t 
présenté à l'annexe III . La prochaine section présente la commande TILC flou. 
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3.2 Command e TIL C floue 
Dans l e cadr e d e c e projet , nou s proposon s d'exploite r le s système s d'inférence s flous  pou r 
mettre e n œuvre l e TILC. Cett e lo i de commande devr a permettr e d'élimine r le s erreurs entr e 
le profi l d e chauffe e t l e profi l désir é tou t e n présentant de s caractéristique s d e stabilit é e t de s 
perfonnances satisfaisantes . 
L'ordre d u contrôleu r TIL C dépen d d e l'informatio n utilisée . Pa r exemple , un e command e 
TILC d'ordre s N  utiliser a le s N itération s précédentes . L'équatio n (3.1 ) perme t d e calcule r la 
commande à  appliquer à  l'itération suivant e pour u n contrôleur d'ordr e N . 
u[k + ]yf^yu[k-i]+K,yy,[k-i]-y,[k~i])) 
(3.1) 
oit u  [k  ^:= La commande appliquée au cycle k; 
A^  := L'ordre du contrôleur; 
y^  [k] :- La sortie désirée au cycle k; 
y^ [k] := La sortie mesurée au cycle k; 
L, := Le gain sur la commande appliquée au i"'^ " cycle antérieur; 
A.' :- Le gain sur l'erreur au i"""' cycle antérieur. 
Pour l'asservissemen t d u fou r d e thermoformag e nou s avon s choisi , pou r débuter , 
d'implanter u n TILC d'ordr e u n (3.2) . 
ii\k + \]^u\k]-\-Au\k] 
(3.2) 
oi, Au[k]^K,{yj-y,[k]) 
Par la  suite , nou s avon s chois i d'implante r u n TIL C d'ordr e deu x (3.3 ) pou r améliore r l a 
robustesse d e l a command e (Gauthier , 2009 , p . 56) . Vou s obtiendre z davantag e d e détail s 
dans l a secfio n dédié e à  l'applicatio n a u fou r d e thermoformage . Maintenant , nou s devon s 
inclure u n système d'inférence flou  dan s ces deux algorithmes . 
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u[k +  \] = f'u[k]+ L,'u[k  -\]+Au[k] 
où yk]  =  K, {y, -V , [^]) + A-, ( V, -V, [^-1] ) 
(3.3) 
La variatio n d e command e Au[k^  es t un e compositio n linéair e de s erreur s de s cycle s 
antérieurs. Dépendammen t de s condition s d'opération , l e gai n optima l peu t varier , ca r l e 
système à  l'étude es t non-linéaire . Donc , nous devons choisi r u n gai n qu i assur e l a stabilit é 
du système dans toutes ces conditions. Toutefois, c e choix implique une dégradation certain e 
des performances. Pou r remédier à ce problème, nous proposons de calculer la variation de la 
commande A;/[A: ] en utilisant un système d'inférence flou. 
Système équivalen t 1 
r Vd 
Mémoire 
TILC FLO U 
^"••^ « ^ " " ^ 
TILC FLO U 
A 
• 
^^ ^^  
> 
Module de 
découplage 
• 
^ ^ " Systèm e " " " 
> 
Mémoire 
+ 
Système équivalen t 2 
Figure 3.2 Exempl e d'implantation d e la commande TILC floue. 
Pour mettr e e n œuvr e u n TIL C d'ordr e un , i l s'agi t d e concevoi r u n systèm e d'inférenc e 
simple entrée et simple sortie (SISO). Dans le cas du second ordre, nous devons concevoir un 
système d'inférenc e mulfipl e entrée s e t simpl e sorti e (MISO) . Comm e vou s l e remarquez , 
nous n'avons , dan s le s deu x cas . qu'un e seul e sorti e mêm e s i nou s traiton s u n problèm e 
MIMO. Rappelons-nou s l e rôl e d u modul e d e découplage . C e modul e es t utilis é pou r 
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éliminer, o u atténuer , le s interaction s existantes . Donc , l e résulta t d e l'assemblag e d e c e 
module au système est la décomposition en plusieurs systèmes SISO équivalents. Alors, nous 
n'avons qu' à asservi r ce s différent s système s pou r atteindre notr e objecti f d e commande d u 
système MIMO . D e plus , dan s l e cadr e d e c e projet , le s grandeur s à  asservi r son t toute s 
identiques. E n effet , nou s pouvon s utilise r l a mêm e command e TIL C pou r le s différent s 
systèmes équivalents. La figure 3.2 illustr e ce concept. 
3.3 Méthod e de conception d'un TILC flou 
Jusqu'à maintenant , nou s avon s défin i l a structur e d e l a commande . Nou s avon s 
préalablement établ i que la variation de la commande est calculée par un système d'inférenc e 
flou. Dan s cett e section , nou s présenteron s l e processu s pou r développe r cett e portio n d u 
contrôleur. 
3.3.1 Systèm e d'inférence flou 
Comme vous l e remarquez, l e contrôleur d e l'étud e préliminair e n'es t pa s très différent . Pa r 
ailleurs, un parallèle entre le s contrôleurs TILC e t le s contrôleurs PI D est souligné pa r Chen 
(1997). Pou r cett e raison , le s outil s développé s dan s l e cadr e d e cett e étud e peuven t êtr e 
utilisés. Vous remarquez beaucoup de similitude entre les deux en ce qui concerne le système 
d'inférence flou. 
Définition d u type de système d'inférence flou 
Nous avon s décid é d'utilise r l e typ e TS K d'ordr e zéro . L a continuit é d e l a surfac e d e 
commande est garantie lorsqu'on utilis e le TSK. Dans notre cas, c'est u n avantage indéniabl e 
puisque nou s ufiliseron s u n algorithm e génétique . D e plus , c e systèm e d'inférenc e flou  es t 
beaucoup moins lourd que celui de Mamdani. 
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Nous avons décidé d'utiliser u n ordre zéro pour facilite r l'interprétatio n d e notre contrôleur . 
En effet, c e cas particulier peut être comparé à un système d'inférence flou  de Mamdani avec 
des « singletons » comme fonctio n d'appartenanc e d e sortie. Ceci signifi e simplemen t qu e la 
fonction situé e dans le conséquent des règles d'inférence es t une valeur constante. 
Définition de s ensembles flous 
La définition de s ensembles flous se divise en deux grandes étapes. La première étape est de 
définir l e nombre d e fonctions d'appartenanc e définissan t l'univer s d e discours. La second e 
étape est de définir le s fonctions d'appartenance. 
Ensembles flous d'entrées 
La complexit é d u moteu r d'inférenc e croî t rapidemen t ave c l'ajou t d e fonction s 
d'appartenance e n entrée . C e choi x es t plutô t arbitraire . Toutefois , ave c u n minimu m d e 
connaissance d u système , nou s avon s décid é d e limite r l e nombr e d e fonction s 
d'appartenance à  cinq. Cependant , pou r obtenir plu s de flexibilité  nous pourrions opte r pou r 
sept fonctions . D e plus, nous avons normalisé l'univer s d e discours de -1 à 1 . Pour ce projet , 
nous avons choisi de s fonctions triangulaires . Pour définir l a position des fonctions , i l existe 
deux possibilités . L a premièr e possibilit é es t d'interroge r u n exper t e t l a seconde , es t d e 
placer uniformémen t le s fonction s su r l'intervall e (Cordo n et  al,  2001 , p . 39) . Nous avon s 
choisi l a second e solution , ca r nou s allon s d e tout e faço n adapte r l'ensembl e d e sortie . L a 
figure suivante présent e l'ensembl e flou d'entrée utilis é pour ce projet . L e nombre d'entrée s 
dépend de l'ordre du contrôleur TILC. 
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Figure 3.3 Ensembl e flou  d'entrée . 
Ensemble flou de sortie 
Comme nous l'avon s précis é plu s tôt , nous avons chois i u n moteur d'inférenc e flou  d e type 
TSK d'ordre zéro . Donc, l'ensemble d e sortie es t une série de singletons. Pou r offrir plu s de 
capacité d'adaptation , nou s avon s fixé  l e nombr e d e singleton s éga l a u nombr e d e règle s 
d'inférence. 
Définition de s opérateurs 
Le typ e d e moteu r d'inférenc e nou s impos e l'opérateu r d'implicatio n e t d'agrégation . 
Respectivement, nou s devon s utilise r l e produit e t l a somme pou r effectue r ce s traitements . 
Pour l a foncfio n «  ET » nou s avon s chois i d'ufilise r l'opérateu r minimal . Nou s pourrion s 
également ufilise r l e produit . L a fonctio n «  O U » n'es t pa s utilisé e dan s l a définitio n de s 
règles. Nous l'avons imposé e arbitrairement à  l'opérateur maximum . Pour la défuzzification , 
nous avons sélectionné la moyenne pondérée des sorties. 
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Définition de s règles d'inférenc e 
La définition de s règles d'interférence es t très simple. En optimisant l'ensembl e d e sorties, la 
topologie d u moteu r d'inférenc e demeur e constante . Précédemment , nou s avon s chois i 
d'utiliser de s fonction s linéaire s d'ordr e zér o dan s l e conséquen t de s règles . E n d'autre s 
termes, nou s utilison s u n term e constant . Pou r facilite r l e travail , toute s le s N règles seron t 
associées à  un paramètre P, . Notez que le s variables P , où i= {1,2.... , N} correspondent à  la 
position du i^""*^ singleton. 
3.3.2 Méthod e intuitive pour définir la position des singletons 
La premièr e méthod e proposé e repos e su r le s connaissance s d'u n expert . Cett e méthod e 
consiste simplemen t à  défini r l e conséquen t d e l a règl e e n formulan t un e question . Nou s 
privilégions cette approche pour l'apprentissage d'u n contrôleu r TILC d'ordre un , car elle est 
rapide e t abordable . L a complexité d u second ordre , due au grand nombr e d e combinaisons, 
rend cependan t l a tâche plu s ardue . Donc , nous proposons un e second e méthod e permettan t 
d'atteindre de s objectifs concurrent s tels que la rapidité et la convergence monotone. 
3.3.3 Algorithm e génétique pour définir la position des singletons 
Les algorithme s génétique s (AG ) son t de s oufil s d'optimisatio n plu s efficace s qu'un e 
recherche exhaustiv e d e l'espace , ca r il s convergent plu s vit e ver s d e bonnes solufions . Pa r 
ailleurs, l a recherch e exhaustiv e es t parfoi s irréalisable . D e plus , l'utilisatio n de s A G 
n'impose pa s d e condition s contraignante s quan t à  l a fonctio n à  optimiser . Pa r exemple , l a 
fonction n' a pas besoin d'être dérivable ou linéaire. 
Pour notre applicafion, nou s avons jusqu'à 2 6 paramètres à déterminer simultanément . Donc, 
l'espace d e recherch e es t trè s gran d e t i l es t impossibl e d'évalue r toute s le s combinaison s 
dans un temps raisonnable avec les outils informatiques actuels . Cette dernière affirmation n e 
signifie pa s obligatoiremen t qu e le s A G représenten t l a solutio n universell e au x problème s 
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d'optimisation. Le s caractéristiques d e l'espace d e recherche affecten t égalemen t l'efficacit é 
de ce genre d'algorithme. 
Dans cett e section , nou s présenteron s l'algorithm e utilis é pou r automatise r l e processu s d e 
définition d u conséquent de s règles d'inférence. Nou s justifierons le s choix de la méthode de 
codage ains i qu e l a définitio n d e l a fonctio n d e coût . Nou s indiqueron s égalemen t l a 
procédLire pour définir le s paramètres et les opérateurs génétiques. 
Présentation d e l'algorithm e 
Pour l'automatisatio n d e l a définitio n d u conséquen t de s règle s d'inférence , nou s avon s 
choisi un e variante de l'algorithme génétiqu e simple (AGS). Cette variante est présentée à  la 
figure 3.4. U n AGS es t exécuté plusieurs foi s e n inséran t l a meilleure solutio n d e l'itératio n 
précédente. Cette approche permet de raffiner l a solution d'une itératio n à l'autre. 
Pour l'implantation, nou s avons décidé d'ufiliser «  MATLAB »  puisque nos simulations sont 
exécutées su r cett e plateforme . Nou s avon s décid é d'utilise r u n «  toolbox »  extern e 
(Chipperfield et  al,  N.d. ) qu i offr e de s fonction s pou r mettr e e n œuvr e rapidemen t de s 
algorithmes génétiques . L e scrip t e t le s fonctions pou r l'implantatio n d e cet algorithme son t 
présentés en annexe IV de ce document. 
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Figure 3.4 Algorithm e génétique proposé . 
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Justification 
Avant d'adopte r cett e approche , nou s avon s tent é d'utilise r u n AG S pou r résoudr e notr e 
problème lor s de l'étud e préliminair e (voi r annexe V) . Les premiers test s étaien t concluant s 
et nou s arrivion s à  trou\e r de s solution s intéressantes . Toutefois , l'AG S n e donnai t pa s 
systématiquement d e bonne s solutions . E n effet , parfois , l'algorithm e convergeai t \er s de s 
optimums locau x indésirables . E n consultan t le s chromosomes de s dernière s génération s d e 
ces cas , nous avon s remarqué qu'i l n' y avai t plu s beaucou p d e diversité . Donc , nous avons 
tenté d e change r le s probabilité s d e mutatio n pou r remédie r à  c e problème . Nou s avon s 
observé un e sensibl e amélioration . E n effet , un e probabilit é d e 0. 5 permettai t d'obteni r di x 
fois su r vingt un résultat acceptable. Une probabilité de 0,7 permettait d'obteni r neu f fois su r 
vingt u n résulta t acceptable . Nou s avon s égalemen t observ é qu e l a populatio n d e dépar t 
influençait l a convergence de l'algorithme. 
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Figure 3.5 Comparaiso n d e l'algorithme génétique simple et itératif . 
Dans la littérature, i l est suggéré d'introduire dan s la population initial e des individus connus 
pour améliore r l a rapidit é d e convergenc e (Benahmed , 2002) . Dan s notr e cas , nou s n e 
connaissons pa s nécessairemen t d e bonne s solution s avan t l'exécution . Donc , nou s avon s 
déterminé un e premièr e solutio n ave c notr e AGS , pour ensuit e l'introduir e dan s l a second e 
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itération. Ainsi , nous espéron s affiner , a u fu r e t à  mesure, l a solution obtenu e à  la première 
itération. E n effet , l e bagag e génétiqu e es t renouvel é à  chacune de s itérations . Donc , nou s 
améliorons no s chance s d'obteni r d e bonne s solutions . L a figure  3. 5 montr e l a différenc e 
entre l'AGS e t l'algorithme itérati f suggéré précédemment. Nous avons exécuté vingt foi s les 
algorithmes et identifié l a meilleure solution de ces réplications. 
Cette méthode diminue l'impac t d e la population initial e et l'effet d e la convergence vers des 
optimums locaux . De plus , l a variabilité obtenu e es t significativemen t inférieur e e n utilisan t 
l'algorithme génétiqu e itérati f Veuille z note r qu e le s paramètre s utilisé s pou r l'exécutio n 
seront justifiés subséquemment . Puisqu e l'AG S es t u n ca s particulie r d e notr e algorithme , 
nous utiliseron s l'AG S pou r défini r le s opérateur s génétique s e t leur s paramètres . Nou s 
utiliserons le problème de l'étude préliminaire (annexe V) pour effectuer le s tests. 
Méthode de codage 
La méthod e d e codag e es t l e premie r élémen t à  déterminer . E n effet , le s autre s opérateur s 
dépendent d e c e choix . Pou r représente r notr e chromosome , nou s avon s l e choi x entr e un e 
représentation réell e o u binaire . Pou r l e codag e binaire , i l es t possibl e d'utilise r un e 
représentation standar d o u bie n un e représentatio n suivan t l e cod e Gray . Cett e dernièr e 
diminue l'effe t d e l a discontinuit é d e l'espac e d e représentatio n (Herrera , Lozan o e t 
Verdegay, 1998) . Donc , l e codag e binair e standar d es t éliminé , ca r l e risqu e d'un e 
convergence prématurée ver s un optimum local est plus élevé. Pour la représentation binaire , 
la longueu r d'u n gèn e dépen d d e l a précisio n o u d e l a résolutio n qu e l'o n désir e obtenir . 
Donc, l a longueu r d u chromosom e grandi t rapidemen t pou r améliore r l a précisio n d e l a 
solution. Nous savons que la rapidité de convergence dépend également d e la longueur de ce 
chromosome. De plus, les bornes inférieure s e t supérieures doiven t êtr e connues . Dans notre 
situation, nou s avon s défin i l a plag e selo n le s limite s raisonnable s d e foncfionnemen t d e 
notre procédé . Cett e dernièr e limitatio n n e nou s affect e pas . Toutefois , lor s d e l'évolution , 
l'algorithme optimis e tou s le s paramètre s de s gène s e n simultanés . Nou s savon s qu e le s 
chiffres le s moin s significatif s d e l a représentatio n n e son t pa s important s a u débu t d u 
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processus. Alors , des effort s inutile s son t déployé s a u dépar t pou r optimise r ce s paramètre s 
(Herrera, Lozan o et Verdegay, 1998) . La représentation réell e ne rencontre pas ce problème. 
De plus , cett e représentatio n es t plu s naturell e selo n ce s auteurs . Donc , nou s avon s chois i 
cette représentatio n comm e méthod e d e codage . L'implantatio n d e cett e méthod e es t 
également beaucou p plu s simpl e e t n'exig e pa s d e conversion . D e plus , c e nombr e d e 
paramètres es t diminu é puisqu e nou s n'avon s pa s à  défini r l a longueu r d u gène . Plu s 
précisément, un gène correspond à  un singleton d'une règl e de notre système d'inférence flou 
ou à la constante d'une fonctio n d e sortie d'un TS K d'ordre zéro . Donc, la valeur réelle d'u n 
gène est directement utilis é dans le FIS. La longueur du chromosome es t directement lié e à la 
taille du FIS . En effet, nou s avons choisi t d'assigne r u n singleto n pa r règle d'inférence pou r 
permettre plus de flexibilité. Par exemple, dans le cas de notre commande en fin de cycle par 
apprentissage itérati f flou d'ordre deu x que nous présenterons ultérieurement , nou s avons 25 
règle o u singleton s e n plu s d'un paramètr e d e pondératio n de s entrées antérieures . Donc , le 
chromosome se compose de 26 gènes. 
Opérateurs génétiques 
Les opérateur s généfique s sélectionné s on t u n impac t impoilan t su r l e comportemen t d e 
l'algorithme. Nou s vous rappelons qu e les opérateurs utilisé s dans l e cadre de ce projet son t 
les mêmes pour les deux algorithmes présentés plus tôt. 
Fonction d'évaluatio n 
La fonctio n d'évaluatio n qu e nou s avon s choisi e es t l e classement . Plu s précisément , l a 
méthode assigne une valeur entre zéro et deux selon l a position relative de l'individu dan s la 
population. «  Cette méthod e perme t d'évite r l a convergenc e prématuré e e t d'accélére r l a 
recherche quan d l a populatio n converg e ver s un e solutio n »  (Benahmed, 2002) . Pou r cett e 
raison, nous croyons que cette méthode est plus appropriée que la mise à l'échelle linéaire . 
53 
Sélection 
Deux outils de sélection son t disponibles. Le premier est la roulette biaisée et le second, est le 
« stochastic universa l samplin g » . L a roulett e biaisé e es t l a plu s utilisé e pou r l a mis e e n 
œuvre des AG (K.F . Man, 1999) . Par ailleurs, cet outi l correspon d exactemen t a u rôle de la 
sélection théorique, soit de favoriser le s individus qui ont une meilleure capacité d'adaptatio n 
sans toutefois élimine r le s mauvais candidats. Donc, cette méthode correspond à  nos besoins 
et sera utilisée. 
Mutation 
Le choix d e l a représentation réell e comm e méthod e d e codag e nou s impos e l e choix d e la 
méthode de mutation. L'outi l utilis é offre seulemen t l a fonction «  mutbga » pour l a mutation 
sur des populations à  valeurs réelle s (Chipperfiel d et  al,  N.d. , p . 2.17). L'équation suivant e 
montre le formalisme d e la méthode de mutation. 
Vf=V +  Rx Shrink  x  Delta x S 
ail K  := Variable avant  mutation; 
R:= y~  du  domaine  de  recherche; 
/ 2 (3.4 ) 
Shrink : = Paramètre de  restriction  sur  l'amplitude de  la  mutation; 
5 =  ±1, selon  la  probabilité  de  mutation; 
m - l 
DeUa = ^ û r , 2 ', or , = I avec la  probabilité  y^ç.  sinon  0 . 
Selon Chipperfield , cett e méthod e perme t d e visite r l e voisinag e d e l a variabl e ave c un e 
probabilité plu s fort e pou r de s changement s d e faibl e amplitud e à  l'intérieu r d'u n hyper -
cube. 
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Croisement 
Pour défini r l'opérateu r génétiqu e d e croisement , nou s avon s compar é expérimentalemen t 
par rappor t à  notre problèm e d e sélectio n le s différent s opérateur s disponibles . Nou s avon s 
utilisé l'AGS pou r produire ce s résultats . Nous a\ ons limité no s expérimentations au x outil s 
offerts dan s l e «  toolbox » . E n effet , troi s algorithme s d e croisemen t son t proposés . L e 
premier est le croisement discret . L'enfan t génér é par cet algorithme est obligatoirement dan s 
l'espace form é pa r le s différente s combinaison s d e gène s de s parents . E n d'autre s termes , 
l'enfant es t formé pa r le s gènes prélevé sur les parents. Le deuxième es t le croisement ligne . 
Les nouveaux gène s son t obtenu s en additionnant l e gène du premier paren t à  proportion d e 
la différenc e de s gène s de s deu x parents . L a proportio n es t constant e pou r tou s le s gène s 
calculés. Donc , l'enfant génér é peut sorti r de l'espace défin i pa r le s parents. Le troisième es t 
le croisement intermédiaire . Ce t algorithm e es t trè s semblabl e à  l a recombinaiso n ligne . La 
seule différence es t la variation du facteur d e proportionnalité. En effet, pou r toutes les paires 
de gènes des parents ce facteur change . La description complèt e des opérateurs est disponible 
dans l e manue l l'accompagnan t (Chipperfiel d et  al.  N.d.) . Le s figures  suivante s présenten t 
les meilleur s individu s d e ving t réplication s e n fixant  l a probabilit é d e mutatio n à  zéro . La 
méthode «  recdis » es t éliminée , ca r ell e n'offr e pa s d e bon s résultat s e n moyenn e e t 
converge tro p rapidement ver s des optimums locaux . L e choix entr e le s autres méthodes es t 
cependant moin s évident . E n effet , i l n' y a  pas de différenc e trè s significative . Nou s avon s 
préféré «  recint », ca r cett e méthod e sembl e donne r généralemen t d e meilleur s résultats . 
L'équation suivant e présente la méthode d'évaluation d u croisement «  recint ». 
(9, =P,xa(P-P,) 
où o , : = Enfant; 
P, : = Premier  parent; 
/*2 := Second parent; 
a ;-  Facteur  de  mise  à  l'échelle  variant  aléatoirement  [-0.25;l.25 ] 
pour toutes  les  paires  de  gènes  des  parents. 
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Figure 3.7 Comparaiso n de s opérateurs de croisement selon leur moment d'arrêt . 
Réinsertion 
Pour augmente r l a rapidit é d e l a convergence , i l es t souhaitabl e d'adopte r l e princip e 
d'élitisme. En effet l a propagafion du meilleur individu d'une génératio n à l'autre perme t de 
conserver u n focus ver s l a solution optimale . Lor s de nos tests préliminaires , nou s avion s 
constaté qu'i l étai t préférabl e d e propager u n seu l individu . E n effet, l a diversit é de s n-
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meilleurs individu s étai t faible . Donc , l a propagatio n d e plusieur s individu s favorisai t un e 
convergence prématurée à des optimums locaux. 
Fonction de coût 
La fonctio n d e coû t doi t êtr e adapté e a u problèm e à  résoudre . E n effet , l a recherch e es t 
guidée par cette foncfion. Selo n notre expérience, l'objectif d'optimisatio n doi t être clair pour 
améliorer le s chances de convergence. Donc, la fonction d e coût doit explicitement défini r l e 
comportement à  optimiser . Pa r exemple , s i u n dépassemen t es t inadmissible , u n coû t 
important doi t y  être associé . Donc , une fonctio n d e coû t bie n défini e n' a pa s d'impac t su r 
l'algorithme génétique , mai s ell e a  u n impac t importan t su r l e lie u d e convergence . Dan s 
notre cas, nous avons deux fonctions de coût à définir. L a première e.st utilisée pour effectue r 
l'étude préliminaire alors que la seconde, pour la définition de s contrôleurs TILC. 
Étude préliminaire 
Le bu t d e l'opfimisatio n d u conséquen t de s règle s d'inférenc e dan s l e ca s d e l'étud e 
préliminaire (annex e V ) est d'obteni r le s meilleures performances . E n contrôle , i l existe des 
mesures pou r qualifie r le s capacité s d'u n système . E n effet , l e temp s d e réponse , l e 
pourcentage d e dépassemen t e t l'erreu r e n régim e permanen t son t tou s de s exemple s d e 
critère. Donc , nou s utiliseron s ce s paramètre s pou r qualifie r l e degr é d'adaptatio n d'u n 
individu. D e plus , nou s imposeron s un e contraint e su r l a commande . L'objecti f d e cett e 
contrainte es t d e réduir e le s changement s brusque s d e l a positio n d e l a valve . Ainsi , nou s 
pourrons augmente r l a durée d e vi e util e de l'équipement . Nou s avon s chois i d e normalise r 
entre 0  e t 1  le s mesures . L e pourcentag e d e dépassemen t correspon d déj à à  c e critère . 
L'erreur e n régime permanent es t normalisée par rapport à  la consigne. Le temps de réponse 
est normalis é pa r rappor t a u temps de simulation . Cett e dernière normalisatio n peu t paraîtr e 
un pe u étrange . Toutefois , i l n e fau t pa s oublie r qu e toute s le s solution s son t comparée s 
suivant l e mêm e critère . Alors , mêm e s'i l n' y a  pa s d e significatio n physiqu e à  cett e 
normalisation, elle a une signification relafiv e pa r rapport aux autres solutions. Malgré tout, il 
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faut être prudent dan s l e choix d u temps de simulation . E n effet , nou s devons privilégie r u n 
temps raisonnablemen t lon g afi n d'atteindr e l e régime permanent . À  l'inverse , l e temps d e 
simulation tro p lon g diminuerai t l a sensibilit é d e l a normalisation . L a pénalit é su r l a 
commande est quant à elle déterminée suivant la relation suivant e : 
n - T.'  1  1  - i l iO  02-,\'oiiihrc tic  ili'ncn\cmciit  ilii  sciiil)  . \ 
Pénalité sur  la  commande  = min 11 ; e U (3.6) 
Le coefficient d e 0.02 a  été déterminé pou r autoriser u n nombre acceptabl e de transgressio n 
au seui l défini . Nou s avon s chois i u n seui l d e O.I qu i correspon d à  un taux d e variation d e 
l'ouverture d e l a valve d e 10 % par seconde. Finalement , l a fonction d e coût es t simplemen t 
la somme d e ces mesure s multiplié e pa r cen t pou r donne r plu s de sensibilit é à  l'algorithm e 
génétique : 
C = \ 0 +  '^''°/. +P  + ^''/ \\  0 0 
l y.„.  /Kl) 
oit D  := %  de  dépassement 
y^ : = Temps  de  réponse  ii  2% H  7 ^ 
r„„ : = Temps  de  simulation 
P := Péna/ilé sur  la  commande 
y^ : = Valeur  de  la  sortie  en  régime  permanent 
yj : = Valeur désirée 
Nous avon s chois i d e n e pa s applique r d e pressio n plu s important e su r l'u n o u l'autr e de s 
critères. Toutefois , selo n l e contexte , nou s pourrion s assigne r plu s d'importanc e à  u n de s 
éléments en le multipliant par un poids supérieur à 1. 
Contrôleur TILC 
Les objectif s d u contrôleu r TIL C son t semblable s a u précéden t cas . E n effet , l'erreu r e n 
régime permanen t doi t êtr e égalemen t minimisé e ains i qu e l e temps d e réponse . Toutefois , 
nous utilison s l e domaine de s cycles plutô t qu e l e domaine continu . Donc , la granularit é es t 
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grossière. Alors , nou s proposon s d'utilise r l'erreu r quadratiqu e cumulé e pou r remplace r ce s 
deux mesures . Cett e nouvell e mesur e es t adaptée e t conserve l'objecti f de s deux anciennes . 
En effet , s i un e erreu r e n régim e permanen t subsiste , l'erreu r cumulé e augmente . D e plus , 
une réponse lente aura une erreur cumulée plus grande qu'une réponse rapide. 
Le four d e thermoformage impos e égalemen t un e contraint e fonctionnelle . E n effet , i l n'es t 
pas souhaitable qu'un e feuill e d e plastique soi t surchauffée , ca r ell e risqu e d e coller su r le s 
éléments chauffant s situé s sou s cett e dernière . Donc , u n dépassemen t n'es t pa s admissible . 
Nous ajouterons , a u coû t d e l a solution , un e fort e pénalit é lorsqu e cett e situatio n s e 
présentera. L'équation suivant e présente le calcul effectué . 
C =  |£|,+;?'100 0 
où E  := Vecteur  d'erreur  d'une  sortie  (3.8 ) 
u := nombre  de  dépassement  de  la  consigne 
Choix des paramètres 
Les paramètre s de s opérateur s génétique s on t u n impac t importan t su r le s algorithme s 
génétiques. D e plus , i l n' y a  pa s d e solutio n universell e pou r résoudr e tou s le s problème s 
d'optimisation. Donc , le s paramètre s son t obtenu s expérimentalement . Toutefoi s pou r 
certains d'entr e eux , nou s avon s impos é un e valeu r pou r diminue r l e temp s d e 
développement. E n effet , le s paramètre s n e son t pa s indépendant s (Eiben , Hinterdin g e t 
Michalewicz, 1999) . D e plus , l a validatio n expérimental e requier t beaucou p d e temp s d e 
calcul. Donc, il est impossible de déterminer l a meilleure combinaison de paramètres dans un 
temps raisonnable. 
Taille de la population 
La taill e d e l a populatio n es t u n paramètr e important . E n effet , s i ell e es t tro p petite , 
l'algorithme risqu e de converger vers des optimums locaux . Toutefois, s i elle est trop grande. 
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la convergence ser a très lente . 11 es t recommandé d'utilise r un e taille de population compris e 
entre ving t e t trent e individu s (Eiben , Hinterdin g e t Michalewicz , 1999) . Pou r notr e 
problème, nou s avon s chois i l a born e inférieure . Nou s somme s cependan t conscient s qu e 
notre problème de convergence ver s des optimums locau x peu t être causé par ce choix, mais 
le temps de calcul raisonnable demeur e u n objectif important . I l ne faut pa s oublier que nous 
tentons d'optimiser u n pefit contrôleu r flou. Alors, si nous voulons éventuellement traite r des 
contrôleurs à  muUiples sorties, notre outil d'aide à  la conception doi t être très performant su r 
le problème actuel. 
Nombre maximal de générations 
Le nombre maximal d e générations est probablement l e paramètre l e moins critique. En effet , 
il s'agit qu'il soi t suffisamment gran d pour permettre l'obtention d e la solution. Lors de notre 
étude préliminaire , nou s avon s fixé  c e paramètr e à  10 0 générations . Toutefois , nou s avon s 
remarqué qu e l'évolutio n s e stabilisai t à  moins d e 5 0 générations . Donc , nou s avon s chois i 
cette dernière valeur comme nombre maximal de générations. Cette valeur est cependant trè s 
discutable. Normalement , l e nombre d e génération s vari e entr e 100 0 et 1 0 000 (Benahmed , 
2002). Toutefois , nou s avon s remarqu é qu e l a diversit é diminuai t rapidement , mêm e ave c 
une probabilité d e mutation élevée . Donc, il devenait inutil e de poursuivre. Généralement, l e 
critère de stagnation de l'évolution stoppai t l'algorithm e avan t l'atteint e d u nombre maximal 
de générations. 
Mutation 
La méthode de mutation utilisée offre deu x paramètres. Le premier paramètre correspond à  la 
restriction de la plage de mutation admissible et le second, au taux de mutation. 
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Restriction d e la plage de mutatio n 
Dans l e cadr e d e c e projet , nou s avon s chois i d e modifie r c e paramètr e e n fonctio n d e l a 
génération. L a relafio n es t inversemen t proportionnelle . Cett e valeu r restrein t l'effe t d e l a 
mutation su r l e gène. Donc, nous voulons favorise r l'exploration  a u début d e l'algorithme e t 
favoriser l'exploitatio n à  l a fin  d u processus . Toutefois , nou s avon s impos é un e born e 
minimale à  ce paramètr e afi n d e conserver l'effe t d e l a mutatio n tou t a u lon g d u processu s 
d'optimisation. L'équatio n suivant e montre la relation déterminant ce paramètre. 
Shrink -  ma x 
^ - I ^ 
—^^  'génération  -i-1 ; 0,5 
Nombre Maximum de générations (3.9) 
Probabilité de mutatio n 
La probabilit é d e mutatio n a  ét é sélectionné e su r un e bas e expérimentale . E n effet , nou s 
avons effectu é plusieur s essai s ave c de s probabilité s différentes . Nou s avon s utilis é le s 
paramètres e t le s opérateur s défini s préalablemen t pou r effectue r ce s essais . Pou r chacu n 
d'eux, nous avons exécuté 20 réplications pour valider notre choix. La figure 3.8 présente les 
meilleurs individus en termes d'adaptation de s différents essai s effectués. Nou s avons choisit 
de représent é c e résultan t su r form e d e quartile . Donc , l a lign e séparan t l a boît e illustr e l a 
valeur de la médiane. 
En consultant c e graphique, nous constatons que la meilleure probabilit é s e situe entre 0,2 et 
0,7. Donc , nou s avon s refai t l e tes t ave c le s mêmes paramètre s e n s e concentran t su r cett e 
plage. La figure 3.9 présente les résultats obtenus. 
Nous pouvons éliminer la probabilité à 0,3 car elle ne donne pas de résultat satisfaisant . I l n'y 
a pas de différence trè s significative entr e le s autres probabilités. En effet, le s médianes son t 
toutes alignées . De plus, i l ne faut pa s oublier qu e l e nombre d'échantillon s es t relativemen t 
restreint. Toutefois , nou s avons préféré utilise r l a probabilité d e 0,5 ca r elle est au milieu de 
l'intervalle des bonnes solutions et semble donner généralement de meilleurs résultats. 
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Figure 3.9 Comparaiso n des probabilités de mutation sur une plage réduite. 
Maintenant, nou s avon s tou s le s élément s pou r réalise r l'asservissemen t d u fou r d e 
thermoformage selo n différente s configurations . L e chapitr e suivan t es t consacr é à  l a 
présentation de s résultats d'expérimentation su r le modèle de simulation. 
CHAPITRE 4 
RÉSULTATS DES SIMULATIONS 
Ce dernier chapitre ser a consacré à  la présentation e t à l'analyse de s résultats de simulations. 
Nous avon s testé plusieurs configuration s d u fou r d e thermoformage e n débutant pa r un cas 
simple. Pou r chacun e de s configurations , nou s présenteron s tou t d'abor d l e modul e d e 
découplage développ é ave c l a méthode expliquée plus tôt . Pa r l a suite , nous présenterons l e 
module de contrôle assurant l'asservissement e n température à la surface de la feuille. 
4.1 Configuratio n à  deux éléments chauffants e t à deux capteurs 
La configuration élémentair e consist e au regroupement de s éléments du dessus et de ceux du 
dessous. Ce s deu x groupe s seron t associé s respectivemen t au x capteur s IRT I e t IRBI . Le s 
éléments chauffan t d u premie r groupe , tou t comm e ceu x d u secon d groupe , partageron t l a 
même consigne de température. 
4.1.1 Modul e de découplage 
La premièr e étap e d u développemen t d e l a command e es t l a conceptio n d u modul e d e 
découplage. E n appliquant exactemen t l a méthode proposé e a u chapitre I , nou s obtenons ce 
module d e découplage . L a figure  4. 1 présent e l a distributio n de s erreur s e t l e tablea u 4.1, 
quelques statistiques. Ces résultats sont obtenus par simulation du modèle en posant V]  e t V2 à 
la même valeur . E n d'autre s termes , nou s désirons atteindr e l a mêm e températur e de s deu x 
côtés d e l a feuille . Nou s avon s fai t c e choi x pou r compare r l a qualit é de s différente s 
configurations e n conservant u n temps de simulafion raisonnable . De plus, l'ensemble d e test 
est consfitué d e tous les entiers entre 400°K et 450°K incluant ces valeurs. 
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Tableau 4.1 Statistique s des erreurs de découplage 
de la configuration 2x 2 
no. de l'entrée 
1 
2 
maximum (°C) 
4,6945 
4,6945 
moyenne (°C) 
2,4156 
2,4156 
médiane (°C) 
2,1073 
2,1073 
Comme vous l e remarquez, le s statistiques des deux composante s d u module de découplage 
sont identiques . Cett e observatio n s'expliqu e pa r l a symétri e suivan t l e plan d e l a feuille d e 
plastique existant dans le modèle de simulafion. Su r l'étendue d e 50°C, l'erreur maximal e est 
inférieure à  5°C . Actuellement , l e travai l de s opérateur s es t d e mainteni r le s erreur s dan s 
cette bande . Donc, avant même d'effectuer u n asservissement, nou s obtenons une prédiction 
acceptable pour les opérations actuelles. 
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Figure 4.1 Distributio n de s erreurs (°C) de découplage de la configuration 2x2 . 
La figure 4.2 illustr e l a répartition d e l'erreur e n fonction d e l a température désirée . Comme 
vous l e remarquez , l'erreu r maximal e apparaî t a u milie u d e l'intervalle . Cett e observatio n 
n'est pas étrangère à la définition de s sous-espaces des univers de discours. En effet, l'espac e 
couvert par la règle correspondante au centre illustré à la figure 2.16 est beaucoup plus grand. 
Alors, l'approximation pa r un plan de cette zone est beaucoup plus grossière. 
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Figure 4.2 Répartitio n des erreurs de découplage pour la configuration 2x2 . 
La figure  4. 3 présent e l a surfac e généré e pa r un e de s deu x composante s d u modul e d e 
découplage. E n regardan t cett e figure,  nous pouvons avoi r un e idé e général e d e l'espac e d e 
faisabilité. E n effet , lor s d e no s tests , nou s avon s constat é qu'u n écar t d e 50° C entr e l e 
dessous et le dessus n'était pas possible comme l'illustre cett e figure. 
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Figure 4.3 Surfac e de découplage des entrées en configuration 2\2 . 
Pour mieux apprécier l'espac e d e faisabilité de s solutions, nous avons superposé le s données 
réelles obtenues par la simulation du modèle à la figure 4.4. 
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Figure 4.4 Superpositio n de la surface exacte et du module flou. 
Vous pourre z égalemen t apprécie r l'approximatio n d u modul e d e découplag e dan s so n 
ensemble. La surface exact e représentée pa r le s carrés est obtenue pa r simulation d u modèle 
de thermoformage. Plu s précisément , nou s avon s utilis é le s deux sortie s d u modèl e comm e 
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variables indépendante s e t une variable d'entré e d u modèl e comm e variabl e dépendante . E n 
d'autres termes , cette surface es t réciproque à la surface caractérisan t l e comportement direct . 
Lors de la simulation, nous avons couvert l'espac e compri s entre le s valeurs de 420 à 620°K 
sur toutes le s entrée s d u modèl e ave c u n incrémen t d e 10°K . Vou s remarquere z à  l a figure 
4.4 qu e l a sensibilit é augment e ave c l a température. Donc , l'asservissemen t pou r d e faible s 
températures es t plu s facil e e t moin s critiqu e qu e pou r le s haute s températures . Toutefois , 
nous n'utiliseron s pa s tout e cett e surface . E n effet , notr e objecti f es t d'asservi r l e systèm e 
pour des températures situées entre 400 et 450°K. 
4.1.2 Asservissement 
Pour réduir e l'erreur , nou s asserviron s l a températur e e n utilisan t un e command e TIL C 
d'ordre un . L'ordonné de s ronds illustré à la figure 4.5 correspondent aux cinq constantes des 
fonctions d e sortie , situ é dan s l e conséquen t de s règles , d u TS K d'ordr e zéro . L a courb e 
représente l a caractéristique d e sortie du contrôleur TILC flou d'ordre un . Nous avons utilisé 
la méthode intuitiv e pou r détermine r l a valeu r d e ce s constantes . Nou s avon s fai t plusieur s 
tests pour affiner l a position des singletons afin d'obteni r de s performances satisfaisantes . 
Figure 4.5 Surfac e de commande du TILC d'ordre un. 
Puisque l e maximu m d'incertitud e d u modul e d e découplag e s e situ e à  un e valeu r d e 
consigne d e 425°K , nou s concentreron s no s test s su r cett e valeur . Rappelon s qu e le s deu x 
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températures désirée s son t identiques . Nous savon s égalemen t qu e l e modèle mathématiqu e 
n'est pa s parfait. Nou s ajoutons don c un e perturbation pou r valide r l a capacité d u système à 
compenser l e phénomène. Nous avons choisi de modifier l a température inifial e d e la feuill e 
de plastique . L'apprentissag e a  ét é effectu é ave c un e températur e d e 300°K . L a figure  4. 6 
illustre l'évolutio n d e l'erreu r e n fonctio n d e l'itération . E n deux itérations , nous arrivons à 
réduire l'écar t à  moins de 2°C. 
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Figure 4.6 Évolutio n de l'erreur du TILC d'ordre u n pour différentes température s 
initiales appliquées au cas 2x2 pour une consigne à 425°K. 
La courbe correspondant e à  une température initial e d e 310°K présente u n dépassement . E n 
effet, lorsqu e l'erreur es t plus grande que zéro, notre contrôleur es t plus agressif Nou s avons 
fait c e choix, car l a surchauffe d e la feuille n'es t pa s souhaitable en raison de la déflexion d e 
cette dernière . Dan s c e cas , l a feuill e pourrai t touche r le s élément s chauffan t d u bas . L a 
figure 4.7 montre la convergence de s consignes pour les quatre conditions d'opération. Nou s 
remarquons que la convergence est monotone et rapide. 
Les performances d u contrôleur développé pour la configuration à  deux éléments chauffant e t 
à deux capteurs sont satisfaisantes. Maintenant , nous pouvons traiter un cas plus complexe. 
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Figure 4.7 Consign e d e température pou r différentes température s initiale s pou r une 
consigne d e 425°K appliqué e a u cas 2x2. 
4.2 Configuratio n à  quatre capteur s e t à quatre élément s chauffan t 
La configuratio n à  quatre capteur s e t à quatre élément s chauffan t nou s permettr a d'étudie r l e 
phénomène d e symétrie . Cett e second e configuratio n consist e à  effectue r le s regroupement s 
suivants : 
1. T1-T2-T 3 IRTS ; 
2. T4-T5-T 6 IRT2 ; 
3. B1-B2-B 3 IRB.S ; 
4. 84-85-8 6 IRB2 . 
Dans cett e section , nou s présenteron s l e module d e découplage disponibl e e n deux version s 
et le module d'asservissement . 
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4.2.1 Module s de découplage 
Pour cett e configuration , nou s avon s développ é deu x module s d e découplage . L a premièr e 
version respect e e n tout poin t l a méthode proposée . E n d'autre s termes , chacune de s sortie s 
possède un e composant e d e découplage . Comm e vou s vou s e n doutez , l'apprentissag e d u 
module es t beaucou p plu s long , ca r l'ensembl e d e tes t es t plu s gran d qu e pou r l e ca s 
précédent. Donc , c e facteu r limitati f nou s restrein t au x configuration s inférieure s à  si x 
capteurs e t à  si x élément s chauffant . Pou r pallie r c e facteur , nou s pouvon s réduir e l a 
complexité d u module d e découplage e n exploitant l a symétri e dan s l e plan d e l a feuille d e 
plastique. La seconde version exploite ce phénomène. 
Version standar d 
La version standar d es t obtenue en appliquant à  la lettre l a méthode proposée . Pou r illustre r 
les performances d e c e modul e d e découplage , nou s avons évalu é l'erreu r d e prédictio n e n 
utilisant l e modèl e d e simulation . L a figure  4. 8 présent e l a distributio n de s erreur s e t l e 
tableau 4.2, quelques statistiques. Encore un fois, nous avons imposé les valeurs de consignes 
égales des deux côtés de la feuille d e plastique. Toutefois, l'ensembl e d e test es t constitué de 
toutes le s paire s située s entr e 400° K e t 450°K , pa r incrémen t d e cinq , e n incluan t ce s 
dernières valeurs . Le s performances , pou r l'ensembl e d e test , son t trè s satisfaisantes . E n 
effet, 50 % des consignes testées présentent une erreur inférieure à  I,5°C. 
Tableau 4.2 Statistique s des erreurs de découplage 
de la configuration 4x 4 
no. de l'entrée 
1 
2 
3 
4 
maximum (°C) 
5,689 
5,689 
5,689 
5,689 
moyenne (°C) 
1,982 
1,982 
1,982 
1,982 
médiane (°C) 
1,509 
1,509 
1,509 
1,509 
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Figure 4.8 Distributio n des erreurs d e découplage de la configuration 4x4 . 
Nous avion s établ i antérieuremen t l a présence d e nombreuse s symétrie s dan s l e modèle d e 
simulation pou r ce cas. Nous avons l'illustratio n d e ce phénomène dans no s résultats . Donc, 
en position relative le s composantes de découplage développées son t toutes identiques . Cette 
constatation nou s conduit directement à la seconde version du module de découplage 
Version symétrique 
Jusqu'à maintenant , nou s n'avon s pa s tent é d e diminue r l a complexit é d e notr e modul e d e 
découplage. Comm e nou s l'avon s vu , i l exist e dan s l e modèl e mathématiqu e plusieur s 
symétries. Toutefois, i l en existe une seule applicable à  toutes le s configurations. E n effet, l a 
symétrie dans le plan de la feuille es t toujours existante . Donc, nous utiliserons cette dernière 
pour simplifier l e module de découplage. 
Pour atteindre cet objectif, nou s devons modifier légèremen t l a méthode proposée. Grâce à la 
flexibilité d e cett e dernière , le s changement s son t mineurs . E n effet , i l n e s'agi t qu e d e 
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modifier l a bas e d e donnée s destiné e à  l'apprentissage . Plu s concrètement , nou s imposon s 
simplement l a mêm e températur e de s deu x cotée s d e l a feuille , puisqu e l e modèl e es t 
symétrique. L a valeu r mesuré e de s deu x côté s d e l a feuill e es t identique . Donc , l a base d e 
données ne comporte que les consignes appliquées et les sorties correspondantes au dessus de 
la feuille . Pa r la suite, nous appliquons l a même méthode pou r poursuivre l a conception d u 
contrôleur. L e module d e découplag e résultan t a  seulement deu x entrée s e t deux sorties . La 
figure 4.9 montre l a nouvelle configuration adaptée . Vous remarquerez que l e même module 
de découplage est utilisé deux fois . 
V, 
V. 
V, 
V. 
S" 
Module de 
découplage 1 
Module de 
découplage 1 
II. 
I"3 
W, 
Module de découplage équivalent 
Figure 4.9 Schém a du module de découplage équivalent . 
La figure  4.1 0 présent e l a distributio n de s erreur s e t l e tablea u 4.3 , quelque s statistiques . 
Nous avons utilisé le même ensemble de test que la version standard . 
Tableau 4.3 Statistique s des en-eurs de découplage 
de la configuration 4x 4 symétrique 
no. de l'entrée 
1 
2 
maximum (°C) 
3,492 
3.492 
moyenne (°C) 
1,482 
1,482 
médiane (°C) 
1,275 
1,275 
Nous observon s un e amélioratio n de s performances . I l fau t toutefoi s relativise r c e résultat . 
En effet , l'ensembl e d'apprentissag e es t trè s semblabl e à  l'ensembl e d e test . Donc , nou s 
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avons spécialisé notre module sur ce cas particulier. Toutefois , pour les cas où la température 
désirée diffèr e entr e l e dessu s e t l e dessou s d e l a feuille , nou s nou s attendon s à  un e 
dégradation des performances. Ces cas seront observables en asservissement . 
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Figure 4.10 Distributio n des erreurs de découplage de la configuration 4x 4 
symétrique. 
Comparaison des deux versions 
Les deu x version s développée s réponden t a u besoi n quan t à  l a prédictio n d e l a consign e à 
appliquer pou r obteni r l e profi l d e chauffag e désiré . Toutefois , nou s avon s relev é qu e l a 
version symétriqu e es t spécialisé e su r u n problèm e précis . D e plus , l e fou r rée l n'es t pa s 
parfaitement symétrique . Malgr é tout , cette dernière option demeure intéressante . Le tableau 
4.4 présente l e temps de calcul e t l e nombre de points dans la base de données nécessaire au 
développement des deux solutions. 
73 
Tableau 4.4 Comparaiso n de la version standard et 
de la version symétrique 
Version 
Standard 
Symétrique 
Temps de développement (s) 
45.576 
2,858 
Nombre de points 
256 
16 
Comme vou s l e remarquez , l e coû t d e calcu l d e l a versio n symétriqu e es t beaucou p plu s 
faible à  cause du nombre rédui t d'entrées d u système d'inférence flou  e t de la petite taille de 
la bas e d e donnée s d'apprentissage . Pou r cett e raison , nou s préférerons , pou r le s 
configurations plu s complexes , l a versio n symétriqu e malgr é ce s lacunes . E n effet , nou s 
croyons que le module d'asservissement récupérer a le s erreurs d'approximations causée s par 
cette version . L a prochain e sectio n nou s permettr a d e vérifie r cett e hypothès e 
expérimentalement. 
4.2.2 Asservissemen t 
Pour éliminer les effets de s perturbations e t réduire le s erreurs, nous proposons d'utiliser un e 
commande TIL C d'ordr e un . Puisqu e l e systèm e es t découplé , l a command e à  réalise r es t 
semblable à  l a configuratio n à  deu x capteur s e t à  deu x élément s chauffant . Nou s avon s 
seulement à  ajoute r deu x boucle s d e régulation . Donc , nou s utiliseron s l e mêm e modul e 
d'asservissement pou r cette configuration . Dan s cette section , nous présenterons le s résultats 
de ce module associé avec les deux différentes version s du module de découplage. 
Version standar d 
Pour vérifie r l a capacit é d u contrôleur , nou s l'avon s soumi s à  différente s température s 
initiales. La température désirée demandée aux quatre points est identique. Nous posons cette 
température à  425°K. L a figure 4.11 présente l'évolutio n d e l'erreur e t l a figure 4.12 montr e 
l'évolution d e la consigne en amont du module de découplage. 
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Figure 4.11 Évolutio n d e l'erreur d u TILC d'ordre u n pour différentes température s 
initiales appliquées au cas 4x4 pour une consigne à 425°K. 
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Figure 4.12 Consign e de température pou r différentes température s initiale s pour un e 
consigne de 425°K appliquée au cas 4x4. 
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Figure 4.13 Évolutio n d e l'erreur pou r une température initial e de 280°K appliqué e 
au cas 4x4 pour une consigne à  410°K et 440°K. 
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Figure 4.14 Consign e de température pou r un e température initial e de 280°K 
appliquée au cas 4x4 pour un e consigne à  410°K et 440°K. 
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Veuillez note r que l a figure 4.12 illustre l a consigne d'u n seu l group e d'élément s chauffant . 
En effet, l e modèle de simulation étan t symétrique , toutes le s consignes son t identiques pour 
cette configuration . 
Jusqu'à maintenant , nou s avon s demand é u n patro n d e chauffag e simple . L a figure  4.1 3 
présente l'évolutio n d e l'erreu r pou r un e températur e désiré e su r IRr2-IRB 2 d e 410° K e t 
440°K su r IRJS-IRB? . L a température initial e de la feuille es t fixée à  280°K pou r ajouter un e 
perturbation. Cett e fois , i l y  a  deu x courbe s puisqu e le s température s demandée s son t 
différentes. L a figure  4.1 4 montr e l'évolutio n d e l a command e e n amon t d u modul e d e 
découplage. 
La versio n standar d d u modul e d e découplag e associé e à  un e command e TIL C d'ordr e u n 
nous perme t d e réduir e l'erreu r su r l e profi l d e températur e e n moin s d e deu x itération s à 
l'intérieur d'un e band e d e 3°C . Vérifion s maintenan t le s performance s d e l a versio n 
symétrique. 
Version symétriqu e 
Pour vérifie r l a capacit é d u contrôleur , nou s l'avon s soumi s à  différente s température s 
initiales. La température désirée demandée aux quatre points est identique. Nous posons cette 
température à  425°K. La figure 4.15 présente l'évolution d e l'erreur e t la figure 4.16 montre 
l'évolution d e la consigne en amont du module de découplage. 
Veuillez note r que l a figure 4.16 illustr e l a consigne d'u n seu l group e d'élément s chauffant . 
En effet, l e modèle de simulation étan t symétrique, toutes le s consignes son t identiques pour 
cette configuration . 
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Figure 4.15 Évolutio n d e l'erreur pou r une consigne à  425°K (version symétrique) . 
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Figure 4.16 Consign e de température pour une consigne à 425°K (version 
symétrique). 
Jusqu'à maintenant , nou s avon s demand é u n patron d e chauffage simple . L a figure 4.17 
présente l'évolutio n d e l'erreur pou r un e température désiré e su r IRT2-IRB2 d e 410° K et 
440°K sur IRTS-IRBS - L a température initial e de la feuille es t fixée à 280°K pour ajouter un e 
perturbation. Cett e fois , i l y  a deu x courbe s puisqu e le s températures demandée s son t 
différentes. L a figure  4.18 montre l'évolutio n d e la commande e n amont d u module de 
découplage. 
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Figure 4.17 Évolutio n de l'erreur pour une consigne à 410°K et 440°K 
(version symétrique). 
Jusqu'à maintenant , l a version symétriqu e sembl e plu s perfonnante qu e l a version standard . 
En effet, l'erreu r aprè s deux itération s es t à  environ 2,5°C . Toutefois, nou s avions déterminé 
plus tô t qu e notr e modul e d e découplag e perdrai t d e l a performanc e dan s l e ca s o ù l a 
température sou s l a feuill e serai t différent e d e cell e d u dessus . Pou r effectue r c e test , nou s 
avons fai t un e modificatio n su r l e modèl e d u fou r d e thermoformage . Nou s avon s tou t 
simplement ajout é u n décalage à  toutes le s lecture s d e température s située s sou s l a feuille . 
Nous avons fixé ce décalage à  5°C. Ainsi , nous pouvons toujour s demande r l e même profi l 
de températur e qu e l e tes t précédant . C e décalag e nou s perme t égalemen t d e brise r l a 
symétrie existant e dan s l e modèle d u fou r pou r vérifie r l a robustesse d e notr e contrôleu r a u 
variafion d u modèle. Les figures 4.19 et 4.20 illustrent respectivemen t l'évolufio n d e l'erreu r 
et l'évolufio n d e l a consign e e n amon t d u modul e d e découplage . Dan s ce s conditions , le s 
performances s e son t dégradées . E n effet , e n quatr e itérations , l'erreu r es t inférieur e à  3°C. 
Donc, nous avon s besoi n d e deu x itération s supplémentaire s pou r obteni r l e mêm e résulta t 
que l a versio n standard . Toutefois , l e développemen t d e cett e solutio n es t beaucou p plu s 
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rapide. Elle nous permet d e traiter des configurations beaucou p plu s complexes . Alors , nous 
privilégierons cette approche pour le prochain module de découplage. 
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Figure 4.18 Consign e de température pour une consigne à 410°K et 440°K 
(version symétrique). 
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Figure 4.20 Consign e de température pou r un e consigne à 410°K et 440°K 
(version symétriqu e e t asymétrie d u modèle) . 
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4.3 Configuratio n à  douze capteurs et à douze éléments chauffant s 
La configuratio n à  douz e capteur s e t à  douz e élément s chauffan t es t l a command e l a plu s 
complexe réalisé e dan s l e cadr e d e no s travaux . Plu s précisément , nou s associon s d e l a 
manière suivante les capteurs aux éléments chauffants : 
1. Ti-IRn ; 
2. T2-IRT6 ; 
3. T3-IRT5 ; 
4. T4-IRT2 ; 
5. T5-IRT3 ; 
6. T6 - IRT4 . 
Le mêm e agencemen t es t utilis é pou r le s capteurs e t le s élément s chauffant s situé s sou s l a 
feuille d e plastique. Dans cette section , nous présenterons le s résultats relatif s a u module de 
découplage en version symétrique et le module de commande TILC. 
4.3.1 Modul e de découplage 
Pour la réalisation du module de découplage nous avons suivi l a méthode proposée en tenant 
compte d e l a symétri e dan s l e modèl e pou r accélére r l e processu s d e développement . 
Toutefois, nou s avon s di à faire quelque s modifications . Plu s précisément , ce s modification s 
touchent le s fonctions située s dan s l e conséquent d u systèm e d'inférenc e flou.  Pa r l e passé , 
cette fonctio n linéair e comportai t u n coefficien t constant . Toutefois , pou r l e ca s qu i nou s 
intéresse, l a présenc e d e c e coefficien t génèr e u n problèm e ma l conditionn é qu i ren d 
l'inversion instable . Pou r mesure r l e condifionnement , i l exist e un e mesur e basé e su r le s 
valeurs propres . L a premièr e étap e es t d'écrir e l e systèm e d'équatio n sou s l a form e 
matricielle suivante : 
Y^A.X (4.1 ) 
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Par la suite, nous déterminons le s valeurs singulières minimal e e t maximale de la matrice A. 
Le calcul suivant permet d'obtenir l a mesure ic{A)  nommé e « condifion numbe r » : 
yA) = (A) 
a. M) 
(4.2) 
Par exemple , s i nou s n'avion s pa s effectu é l a modificatio n de s fonction s linéaires , A:(/I ) 
serait d e l'ordr e d e 1 0 ^ pou r le s pire s système s à  inverser . S i nou s effectuon s l a 
modification, nou s observon s e n général e un e diminutio n d e l'ordr e d e 10^ . Cett e 
amélioration n'es t toujour s pa s suffisante. E n effet, u n problème bie n conditionné aurai t un e 
valeur de >c{A)  prè s de un. Tout comme Gauthier (2009 . p.168), nous éliminons le s valeurs 
singulières prè s de zéro . Plus précisément , toute s le s valeurs cen t foi s inférieure s à  la valeur 
singulières l a plu s grand e son t forcée s à  zéro . Pa r contre , l e ran g d e l a matric e A  devien t 
déficient. Alors , nou s utilison s l e pseud o invers e d e Moore-Penrose . E n effectuan t ce s 
modifications lor s d e l a phas e d'inversion , nou s parvenon s à  stabilise r l e problèm e e n 
contrôlant sa sensibilité. 
Ces modifications faites , nou s avons testé l e module d e découplage . L'ensembl e d e test es t 
constitué d e toute s le s combinaison s d e 420°K, 430°K , 440° K su r chacun e de s si x entrée s 
correspondant au x élément s d u dessus . L e mêm e patro n d e chauffag e es t appliqu é a u 
dessous. Le tableau 4.5 et la figure 4.21 montrent le s résultats de ce test. 
Tableau 4.5 Statistique s des erreurs de découplage 
(cas 12x1 2 symétrique) 
no. de l'entrée 
1 
2 
3 
4 
5 
6 
maximum (°C ) 
135,124 
133,774 
133,775 
133,776 
133,777 
135,124 
moyenne (°C ) 
7,740 
6,671 
6,762 
6,715 
7,501 
5,734 
médiane (°C) 
4,253 
3,277 
3,372 
3,046 
3,285 
2,521 
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Comme vou s l e remarquez , l'erreu r maximu m n'es t pa s acceptable . Toutefois , cett e 
configuration étan t complexe , le s ca s testé s n e son t pa s tou s réalisables . Le s point s 
représentés pa r l e symbol e d e l'additio n su r l a figure  4.2 1 son t certainemen t infaisables . 
Nous avons repris le test avec un ensemble plus restreint. 
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Figure 4.21 Distributio n de s erreurs de découplage de la configuration 12x1 2 
symétrique. 
Le secon d ensembl e d e tes t es t constitu é d e toute s le s combinaison s d e 420°K , 425° K e t 
430°K su r chacun e de s si x entrée s correspondan t au x élément s d u dessus . L a présent e l a 
distribution des erreurs pour cet ensemble. 
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Figure 4.22 Distributio n des erreurs de découplage de la configuration 12x1 2 
symétrique (ensemble de test restreint) . 
Le tableau 4.6 fourni t l a taille de la base de données nécessaire à  l'apprentissage d u système 
d'inférence flou ainsi que le temps de calcul requis pour le développement d e la solution. 
Tableau 4.6 Temp s de calcul pour le développement 
du module de découplage 
Version 
Symétnque 
Temps de développement (s ) 
994.403 
Nombre de points 
4096 
Comme vou s l e voyez , le s performance s son t meilleure s pou r ce t ensembl e :  50% de s ca s 
testés ont une erreur inférieur e à  3°C. Nous comptons toutefoi s su r l e module de command e 
pour réduire l'erreur des pires cas. 
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4.3.2 Asservissemen t 
Pour éliminer le s effets de s perturbafions e t réduire les erreurs, nous proposons d'utiliser un e 
commande TILC . Comm e pou r l a configuratio n à  quatr e capteur s e t à  quatr e groupe s 
d'éléments chauffant , nou s proposons tou t d'abord d'utilise r l e même contrôleur d'ordre un . 
Par l a suite , nou s augmenteron s l'ordr e pou r améliore r l a robustess e d u modul e d e 
commande. 
TILC d'ordre un 
La premièr e tentativ e d e command e utilis e un e command e TIL C d'ordr e u n présent é à  l a 
section s e rapportan t à  l a configuratio n à  deu x capteurs . Puisqu e l e nombr e d e sortie s es t 
élevé, nou s utiliseron s un e nouvell e mesur e pou r représente r l'évolutio n d e l'erreur . Nou s 
avons constitu é u n vecteu r contenan t le s erreur s d e toute s le s sortie s pou r toute s le s 
itérations. Puis, nous prenons l a norme infinie d e ces vecteurs pour tracer l e graphique de la 
figure 4.23. 
Lors de ce test, les températures désirées sont toutes posées à 425°K e t la température initial e 
est d e 280°K . Malheureusement , pou r c e cas , l'erreu r n'es t pa s borné e à  l'intérieu r d'un e 
bande d e 5°C . Tenton s malgr é tou t l e mêm e tes t ave c l a versio n asymétriqu e d u four . L a 
figure 4.24 illustre le comportement d e l'erreur dans ces conditions. La figure 4.25 illustr e la 
commande appliquée en amont du module de découplage. 
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Figure 4.25 Consign e de température du TILC d'ordre u n (cas 12x12 asymétrique) . 
Cette fois , l a solution es t stable . Nous avons tenté d e stabilise r e n modifian t l a position de s 
singletons d u systèm e d'inférenc e flou  san s succès . Pou r améliore r l a robustesse , nou s 
suggérons d'utiliser une commande TILC du second ordre. 
TILC du second ordre 
Nous avon s utilis é u n algorithm e génétiqu e pou r détermine r l a positio n de s singleton s d e 
sortie d u systèm e d'inférenc e flou. L'ensemble  d'apprentissag e es t constitu é d e différente s 
températures initiale s (280°K , 290°K , 300° K e t 310°K) . mai s d'u n uniqu e patro n d e 
chauffage. L a température désirée est fixée à tous les points à 425°K. La figure 4.26 présente 
la surface d e command e d u systèm e d'inférenc e obtenue . Nou s ufiliseron s cett e command e 
pour toute s le s boucles SIS O du système . L a figure 4.27 montr e l'évolutio n d e l a meilleure 
solution aux différentes itération s de l'algorithme d'apprentissage . 
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Figure 4.26 surfac e d e commande du TILC d'ordr e deux . 
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Figure 4.27 Évolutio n d u meilleu r individu d e la population . 
90 
Nous avon s répét é le s expérience s d e l a sectio n précédente . Nou s avon s fixé  toute s le s 
consignes à  425° K e t défin i l a températur e initial e à  280°K . L a figure  4.2 8 présent e 
l'évolution d e l'erreu r pou r l e modèl e symétriqu e d u fou r e t l a figure  4.2 9 illustr e le s 
commandes appliquée s e n amon t d u modul e d e découplage . Cett e fois , l'erreu r converg e à 
l'intérieur d'une zone de 3°C en six cycles. 
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Figure 4.28 Évolutio n de l'erreur du TILC d'ordre deu x (cas 12x12 symétrique). 
Toutefois, l e module de découplage es t moins efficace qu e pour les autres configurations. E n 
effet, su r l a figure  4.29 , o n remarqu e beaucou p plu s d'interactio n entr e le s consignes . 
Maintenant, répéton s l'expérienc e e n introduisan t l'asymétri e dan s le s lecture s d e 
température. Le s figures  4.30 e t 4.31 montren t respecfivemen t l'évolutio n d e l'erreu r e t le s 
commandes appliquées. 
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Figure 4.29 Consign e de température du TILC d'ordr e deu x (cas 12x1 2 symétrique). 
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Figure 4.31 Consign e de température du TILC d'ordre deu x (cas 12x12 asymétrique). 
Pour nou s rassure r quan t à  l a stabilit é d e l a commande , nou s avon s fai t d'autre s tests . L a 
figure 4.3 2 présent e l'évolutio n d e l'erreu r pou r différente s température s initiale s e n 
conservant toujour s le s températures désirée s à  425°K e t e n utilisan t l e modèle original . En 
d'autres termes , nou s utilison s le s même s condition s qu' à l'apprentissag e d u module . À  l a 
figure 4.33, nou s avons repris le test précédent, mais cette fois , nous avons inclus l'asymétri e 
pour valider l a robustesse de la commande. Veuille z note r que pour une température initial e 
de 3I0°K, la solution ne converge pas. La figure 4.34 montre les résultats du dernier test. Les 
températures initiale s son t 285°K , 295° K e t 300°K . D e plus , nou s avon s demand é un e 
température de 425°K sauf sur les zones mesurées par IRjv e t IRBV . Nous avons fixé, pour ces 
deux localisafions , l a température désirée à 430°K. 
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Figure 4.32 Erreu r pou r différentes température s initiale s (cas 12x12). 
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Figure 4.34 Erreu r pour différentes température s initiales avec le profil modifié . 
4.4 Analyse des résultats 
Dans cett e section , nou s nou s attarderon s plu s spécifiquemen t à  l a configuratio n à  douz e 
capteurs et à douze groupes d'éléments chauffant . E n effet, avan t cette configuration, tou s les 
résultats obtenu s étaien t conforme s à  no s attentes . Ce s configuration s son t robuste s à  d e 
fortes perturbation s su r l a température initial e d e l a feuill e d e plastique . D e plus , elles son t 
également capable s d e corrige r l'erreu r du e à  l a variatio n d u modèl e e n utilisan t un e 
commande TILC d'ordre un . 
Toutefois, ce s constatation s changen t lor s d e l a tentativ e d e contrôle r l a configuratio n à 
douze capteurs . E n effet , l a command e TIL C d'ordr e u n n e permettai t pa s d e stabilise r 
l'erreur pour une température initiale de 280°K. Pour pallier ce problème, nous nous sommes 
lancés dan s l e développemen t d'un e command e d u secon d ordre . À  l'exceptio n d e 
l'ensemble d'apprentissage , l a stabilisatio n demeur e incertain e pou r certaine s condition s 
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d'opération. C e dernie r fai t suggèr e u n problème important . E n effet , l e module de contrôl e 
est sur-spécialisé sur l'ensemble d'apprentissage . 
Le problème es t cependant plu s fondamental . E n effet, e n étudiant l e module de découplage, 
nous observon s un e diminutio n d e l a qualit é d e l'approximafion . E n d'autre s termes , 
l'interaction entr e le s variable s demeur e relativemen t important e aprè s l e découplage . C e 
phénomène entraîn e un e interdépendanc e dan s le s boucles supposée s SIS O de la commande 
TILC. Ainsi , «  un comba t »  s'engag e entr e le s contrôleur s pou r minimise r l'erreur . Le s 
dynamiques de s interaction s changen t ave c le s condition s d'opérations . C'es t pou r cett e 
raison que le contrôleur est sur-spécialisé sur l'ensemble d'apprentissage . 
Maintenant nou s devons expliquer l a raison de l'inefficacité d u module de découplage. Pour 
ce faire , étudion s d'u n pe u plu s prè s l a figure  4.35 . L a configuratio n proposé e associ e pa r 
exemple l e capteu r IRj y à  l'élémen t chauffan t Ti . Puisqu e l e modul e d e command e 
foncfionne e n SISO , seulemen t T i ser a modifi é pou r atteindr e l a températur e à  IRTV . L e 
module d e découplag e étan t moin s efficace , ce s modification s provoqueron t de s 
changements su r le s autre s sortie s entraînan t ains i de s correction s perturban t IRj? . Comm e 
vous l e remarquez, c e choix d'associatio n es t arbitraire , ca r le s points de mesure son t situé s 
entre le s élément s chauffant . E n effet , nou s pourrion s égalemen t associe r IR-p v à  T4 . Cette 
ambigliité n'exist e pa s dan s le s précédente s configurations . Leur s point s d e mesur e étaien t 
situés à  l'intérieu r d e l a zon e défini e pa r l a projectio n d u regroupemen t su r l a feuill e d e 
plastique. Pa r exemple , dan s l e ca s 4x4 , l a zon e d e lectur e d u capteu r IRj s étai t situé e à 
l'intérieur d e l a projecfion d e Ti , T 2 et T3 . Donc, l e regroupement associ é doi t explique r l a 
plus grande partie des variations observées au point de mesure. 
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Figure 4.35 Dispositio n des capteurs de température. 
Tirée de Gauthier (2008) 
Cette dernière constatation défini e un e limite à la méthode proposée . En effet, un e sortie doit 
être associé e à  l'entrée ayan t l'interactio n l a plus élevée . Pou r pallie r à  ce problème, nou s 
pourrions simplemen t déplace r le s point s d e mesur e a u milieu . Malheureusement , cett e 
solution n'es t pa s techniquement envisageabl e pou r le s capteurs situé s à l'intérieur d u four . 
Éventuellement, l'installation d'un capteur à la sortie du four permettrai t la mise en œuvre de 
cette solution. 
CONCLUSION 
L'objectif principa l d e ce s travau x étai t l'applicatio n de s système s d'inférenc e fioue à  l a 
commande e n fin  d e cycl e pa r apprentissage s successif s à  u n procéd é précis . L e chauffag e 
d'une feuill e d e plastiqu e d u processu s d e thermoformag e es t l e procéd é étudié . Bie n 
entendu, ce s travau x permettron t égalemen t d'améliore r le s performance s actuelle s e t 
d'automatiser l'asservissement . E n effet, le s consignes de température des éléments chauffan t 
sont déterminées pa r le s opérateurs. Ainsi, les performances dépenden t essentiellemen t d e la 
compétence de l'homme. 
Le chapitre un présente le four de thermoformage à  partir duquel l e modèle de simulation es t 
basé. Puisqu e nou s n'avon s besoi n e n aucu n temp s d u modèl e mathématique , nou s n'avon s 
pas entrepri s un e présentatio n exhaustiv e d e c e dernier . Nou s nou s somme s contenté s d e 
mettre en évidence l a symétrie existante dans l e modèle de simulation . Nous avons identifi é 
l'origine d e cett e symétri e e n analysan t l e facteu r géométrique . Cett e observatio n nou s a 
permis d'utilise r un e important e simplificatio n réduisan t l e temp s d e développemen t d'un e 
solution. 
Le chapitr e deu x es t l e cœu r d e no s travaux . E n effet , i l représent e plu s d e l a moiti é de s 
efforts. L e module de découplage flou est unique pour deux raisons . La première raison es t 
l'utilisation de s dormées pour effectuer l'apprentissag e d u système d'inférence floue  Takagi -
Sugeno. Dan s l a littérature , le s module s d e découplag e son t obtenu s pa r analys e 
mathématique. Donc , cett e approch e impos e l'obtentio n d'u n modèl e mathématique . L e 
module ressemblant l e plus au nôtre utilise également u n système d'inférence. Toutefois , son 
obtention dépen d de s connaissance s d'u n expert . Concernan t l a modélisation floue,  i l exist e 
deux approche s pou r apprendr e l e modèle réciproque . L a première méthod e es t de permute r 
les variable s indépendant e e t dépendante . Cependant , cett e méthod e n e perme t pa s u n bo n 
contrôle d e l'apprentissag e e t utilis e beaucou p d e données . L a second e méthod e es t 
l'utilisation de s donnée s directe s et , pa r l a suite , inverse r l e modèle . Dan s l e cadr e d e ce s 
travaux, nou s avon s privilégi é cett e dernière . Donc , l a second e raiso n es t l a méthod e 
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d'inversion analytiqu e proposée pour obtenir le modèle réciproque du système. En effet, dan s 
la littérature , l'inversio n d e systèm e d'inférence floue  s e limit e à  un ordre zéro . Dans notr e 
cas, nou s avon s démontr é qu'i l es t possibl e d'inverse r u n ordr e u n e n utilisan t un e 
décomposition e t un e adaptatio n de s ensemble s flous  d'entrés . Cependant , nou s proposon s 
une approximatio n permettan t un e applicatio n plu s rapid e e t plu s simple . D e plus , l a 
flexibilité de la méthode offre l a possibilité de l'appliquer à  des contextes différents. E n effet , 
elle es t applicabl e à  toute s le s situation s d e modélisatio n e n adaptan t l a bas e d e donnée s 
destinées à  l'apprentissag e d u module . Pa r exemple , nou s pourrion s utilise r le s état s d'u n 
système e t le s sortie s correspondante s pou r approxime r l e comportemen t réciproqu e d'u n 
système linéaire invariant dans le temps. 
Dans l e chapitre trois , nous avons propos é une commande TIL C basée su r l'utilisation d'u n 
système d'inférenc e floue.  E n effet , nou s suggéron s d e remplace r l e calcu l d e variatio n 
courant pa r un e évaluatio n floue.  Nou s limiton s no s effort s au x TIL C d'ordr e u n e t deux . 
Pour développer ces contrôleurs, nous proposons deux méthodes. Puisque le TILC d'ordre un 
est relativemen t simpl e à  définir , nou s proposon s l a méthod e intuitiv e basé e su r le s 
connaissances d'u n expert . Toutefois , ce s dernière s n e son t pa s suffisante s pou r défini r 
efficacement toute s le s interaction s existante s dan s l e cas du secon d ordre . Nous proposon s 
donc une méthode d'apprentissage pa r algorithme génétique développée au cours d'une étud e 
préliminaire. Puisque le temps de développement es t très long, nous avons toujours privilégi é 
la command e d'ordr e u n pou r no s tests . Donc , c e paramètr e es t u n facteu r limitati f à 
l'utilisation des algorithmes génétiques. 
Le chapitre quatre est dédié à la présentation ains i qu'à l'analys e de s résultats de simulation. 
Nous présentons troi s configurations différentes . Pou r chacune d'elle , nou s caractérisons le s 
performances d u modul e d e découplag e e t d u modul e d e commande . Le s résultat s son t 
conforment à  no s attente s pou r le s deu x première s configurations . E n effet , u n écar t auss i 
important qu e 20°C su r la température initial e es t compensé e n moins de trois itérations . De 
plus, l a command e es t capabl e d'atténue r le s variation s dan s l e modèle . Toutefois , le s 
résultats s e dégraden t dan s l e ca s à  douz e capteur s e t à  douz e élément s chauffant . Nou s 
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remarquons un e diminution important e de la robustesse due à  la disposition de s capteurs pa r 
rapport au x éléments chauffant . E n effet, nou s avons conclu qu'i l serai t préférabl e d e placer 
les capteur s a u milie u de s zone s d e chauffage . Cependant , c e n'es t pa s techniquemen t 
possible pou r le s capteurs à  l'intérieur d u four . Donc , la motivation d'u n capteu r externe es t 
justifiée. Malgr é tout, ce fait constitue une limitation quan t au module de découplage. Le lien 
existant entr e l a variable d'entré e e t l a variable d e sorti e choisi e doi t êtr e plu s for t qu e tous 
les autres. 
Pour le s travau x futurs , nou s suggéron s d e mettr e e n œuvr e le s solution s proposées . 
Effectivement, nou s devons poursuivre l'analys e d e performance su r l e système rée l afi n d e 
valider le s résultat s obtenu s e n simulation . L e principa l avantag e d e l a structur e d e 
commande proposée est sa modularité. En effet, nou s pouxons travailler indépendammen t le s 
deux module s pou r améliore r le s performances . Alors , nou s suggéron s d e poursuivr e le s 
travaux su r l e module d e découplage. Nous n'avons pa s encore exploit é toute s les symétrie s 
et les simplifications possibles . Nous avons expliqué le rôle joué par le facteur de vue dans le 
second chapitre . E n utilisan t c e terme , i l es t possibl e d e caractérise r l e degr é d'interaction . 
Donc, nous pourrions négliger le s interacfions trè s faibles e t ainsi diminuer l a complexité du 
module d e découplage . D e plus , l a méthod e proposé e pou r l'élaboratio n d u modul e d e 
découplage s'appliqu e plu s facilemen t à  des petits systèmes . Alors , i l serait intéressan t d e la 
tester sur d'autres procédés comportant moins de six entrées. 
Finalement, ces travaux nous ont permis d'étudier l a mise en œuvre des systèmes d'inférenc e 
floue pou r l a command e e n fin  d e cycl e pa r apprentissage s successifs . L'utilisatio n d'u n 
modèle d e simulatio n n'es t pa s nécessairemen t requi s pou r l e développemen t d e solutions , 
mais i l facilit e grandemen t l e processus . D e plus , pou r le s configuration s simples , le s 
solutions rencontrent facilemen t le s objectifs d e performances e t permettra certainemen t un e 
diminution des pertes liées à un mauvais chauffage d e la feuille de plastique à thermoformer . 
ANNEXE I 
CREATION DU FIS A DEUX ENTREES ET UNE SORTIE 
Dans cett e annexe , nou s présentons , à  titre d'exemple , l e scrip t Matla b pou r l a création d u 
FIS pou r u n TIL C d'ordr e deux . Nou s utilison s l e «Fuzz y Toolbox »  de Mathwork s pou r 
créer une structure interprétable par les fonctions de Matlab. 
% contrôleur flou MISO (créatio n de la structure FIS) 
% Cette fonction est utilisée pour générer la structure FIS du 
% TILC d'ordre deux. 
% Syntaxe: a  = contrôleur flou MISO(individu) 
% Paramètres d'entrées: 
% individ u -  Matrice représentant la position du 
% singleto n de sortie 
% Para.mètres de sortie: 
% a  -  Cette variable contient la structure du FIS 
% Auteur: Mathie u B.Turcotte 
% Historique: 15.02.200 9 fichie r créé 
function a=controleur_flou_MISO(individu) 
%Création de la structure en spécifiant le type de moteur 
%d'inference et les opérations. 
a=newfis ( ' cont ro.leur ', 'sugeno', 'min', 'max', 'prod', 'sum', 'wtaver'); 
% A j o u t; d ' u n u  n i v e r s d e c i i s c o u r s d  ' e n t: r é e 
a=addvar(a,'input','erreur k',[-l 1]) ; 
%Ajout des fonction d'appartenanc e 
a=addmf(a,'input',1,'grande négative','trimf',[-1 -1 -1/2]); 
a=addmf(a,'input',1,'-1/2','trimf',[-1 -1/2 0]); 
a=addmf(a, 'input',1, 'zéro', 'trimf, [-1/2 0  1/2]); 
a=addmf(a,'input',1,'1/2','trimf',[0 1/2 1]); 
a=addmf(a,'input',1,'grande positive','trimf',[1/2 1 1 ] ) ; 
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%Ajout d'u n univer s d e discours d'entré e 
a=addvar(a,'input','erreur k-l',[- l 1]); 
%Ajout des fonctio n d'appartenanc e 
a=addmf (a, ' input ' , 2, ' grande négat.ive ' , ' tr.iîïif ' , [-1 - 1 -1/2] ) ; 
a=addmf(a, 'input',2, '-1/2', 'trimf', [-1 -1/ 2 0]); 
a=addmf(a, 'input',2, 'zéro', 'trimf', [-1/2 0  1/2]) ; 
a=addmf(a, 'input',2, '1/2', 'trimf', [0 1/2 1]); 
a=addmf(a,'input',2,'grande positive','trimf',[1/2 1  1]); 
%Ajout d'vin univers de discou.rs de scîrtie 
a=addvar(a,'output','valve',[-1 1]) ; 
%Ajout des singleton s selo n l a position défini t dan s inciividu 
for 1=1:2 5 
a=adcimf (a, ' output ' , 1, [ 'p ' num2str (i) ] , ' constant ' , individu (i) ) ; 
end 
%Créer l a list e d e règl e 
ind=l; 
for 1  = 1 : 5 
for j=l: 5 
rule=[i j  ind 1  1]; a=addrule (a, rule) ; ind=ind-i-l; 
end 
end 
ANNEXE I I 
FONCTION D E KRIGEAG E 
Dans cette annexe, vous trouverez le script Matlab élaboré pour mettre en œuvre le krigeage. 
Dans nos travaux, nous avons utilisé ce code pour déterminer le s fonctions de s conséquent s 
des règles d'inférence floues. 
% krigeage.m (Évaluatio n des paramètres d'un plan par 
krigeage) 
% Cette foncti(5n est utiLisée déterminer les paramètres d'un 
% plan en utilisant l a méthode statistique du krigeage avec 
effet pépite. 
% Syntaxe: ObjVa l = kriqeage_reg(mat,Version) 
% Paramètres d'entrées: 
% ma t -  Matrice représentant le s coordonnées des poi.nts 
pour 
% l'approximatio n d u plan ([XI,X2,...,Xn,H]) . 
% Versio n - 0 
% 1 
% Paramètres de 
% resui t 
= avec  valeu r constante; 
=^  sans valeur c:.cjnstante. 
sortie : 
Cette variable contient un vecteur 
correspondant au 
% résulta t ([alphal , ...,alphaN,A,B,C,...]T) . 
% Auteur: Mathie u B.Turcott e 
function resuit = krigeage_reg(mat,Version) 
[nb_point,nb_dim]=size(mat); 
if Version==l 
A=[eye(nb_point),zéros(nb_point,nb_dim-l); zéros(nb_dim-l,nb_point+nb_dim-l)] 
Else 
A=[eye(nb_point),ones(nb_point,1),zéros(nb_point,nb_dim-
1);ones(1,nb_point) zéros(1,nb_dim); zéros(nb_dim-
1,nb_point+nb_dim)]; 
end 
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for i=l:nb_dim- l 
if Version== l 
A (nb_point-i-i, : ) = [mat ( : , i) ' zéros (1, nb_dim-l) ] ; 
A ( : , i-i-nb_point) = [mat ( : , i) ; zéros (nb_dim-l, 1) ] ; 
else 
A (nb_point+ 1-1-1, :) = [mat(:,i)' zeros(l , nb_dim) ] ; 
A ( : , i-i-l-(-nb_point ) = [ ma t(:,i); zéros (nb_dim, 1 ) ] ; 
end 
end 
if det(A)==0 
result=zeros(1,nb_dim); disp('singular matrix');result=A ; 
else 
if Version== l 
Y=[mat(:,nb_dim) ; zéros(nb_dim-l,1)]; 
else 
Y=[mat(:,nb_dim); zéros(nb_dim,1)]; 
end 
result=A'^-l*Y; 
end 
ANNEXE III 
EXEMPLE DE SIMULATION DU FOUR DE THERMOFORMAGE 
Cette annex e présente , à  titr e d'exemple , l a simulatio n d u fou r d e thermoformag e e n 
configuration à  douz e capteur s e t à  douz e élément s chauffants . Cett e simulatio n inclu t l e 
module TILC d'ordre deu x ains i que le module de découplage. Ce scrip t en langage Matla b 
permet égalemen t l e traçag e d e graphique s représentan t l'évolutio n de s erreur s e t de s 
commandes appliquées. 
?. eval 12x12 02. M (Simulatio n de la loi de '••;omrî;ande d'ordre 2) 
V-
% Cette fonction est utilisée pour simuler l'asservissement du tour de 
% thermoformage en configuration 12x12. 
% Syntaxe: eva l 12x12 02(Singleton,gain,dec,Tini,Tamb,yd,eps) 
% Paramètres d'entrées: 
% Singleto n -  Vecteur lign e définissant la position des singletc>ns 
% d u FIS calculant la variation de la commande. 
% gai n -  Pondération de la plus ancienne commande. 
% de c -  Liste de decoupleurs. 
% y d ~  Profil de température désire. 
% ep s -  Valeur- de décalage entie la température mesurée au 
4 dessij s de la feuille et au dessoiis. 
% Paramètres de sortie: 
% Note d'utilisation: 
% Le s variables Tini et Tamb doivent être déclarées dans le workspace 
î. Le s variables Yt et U doivent être déclarées corcune variable globale 
% Auteur: Mathie u B.Turcotte 
function eval_12xl2_02(Singleton,gain, dec, yd, eps) 
global Yt U; 
% Création du FIS calculant la variation de la commande 
cl=controleur_flou_MISO(Singleton); 
^Initialisation des variables 
uk=[yd yd]; 
delta_ukn=zeros(length(yd),2); 
errorl = zeros (1,12); 
sim ok=l; 
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% î? i m u 1 a t i o n s  u r 5  0 i  t é  r a t i  o n 
fo r i t = 2 : 5 2 
^Ca lcu l d e l a •  •C'miïiaTide 
u k n = u k ( : , 1 ) * g a i n + u k ( : , 2 ) * ( 1 - g a i n ) + d e l t a _ u k n ( : , i t ) 
î.Mise à  jCiu r -le s h  is t'ixil'jije s 
u k { : , l ) = u k ( : , 2 ) ; 
uk(:, 2)=ukn; 
^Découplage 
pul=evalfis(uk(1 ; 
pu2=evalfis(uk(1 ; 
pu3=evalfis(uk(1 : 
pu4=evalfis(uk ( 1 : 
pu5=evalfis(uk(1 : 
pu6=evalfis(uk(1 ; 
pu7=evalfis(uk(7:12),dec{l}); 
pu8=evalfis{uk(7:12) ,dec{2} ) ; 
pu9=evalfis(uk(7:12) ,dec{3}) ; 
pul0=evalfis(uk(7:12),dec{4}) ; 
pull=evalfis(uk(7:12) ,dec{5} ) ; 
pul2=evalfis(uk(7:12) ,dec{6}) ; 
f-, Consiqne de température demande 
U=[pul pu2 pu3 pu4 pu5 pu6 pu7 pu8 pu9 pulO pull pul2]'; 
6) 
6) 
6) 
6)
6) 
6) 
,dec(l}); 
,dec{2}); 
,dec{3}); 
,dec{4}); 
,dec{5}); 
,dec{6}); 
adiation',300) 
try 
sim('beat wit 
catch 
sim_ok=0; 
end 
•(.calcul d'erreur 
last_ech=length(Yt) ; 
if last_ech==0 
disp('Erreur de simulation') ; 
break 
else 
errorl(it. i = [Yt(last_ech,7)-yd(l) , Yt(last_ech, 6)-yd(2) , 
Yt(last_ech,5)-yd(3),Yt(last_ech,2)-yd(l), 
Yt(last_ech,3)-yd(2),Yt(last_ech,4)-yd{3), 
Yt(last_ech,14)+eps-yd(4) , Yt(last_ech,13)+eps-yd(5), 
Yt(last_ech,12)+eps-yd(6) , Yt(last_ech,9)+eps-yd(4) , 
Yt(last_ech,10)+eps-yd(5) , Yt(last_ech,11)+eps-yd(6)]; 
end 
consigne(it, 
^^Normalisat ior 
) = u k n ' ; 
l e s . - r r e u r s e t (ïv-iJcu l de ? v e r r a t io r 
f o r 1= 1 : l e n g t h ( u k) , • 
errorn(1,1)=l/10*errorl(it,i); 
if it>2 
errorn(2,1)=l/10*errorl (it-1,i); 
else 
errorn(2,1)=errorn(1,1); 
end 
errorn=min(errorn,1);errorn=max(errorn,-1); 
delta_ukn(i,it+l)=evalfis(errorn,cl)*10; 
end 
:. o p. .s :i. G; P. e 
end 
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'• Créât i'jn des graphiques des erreurs er des consignes 
m a r q u e = { ' : bo ' , ' : bx ' , ' : bs ', " : b' ' , ' : b * ', ' : tac. ' , ' : b« ', ' : 1 v ' , ' : b< ' , ' : b> ' , ' : i,p ' , ' : bh ' } ; 
figure; 
aident! ficat ion des erreurs maximum pour •..oui.es les i'..é.ratioris 
maxerror=[]; 
for i=2:52 
maxerror(i-1)=max(abs(errorl(i,:))); 
end 
plot(0 :1: 50,maxerror,marque!1} / 'MarkerEdgeColcr' , 'k') ; 
xlabel('Itération'); 
ylabel([' | |erreur ! :\infty ("XoK) ']); 
figure; 
hold on. 
for 1=1 :length(uk) 
plot(0:l:50, consigne (2:52,1), marque { i }, ' f'a rkeiEd/jeColor ', ' k ' ) ; 
end 
xlabel ( ' Ité.i.:arion' ) ; 
ylabel ('Consigne de Tempe rat vire (''\oK)'); 
h=legend('Censlune (T I I ', 'Consigne {T2}' , 'Consigne{T3( ', 'Consigne 
{T4}','Consigne fT5>','ConsigneiT6}','Consign e 
{Bl}', 'Consigne {B2 ) ', 'Consigne {B3}' , 'Consigne 
{84}','Consigne {85}','Consigne {B6}',12) ; 
set(h,'Interpréter','none'); 
ANNEXE IV 
SCRIPT DE L'ALGORITHME GÉNÉTIQU E ITÉRATI F 
Le scrip t suivan t utilis e le s foncfion s d'u n «  Toolbox »  développ é pa r l'équip e d e 
Chipperfield. Plu s précisément, nou s réalisons par ce script un e optimisation de s paramètres 
définissant l e conséquent des règles d'inférence floues. Nous avons développé cet algorithme 
génétique itératif dans le cadre de travaux préliminaires à ce projet. 
% GAITERATIF.IM 
i C e scrip t perme t d e mettre e n œuvre u n a,ii go.r.i,thme génétique ITERATI F 
% La représentatio n entièr e es t utilisé e pou r code r le s individus . 
% Author: Mathie u B.Turcott e 
* Historiaue : 2 8 févrie r 200 9 file create d (copi e du fichie r SGA.M ) 
clc 
clear 
global a b c d e f c l U erro r Y t Sim_u l Tini ; 
% Par a n\ è t r e générau x 
NIND = 20; %  Nombre d'individu s dan s l a populati c 
MAXGEN =  50 ; %  Nombre maximum i de génératio n 
NB I T = 3 ; - J Norabre maximum d'itératio n 
CHROMLEN =  26; %  Nombre d e singleto n d e sorti e )mr>re ae régie s 
^.Paramètres de simulation : 
Tini=280; Tamb=398 ; 
a=readfis( 
b=readfis( 
c=readfis( 
d=readfis( 
e=readfis{ 
de'? l ' > 1 2 _ a 
d e c 7 l 2 x l 2 b 
d •:• c 1 2x12 c 
-irryizxliy 
dec 12x1 2 e 
f=readfis('dec 12x1 2 f 
%Descripteur d'u n individi ; 
FieldDR =  [rep([-1;1],[1,CHROMLEN])] ; 
% Définitio n de s opérateur s génétique s 
SEL F  = 'rws' ; %  Nom d e l a méthode d e sélectio n 
XOV_F =  'recint' ; J  Nom d e l a méthode d e recombinaiso n 
OBJ_F =  '  Fc obi de c 12::1 2 2 ordre 2' ; %  Nom d e l a fonctio n .^biecti f 
% Définitio n de s probabilité s utilis é pa r le s opérateur s 
CRS P  = 1 ; %  Probabilité d e croisemen t (no n nécessaire ) 
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MUT_P =0.5 ; %  Probabilité d e mutatio n 
PENTE =  -1/MAXGEN; i  Tau x d e variation d e l a fonctio n Shrin k 
GGAP =  (NIND-l)/NIND; » Génératio n gap, nombre d'individ u sélectionné e 
'sParamètre des critère s d'arrê t d e l'algorithm e 
BORNE =  20; %  Borne d'arrê t p^ju r une stagnatio n su r le s 
générations 
B0RNE2 =  2; 4  Borne d'arrê t pou r un e stagnatio n su r le s 
itérations 
FITBORNE =  70; ?  Borne d'arrê t basé e su r l a valeu c d. ! rîieillei;r coût 
%Créât ion d u fichie r d'enregistrement vie s essaies 
name =  strca t ('solution Parai n ' , date, ' .'.•':t ' ) ; 
logfile =  fopen(name,'a') ; 
-E'éi: i rt t ion d'ur ; i'orm-r! -j ' s I t ic!'aoe u ' un inri i -'dii <ian3 .l.a poï;'Ui a ti, on 
format =  [rep( ' .T.4f',[1,CHROMLEN]),'\n'] ; 
%Ir"L.it ialisat ion de l a variabi e 
Optgen=MAXGEN*ones(NB_IT,1); 
* C r é a t .1 o n d  e s f  1 > :j u .r' e s 
AllSol =  figure; hold on ; 
BestSol =  figure ; hold •::;; 
j=0; 
v^ fhile j < NB_IT, 
fprintf(logfile,'Itération %g\n', j); 
% Création d e l a populatiori 
% Pour l a première exécution , nou s crécn s aleatotremen t le s 
% individu s 
if j== l 
Chrom =  crtrp(NIND,FieldDR) ; 
else 
Chrom =  crtrp(NIND-1,FieldDR) ; 
Chrom(NIND,:)= ChromP ; 
end 
% Initialisation de s variable s d'historiqu e 
gen =  0 ; 
Best =  NaN*ones(MAXGEN,1) ; 
% Évaluât icTi de J a popr) 1 tati on initial e 
ObjV =  feval(OBJ_F,Chrom) ; 
% Évolutio n d e l a population ver s l a génération suivant e 
while ge n <  MAXGEN, 
% Assigne un e vsleu r d e fitnes s au x individu s 
FitnV =  ranking{ObjV) ; 
% Sélectionner des  indivudu s dan s .l a popi.oiation 
SelCh =  sélect(SEL_F, Chrom , FitnV , GGAP) ; 
% Croisemen t de s individu s 
SelCh=recombin(XOV_F, SelCh,CRS_P) ; 
J Mutation de s e n fan:,s 
S h r i n k =  ma x (PENTE*ge n + l, .  5) ;  o  d é t ' T r n i n e î l a p l a g e d e mava t io n 
S e l C h = m u t b g a ( S e l C h , F i e l d D R , [ M U T P  S h r i n k ] ) ; 
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•• Évaluation d'-' s criants 
ObjVsel =  feval(OBJ_F,SelCh) ; 
:^  Insertion de s enfant s dan s l a population e n remplaçan t 
% c e .r t. a i n s p  a r' e n t s 
[Chrom ObjV] =  reins(Chrom, SelCh,1,1,ObjV,ObjVsel) ; 
gen=gen+l;disp(gen); 
% I  d e n t. i f i c a t i, o n d  lï m e i. 1.1 evr i  n d i v i • i u 
[Best(gen),indice] =  min(ObjV) ; 
ChromP =  Chrom(indice,:) ; 
disp(Best(gen)); 
% Affichage de s résultat s 
set(0, 'CurrentF:i^Jure', BestSol ) ; plot (Best, ' ro ' ) ; 
set(0,'CurrentFigure',AllSol); plot(gen,ObjV,'bo') ; 
drawnow; 
1 Evaluatio n d u premier critèr e d'arrêt (Basé e su r i a stagnatio n 
% de 1  ' évolut i c-n sur ie s générai :i •;n i 
if ge n >  BORN E 
if Best(gen)==Best(gen-BORNE ) 
fprintf(logfile,'ARRET2 a  :tq  génération\ t Best : 
. .  .'•  .  3f\n ' , gen, Best (gen) ) ; 
Optgen(j)=gen; 
gen=MAXGEN; 
end 
end 
^ Évaluatio n d u secon d critèr e d'arrêt (Basé e su r l'o^otentio n d'une 
% solut.iori . satisfaisante) 
if Best(gen) <  FITBORN E 
fprintf ( logfile, '/•,r<ie''l à :lq  générationX t Best : 
. iti \n ' , gen, Best (gen) ) ; 
Optgen(j)=gen; gen=MAXGEN ; j=NB_IT ; 
end 
end 
?. Déterminer l a meilleur solutio n d e l'itératio n 
Bestlt(j)=min(Best); 
% Évaluation d u premier critèr e d'arrê t (Basé e su r l a stagnatio n 
'h de 1  ' évolut i-jT; sur le s itérations ) 
if j  > B0RNE 2 
if Bestlt(j)==BestIt(J-B0RNE2 ) 
fprintf (logfile, ' ARRKT3 a  :  '.g itérationXt Best : 
%.3f\n',j,BestIt(j)); 
j=NB_IT; 
end 
end 
end 
IIO 
o Eru'egi st rement des figures 
Namefile=(strcat('Best (itération).fiq')) ; 
saveas(BestSol,Nameflie); close(BestSol); 
Namefile=(strcat('Al I (itération; .fig')); 
saveas(AllSol,Namefile); close(AllSol); 
i Sauvegard e des resuliats 
fprintf(logfile, 'Chromosome de la meilleur solutior i \n'); 
fprintf(logfile,'i.3f\t',min(Bestlt));fprintf(logfile,format,ChromP) 
fprintf(logfile,'FIN\n'); 
fclose(logfile); 
% Erid of script 
ANNEXE V 
ETUDE PRELIMINAIRE 
Pour effectuer l'étud e préliminaire , nou s avons chois i u n système facil e à  interpréter . Ainsi , 
nous pourrons mieux comprendre les réactions du système. 
Le systèm e à  l'étud e es t u n réservoi r d'eau . Le s deu x variable s à  contrôle r son t l a 
température ains i qu e l e nivea u d u liquide . L e contrôle doi t êtr e réalis é e n asservissan t le s 
débits d'entré e d'ea u chaud e e t froide . C e typ e d e systèm e es t défin i comm e étan t 
« multiples entrées -  multiples sortie s » (MIMO) non-linéaire . L a figure suivante présente l e 
procédé. 
Eau froide 
FcJc 
Eau chaude 
F H J H 
^4 
T. 
i \ ' V 
î « 
l 
Sortie 
j F ( h ) . T 
Figure-A V-1 Procédé à l'étude. 
La liste suivante définit le s variables qui caractérisent l e procédé. 
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A^ :=  Aire  de  la  sectio n du  réservoir 
h := Niveau de  liquide  dans  le  réservoir 
F„ := Débit  du  liquide  chaud 
F^ : = Débit  du  liquide  froid 
K :=  Constante d'écoulemen t 
T :=  Température  du  liquide  dans  le  réservoir 
Tf, : = Température du  liquide  chaud 
7) : = Température du  liquide  froid 
p := /classe  volumique  du  liquide 
C ,  := Chaleur spécifique  du  liquide 
à pression  constant e 
Veuillez note r qu e c e systèm e es t trait é dan s l e cours d e modélisatio n e t automatisatio n d e 
procédés industriel s (SYS 823) . Nous utiliserons, dans ce travail, les éléments contenus dans 
la présentation (Gauthier , 2006). 
La première hypothès e permettan t d e simplifie r l a modélisation concern e l a température d u 
liquide. Cett e variabl e es t considéré e uniform e dan s l e réservoir . E n réalité , l a températur e 
n'est pa s nécessairemen t uniformémen t distribuée , mai s l'ajou t d'u n mélangeu r corrig e l e 
problème. D e plus , ce t ajou t n'affect e pa s significativemen t l a variable , ca r l'énergi e 
transférée n'es t pa s importante . L a second e hypothès e concern e le s caractéristique s d u 
liquide. Pour ce projet, nous considérerons l a masse volumique et la viscosité constante. 
Ces deux hypothèses faciliten t l'obtentio n d u modèle mathématique. L a première étape de la 
modélisafion es t d'identifier l e volume de contrôle. Ici , nous choisissons l e réservoir. Dans le 
cas présent , i l y  a  deu x dynamique s à  modéliser . L a premièr e es t cell e d u nivea u e t l a 
seconde l a température . Respectivement , nou s devon s fair e u n bila n d e matièr e e t u n bila n 
thermique sur le volume de contrôle. 
Puisque l a masse volumique e t la viscosité son t constantes , l e bilan massique es t rédui t à  un 
bilan volumique. 
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dh A y =  F,+F,-Kyh 
' dt  '  '  (V-1 ) 
Le bilan thermique est un peu plus complexe. 
d{hT) 
pCy - ^ =  pC,[FJ, -,Fy  ^  KyhT) ^^^^^ 
La dernière équation doit être manipulée pour isoler la dérivée de la température. 
Tyiyy{F„T„.F.T.-KrhT) 
dt dt  /  ^(  ^  '  (V-3 ) 
En remplaçant la dérivée de la hauteur par l'équation 1  e t en isolant, on obtient : 
^ =  i(^«(^-^)^^^^- «^ (V-4) 
Une équation différentielle es t dite linéaire lorsque les variables d'état son t multipliés par des 
constantes. Un e variabl e d'éta t es t un e caractéristiqu e représentativ e d e l'éta t couran t d u 
procédé. Prenons , pa r exemple , u n obje t e n mouvement ; l a position , l a vitess e e t 
l'accélération son t tou s de s descriptif s d e l'éta t d e l'objet . Dan s notr e cas , le s variable s 
d'états son t l a températur e e t l e niveau dan s l e réservoir . À  l a lumièr e d e ce s explications , 
nous remarquon s un e non-linéarit é su r l e débi t d e sortie . D e plus , nou s remarquon s un e 
interaction entr e le s deux variable s d'état . E n effet, le s débits d'entrées influencen t l e niveau 
et l a température. Cett e dernièr e conclusio n es t conséquent e à  notr e interprétatio n physiqu e 
du procédé. 
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Dans le cadre de ce travail, nous privilégions un e approche par simulation. Nous utiliseron s 
l'outil «  Simulink »  offert pa r Matwork. La figure suivante présente le modèle de simulation 
réalisé dans le logiciel. Nous avons utilisé les équations 1  e t 3 pour réaliser ce schéma. 
A; 
''~., 
_J i  i. . 
i ai  -  ..  i::y:.::::. 
! 
fTy, \. ^  y 
1 
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V 
_ 
_ 3 _ } " ^ V . 
Th ï 
j i r ' i i : i . '2; i u 
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4 
W 
(Ac'uilViNM) 4 -
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^y .^^ 
Product .••'•"'•'V—k J ^ 
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y y  y 
' 
'W 
H ' 
' d f ^ S -T 
Proauct2 • • • - - - — • 
:M_.y 
Product 1 
i -K ^  ) 
Figure-A V-2 Schéma de simulation du réservoir. 
Connaissant le système, nous pouvons débuter la conception du contrôleur flou.  L'utilisatio n 
de la logique floue est répandue dans les biens de consommations usuelles . Par exemple, les 
lave-linges «  intelligents » utilisent l a logique floue.  Dans le milieu industriel , la commande 
floue es t ufilisé e dan s l e traitement de s eaux (Cordo n et  al, 2001 , p. 39). La principale 
motivation d e cett e approch e es t qu'ell e n e nécessit e pa s de modèl e mathématiqu e d u 
système à contrôler. En effet, nou s pouvons déterminer un contrôleur en colligeant l e savoir 
et l'expérienc e tacit e d'u n opérateur o u d'un expert d u procédé. Toutefois , c e n'est pa s l a 
seule façon . L'ufilisatio n de s algorithmes évolutionnaire s es t une seconde voi e possible . 
Dans le présent cas , la commande floue est une bonne alternative à l'approche classique , car 
la command e non-linéair e nou s permettr a d e mieu x gére r l a dynamiqu e d u système . 
Maintenant, décrivons en détails le contrôleur pour l'application du réservoir. 
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Pour cette tentative de contrôle, nous avons adopté une approche naïve . E n effet, nou s avons 
simplement substitu é chacu n de s contrôleur s P I classiques pa r des contrôleur s flous.  Nou s 
avons conserv é l a mêm e relatio n entrée-sorti e e t nou s avon s retir é le s fonction s d e 
découplage. D e plus , pou r simplifie r le s test s e t pou r vérifie r le s capacité s d e notr e 
algorithme génétique , nou s avon s impos é l e mêm e systèm e flou  au x deux contrôleurs . 
Toutefois, c e choix nou s impos e d'ajoute r u n gain négati f à  la sortie d e la commande du 
débit d'ea u froide , ca r nous avon s un e répons e invers e su r la sortie d e la température. La 
figure suivante présente la nou\ elle structure. 
ra-ô 1'h.O—«-
.yi-'i-i. 
Conlrcll^ 
i 
DefTtf atr^ <3 *>aiutalion 1 
Te 
Te '^ 
\ark mat 
infl<7A 
Siepî T 
Th 
Th Y 
Fuzzy Lo^i c 
Oontiollwl 
- • — • • • 
Scope 
Out2 
tai*i ma» 
intl.;.v,1 
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Figure-A V-3 Schéma de simulation de la commande floue . 
L'ajout de s sous-systèmes «  valve » est pour adapter la commande donné e par le contrôleur. 
Ces sous-système s son t simplemen t de s intégrateur s ave c de s saturations . La saturation est 
faite à la fin du processus d'intégration pou r avoir une commande bornée. 
En consultant l e schéma précédent , i l est étonnan t de voir un e dérivatio n du signal. Poson s 
tout d'abor d l'équatio n d'u n PI dan s l e domain e tempore l (Driankov . Hellendoor n e t 
Reinfrank, 1996 , p. 108) . 
Il =  K^^e  + K, \edt 
K , := Gain proportionne l 
A', := Gain intégra l 
e:= Erreu r (V-5 ) 
Dans notr e cas , nou s voulon s obteni r un e variatio n d e l a commande . Donc , dérivon s l a 
dernière relation. 
Au^K^é +  K,e ^ y_g ^ 
Dans l e cadr e d e cett e étude , nou s avon s décid é d'utilise r l e typ e TS K d'ordr e zéro . L a 
continuité de la surface d e commande est garantie lorsque l'on utilis e le TSK. Dans notre cas, 
c'est u n avantag e indéniabl e puisqu e nou s utiliseron s u n algorithm e génétique . D e plus , ce 
système d'inférence flou  es t beaucoup moins lourd que le Mamdani. 
Nous avons décidé d'utilise r u n ordre zéro pour facilite r l'interprétatio n d e notre contrôleur . 
En effet, c e cas particulier peut être comparé à un système d'inférence flou  de Mamdani avec 
des « singletons »  comme fonction d'appartenanc e d e sortie. Ceci signifie simplemen t qu e la 
fonction situé e dan s l e conséquen t de s règle s d'inférenc e es t un e valeu r constante . 
L'algorithme génétique permettra d'identifier ce s valeurs. 
La définition de s ensembles flous se divise en deux grandes étapes. La première étape es t de 
définir l e nombr e d e fonctio n d'appartenanc e définissan t l'univer s d e discours . L a second e 
étape est de définir le s fonctions d'appartenance. 
La complexit é d u moteu r d'inférenc e croî t rapidemen t ave c l'ajou t d e fonction s 
d'appartenance e n entrée. Donc, pour simplifie r l a conception d e ce premier contrôleu r flou, 
nous avon s décid é d e limite r l e nombr e d e fonction s d'appartenanc e à  trois . Nou s avon s 
normalisé l'univer s d e discour s d e - I à  I . Pou r c e projet , nou s avon s chois i de s fonction s 
triangulaires. Pou r défini r l a position de s fonctions , i l exist e deu x possibilités . L a première 
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possibilité es t d'interroger u n expert e t l a seconde, est de placer uniformémen t le s fonction s 
sur l'intervalle (Cordo n et  al. 2001 , p. 39). Nous avons chois i l a seconde solution , ca r nous 
allons de toute façon adapte r l'ensembl e d e sortie. Les deux entrées , l'erreur e t l a dérivée de 
l'erreur, ufilisen t l e mêm e ensembl e flou.  L a figure  suivant e présent e l'ensembl e flou 
d'entrée utilisé pour ce projet. 
grande n&gative grande positive 
Figure-A V-4 Ensemble flou d'entrée . 
Comme nou s l'avon s précis é plus tôt , nous avons choisi u n moteur d'inférenc e flou  d e type 
TSK d'ordre zéro . Donc, l'ensemble d e sortie es t une série de singletons . Pour offri r plu s de 
capacité d'adaptation , nou s avon s fixé  l e nombr e d e singleton s éga l a u nombr e d e règle s 
d'inférence. L a position d e ce s singleton s ser a déterminé e ave c notr e algorithm e génétiqu e 
itératif 
Le typ e d e moteu r d'inférenc e nou s impos e l'opérateu r d'implicatio n e t d'agrégation . 
Respectivement, nou s devon s utilise r l e produit e t l a somm e pou r effectue r ce s traitements . 
Pour l a fonctio n «  ET » nou s avon s chois i d'utilise r l'opérateu r minimal . Nou s pourrion s 
également utilise r l e produit . L a foncfio n «  OU » n'es t pa s utilisé e dan s l a définitio n de s 
règles. Nous l'avons imposé e arbitrairement à  l'opérateur maximum . Pour la défuzzification , 
nous avons sélectionné la moyenne pondérée des sorties. 
La définition de s règles d'interférence es t trè s simple. En optimisant l'ensembl e d e sortie, la 
topologie d u moteu r d'inférenc e demeur e constante . Puisqu e nou s avon s seulemen t deu x 
entrées, nous pouvons représenter sous forme matricielle le s règles. Cette matrice de règle est 
présentée au tableau suivant . Notez que les variables Pi où  i= {1,2,... , N} correspondent à  la 
position du i^ ™ singleton. 
Tableau-A V-I Matric e de décision 
Règle d'inférenc e 
dé
riv
ée
 Négative 
Zéro 
Positive 
erreur 
Négative 
PI 
P2 
P3 
Zéro 
P4 
P5 
P6 
Positive 
P7 
P8 
P9 
L'opérateur lian t les éléments dans la partie de l'antécédent d e la règle est le « ET » logique. 
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