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A fundamental goal in the manipulation of
quantum systems is the achievement of many co-
herent oscillations within the characteristic de-
phasing time T∗2 [1]. Most manipulations of elec-
tron spins in quantum dots have focused on the
construction and control of two-state quantum
systems, or qubits, in which each quantum dot is
occupied by a single electron [2–7]. Here we per-
form quantum manipulations on a system with
more electrons per quantum dot, in a double
dot with three electrons. We demonstrate that
tailored pulse sequences can be used to induce
coherent rotations between 3-electron quantum
states. Certain pulse sequences yield coherent os-
cillations with a very high figure of merit (the ra-
tio of coherence time to rotation time) of > 100.
The presence of the third electron enables very
fast rotations to all possible states, in contrast
to the case when only two electrons are used, in
which some rotations are slow. The minimum os-
cillation frequency we observe is > 5 GHz.
Electrons in semiconductor quantum dots are promis-
ing candidates for use in quantum computing, because of
the potential of this platform to enable coherent quan-
tum control on large numbers of qubits [8]. Much re-
cent progress has led to demonstrations of both spin-
and charge-based qubits in both GaAs and Si [2–7, 9–13].
Charge qubits can be manipulated quickly but have rela-
tively short coherence times, while spin qubits have long
coherence times but long manipulation times. The ten-
dency of the speed of manipulation to be correlated with
the rate of decoherence is not surprising, because both de-
pend on the coupling of the qubit to external degrees of
freedom (designed and wanted for manipulation, and ex-
traneous and unwanted for decoherence). Refs. [14, 15],
describing a quantum dot hybrid qubit, present theoret-
ical arguments that a system with more degrees of free-
dom, specifically three electrons in two quantum dots,
can overcome this tendency. Two of the states can form a
qubit with spin character that has a long coherence time.
By accessing a third state via a charge transition, fast
operations can be performed, and then the qubit can be
converted back into a spin-like qubit with long coherence
time. Such a strategy requires that one can systemati-
cally and accurately control transitions between several
different quantum states of the same system.
This paper presents experiments that demonstrate the
ability to tailor transitions between quantum states of
three electrons in two quantum dots (see Methods for de-
tails of device fabrication). Four states are important in
this work, the ground |0〉 and first excited state |1〉 of the
dot in the (2,1) charge occupation, and the correspond-
ing ground |2〉 and first excited state |3〉 of the dot in the
(1,2) charge occupation. The qubits are manipulated by
pulsing a voltage that changes the detuning ε, which is
the energy difference between the two dots. By applying
appropriate sequences of applied voltage pulses, oscilla-
tions between different pairs of quantum levels can be
induced. Because oscillations with periods much shorter
than the rise times of the applied pulses can be excited,
and because quantum oscillations between some pairs of
the states are quite insensitive to the dominant dephas-
ing mechanism, which is fluctuations in the value of the
detuning [16], many (over a hundred) oscillations can be
observed within one coherence time. The consistency of
our interpretation of the data in terms of coherent quan-
tum oscillations between different energy levels is demon-
strated by the agreement between the data, which were
all taken with one tuning of the dot, and the simulations
shown, which were all performed with one set of values
for the system parameters.
Fig. 1 demonstrates that oscillations both between
states |0〉 and |2〉 as well as between states |2〉 and |3〉 can
be established and measured by application of the simple
pulse sequence shown in Fig. 1(b), which has been used
in previous work to investigate quantum oscillations be-
tween states of a charge qubit [11–13, 17, 18]. The detun-
ing voltage starts at a negative base value, where state |0〉
is favored energetically (see Fig. 1c), and then is pulsed
to more positive detuning, close to the |0〉-|2〉 and |0〉-|3〉
anticrossings. After a short time (typically of order 1-10
ns), the pulse ends and the detuning returns to its base
value. Fig. 1(d) shows the resulting transconductance of
the quantum point contact (QPC) indicated on Fig. 1(a),
which is sensitive to changes in the time-averaged charge
occupation of the dot. If the electron is in one of the
(1,2) states, |2〉 or |3〉, at the end of the pulse, it remains
in that state until it decays inelastically back to a (2,1)
state, which takes ∼18 ns [13]. Thus, the average charge
distribution in the dot reflects the occupation of the dot
just after the end of the pulse. Two different types of os-
cillations are observed and are highlighted in orange and
pink in Fig. 1(e): the former occur near the anticrossing
between |0〉 and |2〉 and have a frequency that depends
strongly on detuning. The latter arise for εp more posi-
tive than the former location and have a frequency that
ar
X
iv
:1
30
8.
05
88
v1
  [
co
nd
-m
at.
me
s-h
all
]  
2 A
ug
 20
13
2L RMPL PR
T
QL QR
IQPC
200 nm
(a)
(b) εεp
time
tp
100
50
0
-50
2.01.51.00.5
-0.02
0.02
tp (ns)
dP(1,2) /dε 
(μeV -1)
(f)
ε p
 (μ
eV
)
100
50
0
-50
0.00
0.02
ε p
 (μ
eV
)
dP(1,2) /dε 
(μeV -1)
(d)
1
0
-1
1.00.90.80.70.60.5
1.0
0.5
0.0c
os
(θ
23
) P
(1,2)
tp (ns)
(i)
-0.5
0.0
0.5
1.00.50.0
1.0
0.5
0.0
1.00.50.0
ρ x
x
ρ 2
3
time (ns)
(h)
pulse 
window
ρ33
ρ00
ρ22
Re(ρ23)
Im(ρ23)
100
50
0
-50
0.00
0.02
ε p
 (μ
eV
)
dP(1,2) /dε 
(μeV -1)
(e)
200
100
0
-100
-300 -200 -100 0 100
2Δ1
(c)
E  
(μ
eV
)
ε (μeV)
δER
2Δ2
⎥1⟩ 
⎥0⟩ 
⎥2⟩ 
⎥3⟩ 
⎥0⟩ 
⎥1⟩ 
⎥2⟩ 
⎥3⟩ 
z 
x y 
⎥2⟩ 
⎥3⟩ 
(g)
-100
0
100
-100 100
εp=100μeV
ε (μeV)
E  
(μ
eV
)
⎥3⟩ 
⎥2⟩ 
⎥0⟩ 
⎥0⟩ 
⎥2⟩ 
⎥3⟩ 
Figure 1. Measurement of quantum oscillations between three quantum states of three electrons in two quantum dots. (a)
Scanning electron micrograph of a device identical to the one used in the experiment. (b) A typical pulse trace from the output
of the Agilent 81134A pulse generator, with pulse width tp. (c) Diagram of energy levels of the system versus detuning ε.
The (2,1) state |0〉 anticrosses with the (1,2) states |2〉 and |3〉 with tunnel couplings ∆1 and ∆2. The two anticrossings are
separated by an energy of δER, which is the singlet-triplet energy splitting in the right dot. Colors correspond to features in
the data described in (e). (d) Measurement of the transconductance through the QPC, which reflects changes in the charge
occupation of the double dot, as a function of pulse duration tp and detuning of the pulse tip εp. (e) Data from (d) in which
different oscillation frequencies are highlighted in color. The orange features at small detuning with frequency ∼5 GHz are
charge qubit oscillations [11–13, 17, 18] between the states |0〉 and |2〉. The pink features with frequency ∼9 GHz that occur at
larger values of the detuning reflect phase winding between states |2〉 and |3〉. (f) Results of the calculated quantum dynamics
(see Methods for details) of a system with δER = 9.2 GHz and tunnel couplings ∆1 = 2.62 GHz and ∆2 = 3.5 GHz, including
low-frequency noise in detuning as in Ref. [11]. (g) Left: Bloch sphere of the projection of the wavefunction onto the |2〉, |3〉
subspace with the trajectory of the state vector during the εp-portion of the pulse mapped out for the case of εp = 100 µeV.
Right: the relative position of the pulse and the energy diagram for the data point labeled with pink pentagon (εp = 100 µeV,
tp = 800 ps) in (f). (h) Top: computed time evolution of the diagonal elements of the density matrix during the pulse for the
data point labeled with pink pentagon in (f). The rising edge of the pulse increases the population of states |2〉 and |3〉 to 70%
and 23% respectively. Bottom: Time evolution of off-diagonal terms in the density matrix for the data point labeled with pink
pentagon in (f). Relative phase oscillations between the two states during the εp-portion of the pulse are clearly visible. (i)
The relative phase θ23 of states |2〉 and |3〉, taken at the half point of the falling edge of the pulse, as a function of pulse width
and the probability of measuring (1,2) charge occupation as a function of pulse width. The two curves are well correlated with
each other, indicating the phase oscillation information during the pulse is mapped to charge probability by the falling edge of
the pulse.
is nearly independent of detuning.
To gain insight into the two different oscillation fre-
quencies shown in Fig. 1(d-e), we perform numerical sim-
ulations (see Methods for details) of the dynamics of a
system with the energy spectrum shown in Fig. 2(a), with
low-frequency detuning noise incorporated as in Ref. [11].
Fig. 1(f) shows the result of the simulation, which is in
good agreement with the data. When εp ≈ 0, the oscilla-
tions (highlighted with orange in Fig. 1(e)) are between
the states |0〉 and |2〉, the ground states of the (2,1) and
(1,2) charge occupations. The “sideways-v”, criss-cross
pattern of the oscillations in this regime is characteristic
of lock-in measurement of charge qubits [11–13, 18]; it
arises because the oscillation frequency depends strongly
on εp, with a minimum frequency of 2∆1 at εp = 0. At
larger values of εp, oscillations at a different frequency
appear (highlighted by the nearly parallel pink lines near
the bottom of Fig. 1(e)). These oscillations have a differ-
ent period (∼ 100 ps) that depends only weakly on εp;
they are well-described by the simulation of Fig. 1(f), and
their frequency is set by the energy difference between the
states |2〉 and |3〉. As is clear from the full time evolution
of each relevant state, which is plotted in Fig. 1(h), at this
detuning the rising edge of the pulse transfers the large
majority of the weight in the wavefunction into states |2〉
and |3〉, leaving very little occupation of |0〉. An approxi-
mate quantum wavefunction during the εp-portion of the
pulse is thus given by
|ψ(t)〉 ≈ eiφ(t)
(
a|2〉+ beiδERt/~|3〉
)
, (1)
3with φ(t) a global phase that does not affect measur-
able quantities. While the charge sensing measurement
does not distinguish between states |2〉 and |3〉, the os-
cillations are visible in this experiment because the two
contributions interfere when the pulse ends and the de-
tuning passes back through the two anticrossings shown
in Fig. 1(c), between |0〉 and |2〉 as well as |0〉 and |3〉,
so that the occupation of the (1,2) charge state after
the pulse has ended oscillates with angular frequency
δER/~. This relationship between the phase difference
between the amplitudes in |2〉 and |3〉 and the probability
of occupying the (1,2) charge state P(12) is illustrated in
Fig. 1(i). The physical mechanism giving rise to the abil-
ity to measure oscillations between two states with the
same charge distribution via a time-averaged charge mea-
surement is closely related to Landau-Stu¨ckelberg-Zener
oscillations [19–21], so we will refer to these oscillations
as LSZ oscillations.
The figure of merit (the ratio of the coherence time T ∗2 ,
extracted from the oscillation decay at times longer than
those shown in Fig. 1(d), to the oscillation period) of the
LSZ oscillations between |2〉 and |3〉 is much larger than
that of the charge qubit oscillations between |0〉 and |2〉,
for two reasons. First, the frequency of the LSZ oscilla-
tions is not limited by the pulse rise time; the oscillation
frequency is determined by the energy difference δER be-
tween state |2〉 and |3〉; whether a particular pulse rise
time results in a state in which |2〉 and |3〉 both have
substantial occupation is determined by the value of the
tunnel couplings ∆1 and ∆2 . Second, the energy dif-
ference δER depends only weakly on detuning [22], so
the LSZ oscillations are less susceptible to the dominant
source of decoherence [11, 12, 23], fluctuations in the de-
tuning, than are oscillations between energy levels with
different dependences on the detuning, such as the levels
|0〉 and |2〉 used for a standard charge qubit.
We now show that more complex pulse sequences can
establish oscillations between different pairs of states in
the system, including between states that are both ex-
cited states of the system at all values of the detuning
accessed during the sequence. Fig. 2(b) shows the mea-
sured transconductance of the QPC charge sensor dur-
ing application of the voltage pulse shown in Fig. 2(e).
Five distinct oscillation patterns can be identified, as
shown with the color overlay in Fig. 2(c), and with corre-
sponding colors in Fig. 2(a). The numerical simulation of
Fig. 2(d), which uses the same parameters as the simula-
tion in Fig. 1(f), shows that the oscillation frequencies in
the data correspond to energy level differences between
specific pairs of quantum states. That mapping is shown
in Fig. 2(a), and the validity of our model is demon-
strated by the accuracy of Fig. 2(d). The color overlays
in Fig. 2(a) and 2(c) show that, even with a single, rela-
tively simple pulse pattern, quantum superpositions and
oscillations can be observed between nearly all possible
pairs of states. The relative weight of each of these os-
cillations, which reflects the relative weight of the wave-
function in each rung in the ladder of energy eigenstates,
is determined by the pulse rise time, the pulse detuning,
and the tunnel couplings that determine the size of the
anticrossings between the three-electron states.
Relationship to the quantum dot hybrid qubit. One im-
portant reason for manipulating quantum states is to
perform quantum information processing. For this ap-
plication, one needs to create quantum gates, which are
unitary transformations. If one defines a qubit as two
states |0˜〉 and |1˜〉, then to qualify as a gate, a process
that transforms |0˜〉 → a|0˜〉 + b|1˜〉 must transform either
|1˜〉 → −b∗|0˜〉 + a∗|1˜〉 or |1˜〉 → b∗|0˜〉 − a∗|1˜〉. Ref. [15]
presents pulse sequences that, when applied to a double
quantum dot with three electrons, yield any prescribed
rotation on the Bloch sphere of a qubit with basis states
|0˜〉 = |0〉, |1˜〉 = |1〉, where |0〉 and |1〉 are two of the
states we study here. A pi rotation that sends |0〉 → |1〉
can be implemented by performing successive pi rotations
at the two successive anticrossings marked ∆1 and ∆3 in
Fig. 2(a).
Here we can understand the oscillations highlighted
green in Fig. 2(c) in the language of the hybrid qubit.
The first 340 ps pulse in Fig. 2(e) rotates significant
weight of the wavefunction from |0〉 into state |2〉, which
would be called an auxilliary state in a (2,1) hybrid qubit.
The second, variable section of the pulse pushes the dou-
ble dot to deep negative detuning, with very different ef-
fects on the fraction of the wavefunction in states |0〉 and
|2〉. State |0〉 simply slides to lower energy in the detun-
ing plot shown in Fig. 2(a). State |2〉, in contrast, moves
to higher energy, where it anticrosses with |1〉. This anti-
crossing, governed by tunnel coupling ∆3, is large enough
that the pulse is largely adiabatic and therefore the ma-
jority of the weight in |2〉 follows the lower branch to state
|1〉, whose dependence of energy on detuning is nearly the
same as |0〉, setting up a superposition whose phase dif-
ference is relatively immune to noise in detuning. The
second 340 ps pulse in Fig. 2(e) reverses this process and
drives a second rotation at the ∆1 anticrossing, enabling
observation of interference as a function of the evolved
phase difference between states |0〉 and |1〉.
The figure of merit for the resulting oscillations is over
100, an extremely high value for the present state of semi-
conductor qubits. Thus, the oscillations shown in green
reflect a controlled phase evolution between states |0〉
and |1〉, a zˆ-rotation for the hybrid qubit, demonstrating
a key ingredient in constructing a pulse-gated quantum
dot hybrid qubit [15].
We have demonstrated that high-speed voltage pulses
can be used to control coherent quantum oscillations be-
tween different pairs of states in a semiconducting dou-
ble quantum dot with three electrons. By implementing
appropriate combinations of voltage pulses, oscillations
between different pairs of levels as well as sequential op-
erations can be achieved. Transitions between some pairs
40.5
0.0
-0.5
1.00.50.0
pulse 
window
Re(ρ01)
Im(ρ01)
ρ 0
1
(g)
time (ns)
Δ1 = 2.62 GHz
Δ2 = 3.5 GHz
Δ3 = 4.6 GHz
Δ4 = 1.65 GHz
δEL = 52.7 GHz
δER = 9.2 GHz
200
100
0
-100
-200
-300 -150 0
ε (μeV)
E  
(μ
eV
)
(a) δER
δEL 
δER
2Δ1
2Δ2
2Δ4
2Δ3
⎥0⟩ 
⎥2⟩ 
⎥3⟩ 
⎥1⟩ 
⎥0⟩ 
⎥2⟩ 
⎥3⟩ 
⎥1⟩ 
y 
x 
z 
(f) -300
-200
-100
0
0
10
G
L (nA/V)
ε p
 (μ
eV
)
(c)
-300
-200
-100
0
2.01.51.00.5
0
10
tp (ns)
G
L (nA/V)
(d)
ε p
 (μ
eV
)
-300
-200
-100
0
0
10
G
L (nA/V)
(b)
ε p
 (μ
eV
)
ε(e)
εp
time 
200
0
-200
-300 -150 0
ε (μeV)
E  
(μ
eV
)
tp
Figure 2. A simple multilevel pulse sequence induces quantum oscillations between different pairs of levels at different values
of the pulse detuning. (a) Diagram of relevant energy levels of the electrons in the double quantum dot. The oscillations
highlighted in the measurements shown in panel (c) correspond to the transitions between levels denoted by the appropriately
colored regions in this diagram. The parameters used in the simulation are also listed. (b) Measured transconductance through
the charge sensing QPC, which reflects changes in the time-averaged charge state of the double quantum dot as a function of
the pulse detuning εp and of the pulse duration tp, with all other parameters held fixed, in the presence of the pulse sequence
in (e). Coherent oscillations between different pairs of charge states are reflected in the oscillation of the time-averaged charge
occupation in the dot as a function of tp at different values of the detuning. (c) Same as (b) with the different frequencies
highlighted by differently colored lines. The oscillations highlighted here correspond to the transitions between levels denoted
by the corresponding colored regions in (a). (d) Results of numerical simulation of the system with parameters listed in (a), in
the presence the pulse sequence in (e). The pulse rise time used is 118 ps. (e) A typical pulse trace for this experiment. Inset:
The relative position of the pulses with respect to the energy levels for the data point labeled by the green triangle and red
diamond in (b). (f) Projection onto the Bloch sphere for the states |0〉 and |1〉, with the trajectory of the state vector during
the εp-portion of the pulse mapped out at εp = −291 µeV. (g) Computed time evolution of the coupling term between states
|0〉 and |1〉 for the data point labeled with pink pentagon in (d). Relative phase oscillations between the two states during the
εp-portion of the pulse are clearly visible.
of levels can be induced that have over a hundred oscilla-
tions within a coherence time. All of the observed rota-
tions and oscillations have frequencies in excess of 5 GHz.
These results provide strong evidence that coherent, fast
oscillations can be initiated and controlled between mul-
tiple levels of three electrons in a double quantum dot.
Methods. Experiment: The experiments are per-
formed on a double quantum dot fabricated in a Si/SiGe
heterostructure, as described in Ref. [13, 24, 25]; a scan-
ning electron microscope image of an identical device is
shown in Fig. 1(a). By adjusting the gate voltages ap-
propriately, we tune the dot occupation so that the va-
lence charge occupation [26] of the double dot is (2,1)
or (1,2), where the first (second) number is the charge
occupation in the left (right) dot, as confirmed by mag-
netospectroscopy measurements [22].
Theory: Numerical simulations of the experiment were
performed based on the energy level diagram in Fig. 2(a)
using the a pulse rise time of 118 ps. We model the
dynamical evolution of the density matrix ρ of the system
as a function of detuning ε and pulse duration tp using a
master equation [27]:
ρ˙ = − i
~
[H, ρ] (2)
The Hamiltonian, written in the basis of position eigen-
states, is
H =

ε/2 0 ∆1 −∆2
0 ε/2 + δEL −∆3 ∆4
∆1 −∆3 −ε/2 0
−∆2 ∆4 0 −ε/2 + δER
 . (3)
5The (1,2) charge occupation probability is extracted at
the end of the pulse and is averaged over 2 ns in the
measurement stage of the pulse. Using this number as
an initial value, P(1,2) is then allowed to relax exponen-
tially to the ground state (2,1) occupation with a relax-
ation time T1, during the measurement phase. Finally,
the simulated charge occupation is determined by aver-
aging the charge state for the entire 33 ns pulse period.
Low-frequency fluctuations in the detuning ε are incor-
porated following Ref. 11, by performing a convolution
of the results at each ε with a Gaussian in ε of width
σε = 5 µeV. The best fit to the data is found with a
charge T1 = 18 ns.
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