The doctor determines whether there are lesions in the human body through the diagnosis of medical images, and classifies and identifies the lesions. Therefore, the automatic classification and recognition of medical images has received extensive attention. Since the inflammatory phenomenon of vascular endothelial cells is closely related to the varicose veins of the lower extremities, in order to realize the automatic classification and recognition of varicose veins of the lower extremities, this paper proposes a varicose vein recognition algorithm based on vascular endothelial cell inflammation images and multi-scale deep learning, called MSDCNN. First, we obtained images of vascular endothelial cells in patients with varicose veins of the lower extremities and normal subjects. Second, multiple convolutional layers extract multi-scale features of vascular endothelial cell images. Then, the MFM activation function is used instead of the ReLU activation function to introduce a competitive mechanism that extracts more features that are compact and reduces network layer parameters. Finally, the network uses a 3 × 3 convolution kernel to improve the network feature extraction capability and use the 1 × 1 convolution kernel for dimensionality reduction to further streamline network parameters. The experimental results tell us that the network has the advantages of high recognition accuracy, fast running speed, few network parameters, and is suitable for small-embedded devices.
I. INTRODUCTION
With the continuous development of science and technology, digital medicine and digital images are increasingly developing into society. The technologies developed in recent years, such as image processing and virtual reality technology, are slowly being applied in the medical field. Digital medicine as a medicine interdisciplinary research combined with digital art has also achieved rapid development in recent years. The network algorithm designed by Lau et al. [1] can achieve a good recognition effect in 1000 images of skin damage. Alzheimer [2] used 3D convolution in order to classify the patients of Alzheimer's disease. Kawahara et al. [3] applied The associate editor coordinating the review of this manuscript and approving it for publication was Yongtao Hao. a CNN structure to the brain connectivity map obtained from MRI diffusion tensor imaging DTI. Shen et al. [4] used three CNNs, each of which used a module patch as input at different scales, and then connected the resulting characteristics of the three CNNs to form the final feature vector. Yuan et al. [5] used a multi-stream CNN to classify skin lesions, each working at a different resolution of the image. Al-Antari et al. [6] used a structured support vector machine combined with deep learning to segment breast lumps, indicating that the model improves the accuracy and effectiveness of breast image segmentation. Xu et al. [7] proposed stacked sparse auto-encoder for automated nuclear detection of breast cancer histopathology, and found that the model is superior to baseline method. Shi et al. [8] used a classification framework based on deep polynomial network and VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ multiple kernel learning (MKL) to detect and diagnose ultrasound images of breast, and found that DPN-MKL algorithm is based on small images and ultrasound images. It is superior to commonly used deep learning algorithms in terms of tumor classification. The varicose veins of the lower extremities are the most common peripheral vascular disease. About 23% of adults suffer from varicose veins of the lower extremities, and the current number has exceeded 25 million [9] , [10] . In China, the prevalence of varicose veins has exceeded 8% [11] . In addition to affecting aesthetics, varicose veins can also cause complications, for example, venous edema, skin ulcers and thrombophlebitis, and increase the risk of deep vein thrombosis [12] , which can cause disability and the lower labor force. The annual direct cost of treating chronic venous diseases (CVD) in the United States is estimated at $1.5 million to $1 billion [13] - [15] . In the UK, the cost of treating varicose veins has accounted for 2% of total national health expenditure [16] . Traditional treatments for the varicose veins of the lower extremities include conservative and surgical treatment, but the recurrence rate is about 1/3 within 10 years after surgery [17] , while minimally invasive treatments such as intravascular laser, radiofrequency ablation, and foam have been developed in recent years [18] - [20] . Therefore, from a long-term perspective, studying the molecular and cellular mechanisms of varietal pathogenesis is of great significance for finding new therapeutic targets and developing new therapeutic strategies.
Vascular endothelial cells (VECs) are a layer of intact monolayers on the inner surface of blood vessels, between the bloodstream and the walls of blood vessels, directly sensing hemodynamic changes. It is a mechanical barrier with many functions such as material transport, autocrine, and paracrine, and it is very relevant to many physiological and pathological processes of the human body. Its structure and function are abnormal in many diseases, especially in the lower limbs. It plays an important role in the occurrence and development of varicose veins. Depopas and Brown [21] introduced the concept of rough set and improved the diagnostic accuracy of the disease through basic information processing of patients with varicose veins of the lower extremities. Chen et al. [22] used artificial neural network to generate image classifier, and then carried out automatic analysis of vascular endothelial cell images. This method can classify the images of vascular endothelial cells according to the condition of the disease. James and Allen [23] applied artificial neural network to lower limb vein images by classifying several features of interest by using different pattern classifiers. In order to improve the early diagnosis of the disease, Sorelli et al. [24] used a support vector machine to classify the images of vascular endothelial cells effectively. Fu et al. [25] proposed to analyze varicose veins in lower extremities by using responsive and prospective neural control mechanisms through grip force sensation. Veinidis et al. [26] proposed an unsupervised human motion retrieval algorithm based on three-dimensional grid sequence to determine whether there is a varicose vein in the lower extremity.
However, there are some problems in the above algorithms, such as the small amount of data of vascular endothelial cells, the difficulty of network training, and the poor fitting effect. Deep learning adopts hierarchical feature extraction structure, and extracts more in-depth and abstract features by layer by layer abstraction of input images from low level to high level, as well as sequential iteration in the training process, so as to discover the most essential attributes of data. Therefore, this paper adopts the deep learning method to extract and classify features. This paper uses the multiscale deep learning algorithm to extract the characteristics of vascular endothelial cell inflammation images, and then classifies and recognizes varicose veins of lower extremities. Multiple convolutional layers extracted multi-scale features of vascular endothelial cell images. At the same time, the MFM activation function is used instead of the ReLU activation function to introduce a competitive mechanism that can extract more features that are compact and reduce network layer parameters. The network adopts a 3 × 3 convolution kernel and uses a 1 × 1 convolution kernel for dimensionality reduction, which can be used to improve network feature extraction capability and further streamline network parameters.
Specifically, the technical contributions of our paper can be concluded as follows:
In this paper, vascular endothelial cells were used as research objects to classify and identify varicose veins of lower extremities by extracting the inflammatory features of endothelial cells. The experimental results show that the network has the advantages of high recognition accuracy, fast running speed, few network parameters, and is suitable for small-embedded devices.
The rest of our paper was organized as follows. Related work was introduced in Section II. Section III described the multi-scale deep convolutional network algorithm proposed in this paper. In section IV, we designed experimental results, and analysis for experimental results was discussed in detail. Finally, Section V concluded the whole paper.
II. RELATED WORK A. OVERVIEW OF VARICOSE VEINS OF THE LOWER EXTREMITIES
With the continuous advancement of society and the continuous improvement of living conditions, varicose veins have become a very common disease. In the early stage of human varicose veins, there is no change in the outer layer of the skin. In addition, people pay little attention to some diseases and are easily ignored by patients. Long-term occlusion of the lower extremity venous valve can cause veins. The backflow of blood causes blood to become silted, causing thrombosis, causing the disease to slowly increase, and finally causing the skin on the surface of the calf to slowly darken, followed by edema of the calf, thrombosis, and finally leg ulcers. If not treated in time, it may result in amputation or even formation. Thrombosis is life threatening and has a major impact on the lives and lives of patients. The comparison between varicose veins and normal veins is shown in Figure 1 .
Lower extremity varicose veins are a common venous disease in vascular surgery, and the prevalence rate is the first in vascular disease [27] . Its clinical symptoms are eczema, pigmentation gradually worsening, lower extremity superficial vein dilatation, uplift, and distortion, easy to cause chronic ulcers, thrombophlebitis, and other complications, adversely affect the patient's labor and daily living ability.
Long-term continuous venous dilatation and blood reflux can lead to abnormal hemodynamics of lower limb veins, leading to hypoxia and the formation of chronic venous hypertension, leading to decreased blood flow shear force on the surface of vascular endothelial cells. Hypoxia, venous hypertension, and decreased sheer force of blood flow are important factors leading to the initiation of varicose venous inflammatory response. The study of Ijsselmuiden et al. [28] found that perfusion of hypoxic solution into the vein can cause adhesion reaction between neutrophils and endothelial cells, suggesting that a certain degree of decrease in blood oxygen partial pressure, such as during blood stasis, can cause activation of vascular endothelial cells. Moreover, the enhanced adhesion reaction between neutrophils and endothelial cells promoted the production of reactive oxide species (ROS) caused the release of multiple cytokines, leukotriene B4, and other inflammatory mediators. Prolonged hypoxia can induce the activation of hypoxia-inducible factor 1. Study found, in varicose vein organization, intercellular adhesion molecule -1 white blood cells and endothelial cells adhesion molecule 1 positive expression has the expression of HIF-1 alpha. Recent evidence suggests that hypoxia may activate ICAM-1 by directly activating the nuclear factor-kappa site on the promoter of the ICAM-1 gene, suggesting that hypoxia may increase the expression of ICAM-1 by activating nuclearfactor-κB. In addition, ICAM -1 and vascular cell adhesion molecule -1 in the resting on a low level expression of endothelial cells, the interferon -gamma and tumor necrosis factor alpha under the action of inflammatory cytokines, such as its expression can increase rapidly.
Studies have found that increased vascular tension and decreased blood flow shear force can act on vascular endothelial cells through a variety of signal transduction pathways, such as pro-cell mitotic protein kinase, produce ROS, and cause oxidative stress, resulting in endothelial cell damage and increased permeability. However, denaturation and shedding of endothelial cells in varicose veins were also found under electron microscope, which led to the loss of vascular endothelial cell barrier and the exposure of the underlying endothelial layer. Plasma levels of l-selectin and integrin CD11b on circulating neutrophils and monocytes decreased after standing for 30 min in a model of lower limb venous hypertension induced by CVD, suggesting that these inflammatory cells were trapped in microcirculation. Meanwhile, the level of soluble l-selectin in plasma increased, suggesting that these molecules shed from the surface of white blood cells during their adhesion to endothelial cells. Similar studies have found increased baseline levels of intercellular adhesion molecules icam-1, vcam-1, and elam-1 and von will brand factor in plasma of patients with varicose veins of the lower extremities, as well as those that reflect vascular endothelial cell injury. The evidence suggests in varicose veins when endothelial cells are activated or injured, it can produce and release a variety of cell-adhesion molecules that promote adhesion between endothelial cells and white blood cells, triggering an inflammatory response.
Inflammation of vascular endothelial cells is closely related to many cardiovascular and cerebrovascular diseases as well as peripheral vascular diseases, and is often an important link or an important manifestation of disease development. Varicose veins of the lower extremities are one of the most common vascular diseases, manifested as lower extremity swelling, superficial vein distorted dilatation, severe ulcer formation, local bleeding or infection [29] . It has been confirmed that there is a positive correlation between vascular endothelial cell inflammation and lower extremity varicose veins [30] . Therefore, this paper takes vascular endothelial cells as the research object, extracts the characteristics of cell images, and then classifies and recognizes varicose veins of lower extremities.
B. MULTISCALE IMAGE TECHNOLOGY
Multi-scale image technology is a method for multi-resolution expression of images. It refers to the technique of processing images at different scales after multi-scale segmentation. In many areas of visual image processing, it is not easy or difficult to extract complete features using a single scale. Therefore, this paper introduces multi-scale technology to assist feature extraction in feature extraction, so as to improve feature extraction ability. The implementation of multi-scale image technology, the primary task is to express the image under multi-scale conditions, to find the interconnection between the scales. Among them, the image pyramid is a typical multi-scale representation of images.
The image pyramid [31] is an analysis method based on multiple scales. It is essentially a layer-by-layer transformation resolution of the same image. A structure similar to a pyramid obtained by enlarging and reducing the image size is generally the bottom is a high-scale image and the upper part is a low-scale image. The image pyramid structure can represent images at different scales, similar to the human visual system, and describes the entire image in different scale spaces. In the process of image pyramid construction, down sampling is used. Therefore, when the image hierarchy is more, the image resolution is lower, and the resolution is worse, more image details are lost. However, images with smaller resolutions and sizes can exhibit more overall features, as shown in Figure 2 . For example, after multi-scale treatment of vascular endothelial cell images, the lower the resolution of vascular endothelial cells, the smaller the size, the clearer the outline and detail of the vascular endothelial cells; the higher the resolution of vascular endothelial cells, the larger the size of the blood vessels size, and the more details of the endothelial cell image. In the image pyramid structure, extracting the features of multiple scale images can achieve the purpose of summarizing multiple scale information, and can improve the relevance and richness of feature expression. The following briefly introduces the type and construction of the image pyramid.
1) SUB-SAMPLING PYRAMID
The image pyramid can visually express the multi-scale structure. The general process of pyramiding an image is to use a low-pass filter for smoothing and down sampling the smoothed image. Among them, down sampling mainly extracts pixels from the horizontal and vertical directions of the image to reduce the image size, and the resolution of the adjacent two layers is reduced by a multiple of 2. According to the requirements of the scale space theory, the image size should be reduced while appropriate smoothing filtering. If the filter smoothing is not performed, the obtained pyramid is the sub-sampling pyramid. The sub-sampling pyramid is an effective down sampled representation of the image and is significantly effective in reducing image resolution. When creating a sub-sampling pyramid of an image, the pixels and the columns of the image are mainly sampled by pixels, and a thumbnail of the image size of 1/4 is obtained, and the sub-sampling process is repeated on the thumbnail until the constructed the number of image pyramid layers meets the experimental requirements.
When we construct the image pyramid, the size ratio of upper and lower images is always fixed at 1:4, and the image of the previous layer is obtained by down sampling the image of the latter layer. Therefore, the shape of the image pyramid has such a characteristic that the image resolution tends to gradually decrease from bottom to top, wherein the bottom is the original image, the top is the minimum resolution image, and the adjacent layer is down sampled, and the resolution is the layers differ by a factor of 1/4. In the image pyramid, the lower the resolution of the image, the clearer the image structure is. The more the bottom layer is, the higher the resolution of the image is, and the richer the image details of the local features of the image is.
2) GAUSSIAN PYRAMID
When constructing an image pyramid, a low-pass filter can be used for smoothing, depending on the type of filter used; different types of pyramids will be generated. For example, using a mean filter will generate a mean pyramid; using a Gaussian smoothing filter, a Gaussian pyramid will be generated. The choice of filter is related to the imaging quality of the subsampled image, and it is related to whether the pixel of the previous image can express the value of the next layer of the pixel value well. The core idea of the Gaussian pyramid is to use the original image as the bottom image, use Gaussian kernel convolution, then down sample the convolved image to get the previous image, and use the newly generated image as input again, repeat the convolution. In addition, the down sampling operation, after repeated iterations multiple times, forms a data structure.
The Gaussian function expression is
Variable σ is the standard deviation and the smoothness of the signal is adjusted by this value. After discretizing the Gaussian function, a Gaussian kernel for convolution can be obtained, taking the Gaussian kernel 5 × 5 as an example, and its expression is: 
The difference of Gaussian is actually an approximation to the Laplace of Gaussian (LoG), which is the difference between two Gaussian functions with different variances and is a band pass filter. The filter function expression is
is a Gaussian function with a distribution parameter of σ 2 , and * represents a volume product.
Therefore, the response image of dog is D(x, y, σ 1 , σ 2 ), and it is essentially the difference between two different Gaussian smoothed images, namely L(x, y, σ 1 ) − L(x, y, σ 2 ). The filter is band-passable, so it can better reflect the visual characteristics of the image, and it is widely used in edge detection.
C. DEEP CONVOLUTIONAL NEURAL NETWORK
Deep learning is relative to the shallow learning model. In a narrow sense, it is a multi-layer neural network model with multiple hidden layers, with specific structure and training methods. The idea of deep learning is based on the visual mechanism of the human brain. In 1981, Nobel Prize winners David Hubei discovered that the information processing of the human brain's visual system is hierarchical, from the pupil's original pixel that is the cerebral cortex. Some cells do preliminary processing, such as finding edge information of the input signal. Then the brain abstracts the entire input pixel information according to the edge information, and further determines other shapes such as the shape of the object formed by the pixel information. Upon completion, the cerebral cortex will perform a higher level of abstraction of the information obtained, and then it can be determined what the object in front of it is. Deep learning is to learn from this process, to realize the modeling of this process through computer, starting from the original input image, through the unsupervised training of multi-layer structure, abstracting and learning the image features layer by layer, and the whole network can be utilized.
Deep learning is based on artificial neural theory. By optimizing the learning algorithm, compared with the traditional neural network, it focuses on the nonlinear transformation of features, has more network structure levels, and can express more abstract features of images. The field of machine vision such as image classification and recognition has been widely used and it achieved very significant recognition effects. Because deep learning technology has good nonlinear fitting ability, and has made major breakthroughs in image classification, recommendation system, target detection and tracking, computational advertising, image segmentation, quantitative investment, speech recognition, etc., making deep learning technology become The research focus of various universities, research institutes and companies. Deep learning can learn high-level abstract features from low-level features such as pixels of images, which can be applied to many areas where traditional artificial intelligence technology is not suitable.
Deep learning follows online learning methods, including supervised learning and unsupervised learning. Among them, supervised learning is represented by deep convolutional neural network [32] , [33] , which has end-to-end learning ability and good classification and prediction performance. Unsupervised learning is represented by automatic encoder and can reconstruct original input image. The network middle layer is used as a feature representation of the image. The unsupervised deep learning network can use the self-learning function to pre-train the network with a large number of images unrelated to the research topic, and then fine-tune the classified data, which can be widely used in the research field of insufficient tag data.
At present, benefiting from the development of computer hardware and big data networks, the Internet and social media provide a large amount of available image resources, which has led to the development of research based on supervised deep learning. Among them, the study of deep convolutional neural networks is the most concerned. At present, a large number of deep convolutional neural network models are trained on a database scale of more than one million, and have good network generalization performance, which fully reflects the classification and discriminative performance of deep convolutional neural networks.
1) CONVOLUTIONAL NEURAL NETWORK STRUCTURE
The most representative network structure in deep learning is Convolutional Neural Networks (CNN). In addition, it has achieved great success in several fields, such as machine vision. Compared with traditional image processing algorithms, CNN has the advantage of using the end-to-end learning ability to directly use the original image as input, without excessive manual intervention, and avoiding pre-processing of the image. Compared with the traditional neural network, CNN has the advantages of adopting the local connection structure and having the characteristics of simple model construction. Moreover, the weight sharing mechanism between the neurons is used, so that the weight parameter to be trained is the size of the convolution kernel. Not related to the number of hidden layer neurons, further reducing the trainable parameters. Although the weight parameters have been greatly reduced, the CNN network still exhibits excellent feature extraction capabilities. In the Convolution Layer, each node is only partially connected to an adjacent network layer. A convolution kernel can extract a feature. By adding more convolution kernels, more features can be obtained. This feature obtained by convolution kernel mapping is called a feature map. Each layer generally contains a number of feature maps. Each feature map is composed of a plurality of square-arranged nodes. The nodes of the same feature plane adopt the same weight parameter, that is, the shared weight. In the process of training, the convolution kernel usually uses a matrix consisting of small values to perform random initialization. Through continuous learning, the final training gets the appropriate weight. Each convolution kernel share weight can reduce the connection between adjacent network layers and it can reduce the likelihood of convolutional neural networks over-fitting on the training set. The pooling layer is also known as the down sampling layer. It generally includes two methods of max pooling and means pooling. The former is in practice. There are relatively many applications. The convolutional and pooling layers of the convolutional neural network can greatly reduce the complexity of the network and significantly reduce the parameters of the network.
The convolutional neural network consists of two parts: feature extraction and feature mapping, including convolution, activation and pooling. Finally, it is classified in the softmax classifier. A typical CNN structure consists of an image input layer, a convolution layer, an activation layer, a pooling layer, a fully connected layer, and a softmax classifier, as shown in Figure 3 .
2) CONVOLUTIONAL LAYER
The convolutional layer of the convolutional neural network limits the connection between the implicit unit and the input unit by local sensing, so that each implicit unit can only connect a small portion of the adjacent area of the input image. The weight parameter of the convolutional layer is mainly a series of convolution kernels. A convolution check performs a bulk convolution operation on the entire image, extracts a feature map. The operation of the convolution kernel is:
The variable M means the number of input images, X k is the k-th input image, W k is the kth sub-convolution kernel of the convolution kernel. The variable b is the offset. S is feature map corresponding to the convolution kernel W, and S(i, j) means the value of the corresponding position element in the feature map corresponding to the convolution kernel W. Taking the 5 × 5 input matrix, a 3 × 3 convolution kernel, and a convolution step as one pixel; the convolution process is shown in Figure 4 . The sigmoid function, which has an exponential function shape, is the most widely used type of activation function, and its function expression is
Among them, the sigmoid function has a value range of (0, 1) and has a monotonous increment, which can be used for probability or input normalization. The most obvious defect of the sigmoid function is soft saturation, that is, the derivatives on both sides of the function gradually approach zero, that is,
This soft saturation of the sigmoid function has a gradient dispersion problem, making deeper neural networks less prone to training and limiting the application of neural networks.
The Tanh function (hyperbolic tangent) is another common exponential shape activation function with a range of [−1, 1] and a function expression of Similar to the sigmoid function, the Tanh function also has soft saturation, which is easy to cause gradient dispersion, but this function has faster convergence speed than the sigmoid function.
The ReLU linear correction unit is a piecewise linear function whose function is expressed as
The graph of the ReLU activation function is shown in Figure 5 . When x>0, ReLU can maintain the gradient without attenuation, which can alleviate the gradient dispersion problem, making it possible to train the deep network directly in a supervised manner.
4) POOLING LAYER
The essence of the pooling layer is sampling. For the input feature map, it is compressed in some way, and the main parameters of the image are extracted while reducing the network parameters, so that it is more capable of characterizing. At the same time, the reduction of network parameters is also beneficial to prevent over-fitting.
There are two commonly used pooling methods: meanpooling and max-pooling. Take the 2 × 2 maximum pooling with a step size of two pixels as an example, as shown in Figure 6 and Figure 7 . Among them, only one of the maximum value pooled convolution kernel weight values is 1, and the rest is 0. The convolution kernel is the location where 1 corresponds to the maximum value of the element in the feature map where the convolution kernel is placed.
The convolution kernel slides in the feature map in two pixel steps. After the maximum value is sampled, the feature map is reduced to the original 1/4. The average pooling is similar to the implementation of the maximum sampling, except that the average of the elements of the coverage area of the feature map is extracted and used as the output. The size of the final output map is related to the sliding step size of the convolution kernel. Taking two pixels as an example, the output feature map is 1/4 of the original image.
III. MULTI-SCALE DEEP LEARNING NETWORK
Researchers, and a series of research results have been produced, which has greatly promoted the research progress of medical images, have favored the application of deep convolutional neural networks in medical images. However, due to the lack of open large-scale databases, most of the research using deep convolutional neural networks is carried out on self-built small-scale databases, and the robustness of the network is not very good. Moreover, deep convolutional neural networks use supervised training methods. In order to improve the generalization performance of the network, it is necessary to deepen the network hierarchy or seek a more reasonable network structure. As the network level deepens, more tagged training data is needed for fitting. Therefore, it is necessary to accurately design the network structure while taking into account the size of the network. In view of the above analysis, a lightweight deep convolutional neural network for the study of enhanced feature extraction of vascular endothelial cells was constructed. On the one hand, large-scale database training, large-scale database not only has a large number of sample images, but also contains more shape images, through a large number of labeled images, can extract more complete image features, improve network generalization performance. In terms of multi-scale image technology, the feature extraction capability of network is improved. In addition, the Max-Feature-Max (MFM) activation layer [34] is used instead of the Rectified Linear Units activation layer to introduce a competition mechanism and reduce the network. The weighting parameters can be trained to streamline the network structure. This paper combines the network structure features of Google-Net, VGG and literature [35] to construct a lightweight deep convolutional neural network with enhanced feature extraction, as shown in Figure 8 . The letter ''C'' indicates the base layer of the volume. ''M'' indicates the MFM activation layer. ''P'' indicates max pooling, and ''Fc'' indicates fully connected layer. In Figure 8 , the first convolutional layer uses the Inception Model, which is based on the ''split-merge'' strategy, which extracts multi-scale features of the image through multiple convolutional layers, and has the function of enhancing feature extraction. The discriminative features of vascular endothelial cell images include not only the overall features but also the local features. Different scale images reflect different spatial information relationships, and extract features from multiple scales, which can include more abundant classification features. The MFM activation layer follows the 2nd to 5th convolutional layers. The competitive mechanism introduced by the MFM activation layer can make the network features more compact, further reduce network parameters, and improve network operation speed. Layers 6 through 7 are fully connected layers, and the final extracted 256-dimensional features are used to represent the output of the five categories. Literature [36] shows that smaller convolution kernels can improve predictions. Therefore, the network constructed in this chapter uses a convolution kernel with a fixed size of 3 × 3, and uses the literature [37] to construct a deep network, using a 1 × 1 convolution layer to simplify the network weight parameters, and the network training constructed. The parameter is 5650K for small-embedded devices. 
A. INCEPTION MODEL
Google-Net uses the inception model as the foundation unit of the network structure. The unit extracts different scale features of the image with convolution kernels of different sizes, which can enhance feature extraction. The Inception model increases the width of the hidden layer. The addition of hidden layers can extract more features and improve network prediction. The inception model structure is shown in Figure 9 . The model consists of many layers, the number of 1 × 1 convolutional layers is four, the number of 3 × 3 convolutional layer is one, the number of 5 × 5 convolutional layer also is one, and the number of 3 × 3 down sampling layer is one. The use of convolution kernels of different sizes can obtain different scale image features of different scales, thereby enhancing the feature extraction capability of the inception model. Among them, 1 × 1 convolution kernel is used for dimensionality reduction. Set the PAD value to 0, 1, and 2 in the network to output the same dimensions in the merge layer. In this paper, only one inception model is placed after the data layer. The other layers use the traditional convolution layer and MFM activation function.
B. ACTIVATION FUNCTION
The activation functions used by convolutional neural networks are mainly ReLU and MFM. Like a linear activation function, ReLU is easy to optimize and outputs zero on a domain with an input value less than zero. With one-sided activation and forced sparsity, which makes the ReLU activation function active, its derivative can maintain a large value, effectively solving the gradient disappearance problem and improving the network convergence speed.
Since the ReLU activation function only performs a simple linear transformation, the nonlinear representation ability is low. In literature [37] , by modifying the max out activation function, an MFM activation function is proposed, which has the function of making features compact and reducing parameters. Relative to ReLU forced dilution; it retains the maximum information of the feature through a competitive mechanism, as shown in Figure 10 .
Suppose there are 2N convolutional layer outputs, X n ∈ R H ×W , n ≤ 2N and then the implementation formula of the MFM activation function, i.e.
where X is the feature layer of the convolution output, 1 ≤ i ≤ h, 1 ≤ j ≤ w and the implementation principle is shown in Figure 10 . The gradient of equation (9) is calculated as equation (10) and equation (11) .
C. DEPTH SEPARABLE CONVOLUTION This paper introduces a deep separable convolution model, which is composed of channel convolution and point convolution, which can improve the efficiency of convolution operation. It can be effectively solved by splitting ordinary convolution operations and performing point-by-point convolution. Reduce the amount of convolution operations. The depth separable convolution is based on the ordinary convolutional layer, referencing the packet convolution strategy, and from the multidimensional space perspective, independent convolution between different groups of input feature maps. If input the feature map of the end is divided into Group = S group, then the feature map of each M/S group input constitutes a convolution subset, and the convolution strategy convolution of common convolution layer shared weights is used to obtain an output feature map. The feature maps are grouped by depth, and then the input feature map and the output feature map can be concatenated one-to-one. After the point-by-point convolution, 1 × 1 convolution is performed to realize the fusion of the channel-by-channel convolution map and map the feature map to new channel space.
D. MULTI-SCALE DEEP LEARNING NETWORK STRUCTURE
The multi-scale deep learning network constructed in this paper consists of an inception model, four 3 × 3 convolutional layers, four 1 × 1 convolution kernels, nine MFM activation layers and two fully connected layers. The network integrates Google-Net and literature [37] Network structure characteristics. The detailed structure configuration is shown in Table 1 . The image size is 144 × 144. After inputting the model, it is randomly cut into 128 × 128 size to increase the amount of data. After each pooling layer, the 1 × 1 convolutional layer and the MFM activation function are used for dimensioning and dimensionality reduction. A pooling layer follows each 3 × 3 convolution layer. These two parts form a unit and are repeated. Stacking increases the depth of the network. The MFM activation function and the Dropout layer for dimensionality reduction to prevent overfitting follow the first fully linked layer.
The operation steps of the algorithm are as follows:
(1) This paper preprocesses the acquired images. Before network training, a series of preprocessing processes such as clipping are carried out on the images in the database, and the images are converted into images with the same scale and size to adapt to network training.
(2) Due to the deviation and tilt of the images of vascular endothelial cells in the original database, it is necessary to take such operations as alignment of the images of vascular endothelial cells.
(3) Send the processed image to the network for training. When the loss function is converged, the training stops.
(4) Preprocess the collected test images, and apply the weight and other parameters generated by training into the test images.
IV. ANALYSIS OF RESULTS

A. DATA ACQUISITION DEVICE
The Internet of Things refers to the connection of any object to the network through the information-sensing device VOLUME 7, 2019 according to the agreed protocol. The object exchanges information and communicates through the information media to realize intelligent identification, positioning, tracking, and supervision. In the 21st century, the Internet of Things technology and related industries have developed rapidly. More and more mobile terminals use Internet of Things technology to achieve intelligent identification. In this paper, through the using of Internet of Things technology and medical knowledge, a device that combines Internet of Things technology with medical images is designed. Through the sensor network of the Internet of Things technology, the required information can be collected, and the collected multi-source information and the mobile device can be combined to realize the acquisition of the medical image, as shown in Figure 11 .
B. IMAGE PREPROCESSING
Because the size and resolution of vascular endothelial cells are not uniform in the database, if the original image is not preprocessed, the effect of network training and the robustness of the network are reduced. Therefore, this paper preprocesses the acquired image. Before performing network training, a series of preprocessing processes such as cropping the image in the database are first performed, and the image is converted into an image with the same scaling and size to adapt to network training.
Due to problems such as deflection and tilt of the vascular endothelial cell image in the original database, it is necessary to perform alignment and the like on the vascular endothelial cell image.
Finally, the image scaling method is used to scale the image, and three levels of processing are performed to obtain three data sets of different resolutions and sizes, as shown in Figure 12 . 
C. NETWORK TRAINING CORRECT RATE AND LOSS CURVE
The testing accuracy and loss and training curves of the MSDCNN model by maximum pooled down sampling mode are shown in Figure 13 , Figure 14 , and Figure 15 . The training network tends to converge after 300,000 iterations, achieving the highest test accuracy.
It can be seen from Figure 13 , Figure 14 , and Figure 15 that with the increase of the number of network iterations, the test accuracy rate gradually increases and tends to be stable; the test loss gradually decreases and tends to be stable; when iteration is 300,000 times, the network gradually converges. At the same time, the network training loss is gradually shrinking. This result shows that the network designed by us can run normally on the database.
D. NETWORK PERFORMANCE COMPARISON
This paper divides 10000 images into training set and test set proportionally. Among them, the training set accounts for 80% and the test set accounts for 20%. The hyper-parameter settings for MSDCNN training are shown in Table 2 .
The initial learning rate learning_rate_p is set to 0.0005, the momentum_p is set to 0.9, the weight_decay_p is set to 0.005, the learning strategy is set to fixed mode fixed, and the maximum number of iterations max_iter_p is set to 700,000 times. When the training accuracy rates no longer increases and the maximum correct value attachment changes, the learning rate is reduced and training continues until the correct rate no longer increases. To prevent overfitting from occurring, the dropout layer follows the fc1 full-link layer MFM activation function, and the parameter power_p is set to 0.75. The initial weight of the convolution filter is initialized with the offset is fixed at 0.1.
In order to illustrate the effectiveness of the proposed model, this paper uses the traditional method to conduct experiments on the database. The SVM classifier is used as the training model, and the rank-1 statistical correct rate is used. The test results are shown in Table 3 . The features used for classification were LPQ, LBP, Raw Pixel, K-means, and Multi-scale k-means (MSK). As can be seen from the results in Table 3 , compared with the classification effect of traditional learning methods, the method based on deep learning has a good classification effect. Due to the lack of an open database, the performance of the proposed model algorithm cannot be verified on other databases. Therefore, this paper uses the data enhancement processing method to process the database and retrain the traditional classifier and MSDCNN model. The prediction results based on the traditional learning method are shown in Table 4 . After increasing the image size of the training set, the classification accuracy rate of the traditional learning method is improved. Among them, the MSK method achieved a correct classification rate of 56.5%. The classification accuracy of MSDCNN constructed in this paper is 63.5%.
The classification accuracy and running time based on the deep learning method are shown in Table 5 and Table 6 . With the increase of training set size, the correct classification rate of MSDCNN is improved, and the running time is the least. Experiments show that the classification effect of deep learning is better than that of traditional learning methods, and deep learning requires many tags to fit. Therefore, one way to improve the classification performance of the network is to increase the amount of data.
E. NETWORK EFFICIENCY AND PARAMETER QUANTITY
The MSDCNN model network training parameter quantity is related to the network depth and the number of network filters in each layer. The deeper network layer and wider VOLUME 7, 2019 network width can extract more abundant network features and improve the network's feature representation ability. Table 6 gives 4 the statistical value of the training parameter quantity of the deep convolutional neural network model, wherein the VGG_CNN_S has the largest amount of trainable parameters, but the network training has higher hardware requirements and longer time consumption. The network parameters of NIN and Google-Net are smaller than VGG. The network training time is shorter, the resource overhead is smaller, and the network execution efficiency is higher. At the same time, the MSDCNN model constructed in this paper introduces the deep separable convolution layer, the model parameter calculation amount is the smallest, and the network runs fastest, not only in the network. The desktop computer with graphics card can run fast, and it can be quickly run on the portable mobile device. Combined with image multi-scale technology, it can still achieve high classification accuracy while reducing the parameters of deep convolutional neural network model.
V. CONCLUSION
There is a positive correlation between vascular endothelial cell inflammation and varicose veins of the lower extremities. Therefore, this paper uses vascular endothelial cells as the research object to construct a deep convolutional neural network for varicose veins of lower extremities to improve the accuracy of classification and recognition. The network uses Google-Net's inception model as the first convolutional layer to process the data layer, and extracts multi-scale features of the image through multiple convolutional layers to enhance the feature extraction capabilities of the network. At the same time, the MFM activation function is used instead of the ReLU activation function to introduce a competition mechanism, which can extract features that are more compact and reduce network layer parameters, which is used to improve network feature extraction capability. Compared with the existing deep convolutional neural network model, the network can improve the feature extraction capability of the network, has the characteristics of fast running speed, few network parameters, and is suitable for small-embedded devices. Although this paper has obtained relatively good experimental results, there are still many problems when it is applied to clinical practice only under the experimental environment. Improving the network and applying it to clinical practice is what we need to do next. 
