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мую надежность и инвариантность к искажениям и
зашумлениям входного сигнала, что позволяет соз
дать на ее базе систему выделения сюжетной части
изображения. Модификации процесса обучения
обеспечивают качественный процесс обучения
нейронной сети, улучшают ее обобщающие и клас
сифицирующие способности, позволяют исполь
зовать данную программную систему для решения
практических задач в системах видеонаблюдения и
контроля доступа.
Работа выполнена при поддержке РФФИ, проект
№ 060800751.
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Рис. 4. Процесс обнаружения лица
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Проблема автоматизированного оперативного
распознавания текстовой информации является
актуальной задачей, связанной с широким классом
практических приложений. Одной из таких задач
является распознавания автомобильных номеров.
Создание автоматической системы, регистрирую
щей автомобильные номера, позволяет:
• автоматизировать контроль въезда и перемеще
ния транспортных средств на объектах с огра
ниченным доступом и закрытых территориях;
• отслеживать въезд и выезд на автостоянках,
осуществлять автоматический подсчет стоимо
сти предоставленных услуг, контролировать
свободное место;
• автоматизировать контроль выезда оплаченных
или неоплаченных транспортных средств на
станциях технического обслуживания и авто
комбинатах, контролировать загрузку зоны об
служивания;
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Рассмотрена технология создания системы поиска и распознавания автомобильных номеров. Предлагаются модифицирован%
ные алгоритмы, позволяющие повысить надежность и точность подобных систем. Данные алгоритмы использовались для соз%
дания программного комплекса, состоящего из набора программных модулей, выполняющих предварительную обработку изо%
бражений, обнаружение номерной пластины, извлечение символов, распознавание символов.
• отслеживать въезд, выезд и время нахождения
транспортных средств на территории склада и
терминала, предотвращать возможные хище
ния;
• на автомагистралях обеспечить контроль транс
портных потоков и осуществлять автоматиче
ское трассирование угнанных транспортных
средств и тех, за которыми числятся правонару
шения;
• автоматизировать сбор статистики для муници
пальных служб.
На сегодняшний день в мире уже существует
несколько систем автоматического распознавания
автомобильных номеров. Все они далеки от совер
шенства и постоянно модифицируются. Тем не ме
нее, общая структура и решения данной задачи уже
сформированы (рис. 1).
Устройство съема изображения – видеокамера.
На установку видеокамеры накладывается ряд
ограничений. Оптическое разрешение камеры вы
бирается таким образом, чтобы номерная пластина
занимала в кадре по горизонтали от 25 до 33 %.
Максимально допустимая скорость автомобиля,
при которой возможно распознавание, зависит от
угла наклона камеры к полотну дороги. В работе [1]
декларируется: «Типовой угол наклона камеры дол
жен равняться 40°, чтобы впереди идущий автомо
биль не загораживал следующий», что также накла
дывает ряд ограничений. Вертикальный размер но
мерной пластины уменьшается пропорционально
значению косинуса угла наклона камеры. Следова
тельно, необходимо увеличивать оптическое разре
шение, что приводит к сокращению ширины поля
зрения. Некоторые номерные пластины могут быть
установлены с наклоном в сторону дорожного по
лотна. При большом угле наклона распознавание
таких номеров весьма проблематично. Оптималь
ной считается горизонтальная установка видеока
меры, т. е. на том уровне, где находиться номерная
пластина. Такая установка используется в системах
автоматического пропуска на закрытую террито
рию, парковки и т. д.
Другим важным параметром является мини
мально допустимая контрастность изображения
номерной пластины. В некоторых системах устана
вливается дополнительный модуль, состоящий из
инфракрасной подсветки и соответствующего
фильтра [2]. Такой подход позволяет повысить кон
трастность номерной пластины по отношению к
остальному изображению. Эта технология основа
на на том, что номерная пластина имеет специаль
ное светоотражающее покрытие, при котором
отраженный свет распространяется в обратном на
правлении распространению падающего света (т. е.
угол между падающим и отраженным лучом равня
ется 0°), вследствие чего камерой будет восприни
маться в основном инфракрасный свет и свет, отра
женный от номерной пластины (рис. 2). Снимок в




1. Коррекция изображения – эквилизация, огра
ничение экстремальных значений яркости, ви
доизменение гистограммы распределения яр
костей.
2. Устранение эффекта смазывания изображения,
возникающего в связи с тем, что скорость авто
мобиля больше чем скорость регистрации (ком
пенсация сдвига).
3. Устранение избыточной информации – ис
пользование инфракрасной (ИК) подсветки,
бинаризация, разбиение изображения на от
дельные цветовые регионы.
4. Использования программного детектора дви




Рис. 1. Общая структура типовой системы распознавания автомобильных номеров
? ? ? (? )
Рис. 2. Предобработка изображения: а) оригинальное изображение, б) с применением ИК%подсветки, в) бинаризованное
изображение
? ? ?
Недостатком предобработки с бинаризацией
является то, что выбираемый порог бинаризации
не обеспечивает необходимого качества для любо
го типа изображения. Такие факторы, как освеще
ние или даже цвет транспортного средства влияют
на качество бинаризации изображения. Использо
вание методов адаптивной бинаризации позволяет,
тем не менее, решить данную проблему более каче
ственно.
Одним из применяемых подходов для локализа
ции номерной пластины является метод обнаруже
ния границ изображения с использованием таких
алгоритмов как алгоритм Собеля, Кенни, Робинсо
на и др. [3]. Алгоритм обнаружения границ должен
обнаруживать как горизонтальные, так и верти
кальные края. Результирующее изображение, после
выделения краев должно содержать большое коли
чество линий в области пластины номерного знака,
т. к. она содержит символы. Это основное свойство,
которое используется для выделения области пла
стины номерного знака на изображении.
Для локализации области номерного знака соз
дается окно, приблизительно равное размеру пла
стины номерного знака на изображении. Это окно
используется, чтобы оценить количество граней во
всех областях изображения, имеющих наибольший
контраст. Окно накладывается на результирующее
изображение в наиболее контрастных зонах. Если
количество граней находится в заданном диапазо
не, то данная область отмечается как область, воз
можно содержащая номерной знак. Необходимое
количество граней определяется эксперименталь
но. Результат работы этого окна – список возмож
ных областей – кандидатов, в которых может со
держаться пластина номерного знака. Основным
недостатком этого подхода является то, что про
цесс выбора кандидата является медленным, по
скольку значения всех пикселей в выделенном ок
не должны быть неоднократно суммированы. Дру
гим недостатком является набор большого количе
ства кандидатов в номерные знаки.
Альтернативным подходом для обнаружения
номерной пластины является преобразование Ха
фа, которое используется для обнаружения участ
ков различных форм в изображении, таких как
круг, эллипс, прямая и т. д. [4]
На вход преобразования Хафа подается бинар
ное изображение с вертикальными и горизонталь
ными выделенными краями. На выходе преобразо
вания получаем набор прямых линий, ограничива
ющих предполагаемый номерной знак, то есть спи
сок возможных кандидатов на местоположение
пластины номерного знака.
Алгоритм преобразования Хафа для обнаруже
ния прямой линии выглядит следующим образом.
1. Выбор начального пикселя A(x,y).
2. Выбор конечного пикселя B(x,y).
3. Подсчет точек бинарного изображения по ли
нии AB.
4. Если количество подсчитанных пикселей боль
ше, чем заданное пороговое значение, то линия
AB присутствует в изображении и помечается.
5. Возврат к шагу 1 и выбор двух других пикселей,
пока не достигнута последняя точка изображения.
Горизонтальные и вертикальные пары линий
сопоставляются. Горизонтальные и вертикальные
пары линий, составляющие прямоугольник с отно
шением сторон примерно равных отношению сто
рон номерной пластины, отмечаются как область,
возможно содержащую номер.
Одним из недостатков преобразования Хафа яв
ляется тот факт, что вертикальные линии на номер
ном знаке значительно короче горизонтальных и,
следовательно, могут быть более зашумленными.
После того как номерная пластина локализова
на, выполняется операция обнаружения символов.
Для устранения избыточной информации исполь
зуется алгоритм бинаризации. Выбор порога в ал
горитме осуществляется на основе яркостной ги
стограммы изображения, которая представляет со
бой одномерный массив H[0,255], в каждой ячейке
которого содержится число точек изображения,
имеющих значение интенсивности I.
Согласно наблюдениям, автомобильный номер
обладает следующим свойством: средняя площадь
всех символов составляет около 23 % от площади
всего номера, который имеет форму прямоуголь
ника. Для разных номеров отклонения от этого
значения не превышают 5 %. В этом случае порог
бинаризации T может быть определен следующим 
выражением где S – площадь
прямоугольника, описывающего номер автомоби
ля. Результат работы данного алгоритма предста
влен на рис. 3.
Рис. 3. Бинарное изображение
Рис. 4. Горизонтальная проекция (распределение средней
интенсивности) номерной пластины
Следующим шагом является поиск отдельных сим
волов. Для этой цели мы используем метод, основан
ный на построении проекции средней интенсивности
(рис. 4). Суть этого подхода сводится к следующему,
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вычисляется средняя интенсивность в каждом столбце,
и в тех местах, где нет символа, средняя интенсивность
будет значительно отличаться. Далее выполняя ту же
операцию по строкам, получается набор отдельных
символов, которые уже можно распознавать.
После выполнения данной операции мы можем
получить как символы, так и различные помехи,
которые необходимо устранить. Это достигается
путем проверки ряда условий, которым должен
удовлетворять символ как геометрический объект.
Вопервых, вычисляются размеры прямоуголь
ника, описывающего областькандидат. Проверя
ется выполнение условия где a и b –
соответственно ширина и высота объекта. Объек
ты, не удовлетворяющие данному соотношению,
отбрасываются из рассмотрения.
Вовторых, проверяется выполнение условия 
где h – высота прямоугольника,
описывающего номер автомобиля. Это соотноше
ние накладывает ограничение на минимальную и
максимальную высоту символов по отношению к
высоте номера.
Наконец, третье условие имеет целью удаление
мелких областей, не представляющих интереса.
Среди объектов, удовлетворяющих вышеописан
ным условиям, выбирается объект с максимальной
площадью описывающего прямоугольника Smax=a.b.
Затем среди оставшихся областей выбираются те, 
которые удовлетворяют условию где S –
площадь прямоугольника объектакандидата.
Проверка этих несложных условий позволяет
устранить все лишние объекты, выделив только во
семь знаков номера (рис. 5).
Рис. 5. Выделенные символы
Поскольку автомобильный номер содержит
ограниченный набор символов фиксированного
шрифта, в данном случае целесообразно примене
ние шрифтового алгоритма распознавания. Прин
цип действия основан на прямом сравнении изо
бражения символа с эталоном. Степень несходства
при этом вычисляется как количество несовпа
дающих пикселей. Для обеспечения приемлемой
точности шаблонного метода требуется предвари
тельная обработка изображения: нормализация
размера, наклона и толщины штриха. Эталон для
каждого класса обычно получают, усредняя изобра
жения символов обучающей выборки.
Этот метод прост в реализации, работает бы
стро, устойчив к случайным дефектам изображе
ния, однако имеет относительно невысокую точ
ность. Широко используется в современных систе
мах распознавания символов.
Для распознавания символов нами использует
ся одна из модификаций шрифтового алгоритма –
метод зон [6] . Данный метод основан на сравнении
зонного представления изображения символа с
эталонным набором зонных представлений симво
лов. Поэтому алгоритм распознавания состоит из
трех основных процедур: обучение, загрузка набо
ра эталонных зонных описаний, распознавание.
На этапе обучения использовался полный эта
лонный набор бинарных изображений символов,
изображения всех допустимых символов. При этом
для каждого эталонного изображения в наборе вы
полнялись следующие действия.
• Определение минимального прямоугольника,
содержащего все черные пиксели.
• Равномерное разбиение рамки на N×M прямоу
гольных зон.
• Подсчет числа пикселей, принадлежащих каж
дой зоне.
• Формирование вектора зонного описания, со
стоящего из значений числа черных пикселей
для каждой зоны, нормированных путем деле
ния на суммарное число черных элементов все
го изображения.
Подсчет числа пикселей, принадлежащих каж
дой зоне, осуществляется путем голосования чер
ных пикселей. При этом каждый пиксель рассма
тривается как квадрат размером 1×1, положение
границ зон рассчитывается с субпиксельной точ
ностью, и каждый черный пиксель голосует в поль
зу тех зон, с которыми он пересекается, с весом,
равным площади пересечения.
В результате этапа обучения для каждого символа
формируется файл зонных описаний, имя символа в
ASCIIкоде и вектор зонного описания размера N×M
с элементами типа float. Вектор зонного описания за
писывается по строкам, слева направо сверху вниз.
При загрузке эталонных данных происходит
считывание эталонного файла и формирование со
ответствующего списка эталонных векторов зон
ных описаний.
При анализе каждого символа производятся
следующие операции:
1. формирование вектора зонного описания;
2. формирование вектора расстояний;
3. классификация символа на основе вектора рас
стояний.
Формирование вектора зонного описания осу
ществляется, как было описано ранее для эталон
ных изображений.
Формирование вектора расстояний предпола
гает последовательное вычисление евклидовых
расстояний между вектором зонного описания те
стируемого символа и векторами зонных описаний
каждого эталона в списке. Классификация симво
ла осуществляется путем анализа вектора расстоя








Рис. 6. Эталонное изображение символа «8»
С учетом структуры штрихов начертания симво
лов, для размера изображений символов порядка
10×15 пикселей оптимальным числом зон будет
N×M, где N=5 и M=5. При таком выборе зонного
разрешения использованный способ нормирования
вектора зонного описания позволяет обеспечить
устойчивость данного метода распознавания к изме
нению толщины штрихов символа вследствие неста
бильности яркостных характеристик изображения.
На рис. 6 показано эталонное изображение
символа «8», разбиение на зоны и пиксельные веса
каждой зоны.
Описанная выше, последовательность алгорит
мов была использована при создании программы
поиска и распознавания автомобильных номеров.
Программа разработана в среде Delphi 7 и протести
рована на 200 изображениях, вероятность распозна
вания автомобильного номера составила 85 %.
Работа выполнена при поддержке РФФИ, проект
№ 06800751.
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анализа изображения для коррекции изображений,
искаженных случайной некоррелированной поме
хой является одним из перспективных направле
ний в области анализа изображений [1–8]. Для
оперативных систем обработки и анализа изобра
жений важную роль играют их скоростные характе
ристики. Поэтому построение эффективных, бы
стрых алгоритмов морфологических преобразова
ний изображения является актуальной задачей.
Пусть R и Z представляют соответственно мно
жества действительных и целых чисел, и пусть E
представляет dмерное непрерывное пространство
R d, (d=1,2,3,...,K) или дискретное пространство Z d.
Тогда dмерный сигнал можно представить как
функцию области R d (непрерывной) или Z d (дис
кретной), диапазон которой составляет либо R –
при непрерывном изменении амплитуды, либо Z –
при квантованном изменении амплитуды. Двоич
ные сигналы могут быть представлены с помощью
множеств. Например, изображение в левой верх
ней части рис. 1 представляет двоичный сигнал, в
котором область белого фона выражена через 0, а
заштрихованная зона через 1. Ясно, что сигнал мо
жет быть также представлен множеством X точек,
соответствующих заштрихованной зоне.
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Представлены быстрые алгоритмы морфологических преобразований бинарных изображений. Отличительной особенностью
представленных алгоритмов является исключение операций поиска минимального или максимального элемента внутри струк%
турирующего элемента, что существенно повышает скорость реализации данных алгоритмов.
