Abstract. This paper studies the product Gn of the binomial coefficients in the n-th row of Pascal's triangle, which equals the reciprocal of the product of all the reduced and unreduced Farey fractions of order n. It studies its size as a real number, measured by log(Gn), and its prime factorization, measured by the order of divisibility ordp(Gn) by a fixed prime p, each viewed as a function of n. It derives three formulas for ordp(Gn), two of which relate it to base p radix expansions of n, and which display different facets of its behavior. These formulas are used to determine the maximal growth rate of each ordp(Gn) and structure of the fluctuations of these functions. A final topic relates the factorizations of Gn to prime-counting estimates.
Introduction
The complete products of binomial coefficients of order n are the integers
This integer sequence begins G 1 = 1, G 2 = 2, G 3 = 9, G 4 = 96, G 5 = 2500, G 6 = 162000, and G 7 = 26471025, and appears as A001142 in OEIS [45] . The integer G n is the reciprocal of the product G n of all nonzero unreduced Farey fractions of order n, as we describe in Section 2. We encountered unreduced Farey products G n while investigating the products F n of all nonzero (reduced) Farey fractions. The connections with Farey fractions and their relations to prime number theory motivated this work. We study the size of the integers G n viewed as real numbers and the behavior of their prime factorizations, as functions of n. Since the G n grow exponentially fast we measure their size in terms of the rescaled function G ∞ (n) := log(G n ).
(1.1)
It is easy to show that log(G n ) has smooth growth, given by an asymptotic expansion having leading term 1 2 n 2 . We derive the first few terms of the asymptotic expansion in Section 2, which are obtainable using Stirling's formula. In addition log(G n ) has an asymptotic expansion which after its lead terms is given in negative powers 1 n k valid to all orders. Its full asymptotic expansion is derived in Appendix A, where we make use of known asymptotics for the Barnes G-function.
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The relations between primes encoded in the factorizations of binomial products G n seem to be of deep arithmetic significance. These factorizations are described by the functions G p (n) := ord p (G n ), (1.2) with p ordp(Gn) being the maximal power of p dividing G n . The prime factorizations of the first few G n are G 1 = 1, G 2 = 2, G 3 = 3 2 , G 4 = 2 5 · 3, G 5 = 2 2 · 5 4 , G 6 = 2 4 ·3 4 ·5 3 and G 7 = 3 2 ·5 2 ·7 6 . These initial values already exhibit visible oscillations in ord 2 (G n ), and each function ord p (G n ) separately has a somewhat complicated structure of oscillations. Figure 1 .1 plots values of ord 2 (G n ) for 1 ≤ n ≤ 1023. This plot exhibits significant structure in the behavior of ord 2 (G n ), visible as a set of stripes in intervals between successive powers of 2. The behavior of the prime factorizations of G n is the main focus of this paper. We derive three different formulas for ord p (G n ), given in Sections 4, 5 and 6, respectively. Each of the formulas encodes different information about ord p (G n ). The first of these formulas follows from the unreduced Farey product interpretation. The second of these formulas relates ord p (G n ) to the base p expansion of n, which relates to values of the Riemann zeta function ζ(s) on the line Re(s) = 0 through a result of Delange [10] . The third of these formulas directly involves the base p radix expansion of n, and is linear and bilinear in the radix expansion digits.
The second and third formulas for G p (n) generalize to notions attached to radix expansions to an arbitrary integer base. For ecj b ≥ 2 we define integer-valued functions G b (n) (resp. G * b (n)) for n ≥ 1, which for b = p a prime satisfy G p (n) = G * p (n) = ord p (G n ) for all n ≥ 1.
(1.3)
In Appendix B we prove these definitions agree in general: for all b ≥ 2,
The functions G b (n) for composite b can no longer be interpreted as specifying the amount of "divisibility by b" of the integer G n . It is an interesting problem to determine what arithmetic information about G n the functions G b (n) might encode.
From the formulas obtained for ord p (G n ) we deduce results on its size and the behavior of its fluctuations. We show that 0 ≤ ord p (G n ) < n log p n, and that lim sup n→∞ ord p (G n ) n log p n = 1.
It follows that n log p n is the correct scale of growth for this function. We also show that each function ord p (G n ) oscillates infinitely many times between the upper and lower bounds as n → ∞. In Section 7 we compare the three formulas for ord p (G n ). We show that between them they account for much of the structure visible in the picture in Figure 1 .1.
In Section 8 we present direct connections between individual binomial products G n and the distribution of prime numbers. There is a tension between the smooth asymptotic growth of G n and the oscillatory nature of the divisibility of G n by individual primes. This tension encodes a great deal of information about the structure of prime numbers. Our results yield a Chebyshev-type estimate for π(x) and suggest the possibility of a new approach to a proof of the prime number theorem. In another direction, a connection of the G n to the Riemann hypothesis may exist via their relation to products of Farey fractions, see [34] .
Unreduced Farey Fractions
The Farey sequence F n of order n is the sequence of reduced fractions h k between 0 and 1 (including 0 and 1) which, when in lowest terms, have denominators less than or equal to n, arranged in order of increasing size. It is the set
The Farey sequences encode deep arithmetic properties of the integers and are important in Diophantine approximation, e.g. [26, Chap. III] .) The distribution of the Farey fractions approaches the uniform distribution on [0, 1] as n → ∞ in the sense of measure theory, and the rate at which it approaches the uniform distribution as a function of n is related to the Riemann hypothesis by a theorem of Franel [21] . Extensions of Franel's result are given in many later works, including Landau [35] , [36] , Mikolás [39] , [40] , and Huxley [28, Chap. 9 ] . The Farey sequences have a simpler cousin, the unreduced Farey sequence G n , which is the ordered sequence of all reduced and unreduced fractions between 0 and 1 with denominator of size at most n. We define the positive unreduced Farey sequence by omitting the value 0, obtaining
We let Φ * (n) = |G * n | denote the number of positive unreduced Farey fractions, and clearly
We order these unreduced fractions in increasing order, breaking ties between equal fractions ordering them by increasing denominator. For example, we have
We label the fractions in G * n in this order as ρ * r = ρ * r,n , and write
Then we can define the unreduced Farey product as 2) in which N * n (resp. D * n ) denotes the product of the numerators (resp. denominators) of all ρ * r,n . The numerator function
has been called the superfactorial function and appears as sequence A000178 in OEIS [45] . The denominator function
has been called the hyperfactorial function, and appears as sequence A002109 in OEIS [45] . The hyperfactorial D * n in expressible in terms of factorials as
3)
It was studied by Glaisher [22] , [23] , starting in 1878. The integers D * n were later found to be the sequence of discriminants of the Hermite polynomials 1 in the probabilist's normalization He n (x) = 2 −n/2 H n (
).
The unreduced Farey products G n have their reciprocal G n = 1/G n expressible terms of binomial coefficients. Theorem 2.1. The unreduced Farey product G n has its reciprocal G n = 1/G n given by the product of binomial coefficients
Thus 1/G n is always an integer.
Proof. Enumerating the unreduced Farey fractions in order of fixed k, as
. Therefore, setting 0! = 1, we have 1 The hyperfactorials occur as the discriminants of the Hermite polynomials up to factor of a power of 2 in the usual normalization Hn(x) = (−1) n e x 2 /2 d n dx n (e −x 2 /2 ), see Szego [47, (6.71.7) ].
The Hermite polynomials are a fundamental family of orthogonal polynomials, and this connection hints at a deep importance of the hyperfactorial function.
The last product also equals n t=0 n t , as required. Remark 2.2. The reciprocal F n = 1/F n of the product F n of all nonzero Farey fractions of order n is a quantity analogous to G n . It encodes interesting arithmetic information, but is usually not an integer. The Riemann hypothesis is encoded in its asymptotic behavior, as discussed in Remark 3.3 below. The quantities F n and G n are related by the identity G n = n k=1 F n/k , which under a form of Möbius inversion yields
Our study of G n was motivated in part for its potential to obtain useful information about F n .
Growth of G n
We derive estimates for the growth of G n , using its connection to superfactorials N * n and hyperfactorials D * n . One can derive a complete asymptotic expansion for each of log(N * n ), log(D * n ) and log(G n ), which we present in Appendix A. Here we derive its first few leading terms, for which Stirling's formula suffices. 
In consequence
Here 1 − 1 2 log(2π) ≈ 0.08106. Remark 3.2. The function log(G n ) has asymptotic order of growth smaller than either log(D * n ) or log(N * n ) by a logarithmic factor. This savings of a logarithmic factor is the basis of Chebyshev-type bounds for π(x), see Section 8.
Proof. We use Stirling's formula in the truncated form log(n!) = n log n − n + 1
valid for all n ≥ 1.
For the denominator term, we have
Applying Stirling's formula on the right side (and shifting j by 1) yields
We move the term n−1 j=1 j log j to the left side and obtain 2 n k=1 k log k = n log(n!)+n log n+ n(n − 1) 2 − 1 2 log(n!)− 1 2 log(2π) n+O(log n).
Applying Stirling's formula again on the right and simplifying yields
which gives the asymptotic formula for log(D * n ) above. For the numerator term we have
The second line used n k=1 log k = log(n!) with Stirling's formula, plus the asymptotic formula (3.1). The asymptotic formula for log(G n ) = log(D * n ) − log(N * n ) then follows immediately. 
We may compare this expression with an expression for the logarithm of (inverse) Farey products log(F n ), having the parallel form
in which Φ(n) counts the number of Farey fractions and R(n) is defined to be the remainder. Here Φ(n) = n k=1 φ(k) is the summatory function for the Euler φ-function, and the remainder term R(n) is known to be of smaller order of magnitude than the other two terms. In 1951 Mikolás [40, Theorem 1] , showed unconditionally that R(n) = O(ne − √ log n ) and that the Riemann hypothesis is equivalent to the assertion that R(n) = O(n 1 2 + ) for each > 0. It is well known that Φ(n) = 3 π 2 n 2 + O(n log n), but it does not have a complete asymptotic expansion in powers of 1 n , instead having complicated oscillations of magnitude sometimes larger than a multiple of x √ log log x. See [34] for a more detailed discussion.
4. Prime-power divisibility of G n : Formulas using integer parts
We study the divisibility of G n by powers of a fixed prime. We obtain three distinct formulas for ord p (G n ), in this section and in the following two sections, respectively.
The first formula simply encodes the Farey product decomposition.
Theorem 4.1. For p a prime,
where
Proof. This formula follows directly by applying ord p (·) to both sides of the de-
The formula (4.1) has several interesting features.
(i) This formula expresses ord p (G n ) as a difference of two positive terms,
Both terms are nondecreasing in n, that is,
(ii) There is a race in size between the terms S + p,1 (n) and S − p,1 (n), as n varies. The first term S + p,1 (n) jumps only when p divides n and makes large jumps at these values. In contrast, the second term S − p,1 (n) changes in smaller nonzero increments, making a positive contribution whenever p n and n > p. In consequence: For n ≥ p, ord p (G n ) increases going from n − 1 to n when p divides n, and strictly decreases when p n. We may re-express the terms in formula (4.1) using the floor function (greatest integer part function). We start with de Polignac's formula (attributed to Legendre by Dickson [15, p. 263] ), which states that
The sum on the right is always finite, with largest nonzero term j = log p n , with p j ≤ n < p j+1 . We obtain
and, using (2.3),
We next obtain asymptotic estimates with error term for ord p (N * n ) and ord p (D * n ), and use these estimates to upper bound the size of ord p (G n ).
Theorem 4.2. For p a prime, and all n ≥ 2,
and
It follows that,
for all n ≥ 1.
Proof. We rewrite de Polignac's formula using the identity
For j ≥ log p n we have { n p j } = n p j so the series becomes a geometric series past this point and can be summed. One obtains
with an O-constant independent of p.
, and applying (4.2) yields
The result follows by shifting
The bound ord p (G n ) = O(n log p n), valid for all n ≥ p, mirrors the decrease in size of log(G n ) compared to either log(N * n ) and log(D * n )'. In the situation here the decrease is by a square root factor, compared to the logarithmic decrease factor for log(G n ). The bound on ord p (G n ) above is the correct order of magnitude, and we obtain a sharp constant in Theorem 6.8 below.
5. Prime-power divisibility of G n : Formulas using base p digit sums
We obtain a second formula for ord p (G n ), one expressed directly in terms of base p digit sums, and draw consequences. We start from
The divisibility of binomial coefficients by prime powers p k has been studied for over 150 years, see the extensive survey of Granville [25] . Divisibility properties are well known to be related to the coefficients a j of the the base p radix expansion of n, written as
with k = log p n .
5.1.
Prime-power divisibility of G n : digit summation form. We derive a formula for ord p (G n ) that expresses it in terms of summatory functions of base p digit sums. We will consider digit sums more generally for radix expansions to an arbitrary integer base b ≥ 2. Write a positive integer n in base b ≥ 2 as
with digits 0 ≤ a i ≤ b − 1. Here k = log b n . and a i := a i (n).
(
with k = log b n .
Our second formula for ord p (G n ) is given in terms of these quantities.
Theorem 5.1. Let the prime p be fixed. Then for all n ≥ 1,
The formula (5.4) has several interesting features.
The two functions, S p (n) and d p (n) have been extensively studied in the literature. They exhibit very different behaviors as n varies: S p (n) grows rather smoothly while d p (n) exhibits large abrupt variations in size.
(ii) The function S p (n) has smooth variation and obeys the asymptotic estimate (
2 )n log p n + O(n), see Theorem 5.6. In consequence the first term on the right side of (5.4) is positive and has size n log p n + O(n). Furthermore S p (n) can itself be written as a difference of two positive functions.
(iii) The function d p (n) is oscillatory, when viewed with respect to its average size, which is p−1 2 log p (n). For most n it is rather close to the average size, however it varies from 1 to a value as large as (p − 1) log p n infinitely often as n → ∞, as given by the distribution of d p (n) as n varies. If one takes n = p k and samples m uniformly on the range [1,
it is a sum of k identically distributed independent random variables, and as k → ∞ will obey a central limit theorem. One can show it has size sharply concentrated around (
2 ) log p n with a spread on the order of C p
2 ). In consequence the second term on the right side of (5.4) is negative and has average size − 1 2 n log p n + O(n), which is in magnitude half that of the first term. The term − n+1 p−1 d p (n) has large variations in size, in a range between being O(n) and being twice its average size.
(iv) The function d p (n) is highly correlated between successive values of n. It exhibits an "odometer" behavior where it has increases by one at most steps, but has jumps downward of size about p k at values of n that p k exactly divides. To derive Theorem 5.1, we make use of the following elegant formula for ord p n t noted by Granville [25, equation (18) ff].
Proof. Writing n = k i=0 a i p i , and applying de Polignac's formula, we have
in which all the terms in the last sum are identically zero. Collecting the terms for n and for each a i separately on the right side of this expression, each forms a geometric progression, yielding
Writing the binomial coefficient 
as required.
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5.2. Analogue function G b (n) for a general radix base b. The functions of digit sums on the right side of (5.4) make sense for all radix bases b ≥ 2, so we make the following definition of a general function G b (n).
Definition 5.3. For each integer b ≥ 2 and n ≥ 1, the generalized order
Theorem 5.1 shows that for prime p we have G p (n) = ord p (G n ). However for composite b the function G b (n) does not always coincide with the largest power of 
and equality holds if and only if
Proof. This result is [16, Theorem 1], taking t = 1, asserting
We deduce the following upper bound for the generalized order to base b.
Theorem 5.5. Let b ≥ 2 be an integer. Then for all n ≥ 1,
Proof. Using the definition and Theorem 5.4 we have
as asserted.
For the case that b = p is prime, we obtain a slight improvement on this upper bound in Theorem 6.7. (1) For all integers n ≥ 1, 10) in which f b (x) is a continuous real-valued function which is periodic of period 1.
(2) The function f b (x) has a Fourier series expansion
whose Fourier coefficients are, for k = 0,
and, for the constant term k = 0,
The function f b (x) is continuous but not differentiable.
Proof. Delange proved Theorem 5.6 using methods from real analysis. Different approaches were introduced in 1983 by Mauclaire and Murata ( [37] , [38] ) and in 1994 by Flajolet et al. [20, Theorem 3 .1] using complex analysis and Mellin transform techniques. The latter methods obtain the Fourier expansion of f b (x) but cannot determine the non-differentiability properties of the function f b (x). In another direction, in 1997 G. Tenebaum [49] extended the non-differentiability property of f b (x) to other periodic functions arising from summation formulas in a similar fashion.
In Figure 5 .1 we present a picture of the function f 2 (t), computed 3 by J. Arias de Reyna. Using Delange's theorem together with Theorem 5.4 one may deduce that f 2 (x) ≤ 0 for all real x and that f 2 (x) = 0 exactly at integer x. 2 Delange uses a different notation for digit sums. He writes Sp(n) for the function that we call dp(n). .1 can only hint at the property of f 2 (t) of being non-differentiable at every point. In fact f 2 (t) is related to a famous everywhere non-differentiable function, the Takagi function [48] . This connection can be deduced from work of Trollope [50] , as explained in [32, Theorems 9.1 and 9.2]. One finds that
where τ (x) is the Takagi function, which is given by
where x is the distance from x to the nearest integer. Although everywhere non differentiable, the oscillations of the Takagi function on small scales are known to not be too large. There is a constant C such that for all real x,
This theorem is a simple deduction from results of Drazin and Griffiths [16] . For our application, in which b = p, a prime, we view the formula (5.10) for S b (n) as giving a smooth "main term" M p (n) := p−1 2 n log p n and a slowly oscillating "remainder term" R p (n) := f b (log b n)n of order O(n), with an explicit constant in the O-symbol, which encodes a logarithmic rescaling of the value of n.
6. Prime-power divisibility of binomial products G n : Formulas using fractional parts 6.1. Prime-power divisibility of G n : bilinear radix expansion form. We give a third formula for ord p (G n ) , also based on the base p radix expansion of n, expressing it as a linear and bilinear expression in its base p coefficients.
Theorem 6.1. Let p be prime and write the base p expansion of n = k j=0 a j p j , with a k = 0. Then
The formula (6.1) has several interesting features.
(i) The formula expresses ord p (G n ) as a difference of two positive terms,
It gives the upper bound ord p (G n ) ≤ S + p,3 (n), which is useful in obtaining upper bounds for ord p (G n ), see Section 6.2.
(ii) The first two sums on the right are linear functions of the base p digits of n, while the third sum is bilinear in the base p digits. (iii) The first sum on the right in (6.1) makes sense as a p-adic function. That is, it extends continuously to a p-adically convergent series for n ∈ Z p , the p-adic integers. However the last two sums on the right, treated separately or together, do not have continuous extensions to Z p . The right side of (6.1) makes sense for arbitrary bases b ≥ 2, so we make the following definition for arbitrary b. 
j is its base b radix expansion.
For b = p a prime, we have G * p (n) = ord p (G n ) by Theorem 6.1. A priori this definition looks different from that of the generalized order G b (n) to base b introduced in Section 5, but in Appendix B we show they coincide: For each b ≥ 2 one has G * b (n) = G b (n) for all n ≥ 1. We will deduce the formula (6.1) starting from Kummer's formula for the maximal power of p dividing a binomial coefficient (Kummer [31] ). Theorem 6.3. (Kummer (1852) ) Given a prime p, the exact divisibility p e of n t by a power of p is found by writing t, n − t and n in base p arithmetic. Then e is the number of carries that occur when adding n − t to t in base p arithmetic, using digits {0, 1, 2, · · · , p − 1}, working from the least significant digit upward.
Proof. Kummer's theorem easily follows from Proposition 5.2 as Granville [25] observes. By inspection we see that each carry operation adding t to n − t in the j-th place reduces the sum of the digits in the sum n by p − 1, since it adds a 1 in the (j + 1)-st place while removing a sum of p in the j-th place. Thus the formula on the right in (5.5) counts the number of carries made in adding t to n − t.
To establish Theorem 6.1 first reinterpret Kummer's formula as counting the number of borrowings involved in subtracting j from n in base p arithmetic, now working from the least significant digit upwards. As an example, take base p = 3 and consider n = 13 = (111) 3 , t = 5 = (12) 3 and n − t = 8 = (22) 3 .
We obtain, the following table in which we add (n − t) to t on the left and subtract t from n on the right. We list the carries (+1) and the borrowings (−1) on the top line of the table. We will derive the formula (6.1) of Theorem 6.1 by keeping track of the total number of borrowings in the addition made for the j-digit of n, but treating the contributions to each digit separately, specified by a function c j (n) defined below. For a given n and 0 ≤ t ≤ n set the j-th carry digit c j (n, t) = 1 or 0 according as whether the addition of t to n − t in base p expansion has a carry digit, or not, added to the (j + 1)-place from the j-th place. Equivalently c j (n, t) specifies whether there is a borrowing from the (j + 1)-st place in subtracting t from n in base p arithmetic. Here c j (n, t) depends only on n (mod p j+1 ) and t (mod p j+1 ). The table above computes that c 2 (13, 5) = 2. The sum on the right is always finite since c j (n) = 0 for all j ≥ k = log p n .
Lemma 6.5.
(1) For a fixed prime p,
(2) Alternatively we have
Where j ≥ 0, [x] is the floor function and {x} is the fractional part of the rational number.
Proof.
(1) Denote t in base p as t = t k p k + t k−1 p k−1 + · · · + t 0 and note that since t ≤ n − 1, t k ≤ a k . We prove the result by induction on j ≥ 0. For the base case j = 0 we have t 0 > a 0 for some t then that value of t contributes 1 towards c 0 . The number of values that t 0 can take while being greater than a 0 is p − 1 − a 0 . The number of values t can take with t 0 > a 0 is (n − a 0 )/p and so we have
For the induction step we observe that a value t contributes to c j (n) only if it's j smallest base p digits satisfy:
The number of last j digits that would contribute to c j (n) is consequently
The number of t that would satisfy (6.6) is therefore:
And so we obtain the value of c j (n) by taking the product of(6.6) and (6.7)
(2) The formula (6.4) follows by rewriting the sums in (6.3), observing that
We apply Lemma 6.5 to prove our first formula for ord p (G n ).
Proof of Theorem 6.1. Substituting in (6.2) the formula of Lemma 6.5 yields
Expanding the latter sum yields
Now we simplify the three sums in (6.8) individually. The first of these sums is
This sum extends to a p-adically convergent series, which for α :=
The second sum of (6.8) can be re-written as:
The third sum is a bilinear sum, which satisfies the identity
By substituting (6.11), (6.9) and (6.10) into (6.8) we obtain the desired result.
Remark 6.6. The total carry functions c j (n) seem of interest in their own right.
Bergelson and Leibman [6] study the class of all bounded functions obtainable as finite iterated combinations of the fractional part function {·}, calling them generalized polynomials. They relate generalized polynomials to piecewise polynomial maps on nilmanifolds and use this relation to derive recurrence and distribution properties of values of such functions. The formula in Lemma 6.5(2) involves such functions. It can be written as c j (n) = ng 1,j (n) + g 2,j (n) where g i,j (n) are the bounded generalized polynomials
each of which is a periodic function of n with period p j+1 . However the function c j (n) itself is unbounded, so falls outside this class.
6.2. Prime-power divisibility of binomial products G n : extreme values. Theorem 6.1 permits an exact determination of the extreme behaviors of ord p (G n ). We obtain a useful upper bound on ord p (G n ) by retaining only those terms in Theorem 6.1 that are linear in the a i , and this upper bound turns out to be sharp. Theorem 6.7. Let the prime p be fixed. Then we have for all n > 0 that
The equality ord p (G n ) = 0 holds if and only if n = ap k − 1, with 1 ≤ a ≤ p − 1. The equality ord p (G n ) = M p (n) holds if and only if n = ap k and in that case
Proof. The lower bound in (6.7) is immediate since G n is an integer. The case of equality can be deduced directly from Kummer's theorem. To have ord p (G n ) = 0 using Kummer's theorem, all binomial coefficients n j must be prime to p, so there can be no value 0 ≤ j ≤ n such that subtracting j from n in base p arithmetic results in borrowing a digit. This fact requires that the base p digits a j of n except the top digit be p − 1, i.e. a j = p − 1 for 0 ≤ j ≤ k − 1. There is no constraint on the top digit a k other than a k = 0, since no borrowing can occur in this digit.
The upper bound inequality ord p (G n ) ≤ M p (n) follows immediately from Theorem 6.1. The equality case will hold only if the bilinear term in that theorem vanishes; it is
This term will be positive whenever two nonzero coefficients appear in the base p expansion of n, since one can find a nonzero cross term in this expression. Therefore equality can hold only for those n having one nonzero base p digit, i.e. n = ap k with a = 0. Direct substitution of a j = 0 for 0 ≤ j ≤ p − 1 yields the explicit formula for ord p (G n ) above.
The previous result implies the following bounds.
Theorem 6.8. For each prime p, there holds for all n ≥ 1,
The value n = p k has ord p (G n ) ≥ n(log p n − 1).
Proof. Only the upper bound in (6.13) needs to be verified. By Theorem 6.1 we have
For n = p k we have ord p (G n ) = kn−(1+p+· · ·+p k−1 ) ≥ kn−n = n(log p n−1).
Formulas for ord p (G n ): Comparison and Implications
We presented three formulas for ord p (G n ) in Sections 4, 5 and 6, respectively. We compare the formulas and show what they imply about features of the graph of ord 2 (G n ) given in Figure 1 .1 and in the rescaled graph Figure 7 .1 below.
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In Table 7 .1 we present numerical data on the three formulas for p = 2 and small n, which illustrate their differences. The term S + p,1 (n) = ord p (D * n ) grows much more rapidly than S + p,j (n) for j = 2, 3, evidenced by the asymptotic formula in Theorem 4.2. A qualitative difference between the second and third formulas is that S + p,2 (n) := 2 p−1 S p (n) grows smoothly, being of size n log p n + O(n), while S + p,3 (n) grows less smoothly, having occasional jumps proportional to n log n as the base p digits a i vary. It appears that the third formula gives the best upper bound of the three formulas, in the sense of minimal growth of the positive term S k . We have shown that the function ord p (G n ) is of average size about 1 2 n log p n and of size at most n log p n. It is natural to make a companion plot to Figure 1 .1 that rescales the values of ord 2 (G n ) by a factor 1 2 n log 2 n, which we present in Figure  7 (i) Between n = 2 k − 1 to n = 2 k there is a large jump visible in the value of ord 2 (G n ). The large jump between n = 2 k−1 and n = 2 k is quantified more generally in Theorem 6.7 for ord p (G n ) between n = p k − 1 and n = p k . (ii) In Figure 1 .1 the values of ord 2 (G n ) between n = 2 k to n = 2 k+1 show a pattern of diagonal lines or "stripes". These diagonal lines are sloping upwards, have different lengths, and are roughly parallel to each other. The lengths of the "stripes" vary in a predictable manner: from top to bottom, they first increase in length, starting from the left, until they extend nearly to the next level 2 k+1 , remain stable at this width for a while, and thereafter decrease in length while continuing to end near the next level 2 k+1 . In the rescaled Figure 7 .1 these lines flatten out to give parallel "stripes".
Theorem 5.1 accounts for the "stripes" by its term − n−1 p−1 d p (n), which shows each stripe is occupied by integers having a fixed value d p (n) = j, in which d p (n) = 1 labels the highest stripe, and each stripe downward increases j by one. The odometer behavior of the function d p (n) also accounts for the horizontal width of the "stripes" and the motion of their behavior over the interval [p k , p k+1 −1], and determines when they start near the left endpoint p k (small values of d p (n)) or end near the right endpoint p k+1 − 1 (large values of d p (n)). (iii) On comparing "stripes" in the interval n = 2 k and n = 2 k+1 − 1, with those at the next interval between n = 2 k+1 and n = 2 k+2 − 1, the number of "stripes" increases by 1. This increase in the number of stripes from the interval from [p k , p k+1 − 1] and the interval [p k+1 , p k+2 − 1] is accounted for by the allowed values of d p (n) labeling the given interval. For p = 2 there are exactly k + 1 such stripes on the region 2 k ≤ n ≤ 2 k+1 − 1, there is an increase of exactly one stripe in the new interval, and the spacing between the stripes is of width approximately k , a value approximately equal to n log 2 n. Under the rescaling by a factor proportional to n log n, as is done in Figure 7 .1, the "stripes" become approximately flat, and they fall in the range 0 ≤ ord 2 (G n )/(0.5 n log 2 n) ≤ 2.
The envelope of largest growth for d p (n) is n log p (n) − n, as quantified in Theorem 6.8. On rescaling by a factor 1/n log p n, the "stripe" of values with d p (n) = j over the interval [p n , p n+1 − 1] becomes approximately flat. Note that the smooth main term 
Binomial Products and Prime Counting Estimates
Binomial coefficients are well known to encode information about the distribution of prime numbers. This holds more generally for integer factorial ratios, which are one-parameter families of ratios of products of factorials that are integers for all parameter values. Let π(x) count the number of primes p ≤ x. Chebyshev [9] used the integer factorial ratios A n := 30n!n! (15n)!(10n)!(6n)! to obtain his bounds 0.92
iIt is known that the ensemble of integer factorial ratios contain enough information to possibly give an elementary proof of the prime number theorem, see Diamond and Erdős [14] . Their method to show the existence of a suitable sequence of such ratios used the prime number theorem as an input, so did not yield such an elementary proof, see the discussion in Diamond [13, Sect. 9] . The individual binomial products G n imply Chebyshev-type bounds for π(x). The product formula expressing unique factorization ( [2] ) yields on taking a logarithm
Theorem 6.8 shows that ord p (G n ) ≤ n log p (n), which upper bounds the left side by
The right side is estimated by the asymptotic formula for log(G n ) in Theorem 9.2,
Since 1 − 1 2 log(2π) > 0, one has for sufficiently large n, and in fact for all n ≥ 3,
Combining these two inequalities yields the Chebyshev-type lower bound,
valid for all n ≥ 2. This bound loses a constant factor of 2 compared to the prime number theorem, so is worse than Chebyshev's lower bound. But it has a redeeming feature: in an average sense most ord p (G n ) are of size near 1 2 n log p n. This observation follows from Theorem 5.1, combined with the fact that d p (n) has mean p−1 2 log p n, provided one averages over n. This (heuristic) observation would save back the constant factor of 2 lost in the argument above on the right side of (8.1), which therefore suggests a the possibility of proving the prime number theorem 4 using Farey products. There remain serious obstacles to obtaining a proof of the prime number theorem along these lines. If one holds p fixed and varies n, then one can rigorously show that ord p (G n ) is usually of size near 1 2 n log p n. However the sum p≤n ord p (G n ) log p appearing in (8.1) makes a different averaging, which holds n fixed and lets p vary, restricting to p ≤ n. This new averaging may have quite different behavior. Its analysis leads to new arithmetical difficulties and we leave their investigation to future work.
Another relation of binomial products G n to the distribution of prime numbers arises via their connection to products of Farey fractions. This connection via Möbius inversion creates other products of binomial coefficients which may be directly related to the Riemann hypothesis, for which see [34] . Moreover, there are general relations known between families of integer factorial ratios and the Riemann hypothesis. For some work on their structure, see Bell and Bober [7] and Bober [8] . topic of products of Farey fractions to him some years ago, see [11] , [12] . The work of the second author began as part of an REU project at the University of Michigan in 2013 under supervision of the first author. We thank J. Arias de Reyna for supplying the plot in Figure 5 .1, and for several corrections. 4 Establishing the lower bound π(x) ≥
) is known to be equivalent to the full prime number theorem 
in which Γ(n) denotes the Gamma function and G(n) denotes the Barnes Gfunction, both discussed below. The formulas (9.1) and (9.2) follow from the standard identities Γ(n + 1) = n! and G(n + 1) = 1!2! · · · (n − 1)!, respectively. These two formulas yield
The Gamma function Γ(z) was originally defined to interpolate the factorial function, and was studied at length by Euler (see [33, Sect. 
where B k denote the Bernoulli numbers, as determined by the generating function
. This formula is known to be valid in any sector −π + < Arg(z) ≤ π − of the complex plane, with the implied O-constant depending on both N and .
The Barnes G-function was introduced by Barnes [4] in 1900. It is a less well known than the Gamma function, and is closely related to a generalization of the gamma function, the double gamma function, also introduced by Barnes ([3] , [5] ), see also [42, Sect. 5.17]. It satisfies the functional equation 5 The asymptotic expansion of log Γ(z) is extremely similar to that of log Γ(z + 1), changing only one term 1 2 log z to − 1 2 log z, via the identity log Γ(z + 1) = log Γ(z) + log z. The expansion of log Γ(z) given in Whittaker and Watson [51, Sect. 12.33] uses an older notation for Bernoulii numbers: their notation B k corresponds to |B 2k | in our notation. and has G(1) = 1, which yields G(n+1) = (n−1)!(n−2)! · · · 1!, and also G(n+2) = N * n . Recently the Barnes G-function has assumed prominence from its appearance in formulas relating the Riemann zeta function to random matrix theory. These formulas appear in random matrix theory for the Circular Unitary Ensemble, and in conjectured formulas for moments of the Riemann zeta function on the critical line Re(s) = 1 2 , see Keating and Snaith [29] and Hughes [27] . The Barnes G-function is an entire function of order 2 defined by the everywhere convergent Weierstrass product
where again γ is Euler's constant. The asymptotic expansion for the Barnes Gfunction 6 ([4, p. 285]) has the form, for any fixed N ≥ 1,
where A = exp 1 12 − ζ (−1) is the Glasher-Kinkelin constant (Kinkelin [30] , Glaisher [22] , [23] ), which has a numerical value of A ≈ 1.2824271291 . . . and where B k denote the Bernoulli numbers. This asymptotic expansion is valid in any sector −π + < Arg(z) ≤ π − of the complex plane, with the implied O-constant depending on both N and . The original derivation of Barnes did not control the error term but Ferreira and Löpez [19] later obtained an asymptotic expansion 7 with error term as above, see also Ferreira [18] and Nemes [41] .
The asymptotic expansions for both Γ(z + 1) and G(z + 1) when extended to all orders are divergent series. That is, the associated power series in w = 1 z , taking N = ∞, has radius of convergence zero, a fact which follows from the super exponential growth of the even Bernoulli numbers |B 2n | ∼ 4 √ πn( n πe ) 2n as n → ∞. The derived asymptotic expansions for log(D * n ), log(N * n ) and and log(G n ) below also involve Bernoulli numbers and are also divergent series when extended to all orders.
We now state asymptotic expansions for log(D * n ) and log(N * n ). c j ( 1 n j ) + O 1 n N +1 . 6 Barnes [4] follows a different convention for Bernoulli numbers: his B k corresponds to |B 2k | in the notation used here. We have altered his formula accordingly.
7 Their expansion contains a term z log Γ(z + 1) so the asymptotic expansion of log Γ(z + 1) must be substituted in their formula. Theorem 4.1 immediately yields asymptotic expansion for log(G n ). The resulting asymptotic behavior of log(G n ) is of smaller order of magnitude, since the leading term in the asymptotic series of log(N * n ) and log(D * n ) on the right side of (9.6) cancel.
Theorem 9.2. The complete binomial products G n = n j=1 n j have an asymptotic expansion for log(G n ) to any given order N ≥ 1, valid uniformly for all n ≥ 2, of the form log(G n ) = 1 2 n 2 − 1 2 n log n+ 1− 1 2 log(2π)) n− 1 3 log n+g 0 + N j=1 g j 1 n j +O 1 n N +1 .
Here g 0 = − 1 2 log(2π) − 1 12 + 2 log A where A is the Glaisher-Kinkelin constant, for j ≥ 1 the coefficients g j are explicitly computable rational numbers, and the implied O-constant depends on N .
Proof. We have log(G n ) = log(D * n ) − log(N * n ). (9.6) Direct substation from Theorem 9.1 then gives the result. Here the terms g j for j ≥ 1 are given by g j = d j − c j , so are 
