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In this paper, a new approach based on parameterization method is presented for calcula-
tion of curvature on the free surface ﬂows. In some phenomena such as droplet and bubble,
surface tension is prominent. Therefore in these cases, accurate estimation of the curvature
is vital. Volume of ﬂuid (VOF) is a surface capturing method for free surface modeling. In
this method, free surface curvature is calculated based on gradient of scalar transport
parameter which is regarded as original method in this paper. However, calculation of cur-
vature for a circle and other known geometries based on this method is not accurate. For
instance, in practice curvature of a circle in interface cells is constant, while this method
predicts different curvatures for it. In this research a novel algorithm based on parameter-
ization method for improvement of the curvature calculation is presented. To show the
application of parameterization method, two methods are employed. In the ﬁrst approach
denoted by, three line method, a curve is ﬁtted to the free surface so that the distance
between curve and linear interface approximation is minimized. In the second approach
namely four point method, a curve is ﬁtted to intersect points with grid lines for central
and two neighboring cells. These approaches are treated as calculus of variation problems.
Then, using the parameterization method, these cases are converted into the sequences of
time-varying nonlinear programming problems. With some treatments a conventional
equivalent model is obtained. It is ﬁnally proved that the solution of these sequences in
the models tends to the solution of the calculus of variation problems. For veriﬁcation of
the presented methods, curvature of some geometrical shapes such as circle, elliptic and
sinusoidal proﬁle is calculated and compared with original method used in VOF process
and analytical solutions. Finally, as a more practical problem, spurious currents are studied.
The results showed that more accurate curve prediction is obtained by these approaches
than the original method in VOF approach.
 2012 Elsevier Inc. All rights reserved.1. Introduction
Motion of ﬂuids with a free surface such as droplet splashing and bubble, are important phenomena in many ﬁelds of ﬂuid
mechanics. Therefore, some researches have been focused on solving this problem using different numerical techniques.
Since the location of the free surface is driven by the gross motions of the ﬂuid, accurate simulation of such phenomena
is very cumbersome. To simulate this problem, precise modeling of surface tension is vital. In these problems, interface. All rights reserved.
ue, P.O. Box 15875-4413, Tehran, Iran.
ri).
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techniques for interface modeling of two phase ﬂows. There are different methods for modeling of curvature. The most
widely used technique is calculation of the spatial derivatives of the scalar function based on VOF at any instant. In this
method, the gradient of the scalar function [1] is normal to the interface. Then, by taking the divergence of this interface
vector, the second derivative of the scalar function, i.e. the interface curvature is obtained. The methods of discretization
of the surface tension are associated with the interface curvature. They are the main source of error in surface tension sim-
ulation [2]. To reduce this error, various researches have been performed [2–5]. For example, Francois et al. [2] impose an
exact balance between the surface tension and pressure forces to model surface tension into a volume-of-ﬂuid (VOF) method
and so, no spurious currents are induced in a ﬂow provided. Some researchers employed the VOF-based height-function
method [2,6,7] to obtain the curvatures with second-order accuracy. In this method, the interface curvature is obtained from
the derivatives of the height function. However, it leads to poor results, if an interface is not adequately resolved [8]. Poo and
Ashgriz [9] utilized a second-order polynomial to calculate the curvature. In a method known as PROST [10], the data is ﬁtted
iteratively with a 2D or 3D parabola.
Surface tension along with an interface arises from forces between molecules in a ﬂuid. Surface tension is important when
Webber number (We) is much greater than unity (We 1) in high Reynolds numbers (Re 1) or when Capillary number
(Ca) is much lower that unity (Ca 1) for small Reynolds numbers (Re 1). These parameters are deﬁned as:We ¼ qLU
2
r
; ð1Þ
Ca ¼ lU
r
; ð2Þ
Re ¼ qUL
l
; ð3Þwhere r is the surface tension, q is the ﬂuid density, U is the velocity scale, L is the length scale and l is the ﬂuid dynamic
viscosity. The focus of this paper is calculation of curvature based on the parameterization method (PM). To illustrate this
new approach, the volume-of-ﬂuid method is used to represent the interface. Then intersection points of interface and grid
lines are determined. Calculus of variation problems (CVP) is achieved using three line method (TLM) and four point method
(FPM) approaches. The solutions of these CVPs are the Optimal Curve (OC) in the form of f(). In fact f() is the approximation
of surface ﬂow. Substituting the sequence of polynomials, pn(), n = 1,2, . . ., instead of f() in the CVPs (PM), the sequence of
Time-varying Nonlinear Programming Problems (TNLPP) is achieved. It should be noted that variables of TNLPPs are the con-
stant coefﬁcients of polynomials. Sequence of TNLPPs can be converted to the sequence of Nonlinear Programming Problems
(NLPP) with some calculations. It is proved that the NLPPs solution tends to the solution of CVP. Finally, NLPPs solution leads
to two polynomials as the OCs of the FPM and TLM. The accuracy and performance of the new method are demonstrated via
numerical test cases with known curvatures.
2. Curvature simulation
In this section, the interface cell curvature was modeled with original (VOF) and PM methods.
2.1. Original (VOF) method
The successful approaches for handling free surface problems can be categorized as surface tracking and surface capturing
methods. Surface tracking methods try to solve the ﬂow in the ﬂuid region while the free surface is treated as a moving
boundary of the computational domain. This usually satisﬁes the kinematic boundary conditions. In this technique, free sur-
face locations can be determined precisely. Surface capturing methods simulate both ﬂuid regions on a ﬁxed grid system. In
these methods, the free surface can be identiﬁed using a marker function such as the marker particles in the marker and cell
(MAC) method [11] or the volume fraction in VOF method [12–14]. To determine the volume fraction of each phase (e.g. air
and water) in VOFmethod, a scalar transport equation which is colour function (F) is solved in all computational cells as [15]:@F
@t
þ ~r  ðF~UÞ ¼ 0: ð4ÞSo that:F ¼ 1 for cells inside fluid 1;
F ¼ 0 for cells inside fluid 2;
0 < F < 1 for free surface cells:
8><
>: ð5ÞThe interface unit normal vector and curvature of free surface can be calculated from the gradient of F as:
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j ¼ r  n^ ¼ r  rFjrFj
 
; ð7Þwhere j is the interface curvature. A schematic interface is shown in Fig. 1(a). It is the boundary between two ﬂuids. The
volume fractions of cells are presented in Fig. 1(b).
In this paper, Youngs’ VOF (Y-VOF) method is used as based method to model free surface and curvature estimation. In
this method, the interface is approximated by a straight line segment with orientation b which cut the cell. Four possible
interface reconstructions exist in this method as presented in Fig. 2:
To calculate b, normal vectors on surface are estimated as:bi;j ¼ tan1
nxi;j
nyi;j
" #
; p < bi;j < p; ð8Þ
nxi;j ¼
1
Dx
ðFiþ1;iþ1 þ 2Fiþ1;i þ Fiþ1;i1  Fi1;iþ1  2Fi1;i  Fi1;i1Þ; ð9Þ
nyi;j ¼
1
Dx
ðFiþ1;iþ1 þ 2Fi;iþ1 þ Fiþ1;iþ1  Fiþ1;i1  2Fi;i1  Fi1;i1Þ; ð10ÞwhereDx andDy are the mesh sizes in x and y directions and Fi,j is the colour function. In some problems such as bubble rises
and droplet splashing, the volume fractions vary sharply from zero to one across the interface. This discontinuous behavior
decreases the accuracy of estimation of the ﬁrst and second derivatives of F. This leads to inaccurate interface normal vector
and therefore approximate curvature calculations. It should be noted that, the results can be improved ifrF is smoothed [8].
The expression for cell-center curvature evaluation can be given as [16]:j ¼
n
x;iþ12;jþ
1
2
þn
x;iþ12;j
1
2
n
x;i12;jþ
1
2
n
x;i12;j
1
2
2
 
Dx
þ
n
y;iþ12;jþ
1
2
þn
y;i12;jþ
1
2
n
y;iþ12;j
1
2
n
y;i12;j
1
2
2
 
Dy
; ð11Þwhere Dx andDy are the mesh sizes in x and y directions respectively. nx;iþ12;jþ12 and ny;iþ12;jþ12 are the components of normal unit
vector in iþ 12 ; jþ 12 as:nx;iþ12;jþ12 ¼
Fiþ1;jþ1þFiþ1;jFi;jþ1Fi;j
2
 
Dx
; ð12ÞFig. 1. Interface representation: (a) Schematic interface and (b) volume fraction distribution in VOF method.
Fig. 2. Four possible interface reconstruction for Y-VOF method.
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Fiþ1;jþ1þFi;jþ1Fiþ1;jFi;j
2
 
Dy
: ð13ÞSimilar equations can be written for other parameters.
2.2. PM method
The PM method is associated with two approaches denoted by FPM and TLM.
2.3. FPM method
In this method, a function as f() 2 C2(x1,x4), (the set of functions with continuous second derivation) is found to minimize
the distance between f() and points yi ði ¼ 1;2;3;4Þ such that jðxÞ ¼ j
€f ðxÞjﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ _f 2ðxÞ
p is an approximately constant number in every
interval (xi,xi+1]. To model this problem, the following CVP is achieved:inf
f ðÞ2C2ðx1 ;x4Þ
Iðf ðÞÞ ¼P4
i¼1
jf ðxiÞ  yij ð14Þ
S:t:
jjðxÞ  C1j 6 e; x 2 ðx1; x2;
jjðxÞ  C2j 6 e; x 2 ðx2; x3;
jjðxÞ  C3j 6 e; x 2 ðx3; x4;
Ci P 0; i ¼ 1;2;3
8>><
>>:where e is a small given real number. It is supposed that PnðxÞ; x 2 ½x1; x4 is an n degree polynomial with unknown constant
coefﬁcients. Then, if substituting f() by Pn() in Eq. (14), the sequence of the TNLPP is obtained as follows:inf IðPnðÞÞ ¼
P4
i¼1
jPnðxiÞ  yij; ð15Þ
S:t ¼
jjnðxÞ  C1j 6 e; x 2 ðx1; x2;
jjnðxÞ  C2j 6 e; x 2 ðx2; x3;
jjnðxÞ  C3j 6 e; x 2 ðx3; x4;
Ci P 0; i ¼ 1;2;3; n ¼ 1;2;3; . . . ;
8>><
>>:wherejnðxÞ ¼ j
€PnðxÞjﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ _P2nðxÞ
q :
Now, it is supposed that Q is the set of f() such that Eq. (16) is feasible and Q(n) is the set of Pn() such that Eq. (15) is
feasible. Also, it is supposed that Q and Q(n) are not empty. Then, by the following theorem it can be proved that the sequence
of solutions for Eq. (15) converges to the solution of Eq. (14).
Theorem 1. If g = infQI(f()) and gðnÞ ¼ infQn IðPnðÞÞ. Then g = limn?1g(n).Proof. Similar to Zamirian et al. [17], it is obvious that Qð1Þ  Qð2Þ      Q , then gð1ÞP gð2ÞP   P g0. So, {g(n)} is a
non- increasing and bounded sequence, then it converges to a number called n. Set W ¼ S1n¼1QðnÞ; therefore, inf I(Pn()) = n.
Since W  Q ; then nP g. By the properties of inﬁmum, for every e > 0, there exists f() 2 Q such that:g < Iðf ðÞÞ < gþ e: ð16Þ
From the continuity of I(f()), there is a d > 0 such that:jIðgðÞÞ  Iðf ðÞÞj < e: ð17Þ
Whenever for any g() 2 Q, jjgðÞ  f ðÞjj1 < d and ðkgðÞ  f ðÞk1 ¼maxx2½x1 ;x4 ðgðxÞ  f ðxÞÞÞ: On the other hand, since f() 2
C2(x1,x4), then there exists the sequence of polynomials as {Pn()} such that {Pn()}, f _PnðÞg and f€PnðÞg uniformly converge
to {fn()}, f _f nðÞg and f€f nðÞg respectively [18]. Therefore, there is a N belong to N, the set of positive integer numbers, such
that for every nP N:kPnðÞ  fnðÞk1 < d; ð18Þ
574 H. Saghi et al. / Applied Mathematical Modelling 37 (2013) 570–585k _PnðÞ  _f nðÞk1 < d; ð19Þ
k€PnðÞ  €f nðÞk1 < d; ð20Þ
Now, we claim that there is a N1 P N such that for i = 1, 2, 3, 4, jjN1 ðxÞ  Cij 6 e; 8x 2 ðxi; xiþ1: Since, otherwise for every
nP N; there is a x 2 (xi, xi+1] such that |jn(x)  Ci| > e. Thus: limn?1|jn(x)  Ci| > e or |j(x) - Ci| > e, which contradicts the
assumption that f() 2 Q.Then:PNðÞ 2 QðN1Þ W  Q : ð21Þ
Using Eqs. (16)–(20), jIðPN1 ðÞÞ  Iðf ðÞÞj < e or IðPN1 ðÞÞ < Iðf ðÞÞ þ e < gþ 2e or g 6 nþ 2e, so n = g or limn?1g(n) = g. hTheorem 2. For every x  [x1, x4], jjnðxÞ  Cij 6 e if and only if:Z x4
x1
jjjnðxÞ  Cij  eþ jjjnðxÞ  Cij  ejjdx ¼ 0:Proof. Since for every x e [x1, x4], jjnðxÞ  Cij 6 e; then jjnðxÞ  Cij  e 6 0 or jjjnðxÞ  Cij  ej ¼ jjnðxÞ  Cij  e. SoR x4
x1
jjjnðxÞ  Cij  eþ jjjnðxÞ  Cij  ejjdx ¼ 0. Then for every x 2 [x1, x4], jjnðxÞ  Cij  eþ jjjnðxÞ  Cij  ej ¼ 0 or
jjnðxÞ  Cij þ e ¼ jjjnðxÞ  Cij  ej so, jjnðxÞ  Cij  e 6 0 or jjnðxÞ  Cij 6 e:
Therefore, Eq. (15) is equivalent to the following problem:inf IðPnðÞÞ;
S:t: ¼
R x2
x1
jjjnðxÞ  C1j  eþ jjjnðxÞ  C1j  ejjdx ¼ 0;R x3
x2
jjjnðxÞ  C2j  eþ jjjnðxÞ  C2j  ejjdx ¼ 0;R x4
x3
jjjnðxÞ  C3j  eþ jjjnðxÞ  C3j  ejjdx ¼ 0;
Ci P 0; i ¼ 1;2;3; n ¼ 1;2; . . .
8>>><
>>>:
ð22ÞFor simplicity, we rewrite the above problem as follows:inf IðPnðÞÞ;
S:t: ¼
R x2
x1
E1nðxÞdx ¼ 0;R x3
x2
E1nðxÞdx ¼ 0;R x4
x3
E3nðxÞdx ¼ 0;
Ci P 0; i ¼ 1;2;3; n ¼ 1;2; . . . ;
8>>><
>>>:
ð23Þwhere EinðxÞ ¼ jjjnðxÞ  Cij  eþ jjjnðxÞ  Cij  ejj. Now, we partition the intervals [x1, x2], [x2, x3] and [x3, x4] to m1, m2 and
m3 parts, respectively, that is h1 ¼ x2x1m1 , h2 ¼
x3x2
m2
and h1 ¼ x4x3m3 . Thus, by using a numerical integration method such as trap-
ezoidal rule, Eq. (23) is converted to the following equation:min
P4
i¼1
jPnðxiÞ  yij
S:t: ¼
h1
2 ½E1nðx1Þ þ E1nðx1 þ hÞ þ :::þ E1nðx1 þm1hÞ ¼ 0;
h2
2 ½E2nðx2Þ þ E2nðx2 þ hÞ þ    þ E2nðx2 þm2hÞ ¼ 0;
h3
2 ½E3nðx3Þ þ E3nðx3 þ hÞ þ    þ E3nðx3 þm3hÞ ¼ 0;
Ci P 0; i ¼ 1;2;3; n ¼ 1;2; . . .
8>><
>>>:
 ð24ÞTheorem 3. The solutions of Eqs. (23) and (24) are the same, if in Eq. (24), mi ði ¼ 1;2;3Þ tends to inﬁnity, simultaneously.Proof. See Stor and Bulirsch [19]. h
Eq. (24) is a NLPP with n variables (the unknown constant coefﬁcients of Pn()) which can be solved using softwares such
as Lingo and Matlab.
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In this method, the aim is to ﬁnd a function as f() 2 C2(x1, x4), such that for every x 2 bxj; xjþ1c, the distance between f(x)
and line Li(x) which connects two given points (xi,yi) to (xi+1, yi+1), i = 1, 2, 3, is minimized and j(x) is an approximately con-
stant number. These aims are formulated as follows:inf Iðf ðÞÞ ¼P4
i¼1
Z xiþ1
xi
jf ðxÞ  LiðxÞjdx;
S:t:
jjðxÞ  C1j 6 e; x 2 ½x1; x2;
jjðxÞ  C2j 6 e; x 2 ðx2; x3;
jjðxÞ  C3j 6 e; x 2 ðx3; x4;
Ci P 0; i ¼ 1;2;3; n ¼ 1;2; . . .
8>>><
>>>:
ð25ÞBy the same approach with FPM method, Pn() is substituted by f() in Eq. (25). Then the following equation is achieved:inf IðPnðÞÞ ¼
P4
i¼1
Z xiþ1
xi
jPnðxÞ  LiðxÞjdx
S:t:
jjnðxÞ  C1j 6 e; x 2 ½x1; x2;
jjnðxÞ  C2j 6 e; x 2 ðx2; x3;
jjnðxÞ  C3j 6 e; x 2 ðx3; x4;
Ci P 0; i ¼ 1;2;3; n ¼ 1;2; . . .
8>>><
>>>:
ð26ÞTheorem 4. Sequence of the solution of Eq. (26) converges to the solution of Eq. (25).Proof. The method of proof is the same as Theorem 1. Now, in the same approach for the PM, the following problem is
achieved which is equivalent to Eq. (26)inf
P4
i¼1
FinðxÞ
S:t:
h1
2 ½E1nðx1Þ þ E1nðx1 þ hÞ þ    þ E1nðx1 þm1hÞ ¼ 0;
h2
2 ½E2nðx2Þ þ E2nðx2 þ hÞ þ    þ E2nðx2 þm2hÞ ¼ 0;
h3
2 ½E3nðx3Þ þ E3nðx3 þ hÞ þ    þ E3nðx3 þm3hÞ ¼ 0
Ci P 0; i ¼ 1;2;3; n ¼ 1;2; . . .
8>>>><
>>>>:
ð27Þwhere FinðxÞ ¼ hi2 ½FinðxiÞ þ Finðxi þ hiÞ þ    þ Finðxi þmihiÞ.
Eq. (27) is a non-linear programming problem which is solved using softwares such as Lingo and Matlab. Now, an
algorithm for both FPM and TLM as follows is considered: in this algorithm e1 is chosen as a known positive real number
which is the error between two consecutive values of target function.
Step 1. Read e, m1, m2, m3 and set n = 1.
Step 2. Solve the NLPP (24).
Step 3. If the NLPP (24) is infeasible then n = n + 1 and go to step 2. Else set the value of target function in In.
Step 4. Set n = n + 1 and solve the NLPP (24) and set the value of goal function In.
Step 5. If |In  In-1| > e1, then go to step 4.
Step 6. End. h
Considering the schematic interface in VOF method (see Fig. 3(a)), it can be modeled using the presented methods as
shown in Fig 3(b) and (c).
To calculate the intersection points coordinates in Fig. 3(c), cells interface lengths are estimated using available formulas
[15]. Then, the middle points of two interfaces in adjacent cells (hollow circles in Fig. 3(c)) are used to estimate the free sur-
face curvature. For example, the coordinates of point P for two adjacent cells are estimated as (see Fig. 4)Xp ¼ Xði; jÞ þ 0:5Dx ðatði; jÞ þ abði; jþ 1ÞÞ=2; ð28Þ
Fig. 3. Schematic interface representation using (a) VOF method; (b) TLM method and (c) FPM method.
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Fig. 4. Coordinates of intersection points for two adjacent cells in FPM and TLM methods.
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whereatði; jÞ ¼ Fði; jÞ  12 cot anaði; jÞ
 
Dx; ð30Þabði; jþ 1Þ ¼ ð2Fði; jþ 1Þ tanaði; jþ 1ÞÞ1=2Dx; ð31Þaði; jÞ ¼ tan1 Dx
Dyði; jÞ tanbði; jÞ
 
; ð32Þbði; jÞ ¼ tan1 nx
ny
 
; ð33Þnx ¼ 1Dx ½Fðiþ 1; jþ 1Þ þ 2Fðiþ 1; jÞ þ Fðiþ 1; j 1Þ  Fði 1; jþ 1Þ  2Fði 1; jÞ  Fði 1; j 1Þ; ð34Þny ¼ 1Dx ½Fðiþ 1; jþ 1Þ þ 2Fði; jþ 1Þ þ Fði 1; jþ 1Þ  Fðiþ 1; j 1Þ  2Fði; j 1Þ  Fði 1; j 1Þ: ð35ÞParameter a(i, j + 1) is estimated similarly.3. Numerical results
In this section, four test cases as circle shape, elliptic shape, sinusoidal wave and spurious currents are selected and inter-
face curvature is calculated using presented models.
578 H. Saghi et al. / Applied Mathematical Modelling 37 (2013) 570–5853.1. Circle shape
As a test problem, a circle with unit radius as shown in Fig. 5 is deﬁned on a uniform mesh.
The curvature of N = 16 interface cells (hatched cells in Fig. 5) that are selected randomly is calculated using original and
present methods. The effect of mesh size is then evaluated. Therefore, original and present methods are used for calculation
of curvature using different mesh sizes as dx = dy = 0.05, 0.1, 0.15 and 0.2. The results are compared to analytical ones and
shown in Fig. 6. It is clear that in a circle shape, the interface curvature is a constant equivalent to inverse of the radius.
To compare the results, Sum Absolute Error (SAE) and Sum Square Error (SSE) are employed as follows:Fig. 6.
and (d)SAE ¼PN
j¼1
jjcal  jexact j; ð36Þ1
2
3
4
5
67
9
8
10 
11 
12 
13
14
15 16
Fig. 5. Schematic circle shape used for assessment of present models.
Comparison of interface cells curvature of circle shape between original and present methods: (a) dx = dy = 0.05; (b) dx = dy = 0.10; (c) dx = dy = 0.15
dx = dy = 0.20.
Fig. 7. Comparison of errors of original and present methods for a circle shape: (a) SAE error and (b) SSE error.
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j¼1
ðjcal  jexactÞ2; ð37Þjcal and jexact are the calculated and analytical curvatures respectively. These errors are calculated for different methods and
presented in log scale in Fig. 7.
3.2. Elliptic shape
An elliptic shape as shown in Fig. 8 is deﬁned on a uniform mesh to evaluate the accuracy of present methods.
In an elliptic shape, the equation of interface is deﬁned as:ðX  X0Þ2
a2
þ ðY  Y0Þ
2
b2
¼ 1; ð38Þwhere X0 and Y0 are the center coordinates and a, b are the elliptic major and minor radius. Here, it is assumed that
X0 = 0, Y0 = 0, a = 0.8 and b = 0.6. The curvature of interface cells is calculated as:j ¼ jy
00j
ð1þ y02Þ1:5
; ð39Þ
Fig. 8. Schematic elliptic shape in uniform mesh.
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and (d)y0 ¼ b
2
a2
ðX  X0Þ b2 þ Y0  b
2
a2
ðX  X0Þ2
" #0:5
; ð40Þy00 ¼ b
2
a2
b2 þ Y0  b
2
a2
ðX  X0Þ2
" #0:5
þ b
a
 3
ðX  X0Þ05
2
4
3
5: ð41ÞIn this section, N = 12 interface cells (hatched cells in Fig. 8) are selected randomly and their curvature were calculated
using original and present methods. The compared results are shown in Fig. 9.
The aforementioned errors are calculated and presented in log scale in Fig. 10.Comparison of interface cells curvature of elliptic shape between original and present methods: (a) dx = dy = 0.05; (b) dx = dy = 0.10; (c) dx = dy = 0.15
dx = dy = 0.20
Fig. 10. Comparison of errors of original and present methods for an elliptic shape: (a) SAE error and (b) SSE error.
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In this section, a sinusoidal wave as a more practical problem is selected for evaluation of the curvature with different
methods. Fig. 11 shows the sine wave proﬁle as:g ¼ a sin x ð42Þ
in which the amplitude (a) was selected as unity.
In a sinusoidal wave, the curvatures of interface cells are calculated as:j ¼ j sin xj
ð1þ cos2 xÞ1:5
: ð43ÞTo evaluate these curvatures with different methods, N = 12 interface cells (hatched cells in Fig. 11) are selected and their
curvature were calculated using original and present methods. The mesh size is considered as dx = dy = 0.1. The results are
presented in Fig. 12.
To compare the accuracy of these methods, the SAE and SSE errors are employed. The results are summarized in Table 1.
This table shows that the results of present methods are much better than the original one.
Fig. 11. Schematic sinusoidal wave proﬁle.
Fig. 12. Comparison of sinosuidal wave curvature for original and present methods.
Table 1
Comparison of errors associated with original and present methods for sinosuidal wave.
Error VOF TLM FPM
SAE 2.7113 0.4198 0.6379
SSE 0.8468 0.0283 0.0641
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Spurious currents are the ﬁnal test case to show the ability of the present methods for estimation of interface curvature
[20,21]. This phenomenon is described as vortices in the neighborhood of interface despite the absence of any external forc-
ing. To model this phenomenon, the ﬂuid is considered to be Newtonian and incompressible. Therefore, 2D continuity and
Navier–Stokes equations (NSE) are used as follows:@u
@x
þ @v
@y
¼ 0; ð44Þ@u
@t
þ u @u
@x
þ v @u
@y
¼  1
q
@p
@x
þ ðmþ mtÞ @
2u
@x2
þ @
2u
@y2
" #
þ Sx; ð45Þ@v
@t
þ u @v
@x
þ v @v
@y
¼  1
q
@p
@y
þ ðmþ mtÞ @
2v
@x2
þ @
2v
@y2
" #
þ Sy; ð46Þwhere u and v are the velocity components in the x and y directions, q is the ﬂuid density, m is the kinematic viscosity, l is the
dynamic viscosity, mt is the turbulent kinematic viscosity, p is the dynamic pressure and Si is the source term including accel-
eration due to gravity in i direction.
H. Saghi et al. / Applied Mathematical Modelling 37 (2013) 570–585 583In this paper, two-step projection method is used to solve NSE. At the ﬁrst step, the convective, diffusion and body force
terms in the momentum equations are discretized using an explicit scheme. For instance, NSE in the x direction is discretized
as follows:ðuþ1iþ1=2;j  uniþ1=2;jÞ=Dt ¼  
pnþ1iþ1;j  pnþ1i;j
0:5ðDxi þ Dxiþ1Þ  Conux  Conuy  Diffx þ Sx
" #
; ð47ÞwhereConux ¼
uniþ1=2;j
Dxa
½Dxiþ1Roulþ DxiRour þ asgnðuniþ1=2;jÞðDxiþ1Roul DxiRourÞ; ð48Þ
Conuy ¼
viþ1=2;j
Dya
½Dyjþ1=2Roubþ Dyj1=2Rout þ asgnðuniþ1=2;jÞðDyjþ1=2Roub Dyj1=2RoutÞ; ð49Þ
Diffx ¼ ðmþ mtÞiþ1=2;j½4ðRour  RoulÞ=ðDxi þ Dxiþ1Þ þ 2ðRout  RoubÞ=ðDyj1=2 þ Dyjþ1=2Þ þ ðRovt  RovbÞ=Dyj; ð50Þ
Roul ¼ ðuniþ1=2;j  uni1=2;jÞ=Dxi; ð51Þ
Rour ¼ ðuniþ3=2;j  uniþ1=2;jÞ=Dxiþ1; ð52Þ
Rout ¼ ðuniþ1=2;jþ1  uniþ1=2;jÞ=Dyjþ1=2; ð53Þ
Roub ¼ ðuniþ1=2;j  uniþ1=2;j1Þ=Dyj1=2; ð54Þ
Rouvt ¼ ðvniþ1;jþ1=2  vni;jþ1=2Þ=Dxiþ1=2; ð55Þ
Rouvb ¼ ðvniþ1;j1=2  vni;j1=2Þ=Dxiþ1=2; ð56Þ
viþ1=2;j ¼ ½Dxiðvniþ1;jþ1=2 þ vniþ1;j1=2Þ þ Dxiþ1ðvni;jþ1=2 þ vni;j1=2Þ=2ðDxi þ Dxiþ1Þ; ð57Þ
ðmþ mtÞiþ1=2;j ¼ ½Dxiðmþ mtÞiþ1;j þ Dxiþ1ðmþ mtÞi;j=ðDxi þ Dxiþ1Þ; ð58Þ
Dxa ¼ Dxi þ Dxiþ1 þ asgnðuniþ1=2;jÞðDxiþ1  DxiÞ; ð59Þ
Dyjþ1=2 ¼ 0:5ðDyj þ Dyjþ1Þ; ð60Þ
Dyj1=2 ¼ 0:5ðDyj þ Dyj1Þ; ð61Þ
Dxiþ1=2 ¼ 0:5ðDxi þ Dxiþ1Þ; ð62Þ
in which the pressure terms ðpnþ1i;j and pnþ1iþ1;jÞ are unknown. Therefore, these terms are omitted from Eq. (47) and intermediate
velocity ðu_iþ1=2;jÞ is estimated as follows:u
_
iþ1=2;j ¼ uniþ1=2;j  DtbConux  Conuy  Diffx þ Sxc: ð63Þ
In the second step, pressure ﬁled is estimated as:pnþ1 ¼ pn þ dp: ð64Þ
The Poisson’s equation is used to calculate the pressure correction (dp) as:r2ðdpÞ ¼ q
Dt
r  V : ð65ÞThis equation is discretized using Finite Difference Method (FDM) and solved using Three Diagonal Matrix Algorithm
(TDMA). Finally, the velocity ﬁeld in the new time level is estimated as:unþ1iþ1=2;j ¼ uniþ1=2;j  0:5ðqði; jÞ þ qðiþ 1; jÞÞDtr  dp: ð66Þ
NSE in y direction is discretized and solved in a similar way.
In this procedure, proper selection of Dt can increase the accuracy of results. Therefore time step was selected based on
two stability criteria [22,23] as Courant and diffusion conditions respectively as follows:
Table 2
Norms of velocity at 200th time step, Dt ¼ 105 s in spurious current test.
Dx L1 L2 L1 Method
1/96 0.00179982 0.00008403 0.00001473 VOF
0.00154368 0.00008015 0.00001556 TLM
0.00129615 0.00006416 0.00000945 FPM
1/128 0.00184090 0.00008542 0.00001539 VOF
0.00156250 0.00008015 0.00001015 TLM
0.00103342 0.00007386 0.00000776 FPM
1/160 0.00189053 0.00008596 0.00001569 VOF
0.00109162 0.00007762 0.00001232 TLM
0.00095231 0.00007081 0.00001199 FPM
1/192 0.00196880 0.00008627 0.00001569 VOF
0.00109155 0.00007755 0.00001230 TLM
0.00095194 0.00007078 0.00001225 FPM
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;min
Dyj
jv i;jj
  
; ð67ÞDtm ¼ 12
1
me 1Dxi
 2
þ 1Dyj
 2 
2
664
3
775 ð68ÞIn the spurious current modeling, computational domain is 1 	 1 with uniform grid and the time step is Dt ¼ 105 s: The
boundary conditions are zero velocity at the top and bottom walls and periodicity in the x and y directions. The initial veloc-
ity ﬁeld is zero. A spherical drop is centered at ð0:5; 0:5Þ, with radius r = 0.125 and surface tension r = 0.357. Both ﬂuids have
the same density and viscosity as 4 and 1 respectively. The exact solution is zero velocity for all times. The amplitude Max |u|
of the spurious currents is difﬁcult to estimate. But, based on some experimental researches [20,21], they are of the order
0.01r/l, leading to a Reynolds number based on spurious currents, which is of the order 0.01r/Oh2. Parameter Oh is the
Ohnesorge number estimated as:Oh ¼ ðl2=rqaÞ1=2: ð69Þ
In this research, CSF method is used to model surface tension. VOF, TLM and FPMmethods are then used to estimate inter-
face curvature. To compare the results, norms of the velocity ﬁeld (L1, L1, L2) for the spurious currents were used and pre-
sented in Table 2 where L1 norm gives the maximum speed. L1 and L2 norms indicate a measure in an average sense for the
computational domain. This table clearly shows the improvement of the results by the present methods relative to the ori-
ginal VOF method.4. Conclusion and discussion
In this paper, a novel algorithm based on the PM is presented for calculation of curvature on the free surface ﬂows. Two
approaches denoted by TLM and FPM are used. The original method was the conventional one used in VOF method. To eval-
uate these methods, circle, elliptic, sine wave proﬁle and spurious currents are employed. The results show that the present
methods demonstrate much better results than the original one. Comparison of the curvature for present methods (FPM and
TLM) shows that in situations such as circle shape, the FPM presents better results than TLM. However, in situations such as
elliptic shape, TLM demonstrates better estimation. In sum, it can be concluded that the results of curvature estimation for
present methods (FPM and TLM) are always more accurate than the results of original VOF method. Comparison of errors in
the ﬁrst three test cases (circle, elliptic and sine wave proﬁle) show that SAE and SSE errors of present methods are decreased
by about 76–92% relative to the original VOF ones. Furthermore, the present methods improve the results in spurious current
relative to the original VOF method. Therefore, the original method in VOF that estimate curvature based on gradient of col-
our function can be replaced by the present methods to get more accurate results.References
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