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A VARIATIONAL ANALYSIS OF THE TODA SYSTEM ON COMPACT SURFACES
ANDREA MALCHIODI AND DAVID RUIZ
Abstract. In this paper we consider the following Toda system of equations on a compact surface:

−∆u1 = 2ρ1
(
h1e
u1´
Σ
h1e
u1dVg
− 1
)
− ρ2
(
h2e
u2´
Σ
h2e
u2dVg
− 1
)
,
−∆u2 = 2ρ2
(
h2e
u2´
Σ
h2e
u2dVg
− 1
)
− ρ1
(
h1e
u1´
Σ
h1e
u1dVg
− 1
)
.
We will give existence results by using variational methods in a non coercive case. A key tool in our
analysis is a new Moser-Trudinger type inequality under suitable conditions on the center of mass and
the scale of concentration of the two components u1, u2.
1. Introduction
Let Σ be a compact orientable surface without boundary, and g a Riemannian metric on Σ. Consider
the following system of equations:
(1) − 1
2
∆ui(x) =
N∑
j=1
aije
uj(x), x ∈ Σ, i = 1, . . . , N,
where ∆ = ∆g stands for the Laplace-Beltrami operator and A = (aij)ij is the Cartan matrix of SU(N +
1),
A =


2 −1 0 . . . . . . 0
−1 2 −1 0 . . . 0
0 −1 2 −1 . . . 0
. . . . . . . . . . . . . . . . . .
0 . . . . . . −1 2 −1
0 . . . . . . 0 −1 2


.
Equation (1) is known as the Toda system, and has been extensively studied in the literature. This
problem has a close relationship with geometry, since it can be seen as the Frenet frame of holomorphic
curves in CPN (see [11]). Moreover, it arises in the study of the non-abelian Chern-Simons theory in the
self-dual case, when a scalar Higgs field is coupled to a gauge potential, see [10, 28, 31].
Let us assume, for the sake of simplicity, that Σ has total area equal to 1, i.e.
´
Σ
1 dVg = 1. In this
paper we study the following version of the Toda system for N = 2:
(2)
{ −∆u1 = 2ρ1 (h1eu1 − 1)− ρ2 (h2eu2 − 1) ,
−∆u2 = 2ρ2 (h2eu2 − 1)− ρ1 (h1eu1 − 1) ,
where hi are smooth and strictly positive functions defined on Σ. By integrating on Σ both equations,
we obtain that any solution (u1, u2) of (2) satisfies:ˆ
Σ
hie
ui dVg = 1, i = 1, 2.
Hence, problem (2) is equivalent to:
(3)


−∆u1 = 2ρ1
(
h1e
u1´
Σ
h1eu1dVg
− 1
)
− ρ2
(
h2e
u2´
Σ
h2eu2dVg
− 1
)
,
−∆u2 = 2ρ2
(
h2e
u2´
Σ
h2eu2dVg
− 1
)
− ρ1
(
h1e
u1´
Σ
h1eu1dVg
− 1
)
.
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Problem (3) is variational, and solutions can be found as critical points of a functional Jρ : H
1(Σ) ×
H1(Σ)→ R (ρ = (ρ1, ρ2)) given by
(4) Jρ(u1, u2) =
ˆ
Σ
Q(u1, u2) dVg +
2∑
i=1
ρi
(ˆ
Σ
uidVg − log
ˆ
Σ
hie
uidVg
)
,
where Q(u1, u2) is defined as:
(5) Q(u1, u2) =
1
3
(|∇u1|2 + |∇u2|2 +∇u1 · ∇u2) .
Here and throughout the paper ∇u = ∇gu stands for the gradient of u with respect to the metric g,
whereas · denotes the Riemannian scalar product.
Observe that both (3) and (4) are invariant under addition of constants to u1, u2. The structure of
the functional Jρ strongly depends on the parameters ρ1, ρ2. To start with, the following analogue of the
Moser-Trudinger inequality has been given in [16]:
(6) 4π
2∑
i=1
(
log
ˆ
Σ
hie
uidVg −
ˆ
Σ
uidVg
)
≤
ˆ
Σ
Q(u1, u2) dVg + C,
for some C = C(Σ). As a consequence, Jρ is bounded from below for ρi ≤ 4π (see also [5, 25, 30] for
related inequalities). In particular, if ρi < 4π (i = 1, 2), Jρ is coercive and a solution for (3) can be easily
found as a minimizer.
If ρi > 4π for some i = 1, 2, then Jρ is unbounded from below and a minimization technique is no
more possible. Let us point out that the Leray-Schauder degree associated to (3) is not known yet. For
the scalar case, the Leray-Schauder has been computed in [4]. The unique result on the topological degree
for Liouville systems is [18], but our case is not covered there. In this paper we use variational methods
to obtain existence of critical points (generally of saddle type) for Jρ.
Before stating our results, let us comment briefly on some aspects of the problem under consideration.
When some of the parameters ρi equals 4π, the situation becomes more subtle. For instance, if we fix
ρ1 < 4π and let ρ2 ր 4π, then u2 could exhibit a blow-up behavior (see the proof of Theorem 1.1 in
[14]). In this case, u2 would become close to a function Uλ,x defined as:
Uλ,x(y) = log
(
4λ
(1 + λd(x, y)2)
2
)
,
where y ∈ Σ, d(x, y) stands for the geodesic distance and λ is a large parameter. Those functions Uλ,x
are the unique entire solutions of the Liouville equation (see [3]):
−∆U = 2eU ,
ˆ
R2
eU dx < +∞.
In [14] and [17] some conditions for existence are given when some of the ρi’s equals 4π. The proofs
involve a delicate analysis of the limit behavior of the solutions when ρi converge to 4π from below, in
order to avoid bubbling of solutions. For that, some conditions on the functions hi are needed.
The scalar counterpart of (3) is a Liouville-type problem in the form:
(7) −∆u = 2ρ
(
h(x)eu´
Σ
h(x)eudVg
− 1
)
,
with ρ ∈ R. This equation has been very much studied in the literature; there are by now many results
regarding existence, compactness of solutions, bubbling behavior, etc. We refer the interested reader to
the reviews [20, 29].
Solutions of (7) correspond to critical points of the functional Iρ : H
1(Σ)→ R,
(8) Iρ(u) =
1
2
ˆ
Σ
|∇gu|2dVg + 2ρ
(ˆ
Σ
udVg − log
ˆ
Σ
h(x)eudVg
)
, u ∈ H1(Σ).
The classical Moser-Trudinger inequality implies that Iρ is bounded from below for ρ ≤ 4π. For larger
values of ρ, variational methods were applied to (7) for the first time in [7], [27]. In [9] the Q-curvature
prescription problem is addressed in a 4-dimensional compact manifold: however, the arguments of the
proof can be easily translated to the Liouville problem (7), see [8].
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Let us briefly describe the proof of [9] in the case ρ ∈ (4π, 8π), for simplicity. In [9] it is shown that,
whenever Iρ(un)→ −∞, then (up to a subsequence)
eun´
Σ e
un dVg
⇀ δx, x ∈ Σ,
in the sense of measures. Moreover, for L > 0 sufficiently large, one can define a homotopy equivalence
(see also [21]):
I−Lρ = {u ∈ H1(Σ) : Iρ(u) < −L} ≃ {δx : x ∈ Σ} ≃ Σ.
Therefore the sublevel I−Lρ is not contractible, and this allows us to use a min-max argument to find
a solution. We point out that [9] also deals with the case of higher values of ρ, whenever ρ /∈ 4πN.
Coming back to system (3), there are very few results when ρi > 4π for some i = 1, 2. One of them is
given in [22] and concerns the case ρ1 < 4π and ρ2 ∈ (4πm, 4π(m + 1)), m ∈ N. There, the situation is
similar to [9]; in a certain sense, one can describe the set J−Lρ from the behavior of the second component
u2 as in [9].
In Theorem 1.4 of [14], an existence result is stated for ρi ∈ (0, 4π)∪ (4π, 8π) for a compact surface Σ
with positive genus: however, the min-max argument used in the proof seems not to be correct. The main
problem is that a one-dimensional linking argument is used to obtain conditions on both the components
of the system. In any case, the core of [14] is the blow-up analysis for the Toda system (see Remark
3.12 for more details). In particular, it is shown that if the ρi’s are bounded away from 4πN, the set of
solutions of (3) is compact (up to addition of constants). This is an essential tool for our analysis.
In this paper we deal with the case ρi ∈ (4π, 8π), i = 1, 2. Our main result is the following:
Theorem 1.1. Assume that ρi ∈ (4π, 8π) and that h1, h2 are two positive C1 functions on Σ. Then
there exists a solution (u1, u2) of (3).
Let us point out that we find existence of solutions also if Σ is a sphere. Moreover, our existence
result is based on a detailed study of the topological properties of the low sublevels of Jρ. This study is
interesting in itself; in the scalar case an analogous one has been used to deduce multiplicity results (see
[6]) and degree computation formulas (see [21]).
We shall see that the low sublevels of Jρ contain couples in which at least one component is very
concentrated around some point of Σ. Moreover, both components can concentrate at two points that
could eventually coincide. However, we shall see that, in a certain sense,
(9) if u1, u2 concentrate around the same point at the same rate, then Jρ is bounded from below.
To make this statement rigorous, we need several tools.
The first is a definition of a rate of concentration of a positive function f ∈ Σ, normalized in L1, which
is a refinement of the one given in [23]; this will be measured by a positive parameter called σ = σ(f).
In a sense, the smaller is σ, the higher is the rate of concentration of f . Compared to the classical
concentration compactness arguments, our function σ has the property of being continuous with respect
to the L1 topology (see Remark 3.5). Second, we also need to define a continuous center of mass when
σ ≤ δ for some fixed δ > 0: we will denote it by β = β(f) ∈ Σ. When σ ≥ δ, the function is not
concentrated and the center of mass cannot be defined. Hence, we have a map:
ψ : H1(Σ)→ Σδ, ψ(ui) = (β(fi), σ(fi)), where fi = e
ui´
Σ e
ui dVg
.
Here Σδ is the topological cone with base Σ, so that we make the identification to a point when σ ≥ δ
for some δ > 0 fixed.
Third, we need an improvement of the Moser-Trudinger inequality in the following form: if ψ(f1) =
ψ(f2), then Jρ(u1, u2) is bounded from below. In this sense, (9) is made precise. The proof uses local
versions of the Moser-Trudinger inequality and applications of it to small balls (via a convenient dilation)
and to annuli with small internal radius (via a Kelvin transform).
Roughly speaking, on low sublevels one of the following alternatives hold:
(1) one component concentrates at a point whereas the other does not concentrate (σi < δ ≤ σj), or
(2) the two components concentrate at different points (σi < δ, β1 6= β2), or
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(3) the two components concentrate at the same point with different rates of concentration (σi <
σj < δ, β1 = β2).
With this at hand, for L > 0 large we are able to define a continuous map:
J−Lρ
ψ⊕ψ−→ X := (Σδ × Σδ) \D,
where D is the diagonal of Σδ × Σδ. We can also proceed in the opposite direction: in Section 4 we
construct a family of test functions modeled on X on which Jρ attains arbitrarily low values, see Lemma
4.3 for the precise result. Calling φ : X → J−Lρ the corresponding map, we will prove that the composition
(10) X
φ−→ J−Lρ ψ⊕ψ−→ X
is homotopically equivalent to the identity map. In this situation it is said that J−Lρ dominates X (see
[12], page 528). In a certain sense, those maps are natural since they describe properly the topological
properties of J−Lρ .
We will see that for any compact orientable surface Σ, X is non-contractible; this is proved by esti-
mating its cohomology groups. As a consequence, φ(X) is not contractible in J−Lρ . This allows us to use
a min-max argument to find a critical point of Jρ. Here, the compactness of solutions proved in [14] is
an essential tool, since the Palais-Smale property for Jρ is an open problem (as it is for the scalar case).
The rest of the paper is organized as follows. In Section 2 we present the notations that will be used
in the paper, as well as some preliminary results. The definition of the map ψ, its properties, and the
improvement of the Moser-Trudinger inequality will be exposed in Section 3. In Section 4 we define
the map φ and prove that the composition (10) is homotopic to the identity. Here we also develop the
min-max scheme that gives a critical point of Jρ. The fact that X is not contractible is proved in a final
Appendix.
2. Notations and preliminaries
In this section we collect some useful notation and preliminary facts. Throughout the paper, Σ is a
compact orientable surface without boundary; for simplicity, we assume |Σ| = ´Σ 1dVg = 1. Given δ > 0,
we define the topological cone:
(11) Σδ = (Σ× (0,+∞)) |(Σ×[δ,+∞)).
For x, y ∈ Σ we denote by d(x, y) the metric distance between x and y on Σ. In the same way, for any
p ∈ Σ, Ω,Ω′ ⊆ Σ, we denote:
d(p,Ω) = inf {d(p, x) : x ∈ Ω} , d(Ω,Ω′) = inf {d(x, y) : x ∈ Ω, y ∈ Ω′} .
Moreover, the symbol Bp(r) stands for the open metric ball of radius r and center p, and Ap(r, R) the
open annulus of radii r and R, r < R. The complement of a set Ω in Σ will be denoted by Ωc.
Given a function u ∈ L1(Σ) and Ω ⊂ Σ, we consider the average of u on Ω: 
Ω
u dVg =
1
|Ω|
ˆ
Ω
u dVg.
We denote by u the average of u in Σ: since we are assuming |Σ| = 1, we have
u =
ˆ
Σ
u dVg =
 
Σ
u dVg.
Throughout the paper we will denote by C large constants which are allowed to vary among different
formulas or even within lines. When we want to stress the dependence of the constants on some parameter
(or parameters), we add subscripts to C, as Cδ, etc.. Also constants with subscripts are allowed to vary.
Moreover, sometimes we will write oα(1) to denote quantities that tend to 0 as α → 0 or α → +∞,
depending on the case. We will similarly use the symbol Oα(1) for bounded quantities.
We begin by recalling the following compactness result from [14].
Theorem 2.1. ([14]) Let m1,m2 be two non-negative integers, and suppose Λ1,Λ2 are two compact sets
of the intervals (4πm1, 4π(m1 + 1)) and (4πm2, 4π(m2 + 1)) respectively. Then if ρ1 ∈ Λ1 and ρ2 ∈ Λ2
and if we impose
´
Σ uidVg = 0, i = 1, 2, the solutions of (3) stay uniformly bounded in L
∞(Σ) (actually
in every Cl(Σ) with l ∈ N).
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Next, we also recall some Moser-Trudinger type inequalities. As commented in the introduction, problem
(3) is the Euler-Lagrange equation of the energy functional Jρ given in (4). This functional is bounded
below only for certain values of ρ1, ρ2, as has been proved by Jost and Wang (see also (6)):
Theorem 2.2. ([16]) The functional Jρ is bounded from below if and only if ρi ≤ 4π, i = 1, 2.
The next proposition can be thought of as a local version of Theorem 2.2, and will be of use in Section
3. Let us recall the definition of the quadratic form Q in (5).
Proposition 2.3. Fix δ > 0, and let Ω1 ⊂ Ω2 ⊂ Σ be such that d(Ω1, ∂Ω2) ≥ δ. Then, for any ε > 0
there exists a constant C = C(ε, δ) such that for all u ∈ H1(Σ)
(12) 4π
(
log
ˆ
Ω1
eu1dVg + log
ˆ
Ω1
eu2dVg −
 
Ω2
u1dVg −
 
Ω2
u2dVg
)
≤ (1 + ε)
ˆ
Ω2
Q(u1, u2)dVg + C.
Proof. We can assume without loss of generality that
ffl
Ω2
uidVg = 0 for i = 1, 2. Let us write
ui = vi + wi,
ˆ
Ω2
vi dVg =
ˆ
Ω2
wi dVg = 0,
where vi ∈ L∞(Ω2) and wi ∈ H1(Ω2) will be fixed later. We have
(13) log
ˆ
Ω1
eu1dVg + log
ˆ
Ω1
eu2dVg ≤ ‖v1‖L∞(Ω1) + ‖v2‖L∞(Ω1) + log
ˆ
Ω1
ew1dVg + log
ˆ
Ω1
ew2dVg .
We next consider a smooth cutoff function χ with values into [0, 1] satisfying{
χ(x) = 1 for x ∈ Ω1,
χ(x) = 0 if d(x,Ω) > δ/2,
and then define
w˜i(x) = χ(x)wi(x); i = 1, 2.
Clearly w˜i belongs to H
1(Σ) and is supported in a compact set of the interior of Ω2. Hence we can apply
Theorem 2.2 to w˜i on Σ, finding
log
ˆ
Ω1
ew1dVg + log
ˆ
Ω1
ew2dVg ≤ log
ˆ
Σ
ew˜1dVg + log
ˆ
Σ
ew˜2dVg ≤
1
4π
ˆ
Σ
Q(w˜1, w˜2)dVg +
 
Σ
(w˜1 + w˜2) dVg + C.
Using the Leibnitz rule and Ho¨lder’s inequality we obtainˆ
Σ
Q(w˜1, w˜2)dVg ≤ (1 + ε)
ˆ
Ω2
Q(w1, w2)dVg + Cε
ˆ
Ω2
(w21 + w
2
2)dVg .
Moreover, we can estimate the mean value of w˜i in the following way:
 
Σ
w˜i dVg ≤ C
(ˆ
Σ
|∇w˜i|2 dVg
)1/2
≤ Cε + ε
ˆ
Ω2
|∇w˜i|2 dVg ≤
Cε + Cε
(ˆ
Ω2
|∇wi|2 dVg + C
ˆ
Ω2
w2i dVg
)
.
From (13) and the last formulas we find
log
ˆ
Ω1
eu1dVg + log
ˆ
Ω1
eu2dVg ≤ ‖v1‖L∞(Ω1) + ‖v2‖L∞(Ω1) +
1 + ε
4π
ˆ
Ω2
Q(w1, w2)dVg
+ Cε
ˆ
Ω2
(w21 + w
2
2)dVg + C.(14)
To control the latter terms we use truncations in Fourier modes. Define Vε to be the direct sum of the
eigenspaces of the Laplacian on Ω2 (with Neumann boundary conditions) with eigenvalues less or equal
than Cεε
−1. Take now vi to be the orthogonal projection of ui onto Vε. In Vε the L∞ norm is equivalent
to the L2 norm: by using Poincare´’s inequality we get
Cε
ˆ
Ω2
(w21 + w
2
2)dVg ≤ ε
ˆ
Ω2
Q(u1, u2)dVg,
6 ANDREA MALCHIODI AND DAVID RUIZ
‖vi‖L∞(Ω1) ≤ Cε‖vi‖L2(Ω2) ≤ Cε
(ˆ
Ω2
|∇ui|2dVg
) 1
2
≤ ε
ˆ
Ω2
Q(u1, u2)dVg + Cε.
Hence, from (14) and the above inequalities we derive (12) by renaming ε properly.
Remark 2.4. While the Fourier decomposition used in the above proof depends on Ω2, the constants
only depend on Σ, δ and ε. In fact, one can replace Ω2 by a domain Ωˇ2, Ω2 ⊆ Ωˇ2 ⊆ BΩ2(δ/2) with
boundary curvature depending only on δ and satisfying a uniform interior sphere condition with spheres
of radius δ3. For example, one can obtain such a domain Ωˇ2 triangulating Σ by simplexes with diameters
of order δ2, take suitable union of triangles and smoothing the corners. For these domains, which are
finitely many, the eigenvalue estimates will only depend on δ.
We next prove a criterion which gives us a first insight on the properties of the low sublevels of Jρ. This
result is in the spirit of an improved inequality in [2], and we use an extra covering argument to track
the concentration properties of both components of the system. We need first an auxiliary lemma.
Lemma 2.5. Let δ0 > 0, γ0 > 0, and let Ωi,j ⊆ Σ, i, j = 1, 2, satisfy d(Ωi,j ,Ωi,k) ≥ δ0 for j 6= k.
Suppose that u1, u2 ∈ H1(Σ) are two functions verifying
(15)
´
Ωi,j
euidVg´
Σ e
uidVg
≥ γ0, i, j = 1, 2.
Then there exist positive constants γ˜0, δ˜0, depending only on γ0, δ0, and two sets Ω˜1, Ω˜2 ⊆ Σ, depending
also on u1, u2 such that
(16) d(Ω˜1, Ω˜2) ≥ δ˜0;
´
Ω˜i
eu1dVg´
Σ e
u1dVg
≥ γ˜0,
´
Ω˜i
eu2dVg´
Σ e
u2dVg
≥ γ˜0; i = 1, 2.
Proof. First, we fix a number r0 <
δ0
80 . Then we cover Σ with a finite union of metric balls (Bxl(r0))l,
whose number can be bounded by an integer Nr0 which depends only on r0 (and Σ).
Next we cover Ωi,j by a finite number of these balls, and we choose yi,j ∈ ∪l(xl) such thatˆ
Byi,j (r0)
euidVg = max
{ˆ
Bxl (r0)
euidVg : Bxl(r0) ∩ Ωi,j 6= ∅
}
.
Since the total number of balls is bounded by Nr0 and since by our assumption the (normalized) integral
of eui over Ωi,j is greater or equal than γ0, it follows that
(17)
´
Byi,j (r0)
euidVg´
Σ e
uidVg
≥ γ0
Nr0
.
By the properties of the sets Ωi,j , we have that:
Byi,j (2r0) ∩Byi,k(r0) = ∅ for j 6= k.
Now, one of the following two possibilities occurs:
(a): By1,1(5r0) ∩
(
By2,1(5r0) ∪By2,2(5r0)
) 6= ∅ or By1,2(5r0) ∩ (By2,1(5r0) ∪By2,2(5r0)) 6= ∅;
(b): By1,1(5r0) ∩
(
By2,1(5r0) ∪By2,2(5r0)
)
= ∅ and By1,2(5r0) ∩
(
By2,1(5r0) ∪By2,2(5r0)
)
= ∅.
In case (a) we define the sets Ω˜i as
Ω˜1 = By1,1(30r0), Ω˜2 = By1,1(40r0)
c,
while in case (b) we define
Ω˜1 = By1,1(r0) ∪By2,1(r0); Ω˜2 = By1,2(r0) ∪By2,2(r0)).
We also set γ˜0 =
γ0
Nr0
and δ˜0 = r0. We notice that γ˜0 and δ˜0 depend only on γ0 and δ0, as claimed, and
that the sets Ω˜i satisfy the required conditions. This concludes the proof of the lemma.
We next derive the improvement of the constants in Theorem 2.2, in the spirit of [2].
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Proposition 2.6. Let u1, u2 ∈ H1(Σ) be a couple of functions satisfying the assumptions of Lemma 2.5
for some positive constants δ0, γ0. Then for any ε > 0 there exists C = C(ε) > 0, depending on ε, δ0, and
γ0 such that
8π
(
log
ˆ
Σ
eu1−u1dVg + log
ˆ
Σ
eu2−u2dVg
)
≤ (1 + ε)
ˆ
Σ
Q(u1, u2)dVg + C.
Proof. Let δ˜0, γ˜0 and Ω˜1, Ω˜2 be as in Lemma 2.5, and assume without loss of generality that u1 =
u2 = 0. Let us define Ui = {x ∈ Ω : d(x, Ω˜i) < δ˜0/2}. By applying Proposition 2.3, we get:
(18) 4π
(
log
ˆ
Ω˜i
eu1dVg + log
ˆ
Ω˜i
eu2dVg −
 
Ui
(u1 + u2)dVg
)
≤ (1 + ε)
ˆ
Ui
Q(u1, u2)dVg + C.
Observe that:
log
ˆ
Ω˜i
eujdVg ≥ log
(ˆ
Σ
eujdVg
)
+ log γ˜0.
Since U1 ∩ U2 = ∅, we can sum (18) for i = 1, 2, to obtain
8π
(
log
ˆ
Σ
eu1dVg + log
ˆ
Σ
eu2dVg −
2∑
i=1
 
Ui
(u1 + u2)dVg
)
≤ (1 + ε)
ˆ
Σ
Q(u1, u2)dVg + C.
It suffices now to estimate the term
ffl
Ui
(u1 + u2)dVg. By using Poincare´’s inequality and the estimate
|Ui| ≥ δ˜20 , we have: 
Ui
uj dVg ≤ δ˜−20
ˆ
Ui
uj dVg ≤ C
(ˆ
Σ
|∇uj|2 dVg
)1/2
≤ C + ε
ˆ
Σ
|∇uj|2 dVg.
To finish the proof it suffices to properly rename ε.
Proposition 2.6 implies that on low sublevels, at least one of the components must be very concentrated
around a certain point. A more precise description of the topological properties of J−Lρ will be given
later on.
3. Volume concentration and improved inequality
In this section we give the main tools for the description of the sublevels of the energy functional
Jρ. Those will be contained in Propositions 3.1 and 3.2, whose proof will be given in the subsequent
subsections.
First, we give continuous definitions of center of mass and scale of concentration of positive functions
normalized in L1, which are adequate for our purposes. Those are a refinement of [23].
Consider the set
A =
{
f ∈ L1(Σ) : f > 0 a. e. and
ˆ
Σ
fdVg = 1
}
,
endowed with the topology inherited from L1(Σ).
Moreover, let us recall the definition (11) for the cone Σδ.
Proposition 3.1. Let us fix a constant R > 1. Then there exists δ = δ(R) > 0 and a continuous map:
ψ : A→ Σδ, ψ(f) = (β, σ),
satisfying the following property: for any f ∈ A there exists p ∈ Σ such that
a) d(p, β) ≤ C′σ for C′ = max{3R+ 1, δ−1diam(Σ)}.
b) There holds: ˆ
Bp(σ)
f dVg > τ,
ˆ
Bp(Rσ)c
f dVg > τ,
where τ > 0 depends only on R and Σ.
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Roughly speaking, the above map ψ(f) = (β, σ) gives us a center of mass of f and its scale of concen-
tration around that point. Indeed, the smaller is σ, the bigger is the rate of concentration. Moreover, if
σ exceeds a certain positive constant, β could not be defined; so, it is natural to make the identification
in Σδ.
Next, we state an improved Moser-Trudinger inequality for couples (u1, u2) such that e
ui are centered
at the same point with the same rate of concentration. Being more specific, we have the following:
Proposition 3.2. Given any ε > 0, there exist R = R(ε) > 1 and ψ as given in Proposition 3.1, such
that for any (u1, u2) ∈ H1(Σ)×H1(Σ) with:
ψ
(
eu1´
Σ e
u1dVg
)
= ψ
(
eu2´
Σ e
u2dVg
)
,
the following inequality holds:
(1 + ε)
ˆ
Σ
Q(u1, u2) dVg ≥ 8π
(
log
ˆ
Σ
eu1−u1 + dVg + log
ˆ
Σ
eu2−u2dVg
)
+ C,
for some C = C(ε).
The rest of the section is devoted to the proof of those propositions.
3.1. Proof of Proposition 3.1. Take R0 = 3R, and define σ : A× Σ→ (0,+∞) such that:
(19)
ˆ
Bx(σ(x,f))
f dVg =
ˆ
Bx(R0σ(x,f))c
f dVg.
It is easy to check that σ(x, f) is uniquely determined and continuous. Moreover, σ satisfies:
(20) d(x, y) ≤ R0max{σ(x, f), σ(y, f)}+min{σ(x, f), σ(y, f)}.
Otherwise, Bx(R0σ(x, f)) ∩By(σ(y, f) + ε) = ∅ for some ε > 0. Moreover, since By(R0σ(y, f)) does not
fulfil the whole space Σ, Ay(σ(y, f), σ(y, f) + ε) is a nonempty open set. Then:ˆ
Bx(σ(x,f))
f dVg =
ˆ
Bx(R0σ(x,f))c
f dVg ≥
ˆ
By(σ(y,f)+ε)
f dVg >
ˆ
By(σ(y,f))
f dVg.
By interchanging the roles of x and y, we would also obtain the reverse inequality. This contradiction
proves (20).
We now define:
T : A× Σ→ R, T (x, f) =
ˆ
Bx(σ(x,f))
fdVg.
Lemma 3.3. If x0 ∈ Σ is such that T (x0, f) = maxy∈Σ T (y, f), then σ(x0, f) < 3σ(x, f) for any other
x ∈ Σ.
Proof. Choose any x ∈ Σ and ε > 0. First, observe that Bx(R0σ(x, f)+ε) must intersectBx0(σ(x0, f)).
Otherwise, as above, we know that Ax(R0σ(x, f), R0σ(x, f) + ε) is an open nonempty set. Then
T (x0, f) =
ˆ
Bx0(σ(x0,f))
f dVg <
ˆ
Bx(R0σ(x,f))c
f dVg = T (x, f),
a contradiction. Arguing in the same way, we can also conclude that Bx(R0σ(x, f) + ε) cannot be
contained in Bx0(R0σ(x0, f)).
By the triangular inequality, we obtain that:
2(R0σ(x, f) + ε) > (R0 − 1)σ(x0, f).
Since ε > 0 is arbitrary, there follows:
σ(x, f) ≥ R0 − 1
2R0
σ(x0, f).
Recalling that R0 > 3, we are done.
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As a consequence of the previous lemma, we obtain the following:
Lemma 3.4. There exists a fixed τ > 0 such that
max
x∈Σ
T (x, f) > τ > 0 for all f ∈ A.
Proof. Let us fix x0 ∈ Σ such that T (x0, f) = maxx∈Σ T (x, f). For any x ∈ Ax0(σ(x0, f), Rσ(x0, f)),
by Lemma 3.3, we have that:
ˆ
Bx(σ(x0,f)/3)
f dVg ≤
ˆ
Bx(σ(x,f))
f dVg ≤ T (x0, f).
Let us take a finite covering:
Ax0(σ(x0, f), Rσ(x0, f)) ⊂ ∪ki=1Bxi(σ(x0, f)/3).
Observe that k is independent of f or σ(x0, f), and depends only on Σ and R. Therefore:
1 =
ˆ
Σ
f dVg ≤
ˆ
Bx0 (σ(x0,f))
f dVg +
ˆ
Bx0(Rσ(x0,f))
c
f dVg +
k∑
i=1
ˆ
Bxi (σ(x0,f)/3)
f dVg ≤ (k + 2)T (x0, f).
Let us define:
σ : A→ R, σ(f) = 3min{σ(x, f) : x ∈ Σ},
which is obviously a continuous function.
Remark 3.5. In [23] (see Section 3 there) a sort of concentration parameter is defined, but it does not
depend continuously on f . Moreover, the definition of barycenter given below has been modified compared
to [23]. Finally, the application ψ is mapped to a cone; this interpretation, which is crucial in our
framework, was missing in [23].
Given τ as in Lemma 3.4, consider the set:
(21) S(f) = {x ∈ Σ : T (x, f) > τ, σ(x, f) < σ(f)} .
If x0 ∈ Σ is such that T (x0, f) = maxx∈Σ T (x, f), then Lemmas 3.3 and 3.4 imply that x0 ∈ S(f).
Therefore, S(f) is a nonempty open set for any f ∈ A. Moreover, from (20), we have that:
(22) diam(S(f)) ≤ (R0 + 1)σ(f).
By the Nash embedding theorem, we can assume that Σ ⊂ RN isometrically, N ∈ N. Take an open
tubular neighborhood Σ ⊂ U ⊂ RN of Σ, and δ > 0 small enough so that:
(23) co [Bx((R0 + 1)δ) ∩ Σ] ⊂ U ∀x ∈ Σ,
where co denotes the convex hull in RN .
We define now
η(f) =
ˆ
Σ
(T (x, f)− τ)+ (σ(f)− σ(x, f))+ x dVgˆ
Σ
(T (x, f)− τ)+ (σ(f)− σ(x, f))+ dVg
∈ RN .
The map η yields a sort of center of mass in RN . Observe that the integrands become nonzero only
on the set S(f). However, whenever σ(f) ≤ δ, (22) and (23) imply that η(f) ∈ U , and so we can define:
β : {f ∈ A : σ(f) ≤ δ} → Σ, β(f) = P ◦ η(f),
where P : U → Σ is the orthogonal projection.
Now, let us check that ψ(f) = (β(f), σ(f)) satisfies the conditions given by Proposition 3.1. If σ(f) ≤ δ,
then β(f) ∈ co[S(f)] ∩ Σ. Therefore, d(β(f), S(f)) < (R0 + 1)σ(f). Take any p ∈ S(f). Recall that
R0 = 3R and that σ(f) ≤ 3σ(x, f) < 3σ(f) for any x ∈ S(f): it is easy to conclude then a) and b).
If σ(f) ≥ δ, β is not defined. Observe that a) is then satisfied for any β ∈ Σ.
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3.2. Proof of Proposition 3.2. First of all, we will need the following technical lemma:
Lemma 3.6. There exists C > 0 such that for any x ∈ Σ, d > 0 small,
∣∣∣∣∣
 
Bx(d)
u dVg −
 
∂Bx(d)
u dSg
∣∣∣∣∣ ≤ C
(ˆ
Bx(d)
|∇u|2 dVg
)1/2
.
Moreover, given r ∈ (0, 1), there exists C = C(r,Σ) > 0 such that for any x1, x2 ∈ Σ, d > 0 with
B1 = Bx1(rd) ⊂ B2 = Bx2(d), then:∣∣∣∣
 
B1
u dVg −
 
B2
u dVg
∣∣∣∣ ≤ C
(ˆ
B2
|∇u|2 dVg
)1/2
.
Proof. The existence of such a constant C is given just by the L1 embedding of H1 and trace
inequalities. Moreover, C is independent of d since both inequalities above are dilation invariant.
In view of the statement of Proposition 3.1, we now deduce a Moser-Trudinger type inequality for
small balls, and also for annuli with small internal radius. Those inequalities are in the core of the proof
of Proposition 3.2, and are contained in the following two lemmas. The first one uses a dilation argument:
Lemma 3.7. For any ε > 0 there exists C = C(ε) > 0 such that
(1 + ε)
ˆ
Bp(s)
Q(u1, u2) dVg + C ≥ 4π
(
log
ˆ
Bp(s/2)
eu1dVg + log
ˆ
Bp(s/2)
eu2dVg
)
− 4π(u¯1(s) + u¯2(s) + 4 log s),
for any u ∈ H1(Σ), p ∈ Σ, s > 0 small and for u¯i(s) =
 
Bp(s)
ui dVg.
Proof. For s > 0 smaller than the injectivity radius, the result follows easily from Proposition 2.3, for
some C = C(s, ε). Then, we need to prove that the constant C can be taken independent of s as s→ 0.
Notice that, as s → 0 we consider quantities defined on smaller and smaller geodesic balls Bq(ς) on Σ.
Working in normal geodesic coordinates at q, gradients, averages and the volume element will resemble
Euclidean ones. If we assume that near q the metric of Σ is flat, we will get negligible error terms which
will be omitted for reasons of brevity.
To prove the lemma, we simply make a dilation of the pair (u1, u2) of the form:
vi(x) = ui(sx+ p).
From easy computations there follows:ˆ
B(p,s)
Q(u1, u2) dVg =
ˆ
B(0,1)
Q(v1, v2) dVg,
u¯i(s) =
 
B(0,1)
vi dVg,
ˆ
Bp(s/2)
eui dVg = s
2
ˆ
B(0,1/2)
evi dVg.
Applying Proposition 2.3 to the pair (v1, v2), we conclude the proof of the lemma.
The next lemma gives us an estimate of the quadratic form Q on annuli by using the Kelvin transform.
This transformation is indeed very natural in this framework, see Remark 3.10 for a more detailed
discussion.
Lemma 3.8. Given ε > 0, there exists a fixed r0 > 0 (depending only on Σ and ε) satisfying the following
property: for any r ∈ (0, r0) fixed, there exists C = C(r, ε) > 0 such that, for any (u1, u2) ∈ H1(Σ) with
ui = 0 in ∂Bp(2r),
ˆ
Ap(s/2,2r)
Q(u1, u2) dVg + ε
ˆ
Bp(2r)
Q(u1, u2) dVg + C ≥
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4π
(
log
ˆ
Ap(s,r)
eu1dVg + log
ˆ
Ap(s,r)
eu2dVg + (u¯1(s) + u¯2(s) + 4 log s)(1 + ε)
)
+ C,
with p ∈ Σ, s ∈ (0, r) and u¯i(s) =
ffl
Bp(s)
ui dVg.
Proof. As in the proof of Lemma 3.7, we need to show that C is independent of s as s→ 0. By taking
r0 small enough, also here the metric becomes close to the Euclidean one. Reasoning as in the proof of
Lemma 3.7, we can then assume that the metric is flat around p.
We can define the Kelvin transform:
K : Ap(s/2, 2r)→ Ap(s/2, 2r), K(x) = p+ rs x− p|x− p|2 .
Observe that K maps the interior boundary of Ap(s/2, 2r) onto the exterior one and viceversa, and
fixes the set ∂Bp(
√
s r). Let us define the functions uˆi ∈ H1(Bp(2r)) as:
uˆi(x) =
{
ui(K(x))− 4 log |x− p| if |x− p| ≥ s/2,
−4 log(s/2) if |x− p| ≤ s/2.
Our goal is to apply the Moser-Trudinger inequality given by Proposition 2.3 to (uˆ1, uˆ2). In order to
do so, let us compute:
(24)
ˆ
Ap(s,r)
euˆi dVg =
ˆ
Ap(s,r)
eui(K(x))|x− p|−4 dVg = 1
s2r2
ˆ
Ap(s,r)
eui(x) dVg ,
since the Jacobian of K is J(K(x)) = −r2s2|x− p|−4.
Moreover, by Lemma 3.6, we have that:
∣∣∣∣∣
 
Bp(2r)
uˆi dVg −
 
∂Bp(r)
uˆi dSx
∣∣∣∣∣ ≤ C
(ˆ
Bp(2r)
|∇uˆi|2 dVg
)1/2
≤ C + ε
ˆ
Bp(2r)
|∇uˆi|2 dVg.
By using again a change of variables,
 
∂Bp(r)
uˆi dSx =
 
∂Bp(s)
ui dSx − 8πr log r.
Therefore,
(25)
∣∣∣∣∣
 
Bp(2r)
uˆi dVg − u¯i(s)
∣∣∣∣∣ ≤ C + ε
ˆ
Bp(2r)
|∇uˆi|2 dVg + ε
ˆ
Bp(s)
|∇ui|2 dVg.
Let us now estimate the gradient terms. For |x− p| ≥ s/2,
|∇uˆi(x)|2 = |∇ui(K(x))|2 s
2r2
|x− p|4 +
16
|x− p|2 + 8∇u(K(x)) ·
x− p
|x− p|4 sr.
Therefore,
ˆ
Bp(2r)
|∇uˆi(x)|2 dVg =
ˆ
Ap(s/2,2r)
|∇uˆi(x)|2 dVg =
ˆ
Ap(s/2,2r)
|∇ui(K(x))|2 s
2r2
|x− p|4 dVg+
16
ˆ
Ap(s/2,2r)
dVg
|x− p|2 + 8
ˆ
Ap(s/2,2r)
∇ui(K(x)) · x− p|x− p|4 s r dVg =ˆ
Ap(s/2,2r)
|∇ui(x)|2 dVg +32π(log(2r)− log(s/2))+8
ˆ
Ap(s/2,2r)
∇ui(K(x)) · K(x)− p|K(x)− p|2
s2r2
|x− p|4 dVg =ˆ
Ap(s/2,2r)
|∇ui(x)|2 dVg + 32π(log(2r)− log(s/2)) + 8
ˆ
Ap(s/2,2r)
∇ui(x) · x− p|x− p|2 dVg =ˆ
Ap(s/2,2r)
|∇ui(x)|2 dVg + 32π(log(2r)− log(s/2))− 16π
 
∂Bp(s/2)
ui dSx.
In the last equality we have used integration by parts. By using again Lemma 3.6,
(26)
∣∣∣∣∣
ˆ
Bp(2r)
|∇uˆi(x)|2 dVg −
ˆ
Ap(s/2,2r)
|∇ui(x)|2 dVg + 32π log s+ 16πu¯i(s)
∣∣∣∣∣ ≤ C+ε
ˆ
Bp(s)
|∇ui|2 dVg .
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Regarding the mixed term ∇uˆ1 · ∇uˆ2, we have that for |x− p| ≥ s/2,
∇uˆ1(x)·∇uˆ2(x) = ∇u1(K(x))·∇u2(K(x)) s
2r2
|x− p|4 +
16
|x− p|2 +
4sr
|x− p|4 (∇u1(K(x))+∇u2(K(x))·(x−p).
Reasoning as above, we obtain the estimate:
(27)∣∣∣∣∣
ˆ
Bp(2r)
∇uˆ1(x) · ∇uˆ2(x) dVg −
ˆ
Ap(s/2,2r)
∇u1(x) · ∇u2(x) dVg + 32π log s+ 8πu¯1(s) + 8πu¯2(s)
∣∣∣∣∣ ≤
C + ε
ˆ
Bp(s)
(|∇u1|2 + |∇u2|2) dVg.
We now apply Proposition 2.3 to (uˆ1, uˆ2) and use the estimates (24), (25), (26) and (27), to obtain:
4π
[
log
ˆ
Ap(s,r)
eu1 dVg + log
ˆ
Ap(s,r)
eu2 dVg − (4 log s+ u¯1(s) + u¯2(s))
]
≤
4π
[
log
ˆ
Ap(s,r)
euˆ1 dVg + log
ˆ
Ap(s,r)
euˆ2 dVg −
 
Bp(2r)
(uˆ1 + uˆ2)
]
+
ε
ˆ
Bp(2r)
(|∇uˆ1|2 + |∇uˆ2|2) dVg + ε
ˆ
Bp(s)
(|∇u1|2 + |∇u2|2) dVg + C ≤
(1 + Cε)
ˆ
Bp(2r)
Q(uˆ1, uˆ2) dVg + ε
ˆ
Bp(s)
(|∇u1|2 + |∇u2|2) dVg + C ≤
(1 + Cε)
[ˆ
Ap(s/2,2r)
Q(u1, u2) dVg − 8π(4 log s+ u¯1(s) + u¯2(s))
]
+ ε
ˆ
Bp(s)
(|∇u1|2 + |∇u2|2) dVg + C.
By renaming ε conveniently, we conclude the proof.
Remark 3.9. The term u¯(s) + 2 log s has an easy interpretation; by the Jensen inequality we have the
estimate
log
ˆ
Bp(s)
eu dVg = log
(
|Bp(s)|
 
Bp(s)
eu dVg
)
≥ u¯(s) + 2 log s− C.
Remark 3.10. The transformation K is used to exploit the geometric properties of the problem, in order
to gain as much control as possible on the exponential terms. From the formulas in [15] one has that
both components of the entire solutions of the Toda system in R2 decay at infinity at the rate −4 log |x|.
In this way, the Kelvin transform brings these functions to (nearly) constants at the origin, giving a sort
of optimization in the Dirichlet part. The minimal value of Dirichlet energy to obtain concentration of
volume at a scale s (as in the statement of Lemma 3.8) is then transformed into a boundary integral
which cancels exactly the extra terms in Lemma 3.7 due to the s-dilation.
Remark 3.11. Lemmas 3.7 and 3.8, together with Proposition 3.1, give a precise idea of the proof.
Indeed, assume that for some p ∈ Σ, σ > 0:
(28)
ˆ
Bp(σ)
euidVg ≥ τ
ˆ
Σ
euidVg, i = 1, 2;
(29)
ˆ
Bp(Rσ)c
euidVg ≥ τ
ˆ
Σ
euidVg, i = 1, 2.
If we sum the inequalities given by Lemmas 3.7 and 3.8, the term u¯1(σ) + u¯2(σ) + 4 log σ cancels and we
deduce the estimate of Proposition 3.2.
The problem is that when ψ
(
eu1´
Σ
eu1dVg
)
= ψ
(
eu2´
Σ
eu2dVg
)
we do not really have (28), (29) around the
same point p. Moreover, ui needs not be zero on the boundary of a ball, as requested in Proposition 3.8.
Some technical work is needed to deal with those difficulties.
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We now prove Proposition 3.2. Fixed ε > 0, take R > 1 (depending only on ε) and let ψ be the
continuous map given by Proposition 3.1. Fix also δ > 0 small (which will depend only on ε, too).
Let u1 and u2 be two functions in H
1(Σ) with
´
Σ
ui dVg = 0, such that:
ψ
(
eu1´
Σ
eu1dVg
)
= ψ
(
eu2´
Σ
eu2dVg
)
= (β, σ) ∈ Σδ.
If σ ≥ δR2 , then Proposition 2.6 yields the result. Therefore, assume σ < δR2 ; Proposition 3.1 implies
the existence of τ > 0, p1, p2 ∈ Σ satisfying:
(30)
ˆ
Bpi (σ)
euidVg ≥ τ
ˆ
Σ
euidVg, i = 1, 2;
(31)
ˆ
Bpi (Rσ)
c
euidVg ≥ τ
ˆ
Σ
euidVg i = 1, 2;
d(p1, p2) ≤ (6R+ 2)σ;
The proof will be divided into two cases:
CASE 1: Assume that:
(32)
ˆ
Api (Rσ,δ)
euidVg ≥ τ/2
ˆ
Σ
euidVg.
In order to be able to apply Lemma 3.8, we need to modify our functions outside a certain ball. Choose
k ∈ N, k ≤ 2ε−1, such that:
ˆ
Ap1(2
k−1δ,2k+1δ)
(|∇u1|2 + |∇u2|2) dVg ≤ ε
ˆ
Σ
(|∇u1|2 + |∇u2|2) dVg.
We define u˜i ∈ H1(Σ) by: 

u˜i(x) = ui(x) x ∈ Bp1(2kδ),
∆u˜i(x) = 0 x ∈ Ap1(2kδ, 2k+1δ),
u˜i(x) = 0 x /∈ Bp1(2k+1δ).
Since we plan to apply Lemma 3.8 to (u˜1, u˜2), we need to choose δ small enough so that 2
3ε−1δ < r0,
where r0 is given by that Lemma.
It is easy to check, by using Lemma 3.6, that
ˆ
Ap1(2
kδ,2k+1δ)
(|∇u˜1|2 + |∇u˜2|2) dVg ≤
C
ˆ
Ap1 (2
k−1δ,2kδ)
(|∇u1|2 + |∇u2|2) dVg ≤ Cε
ˆ
Σ
(|∇u1|2 + |∇u2|2) dVg ,
where C is a universal constant.
Case 1.1: d(p1, p2) ≤ R 12σ.
By applying Lemma 3.7 to ui for p = p1 and s = 2(R
1/2 + 1)σ, and taking into account (30), we
obtain:
(33)
(1 + ε)
ˆ
Bp(s)
Q(u1, u2) dVg + C ≥
4π
(
log
ˆ
Bp(s/2)
eu1dVg + log
ˆ
Bp(s/2)
eu2dVg − (u¯1(σ) + u¯2(σ) + 4 logσ)
)
≥
4π
(
log
ˆ
Σ
eu1dVg + log
ˆ
Σ
eu2dVg − (u¯1(σ) + u¯2(σ) + 4 logσ) − C
)
,
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where u¯i(σ) =
ffl
Bp(σ)
ui dVg.
We now apply Lemma 3.8 to u˜i for p = p1, s
′ = 4(R1/2 + 1)σ and r = 2k+1δ:
(34)
ˆ
Ap(s′/2,2r)
Q(u˜1, u˜2) dVg + ε
ˆ
Σ
(|∇u1|2 + |∇u2|2) dVg + C ≥
4π
(
log
ˆ
Ap(s′,r)
eu˜1dVg + log
ˆ
Ap(s′,r)
eu˜2dVg + (u¯1(σ) + u¯2(σ) + 4 logσ)(1 + ε)
)
.
Taking into account (32), we conclude:
(35)
ˆ
Ap(s′/2,2r)
Q(u˜1, u˜2) dVg + ε
ˆ
Σ
(|∇u1|2 + |∇u2|2) dVg + C ≥
4π
(
log
ˆ
Σ
eu1dVg + log
ˆ
Σ
eu2dVg + (u¯1(σ) + u¯2(σ) + 4 log σ)(1 + ε)
)
.
Combining (33) and (35) we obtain our result (after properly renaming ε).
Case 1.2: d(p1, p2) ≥ R 12σ and
ˆ
Bp1(R
1
3 σ)
eu2dVg ≥ τ/4
ˆ
Σ
eu2dVg.
Here we argue as in Case 1.1: as a first step, we apply Lemma 3.7 to (u1, u2) for p = p1 and s =
2(R1/3 + 1)σ. Then, we use Lemma 3.8 with (u˜1, u˜2) for p = p1, s
′ = 4(R1/3 + 1)σ and r = 2k+1δ.
Case 1.3: d(p1, p2) ≥ R 12σ and
ˆ
Bp2(R
1
3 σ)
eu1dVg ≥ τ/4
ˆ
Σ
eu1dVg.
This case can be treated as in Case 1.2, by just interchanging the indices 1 and 2.
Case 1.4: d(p1, p2) ≥ R 12σ,
ˆ
Bp2 (R
1
3 σ)
eu1dVg ≤ τ/4
ˆ
Σ
eu1dVg and
ˆ
Bp1 (R
1
3 σ)
eu2dVg ≤ τ/4
ˆ
Σ
eu2dVg.
Here we need to use again some harmonic lifting of our functions. Take n ∈ N, n ≤ 2ε−1 so that
2∑
i=1
ˆ
Api (2
n−1σ,2n+1σ)
(|∇u1|2 + |∇u2|2) dVg ≤ ε
ˆ
Σ
(|∇u1|2 + |∇u2|2) dVg,
where we have chosen R so that 23ε
−1
< R1/3.
We define the function vi of class H
1 by:

vi(x) = ui(x) x ∈ Bp1(2nσ) ∪Bp2(2nσ),
∆vi(x) = 0 x ∈ Ap1(2nσ, 2n+1σ) ∪ Ap2(2nσ, 2n+1σ),
vi(x) = u¯i(σ) x /∈ Bp1(2n+1σ) ∪Bp2(2n+1σ).
Again,
2∑
i=1
ˆ
Api (2
nσ,2n+1σ)
(|∇v1|2 + |∇v2|2) dVg ≤
C
2∑
i=1
ˆ
Api (2
n−1σ,2n+1σ)
(|∇u1|2 + |∇u2|2) dVg ≤ Cε
ˆ
Σ
(|∇u1|2 + |∇u2|2) dVg ,
where C is a universal constant.
We now apply Lemma 3.7 to (v1, v2) with p = p1 and s = 2(6R+ 2)σ, and take into account (30):
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(36)
ˆ
Bp1 (2
nσ)∪Bp2(2nσ)
Q(u1, u2) dVg + Cε
ˆ
Σ
(|∇u1|2 + |∇u2|2) dVg + C ≥
(1 + ε)
ˆ
Bp(s)
Q(v1, v2) dVg + C ≥
4π
(
log
ˆ
Bp(s/2)
ev1dVg + log
ˆ
Bp(s/2)
ev2dVg − (u¯1(s) + u¯2(s) + 4 log s)
)
≥
4π
(
log
ˆ
Σ
eu1dVg + log
ˆ
Σ
eu2dVg − (u¯1(s) + u¯2(s) + 4 log s)
)
− C.
Now, we define wi ∈ H1(Σ) as:

wi(x) = u¯i(σ) x ∈ Bp1(2nσ) ∪Bp2(2nσ),
∆wi(x) = 0 x ∈ Ap1(2nσ, 2n+1σ) ∪ Ap2(2nσ, 2n+1σ),
wi(x) = u˜i x /∈ Bp1(2n+1σ) ∪Bp2(2n+1σ).
As before,
2∑
i=1
ˆ
Api (2
nσ,2n+1σ)
(|∇w1|2 + |∇w2|2) dVg ≤
C
2∑
i=1
ˆ
Api (2
n−1σ,2n+1σ)
(|∇u1|2 + |∇u2|2) dVg ≤ Cε
ˆ
Σ
(|∇u1|2 + |∇u2|2) dVg ,
where also here C is a universal constant.
We apply Lemma 3.8 to (w1, w2) for any point p
′ such that d(p′, p1) = 12R
1/3σ, s′ = σ and r = 2k+1δ:
(37)
ˆ
(Bp1(2
n+1σ)∪Bp2 (2n+1σ))c
Q(u1, u2) dVg + Cε
ˆ
Σ
(|∇u1|2 + |∇u2|2) dVg + C ≥
(1 + ε)
ˆ
Ap′ (s
′/2,2r)
Q(w1, w2) dVg + C ≥
4π
(
log
ˆ
Ap′ (s
′,r)
ew1dVg + log
ˆ
Ap′(s
′,r)
ew2dVg + (u¯1(σ) + u¯2(σ) + 4 logσ)(1 + ε)
)
.
Taking into account (32) and the hypothesis of Case 1.4,
(38)
ˆ
(Bp1(2
nσ)∪Bp2 (2nσ))c
Q(u1, u2) dVg + Cε
ˆ
Σ
(|∇u1|2 + |∇u2|2) dVg + C ≥
4π
(
log
ˆ
Σ
eu1dVg + log
ˆ
Σ
eu2dVg + (u¯1(σ) + u¯2(σ) + 4 log σ)(1 + ε)
)
.
Combining inequalities (36) and (38), we obtain our result.
CASE 2: Assume that for some i = 1, 2:
ˆ
Bpi (δ)
c
euidVg ≥ τ/2
ˆ
Σ
euidVg.
Without loss of generality, let us consider i = 1.
Take δ′ = δ
23/ε
. If moreover: ˆ
Bp2 (δ
′)c
eu2dVg ≥ τ/2,
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then Proposition 2.6 implies the desired inequality. So, we can assume that:
(39)
ˆ
Ap2 (Rσ,δ
′)
eu2dVg ≥ τ/2.
We now apply the whole procedure of Case 1 to u1, u2, replacing δ with δ
′.
For instance, as in Case 1.1, we would get (33) and (34). However, here (35) does not follow immediately
since now we do not know whether:
ˆ
Ap(s′,r)
eu1dVg ≥ α
ˆ
Σ
eu1dVg,
for some fixed α > 0. This is needed to estimate:
log
ˆ
Ap(s′,r)
eu˜1dVg ≥ log
ˆ
Σ
eu1dVg − C,
which allows us to obtain (35).
By applying the Jensen inequality and Lemma 3.6, we get:
log
ˆ
Ap(s′,r)
eu˜1dVg ≥ log
ˆ
Ap(r/8,r/4)
eu1dVg ≥
log
 
Ap(r/8,r/4)
eu1dVg − C ≥
 
Ap(r/8,r/4)
u1dVg − C ≥ −ε
ˆ
Σ
|∇u1|2 dVg − C.
Therefore, from (39) and (34) we get:
(40)
ˆ
Ap(s′/2,2r)
Q(u˜1, u˜2) dVg + Cε
ˆ
Σ
(|∇u1|2 + |∇u2|2) dVg + C ≥
4π
(
log
ˆ
Σ
eu2dVg + (u¯1(σ) + u¯2(σ) + 4 logσ)(1 + ε)
)
.
Now, we apply Proposition 2.3, to find:
(1 + Cε)
ˆ
Bp1(δ/2)
c
Q(u1, u2)dVg + C ≥ 4π
(
log
ˆ
Bp1 (δ)
c
eu1dVg + log
ˆ
Bp1(δ)
c
eu2dVg
)
.
Again here we can use Jensen inequality and the hypothesis of Case 2 to deduce:
(41)
ˆ
Bp1 (δ/2)
c
Q(u1, u2)dVg + Cε
ˆ
Σ
(|∇u1|2 + |∇u2|2) dVg + C ≥
4π
(
log
ˆ
Σ
eu1dVg
)
.
We conclude now by combining (41), (40) and (33).
We can argue in the same way if we are under the conditions of Cases 1.2, 1.3 or 1.4.
Remark 3.12. The improved inequality in Proposition 3.2 is consistent with the asymptotic analysis in
[14]. Here the authors prove that when both u1, u2 blow-up at the same rate at the same point, then the
corresponding quantization of conformal volume is (8π, 8π). On the other hand when the blow-up rates
are different, but occur at the same point, then the quantization values are (4π, 8π) or (8π, 4π).
4. Min-max scheme
Let Σδ be as in (11), and let us set
(42) Dδ = diag(Σδ × Σδ) :=
{
(ϑ1, ϑ2) ∈ Σδ × Σδ : ϑ1 = ϑ2
}
; X = Σδ × Σδ \Dδ.
Let ε > 0 be such that ρi + ε < 8π for i = 1, 2, and let R, δ, ψ be as in Proposition 3.1. Consider then
the map Ψ : H1(Σ)×H1(Σ) defined in the following way
(43) Ψ(u1, u2) =
(
ψ
(
eu1´
Σ e
u1dVg
)
, ψ
(
eu2´
Σ e
u2dVg
))
.
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By Proposition 3.2, and since C ≥ hi(x) ≥ 1C > 0 for any x ∈ Σ, we have that Iρ(u1, u2) is bounded from
below for any (u1, u2) such that Ψ(u1, u2) ∈ Dδ. Therefore, there exists a large L > 0 such that
(44) Jρ(u1, u2) ≤ −L ⇒ Ψ(u1, u2) ∈ X.
By our definition of Σδ, the set X is not compact: however it retracts to some compact subset Xν , as it
is shown in the next result.
Lemma 4.1. For ν ≪ δ, define
Xν,1 =
{
((x1, t1), (x2, t2)) ∈ X : |t1 − t2|2 + d(x1, x2)2 ≥ δ4,max{t1, t2} < δ,min{t1, t2} ∈
[
ν2, ν
]}
;
Xν,2 =
{
((x1, t1), (x2, t2)) ∈ X : max{t1, t2} = δ,min{t1, t2} ∈
[
ν2, ν
]}
,
and set
(45) Xν = (Xν,1 ∪ Xν,2) ⊆ X.
Then there is a retraction Rν of X onto Xν .
Proof. We proceed in two steps. First, we define a deformation of X in itself satisfying that:
a) either max{t1, t2} < δ and |t1 − t2|2 + d(x1, x2)2 ≥ δ4,
b) or max{t1, t2} = δ.
Then another deformation will provide us with the condition min{t1, t2} ∈
[
ν2, ν
]
.
Let us consider the following ODE in (Σ× (0, δ])2:
d
ds


x1(s)
t1(s)
x2(s)
t2(s)

 =


(δ −maxi{ti(s)})∇x1d(x1(s), x2(s))2
(t1(s)− t2(s))t1(s)(δ − t1(s))
(δ −maxi{ti(s)})∇x2d(x1(s), x2(s))2
(t2(s)− t1(s))t2(s)(δ − t2(s))

 .
Notice that if |t1 − t2|2 + d(x1, x2) < δ4 (and max{t1, t2} < δ) then d(x1, x2) is small so d(x1, x2)2
is a smooth function on (Σ × R)2, and the above vector field is well defined. For each initial datum
(ϑ1, ϑ2) ∈ X we define sϑ1,ϑ2 ≥ 0 as the smallest value of s for which the above flow satisfies either a) or
b).
To define the first homotopyH1(s, ·) then one can use the above flow, rescaling in the evolution variable
(depending on the initial datum) as s 7→ s˜ = sϑ1,ϑ2s.
To define the second homotopy, we introduce two cutoff functions χ1, χ2:

χ1(t) = 1 for t ≤ ν2.
χ is non increasing,
χ1(t) = −1 for t ≥ ν,


χ2(t) = 1 for t ≤ δ/2,
χ2(t) = 2
(
1− tδ
)
t ∈ (δ/2, δ),
χ2(t) = 0 for t ≥ δ,
and consider the following ODE
d
ds
(
t1(s)
t2(s)
)
=
(
χ1(mini{ti(s)})χ2(t1(s))
χ1(mini{ti(s)})χ2(t2(s))
)
.
As in the previous case, there exists sˆϑ1,ϑ2 such that the condition mini ti ∈ [ν2, ν] is reached for s = sˆϑ1,ϑ2 ,
and one can define the homotopy H2 rescaling in s correspondingly. Observe that along the homotopy
H2 the distance |t1 − t2| is non decreasing if |t1 − t2| ≤ δ/4.
The concatenation of the homotopies H1 and H2 gives the desired conclusion. Note that both H1 and
H2, by the way they are constructed, preserve the quotient relations in the definition of X .
We next construct a family of test functions parameterized by Xν on which Jρ attains large negative
values. For (ϑ1, ϑ2) = ((x1, t1), (x2, t2)) ∈ Xν define
(46) ϕ(ϑ1,ϑ2)(y) = (ϕ1(y), ϕ2(y)) ,
where we have set
(47) ϕ1(y) = log
1 + t˜22d(x2, y)
2(
1 + t˜21d(x1, y)
2
)2 , ϕ2(y) = log 1 + t˜21d(x1, y)2(
1 + t˜22d(x2, y)
2
)2 ,
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with
(48) t˜1 = t˜1(t1) =
{
1
t1
, for t1 ≤ δ2 ,
− 4δ2 (t1 − δ) for t1 ≥ δ2 ;
t˜2 = t˜2(t2) =
{
1
t2
, for t2 ≤ δ2 ,
− 4δ2 (t2 − δ) for t2 ≥ δ2 .
Notice that, by our choices of t˜1, t˜2, this map is well defined on Xν (especially for what concerns the
identifications in Σδ). We have then the following result.
Lemma 4.2. For ν sufficiently small, and for (ϑ1, ϑ2) ∈ Xν , there exists a constant C = C(δ,Σ) > 0,
depending only on Σ and δ, such that
(49)
1
C
t2i
t2j
≤
ˆ
Σ
eϕi(y)dVg(y) ≤ C t
2
i
t2j
, i 6= j;
Proof. First, we notice that by an elementary change of variables
(50)
ˆ
R2
1
(1 + λ2|x|2)2 dx =
C0
λ2
; λ > 0
for some fixed positive constant C0. We distinguish next the two cases
(51) |t1 − t2| ≥ δ3 and |t1 − t2| < δ3.
In the first alternative, by the definition of Xν and by the fact that ν ≪ δ, one of the ti’s belongs to
[ν2, ν], while the other is greater or equal to δ
3
2 .
If t1 ∈ [ν2, ν] and if t2 ≥ δ32 then the function 1+t˜22d(x2, y)2 is bounded above and below by two positive
constants depending only on Σ and δ. Therefore, working in geodesic normal coordinates centered at x1
and using (50) we obtain
t21
C
≤ 1
Ct˜21
≤
ˆ
Σ
eϕ1(y)dVg(y) ≤ C
t˜21
≤ Ct21.
If instead t2 ∈ [ν2, ν] and if t1 ≥ δ32 then the function 1+ t˜21d(x1, y)2 is bounded above and below by two
positive constants depending only on Σ and δ, hence one finds
ˆ
Σ
eϕ1(y)dVg(y) ≥ 1
C
ˆ
Σ
(1 + t˜22d(x2, y)
2)dVg(y) ≥ t˜
2
2
C
=
1
Ct22
,
and similarly ˆ
Σ
eϕ1(y)dVg(y) ≤ C
ˆ
Σ
(1 + t˜22d(x2, y)
2)dVg(y) ≤ Ct˜22 =
C
t22
.
In both the last two cases we then obtain the conclusion.
Suppose now that |t1 − t2| < δ3: then by the definition of Xν we have that d(x1, x2) ≥ δ22 and that
t1, t2 ≤ ν + δ3. Then, from (50) and some elementary estimates we deriveˆ
Σ
eϕ1(y)dVg(y) ≥
ˆ
Bx1(δ
3)
eϕ1(y)dVg(y) ≥ 1
C
1 + t˜22d(x1, x2)
2
t˜21
≥ 1
C
t21
t22
.
By the same argument we obtain
ˆ
Bx1 (δ
3)
eϕ1(y)dVg(y) ≤ C 1 + t˜
2
2d(x1, x2)
2
t˜21
≤ C t
2
1
t22
.
Moreover, we haveˆ
(Bx1(δ
3))c
eϕ1(y)dVg(y) ≤ C
t˜41
ˆ
(Bx1(δ
3))c
(1 + t˜22d(x2, y)
2)dVg(y) ≤ C t
4
1
t22
.
This concludes the proof.
Lemma 4.3. For (ϑ1, ϑ2) ∈ Xν , let ϕ(ϑ1,ϑ2) be defined as in the above formula. Then
Jρ(ϕ(ϑ1,ϑ2))→ −∞ as ν → 0 uniformly for (ϑ1, ϑ2) ∈ Xν .
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Proof. The statement follows from Lemma 4.2 once the following three estimates are shown
(52)
ˆ
Σ
Q
(
ϕ(ϑ1,ϑ2)
)
dVg ≤ 8π(1 + oδ(1)) log 1
t1
+ 8π(1 + oδ(1)) log
1
t2
;
(53)
 
Σ
ϕ1dVg = 4(1 + oδ(1)) log t1 − 2(1 + oδ(1)) log t2;
(54)
 
Σ
ϕ2dVg = 4(1 + oδ(1)) log t2 − 2(1 + oδ(1)) log t1.
In fact, these yield the inequality
Jρ(ϕ(ϑ1,ϑ2)) ≤ (2ρ1 − 8π + oδ(1)) log t1 + (2ρ2 − 8π + oδ(1)) log t2 → −∞ as ν → 0
uniformly for (ϑ1, ϑ2) ∈ Xν , since ρ1, ρ2 > 4π. Here again we are using that C ≥ hi(x) ≥ 1C > 0 for any
x ∈ Σ.
We begin by showing (53), whose proof clearly also yields (54). It is convenient to write
ϕ1 = log
(
1 + t˜22d(x2, y)
2
)− 2 log (1 + t˜21d(x1, y)2) ,
and to divide Σ into the two subsets
A1 = Bx1(δ) ∪Bx2(δ); A2 = Σ \ A1.
For y ∈ A2 we have that
1
Cδ,Σt21
≤ 1 + t˜21d(x1, y)2 ≤
Cδ,Σ
t21
;
1
Cδ,Σt22
≤ 1 + t˜22d(x2, y)2 ≤
Cδ,Σ
t22
,
which implies
(55)
1
|Σ|
ˆ
A2
ϕ1dVg = 4(1 + oδ(1)) log t1 − 2(1 + oδ(1)) log t2.
On the other hand, working in normal geodesic coordinates at xi one also findsˆ
Bδ(xi)
log
(
1 + t˜2i d(xi, y)
2
)
dVg = oδ(1) log ti.
Using (55) and the last formula we then obtain (53).
Let us now show (52). We clearly have that
∇ϕ1 = ∇ log
(
1 + t˜22d(x2, y)
2
)− 2∇ log (1 + t˜21d(x1, y)2)
=
2t˜22d(x2, y)∇yd(x2, y)
1 + t˜22d(x2, y)
2
− 4t˜
2
1d(x1, y)∇yd(x1, y)
1 + t˜21d(x1, y)
2
,
and similarly
∇ϕ2 = ∇ log
(
1 + t˜21d(x1, y)
2
)− 2∇ log (1 + t˜22d(x2, y)2)
=
2t˜21d(x1, y)∇yd(x1, y)
1 + t˜21d(x1, y)
2
− 4t˜
2
2d(x2, y)∇yd(x2, y)
1 + t˜22d(x2, y)
2
.
From now on we will assume, without loss of generality, that t1 ≤ t2. We distinguish between the case
t2 ≥ δ3 and t2 ≤ δ3.
In the first case the function 1 + t˜22d(x2, y)
2 is uniformly Lipschitz with bounds depending only on δ,
and therefore we can write that
∇ϕ1 = −4t˜
2
1d(x1, y)∇yd(x1, y)
1 + t˜21d(x1, y)
2
+Oδ(1); ∇ϕ2 = 2t˜
2
1d(x1, y)∇yd(x1, y)
1 + t˜21d(x1, y)
2
+Oδ(1).
Given a large but fixed constant C1 > 0, we divide the surface Σ into the three regions
(56) B1 = Bx1(C1t1); B2 = Bx2(C1t2); B3 = Σ \ (B1 ∪ B2).
In B1 we have that |∇ϕi| ≤ Ct˜1, while
(57)
t˜21d(x1, y)∇yd(x1, y)
1 + t˜21d(x1, y)
2
= (1 + oC1(1))
∇yd(x1, y)
d(x1, y)
in Σ \ B1.
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The last gradient estimates imply thatˆ
Σ
Q(ϕ(ϑ1,ϑ2))dVg =
ˆ
Σ\B1
Q(ϕ(ϑ1,ϑ2))dVg + oδ(1) log
1
t1
+Oδ(1)
= 8π
ˆ 1
C1t1
dt
t
+ oδ(1) log
1
t1
+Oδ(1)(58)
= 8π(1 + oδ(1)) log
1
t1
+ 8π(1 + oδ(1)) log
1
t2
+Oδ(1); t2 ≥ δ3.
Assume now that t2 ≤ δ3. Then by the definition of Xν we have that d(x1, x2) ≥ δ22 , and thereforeB1 ∩ B2 = ∅. Similarly to (57) we find

t˜21d(x1,y)∇yd(x1,y)
1+t˜2
1
d(x1,y)2
= (1 + oC1(1))
∇yd(x1,y)
d(x1,y)
;
t˜22d(x2,y)∇yd(x2,y)
1+t˜2
2
d(x2,y)2
= (1 + oC1(1))
∇yd(x2,y)
d(x2,y)
in B3.
Moreover we have the estimates
|∇ϕi| ≤ Ct˜i in Bi, i = 1, 2; |∇ϕi| ≤ C in Bj, i 6= j.
Then, there follows:ˆ
Σ
Q(ϕ(ϑ1,ϑ2))dVg =
ˆ
B3
Q(ϕ(ϑ1,ϑ2))dVg + oδ(1) log
1
t1
+ oδ(1) log
1
t2
+Oδ(1)
= 8π(1 + oδ(1)) log
1
t1
+ 8π(1 + oδ(1)) log
1
t2
+Oδ(1); t2 ≤ δ3.(59)
With formulas (58) and (59), we conclude the proof of (52) and hence that of the lemma.
Since the functional Jρ attains large negative values on the above test functions ϕ(ϑ1,ϑ2), these are mapped
to X by Ψ. We next evaluate the image of Ψ with more precision, beginning with the following technical
lemma.
Lemma 4.4. Let ϕ1, ϕ2 be as in (47): then, for some C = C(δ,Σ) > 0, the following estimates hold
uniformly in (ϑ1, ϑ2) ∈ Xν :
(60) sup
x∈Σ
ˆ
Bx(rti)
eϕidVg ≤ Cr2 t
2
i
t2j
∀r > 0, i 6= j.
Moreover, given any ε > 0 there exists C = C(ε, δ,Σ), depending only on ε, δ and Σ (but not on ν), such
that
(61)
ˆ
Bxi (Cti)
eϕidVg ≥ (1− ε)
ˆ
Σ
eϕi(y)dVg, i = 1, 2.
uniformly in (ϑ1, ϑ2) ∈ Xν .
Proof. We prove the case i = 1. Observe that 1 + t˜22d(x2, y)
2 ≤ C
t2
2
and that 1 + t˜21d(x1, y)
2 ≥ 1.
Therefore we immediately findˆ
Bx(t1r)
eϕ1dVg ≤ C
t22
ˆ
Bx(t1r)
1(
1 + t˜21d(x1, y)
2
)2 dVg(y) ≤ Cr2 t21t22 for all x ∈ Σ,
which gives the first inequality in (60).
We now show (61), by evaluating the integral in the complement of Bx1(Rt1) for some large R. Using
again the fact that 1 + t˜22d(x2, y)
2 ≤ C
t2
2
we clearly have that
(62)
ˆ
Σ\Bx1 (Rt1)
eϕ1(y)dVg(y) ≤ C
t22
ˆ
Σ\Bx1 (Rt1)
1(
1 + t˜21d(x1, y)
2
)2 dVg(y).
To evaluate the last integral one can use normal geodesic coordinates centered at x1 and (50) with a
change of variable to find that
lim
t1→0+
t−21
ˆ
Σ\Bx1 (Rt1)
1(
1 + t˜21d(x1, y)
2
)2 dVg = oR(1) as R→ +∞.
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This and (62), jointly with the second inequality in (49), conclude the proof of the (61), by choosing R
sufficiently large, depending on ε, δ and Σ.
We next show that, parameterizing the test functions on Xν and composing with Rν ◦ Ψ, we obtain a
map homotopic to the identity on Xν . This step will be fundamental for us in order to run the variational
scheme later in this section.
Lemma 4.5. Let L > 0 be so large that Ψ({Jρ ≤ −L}) ∈ X, and let ν be so small that Jρ(ϕ(ϑ1,ϑ2)) < −L
for (ϑ1, ϑ2) ∈ Xν (see Lemma 4.3). Let Rν be the retraction given in Lemma 4.1. Then the map from
Tν : Xν → Xν defined as
Tν((ϑ1, ϑ2)) = Rν(Ψ(ϕ(ϑ1,ϑ2)))
is homotopic to the identity on Xν .
Proof. Let us denote ϑi = (xi, ti),
fi =
eϕi´
Σ
eϕidVg
, ψ(fi) = (βi, σi),
where ψ is given in Proposition 3.1. First, we claim that there is a constant C = C(δ,Σ) > 0, depending
only on Σ and δ, such that:
(63)
1
C
≤ σi
ti
≤ C, d (βi, xi) ≤ Cti.
By (61), we have that
σ (xi, fi) ≤ Cti,
where σ(x, f) is the continuous map defined in (19). From that, we get that σi ≤ Cti. Using now (60),
we get the relation ti ≤ Cσi.
Taking into account that σ(xi, f) ≤ Cti and (20), we obtain that
d (xi, S (fi)) ≤ Cti,
where S(f) is the set defined in (21). But since the inequality
d (βi, S (fi)) ≤ Cσi
is always satisfied, we conclude the proof of (63).
We are now ready to prove the lemma. Let us define a first deformation H1 in the following form:
((
(β1, σ1)
(β2, σ2)
)
, s
)
H17−→

 (β1, (1− s)σ1 + sκ1)
(β2, (1− s)σ2 + sκ2)

 ,
where κi = min{δ, σi√ν }.
A second deformation H2 is defined in the following way:
((
(β1, κ1)
(β2, κ2)
)
, s
)
H27−→

 ((1 − s)β1 + sx1, κ1)
((1 − s)β2 + sx2, κ2)

 ,
where (1−s)βi+sxi stands for the geodesic joining βi and xi in unit time. A comment is needed here. If
κi < δ, then we have that σi <
√
νδ. By choosing ν small enough, this implies that βi and xi are close to
each other (recall (63)). Instead, if κi = δ, the identification in Σδ makes the above deformation trivial.
We also use a third deformation H3:
((
(x1, κ1)
(x2, κ2)
)
, s
)
H37−→

 (x1, (1 − s)κ1 + st1)
(x2, (1 − s)κ2 + st2)

 .
We define H as the concatenation of those three homotopies. Then,
((ϑ1, ϑ2), s) 7→ Rν ◦H(Ψ(ϕ(ϑ1,ϑ2)), s)
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gives us the desired homotopy to the identity.
Observe that, since ν ≪ δ, H(Ψ(ϕ(ϑ1,ϑ2)), s) always stays in X , so that Rν can be applied.
We now introduce the variational scheme which yields existence of solutions: this remaining part follows
the ideas of [7] (see also [21]).
Let X ν denote the (contractible) cone over Xν , which can be represented as
X ν = (Xν × [0, 1]) |∼,
where the equivalence relation ∼ identifies Xν × {1} to a single point. We choose L > 0 so large that
(44) holds, and then ν so small that
Jρ(ϕ(ϑ1,ϑ2)) ≤ −4L uniformly for (ϑ1, ϑ2) ∈ Xν ,
the last claim being possible by Lemma 4.3. Fixing this value of ν, consider the following class of functions
(64) Γ =
{
η : X ν → H1(Σ) : η is continuous and η(· × {0}) = ϕ(ϑ1,ϑ2) on Xν
}
.
Then we have the following properties.
Lemma 4.6. The set Γ is non-empty and moreover, letting
α = inf
η∈Γ
sup
m∈Xν
Jρ(η(m)), one has α > −2L.
Proof. To prove that Γ 6= ∅, we just notice that the map
(65) η˜(ϑ, s) = sϕ(ϑ1,ϑ2), (ϑ, s) ∈ X ν ,
belongs to Γ.
Suppose by contradiction that α ≤ −2L: then there would exist a map η ∈ Γ satisfying the condition
supm∈Xν Jρ(η(m)) ≤ −L. Then, since Lemma 4.5 applies, writing m = (ϑ, s), with ϑ ∈ Xν , the map
s 7→ Rν ◦Ψ ◦ η(·, s)
would be a homotopy in Xν between Rν ◦Ψ ◦ ϕ(ϑ1,ϑ2) and a constant map. But this is impossible since
Xν is non-contractible (by the results in Section 5 and by the fact that Xν is a retract of X) and since
Rν ◦Ψ ◦ϕ(ϑ1,ϑ2) is homotopic to the identity on Xν . Therefore we deduce α > −2L, which is the desired
conclusion.
From the above Lemma, the functional Jρ satisfies suitable structural properties for min-max theory.
However, we cannot directly conclude the existence of a critical point, since it is not known whether the
Palais-Smale condition holds or not. The conclusion needs a different argument, which has been used
intensively (see for instance [7, 9]), so we will be sketchy.
We take µ > 0 such that Ji := [ρi−µ, ρi+µ] is contained in (4π, 8π) for both i = 1, 2. We then consider
ρ˜i ∈ Ji and the functional Jρ˜ corresponding to these values of the parameters.
Following the estimates of the previous sections, one easily checks that the above min-max scheme
applies uniformly for ρ˜i ∈ Ji for ν sufficiently small. More precisely, given any large number L > 0, there
exists ν so small that for ρ˜i ∈ Ji
(66) sup
m∈∂Xν
Jρ˜(m) < −4L; αρ˜ := inf
η∈Γ
sup
m∈Xν
Jρ˜(η(m)) > −2L, (ρ˜ = (ρ˜1, ρ˜2)).
where Γ is defined in (64). Moreover, using for example the test map (65), one shows that for µ sufficiently
small there exists a large constant L such that
(67) αρ˜ ≤ L for ρ˜i ∈ Ji.
Under these conditions, the following Lemma is well-known, usually taking the name ”monotonicity
trick”. This technique was first introduced by Struwe in [26], and made general in [13] (see also [7, 19]).
Lemma 4.7. Let ν be so small that (66) holds. Then the functional Jtρ possesses a bounded Palais-Smale
sequence (ul)l at level α˜tρ for almost every t ∈
[
1− µ16pi , 1 + µ16pi
]
.
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Proof of Theorem 1.1. The existence of a bounded Palais-Smale sequence for Jtρ implies by standard
arguments that this functional possesses a critical point. Let now tj → 1, tj ∈ Λ and let (u1,j , u2,j)
denote the corresponding solutions. It is then sufficient to apply the compactness result in Theorem 2.1,
which yields convergence of (u1,j , u2,j)j by the fact that ρ1, ρ2 are not multiples of 4π.
5. Appendix: the set X = Σδ × Σδ \Dδ is not contractible.
Without loss of generality, we consider the case δ = 1 (see (11)). Let us denote Σ = Σ1.
If Σ = S2, we have a complete description of X . Indeed, in this case Σ can be identified with
B(0, 1) ⊂ R3. Therefore, we have:
X = (B(0, 1)×B(0, 1)) \ E,
where E = {x ∈ R6 : xi = xi+3, i = 1, 2, 3}. By taking the orthogonal projection onto E⊥, we have
that X ≃ U \ {0} (≃ stands for homotopical equivalence), where U ⊂ E⊥ is a convex neighborhood of 0.
And, clearly, U \ {0} ≃ S2.
The case of positive genus is not so easy and we have a less complete description of X . However, we
will prove that it is non-contractible by studying its cohomology groups H∗(X), where coefficients will
be taken in R. Indeed, we will show that:
Proposition 5.1. If the genus of Σ is positive, then H4(X) is nontrivial.
Proof. In what follows, the elements of Σ will be written as (x, t), where x ∈ Σ, t ∈ (0, 1].
Clearly, X = Y ∪ Z, where Y , Z are open sets defined as:
Y = {((x1, t1), (x2, t2)) ∈ Σ× Σ : t1 6= t2},
Z = {((x1, t1), (x2, t2)) ∈ Σ× Σ : t1 < 1, t2 < 1, x1 6= x2}.
Then, the Mayer-Vietoris Theorem gives the exactness of the sequence:
· · · → H3(X)→ H3(Y )⊕H3(Z)→ H3(Y ∩ Z)→ H4(X)→ · · ·
Since our coefficients are real, the above cohomology groups are indeed real vector spaces. The exact-
ness of the sequence then gives:
(68) dim(H3(Y ∩ Z)) ≤ dim(H4(X)) + dim(H3(Y )⊕H3(Z)).
Let us describe the sets involved above. First of all, observe that Y = Y1 ∪ Y2 has two connected
components:
Yi = {((x1, t1), (x2, t2)) ∈ Σ× Σ : ti > tj , j 6= i}.
To study Y1, we define the following deformation retraction:
r1 : Y1 → Y1, r1((x1, t1), (x2, t2)) = ((x1, 1), (x2, 1/2)).
Clearly, r1(Y1) = 0 × (Σ× {1/2}), which is homeomorphic to Σ. Analogously, Y2 ≃ Σ, and so
Y ≃ Σ ·∪Σ (here ·∪ stands for the disjoint union).
For what concerns Z, we can define a deformation retraction:
r : Z → Z, r((x1, t1), (x2, t2)) = ((x1, 1/2), (x2, 1/2)).
Observe that r(Z) = (Σ× {1/2} × Σ× {1/2}) \D which is homeomorphic to Σ × Σ \D, where D is
the diagonal of Σ× Σ. Let us set
A = Σ× Σ \D,
since it will appear many times in what follows.
Moreover, Y ∩Z = (Y1 ∩Z)∪ (Y2 ∩Z), and so this has two connected components. Also here we have
a deformation retraction:
r′1 : Y1 ∩ Z → Y1 ∩ Z, r′1((x1, t1), (x2, t2)) = ((x1, 1/2), (x2, 1/3)).
It is clear that r′1(Y1 ∩ Z) is homeomorphic to A = Σ× Σ \D. Analogously we can argue for Y2 ∩ Z;
therefore, Y ∩ Z ≃ A ·∪A.
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Hence, from (68) we obtain:
(69) dim(H4(X)) ≥ dim(H3(A)).
Let us now compute the cohomology of A = Σ× Σ \D. Given ε > 0, let us define:
B = {(x, y) ∈ Σ× Σ : d(x, y) < ε},
which is an open neighborhood of D. Clearly, we can use the local contractibility of Σ to retract B onto
D. Moreover, A ∪B = Σ× Σ. The Mayer-Vietoris Theorem yields the exact sequence:
(70) · · · → H2(A ∩B)→ H3(Σ× Σ)→ H3(A) ⊕H3(B)→ H3(A ∩B)→ · · ·
Therefore, in order to study H3(A) we need some information about H∗(A ∩B).
By using the exponential map, we can define a homeomorphism:
h : A ∩B = {(x, y) ∈ Σ× Σ : 0 < d(x, y) < ε} → {(x, v) ∈ TΣ : 0 < ‖v‖ < ε},
h(x, y) = (x, v) ∈ TΣ such that expx(v) = y,
where TΣ is the tangent bundle of Σ. Therefore, A ∩B is homotopically equivalent to the unit tangent
bundle UTΣ.
The cohomology of UTΣ must be well known, but we have not been able to find a precise reference.
We state and prove the following lemma:
Lemma 5.2. Let us denote by g = g(Σ) the genus of Σ. Then:
(1) if g = 1, H0(UTΣ) ∼= H3(UTΣ) ∼= R and H1(UTΣ) ∼= H2(UTΣ) ∼= R3.
(2) if g 6= 1, H0(UTΣ) ∼= H3(UTΣ) ∼= R and H1(UTΣ) ∼= H2(UTΣ) ∼= R2g.
Proof. We only need to compute H1(UTΣ) and H2(UTΣ).
If g = 1, that is, Σ ≃ T2, then TΣ is trivial and hence UTΣ ≃ T2 × S1 ≃ T3. The Ku¨nneth formula
gives us the result.
If g 6= 1, we use the Gysin exact sequence (see Proposition 14.33 of [1]):
0→ H1(Σ)→ H1(UTΣ)→ H0(Σ) ∧e→ H2(Σ)→ H2(UTΣ)→ H1(Σ)→ H3(Σ) = 0.
In the above sequence, ∧e is the wedge product with the Euler class e. Since we are working with real
coefficients and the Euler characteristic of Σ is different from zero, then ∧e is an isomorphism. Therefore,
we conclude:
H1(UTΣ) ∼= H1(Σ) ∼= R2g, H2(UTΣ) ∼= H1(Σ) ∼= R2g.
Remark 5.3. We have chosen real coefficients since they simplify our arguments and are enough for
our purposes. As a counterpart, the above computations do not take into account the torsion part. For
instance, it is known that UTS2 = RP3 (see [24]).
We now come back to the proof of Proposition 5.1. With our information, (70) becomes:
· · · → H2(A ∩B)→ R4g → H3(A)→ R→ · · ·
In the above sequence we computed H3(Σ×Σ) using the Ku¨nneth formula. Then, 4g ≤ dim(H2(UTΣ))+
dim(H3(A)). Therefore, dim(H3(A)) ≥ 2g, if g > 1, or dim(H3(A)) ≥ 1, if g = 1. In any case we
conclude by (69).
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