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PROLOGUE 
This thesis consists of two parts. In Chapter 2 and Chapter 3 
we have studied various concepts of negative dependence in multi­
variate case, while in Chapter 4 we have studied two important 
classes of multivariate life distributions useful in reliability theory. 
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1. INTRODUCTION 
1.1. Background 
The study of the nature of dependence among two or more random 
variables is important both from the probabilistic and statistical view­
point. Perhaps the first effort to gain general results for dependence 
was by Lehmann (1966). According to his definition, two random var­
iables and X^ are positively (negatively)quadrant dependent if 
P  ( X ^  >  ,  X ^  >  x ^ )  >  ( < )  P ( X ^  >  x ^ ) P ( X ^  >  x ^ )  ( 1 .  1 .  1 )  
or equivalently 
P  ( X ^  <  x ^  ,  X g  <  x ^ ) >  ( < ) P ( X ^  <  x ^ )  P ( X g  <  x ^ ) .  ( 1 .  1 . 2 )  
Stronger notions of bivariate positive or negative dependence were 
later developed by Esary, Proschan and Walkup (1967), and imply a 
strong form of dependence. This concept has been found to be very 
useful in obtaining the reliability of a system (see for example Barlow 
a n d  P r o s c h a n  ( 1 9 7 5 ) ,  C h a p t e r  2 ,  s e c t i o n  2  a n d  3 ) .  
Recently, Alimed et al.(1978b) obtained multivariate versions of the 
b i v a r i a t e  p o s i t i v e  v e r s i o n s  o f  t h e  b i v a r i a t e  p o s i t i v e  d e p e n d e n c e  a s  d e ­
s c r i b e d  i n  t h e  p a p e r s  o f  L e h m a n n  ( 1 9 6 6 ) ,  a n d  E s a r y  a n d  P r o s c h a n  0 9 7 2 ) .  
They gave three definitions of positive dependence,each stronger than 
the preceding one. 
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Definition 1. 1. 1. The random variables • • • , X^ are said to be 
mutually positive or than t dependent if 
n n 
p  { n  ( X .  >  X . ) )  >  n  p  ( X .  >  X . )  ( 1 . 1 . 3 )  
i = i  '  '  - 1 = 1  '  '  
for all real numbers x^, . .. , x^. Dykstra et al.(1973) have defined 
X X  ( n  >  2 )  t o  b e  P O D  i f  
1 n — 
n n 
p ( n (x. < x . ) ) >  n p ( X .  < X . )  ( 1 . 1 . 4 )  
i = i  '  - i = i  
for all real numbers x,, . . . , x . For n = 2, both (1. 1. 3) and (1. 1.4) 1 n 
agree with Lehmann's definition of positive quadrant dependence. 
In what follows we use the word 'increasing' for 'nondecreasing' 
and 'decreasing' for 'nonincreasing'. 
Definition 1. 1.2. A sequence X^, ..., X of random variables is said 
to be right tail increasing in sequence (RTIS) if for all real numbers 
x ^ ,  i  =  2 ,  .  . .  ,  n  
P ( X .  >  X .  ]  X  >  X , ,  .  . . ,  X  >  X .  , )  ( 1 .  1 . 5 )  
1  X  ' 1 1 1 - 1  1 -1 
is increasing in x , x . For n = 2 this says X is right tail 
i - 1  
increasing (RTI) in X^ according to Esary and Proschan (1972). 
Similarly the sequence X^, . . • , X^ is said to be left tail decreasing 
i n  s e q u e n c e  ( L T D S )  i f  f o r  a l l  r e a l  n u m b e r s  x . ,  i  =  2 ,  . .  . ,  n  
P (X. < X .  I X < X  , . . ., X < X  ) (1.1.6) 
1  —  1  '  1 — 1  1 - 1 —  1 - 1  
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is decreasing in x^, j- For n = 2 this says is left tail 
(LTD) in Xj according to Esary and Proschan (1972). 
Definition I, 1.3. The random variables X^, . .. , are said to be 
conditionally increasing in sequence (CIS) if for i = 2, . • . , n, all 
real numbers x^. 
P ( X .  > x  I X  =  X  ,  . . . ,  X .  = x  )  
1 1 ' 1 1 x-1 1-1 
( 1 .  1 . 7 )  
IS increasing >in in x , . . .,x . Ihtihe special case n = 2, X is said to 
l i-1 ^ 
be positive regression dependent (PRD) in X^ in the terminology 
of Lehmann (1966). 
Ahmed et al.( 1978b) have shown that CIS => POD and RTIS => POD. 
Also they have demonstrated with the aid of examples that RTIS =|:> CIS 
and vice versa. We introduce two other definitions useful in the context 
of positive dependence. 
Definition 1. 1.4. (Karlin 1968). A function f: -* [0, œ] is totally 
positive of order 2 (TP^) if 
f ( x ^ ,  y ^ )  f ( x ^ ,  y ^ )  
Vj) {(x^, y^) 
> 0 (1 .  1 .  8 )  
for each choice x^ < x^, y^ < y^. 
Definition 1. 1.5. (Esary, Proschan and Walkup (1967)). The random 
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variables X , . . ., X (n > 2) are associated if 1 n — 
C o v  ( f  ( X , ,  X  ) ,  g  ( X , ,  X  ) ) >  0  ( 1 . 1 . 9 )  i ni n — 
for ail increasing real valued function f, g for which the covariance 
exist. 
Ahmed et al, (1978b) have proved the following lemma which provides 
a chain of implications in some of these definitions of positive dependence. 
Lemma 1. f^ (x^ , . . . , x ) is TP^ in pairs => X,, ... , X_ are 
X ^  „ 1 n ^ 1 n 
•1 • • • • ^ 
n 
CIS => X,, . .., X are associated => X , ..., X are POD. 
In In 
In the bivariate case stronger results have been proved by Esary and 
Proschan (1972). 
Result 1. TP^ => PRD => LTD => Associated => PQD. 
Result 2. PRD => RTI => Associated => PQD. 
Next we give a few well-known multivariate distributions which ex­
hibit some positive dependence among component variables. 
Example 1. Let (X^, . ., X^) have a multinormal distribution with mean 
vector ([Xj, . .. , ^i^) and variance-covariance matrix 2 which is positive 
definite. Let R = ((r. )) = Z } Suppose r. < 0 for all 1 < i < j < n. Then 
ij ~ ij — — — — 
the joint probability density function of (X^, • . ., X^) is TP^ in each 
pair of arguments for fixed values of the remaining arguments. 
Example 2. Marshall-Olkin (1967) multivariate exponential distribution 
given by 
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n 
P ( X  > x ,  . . . , X  > x )  =  e x p  [  - S  X .  X .  -  2 2 
'  1  "  i = l  1  1  l < i < j < n  
X . .  m a x  ( x . ,  X . )  . . .  -X 
ij 1 J 12. . . n 
max (x^, . . . , x^)] , 
where X. > 0(l<i<n), X..> 0(l<i<j<n), ..., X > 0. 
1 — — — ij — — 
Example 3. A general family of positively dependent multivariate dis­
tributions is given by Farlie-Gumbel-Morgenstern system (see Johnson 
a n d  K o t z  1 9 7 5 ) .  
Consider n random variables X^, ..., X^ with joint probability 
density function of the form 
n 
f ( x  ,  . . . ,  X  )  =  n  f -  ( x . )  [  1  +  2  2  a .  ( 1  - 2 F .  ( x .  ) )  
^  j  =  l J  J  ^ 1 2  ^ 1  ^ 1  
n 
( 1 - 2 F .  ( x .  ) ) + . . . +  a  n  ( 1 - 2  F . ( x . ) ) ] ,  
^2 h J J 
where the F.'s are distribution functions with corresponding probability 
density functions F. and constant a's satisfying 
r - 1  r  r - 2  r - 1  r  
2 2 a  4 - 2  2  2  a , + . . . + a  > 0  
^  a . ,  a .  ,  ,  a .  , a .  , a .  a  ,  . . . , a  
J < J 2  J j  J 2  '  
(1 .  1 .  10 )  
for any subset r, (a^, ..., a^) from (1, 2, ..., n). For positive 
dependence both 
r - 1  r  r - 2  r - 1  r  
2 2 a  - 2 2 2 a  + . . .  + ( - l ) ^ a  ^  _  
^  a . ,  a .  ,  ^  3 - .  > 3 . . , a .  a , . . . ,  a  > 0  
Ji h ^1 h h ' 
(1 .1.11)  
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for all subsets of r integers (a^, a^) from (1, 2, n) 
and r = 2, 3, ...,n and (1. 1. 10) must hold. 
Nonparametric classes of life distributions are playing a very-
important rule in reliability analysis. In general, life length of a 
system of components is random, and this leads to the study life 
distributions. The first effort to gain nonparametric classes of life 
distributions was due to Barlow et al.(1963). They classified life 
distributions according to the following definition: 
Definition 1.1.6. The distribution function F or the survival function 
F = 1 - F is said to be or to have an increasing failure rate (decreasing 
failure rate) if ^ is decreasing (increasing) in t whenever x > 0. 
F ( t )  
Later, Birnbaum et al.(1966) introduced two other nonparametric 
classes of life distributions according to the following definition: 
Definition 1.1.7. The distribution function F is said to be increasing 
failure rate average (decreasing failure rate average) if [F(t)] is 
decreasing (increasing) in t > 0. 
Finally, Br y s on and Siddiqui (1969) and Marshall and Proschan (1972) 
defined four other nonparametric classes of life distributions as the 
following: 
Definition 1.1.8. The distribution function F is said to be new better 
than used (new worse than used) if 
7  
F ( x )  F ( t )  >  F ( x  +  t )  ( ( F ( x )  F ( t )  <  F ( x  +  t ) )  f o r  a l l  x ,  t  >  0 .  
Definition 1.1.9. The distribution function F is said to be new better 
than used in expectation (new worse than used in expectation) if 
» > J' F(x) dx > J'" ^ dx (® > J"rF(x) dx < j" ^ ^^dx) JO - J 0 JO - J 0 
( 1 .  1 . 1 2 )  
for all t > 0. 
The following implications are readily checked: 
Increasing failure rate (IFR) => Increasing failure rate average (IFRA) 
=> New better than used (NBU) => New better than used in expectation 
(NBUE) and 
Decreasing failure rate (DFR) => Decreasing failure rate average (DFRA) 
=> New worse than used (NWU) => New worse than used in expectation 
(NWUE), 
Next I present a few well-known life distributions which satisfy the 
above definitions. 
Example 4, The Weibull distribution with survival function 
F  ( t )  =  1  -  e  f o r  t  >  0 ,  w h e r e  a  >  0 .  ( 1 .  1 .  1 3 )  
a — 
is IFR for a > 1 and DFR for 0 < a < 1. The special case a = 1 leads 
to the exponential distribution, which is both IFR and DFR. 
Example 5. The Gamma distribution with distribution function G (t) 
8  
) .  . a  a - 1  
G. (t) = r —r— e ^ dx where a > 0 (1.1.14) 
a -1 0 r (d) 
is IFR for a > 1 and DFR for 0 < a < 1. 
Example 6. Assume a device is subject to shocks occurring in time 
according to a Poisson process with rate X. Suppose the probability 
of surviving k shocks is P , where 1 = P > P > . . . . Then, the 
k U — 1 — 
survival probability H(t) of the device corresponding to the time in­
terval [ 0, tj is given by 
— -)»-t , 
H(t) = S P ^ (U) (1.1.15) 
k = 0  
for t > 0. Now, let satisfy 
f  O I T  k —  0 ,  1, 2  ^ * * e  p a — Oj 2  ^ m m #  m  
Then H is NBU (NWU) m  Similarly if satisfy 
CO CO 
P  2  P . >  ( < )  2  p .  ( 1 .  1 .  1 7 )  
k j . o  -  j = k J  
for k= 0, 1, 2, ... . Then H is NBUE (NWUE). 
For a proof of these claims, see Barlow and Proschan (1975, Chapter 
6 ,  p p .  1 6 0 - 1 6 1 ) .  
The assumption that the component life lengths are independent is 
often questionable at best, so it is important to understand multivariate 
extensions of the above classes of life distributions. 
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Extensions of the IFR and DFR from univariate to multivariate are 
due to Thompson and Brindley, 1972. Later, Marshall (1975) also gener­
alized the concepts of IFR and DFR to the multivariate case in various 
ways. We list below some of the definitions which have a direct phy­
sical interpretation. In what follows, let x = (x, , . . . , x ,, t = 
~ 1 n) ~ 
( t  ,  . .  .  ,  t  ) ,  1  =  ( 1 ,  . .  . ,  1 )  a n d  F  ( x  ,  .  .  .  ,  x  )  =  P ( X ,  >  x  ,  .  .  .  ,  
i  n  / w  n  1  n i l  
X > X ). 
n n 
Definition 1.1. 10. A multivariate distribution function F defined 
n 
on the positive orthant is; 
( 1 .  1 . 1 0 .  1  multivariate increasing (decreasing) failure rate very strong, 
F (x + t) 
MIFR-VS (MDFR-VS), if — — is decreasing (increasing) in t, 
F  ( t )  
_ ^ ~ 
for all t, X > 0 and F (. ) > 0; 
~ n ^ 
( 1 .  1 . 1 0 .  2  multivariate increasing (decreasing) failure rate strong, 
F (x 1 + t ) 
MIFR-S (MDFR-S), if ————— is decreasing (increasing) in t, 
F (t) 
H  
for all t > 0, X > 0 and F (. ) > 0; 
( 1 . 1 . 1 0 . 3  multivariate increasing (decreasing) failure rate 
F (t ^  + x) 
MIFR-W (MDFR-W), if — — is decreasing (increasing) in t, 
F { t l )  
n ~ 
for all X > 0, t > 0, F (. ) > 0, together with the same condition on all 
~ ~ n 
marginal survival functions; 
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( 1 . 1 . 1 0 .  4  multivariate increasing (decreasing) failure rate very weak, 
MIFR-VW (MDFR-VW), if — — is decreasing (increasing) in t, 
F (t 1) 
n 
for all t, X > 0, F (.) > 0, together with the same condition on all 
n 
marginal survival functions. 
The following chain of implications between the above variations 
of the MIFR distribution can be verified. Analogous implications 
follow for the MDFR definitions 
MIFR-S 
MIFR-VS MIFR-VW 
MIFR-W 
It is of interest to mention that if the survival times X,, ...» X 1 n 
are jointly IFR-VS, then 
F (x) < P(X. >x.) 
n — 1 1 
is a kind of negative dependence. 
1 . 2 .  O u t l i n e  
Although there seems to be an abundance of literature on positive 
dependence, virtually very little seems to have been done on negative 
dependence. One reason might be that positive dependence among com­
p o n e n t s  i s  o f t e n  b u i l t  i n  m a n y  i m p o r t a n t  m u l t i v a r i a t e  d i s t r i b u t i o n s  u s e ­
ful in describing various physical situations. Mention may be made of 
11  
the celebrated Mar shall-Olkin (1967) multivariate exponential dis­
tribution. Also, positive dependence essentially goes hand in hand 
with an exchangeable sequence of random variables (see e.g. Shaked 
(1977)). Further, the usefulness of positive dependence in hypothesis 
testing, confidence estimation and reliability theory is well-known. 
In spite of the importance of positive dependence in statistics and 
p r o b a b i l i t y ,  t h i s  d o e s  n o t ,  b y  a n y  m e a n s ,  e x h a u s t  a l l  p o s s i b l e  s i t ­
uations in statistical theory and practice. For example, a multi-
normal distribution with all negative pairwise correlation coefficients, 
cannot be expected to exhibit positive dependence among the compo­
nent variables in any sense. The comment applies to other distribu­
tions like the multinomial and the Dirichlet. We shall also see that a 
broad subclass of the multidimensional Farlie-Gumbel-Morgenstern 
family of distributions (see Johnson and Kotz (1975)) exhibits nega­
tive dependence among the component variables in a very strong 
s e n s e .  W e  s h a l l  a l s o  s e e  t h a t  n e g a t i v e  d e p e n d e n c e  i s  u s e f u l  i n  d e ­
riving certain reliability bounds. 
We have introduced in Chapter 2 various notions of negative de­
pendence and have studied their properties and interrelationships. 
I n  s e c t i o n  1 ,  w e  h a v e  i n t r o d u c e d  t h e  n o t i o n s  o f  n e g a t i v e  o r t h a n t  d e ­
pendence (NOD) and strong NOD (SNOD). In Section 2, we have 
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defined the concepts of right tail decreasing in sequence (RTDS) 
and left tail increasing in sequence (LTIS), random variables, 
have studied their properties, and have discussed their inter­
relationships with NOD and SNOD. In Section 3, we have intro­
duced the concept of conditionally decreasing in sequence (CDS), 
r a n d o m  v a r i a b l e s ,  a n d  h a v e  s t u d i e d  i t s  r e l a t i o n s h i p  w i t h  t h e  p r e ­
viously introduced notions of negative dependence. The applica­
tions of these concepts to statistics and reliability are demonstrat­
ed in Section 4. 
We have studied the ordering of negative quadrant dependence 
(NQD) in Chapter 3. The definition and some basic properties of 
NQD ordering are developed in Section 1. In conformity with one's 
intuition, it is shown in this section that the least NQD bivariate random 
vector corresponds to mutually independent random variables, while 
t h e  m o s t  N Q D  b i v a r i a t e  r a n d o m  v e c t o r  c o r r e s p o n d s  t o  t h e  c a s e  i n  
which one of the random variables is a nonincreasing function of 
the other. 
Next, in Section 2, we have considered a family of bivariate dis­
t r i b u t i o n s  w i t h  s p e c i f i e d  m a r g i n a l s ,  t h e  n u m b e r s  o f  t h e  f a m i l y  d e ­
p e n d i n g  o n  a  c e r t a i n  p a r a m e t e r ,  s a y  A s  X  i n c r e a s e s ,  t h e  c o r ­
responding distribution, say becomes increasingly NQD. 
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This concept is illustrated with the aid of certain examples which 
include a certain type of bivariate Farlie-Gumbel-Morgens'cern 
distributions, certain types of bivariate distribution on pdf's con­
stant on ellipses and others. Certain closure properties of the 
NQD ordering are derived in Section 3. It is shown that the NQD 
ordering is closed under convolution, mixture of a certain type, 
nonde créa sing transformations of individual random variables, and 
l i m i t  i n  d i s t r i b u t i o n .  F i n a l l y  s e v e r a l  a p p l i c a t i o n s  o f  t h e  N Q D  o r ­
dering are given in Section 4. 
The various notions of multivariate new better than used (MNBU) 
and multivariate new better than used in expectation (MNBUE) distribution 
have been considered in Chapter 4. In Section 1, we have first introduced 
various existing definitions of MNBU involving a certain hierarchy, 
and have described their physical implications. We have also ex­
amined in this section how several important classes of life distri­
butions satisfy one or the other definition of the MNBU. Various 
closure properties of the MNBU distributions under the different 
definitions are studied in Section 2. 
It is known in the univariate case that the class of IFRA distri­
butions satisfies the NBU property. It is examined in Section 3 
how far the multivariate IFRA distribution introduced by Esary 
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and Marshall (1979) leads to one or the other MNBU definition as 
introduced in Section 1. In Section 4 we have examined how some 
of the shock models with shocks governed by a general counting 
process satisfying certain conditions leads to a MNBU survival 
function. The corresponding result of Marshall and Shaked (1979) 
turns out to be a special case of one of our results. 
In Section 5, we have taken three definitions of the multivari­
ate NBUE (MNBUE) distributions from Buchanan and Singpurwalla 
(1977) and have given physical meanings to these definitions. We 
have also demonstrated with the aid of an example that contrary to 
what is claimed by Buchanan and Singpurwalla (1977), certain chains 
o f  i m p l i c a t i o n s  i n  t h e s e  d e f i n i t i o n s  o f  M N B U E  f a i l s  t o  h o l d  i n  g e n ­
eral. It is known in the univariate case that NBU implies NBUE. 
The relationship among the various definitions of the MNBU and 
MNBUE is also discussed in this section. Also, certain impor­
tant classes of life distributions satisfying one or the other MNBUE 
definitions are given in Section 6; various closure properties of the 
MNBUE distribution under the different definitions is studied. Fin­
ally, in Section 7, we have introduced certain shock models leading 
to MNBUE survival function. 
The respective duals of the NBU and NBUE distributions are 
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the NWU and NWUE distributions. In Section 1 and 5 multivari­
ate NWU (MNWU) and multivariate NWUE (MNWUE) definitions 
are given parallel to the MNBU and MNBUE definitions. We 
have discussed the closure properties of the MNWU and MNWUE 
distributions whenever appropriate. Generating IvINWU and 
MNWUE distributions through shock models is also discussed. 
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2. MULTIVARIATE NEGATIVE DEPENDENCE 
2. 1. Negative Or than t Dependence (NOD) and Strong 
Negative Orthant Dependence 
We start with the definition of NOD. 
Definition 2. 1. 1. The random variables X,,...,X (n>2) are said 1 n — 
to be mutually negative orthant dependent (NOD) if 
n 
P ( X  > x , , . . . , X  > x  )  <  r t  P ( X . > x . )  ( 2 . 1 . 1 )  1 1 n n — . . 1 1 1= 1 
for all real numbers x^, . . . , x^. For n = 2, NOD agrees with nega­
tive quadrant dependence (NOD) as defined in Lehmann (1966). 
The definition (2. 1.1) is motivated from its POD counterpart as 
defined in (1. 1. 1). Alternately, motivated from (1. 2, 1) one could 
define NOD as 
n n 
p ( n (x . < x . ) ) < n  p (x . < x . )  (2.1.2) 
i ^ l  ^  ^  i =  1  ^  ^  
for all real numbers x^, . . ., x^. 
For n = 2, the definitions given in (2. 1. 1) and (2. 1. 2) are equiva­
lent. However, as one might expect, these definitions do not in general 
agree for n > 3. The following example illustrates this. 
Let Xj, X^ and X^ be three random variables assuming the 
values (0, 1, 1), (1, 0, 1), (1, 1, 0) and (0, 0, 0) each with probability 
Then, P (X^ > 0, X^ > 0, X^ > 0) = 0 <-^= P (X^ > 0) P (X^ > 0) P (X^ > 0); 
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but P (X^ < 0, < 0, < 0) = ;| > I = P (X^ < 0) P (X^ < 0) P (X^ < 0). 
There are, however, random variables for which both (2. 1. 1) and 
(2, 1. 2) are satisfied. We shall see examples of this later. Such ran­
dom variables definitely exhibit a stronger form of negative dependence 
than the usual NOD and this motivates us to introduce the following 
definition. 
Definition 2.1.2. The random variables X^, . . . , X^ (n > 2) are said 
to be strong negative or than t dependent (SNOD) if both (2. 1. 1) and 
( 2 .  1 .  2 )  h o l d .  W e  s h a l l  s e e  l a t e r  h o w  S N O D  i s  u s e f u l  i n  d e r i v i n g  r e ­
liability bounds. 
W e  l i s t  b e l o w  a  n u m b e r  o f  i m p o r t a n t  p r o p e r t i e s  o f  N O D  a n d  S N O D  
variables. 
( N l )  A n y  s e t  o f  i n d e p e n d e n t  r a n d o m  v a r i a b l e s  i s  S N O D .  
( N 2 )  A n y  s u b s e t  o f  N O D  ( S N O D )  r a n d o m  v a r i a b l e s  o f  s i z e  > 2  i s  N O D  
(SNOD). 
( N 3 )  I f  X ^ ,  .  .  . ,  X ^  a r e  N O D  ( S N O D )  a n d  g ^ ,  .  .  .  ,  g ^  a r e  r e a l  v a l u e d  
increasing functions, then g^(X^) are NOD (SNOD). 
(N4) The union of independent sets of NOD (SNOD) random variables 
is NOD (SNOD). 
Remark 1. A set consisting of a single random variable is not NQD. 
It might be of interest to note that pairwise NOD does not imply mutual 
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NOD. As an example, consider the sample space Q to be the set of 
equally likely integers w with 1 _< tu £ 8. Let = {l, 2, 3, 4, 5}, 
A^ = {3, 4, 5, 6, 7} and A^ = {2,4, 5, 6, S}. Let denote the indi­
c a t o r  f u n c t i o n  o f  t h e  s e t  A ^  ( i  =  1 ,  2 ,  3 ) .  T h e n ,  P  ( X ^  > 0 ,  X ^  >  0 )  
= I < H = P (Xi > 0) P (X. > 0), 1 < i i j < 3. But 
P ( X ^ >  0 ,  X g >  0 ,  X ^ >  0 )  =  - ^ >  ( - ^ ) ^ =  P ( X ^ >  0 )  P ( X ^ >  0 ) P ( X ^ > 0 ) .  ( 2 .  1 .  3 )  
Before proving any further properties of NOD random variables, 
we need the following definition. 
Definition 2. 1. 3. A random vector Y is stochastically increasing 
(decreasing) in the random variable X if E (f (Y) | X = x) is increasing 
(decreasing) in x for all real valued increasing functions f. We shall 
use the abbreviation SI and SD for stochastically increasing and de­
creasing respectively. 
The following theorem gives a sufficient condition for NQD ness. 
Theorem 1. Let (a) (X^, X^) given a scalar random variable, be 
conditionally NQD, and (b) X^ be SI in \ and X^ be SD in \ or 
(b)' X^ be SD in \ and X^ be SI in X. Then, (X^, X^) is NQD. 
Proof. 
C O V [ f ( X p ,  g  ( X ^ ) ]  =  G O V  [ E  { f  ( X ^ ) | \ } ,  E  [ g  ( X ^ ) | \ }  j  
X. 
+  E  [ G O V  ( f  ( x p ,  g  ( X ^ ) )  I x ]  ( 2 .  1 .  4 )  
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The first term in the right hand side of (2. 1. 4) is nonpositive from (b) 
or (b)' for increasing f and g. For such f and g, the second term 
is nonpositive using assumption (a). Noting that and are NQD 
if and only if GOV (f (X^), g (X^) < 0 for all increasing f and g 
(See Lehmann (1966), Theorem 1 (i)), the result follows. 
Corollary. Let (X^, X^) be NQD, and let Z be independent of (X^, X^). 
Define X = X + aZ, Y = X^ + b Z. Then a b < 0 (X, Y) is NQD. 
Proof, Let a > 0, b < 0. Then X. + a Z is SI in Z and X_ + b Z 
— — 1 2 
is SD in Z. Since (X, Y) given Z is NQD, by Theorem 1, (X, Y) 
is NQD. Similarly, one handles the case a < 0, b ^  0. 
Remark 2. The following example shows that the converse of the above 
corollary does not hold. Suppose (X^, X^) has a bivariate normal 
distribution with zero means, unie variances and correlation coeffi-
3 1 
cient . Hence (X^, X^) is NQD. Let Z be N (0,—) variable 
distributed independently of (X^, X^). Let X = X^ + Z, Y = X^ + Z. 
Then GOV (X, Y) = < 0. So, (X, Y) is NQD. 
The following theorem shows that for binary random variables, 
NQD ness is equivalent to nonpositiveness of the correlation coeffi­
cient between the two random variables. 
Theorem 2. Let X^ and X^ be two binary random variables. Then 
(X , X^) is NQD if and only if GOV (X^, X^) < 0. 
Proof. Without loss of generality, assume that each X^ and X^ 
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assumes the values G and 1. Then COV (X^, X^) < 0 <=> P (X^ = 1, 1 ) 
< P(X^= 1) P(X^= 1) i.e. P(X^ > 0, X^ > 0) < P(X^ > 0) P(X^ > 0). 
Since, P (X. > G, X^ > 1 ) = P (X. > 0) P (X^ > 1 ) 1 < i j: j < 2, and 
P(X > 1,X^ > 1) = G = P(X^ > 1) P(X^ > 1), the result follows. 
Notation. Let x = (x . ., x ), y = (y , . . • , y ). We say x > y if 
/"S/  ^  ^ /"V 
X > y for ail ^ = 1,. . ., n. 
i ~  l  
For proving the next theorem, we need the following definition. 
Definition 2. 1.4. A random vector Y is said to be stochastically 
right tail increasing (decreasing) in the random vector X if 
JE [f (%) IX > x] is increasing (decreasing) in x for every real valued 
increasing f. 
Theorem 3. Let (a) X be NOD, (b) Y^ be conditionally 
independent given X, and (c) Y^ be stochastically right tail de­
creasing in X for all ^ = 1, . . ., m. Then, (i) (X, Y) is NOD; 
(ii) Y is NOD. 
n m m n n 
Proof. P(n ( X . > x . ) ,  n ( Y  > y  ) ) = P (n ( Y  > y  ) ]  n ( X  > x . ) )  P {n ( X . > x . ) )  
j = i  J  ^  J & = 1  ^  ^  j e = i  j = i  ^  ^  j = i  J  ^  
m n n 
= n P ( Y  > y  In ( X . > x . ) ) P (n ( X . > x . ) ) ,  u s i n g  ( b )  
^ = 1  ^  ^  j = l  ^  '  j = l  ^  
m n 
< n P ( Y  > y  )  n P  ( X .  > x . ) ,  u s i n g  ( c )  a n d  ( a ) .  
Z = 1  ^  ^  j = l  ^  ^  
(ii) It follows from (i) by making x^ , j = 1, . . . , n. 
The next theorem demonstrates the preservation of the NOD 
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property under limits. 
Theorem 4. Let {X^;n > l} be a sequence of NOD p-dimensional 
random vectors with distribution functions H such that H H 
n n 
weakly as n -> œ where H is the distribution function of a random 
vector X= {X , . ,., X ), Then, X is NOD. 
^ 1 p /v 
Proof. For any real x^, . . . , x^, writing X^ = (X^^, . . ., X^^), n ^  1, 
P ( X , > x , . . . , X  > x ) =  l i m  F  ( X -  > x  .  .  . ,  X  > x  )  
^ 1 1  P  P  ^  '  I n  1  p n  p  
P P 
< lim n P{X. >x.)= n P ( X . > x . ) .  
j = l  J  j = l  J  ^  
In what follows if H is the distribution function for a p-dimensional 
random vector X = (X , . . ., X ), we write 
~ P 
H  ( x  ,  .  .  . ,  x  )  =  P  ( X  > x  ,  .  .  . ,  X  > x  ) .  
1 P 11 P P 
Theorem 5. Let and be two multivariate NOD distributions 
both having the same one-dimensional marginals. Then if = a 
+  ( l - a ) H , ,  a  6 ( 0 , 1 ) ,  H  i s  a l s o  N O D .  1 a 
Proof. By definition, the one-dimensional marginals of are the 
same as those of or H^. Also 
P ^  ( X i > X i ,  . . . , X ^ > x ^ )  =  > x ^ ,  .  . . , X p > X p )  
+  ( 1 - a )  P —  ( X  > x  , . . . , X  > x  )  
1 1 P P 
P P 
< a n  P û  ( X . > x . )  +  ( l - a )  n  F -  ( X . > x . )  
j = l  o  '  ^  j = l  J  J  
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= n P- (X^>x ). 
j= 1 "a •' J 
Hence, H is NOD. 
a 
2. 2. Right Tail Decreasing in Sequence (RTDS) and 
Left Tail Increasing in Sequence (LTIS) 
In this section we present some other notions of negative dependence 
stronger than the NOD. 
Definition 2.2.1. A sequence . . ., X^} of random variables is 
said to be right tail decreasing in sequence (RTDS) if for all real x^, 
X  —  1 , . . . ,  n  ~  1 J  
i 
( 2 . 2 . 1 )  
J- ^ 
is decreasing in . . ., x^. If (2. 2. 1) holds for n = 2, X^ is said 
to be right tail decreasing (RTD) in X^. We now show that RTDS ^ NOD. 
Theorem 6. If (X^, .. ., X^) (n > 2) is RTDS, then it is also NOD. 
n  n  i - 1  
Proof. p(n (X . > x . ) )  =  p (X,> x , )  n P (x . > x . ln  (x . > x . ) )  
j = i  ^  ^  i = 2  '  '  j = l  J  '  
n 
< n p (x . > x . )  
~ i = l  '  '  
making x^ -> (j = 1, . . ., i-1). The result follows. 
Parallel to the RTDS, we now define the left tail increasing se­
quence (LTIS) property. 
Definition 2. 2. 2. (X^, . . ., X^) is said to be LTIS if for all real x^. 
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J- 1 
is increasing in x^, . . ., x^. If (2. 2. 2) holds for n = 2, the property 
i s  r e f e r r e d  t o  a s  t h e  L T I  p r o p e r t y .  N o t e  t h a t  L . T I S  i m p l i e s  ( 2 .  1 . 2 ,  ) .  
The next example shows that RTD ^  LTI. Let (X, Y) be two 
random variables having a joint probability function as follows. 
X  
0 1 2 3 
0 . 15 . 10 . 20 . 25 . 70 
1 . 10 . 10 . 10 0 . 30 
. 2 5  .2 . 3 . 25 1 
3 44 Then, P ( Y > 0 | X >  0 )  = P (Y>0|X>1) = 
30 P  ( Y > 0 | X > 2 )  =  Y ^ ,  P  ( Y > 0 | X > 3 )  =  0 .  H e n c e ,  Y  i s  R T D  i n  X .  
However, P (Y = 0| X< 0) = —> — =P(Y=0| X< 1), hence, Y is not 
LTI in X. 
The next example illustrates that LTI^ RTD. Suppose (X, Y) 
has the joint probability function as follows. 
X  
0 1 2 3 
0 . 10 . 1 5  .2 . 15 . 60 
1 . 15 . 10 . 05 . 10 . 4 0  
. 25 . 25 . 25 . 25 1 
Now P (Y = 0|X< 0) = I", P (Y = 0|X< 1) = p P (Y = 0|X<2) = | and 
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3 P  ( Y  =  0 j X < 3 )  =  H e n c e ,  Y  i s  L T I  i n  X .  B u t  
P  (Y = 1 jX> 1) = . 3 < . 40 = P (Y = 1 jX> 2). Hence, Y is not RTD 
in X. 
It is easy to show that JLTI ^ NQD. However, for n > 3, 
LTIS ^ NOD. The following example illustrates this. 
Let X, Y and Z be three random variables such that conditional 
on X < X and Y < y, Z has distribution function 
P ( Z < ^ z | X j < x ,  Y < y ) =  1  -  e x p  {  -  z  ( x + y ) } ,  Z  >  0 ,  ( 2 .  2 .  
while X and Y have the joint probability function as given in (2. 2. 3). 
Since the right hand side of (2. 2. 4) is increasing in x and y, and 
from the previous example, (X, Y) is LTI, (X, Y, Z) taken in this se-
quence is LTIS. However, since P(Z^z|X_<x)= 1-e and 
P ( Z < z | Y < y ) =  1  i t  f o l l o w s  a f t e r  s o m e  a l g e b r a  t h a t  
P (X > 2, Y > 0, Z > 2) = exp (-8) - 1. 35 exp (-6) + . 45 exp (-4) 
> (. 1) exp (-8) = P (X > 2) P (Y > 0) P (Z > 2). 
We list below the following properties of RTDS. 
( R l )  A n y  s e t  o f  i n d e p e n d e n t  r a n d o m  v a r i a b l e s  i s  R T D S .  
(R2) Any subset of RTDS random variables is RTDS. 
(R3) If X,,...,X is RTDS and g , . . ., g are increasing Bor el In In 
measurable functions, then Sj )»•••» is RTDS. 
The following theorem provides a characterization of RTD in the 
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bivariate case. 
Theorem 7. Let X= ( X  X ^ ) .  Then X^ is RTD in X^ 
<=> P (X^ > x^jX^ > x^) J ,  in for all real x^ <=> E [f (X^) j X^ >x^ ] 
in x^ for all real valued increasing bounded continuous f. 
Proof. X_. RTD in X <=> P (X_. > x^ | X > x ) in x for all real x_, Ù  1  ^ Z, 1 i i ^ 
P (X^ > x^ Î X^ > x^ ) J, in x^ for all real x^. 
Now assume E [f (X^) |X^ > ] J, in x^ for all real valued increasing 
b o u n d e d  c o n t i n u o u s  f .  D e f i n e  u  ( y )  =  0 ,  k  [ y - ( x  - k  ^ ) ]  o r  1  
according as y < x^ - k ye [x^-k x^] or y > x^. Note that for 
each k and x , u (y) is t in y. Hence, E [u (X ) ] X > x ] Z X 6 i i 
(k) J, in Xj for each fixed x^ and k. Also, u^ (y) is 4 in k for each 
^ (k) I fixed X and y, is bounded above by 1 and u (y) I as k -> <=, 
' "2 [y>x,] 
I being the usual indicator function. 
Hence applying the monotone convergence theorem for conditional expectation, 
E  [ I  I X  > x  1  i s  i n  x  i .  e .  P  ( X  > x  | X  > x  )  [%] 
is in x^. 
Conversely if E[l |X >x ]is>lin x for each fixed x_, 
it follows in succession that E (f (X^)|X^ ^ ^1^ is 4- in x^ for every 
normegative simple function f, for every nonnegative increasing f 
and finally for every increasing f implying the result for every 
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bounded continuous increasing f. 
Remark 3. We could have stated Theorem 7 with "all real valued in­
creasing f" replacing " all real valued increasing bounded continuous 
f" . The proof of the theorem would then be simpler. But in later 
application we need the fact that "E [f (X^) |] •I in for all 
real valued bounded continuous f => P (X^ >x^ | X^ >x^ ) i in x^ for 
all real x^" which would have then required a separate proof. 
Remark 4. Theorem 7 can be generalized to a multivariate RTDS 
sequence of random variables. 
Remark 5. A theorem similar to Theorem 7 can be proved for L.TI 
or in general LTIS sequence of random variables. 
The following theorem exhibits a RTD (or LTI) preservation 
property. 
Theorem 8. Let (a) X^ be RTD (LTI) in X, conditional on 
^ 1 /V 
Then X _  is RTD (LTI) in X  .  
Proof. Let x^ < x^. Note that if the stated RTD property holds, 
then 
P  ( X ^ > x ^ | X ^ > x ^ )  =  E  [ P ( X g > X g | X ^ > x ^ , X ) ]  
\ 
>  E  [ P ( X ^ > x ^ | X ^ > x ^ , \ ) ]  
\ 
=  P ( X ^ > X 2 l X j > x . )  
for all Xg. Similarly, one handles the LTI case. 
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Corollary. Let be RTD in X^, and let Z be independent of 
( X j ,  X ^ ) .  D e f i n e  X  =  X ^  +  a Z ,  Y  =  X ^  +  b Z ,  w h e r e  a ,  b  a r e  c o n s t a n t s .  
Then Y is RTD in X. 
Proof. Must show P (Y>y|X>x)^in x for all real y. But for 
x' <x", 
P  ( Y > y | X > x ' )  =  P  ( X ^  +  b Z > y | X  +  a Z > x ' )  
=  E  P  ( X  > y - b Z j x  > x ' - a Z ,  Z )  
Z 
>  E  P  ( X  > y - b Z j X  > x " - a Z ,  Z )  
Z ^ 
=  P  ( X ^ > y - b Z | X ^  +  a Z > x " ) .  
This proves the result. 
The next theorem shows that RTDS property is preserved under 
limits. 
Theorem 9. Suppose converges to H, and the sequence of multi­
variate random variables related to H is RTDS. Then the multi-
n 
variate random variable related to H is RTDS. 
Proof. Use Theorem 7 and the Helly-Bray Theorem. 
Next note that if and are two multivariate RTDS distri-
p 
butions defined on R such that all the marginals < p for and 
H, are the same, then for any a ç (0, I), H (x , . . ., x ) 
^  a l p  
=  a  ( X j ,  .  .  . ,  x ^ )  +  ( l - a )  ( x ^ ,  .  .  .  ,  x ^ )  i s  a l s o  R T D S .  I n  t h e  s p e ­
cial case when and are two bivariate distributions with the 
28 
same marginals, is RTD. 
The final two theorems in this section relate to RTD and RTDS 
preservation properties. 
Theorem 10. Let (U, V) be RTD, Z be independent of (U, V), and 
let f and g each be a Borel measurable map from R^ to R with 
f (u, •) increasing in u and g (., v) increasing in v. Define 
X = f (U, Z), Y = g (V, Z). Then (X, Y) is RTD. 
Proof. P {Y>y|X>x) = P (g (V, Z)>y|f (U, Z)>nj. Now, 
P {g (V, z)>y|f {U,z)>x, z} in x. 
Hence, using Theorem 8, the result follows. 
Theorem 11. Let (a) X = (X^, . ., X^) be a RTDS sequence of random 
variables, g^:R •> R be a Borel measurable increasing function for 
each 4= l,...,n. (b) Z = (Z , . . ., Z ) be a RTDS sequence of ran-
1 n 
dom variables which is independent of X. Define Y = g (X ) + Z , 
^  Â J  Z  X J  X J  
l , . . . , n .  T h e n  Y ^ , . . . , Y ^  i s  R T D S .  
Proof. First note that for £ = 2, . .. , n, 
J&-1 JÎ-1 
P  [ Y  > y  I  n  ( Y  > y  ) 3  =  E  { P  ( Y  > y  I  n  ( Y  > y  ) ,  Z ) }  
X J^L J  J  2  4  A J  J  ^  
=  E t P C g ^ ( X ^ , > y ^ . Z j n  ( Y . > y . , . Z ) ] .  
J —  1  
Now by property R3, (g(X^^ ),..., g^(X^)) is RTDS. Also, Z is RTDS. 
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j6- 1 
Hence, E [P {g .(X ) >y - Z | 0 (g (X)>y -Z), Z}J is i in 
2 JU Xt X/ ^ j_ 2 J J J 
2. 3. Conditionally Decreasing in Sequence (CDS) 
We introduce now another notion of negative dependence. 
Definition 2.3.1. The random variables X,, . . ., X are said to be I n 
conditionally decreasing in sequence (CDS) if for i = 2, 3, .. ., n and 
all real numbers x^, 
F  ( X . > x . | X  =  .  .  . ,  X .  =  X. J  ( 2 . 3 . 1 )  
1  i i  1  1 - 1  i - i  
is decreasing in x , .. ., x. . In the case n = 2, X_ is said to be 
1  1 —  1  6  
negative regression dependent (NRD) in X^ in the terminology of 
Lehmann (1966). 
The following lemma relates the PRD and the NRD properties 
of random variables. 
Lemma 1. (i) (X^, X^) is NRD if and only if (-X^, X^) is PRD. 
(ii) (X^, Xg) is NRD if and only if (X^, -X^) is PRD. 
Proof, (i) Let (X^, X^) be NRD. Let y^ < y^. Then 
P  - X j  =  y , )  =  P  ( X 2 > X 2 | X j  =  - y , )  
< P ( X ^ > X ^ | X ^ .  - y , )  
= P (^2 ^ ^=21-^1 = >'2'-
Hence (-X^, X^) is PRD. The other side is proved similarly. 
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(ii) The proof of (ii) is similar to the proof of (i). 
Theorem 12. If (X^, X^) is NRD, then it is also RTD. 
Proof. (X , X^) is NRD <=> (X , -X^) is PRD £> ( X ^ ,  - X ^ )  is 
RTI. Also, it can be shown in the same way as the proof of Lemma 1 
that (X^, -X^) is RTI <=^ (X , X^) is RTD. 
Remark 6. One can similarly show that if (X^, X^) is NRD, then it 
is also LTI. 
It is tempting to conjecture that CDS => RTDS. The following 
example shows that this is not always true. 
Let X^, X^, X^ be three random variables such that conditional 
on X^ = and X^ = x^, X^ has probability density function. 
f (X3) = Xg exp (-x^ x^), x^ > 0, 
while X^ and X^ have the joint probability function as follows: 
0 1 2 
1 0 . 2 . 3 . 5 
2 . 2 0 . 1 . 3 
3 . 1 . 1 0 . 2 
. 3 . 3 . 4 1 
Then, P  ( X ^ > l | X ^ =  0) = 1, P (X^>l|X^= 1) = j, P  ( X ^ > l | X ^ =  2 )  =  
P (X^>2|X^= 0) = P (X^>2|X^= 1) = Y' P (X^>2|X^= 2) = 0. Hence 
X^ is NRD in X^. Also, P (X3>x[X^ = x^, X^= x^) = exp (-x^x) ^ in 
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Hence, (X^, X^, X^) is CDS. However, using the identity 
P  ( C j A U B )  =  P  ( C | A )  P(A) + P (C B) P ( B )  P(A)+P{B) ' ' ' P(A)+P(B) 
when P(A) > 0 , P(B) > 0, and A and B are disjoint, one gets 
P  ( X ^ > x | X ^ > 0 ,  X ^ > 1 )  =  Y  [ P ( X ^ > x | X ^ =  1 , X ^ =  3 )  
+  P ( X ^ > x | X ^ =  2 ,  X ^ = 2 ) J  
— [exp (-3x) + exp (-2x)J, 
while 
P ( X ^ > x | X ^ > l , X ^ > l )  =  P ( X  > x | X ^ =  2, X ^ =  2) = exp (-2x) 
so that 
P ( X  > x | X ^ > l , X ^ >  1 )  >  P ( X ^ > x | X ^ > 0 ,  X ^ >  1 )  f o r  a l l  x >  0 .  
Hence, ( X  ,  X  ) is not RTDS. 
As we mentioned in chapter one,the concept of TP^ defined in 
(1. 1. 4) has been found to be very useful in connection with positive 
dependence. For proving NRD it is convenient to verify a property 
similar to (1. 1.4) with the inequality going in the opposite direction. 
Theorem 1 3. Let (X, Y) have the joint probability density function 
f (x, y) which satisfies 
f ( X j , y j )  f ( x ^ , y 2 )  
f (Xg, y^) fCx^, y^) 
< 0. (2. 3. 
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for every choice < x^, y^ < y^. Then (X, Y) is NRD. 
Remark 7. An example of a bivariate density satisfying (2. 3. 2) is 
f{x, y)=x+y, 0<x< 1, 0<y<l, because the, f (x^, y^) f (x^, y^) -
f  ( X j ,  y ^ )  f  ( X 2 ,  Y i )  =  -  ( X ^ - X i )  ( y 2 - y i )  <  0  f o r  0 < x ^ < x ^ < l ,  
o < y i < y 2 < i .  
Proof of Theorem 13. For x^ ^ ^^2' ^1*^^2' have. 
£ ( = 2 - ^ 1 )  
< 0 
=> / " f  ( X j . y ^ )  d y ^  / " f  ( x ^ . y ^ )  d y ^  
> 0 
/ t ^ ( X j , y ) d y  J ^ f C x ^ ,  y ) d y  
> 0 
J' " f ( X j . y ) d y  y ) d y  
f j  ( X j l  
'l 
> 0 
(f J (x) denoting the marginal probability density function of X) 
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f  ( 3 ^ 2 ' y ) d y  
P  ( Y > t | X =  x ^ )  >  P  ( Y > t | X = x ^ )  
which shows that Y is NRD in X. By symmetry of the condition 
(2. 3. 2), X is NRD in Y. 
In the definition of Karlin (1968), a function f:R -> [0, <*>] is said 
to be TP, in pairs if for any pair (x.,x.), f (x , . . . , x., , . ., x., . . ,, x ) 
^ 1 J 1 1 J n 
viewed as a function of (x.,x^) with the other arguments held fixed 
satisfies 
f  ( x  ,  •  «  • ,  X . ,  •  •  • ,  X . ,  «  •  * ,  X  )  f  ( x  f  »  »  »  f  X . ,  #  •  » ,  x ! ^  "  f  X  )  i i j n l  i j n  
f  ( x  ^ ,  •  •  • ,  x ! ^ ,  •  »  • ,  X j ,  •  •  • ,  x ^  )  f ( x ^ , B » . ,  x %  •  •  • ,  x ^ ,  #  *  *  ,  x ^ )  
>  0  ( 2 .  3 .  3 )  
for every x^<x!^, x^ <xl (i = 1, . , ., n, j = 1, . . . , n). He also showed 
that if (2. 3. 3) holds for a probability density function f, then every 
marginal of f satisfies the TP^ in pairs condition. However, if 
instead of (2. 3. 3) one has 
f (x^, • • • , X., « # .  , Xj, , * # ,  X ) f (x^, • • • , X^, • • • , x^^ • • « , x^) 
f (x, x: ,  X  )  f  ( x  ,  .  . . ,  X l ,  .  .  . ,  x ' . ,  .  .  .  ,  X  )  
n 1 1 j n 
< 0 (2. 3.4) 
for every choice x^<x^, x^<xj, then it does not necessarily imply that 
every marginal of f satisfies (in pairs) something similar to (2. 3. 4). 
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The following example illustrates this. 
Let X^ and X^ be identically independent random variables 
w i t h common probability density function (pdf) f{x)= 2x, 0<x< 1. Let 
Y,<Y-<Y, denote the ordered X.'s. Then joint pdf of Y,, Y, and 1 — L— J 1 i 6 
Y3 is 
g ( V J ,  V J .  V J )  =  4 8  0  <  Y J  <  Y 2  <  Y J  <  ! •  ( Z .  3 .  5 )  
It is easy to check from (2. 3. 5) that g (y^, y^, y^) satisfies (2. 3. 4) in 
pairs. However, note that the joint pdf of Y^ and Y^ is 
h ( y j ,  7 3 )  =  2 4  y ^ y ^  ( y ^ - y ^ ) ,  0  <  y ^  <  y ^  <  1 .  ( 2 . 3 . 6 )  
Hence if y^ <y^ ^ ^3*^^3' follows from (2. 3. 6) that 
h  ( Y j »  Y g )  h  ( y ' j ,  y ^ )  -  h  ( y ^ ,  y ^ )  h  ( y ' ^ ,  y ^ )  
= 576 [(yj'^-y^^Xy^-yj) - (y'3^-yj)(y3-y'/)] 
= 576 Yj^Yjy^y^ (^^"^3) (y'i^~yi^ - ^  ' 
i. e. the joint pdf of Y^ and Y3 is TP^. 
We shall now show how conditions similar to (2. 3. 4) for every 
marginal leads to CDS. 
Theorem 14. Let (a) f (x^, . . . , x^) denote the joint pdf of (X^, . . . , X^) 
satisfying (2. 3. 4) in every pairs of arguments when the remaining 
arguments are held fixed. It is also assumed that (b) all the marginals 
f^ (Xj, . . ., Xj^), 1 < k < n satisfy an analogous version of (2. 3. 4) for 
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every pair of arguments when the remaining arguments are held fixed. 
T h e n ,  ( i )  ( X ^ ,  .  .  . ,  X ^ )  i s  C D S ;  ( i i )  e v e r y  p e r m u t a t i o n  o f  X ^ ,  .  . .  ,  X ^  
is CDS. 
Proof. Fix x^, . . ., each at + 0 0 .  Then, ^2 ^^1'^2^ satisfies 
( 2 ,  3 .  2 ) ,  s o  t h a t  b y  T h e o r e m  1 3 ,  ( X ^ ,  X ^ )  i s  N R D .  A g a i n  f o r  f i x e d  
x^, fg (x^jx^, x^) satisfies an analogous version of (2. 3.4). Hence, 
for fixed x_, P (X > x | X = x , X = x ) is J, in x for fixed x . 
^  3  J  1  1  ^  ^  1 ^ 
Repetition of this argument yield the desired result that P (X^>x^jX^ 
= X , . . ., X. = X. ) is decreasing in x , . . . , x. for each 
I  i - l i - I  1  1 - 1  
i = 2, . . . , n. By symmetry, every permutation of (X^, . . ., X^) is 
also CDS. 
The next theorem proves RTDS property for a sequence of 
random variables when the tail of the distribution function satisfies 
properties similar to (2. 3.4). Define (x^, . . . ,x^) 
=  P  ( X ^  > x ^ ,  .  ,  . ,  X ^ > x ^ ) ,  l < k < n .  
Theorem 1 5. Let (a) F^ (x^, . . ., x^) satisfy (2. 3. 4) for every pair 
of arguments for fixed values of the remaining arguments; (b) 
F^ (x^, ...» x^) also satisfies the analogous version of (2. 3. 4) for 
every pair of arguments for fixed values of the remaining arguments. 
Then (i) (X^, . . ., X^) is RTDS; (ii) any permutation of (X^, ..., X^) 
is also RTDS. 
Proof. The proof of this theorem is very similar to that of Theorem 
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14, and hence is omitted. 
The following lemma is needed to prove the next major theorem, 
namely the CDS property is preserved under limits. 
Lemma 2. Let (Xj,...,X^) be CDS. Then E (i/) (X^) | 
=  X ,  . .  . ,  X .  =  X.  ) is decreasing in x , , . ., x. for every in-
1 1-1 1-1 1 1- i 
creasing integrable function ij). Moreover X = (X^, . . . , X^) is CDS 
if and only if E ( i f )  (X^) |X^ = x^, . . . , X^ 1 ~ ^i decreasing in 
X  ,  , .  . ,  X .  for all real valued bounded continuous increasing ip. 
1  i - 1  
Proof. The proof of this lemma is comparable to the proof of Theorem 
7. Hence, it is omitted. 
We are now in a position to prove the preservation theorem of 
CDS under limits. 
Theorem 16. Let (X^, n > l} be a sequence of p-dimensional CDS 
random vectors with distribution function [H , n > l) such that 
n — 
H -> H weakly as n where H is the distribution function of a 
n 
p-dimensional random vector X. Then, X is also CDS. 
Proof. Use Lemma 2 and the Helly-Bray Theorem. 
We now aim at showing that CDS ^ NOD. Ahmed et al.(1978b) 
have shown that CIS ^  Associatedness => POD. We find it hard to 
develop a meaningful dual of associatedness for negative dependence. 
Hence, we try to build a direct proof of the fact that CDS ^  NOD. 
With this end, we first prove the following lemma. 
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Lemma 3. Let {X,,...,X ) be CDS. Then = (X,,...,X^ ^, in 1 
^^+1' ' • ' ' CDS for each i  -  1 ,  . . .  ,  n .  
Proof. All we need show is for any j ^  + 1, 
P  ( X .  > x .  | X  =  X  ,  .  .  .  ,  X .  = x  . . . , X .  , = x .  ;  i f  i , )  i s  > 1 / i n  J  j '  1  1  1 - 1  1 - 1  J - 1  J - 1  
x ^ ,  ,  .  . ,  x ^ ,  .  .  . ,  ^  ( i j :  J l ) .  B u t  f o r  a n y  n o n d e c r e a s i n g  r e a l  v a l u e d  
function 0, if {i^ Z), for 1, 
E lip (Xj) |X^ = x^, . . . , Xj,= x^, . . ,, Xj_^ = Xj_^, if jgj 
=  E  E  [ _ ) j )  ( X . ) | X = x , , . . . , X .  =  x . , . . . , X .  ^  =  X  , ,  X  1  J  1  1  J - i  j - x j - l J i  
> E^ E [0 (X JIX^ = XJ, . . . , X^ = x% . , ., ^ j_ 2 -
=  E  [0  ( X . )  [ X  =  X ,  .  .  . ,  X .  =  xl ,  .  ,  . ,  X .  = x .  ;  i f  ^ ] .  J  1  i  1 1  J - 1  J - 1  
This proves the lemma. We need the following immediate corollary 
to this lemma. 
Corollary. Let X* = (X. , . . ., X. ) be a k-dimensional subvector 
~ h \ 
o f  X  =  ( X , ,  .  .  . ,  X  ) .  T h e n  X  i s  C D S  ^  X *  i s  C D S .  
^ 1 n' 
We are now in a position to prove the final main theorem of this 
section. 
Theorem 17. Let X = (X., . . . , X ) be CDS. Then (X , , . ., X ) is 
^ 1 n in 
NOD. 
Proof. We use induction. For n = 2, the result follows from the 
f a c t  ( s e e  T h e o r e m  1 2 )  t h a t  N R D  ^  R T D  ^  N O D .  A s s u m e  n o w  t h e  r e ­
sult to be true for n = k, and prove it for n = k + 1, First note that 
38 
°  ^  ' * k + l  ^  * k + l l ^ ^ V '  •  ' ' ^ Z ^ V ^ l  ° *  '  *  
P (X^>Xg|X^ = x). 
Using the CDS property of the given sequence of random variables, 
it follows that each of 
P  . .  . , X ^ > X g ,  =  X ) ,  
^  • •  =  X ) ,  .  . . ,  
P (X^>x^|X^ = x) is j in x. 
Writing now 
Y = I , P {Y = 11 X = x) is •], in X. 
Hence, P (Y = 1,X >x^) < P (Y = 1) P (X^ >x^) i. e. 
^ ^  (^+1 >"^+1' " " ^ (^1 >"i)' 
From the corollary to Lemma 3, (X^, • . ., X^^ ^  ) is also CDS. 
Hence, using the induction hypothesis 
k+1 
P  ( X ^ ^ ^ > x ^ ^ ^ , . . . , X 2 > x ^ )  <  n  P ( X . > x . ) .  ( 2 . 3 . 8 )  
1=2 
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Combining (2. 3. 7) and (2. 3. 8), 
k+1 
n  p ( x . > x . ) .  
i= 1 
This proves the theorem. 
The following lemma shows that CDS in fact implies the stronger 
SNOD property. 
Lemma 4. (X,,...,X ) is CDS ^  (X,, . .. , X ) is SNOD. In In 
Proof. In view of Theorem 17, it remains only to show that 
n 
P  ( X  <  X  ,  .  .  . ,  X  < x  ) <  n  P ( X . < x . )  1  —  1  n —  n  —  .  ,  1 — 1  1= 1 
for all real x^, . . ., x^. Let = -X^ (i = 1 ,  ,  n). Note that 
(Yj, . .., Y^) is also CDS. Hence, 
P  ( X ^  < x ^ ,  .  .  . ,  X ^ < x ^ )  =  P  ( Y j  >  -  x ^ ,  . .  .  ,  Y ^ >  -  x ^ )  
n n 
< n p(Y. > - x . )  =  n p(x. < x . ) ,  
i= 1 ^ ^ i= 1 ^ ^ 
for all real numbers x^, . . ., x^. The result follows. 
2. 4. Applications 
First we see an application in reliability theory. With this end, 
the following theorem is proved. 
Theorem 18. If X^, . . ., X^ are SNOD binary random variables, 
then, 
n n 
( a )  P  ( n  X . =  1 )  <  n  P  ( X . =  1 ) ;  
i = l  ^  i = l  ^  
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n n n n 
(b) P (Li X.= 1) > U P ( X . =  1 ) ,  w h e r e  U x. = 1 - H ( 1  - x . )  
i = l  ^  i = l  ^  i = l  ^  i = l  ^  
for all x^, . . ., x^. 
n 
Proof, (a) P(n X^= 1) = P (Xj= 1, . . . , X^= 1) = P (Xj >0, . . X^>0) 
i^l 
n n 
< n p (x.>o)  = n p (x.= 1); 
1 ^ i= 1 
n 
(b) P (U X.= 1) = P (max X. = 1) = 1 - P (max X. = 0) 
i= 1 ^ l<i<n ^ l<i<n 
n 
=  1  - p  ( X ,  < 0 , . . , , x  < o )  >  1  -  n  p  ( X . < o )  
1 —  n— — . , 1 —  1= 1 
n n 
=  1  -  n  p (x. = 0 )  = U  p (x.= 1 )  
i= 1 ^ i= 1 
In fact even if X^, . . . , X are not binary but still S NOD, one gets the 
inequalities 
n 
P ( m i n X . > x ) < n  P ( X . > x )  ( 2 . 4 . 1 )  
l<i<n ^ i=l ^ 
n 
P (max X. >x) > U P(X.>x) (2.4.2) 
1 <i^ ^ i= 1 
Remark 8. The above theorem shows that if we calculate the reliability 
of a series system assuming the components to be independent when in 
fact they are NOD but not independent, we will overestimate system 
reliability. The reverse is true for a parallel system. 
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Next we show how a few well-known, multivariate distributions 
r .  
exhibit some negative dependence among component variables. 
Example 1. Let , X^) have a multinormal distribution with 
mean vector .. ., and variance-covariance matrix 2 which 
is positive definite. Let E. = ((r^^)) = Z Suppose r_ > 0 for all 
1 < i, j ^  n. Since the joint pdf of (X^, . . ., X^) is 
f  { x  ,  .  .  . ,  X  )  =  ( 2 1 1 )  2  I  Z  I  2  e x p  r  ( x  - | i  ) ( x  - p ,  ) ]  
- l<i<j<n ^ ^ J 
for any pair (i, j), one can write 
f (x .  .  .  ,  X ) = c (x^^^) c (x^'^^) exp {- r. .x. x ), 
J -  ^  ^  Ù  I J I J  
where x^^^ = (x . . ., x, x. , . . . , x ), 1 < i < n. Now for any 
2 i * A X Jii 
x^<x!, x^<xl (i< j) one has 
f (x^, . , . , ) Xj^ • • • , f (x^ J • • • 9 * * * ' f • • • * 
f ( x ^ ,  • •  ,  ^  X [  y • •  , ,  X ^ ,  •  •  •  ^  f ( x ^ ,  •  .  *  y •  •  •  >  >  •  •  •  >  
= c (x^^^) c c (x^'^^) c (x^'^ {exp [-r (x.x +x'xp] 
^  ^  I J  1  J  1  J  
- exp [- r_ (x^xl + x^x^)]} < 0, ( 2 . 4 . 3 )  
Since (x.x. + xlxl) - (x.x! + x.'x.) = (xl - x.) (x[ -x.) > 0 and r.. > 0. 
1  J  1  J  i j i j  i i j j  i j  
Also for any subset (X^^, .. ., X^) of (X^, . . ., X^), an inequality simi­
lar to (2. 4. 3) is satisfied. Hence, using Theorem 14, (X^, . . ., X^) 
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is CDS, and hence SNOD. 
Example 2. Let X = (X,, . .., X, ) have a multinomial distribution 
k 
with joint probability function 
f (x^, . . . ,Xj^) = N! 
n  X . !  ( N -  2  X . ) !  
i= 1 ^ i= 1 
n  p  N i - 2  
bi ' i=i ' 
k k • 
X .  > 0 ,  2  x . < N ,  p . > 0 ,  Z  p .  <  1 .  
i= 1 i= 1 
Note also that any subset , X^^) of (X^, .. -, X^) is multi­
nomial with appropriate parameters. Now for any x^<xj^, x^ <xj. 
f (X^ f m m » y X^, • • • , X^, • • • , X^) f  ( x ^ ,  .  .  . ,  x ^ ,  .  .  . ,  x l ,  .  
f  ( x  ,  «  #  * ,  x [ ,  •  •  •  ,  X . ,  ,  #  *  ,  X  )  f  ( x  ,  *  .  .  ,  X Î ,  *  #  ,  X * ,  
V 
( N I )  X ,  X . + x !  x .  +  x l  
4 4  J  
X  [ { ( N -  2  X  - X . - x . ) ï )  { ( N -  S  X  - x : - x ; ) ! j  ^  
Mi '  '  '  ^ ' 
- £ ( N - 2  X. - X .  - X ; ) ! )  Î ( N - 2  X - - X ! - X . ) ! ) } ^ ] < 0 .  
4# j  '  '  ^ '  
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A similar inequality holds for the joint probability function of any sub­
set of (Xj,...,X^), and once again, from Theorem 14, (X^, . .., X^) 
is CDS, and hence SNOD. 
Example 3. Let X^, . . , , X^ have the joint Dirichlet pdf 
f (x^, . 
k 
r  (2 a ) 
i=l 
k+1 
n  r ( a  )  
i = l  
k  a . - l  k  a .  - 1  
n X. ' (1 - Z X.) , 
i =  1  i = l  
X. > 0, S X. < 1; a. > 0 (1 < i < k), a > 1. 
i= 1 k+1 — 
Now for X. < x' X. < x'., one has 
1 1 J J 
f(x^, •• . ) X,, , J Xj, « » •, x^) f(x^, , . •, X^, • • • , X^, • • • , x^ ) 
f (x^, • • • , xj^, « • • , X., « » •, x^) f (x^, » • •, x^. 
' j' 
2x x. + xl x. + xl 
X  [ 1 (1 - s ( x  -X. -  x . )  (1 - 2  X - x î - x l ) }  V r '  
o^ k , , -1 
- [ ( 1 - S  x - x .  - x ' . ) ( l - 2  x - x ! - x . ) 3  ] .  ( 2 . 4 .  
Note that for any x. < x!, x. < xl, 
1 1 J J 
( 1  -  Z )  X- X. - X.) ( 1  -  S  X -  x !  -  x l )  
'  4 i+ j  "  '  '  
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" j " $ij=j 
= x.x; + x'.x. - XiX.  - x'.x. = - (x: - X . )  (xl - X . )  < 0. 
I J  I J  1 1  J J  1 1  J J  
Since > 1, the right hand side of (2. 4. 4) < 0. Since, any subset 
of Dirichlefc random variables also has a Dirichlefc distribution, it 
follows from Theorem 14 that (X^, . . ., X^) is CDS and hence SNOD. 
In all the above three examples, in the bivariate case, the two 
random variables are mutually NRD, and hence these are NQD. 
Example 4. A general class of negatively dependent multivariate dis­
tributions is given by the Farlie-Gumble-Morg ens tern (see Johnson 
and Kotz (1975)) system in some cases. 
Consider n random variables X^, . . ., X^ with joint pdf of the 
form 
n 
f (x , . . . ,x ) = n f. (x.) [1 + SS a. 
1  ^  J  J  J i ' J :  j=l ' ' '1''2 
(1 -2F.(x. ))(1 -2F (X .  ) )  
J J2 J2 
n 
+  . . . +  a . _  ^  n  ( 1  - 2 F  (X  ))] ,  (2.4.5) 
1 6 .  . . n  j _ 2  J  J  
where the F/s are distribution functions with corresponding pdf s 
f/s and the constant a's satisfy certain conditions (see Johnson and 
Kotz (I975, section 4) for constraints on the a's). 
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The system of distributionsdefined in (2.4, 5) is known as the 
Farlie-Gumble-Morgenstern (FGM) system for n = 2. Johnson and 
Kotz (1975) provide the multivariate generalization of this system. 
For n= 2, in order that f (x^, is apdf, | a.^^| must be less 
than or equal to 1, It is easy to check that (X^, X^) is NQD if and 
only if - 1 _< 
We see now that for n = 2, f defined in (2. 4. 5) in fact satisfies 
(2. 3. 4) and so X^ and are mutually NRD, and hence NQD. 
With this end, first write 
(X^)f^ (x^) [1 + 
Hence for x^ < x'^, x^ < x^, 
f ( x ^ , x ^ )  f  ( X y  x p  
f (x^, x^) f(x^,x^) 
= (^12^1 (^l^^l (^l)^2 (^2^^2 ^ ^2^ (Xj))(l - ZF^ (x^)) 
+ (1 -2F^(x^))(l -2F^ (x^)) - (1 -2F^(x^))(l _2F^ (x^)) 
- (1 -2F^(x^))(l _2F^(x^))] 
=  4 a j 2 f i ( x j ) £ i ( xi)f2(='2)f2(:^^) [Fj (x') - Fj (x^)] 
since < x^, F.'s are distribution functions and 5 0. 
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Johnson and Kotz (1975, section 5) have provided necessary and 
sufficient conditions for the SNOD property for the FGM system. 
We demonstrate now that these conditions do not imply in general the 
property (2. 3. 4) for n > 3. 
Consider the case n = 3. Johnson and Kotz (1975) have shown 
that in this case (X , X , X ) is SNOD (negative F and G orthant 
dependent in their terminology) if and only if 
dij < 0 (1 < i < j < 3), «12 + ''i 3 + ''ZS + ''IZS -
°-12 ^13 ""ZS " °'123 - (2.4. 6) 
Now if < x^, keeping x^ fixed. 
f(x^,x^, x^) f(Xj,X^, x^) 
£ ( XJ , X 2 , X ^ )  f(Xi,x^, X^) 
X £i(==i)f2(V^2'^2''3'==3"3'==3' 
X [(1 -2Fj(Xj)) + (1 -2F2(x^))(l-2Fj(xy) 
-  ( 1  - 2 F ^  ( x ^ ) )  X  ( l - 2 F ^ ( x y )  -  ( 1  - 2 F g  ( x ^ ) ) ( l  - 2 F ^ ( x ^ ) ) ]  
[(a23 + 0-123 " "^12 ""l 3^ ^ ^^1 ^ ^1 ""l 2 "'l 3 ' °'123^ 
" ^ °'12°'13 ^1 (^1^^ 
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[ F 3 ( X ' 3 ) - F 3 ( X J)] 
X f 1 (^1 ) ^2 (^2^ ^ 2 ^3 (^3^ ^ 3 ' (Z- 4. 7) 
Assume is a continuous distribution function. Taking such 
3 that Fj (x^) = —, one gets the right hand side of (2.4. 7) 
= (a-22 " ^°'iZ2 ' 4°'12°'13^ X (a nonnegative quantity). Now with the 
choice ~ "'is ~ °'23 ~ ~ °'123 " " follows that (2.4. 6) 
is satisfied, but 
°'23" 2^123 "4^l2''l3= ' > 0. (2.4.8) 
Thus (2. 3. 4) does not necessarily hold when x^ is held fixed. From 
the symmetry in the choice of ^ and it follows that a 
similar conclusion holds, when either x^ or x^ is held fixed. 
Note also that when (2.4. 6) holds, the sequence (X^, X^, X^) is 
not necessarily RTDS. To see this, first write 
P (X^>x^|X^>x^,X^>x^) = P (X^>x^) [1 
3 
°'13^1 ^-2 3 ^ 2 (^2^ ^3^^3^ " ^ 123^^^i^^i^ 
^  L  + ' ^'(2.4.9) 
Assume each F^ is continuous function. Choose x^,x^ such that 
Fi (x^) = F^(x^) > 0. Also, let = - 0. 3, = - 0. 1, 
=  - 0 . 1  a n d  =  -  0 . 4  s o  t h a t  ( 2 .  4 .  6 )  i s  s a t i s f i e d .  N o w  w i t h  
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1 3 the choice such that (x^) = —, (xp = —, it follows that 
the expression in the brackets of (2.4. 9) with x^ = x^ is 1, while 
the expression in the brackets of (2, 4. 9) with x^ = x^ is bigger than 
1. This shows that the RTDS property does not necessarily hold. 
Our next application is comparable to the result of Jogdeo 1968 
(see also Ahmed et al. (1978b) for a simple proof) which is relevant 
in characterizing independence in 2x2 contingency tables. The corre­
sponding POD counterpart is proved in Jogdeo (1968). 
Theorem 19. Let (X^, X^) be NOD. Then X^, X^ and X^ are 
independent if and only if (i) GOV (X^, X J = 0 1 < i < j ^  3; (ii) any 
one  pa ir ,  say  (X ,X  )  sa t i s f i e s  E  (X X |  X )  =  E  (X |  X ) .  E  (X^ |  X^) .  
Proof. Since (X , X^, X^) is NOD, any pair (X., X.) is NQD. 
1 C J 1 J 
Hence 
P (X. <x, X. < y) < P(X. <x) P(X.<y) for all real x and y. 
1— J~ 1— j — 
Use the Hoeffding identity (see for example Lehmann (1966)). 
COV (X., X.) = J"/[P (X. <x, X. <y) 
- P (X^<x) P (X <y) ]  dxdy (2.4. 10) 
In view of (i) COV (X^, X^) = 0. Also, the integrand in (2.4. 10) being 
nonpositive, one must have P (X^<x, X^_<y) = P (X^<x) P (X^<y) 
for all real x and y, which ensures pairwise independence. 
Now, since (X^, X^, X^) is NOD, one gets 
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P(X^>x^,Xg>x^|X^>x^) < P(X^>x^) P(X^>x^). (2.4.11) 
Note that an alternate representation of (2. 4. 11) is 
P ( X i  > x ^ ,  X 2 > X 2 l X ^ > x ^ )  <  P ( X ^ > x ^ | X ^ > x ^ )  
P(X^>xJX^>x^) (2.4.12) 
using pairwise independence of (X^, X^) and (X^, X^). Since (ii) 
ensures the conditional uncorrelation of X^ and X^ given X^, 
using the Hoeffding identity again, it follows that the two sides of 
(2.4. 12) are equal, that is the two sides of (2. 4. 11) must be equal. 
3 
This ensures P (X >x , X >x , X >x ) = n P(X.>x.). The theo-1 j. 6 ^ j O . _ 11 
1= 1 
rem follows. 
Finally, an important class of distributions satisfying the NQD 
property is furnished below. This class is essentially an extension of 
a similar class considered by Lehmann (1966). Before stating the 
main result, we introduce the following definition. 
Definition 2.4. 1. Two functions g^ and g^ of n arguments are 
said to be concordant if considered as a function of the ith coordinate 
(with all other coordinates held fixed), they are monotone in the same 
direction, (that is either both increasing or both decreasing). 
Theorem 20. Let (X^, y^)|w be independent random variables satis-
w w 
fying the conditions of Theorem 1 with joint distributions F^ 
respectively. Let g^, g^:R^ -> R be concordant functions. Then 
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Zj = gi (Xi, . . Xn), (Y^, . . Y^) are NQD. 
Proof. Use Theorem 1 and Lehmann's Theorem 1. 
Corollary. If F satisfies the hypothesis of Theorem 20, then Kendall's 
T, Spearman's and the quadrant measure q discussed by Biomquist 
(1950) are all nonpositive. 
Proof, (i) Since Kendall's r is the correlation coefficient of X = 
Sgn (X^ - X^) and Y = Sgn (Y^ - Y^ ), the result follows from Theorem 
20. 
(ii) Since Spearman Rho is the correlation coefficient of X = 
Sgn (X^ - X^ ) and Y = Sgn (Y^ - Y^ ), the result follows from Theorem 
20. 
(iii) Let p, ^ and denote the medians of the marginal distri­
butions of X and Y, and let f (X), g (Y) indicate the events X > 
and Y>[JL^ respectively. Then 
q =  E C f g + ( l  - f ) ( l  . g ) . f ( l  - g ) . g ( l  - f ) J =  E [ l  +  4 f g - 2 f - 2 g ] .  
By Theorem 20, E (f g) < E (f) E (g) and hence 
q < [1 - 2E(f)] [1 -2E(g)] < 0. 
Consider now testing the hypothesis H against a number of dif­
ferent sets of alternatives K^ (i = l,...,n). Suppose H is rejected 
in favor of K. if 
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at level a. and that the tests are similar so that 
1 
P „ ( T .  > C . ) = a .  ( 2 . 4 . 1 4 )  
H 1 — 1 1 
Typical examples are the so-called slippage problems in which it 
is assumed of k parameters that they are either all 
equal (H) or that exactly one of them has "slipped", i. e. is dif­
ferent from others, K. denoting the event that 9. has slipped. In 
such situations, rather than controlling the individual error prob­
abilities (2. 4. 14), it is frequently of interest to control the experi­
ment wise error, that is, the probability P of falsely rejecting H 
in favor of any of the alternatives K.. Applying Bonferroni's in­
equalities to the (2. 4. 13), we obtain for P the inequalities 
Sa. - S P (T. > C., T. > C.) < P< Sa.. ' (2.4.15) 
1 1 - 1 j - j - - 1 
Suppose that (T , . .., T ) is NQD, so that 
P (T. > C., T. > C.) < a. a.. (2.4.16) 
1 - 1 J - J - 1 J 
Then it follows from (2. 4. 15) that 
Sa. - S a. a. < P < Sa.. (2. 4. 17) 
^ i<j ^ J" " ' 
To see how close these bounds are, note that if a = Sa., then 
1  - 1 2  S a. a. < — (1 - k ) a so that 
i<j ' 
a - ^ a { l - k ^ ) < P < a .  ( 2 .  4 .  1 8 )  
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This shows a  to be a satisfactory approximatiorx for P whenever 
it is small. 
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3. THE ORDERING OF NEGATIVE 
QUADRANT DEPENDENCE 
3.1. Ordering of NQD Random Vectors 
The notions of positive and negative quadrant dependence (PQD 
and NQD) in the bivariate case were introduced in Chapters 1 and 2 
respectively. Both PQD and NQD are qualitative forms of depen­
dence, and indicate whether or not a pair of random variables exhibits 
positive or negative dependence. However, for many purposes, in 
addition to the knowledge of the nature of dependence, it is also im­
portant to know the degree of PQD or NQD-ness. Ahmad et al. 
(1979) have studied very extensively the partial ordering of PQD 
which permits us to compare pairs of PQD bivariate random vectors 
of interest with specified marginals as to their degree of PQD-ness. 
Quite in the same spirit, we study the degree of NQD-ness in this 
chapter. 
Let (3 = p{F,G) denote the class of bivariate distribution functions 
H on R^ having specified marginal distribution functions F and G, 
F and G being nondegenerate. Use the notation H(x, y) = P(X > x, 
Y>  y) .  
Let (3 denote the subclass of (3 where H is NQD. Suppose H^ 
and H^ both belong to p. We then have the following definition. 
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Definition 3.1.1. The bivariate distribution is said to be more 
negatively quadrant dependent than if both and are 
NQD and 
H^(x, y)<Hj(x, y) (3.1.1) 
for all (x, y) eR^. We write 
Remark 1. Note that the requirement of specified marginals is im­
portant because otherv/ise we can alter the degree of NQD-ness by 
changing the scale. 
Remark 2. An equivalent form of (3. 1.1) is 
H^(x, y) (x, y) (3.1.2) 
for all (x, y) çR^. Since and are NQD, it is clear that 
the distribution belonging to (3 exhibiting the least degree of NQD-
ness is given by 
H Q  ( X , y) = F(x) G(y) (3. 1. 3) 
for all (x, y) çR^. 
Next we demonstrate that there exists a pair (X*, Y*) distributed 
according to (3 such that Y* = h(X*) for some real valued non-
increasing h. 
First we need some preliminaries to introduce the distribution 
function 
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Îx  +  y - 1  i f  0 < x < l ,  0 < y < l ,  x  +  y ^ l  1  i f  x ^ l ,  y  >  1  ( 3 . 1 . 4 )  0 if X + y< 1 
Then U*(x, y) is singular bivariate distribution function with the 
uniform [0, 1] distribution as the marginals. Also, U''" concentrates 
all its mass on the line x + y=L By using the inequality 
P(X < X ,  Y < y) > max(0, P(X < x) + P{Y < y) - 1) (3. 1.5) 
it follows that for any bivariate distribution H on = [(x, y); 
0<x<l, 0 < y < 1] with uniform [0, 1] marginals 
H(x, y) > X + y - 1 (3. 1. 6) 
Next note that if F and G are continuous, F(X) and G(Y) are 
uniform [0, 1] raundom variables. If F or G admit discontinuities, 
suppose x(y) belongs to an open interval on which F(G) is constant. 
Let X (y) denote the largest point in the support of F (G) with x < x 
(y<y), then replace U*(x, y) by U'''(x, y) with x and y by x and 
y in (3. 1.4). 
Then 
^u if 0 < u < 1 
P[F(X) < u] = P[G(Y) < u] =< 0 if u < 0 
1 if u> 1 V — 
(3. 1.7) 
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We are now in a position to prove the main theorem of this section. 
Theorem 1. Let (X, Y) be continuous (not necessarily continuous) 
bivariate random variable distributed according to H ç p . A nec­
essary and sufficient condition that there exist almost surely (a. s. ) 
a strictly decreasing (nonincreasing) function h such that Y = h(X) 
is that H equals H* where 
H*(x, y) = max (0, F(x) + G(y) - 1) (3.1. 8) 
Proof. Let f be the class of all rectangles S^inR such that 
Sq = [(x, y)x(x', y'): x < x' and y<y', F(x) = F(x') or G(y) = 
G(y')],  and let T ^  denote the union of all  Sq belonging to T .  
Then any Hep assigns no mass to . 
Now suppose Y = h{X) and h is a. s. a decreasing real valued 
function. We have outside a set of zero F -measure 
F(x) = P(X < x) = P(Y > Sup y ) = 1 - G (sup y) 
y=h (x) y=h (x) 
Hence 
1 - G(Y) = 1 - G(h(X)) = F(X) a. s., 
P { F ( X ) < v ,  G ( Y )  <  w }  =  P { F ( X )  <  V ,  F ( X ) > l - w }  
^ 0 if V < 0 or w < 0 
= ^ v + w-1 if 0<v<l, 0<w<l, V +  w  >  1  
1 if 1 < V and 1 < w 
V 
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= P(F(X) < V, G(Y) < w}. 
and outside T^, 
P(X < X,  Y<  y) = P{F(X) < F(x), G(Y) < C ( y ) }  
rF(x) + G(y)-l if F(x) + G(y)>l 
if F(x) + G(y) < 1 (3. 1. 
if F{x) + G(y) > 2 
By definition of T^, (3. 1.4) holds in T^. 
Conversely suppose (X'% Y*) has the distribution H'^. Then 
( F ( X * ) ,  G ( Y ' ) )  h a s  t h e  d i s t r i b u t i o n  U ' " '  i . e . .  
U*{F{x), G(y)) = < 
^F(S) + G(y) - 1 if F(9^) + G(y)  > 1 
0 if F(X) + G(y) < 1 
if F(x) + G(y) > 2 
implies that P{(x, y);F(x) + G(y) = 1] = 1. Hence X is a non-
increasing function of Y. 
Remark 3. The theorem implies that among all pairs of random var­
iables with prescribed marginals those which exhibit the most NQD-
ness in the sense of (3, 1.1) are exactly those which are nonincreasing 
functions of each other. 
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3.2. NQD Increasing in Parameter 
In this section we have considered a family of bivariate distri­
butions with specified marginals, the members of the family depend­
ing on a certain parameter, say 
Definition 3.2.1. A family of distributions H = (x, y) ; \ ç A] , 
A c R, is said to be increasingly negative quadrant dependent (de -
creasingly negative quadrant dependent) in X if and ony if 
X' > \ => H. , >2^92 H (H H'). (3.2.1) 
K  \  \  A .  
Next we provide examples of certain families of distributions 
which are increasingly negative quadrant dependent or decreasingly 
negative quadrant dependent in the indexing parameter. 
Example 3.1.1. Consider the bivariate Farlie-Gumbel-Morgenstern 
family of distributions with distribution function 
H^(x, y) = F(x) G(y) {1 + a F(x) G(y)} -I < a < 0. (3.2.2) 
Then, for -1 < a, < a_ < 0, 
1 c — 
H (x, y) - H (x, y) = (a - a ) F(x) F(x) G(y) G(y) C 0. 
"l "2 ' ^ 
Hence the above family of distributions is decreasing NQD in a. 
Example 3.2.2. Let p be the class of distributions H^, 
H  = ( l - Q ) H „ + a H *  0 < a < l ,  ( 3 , 2 . 3 )  Q U — — 
where H'*" (X, y) is defined in (3. 1. 8). 
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From Chapter 2, we know that every convex combination of two 
bivariate NQD, which has fixed marginals is also NQD. Now, 
(1 - a) F(x) G(y) if F(x) + G(y) < 1 
H^(x, y) = ( F(x) + G(y) - a {F{x) G(y) - F(x) - G(y) + 1} 
if F(x) + G(y) > 1. (3.2.4) 
Then, for < a^. 
(a^ - a^) F(x) G(y) if F{x) + G(y) < 1 
H (x, y) - H (x, y) = < 
""l ^2 
I (ci - a ) F(x) G(y) if F(x) + G(y) > 1 V 6 1 — 
so that H (x, y) - H (x, y) > 0 for all 0  <  a  <  a  <  1 .  Thus the fam-
^1 °-2 - 1 2-
ilies of distribution r is increasingly NQD in a. 
Example 3.2.3. Let X = (X^ , X^)' have density 
-1 
g  ( x )  =  S  x ' ) .  (3.2. 5) 
""l "^12 
where S = ( _ ). Then the family of distributions g (x) with 
"12 '2 
(T and cr fixed is decreasingly NQD in cr (< 0), that is if Y = 
2 
{= /l ^12. (Y , Y ) has the same form of density with S'' = ( ) such i Z ^  1  C  
°"l2 ^2 
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that 0-^^ < (^^2 — khen P(X^<Xj, < x^) < P(Yj< x^, Y^< x^) 
2 for all x^, x^ in R . The proof of the above result is given in 
Dasgupta and Olkin (1972). The bivariate normal with nonpositive cor­
relation coefficient is a special case of this example. 
Example 3.2.4. Let X and Y be independent random variables 
each having a continuous distribution function. Define V = X and 
= \X + (1 - \^) ^  Y, -1 < \ < 0. If W. and W, , have the same 
\ A.' 
marginal distribution, one gets the equality 
—  /  y -  \  _  I  y  -  X.'x \ 
^/rrrz/ ^Fw = G l/n^zj iFw (3.2.6) 
for all y, where F and G denote the respective distribution functions 
of X and Y. Now, 
CO -( W  >  w ,  V  >  v )  =  G  d F ( x )  ( 3 . 2 . 7 )  
1 1  
Now, since -7^ C\(l-\^) ^]= (1 - X^) ^ > 0 for -1<\<0, 
d\ — — 
it follows that for -1 < \ < \ <0, \(1 - X.'^)^ < \ (1 - X.^)^ . Hence, 
2  1  
for -1 < X. < \' < 0, (w - \x) (1 - X ) ^ — (w - \ x) (1 - \'^) 
1  i  1 1  
2 , 2  ,  , ,  ,  > 2 , 2 ,  <  r  , 2 , 2  ^  > 2 , 2 ,  
> 
<=> x{\'(i - \ r -\(i - \ ) 1 - w[(i -x'-r "(1 - X ) ] 
<=> X % u=u(w, \, \') for some u. (3.2.8) 
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Thus for -1 < \ < \' < 0, 
/w - \x\ ^ /w  -  \ ' x \  
^  V l  - \ ' 2 /  ( 3 . 2 . 9 )  
Now if V > u, using (3. 2. 6) 
'w - \'x' / w  -  \ x \  /   X  \  
While if V < u. 
( w  -  X x  \  _  / w - X x \  f w  -  \ x \  
JV ° ^ TT^I = C G L/NÏZI - II ° [/R^I 
/ w  -  \ " x \  / w  -  \ ' x \  
I C  °  -  I I °  
/ w  -  \ ' x \  
Vl dF(x). (3.2.11) 
From (3.2. 7), (3.2.9) and (3.2. 10),it follows that the family of random 
variables {(W^, V), -1 < X < 0} is decreasingly NQD in X. The 
f a m i l y  o f  b i v a r i a t e  n o r m a l  d i s t r i b u t i o n s  w i t h  n e g a t i v e  c o r r e l a t i o n  c o ­
efficient is a member of this family. 
3 . 3 .  C l o s u r e  P r o p e r t i e s  o f  ( ( 3 ,  > ). 
In this section we establish preservation of the NQD ordering 
under combination, mixture, transformations of the random variable 
by increasing (decreasing) function, limit in distribution and other 
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operatiorsof interest in statistics. First note that (3. 1.1) is also 
equivalent to 
Gov [f(X), g(Y)] < Gov Cf(X), g(Y)] 
2 1 
for all increasing f and g. 
Next we show that the ordering is preserved under combination. 
Lemma 1. Let X = (X , X ) and Y = (Y , Y ) have distributions 
" /"v 1 6 rv 1 6 
and respectively, where and belong to |3 such that 
X > Y, and Z = , Z^) with an arbitrary NQD distribution 
H independent of both X and Y. Then X + Z >——— Y + Z. 
Proof. Gov (f (Xj  +  Zj ) ,  g (Xg  +  Z^) )=  Gov [E {f (X^ + Z^) )Z] ,  
E  [g (X^ +  Z^) |Z] ]  +  E^{Cov  ( f (X^ +  Zj ) ,  g (X^ +  Z^) ) )  Z ]  >  0 .  
Note that the first and second terms are greater than or equal to 
zero for any increasing function f and g. So X + Z is NQD, sim-
ilarly we can show that Y + Z is also NQD. Now for showing X + Z 
> Y + Z we have to show. 
Gov (f (X^ + Z^), g(Xg + Z^))< Gov (f(Y^ + Z^), g(Y^ + Z^)) 
1. e . ,  
E(f(X^ + Zj) g(X^ + Z^))< E(f (Y^ + Z^) g(Y^ + Z^)) (3.3. 1) 
for any increasing function f and g. 
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Now, 
E(f (X^ + Z^) g(Xg + Z^)) = E^(E(f(X^ + Zj) g(X^ + Z^))|Z)) 
= (^X (^(^1 8(^2 8(^2 ^2^^ 
=  E  ( f ( Y ^  +  Z ^ )  g ( Y ^  +  Z g ) ) .  
The inequality comes from the fact that X > Y. 
Theorem 2. Suppose (X^, Y^) and (U^, V.) are such that (X^, Y.) 
> (U^, V.) for i = 1, 2. Further, let (X^, Y^) and (X^, Y^) 
be independent and (U^, V^) and (U^, V^) be independent. Then 
( X  + X ,  Y  + Y )  i s  m o r e  n e g a t i v e  q u a d r a n t  d e p e n d e n t  t h a n  ( U  +  U  ,  12 12 i w 
Proof. Use Lemma 1 and the method which Ahmed et al. (1979) used 
p r o v i n g  t h e i r  T h e o r e m  4 . 2 .  
The next theorem deals with the preservation of the NQD order­
ing under mixtures. We may define the class (3^ = H(x, oo) = 
F(x|X), H(», y)=G(y|X), | \ is NQD, X is SD in \ and Y 
is SI in X or X is SI and Y is SD in X}. 
— NQD Consider (p , > ). The following proposition shows that if A 
— NQD 
two elements of p are ordered according to > , then after 
mixing on the resulting elements in p preserve the same order. 
Theorem 3. Let (X,, X^) J X and (Y,, Y^) | X belong to and let 
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(X^, X^) I X (Y^, Y^) I X for all Then, unconditionally, 
(X^, X^), (Y^, Y^) belongs to p and (X^, X^) >^^(Y^, Y^). 
Proof. From Chapter 2 (X^, X^) and (Y^, Y^) are NQD. 
Now, 
E ( f ( X ^ )  g ( X ^ ) )  =  ( E  ( f ( X ^ )  g (X^) ) | \ ) )<  E^(E {f(Y^) g(Y^))|X)) 
= E(f (Y^) g(Y^)). 
Next, we show the NQD ordering is invariant under transformation 
of univariate increasing (decreasing) function. 
Theorem 4. Let f, g : R-» R be increasing (decreasing) func­
tion, and let (3 = {(f (X), g(Y): (X, Y) ç [3 } be the class of 
S 
transformations of the member p under f, g. If two ordered elements 
belong to p, then the corresponding elements in ^ maintain the same 
order. 
H. 
Theorem 5. Let {(X^, Y^) \ i = 1, . . . , n] be n-independent pairs 
from a bivariate distribution H., j = 1, 2. Suppose H and H such J 1 Z 
that H^. Then for every pair (f, g) of concordant functions, 
C o v _  [ f  ( X _  . . . ,  X  ) ,  g ( Y  . . . ,  Y  ) <  C o v  [ f  ( X  X  ) ,  
rij 1 n 1 n — 1 n 
g (Y^,  . . . ,  YJ] .  
( 3 . 3 . 2 )  
In the following theorem we show that the ordering is preserved 
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under limits in distributions. 
Theorem 6. Suppose H H' for every n, and H , H' con-
n n n n 
verge weakly to H, H', respectively. Then 
Proof. Use Theorem 4 in Chapter 2 and the proposition 4. 2 in Ahmed 
et al. (1979). 
3 . 4 .  A p p l i c a  t i o n s  
In this section we consider a few sample applications to show the 
potential applicability of the theoretical results obtained earlier. 
From Theorem 20 of Chapter 2, we know that Kendall's r. 
Spearman's p and the quadrant measure q are all negative under 
some circumstances. An immediate consequence of Theorem 5 is the 
following theorem. 
Theorem 7. Let and be such that H^. Then Kendall's 
7", Spearman's p^, and q satisfy 
Another area of interesting and useful application of ordering NQD 
random variables is in bivariate Markov chains. 
In many practically occurring Markov chains, it is frequently of 
interest to know the degree of change in the dependence from one 
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transitional step to the next, when the degree of dependence 
follows some pattern depending on the step number. 
Consider the bivariate Markov sequence Y^),... , (X^, 
n 
Y )} such that Z = (X , Y ) has the bivariate normal (BVN) dis-
n ^ u 0 U 
1 PQ 
tribution with |JL =  ( 0 , 0 )  a n d  2  =  (  )  ,  - 1  <  p  <  0 .  F u r t h e r m o r e  
^0 U, U Pq 1 0 
"  L £i =  ft 2-'. Z . ,  J, assume 
where 
i, i+1 
^i+l ^i+l 
Vl Vl 
' Vl = ^+1 "i' 
S  = 2  - 2  2 "  S  
i+1, i+1. i i+1, i+1 i, i+1 i, i i+1, i 
, 2 
" ^ i+1 
1 -
1 - P i  
1 -
^+1 ('+Pi) 
1 -P; 
^ • ^ i+1 
and 
i > .  . >  ^  f i— 0^ 1, 2, n — 1. 
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Clearly, X^~N(0, 1) and Y^~N(0, 1) for i = 0, 1, 2, i.e., 
the sequence has fixed marginals. Furthermore, simple calculations 
yield 
( X . ,  Y . ) > - ^ ^ ( X .  . ,  Y .  ) ,  1 =  1 ,  . . . ,  n .  
1  1  1  —  i  1  —  JL 
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4. MULTIVARIATE NEW BETTER THAN USED 
AND NEW BETTER THAN USED IN EXPECTATION 
4. 1. Multivariate New Better Than Used 
Let X^, . . . , Xp denote the survival times of p devices having a 
joint distribution function (x^, . . ., x^). The joint survival function 
of these p devices is denoted by H^ (x^, . . ., x^) = P (X^ > x^, . , ., 
X  > x  ) .  I t  i s  a s s u m e d  t h a t  H  ( 0 ,  0 ,  .  . . ,  0 )  =  1 .  N o t e  t h a t  w h e n  
P P P 
p = 1, is said to satisfy the NBU (NWU) property if 
( t j  +  x ^ )  <  ( > )  ( t ^ )  H ^  ( x ^ )  ( 4 . 1 .  1 )  
for all X, >0, t_ > 0, i — i — 
This is equivalent to saying that the life length of a new unit is 
stochastically larger (smaller) than the life length of an unfailed unit 
at age t^ for t^ > 0. Note that equality in (4. 1. 1) holds if and only 
if H J is an exponential distribution. 
We consider the following definitions of MNBU (MNWU) each of 
generalizes (4. 1. 1), Write x = (x , . . ., x ), t = (t , . , ., t ) and 
l P ~ ^ P 
1 = ( 1 , , . . , 1 ) .  W e  s a y  x = ( a ^ , . . . , a ^ ) > 0  i f  e a c h  a ^  >  0  ( 1  <  i < p ) .  
Definitions. H is said to be p 
(i) MNBU-I (MNWU-I) if 
H  ( x + t ) < ( > ) H  ( x ) H  ( t )  ( 4 . 1 . 2 )  
P ~ ~ ~ ~  P ~  P ~  
for all X > 0, t > 0; 
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(ii) MNBU-II (MNWU-n) if 
H  ( x + t ) < ( > ) H  ( x )  H  ( t )  ( 4 . 1 . 3 )  
P ^ P fx, P 
for all similarly ordered x and t satisfying x > 0 and t > 0, Two 
vectors x and t are said to be similarly ordered if (x -x.)(t. - t.) 
i J i J 
>0 for all l<i=}=j<p; 
(iii) MNBU-ni (MNWU-IH) if 
H  ( x + t l ) < ( > ) H  ( x ) H  ( t l )  ( 4 . 1 . 4 )  
P /V P /S/ P ^ 
for all x > 0, t > 0, and similar inequalities hold for all marginal 
survival functions; 
(iv) MNBU-IV (MNWU-IV) if 
H  (X 1  +  1 1  )  <  ( > )  H  ( x l ) H  ( t l )  ( 4 . 1 . 5 )  
P ^ p p ^ 
for all X > 0, t > 0, and similar inequalities hold for all marginal 
survival functions. 
Remark 1. Definitions (i), (iii) and (iv) appear in Buchanan and 
Singpurwalla (1977), while definition (ii) appears in Marshall and 
Shaked (1979). 
Remark 2. In definition (i), similar inequalities hold for all marginal 
survival functions by putting the appropriate x^'s and corresponding 
t/ s to be equal to zeros. A similar remark applies to definition 
(ii) since x and t are similarly ordered. 
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Remark 3. The definition (i) says that the conditional survival prob-
F (X+^I 
ability ~ of a unit with component attaining the respective 
ages t^, ...,t^ is less (greater) than or equal to the corresponding 
survival probability of a new unit. A similar interpretation can be 
given to the definition (ii) except that here x and t are also sup­
posed to be similarly ordered. Definition (iii) can be given a two­
fold interpretation. On the one hand it says that the conditional sur­
vival probability for a unit with each component attaining the age t 
is less (greater) than or equal to the corresponding survival prob­
ability for a new unit. Alternatively, this can be interpreted as the 
conditional survival probability for each component of the unit to 
survive an additional period of time t given that the components 
have reached the respective ages x is less (greater) than 
1 p 
or equal to the corresponding survival probability for a new unit. 
Definition (iv) says that a random vector is MNBU (MNWU) if the 
minimum of each subset has a NBU (NWU) distribution. 
Remark 4. It is immediate to see that 
MNBU-I => MNBU-II :> MNBU-in a> MNBU-IV; (4. 1 
MNWU-I ^  MNWU-II => MNWU-ni => MNWU-IV. (4. 1 
No converse implication holds for either (4. 1. 6) and (4. 1. 7). The fol­
lowing three examples justify this assertation for (4. 1. 6). Similar 
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examples maybe constructed to illustrate (4. 1. 7). 
Example 1. (MNBU-II ^  MNBU-I). Let and have the bi-
variate Marshall-Olkin (1967) exponential distribution with survival 
function 
= exp [- X^x^ - >^2^2" ^12 1- 8) 
X j  >  0 ,  X 2 >  0 ,  > 0 ,  0 ,  X i 2 >  0 .  T h e n ,  f o r  x ^ > 0 ,  x ^ ^ O ,  
t ^ > 0 ,  t^>0 ,  
(x^ + t^,x^+ t^) 
- max(x^, x^) - max(tj, t^)} ] . (4. 1. 9) 
The right hand side of (4. 1. 9) equals 1 when (x^ "^2^^''l " ^ 2^ 
> 0, so that the above family of distributions is MNBU-II. However, 
( 7 +  3 ,  6 +  5 )  >  ( 7 ,  6 )  ( 3 ,  5 )  s o  t h a t  n o  m e m b e r  i n  t h e  f a m i l y  
of distributions given in (4. 1.8) is MNBU-I. 
Example 2. (MNBU-III ^  MNBU-II). Let X^ and X^ have the joint 
survival function 
_  I "  [ e x p ( - x  ) + e x p ( - x  ) ] ,  0 < x  x  <  5  
H  ( j c  X .  ) =  i  ^ 
2 1' 2 exp [-majc(Xj, x^)] , otherwise. (4.1.10) 
Then, (t, t) = exp ( - t) for all t > 0 and (x^ + t, x^ + t) 
< (Xj, x^) H_ ( t ,  t) for all x^ > 0, x^ > 0 and t ^  0; also the marginal 
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distribution of is given by 
H i  ( X i )  =  - I  [ 1  +  e x p ( - x i ) ] ,  0  <  x ^  <  5  
(4. 1.11) 
= exp (- x^ ) otherwise 
is marginally NBU. Similarly is marginally NBU. Thus 
is MNBU-III. However, for (x^ - ~ *"2^ ^ ^ such that 
0 < Xj + tj < 5, 0 < x^ < 5, one has 
«2 '"l + 'r ^ "2+Y - «2 '==!' ''2'«2 <'1' '2' 
=  Y  [ e x p ( - X i  -  t i ) +  e x p ( - x ^  -  t ^ ) ]  
-  ^  [ e x p ( - x i ) +  e x p ( - x ^ ) ]  [ e x p  ( - t ^  ) + e x p  ( - t ^ ) ]  
=  J  [ e x p ( - x i  -  t i ) +  e x p ( - x ^ -  t ^ )  -  e x p  ( - x ^  -  t ^ )  -  e x p ( - x ^ -  t ^ ) ]  
= ^ [expC-Xj) - exp(-x^)] [exp(- t^) - exp(- t^)] > 0, 
so that the distribution is not MNBU-II. 
Example 3. (MNBU-IV ^ MNBU-III). Let X^ and X^ have the joint 
survival function 
H ^  (x^.x^) = exp [-- X.2X2 - max()^^xi, X^x^)], (4.1.12) 
where \, + > 0, \_ + \ . > 0, \. > 0 (1 < i < 4). This bivariate dis-13 24 1 — — — 
tribution appears in Marshall and Olkin (1967) and in Esary and 
Marshall (1974). Then each X^ and X^ has a marginal exponential 
distribution, and min (X^, X^) has also an exponential distribution. 
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However, since. 
(x^ + t, + t) 
= exp [max(X^x^, X^x^) + km.ax(Xy X^) 
(x^,x^) (t, t) 
- max(X^x^ + X^fc, X^x^f X^t)] 
if X^ < X^, X^Xj > X^x^ and X^x^ + X^t > X^x^ + X^t (for example 
1 — take X^ = 2, X^ = 3, = 2, x^ = 1, t = —), then (x^ + t, x^ + t) 
> H^CXj^jX^) (t, t) so that the distribution is not MNBU-III. 
Next we consider several important classes of life distribution, 
satisfying one or the other of the MNBU definitions. For simplicity, 
we restrict ourselves only to the bivariate case. 
Example 4. Consider the bivariate Gumbel family of distributions 
(see Gumbel (1961) or Johnson and Kotz (1972, p. 261)) with joint 
survival function 
^2^^1'^2^ = exp (- X^x^ - X^x^ - X^x^x^), (4. 1.13) 
Xj > 0, x^ > 0, X^ > 0 (i = 1, 2, 3). Then, for x^ > 0, > 0 (i = 1, 2), 
(X, + t , X +t ) 
so that this family of distributions is MNBU-I. 
Example 5. Consider the bivariate distribution with joint survival 
function 
H^(x^,x^) = 1 -x^x^, 0 < x^, x^ < 1. (4,1.14) 
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Then, for x. > 0, t. > 0, 0 < x + t , x + t < 1, one has 1 —  1 —  — 1  I Z  2 —  
[ 1  -  ( X j  +  t ^ ) ( x 2  + t ^ ) ]  =  t h e  d i s ­
tribution is MNBU-I. 
Example 6. Let Y^, and Y^ be independently distributed ran­
dom variables, Y^ having the distribution function F^, each 
b e i n g  a  N B U  d i s t r i b u t i o n  s a t i s f y i n g  F ^ ( z )  =  0  f o r  z  <  0  ( l < i < 3 ) .  
Let = min (Y^, Y^), = min (Y^, Y^). Then X^ and X^ have 
the joint survival function 
= F J (x^)F^ (x^)F^(max (x^,x^)). (4. 1. 15) 
Then for x. > 0, t. > 0 (i = 1, 2) and (x -x )(t - t ) > 0, 1 — 1 — i 6 16 — 
^ 2  " l ' 2 + ' ' 2 ' i  « 2 ' = ' 1 - ' ' 2 ' ^ 2  " l - V '  
so that the bivariate distribution is MNBU-II. The bivariate Ma r s hall-
Olkin (1967) family of distributions belong to this class. 
Another subclass is the bivariate weibuU family of distributions 
— ^1 *^3 H ^ ( x ^ , x ^ ) =  e x p  [ - X ^ x ^  ' ^ Z ^ Z  -  ( m a x ( x ^ , x ^ ) )  ] ,  
Xj, > 0, a. > 1 (1 < i < 3). This family of distributions is mentioned 
in David (1974) and in Lee and Thompson (1974). As noted already in 
Example 1 in the special case of the Marshall-Olkin family of bivariate 
exponential distributions, this family of distribution is not MNBU-I. 
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Example 7. Consider the following subclass of the Freund family of 
bivariate distributions (see Freund (1961) or Johnson and Kotz (1972, 
pp. 263-264)) with joint survival function 
=  ( 3 ( x ^  - x ^ )  e x p  [ - ( a 4 - p ) x ^ ]  +  e x p  [ -  ( a  +  | 3 ) x ^ ] ,  
0 < X < X 
^ 1 
=  a  ( x ^  - x ^ )  e x p  [ -  ( a +  p ) x ^ ]  +  e x p  [ -  ( a +  ( 3 ) x ^  ] ,  
0 < Xj < x^, (4. 1.16) 
with a > 0, (3 > 0. Now for x^ > x^, t^ > t^, 
^2 (""l' ""z) ^2 ^=2) - ^ 2 (""l + S' ""2+ '2) 
=  ( X j  - x ^ ) ( t ^  -  t ^ )  e x p  [ -  ( a +  p ) ( x ^  +  t ^ ) ]  
+ (3 (t^ - t^) exp [- (a + p)(x^ + t^ ) j 
+ p(x^ -x^) exp [-(a+P)(x^ + t^)] 
-  p ( x ^  +  t ^  C - ( a + p ) ( x ^  +  t ^ ) ]  >  0 .  
Similarly, for x^ > x^, t^ > t^, 
( X J .  K ^ )  ( t j ,  t ^ )  -  (XJ + tj, x^t tj) > 0. 
Hence, this family of distributions is MNBU-II. 
Example 8. Esary and Marshall (1974) have investigated a very wide 
class of multivariate distributions with exponential minimums. Exam­
ple 3 provides an illustration of this. Not all such distributions are 
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MNBU-IV as the marginal distributions need not be exponential. 
To see this, consider the following example which also appears in 
Esary and Marshall (1974). 
F ( x ^ , x ^ )  =  p  e x p  ' ^ 2 ^ 2 " ^  m a x ( x ^ ,  x ^ ) ]  
+  ( 1  - p )  e x p  [ -  T l ^ x ^  " ^ 2 ^ 2 " ^ 3  
3 3 
where 0 < p < 1, f. > 0, T], > 0 (1 < i < 3) and 2 £. = S T].. 
1 1 — — . , X . , 1 
1= 1 1= 1 
Then min (X^, X^) has an exponential distribution but neither 
Xj nor X^ marginally has an exponential distribution so that the 
joint distribution is not MNBU-IV. 
Example 9. The bivariate Marshall-Olkin family of exponential dis­
t r i b u t i o n  i s  M N W U - I  s i n c e  f o r  a l l  x ^  >  0 ,  t ^  >  0  ( i  =  1 ,  2 ) ,  
(x^ + t^,x^+t^) ^  ^  
^2 (^l'^2^ ^2 *^2^ 
Remark 5. In view of Example 1 and Example 9, it follows that unlike 
the univariate case, the bivariate Mar shall-Olkin family of distribu­
tions does not remain on the boundary of MNBU-I and MNWU-I 
classes of distributions. However, if one accepts any one of the other 
three definitions of MNBU and the corresponding one for MNWU, 
the Mar shall-Olkin family of distributions remains on the boundary 
of these two classes. 
Example 10. Let X^, X^ have the joint survival function 
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=  ( 1  +  ( 4 . 1 .  1 8 )  
for > 0, > 0, a > 0, > 0 and > 0. Then, 
(XyX^} ( t j ,  t ^ )  
This family of bivariate distributions is MNWU-I. 
Example 11. (MNWU-U ^  MNWU-I). Let 
exp [- X (max(x^,x^))^], (4.1.19) 
\ > 0. Then for x. > 0, t. > 0 
1 — 1 — 
1 
H ^ C X i  +  t ^ ^ x ^ + t ^ )  2  
H ^ ( x ^ , X 3 ) H 3 ( t , , y =  [ X l ( . n a x ( x j  +  t j , x 2 . y )  
1 1 
2 2 
-max(x^, x^) -max(t ^ ,  t ^ )  } ]  
if (Xj - x^) (tj - t^) > 0, then 
while 
^2 (^^i + ^r 22+^2) 
(t^, t^) 
> 1, 
H ^ ( 3 +  5 , 4 + 2 )  <  H ^ ( 3 ,  4 )  H ^ ( 5 ,  2 ) .  
4. 2. Closure Properties of MNBU 
In this section, we prove certain closure properties of MNBU 
distributions. Comparable closure properties for multivariate IFRA 
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distributions are given in Block and Savits (1977). Let A^, 
and A^ denote the class of life distributions satisfying the definitions 
(i), (ii), (iii) and (iv) respectively of MNBU. Then we have the fol­
lowing theorem. 
Theorem 1. 
( P I )  A .  ( 1  <  j  <  4 )  i s  c l o s e d  u n d e r  l i m i t  i n  d i s t r i b u t i o n .  
(P2) A. (1 j < 4) is closed under formation of coherent systems. 
(P3) If (Tj, . . . , T^) € A^, any subset of (T^, . . . , T^) C A^ 
(1 < j < 4). 
(P4) If (T,,...,T ) € A., (T^, . . . , T' ) € A. and (T,...,T ) 1  m j l  n j  1  m  
and (T'j, . . ., T^) are independently distributed, then (T^, .. ., T^, 
T ^ , .  T ^ )  E  A J  ( 1  <  j  <  4 ) .  
( P 5 )  I f  ( T j ,  •  .  . ,  T ^ )  f  A ^ ,  t h e n  ( C ^ T ^ ,  .  .  .  ,  C ^ T ^ )  e  A ^  w h e n  
C^>0(l<i< m) similarly, if (T^, .. ., T^) ç A^ (2 < j < 4), then 
(CTj, . , ., CT^) € Aj (2 < j < 4) when C > 0. 
( P 6 )  A . is closed under convolution ( 1  < j < 4 )  (whenever the opera­
tion is meaningful). 
Proof. 
( P I )  S u p p o s e  f o r  e v e r y  k ,  ,  T ^ ^ )  €  A ^  a n d  ( T ^ ^ , .  .  . ,  T ^ ^ )  
converges weakly to (T^, ...» T^) as k -> œ. Then, using the appro­
priate definition of MNBU for (T^^, .. ., T^^^), and taking limits, 
the result follows. 
79 
( P 2 )  T h e  r e s u l t  i s  a n  i m m e d i a t e  c o n s e q u e n c e  o f  T h e o r e m  5 .  1  o f  
Barlow and Proschan (1975, p. 182) noting that under any of the four 
definitions each component variable is marginally NBU. 
( P 3 )  T h e  p r o o f s  c o m e  i m m e d i a t e l y  f r o m  t h e  d e f i n i t i o n s .  
(P4) Suppose (T,, . . ., T ) € A and (Tl, . . ., T' ) € A . Let 1 m 1 1 ni 
H  ( t  ,  .  ,  . ,  t  ,  t '  ,  .  .  . ,  t '  )  d e n o t e  t h e  j o i n t  s u r v i v a l  f u n c t i o n  o f  
m+n 1 ml n 
( T , , . . . , T  ,  T ' ,  .  .  . ,  T '  ) ,  a n d  l e t  F  ( t _ . . . , t  )  a n d  G  ( f  . . , t ' )  1 mi n mi m ni n 
denote the respective joint survival functions of (T^, . . T^) and 
( T ' ,  .  . . ,  T '  ) .  T h e n  f o r  x .  >  0  (  1  <  i  <  m ) ,  x l  >  0  ( 1  <  i  <  n ) ,  t .  >  0  1 n 1— — 1 — 
(1 < i ^  m) and tl > 0 (1 ^ i < n) one gets using the independence of 
{ T , , . . . , T  )  a n d  ( T ' , . . . , T ' )  a n d  t h e  M N B U - I  p r o p e r t i e s ,  1 m In 
^m+n (^ 1 ^  • • • ' "'m'^  ""m' . • . , t^ ) 
^ ^n ^ ^1 ''l'* * " ^ n^ n^ 
-^m^^l' • ' ''^m^ ^m^^l' " * * ' W ^ n^^l' " " 
^m+n • • • ' ^ m' ^ 1"'"%) ^m+n 
fc* fI \ 
r * • n'-
Hence, the closure properties for A^ follows. Similarly, closure 
properties for A^, A^ and A^ are proved. 
(P5) Let H (t,, . . . , t ) denote the joint survival function of 
^ m l m 
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( T ^ , . . . , T ^ )  s a t i s f y i n g  t h e  M N B U - I  p r o p e r t y .  T h e n  f o r  >  0 ,  
X. > 0, t. > 0 (1 < i < m), 
1 — 1 — — — 
P ( C i T i > x ,  +  t j , . . . , C ^ T ^ > x ^ + t ^ )  
m  '  C ,  ' • • • '  C  '  1 m 
X X t t 
<• fT / L. fj /—L. 
-  m X / " " C  ^  m X / * " ' C  '  1 m 1 m 
=  P  ( C j T j  >  X j ,  >  x ^ )  
P ( C l T l >  V - - " C ^ T ^ >  V -
H e n c e ,  ( C , T , , . . . , C  T  )  h a s  a  M N B U - I  d i s t r i b u t i o n .  T h i s  p r o v e s  
^ 1 1 m m 
the result for A.. Similar proofs work for A^, A^ and A^. 
{P6) To prove (P6) for A^, we first obtain the following multi­
variate generalization of Lemma (3.4 (i)) of Block and Savits (1978). 
Lemma 1. H is MNBU-I if and only if p 
/ x  • • •  J"x. pi C C I -
J'ô «P<;' 
for every nonnegative nondecreasing real valued function u defined 
on (0, oo)P. 
Proof of Lemjna 1. The sufficiency part follows by taking 
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u  ( z )  = n I  ( z . ) ,  
~  i = l ( t . , = o )  
where I is the usual indicator function. To prove necessity, first 
note that the integral inequality (4. 2. 1) is valid for all functions of 
the form u (z) = I (z) with A = (t , ») x. . . x (t , =°) or 
^ A ^ 1 p 
[t^, ®)x. . . x[t^, =o), t^ > 0 (1 < i < p). A nondecreasing nonnegative 
function can be written as a nondecreasing limit of nonnegative linear 
combinations of such u (z), and hence for such functions (4. 2. 1) 
holds. 
To use the lemma in proving the convolution property in the 
MNBU-I case let X = (X,, . . . , X ) and Y = (Y,, . . . , Y ) be two 
~ 1 p ~ 1 P 
independent random vectors each having a MNBU-I distribution. 
Let W = X + Y. Let F , G and H denote the respective joint 
~ ~ ~ p p p 
distributions of X, Y and W. We need to show that 
J " w  • • • i ' w  
pi 
< H  ( w )  r ° ° .  .  .  r ° °  u ( z )  d H  ( z ) ,  ( 4 . 2 .  
- p ^ ' ^ O  0  ~  
for every nonnegative nondecreasing real u on (0, =>)^. Note that, 
the left hand side of (4. 2. 2) 
P 
=  E  [ u  (w - w , , . . . ,  w - w  )  n I  ]  
^  '  P  P  i = l  C W .  > w . ]  
1 1 
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P 
E  [ u ( X ,  +  Y  - w , ,  .  .  . , X  + Y  - w  )  n  I  ]  
'  ^  '  P  P  P  1 = 1  [ X .  +  Y . > w , ]  
1 1 1  
E  [ u ( X  +  Y  - w ^ ,  .  .  . , X  -  Y  - w  )  n  I  ]  
'  '  ^  P  P  P  i = i  [ y . > w . ]  
1 1 
+  u ( X ,  +  Y ,  - w ^ ,  .  . . ,  X _ + Y _  -  w _ )  n  I  
i: ^  ^  ^  P  P  P  [ y .  < W . , x . + Y . > W . 3  
1 — 1  1  1  1  
=  E  ( B ^ )  - h  E  ( B ^ )  ( s a y ) .  ( 4 . 2 . 3 )  
Note that using the MNBU-I property of X the independence of X 
and Y and Lemma 1, 
E  ( B g  I  Y .  =  y .  (  1  <  i < P ) ,  y .  <  w .  )  
<  F p ( W j  w ^ - y ^ )  E ( u ( X ^ , . . . , X p ) )  
< F p ( w ^  - y ^ ,  .  W p - y ^ )  E  ( u  ( W ^ ,  .  .  . ,  W ^ ) ) ,  
St 
since W. ^ X. (1 £ i £ P), and u is nondecreasing in its arguments. 
Hence, 
w w 
E  ( B ^ )  <  ^  F p  ( W j  -  y j , .  . . ,  -  y ^ ) d G ( y ^ ,  . . . ,  y ^ ) ]  
E  { u ( W j ,  . . . ,  W p ) ) .  ( 4 . 2 . 4 )  
Again, keeping X. fixed at (1 < i < p) and writing u^ (y^, y^) 
u (x + y , . . ., X + y ), one gets after using the independence of X J- i p p ~ 
and Y, the MNBU-I property of Y and Lemma 1, 
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E  ( b J x . =  x .  ( l < i < p ) )  =  E  [ u g ( Y ^  Y p - w ^ )  
P 
n I ]  
i = l  [ Y . > y . ]  
< G p ( w ^ , . . . , W p )  E u ^  ( Y i  Y p )  
=  G  ( w  .  .  , . ,  w  )  E  u  ( x  +  Y  ,  . . . ,  X  +  Y  )  
pi P 1 P P 
Hence, 
E  ( B  )  <  G  ( w  . , w  )  E  [ u ( W  ,  .  W  ) J  ( 4 . 2  
1 ~ p 1 p 1 p 
from (4. 2. 3) - (4. 2. 5), 
left hand side of (4. 2. 2) 
w 
- '^J'o^• •J'o - ^ p'°'^1 
+  G  ( w  ,  .  .  . ,  w  ) ]  E  u { W  ,  .  .  . ,  W  )  
pi p 1 p 
=  P ( X ,  + Y ,  > w _ . . . , X  + Y  > w  )  E u ( W  )  
i l l  P P P  1  P  
=  H  ( w  ,  .  .  . ,  w  )  E  u  ( W  ,  , W  )  =  r i g h t  h a n d  s i d e  o f  ( 4 .  2 ,  2 )  
p 1 p 1 p 
This proves the result for MNBU-I. Similar proofs can be given 
for MNBU-n, m and IV. 
Remark 6. Properties (PI) - (P5) hold for MNWU distribution. 
However, even in the one dimensional case NWU distributions are 
not closed under convolutions (see Barlow and Proschan (1975, 
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p .  1 8 5 ) ) .  H e n c e ,  p r o p e r t y  ( P 6 )  d o e s  n o t  h o l d  f o r  M N W U  d i s t r i ­
butions under any of the four definitions. 
Remark 7. It is immediate from the definitions that the minimum 
over any subset of^-MNBU (MNWU) random vector has itself a 
NBU (NWU) distribution. 
4. 3. Relationship Between MIFRA and MNBU 
In the univariate case, a life distribution function is said 
- log (x) 
to satisfy the IFRA property if — is nondecreasing in 
X > 0. Bryson and Siddiqui (1969), and Marshall and Proschan 
(1972) have shown in the univariate case that IFRA ^ NBU, and 
that the converse implication does not hold. It is of interest to know 
w h e t h e r  a  s i m i l a r  i m p l i c a t i o n  h o l d s  i n  t h e  m u l t i d i m e n s i o n a l  c a s e .  
Esary and Marshall (1979) have given several definitions of the 
MIFRA based on multivariate generalizations of various character­
izations of the univariate IFRA distributions. Yet another defini­
tion of the MIFRA based on a multivariate generalization of another 
characterization of the univariate IFRA is given in Block and 
Savits (1977). 
We first introduce the following definitions of MIFRA given in 
Esary and Marshall (1979). 
A p variate distribution function H is said to be MIFRA if 
^ P 
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A. - log Hp (ax^, .. ., aXp)/a is nondecreasing in a > 0 whenever 
X > 0. 
B. For all coherent life functions T ,  T (X^, . . . , X^) has an IFRA 
distribution. 
C .  ( X j ,  . .  . ,  X p )  h a s  t h e  r e p r e s e n t a t i o n  X ^  =  r ^  ( Y ^ ,  .  .  . ,  Y ^ )  
(1 < i < p) for some independent IFRA random variables Yj^, . . ., Y^, 
and some coherent life function r . . ., of order k. 
D. For some independent IFRA random variables Y^, . .., Y^ 
and nonempty subsets B. of { 1, 2, . . , , kj, X. = min Y ( 1 < i < p). 
'  '  f e B .  ^  
E. For all nonempty subsets B of [l, 2, ..,,p), min X. is IFRA. 
icB ^ 
F. min a.X. is IFRA whenever a = (a,, . . ., a ) > 0. 
l < i < p  '  '  _  1  p  
Esary and Marshall (1979) have shown that the following and only the 
following implications hold. 
W e  f i r s t  e x p l o r e  t h e  i n t e r r e l a t i o n s h i p  o f  t h e  A - F  d e f i n i t i o n s  o f  M I F R A  
with MNBU-I to IV. 
Example 12. ( D  ^  M N B U - I ) .  C o n s i d e r  o n c e  a g a i n  t h e  b i v a r i a t e  
Marshall-Olkin family of distributions defined in (4. 1. 8). Then 
d ( X j ,  X ^ )  =  ( m i n  ( Y j ,  Y ^ ) ,  m i n  ( Y ^ ,  Y ^ ) ) ,  w h e r e  Y ^ ,  Y ^  a n d  Y ^  a r e  
independent exponential random variables with respective parameters 
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and Hence the joint distribution of and X^ is 
MIFRA according to D, but (as shown already) it is not MNBU-I. 
Remark 8. It follows as a consequence of Example 1 that neither 
of the other definitions of MIFRA :> MNBU-I. 
Next we show that D ^  MNBU-II. If (X^, ...» X^) has a joint 
distribution belonging to D, (x^, . , ., x^) takes the form 
H (x , .  .  . ,  X  ) = F, ( max x. ) . . . F, ( max x. ), 
P  '  P  '  i 5 i € S  '  i S i e S ^  '  
P k 
where = {B^; B^ c: ( 1, 2, . . ., k), B^ contains j}, 1 < j < k. 
If some S. is empty, we define max x. = 0. Also from the 
^ i ^ i € S .  ^ 
J 
definition each F. is IFRA hence NBU (1 < j^p). Thus for 
similarly ordered x and t (x > 0, t > 0), 
H  (X +  t )  <  H  (X) H  ( t ) .  p ~ ^ - p ^  p  _  
Next we provide an example to show that C ^ MNBU-III (so 
that neither A, F, B or E => MNBU-IH). 
To see this consider once again the Example 3. In this case 
d ( X ^ ,  X ^ )  =  ( - — ,  )  f o r  s o m e  b ^ ,  b ^  >  0 ,  w h e r e  ( U ^ ,  U ^ )  h a s  t h e  
d 
distribution given in (4. 1. 8). Since (U^, U^) = (min(Y^,Y^) 
min(Y^, Y^)), where Y^, Y^, Y^ are independent exponential 
variables with respective parameters and X^^» oiiG has 
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d 13 2 3 d (Xj, X^) = (min , —), min Thus (X^, X ^ )  = (r^ (Y^, Y^, 
Y 3 ) ,  ( Y j ^ ,  Y ^ ,  Y 3 ) )  f o r  s o m e  c o h e r e n t  l i f e  f u n c t i o n  a n d  
where Y^, Y^ and Y^ are independent exponential and hence 
IFRA random variables. Hence, the joint distribution is MIFRA 
according to C. However, we have seen already that this distri­
bution is not MNBU-III. Thus neither C nor any of A, F, B and E 
implies MNBU-II. 
The final conclusion, therefore, is 
(i) none of A-F implies MNBU-I; 
(ii) only D implies both MNBU-H and MNBU-HI; 
(iii) all of A-F imply MNBU-IV. 
We conclude this section with a discussion of the MIFRA defi­
nition as given in Block and Savits (1977). According to these authors 
(Xj, . . ., X^) has a MIFRA distribution if 
E h  [ X ^ ,  .  .  .  ,  X ^ ]  <  E * ^  [ h ° '  ( ^ ,  .  .  .  ,  ^ ) ] ,  ( 4 .  3 .  1  )  
for all noimegative nondecreasing h and all 0 < 1. This defini­
tion generalizes a corresponding univariate characterization of IFRA 
distributions by Block and Savits (1976). If (X^, . . . , X^) satisfies 
( 4 .  3 .  1 ) ,  t h e n  i t  f o l l o w s  f r o m  p r o p e r t y  P I  o f  B l o c k  a n d  S a v i t s  (  1 9 7 7 )  
that Y = min X. where Be {l, 2, . . . , p} satisfies 
i c B  ^  
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E  ( h ( Y ) )  <  h ^ ( Y ) ,  ( 4 . 3 .  
for all nonnegative nondecreasing h and all 0 < a < 1. Hence, from 
Block and Savits (1976), Y has an IFRA and hence NBU distribu­
tion. Thus, definition (4. 3. 1 ) of MIFRA implies MNBU-IV. How­
ever, Example 3 again illustrates that this definition does not imply 
MNBU-in. To see this recall if (X^, X^) has the distribution given 
d 
in Example 3, (X^, X^) = (r^ (Y^, Y^, Y^), (Y^, Y^, Y^)), where 
Y J, Y^ and Y^ are independent exponential random variables with 
respective parameters ^12* immediate from Theo­
rem 4. 1 of Block and Savits (1977) that (Y^, Y^, Y^) satisfies (4. 3. 1). 
Hence from the property {P7) of Block and Savits (1977), (X^, X^) 
satisfies (4. 3. 1). However, we have seen already that the joint dis­
tribution of (X^, X^) is not MNBU-III. 
4. 4. Shock Models Leading to MNBU 
Consider p devices which are subjected to shocks occurring 
randomly in time as events in a general counting process 
N  =  { N  ( t ) :  t  >  O } ,  n o t  n e c e s s a r i l y  P o i s s o n .  L e t  P ,  d e n o t e  
p 
the probability of surviving k^, . . ., k^ shocks by the component 
1, . . ., p respectively. For simplicity, we shall confine ourselves 
to the bivariate case (i. e. p = 2) in this section, although all the 
main results have direct multivariate generalizations. 
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We assume P , is nonincreasing in each, argument when 
^1' 2 _ 
the other is held fixed and P^ ^ = 1. Now the survival function can 
be written as 
CO CO 
H ( t  t  ) =  S  S  P ( N ( t  )  =  k  N ( t  ) - N ( t  )  =  k  )  
^  ^  k ^ = 0 k ^ = 0  1 1 2  1  ^  
^ - 2  
CO CO 
s  s  P ( N ( t  )  =  k  N ( t  ) - N ( t  )  =  k  )  
k ^ = 0  k ^ = 0  
H ( t ,  t )  =  2  P ( N ( t )  =  k ) P  .  ( 4 . 4 . 1 )  
k= 0 
Such shock models are considered in Marshall and Shaked (1979). 
These are bivariate generalizations of the shock model considered 
by Esary, Marshall and Proschan (1973), Hameed and Proschan 
(1973, 1975) and Block and Savits (1978). 
We first generalize the Block-Savits (1978) Theorem 3. 1 to the 
MNBU-IV case. 
Theorem 2. Let 
( i )  P .  
(ii) P -> 0 when max (s , s ) -> and 
® 1 ' ® 2  ^  
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(iii) P(N(x+y) < j + k, N(x) = k) < F (N(y) < j) P (N (x) = k) for all 
X  >  0 ,  y  >  0 ,  j  =  0 ,  1 ,  ,  a n d  k  =  0 ,  1 ,  2 , . . .  .  
Then K defined in (4. 4. 1) is MNBU-IV. 
Proof. 
H ( t + A , t + A ) =  s  P ( N ( t + A )  =  ^ )  P .  .  
j6=0 
00 
s  2  P ( N ( t + A )  =  J 2 ,  N ( t )  =  k )  P  
j s = 0 k = 0  
=  S  S  P ( N ( t + A )  =  N ( t )  =  k )  P  
k=0 j&=k 
00 CO 
=  s  s  P ( N ( t + A )  =  j  +  k ,  N ( t )  =  k )  p . , ,  
k=0 j=0 ^ 
CO 00 
< 2  S  P ( N ( t + A )  =  j  +  k ,  N ( t )  =  k )  P .  - P ,  ,  ( f r o m  ( i ) )  
~ k = 0 j = 0  
2  P  Z  P ( N ( t + A ) =  j  +  k ,  N ( t )  =  k )  
k=0 ' j=0 
X - J  
00 00 
^  k  ^  i + l '  =  P ( N ( t H - i ) = j  +  k , N ( t )  
k=0 • X=0 ' Wi, ^ +1 
<  S  P  S  ( P  - P .  ,  ) P ( N ( W < J ! ) P ( N ( t ) = k )  
k=0 >='^=0 (.Sing (iii) 
91 
CO 
P { N ( t ) = k ) 2  
GO 
œ GO CO 
P  ( N ( t ) =  k )  Z  P  ( N ( i )  =  i )  s  ( P ^ _  j=0 i=j 
09 
=  H ( t ,  t )  S  P ( N ( A )  =  j ) P .  .  =  H { t ,  t )  H ( A ,  A ) .  j=o J'-* 
Remark 9. The condition (iii) of Theorem 2 is satisfied when the 
counting process N is stationary and. independent increments. 
We have been unable to prove the MNBU-II or MNBU-III prop­
erty of MNBU bivariate survival function H under the conditions 
of Theorem 2. However, the following stronger theorem holds if 
(iii) of Theorem 2 is replaced by the stronger condition (iv). 
Theorem 3. If (i) and (ii) of Theorem 2 hold, while (iii) of Theorem. 
2 is replaced by the stronger condition (iv) the counting process N 
is stationary and independent increments, then the survival func­
tion H defined in (4.4. 1) is MNBU-n. 
Proof. For t, < t^. A, < A^ 
1 — 2  1 — 2  
CO CO 
H ( t ^ + A i , t 2 + A 2 ) =  Z  S  P ( N ( t ^  +  A j )  =  k ^ , N ( f c 2  +  A 2 )  
- N ( t ^  +  A ^ ) = k ^ ) P ^  
2  k ^ . k ^  +  k g  
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k k 
CO œ 1 Z 
S  S  S  S  P ( N ( t  + A  ) = k  N ( t  ) = j  )  
k ^ = 0 k ^ = 0 j ^ = 0 j ^ = 0  
P ( N ( t ^ + A 2 - t i - A ^ ) = k 2 , N ( t ^ . b ^ ) = j 2 )  
k j ,  k ^  +  k ^  
CO 00 CO CO 
2 s 2 s P ( N ( t j ) = j j )  P ( N ( i j ) = k j - j j )  
P f c j . k j  +  k ^  ( u s i n g  ( i v ) )  
00 00 CO 00 
s  2  2  s  P ( N ( t  ) =  j  )  P ( N ( A  )  =  k  )  
j ^ = 0 j g = 0 k ^ = 0 k g = 0  
P ( N ( t g - ( : ^ ) =  j g )  P ( N ( A ^ - A ^ ) = k ^ )  
^ k ^ + j l , k i  +  k 2  +  j i + j 2  
GO CO G3 00 
2  2  2  2  P ( N ( t j ) =  j j ,  N ( t 2 )  =  
j ^ = 0  j ^ = 0 k ^ = 0 k ^ = 0  
P ( N ( A ^ ) = k ^ , N ( A 2 )  =  k ^  +  k g )  
l î ( t ^ . t ^ )  H  ( A ^ ,  A ^ ) .  
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We do not know whether the conditions of Theorem 3 are sufficient 
to prove MNBU-I. Note, however that (iv) is satisfied for Poisson 
processes, generalized Poisson processes and compound Poisson 
processes. One set of sufficient conditions for (i) to hold is given 
in Marshall and Shaked (1979). 
We can also assume that the devices are subject to shocks which 
come from different sources. In such situations it is more meaning­
f u l  t o  u s e  a  m u l t i d i m e n s i o n a l  c o u n t i n g  p r o c e s s .  I n  t h e  s p e c i a l  b i ­
v a r i a t e  c a s e  w e  d e f i n e  t h e  c o u n t i n g  p r o c e s s  N  t o  b e  
N = [(N^ (t), (s)% t > 0, s > O}. MNBU properties of survival 
functions when shocks are governed by a bivariate Poisson process 
are currently under investigation. 
Finally, we consider the situation when shocks are governed by 
a nonhomogeneous Poisson process. 
Let 
H * ( t  t  ) =  2  2  e x p [ - A { t j ]  
00 œ A  \ t ^ )  
k 
( A ( t ^ - t ^ ) )  2 
P for 0 < t, < t_ 
— 1 — 2 
9 4  
""2 
= =  A ( t^)  
=  Z  2  exp[ -A( t  ) ] -— 
k^=0k^=0 2" 
( A ( t  
k  +k^,  k  for  0  
where A satisfies the super additivity condition A ( t + A )  >  A ( t )  +  A (  A)  
for all t > 0, A > 0. We shall show now that H* is MNBU-IV. 
To see this, note that when writing 
tk _ 
H ( t ,  t ) =  S  e x p ( - t ) —  P  ,  
k=0 
one gets 
- log H* (t+ X, t+ x) = - log H (A (t + x), A (t + x)) 
>  -  log  H(A ( t )  +  A (x ) ,  A  ( t )  +  A (x ) )  
(us ing  super  addi t iv i ty  o f  A)  
> - log  [H(A(t ) ,A( t ) ) ]  [H(A(x) ,  A(x) ) ]  
=  - l o g [ H * ( t , t )  H * ( x , x ) ] .  
Hence, H* (t+x, t +x) < H* (t, t) H (x, x) for all t > 0, x > 0, i.e., 
it is MNBU-IV. 
4. 5. Definitions and Example of MNBUE 
The notations H, and H remain the same as in the earlier 
1 P 
9 5  
sections. In the lanivariate case a nonnegative random variable 
is said to have a NBUE (NWUE) distribution if 
H  J (X) d x  <  ( > )  ( t )  r  (X) dx. ,00 — (4. 5. 1) 
J00 — H (x) dx < CO. 0 ^ 
With the alternate representation 
E  [ X J  - T | X J > T ]  <  { > )  E  X ^  =  E  ( X ^  - 0 ] X ^  >  0 )  (4. 5. 2) 
of (4. 5.1) it is easy to see that the condition is equivalent to saying 
that the conditional mean residual lifetime of a unit which has sur­
vived up to time t is less (greater than) or equal to the mean life­
time of a new unit. 
Various multivariate generalizations of (4. 5. 1) were considered 
by Buchanan and Singpurwalla (1977) of which we take the following 
three definitions of MNBUE (MNWUE). 
Definitions. H is said to be 
for all t. >0 (1 < i < p), and similar inequalities are assumed to 
hold for all subsets of random variables, where it is assumed that 
p 
( i )  M N B U E - I  ( M N W U E - I )  i f  
p 1 
(4. 5. 3) 
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;
C0 M CO — 
. . .  H  ( x  .  . . , x  ) d x , , . . . , d x  a r e  a l l  
0 -J 0 P 1 P 1 P 
finite; 
(ii) MNBUE-n (MNWUE-H) if 
( x  .  , x  ) d x  , . . . , d x  <  ( > )  H  ( t , . . . , t )  
" t " t p i  p  I  P ~ " ~ P  
r . .. r°° H (x , ...,x )dx,,...,dx (4,5. 
'' 0 0 P i P 1 P 
for all t > 0, and similar inequalities hold for all subsets of random 
/
CO mCO — 
. . .  H  ( x  .  .  .  . ,  X  ) d x , , . . . , d x  s i m i l a r  
0 0 P 1 P 1 P 
integrals are all assumed to be finite; 
(iii) MNBUE-in (MNWUE-HI) if 
(x, , . ., x) dx < (t, . . ., t) J" (x, . . ., x) dx (4. 5. 
for all t > 0, and similar inequalities hold for all subsets of vari-
/
CO 
P (X. > x) dx < 00 for all 
0 1 
i  —  I f # # # )  p .  
We now give physical interpretation to these three definitions. 
First note that using the Fubini Theorem; 
f t  ' " f t .  n  ( x . - t ^ ) d H  ( x ^ ,  . . . , x  )  
p 1 1= 1 ^ ^ 
CO P 
° •''Ô'• •J'o '^l'V 
00 œ  ^ ^1 
=/"• • • JÔ V" •-/o + 
9 7  
= /q* ""^O^P • • • ' yp+ V dy^,. . ., dy^ 
^p . . . , y^) dy^, . . ., dy^. (4.5.6) 
Hence, from (4. 5. 6), 
P 
E[n (X.-t.)|x. > t ,  X  > t  3  
i , l  1  1  1  1 ,  p  p  
CO P 
i T ' - ' / t  "  ( X  - t  ) d H ( x  . , x  )  
^ p 1 i=l ^ 
H p  ( t ^ ,  .  .  . ,  t p )  
— J*j .  •  • 'J*j .  H  ( x ^ ,  .  .  . ,  X  )  d x ^ ,  .  .  ,  ,  d x  /  H  ( t  ) . ( 4 .  5 .  7 )  
pi P P P P 
Now, using (4. 5. 7) it follows that (4. 5. 3) is equivalent to the state­
ment that the conditional mean residual product lifetime of the com­
ponents of a unit with the components surviving ages '•j» • • • ' 
spectively is less (greater) than or equal to the mean product lifetime 
of the components of a new unit. Similarly, the definition (ii) is 
equivalent to the statement that the conditional mean residual product 
lifetime of the components of a unit when all the components have 
survived a certain time t is less (greater) than or equal to the mean 
product lifetime of the components of a new unit. The definition (iii) 
9 8  
is equivalent to the statement that a multivariate distribution is 
NBUE (NWUE) if the minimum of the components has a univariate 
NBUE (NWUE) distribution. 
It is claimed in Buchanan and Singpurwalla (1977) that 
MNBUE-I => MNBUE-II :> MNBUE-HI. (4, 5. 8) 
It is trivial to check that MNBUE-I ^  MNBUE-II. However, con­
trary to the claim made by these authors, the following example 
shows that MNBUE-I:^ MNBUE-HI (so that MNBUE-H:^ MNBUE-HI). 
Example 13. Let and be independent and identically distrib­
uted with common survival function 
F ( x )  = 1  i f  0  <  X  <  3  
= "7 if 3 < X < 7 4 — 
= 0 if X > 7 (4. 5.9) 
Then, for 0 < t < 3, J ^  F (x) dx=(3-t)+l=4-t so that 
f  F ( x ) d x =  4 .  S i n c e  F ( t )  =  1  f o r  0  <  t  <  3 ,  ( 4 .  5 .  1 )  h o l d s  f o r  
0 — 
0 < t < 3. For 3 < t < 7, F (x) dx = ^ (7 - t) < 1 for 3 < t < 7. 
For t > 7, (4. 5. 1) is true both sides being equal to zero. Thus, 
the common distribution of X^ and X^ is NBUE. Since X^ and X^ 
are independent and identically distributed, their joint survival 
function must satisfy the MNBUE-I property. However, since 
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P (min (X^, X^) > x) = (x), (x) dx = 3. 25, F^ (x) dx = ^ 
and F^(3)=-j^ it follows that F^ (x) dx > F^ (3) F^ (x) dx 
so that min (X^, X^) does not have a NBUE distribution 
Next we show that MNBUE-III ^ MNBUE-II. To see this, 
consider once again the Example 3 with )\.^ = = 0, \ ^ >  0  and 
X. > 0. In this case min (X , X ) is exponential with parameter 4 1 Z, 
max (\y X.^), X^ is exponential with parameter \y X^ is expo­
nential with parameter and hence each has a NBU as well as 
a NWU distribution. However, for t > 0, 
max(—X t) 
^3 
+  J t /  ^ 3  e x p ( -  \ ^ x ^ ) d x ^ d x ^  
max(—X , t) 
-1 ft® ^4 
= J j. exp(- \^max(—x^, t)) dx^ 
-1 f>°= ^3 
+  ^ 4  J  t  G x p ( -  m a x ( — x ^ ,  t ) ) d x ^  
- 1 
= X3 J ^ exp(.max(\^x^, 
+ ^^^^I^Gxp (-max(X^x^, \^t))dx^ 
1 0 0  
-, N' 
= [Jj. exp(- X^t)dx^ + j' ^ exp(-
+ ^4^ j'%Gxp(-\^x^)dx^ 
- 1  ^ 3  - 1  
=  X g  e x p ( - \ ^ t )  ( — -  l ) t  +  ( \ ^ \ ^ )  e x p  ( -  \ ^ t )  
4 
+ ^4^ ^3^ exp (- \^t) 
= exp{-X^t) [(X.^^ - t+2 ^]; (4.5.10) 
H ( t ,  t ) =  e x p ( - X ^ t )  a n d  H  ( x ^ ,  x ^ )  d x ^ d x ^  
=  2  ( 4 . 5 . 1 1 )  
so that from (4. 5. 10) and (4. 5. 11), 
/ " = = 2 '  i  H ( t ,  t )  / ^ / ^ H  (Xj. x^jdxjdx^ 
for all t > 0 so that (X^, X^) has a joint MNWUE-II survival 
function rather than a MNBUE-III survival function. 
It is known in the univariate case that NBU ^  NBUE. The 
MNBU chain implications are clearly verified in Section 2. It is 
immediate from definitions that MNBU-I ^ MNBUE-I, MNBU-III 
:> MNBUE-H and MNBU-IV ^  MNBUE-III. Thus Example 13 also 
illustrates that MNBUE-I ^  MNBU-IV (and hence does not imply 
1 0 1  
anyone of MNBU-I, MNBU-II or MNBU-III). Example 3 shows 
that MNBUE-in ^  MNBUE-II. To show that MNBUE-UI ^ 
MNBU-IV, consider two identically independent distributed random 
variables Y and Y_ with common distribution function 
i 
1 - F (x) where F (x) is defined in (4. 5. 8). Then min ( Y^, Y^) 
has a NBUE distribution, but not a NBU distribution. 
Buchanan and Singpurwalla (1977) also claim that MNWUE-I 
=> MNWUE-II MNWUE-ni. That MNWUE-I => MNWUE-II is 
immediate from the definition. We have not been, however, able 
to verify that MNWUE-H => MNWUE-IH. 
4. 6. Closure Properties of MNBUE 
In this section, we prove certain closure properties of MNBUE 
distributions comparable to those proved in Section 3. 
Let and p^ denote the classes of life distributions 
satisfying the definitions (i), (ii) and (iii) respectively of MNBUE. 
Then we have the following theorem. 
Theorem 4. 
( Q l )  I f  ( T ^ ,  .  .  . ,  T ^ )  e  P y  a n y  s u b s e t  o f  ( T ^ ,  .  . . ,  T ^ )  e  p ^  ( 1  <  j  <  3 ) ;  
(Q2) if (Tj, . . ., T^) ePy (T^, ..., T^)epj, and (T^,...,T^) and 
(T^, . . •, T^) are independently distributed, then, (T^, . . ., T^, 
T ' j ,  . . . , T ^ ) e p .  ( l < j < 3 ) ;  
1 0 2  
(Q3) if (T,,...,T ) €(3,, then (CT,,...,C T for all 1 m X 11 m m 1 
C .  >  0  ( 1  < i < m ) .  I f  ( T j ,  T ^ )  € p ^ ,  t h e n  ( C  T ^ ,  .  .  . ,  C  T ^ )  €  
for all C > 0 (j = 2, 3); 
(Q4) |3j ( 1 < j < 3) is closed under convolution (whenever the opera­
tion is meaningful). 
Proof. 
( Q l )  T h i s  p r o p e r t y  f o l l o w s  i m m e d i a t e l y  f r o m  t h e  d e f i n i t i o n s .  
(Q2) Note that if (T , T^) € and (T'^, . . ., T^) € then 
using the independence of (T,, . . ., T , T' . . . , T' ), for x. > 0, 1 m 1 n 1 — 
x i  > 0 ,  t .  >  0 ,  t :  >  0 ,  
1 — 1 — 1 — 
'"^0 + 'm' Tpx> + t^, . . . , T^ 
>x' + t')dx ... dx dx' ... dx' 
n n 1 ml n 
=  [ f  .  .  .  r  P  ( T ,  > x  +  t  ,  .  .  .  ,  T  > x  + t  )  d x  . . .  d x  ]  
mm m l m 
[ f  .  .  .  f  P  ( T '  > x '  +  t '  .  .  . ,  T '  > x '  +  t '  )  d x '  . . .  d x '  ]  
n n n  l  n  
m 
d x ^ x P ( n ^ ( T p t . ) ) J - -  . . / ^ P ( T p x .  
T '  > x '  )  d x '  . . .  d x '  
n n 1 n 
1 0 3  
•''o' • ••'"o • • • • 
d x _  . . .  d x  d x "  . . .  d x '  .  1 ml ,n 
Similar proofs work for 3-^*^ P^* 
(Q3) I f  ( T ^ , .  . . ,  T^) € ( 3 j, C. >0( l < i < m ) ,  
f  . . . f  P  ( C _  T  > x  +  t  . .  . ,  C  T  > x  + t  ) d x  . . .  d x  
« ' O ' ^ O  l l  1 1  m m m m  l  m  
= C" -4 '^"1 ••• 
1 m 
^  ^  <^1 • •  •  '  ^ '^1 • •  •  •  
1 m ^ " 1 m 
d x ,  . . .  d x  
1 m 
=  P  < C i T i  > t j  C ^ T ^ >  .  . / ;  P  ( C j T j  > X j ,  .  .  . ,  
C T > x ) d x ,  . . . d x .  
m m m 1 m 
Similar proofs work for S_ and when C = C_ =...= C = C> 0. 
" ^ 2  3  1 2  m  
(Q4) To prove this property for we need the following multi­
variate extension of Lemma 3.4 (ii) in Block and Savits (1978). 
Lemma 2. H is MNBUE-I if and only if 
P 
1 0 4  
' ' V  
(Jq* * '/q , Zp)dH(Zj z^)) 
for every nonnegative nondecr easing real g on (0, <=)^. 
Proof. The sufficiency part of the theorem follows by taking 
P 
g ( z  , . . . , z  )  =  n  I  .  T o  p r o v e  n e c e s s i t y ,  f i r s t  n o t e  t h a t  
'  P  i = I  [ z . > t j  
the integral inequality is valid for functions of the form 
P 
g ( z , , . , . , z  ) =  n  I where A. is either (t., <=) or Ft., <=). 
'  P  i = l  [ z . f A . ]  
1 1 
Since, any nonnegative nondecr easing function can be written as the 
nondecr easing limit of nonnegative linear combinations of such func­
tions, the result follows. 
To prove the closure property (Q^) under (3^, we now proceed 
as follows. 
Suppose X= (X , . . ., X ) and Y= (Y ,...,Y ) are independent 
~ i p 1 P 
random vectors with respective distribution functions F and G 
P P 
and corresponding survival functions F and G . Let H and 
P P P 
H denote the distribution function and the survival function of 
P 
Z = X + Y. Then, writing 
~ ~ 
00 00  ^
" T} • •J'o J'o^" • •J'o ®'"l' • • • • • d"pdH(Zj, . .., Zp) 
1 0 5  
.. .VP 
• • / q JQ  • • • Jo  g ( U j ,  . .  U p ) d u ^  . .  .  d U p  
d F ( x  . . , x  ) d G { y  )  
1 p 1 p 
X x^ 
. r r • f g ( u , , . . . , u  ) d u  . . .  d u  
- J o  l  P  P  P  
d  F ( x  .  .  .  ,  X  )  d  G ( y  .  . ,  y  )  1 p 1 p 
y Yj 
. . . r  r  ^ . . . r  g ( x  + u  . . . , x  + u  ) d u , . . .  d u  
' ^ O ' ^ o  0  1  1  P  P  1  Î  
d  G  ( y  ,  . .  . ,  y  )  d  F  ( x  ,  .  ,  X  )  1 p 1 p 
• • / q  V q *  • •  • • ' • • *  
d U p J  d G ( y j ,  .  .  . ,  Y p )  
' "J'o ' ' • '^p"''^p^%^^l' * * *' 
d u ,  . . .  d u  ] d F ( x  . . . . , x  )  1 p 1 p 
' • • Jo ^p^^r ' " ' VQ* " '"^1 
00 m GO 
0 
( f g -  •  -  J g  8  ( ^ 1 '  •  *  *  '  X ^ )  d F  ( X j ,  .  . .  ,  x ^ ) )  
d G ( y j ,  .  . .  ,  y ^ ) ]  
• • •  
''p" 
d F ( x ^ ,  .  .  .  , X p ) J  
1 0 6  
- Wg' • 'Jq  "  ^p) +  ( ^ 1 '  •  •  •  ' •  •  '  ^ ^ p ]  
> < / ô - - - / Q g ( ^ i  +  y i " - " ^ p + y p > ' ^ ^ ( ^ i ' - - - ' V  
d G ( y j ,  .  .  . ,  Y p )  
P P 
=  E  ( n ^ X . +  n ^ Y . )  . . . , Z p ) d H ( z ^ , . . . , Z p )  
p 
5 ^  ( P Jq- • • • » ^p) 
P P St P  p 
(since n  X. + n  Y. < H (X. + Y.) = H Z.) 
. , i . , i — 1  1  - , 1  1= 1 1= 1 1= 1 1= 1 
" o" ' '«Co Zp)dz^ ... dZp] . J ^  
g  ( Z i ,  .  .  . ,  Z p ) d H ( Z i ,  .  .  .  ,  Z p ) ] .  
Similar proof works for and 
Remark 10. Since it is known in the univariate case that NBUE is 
not closed under the formation of coherent system, the same cannot 
be expected for MNBUE under any definition. 
Remark 11. To prove that MNBUE is closed under limits in dis­
tribution, we need an extra condition to guarantee the application 
dominated convergence theorem. 
Theorem 5. Let {(T, ,. . . , T ), k > l} be a sequence of MNBUE 
k 
random vectors belonging to p. for each k. If (T, , . . . , T ) 
^ k 
1 0 7  
St 
(T , . . . , T ) weakly as k-> œ and (T )< (S , . , ., S ) 
Ik ^ k ^ 
for all m>m where E (H S.) < œ, then (T )ep. for 
"  i = l  ^  ^  ^  ^  
each j. 
Proof. Use the appropriate definition of MNBUE and the dominated 
convergence theorem. 
4. 7. Shock Models Leading to MNBUE 
Consider once again the same setup as Section 4. Shocks are 
a s s u m e d  t o  b e  g o v e r n e d  b y  a  g e n e r a l  c o u n t i n g  p r o c e s s  N  =  { N ( t ) :  
t > O} not necessarily Poisson. For simplicity, attention restricted 
only to the bivariate case. 
Assume the survival function (t^, t^) is defined the same 
way as (4. 4. 1). The first theorem in this section is a multivariate 
generalization of Theorem 2. 1 of Block and Savits (1978) dealing 
with MNBUE survival. 
Let 
N ( Y = k ^ )  
and 
, k, = •''Ô-("o k,'"l'''"z-
r 2 ^ ^ I '  z  
Theorem 6. is MNBUE-I if 
CO CO GO 00 
(i) P Z Z P > Z Z P (4.7.1) 
' k^= 0 k^= 0 1' 2 r 2 k^=kk^=^ 1' 2 r 2 
1 0 8  
and 
(ii) for every ^ 0, = 0, 1, . , , (i = 1, 2), 
^1 ^2 
d x ^  d x ^  ( 4 .  7 .  2 )  
Proof. 
00 00 CO 00 
2 2a -
k^=0k^=0 ' 
- (t t ) P , r r 2 2 a. . 
' 1 '  2  1 '  2  0  0  j ^ = 0 j ^ = 0  h ' ^ - ^  
( X ,  X  )P dx dx 
1  ^  J l ' ^ Z  
00 00 00 00 
k i = o k 2 = o  r  2  r  2  j ^ = o j ^ = o  h ' h  h ' h  
CO CO CO 00 
> Z 2 a (t t ) 2 2 P A (using (i)) 
k ^ = 0 k ^ = 0  1 '  2  j ^ = k ^  j ^ = k ^  ^ l ' ^ 2  ^ 1 '  ^ 2  
C O  C O  1 ^ 2  
= 2 2 P. . A. . 2 2 a (t I: ) 
j l = 0 j 2 = 0  ^ l ' - ^ 2 k ^ = 0 k ^ = 0  1 '  2  
00 00 
1 0 9  
It is difficult to verify that the conditions of Theorem 6 in 
general. We found it hard to verify the condition even in the spe­
cial case when N is Poisson process with intensity say 
In the situation when N is a Poisson process, we could how­
ever directly, that is MNBUE-II, provided (P , 
1' 2 
k j  =  0 ,  1 ,  . .  . ,  =  0 ,  1 ,  2 ,  . . .  }  s a t i s f i e s  t h e  d i s c r e t e  N B U E  
property. This is demonstrated in the following theorem. 
Theorem 7. Suppose 
00 eo 00 00 
P 2 2 P. . > S 2 P. . (4. 7. 3) 
'  j ^ = O j 2 = o  h ' h  j^=kj^=k h ' h  
and 
then the joint survival function defined in (4. 4. 1) with a Poisson 
counting process N with intensity \ is MNBUE-II. 
Proof. For t > 0, 
J"! Tl ^ 2 ^2^ "^"^2 " ^ ^ (4.7.5) 
where 
1 1 0  
œ CO 
%œ m CO 
I  =  f  L  2  s  e x p [ - \  {(X + t ) + ( x  - X  ) }  j  
0 ""zk =0k =0 ^ ^ 
^2 ^1 (K{x^+t ) )  ( \ (x^-x^) )  _  
V V ^k^+kg, k^^^l'^^Z ' 
and 
00 00 
^  = / " J T  ^  Z  e x p  [ - X  { ( x  +  t )  + ( X  -  X  ) } ]  
0 '^lk^=0k^=0 ^ ^ ^ 
kl k^ 
(X{Xi  +  t ) )  (X(x^-  x^) )  _  
k j !  k j !  ^ k ^ , k i + k ^ ^ ^ 2 * ^ ^ l '  
Now, 
œ œ 
1 =  \  r  2  Z  e x p  [ - ) ^ ( x  + t ) ]  
0  k i = 0 k ^ = 0  
(X(x  + t ) )  _  
P  dx  
k^. kj +k^, 2 
k 
œ 00 2 j 
=  x "  s  2  p  s  e s p ( - X t ) ^  
k  = 0 k  = 0  1  2 '  2 j = 0  
12 •' 
Similarly, 
_ œ 00 1 j 
n = x" 2 s p Z exp (- Xt) ^  . 
ki=ok^=o r r 2j=o 
I l l  
Hence, 
-2 " " - niin(k k ) j 
I  +  n = \  [ 2  2  P  S  e x p ( - X t ) ^ ^  
k  = 0 k  = 0  1 '  2 j = 0  J *  
+  2  P  2  e x p ( - \ t ) ^ ] .  
k=0 ' j=0 
From (4. 7. 5) and (4. 7. 6) one gets. 
CO 00 
*00 ^co — - Z 
( 4 . 7 . 6 )  
^ ^ (4. 7. 7) 
Since, from (4.4. 1), 
00 j 
H (t, t)= 2 exp(-U)^^P. . for t > 0, (4.7.8) 
j=0 
from (4. 7. 6) - (4. 7. 8) one gets. 
*2 '» Tj «2 <^r ''2' ^ ='1 "^^2 - r r "2 '"i- ^ 2' 
= x'^[ 2 
j=0 
exp(- \t)^^ P. 
J» u . 1 2 k j =  0  k ^ = 0  1' 2 k=0 ' 
» CO _ min(k k ) J 
-  {  2  2  P  2  e x p ( - \ t ) i ^  
k  = 0 k  = 0  1 '  2 j = 0  J -
+  2  P  2  e x p ( - U )  
k=0 ' j=0 
1 1 2  
CO 
J CO œ 
=  X "  [ 2  e x p ( - U ) ^ [ P  2  Z  P  
j=0 k^=0k^=0 1' 
^ ^ k ^ k^=jk^=j 1' 2 
00 J CO CO 
+  2  e % p { - U ) ^  t P  2  5  -  2  ?  k J J i O .  
j=0 •^'^k=0 ' k=j 
using (4. 7. 3) and (4. 7, 4). 
Finally note that if writing a (t) = a (t, t) and A = J a (x)dx, 
xC xC, K. iC. ^ Q iC 
if 
00 CO 
( i )  P ,  ,  s  p .  .  A .  >  2  p .  .  A . ,  a n d  
J " j = k  J - J  ]  
k 
(ii) S a (t) > r°°a (x)dx 
^ j=0 J ^ 
hold, then following the line of proof of Theorem (2. 1) of Block and 
Savits (1978), it follows that is MNBUE-HI. 
1 1 3  
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