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Abstract
We prove asymptotic results for 2-dimensional random matching problems. In
particular, we obtain the leading term in the asymptotic expansion of the expected
quadratic transportation cost for empirical measures of two samples of independent
uniform random variables in the square. Our technique is based on a rigorous
formulation of the challenging PDE ansatz by S. Caracciolo et al. (Phys. Rev. E,
90 012118, 2014) that “linearise” the Monge-Ampère equation.
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1
1 Introduction
Optimal matching problems are random variational problems widely investigated in
the mathematical and physical literature. Many variants are possible, for instance the
monopartite problem, dealing with the optimal coupling of an even number n of i.i.d.
points Xi, the grid matching problem, where one looks for the optimal matching of an
empirical measure
∑
i
1
nδXi to a deterministic and “equally spaced” grid, the closely
related problem of optimal matching to the common law m of Xi and the bipartite
problem, dealing with the optimal matching of
∑
i
1
nδXi to
∑
i
1
nδXi , with (Xi, Yi) i.i.d.
See the monographs [Y98] and [T14] for many more informations on this subject. In
addition to these problems, one may study the optimal assignment problem, [C04],
where the optimization involves also the weights of the Dirac masses δXi and the closely
related problem of transporting Lebesgue measure to a Poisson point process [HS13],
which involves in the limit measures with infinite mass.
In this paper we focus on two of these problems, namely optimal matching to the
reference measure and the bipartite problem. Denoting by D the d-dimensional domain
and by m ∈ P(D) the law of the points Xi, Yi, the problem is to estimate the rate of
convergence to 0 of
E
[
W pp
(
n∑
i=1
1
n
δXi ,m
)]
, E
[
W pp
(
n∑
i=1
1
n
δXi ,
n∑
i=1
1
n
δYi
)]
, (1.1)
where p ∈ [1,∞) is the power occurring in the transportation cost c = dp (also the
case p = ∞ is considered in the literature, see for instance [SY91] and the references
therein), finding tight upper and lower bounds and, possibly, proving existence of the
limit of the renormalized quantities as n→∞.
The typical distance between points is expected to be of order n−1/d, and therefore
it is natural to guess that the quantities cn,p,d introduced in (1.1) behave as n−p/d.
However, it is by now well known that this hypothesis is true for d ≥ 3, while it is
false for d = 1 and d = 2. Despite plenty of heuristic arguments and numerical results,
these are (as far as we know) the main results that have been rigorously proved (we
focus here on the model case when m is the uniform measure and we do not distinguish
between optimal matching to m and bipartite), denoting an ∼ bn if lim supn an/bn <∞
and lim supn bn/an <∞:
• when D = [0, 1] or D = T1, then cn,p,1/n−p ∼ np/2 and, when p = 2, lim
n→∞
ncn,2,1
can be explicitly computed, see [CS14];
• when D = [0, 1]2, then cn,p,2/n−p/2 ∼ (log n)p/2, see [AKT84];
• when D = [0, 1]d with d ≥ 3, then cn,1,d/n−1/d ∼ 1 and the limit exists [BM02],
[DY95], for general p > 1 and 2p > d one has cn,p,d/n−p/d ∼ 1 and the limit exists
[B13]; a combination of these results and Hölder’s inequality gives cn,p,d/n−p/d ∼
1 for p ∈ [1,∞) and d ≥ 3, but it is not known whether the limit exists for
p ∈ (1, d/2). In the more recent paper [FG15] also non-asymptotic upper bounds
have been provided.
Notice that some of the results listed above provide not only convergence of the expec-
tations, but also almost sure convergence which, under some circumstances (see for in-
stance [B13]) can be obtained from concentration inequalities as soon as convergence of
2
the expectations is known. In the case d = 2, the convergence of (log n)−p/2cn,p,2/n−p/2
as n→∞ and the characterization of the limit are still open problems, particularly in
the case p = 1 [T14, Research problem 4.3.3].
Our interest in this subject has been motivated by the recent work [CLPS14] where,
on the basis of an ansatz, very specific predictions on the expansion of
n−p/dE
[
W pp
(
n∑
i=1
1
n
δXi ,
n∑
i=1
1
n
δYi
)]
have been made on Td, for all ranges of dimensions d and powers p. In brief, the ansatz
of [CLPS14] is based on a linearisation (ρi ∼ 1 in C1 topology, ψ ∼ f + 12 |x|2 in C2
topology) of the Monge-Ampère equation
ρ1(∇ψ)det∇2ψ = ρ0,
(which describes the optimal transport map T = ∇ψ from the measures having proba-
bility densities ρ0 to ρ1) leading to Poisson’s equation −∆f = ρ1 − ρ0.
This ansatz is very appealing, but on the mathematical side it poses several chal-
lenges, because the energies involved are infinite for d ≥ 2 (the measures being Dirac
masses), because this procedure does not provide an exact matching between the mea-
sures (due to the linearisation) and because the necessity of giving lower bounds persists,
as matchings provide only upper bounds. While we are still very far from justifying
rigorously all predictions of [CLPS14], see also Section 6 for a discussion on this topic,
we have been able to use this idea to prove existence of the limit and compute explicitly
it in the case p = d = 2, in agreement with [CLPS14]:
Theorem 1.1 (Main result). Assume that either D = [0, 1]2 or that D is a compact
2-dimensional Riemannian manifold with no boundary and unit volume m(D) = 1 and
set µn =
∑
i
1
nδXi , ν
n =
∑
i
1
nδYi , being Xi, Yi i.i.d. with law m. Then,
lim
n→∞
n
log n
E
[
W 22 (µ
n,m)
]
=
1
4pi
.
In the bipartite case, if either D = [0, 1]2 or D = T2, one has
lim
n→∞
n
log n
E
[
W 22 (µ
n, νn)
]
=
1
2pi
. (1.2)
Finally, in the case D = [0, 1]2, if T µ
n
denotes the optimal transport map from m to
µn, one has
lim
n→∞
n
log n
∫
D
∣∣∣E[T µn(x)− x]∣∣∣2 dm(x) = 0. (1.3)
In our proof the geometry of the domain D enters only through the (asymptotic)
properties of the spectrum of the Laplacian with Neumann boundary conditions; for
this reason we are able to cover also abstract manifolds (where another example of
interest could be the two dimensional sphere). Even though in dimension d = 1 (but
mostly for the case D = [0, 1]) a much more detailed analysis can be made, see for
instance Remark 4.2, we include proofs and statements of the 1-d case, to illustrate the
flexibility of our synthetic method.
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Let us give some heuristic ideas on the strategy of proof, starting from the upper
bound. In order to obtain finite energy solutions to Poisson’s equation we study the
regularized PDE
−∆fn,t = (un,t − 1) (1.4)
where un,t is the density of P ∗t (µ
n − m) and P ∗t is the heat semigroup with Neumann
boundary conditions, acting on measures. Then, choosing t = γn−1 log n with γ small,
we have a small error in the estimation from above of cn,2,2 if we replace µn by its regu-
larization P ∗t µ
n. Eventually, we use Dacorogna-Moser’s technique (see Proposition 2.3)
to provide an exact coupling between P ∗t µ
n and m, leading to an estimate of the form
W 22 (P
∗
t µ
n,m) ≤
∫
D
(∫ 1
0
1
(1− s) + sun,t ds
)
|∇fn,t|2 dm.
To conclude, we have to estimate very carefully how much the factor in front of |∇fn,t|2
differs from 1; this requires in particular higher integrability estimates on |∇fn,t|.
Let us consider now the lower bound. The duality formula
1
2
W 22 (µ, ν) = sup
φ(x)+ψ(y)≤d2(x,y)/2
−
∫
D
φdµ+
∫
D
ψ dν
is the standard way to provide lower bounds on W2; given φ, the best possible ψ = Q1φ
compatible with the constraint is given by the Hopf-Lax formula (2.2). Choosing again
φ = fn,t as in the ansatz, we are led to estimate carefully
1
2
∫
|∇fn,t|2 −
(
−
∫
D
fn,t dm+
∫
D
Q1f
n,t dm
)
in events of the form {|un,t − 1| ≤ η} (whose probabilities tend to 1). We do this
using Laplacian estimates and the viscosity approximation of the Hopf-Lax semigroup
provided by the Hopf-Cole transform.
In the bipartite case, the result can be obtained from the previous ones playing with
independence. Heuristically, the random “vectors” pointing from m to µn and from m
to νn are independent, and since P(D) is “Riemannian” on small scales when endowed
with the distance W2, we obtain a factor 2, as in the identity E[(X − Y )2] = 2Var(X)
when X, Y are i.i.d. random variables. Interestingly, the rigorous proof of this fact
provides also the information (1.3) on the mean displacement as function of the position.
The paper is organized as follows. In Section 2 we first recall preliminary results on
the Wasserstein distance and the main tools (Dacorogna-Moser interpolation, duality,
Hopf-Lax semigroup) involved in the proof of the upper and lower bounds. Then, we
provide moment estimates for
√
n(µn −m).
In Section 3 we introduce the heat semigroup Pt and, in a quantitative way, the
regularity properties of Pt needed for our scheme to work. We also provide estimates
on the canonical regularization of the Hamilton-Jacobi equation provided by the Hopf-
Cole transform −σ(logPte−f/σ). The most delicate part of our proof involves bounds
on the probability of the events{
sup
x∈D
|un,t(x)− 1| > η
}
, η > 0
4
which ensure that the probability of these events has a power like decay as n → ∞
if t = γn−1 log n, with γ sufficiently large (this plays a role in the proof of the lower
bound). Finally, in light of the ansatz of [CLPS14], we provide a formula for
E
[∫
D
|∇fn,t|2 dm
]
,
where fn,t solves the random PDE (1.4), and prove convergence of the renormalized
quantity as n→∞, if t ∼ n−1 log n.
Section 4 provides the proof of our main result, together with Theorem 4.1 dealing
with the simpler case d = 1. We first deal with the optimal matching to m, and then
we deal with the bipartite case.
In Section 5 we recover the result found in [AKT84] as a consequence of our esti-
mates via a Lipschitz approximation argument.
Finally, Section 6 covers extensions to more general classes of domains and open
problems, pointing out some potential developments.
Acknowledgment. The first author warmly thanks S. Caracciolo for pointing out to
him the paper [CLPS14] and for several conversations on the subject.
2 Notation and preliminary results
2.1 Wasserstein distance
Let (D, d) be a complete and separable metric space. We recall (see e.g. [AGS08]) that
the quadratic Wasserstein distance W2(µ, ν) between Borel probability measures µ, ν
in D with finite quadratic moments is defined by
W 22 (µ, ν) = min
{∫
D×D
d(x, y)2 dΣ(x, y) : Σ ∈ Γ(µ, ν)
}
,
where Γ(µ, ν) is the class of transport plans (couplings in Probability) between µ and
ν, namely Borel probability measures Σ in D ×D having µ and ν as first and second
marginals, respectively. We say that a Borel map T pushing µ to ν is optimal if
W 22 (µ, ν) =
∫
D
d
2(T (x), x) dµ(x).
This means that the plan Σ = (Id×T )#µ induced by T is optimal.
The following duality formula will play a key role, both in the proof of the upper
and lower bound of the matching cost:
1
2
W 22 (µ, ν) = sup
φ∈Lipb(D)
−
∫
D
φdµ+
∫
D
Q1φdν. (2.1)
In (2.1) above, Lipb(D) stands for the class of bounded Lipschitz functions on D and,
for t > 0, Qtφ is provided by the Hopf-Lax formula
Qtφ(y) = inf
x∈D
φ(x) +
1
2t
d(x, y)2. (2.2)
5
This formula also provides a semigroup if (X, d) is a length space, and Qtφ ↑ φ as t ↓ 0.
We recall a few basic properties of Qt, whose proof is elementary: if φ ∈ Lipb(D)
then inf φ ≤ Qtφ ≤ supφ and (where Lip stands for the Lipschitz constant)
Lip(Qtφ) ≤ 2Lip(φ),
∥∥∥∥ ddtQtφ(x)
∥∥∥∥
∞
≤ 2[Lip(φ)]2 for all x ∈ D.
In particular Lipb(D) is invariant under the action of Qt. For φ ∈ Lipb(D), the key
property of Qtφ is
d
dt
Qtφ+
1
2
|∇Qtφ|2 ≤ 0 m-a.e. in X, for all t > 0, (2.3)
with equality if (D, d) is a length space (but we will only need the inequality). In (2.3),
|∇Qtφ| is the metric slope of Qtφ, which corresponds to the norm of the gradient in
the Riemannian setting.
We recall that W 22 is jointly convex, namely if µi, νi ∈ P(D), ti ≥ 0,
∑k
i=1 ti = 1,
µ =
k∑
i=1
tiµi, ν =
k∑
i=1
tiνi
then
W 22 (µ, ν) ≤
k∑
i=1
tiW
2
2 (µi, νi). (2.4)
This easily follows by the linear dependence w.r.t. Σ in the cost function, and by the
linearity of the marginal constraint. More generally, the same argument shows that,
for a generic index set I,
W 22
(∫
I
µi dΘ(i),
∫
I
νi dΘ(i)
)
≤
∫
I
W 22 (µi, νi) dΘ(i) (2.5)
with µi, νi and Θ probability measures, under appropriate measurability assumptions
that are easily checked in all cases when we are going to apply this formula.
The following result is by now well known, we detail for the reader’s convenience
some steps of the proof from [AGS08].
Proposition 2.1 (Existence and stability of optimal maps). Let D ⊂ Rd be a compact
set, µ, ν ∈ P(D) with µ absolutely continuous w.r.t. Lebesgue d-dimensional measure.
Then:
(a) there exists a unique optimal transport map T νµ from µ to ν.
(b) if νh → ν weakly in P(D), then T νhµ → T νµ in L2(D,µ;D).
Proof. Statement (a) is a simple generalization of Brenier’s theorem, see for instance
[AGS08, Theorem 6.2.4] for a proof. The proof of statement (b) is typically obtained
by combining the stability w.r.t. weak convergence of the optimal plans ν 7→ (Id×T νµ )
(see [AGS08, Proposition 7.1.3]) with a general criterion (see [AGS08, Lemma 5.4.1])
which allows to deduce convergence in µ-measure of the maps Th to T from the weak
convergence of the plans (Id×Th)#µ to (Id×T )#µ.
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2.2 Transport estimate
Assume in this section that D is a connected Riemannian manifold, possibly with
boundary, whose finite Riemannian volume measure is denoted by m, with d equal to
the Riemannian distance. The estimate from above onW 22 provided by Proposition 2.3
below is closely related to the Benamou-Brenier formula [B00], [AGS08, Theorem 8.3.1],
which provides a representation of W 22 in terms of the minimization of the action∫ 1
0
∫
D|bt|2 dµt dt, among all solutions to the continuity equation ddtµt + div(btµt) = 0.
It is also related to the Dacorogna-Moser scheme, which provides constructively (under
suitable smoothness assumptions) a transport map between µ0 = u0m and µ1 = u1m
by solving the PDE {
∆f = u1 − u0 in D,
∇f · nD = 0 on ∂D
(2.6)
and then using the flow map of the vector field bt = u−1t ∇f at time 1, with ut = (1−
t)u1+ tu0, to provide the map. We provide here the estimate without building explictly
a coupling, in the spirit of [K10] (see also, in an abstract setting [AMS15, Theorem 6.6]),
using the duality formula (2.1). This has the advantage to avoid smoothness issues and,
moreover, uses (2.6) only in the weak sense, namely
−
∫
D
〈∇φ,∇f〉dm =
∫
D
φ(u1 − u0) dm ∀φ ∈ Lipb(D).
Notice that uniqueness of f in (2.6) is obvious, up to additive constants. Existence
is guaranteed for ui ∈ L2(m) with
∫
D(u1−u0) dm = 0 under a spectral gap assumption,
thanks to the variational interpretation provided by Lax-Milgram theorem. Notice also
that with the choice bt = u−1t ∇f the continuity equation ddtut + div(btut) = 0 holds,
in weak form.
We will also need this definition.
Definition 2.2 (Logarithmic mean). Given a, b > 0, we define the logarithmic mean
M(a, b) =
a− b
log a− log b =
(∫ 1
0
1
(1− s)a+ sb ds
)−1
.
This can be extended to a, b ≥ 0 by continuity, so that M(a, 0) =M(0, b) =M(0, 0) =
0.
Proposition 2.3. Let u0, u1 ∈ L2(m) be probability densities with u0 > 0 m-a.e. in X
and let f ∈ H1,2(D,m) be any solution to (2.6). Then
W 22 (u0m, u1m) ≤
∫ 1
0
∫
D
|∇f |2
(1− s)u0 + su1 dm ds =
∫
D
|∇f |2
M(u0, u1)
dm.
Proof. Let φ ∈ Lipb(D), set us = (1 − s)u0 + su1 and notice that us > 0 m-a.e. in X
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for all s ∈ [0, 1). We interpolate, then use Leibniz’s rule and (2.3) to get
∫
D
(u1Q1φ− u0φ) dm =
∫ 1
0
d
ds
∫
D
usQsφdm ds
=
∫ 1
0
∫
D
us
d
ds
Qsφ+ (u1 − u0)Qsφdm ds
≤
∫ 1
0
−1
2
|∇Qsφ|2us − 〈∇f,∇Qsφ〉dm ds
≤ 1
2
∫ 1
0
∫
D
|∇f |2
us
dm ds.
Since φ is arbitrary, the statement follows from the duality formula (2.1).
2.3 Bounds for moments and tails
In this subsection (D, d) is a complete and separable metric space equipped with a
Borel probability measure m. We assume diamD <∞.
For n ∈ N+, let X1, . . . ,Xn be independent and uniformly distributed random
variables in D, whose common law is m. Let µn = 1n
∑n
i=1 δXi be the random empir-
ical measure. We define the measures rn =
√
n(µn − m), where we use the natural
scaling provided by the central limit theorem. Our goal is to derive upper bounds
for the exponential moments exp(λ
∫
D f dr
n) and, as a consequence, tail estimates for∫
D f dr
n, related to classical concentration inequalities (Bernstein inequality), see e.g.
[T14, Lemma 4.3.4]. For the reader’s convenience, we provide a complete proof in the
form that we need for our purposes.
Definition 2.4. For k ∈ N and f ∈ Cb(D), define the k-moments [[ · ]]k by
[[f ]]kk =
∫
D
(
f(x)−
∫
D
f dm
)k
dm(x)
and
[[f ]]∞ =
∥∥∥∥f −
∫
D
f dm
∥∥∥∥
L∞(m)
.
Notice that [[f ]]0 = 1, [[f ]]1 = 0, [[f ]]2 ≤ ‖f‖2 and
∣∣∣[[f ]]k+2k+2∣∣∣ ≤ [[f ]]22[[f ]]k∞. Moreover,
[[ · ]]22 is a quadratic form, therefore we introduce also the associated bilinear form
m2(f, g) =
∫
D
(
f(x)−
∫
D
f dm
)(
g(x) −
∫
D
g dm
)
dm(x).
Analogously, we consider also the following quantity
m4(f, g) =
∫
D
(
f(x)−
∫
D
f dm
)2 (
g(x) −
∫
D
g dm
)2
dm(x),
so that m4(f, f) = [[f ]]
4
4.
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Lemma 2.5 (Moment generating function). Let f ∈ Cb(D) and λ ∈ R. Then
E
[
exp
(
λ
∫
D
f drn
)]
=
{∫
D
exp
[
λ√
n
(
f(x)−
∫
D
f dm
)]
dm(x)
}n
=
(
1 +
∞∑
k=2
λk[[f ]]kk
k!nk/2
)n
.
As a consequence
E
[
exp
(
λ
∫
D
f drn
)]
≤ exp
[
λ2[[f ]]22
2
exp
( |λ|[[f ]]∞√
n
)]
. (2.7)
Proof. It is sufficient to show the result for λ = 1. The general statement then follows
by taking λf in place of f . By the definition of empirical measure we have
E
[
exp
(∫
D
f drn
)]
= E
[
exp
(
1√
n
n∑
i=1
f(Xi)−
√
n
∫
D
f dm
)]
= E
[
exp
(
n∑
i=1
1√
n
{
f(Xi)−
∫
D
f dm
})]
= E
[
exp
(
1√
n
{
f(X1)−
∫
D
f dm
})]n
=
{∫
D
∞∑
k=0
1
k!
[
1√
n
(
f(x)−
∫
D
f dm
)]k
dm(x)
}n
.
The equality above gives
E
[
exp
(∫
D
f drn
)]
=
{
1 +
∞∑
k=2
[[f ]]kk
k!nk/2
}n
=
{
1 +
∞∑
k=0
[[f ]]k+2k+2
(k + 2)!nk/2+1
}n
≤
{
1 +
[[f ]]22
2n
∞∑
k=0
[[f ]]k∞
k!nk/2
}n
=
{
1 +
[[f ]]22
2n
exp
(
[[f ]]∞√
n
)}n
≤ exp
[
[[f ]]22
2
exp
(
[[f ]]∞√
n
)]
.
Lemma 2.6. Let f, g ∈ Cb(D). Then
E
[(∫
D
f drn
)2]
= [[f ]]22, E
[(∫
D
f drn
)(∫
D
g drn
)]
= m2(f, g), (2.8)
and
E
[(∫
D
f drn
)2 (∫
D
g drn
)2]
=
n− 1
n
[
[[f ]]22[[g]]
2
2 + 2m2(f, g)
2
]
+
1
n
m4(f, g)
≤ 3n− 1
n
[[f ]]22[[g]]
2
2 +
1
n
[[f ]]24[[g]]
2
4.
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Proof. Since
E
[
exp
(
λ
∫
D
f drn
)]
=
∞∑
k=0
λk
k!
E
[(∫
D
f drn
)k]
,
it is sufficient to compute the second and fourth derivatives with respect to λ at λ = 0
in the expression for E [exp (λ
∫
D f dr
n)] provided by Lemma 2.5 to obtain, respectively,
the first identity in (2.8) and
E
[(∫
D
f drn
)4]
= 3
n− 1
n
[[f ]]42 +
1
n
[[f ]]44.
The remaining two identities follow by polarization.
For c, η > 0, define the function
F (c, η) = sup
λ>0
{
λη − λ
2
2
exp(cλ)
}
> 0. (2.9)
Notice that F (c, η) is decreasing in c, increasing in η and that the formula
cF (c, η) = sup
λ>0
{
cλη − cλ
2
2
exp(cλ)
}
= sup
λ′>0
{
λ′η − (λ
′)2
2c
exp(λ′)
}
shows that cF (c, η) is increasing in c. We will use the function F to estimate the tails
of
∫
D f dr
n.
Lemma 2.7 (Tail bound). Let X be a real random variable such that, for some c1, c2 >
0,
E[exp(λX)] ≤ exp
[
λ2c1
2
exp(|λ|c2)
]
∀λ ∈ R.
Then for every η ≥ 0 we have
P(|X| > η) ≤ 2 exp
[
− 1
c1
F
(
c2
c1
, η
)]
.
Proof. We have P(|X| > η) ≤ P(X > η) + P(X < −η). For the first term and λ > 0
P(X > η) = P
(
exp(λX) > exp(λη)
)
≤ E[exp(λX)] exp(−λη) ≤ exp
[
λ2c1
2
exp(λc2)− λη
]
.
Hence
P(X > η) ≤ exp
[
inf
λ>0
(
λ2c1
2
exp(λc2)− λη
)]
= exp
[
1
c1
inf
λ>0
{
λ2
2
exp
(
λ
c2
c1
)
− λη
}]
.
For the other term, we use the fact that P(X < −η) = P(−X > η) and −X satisfies
the same hypothesis.
10
3 Heat semigroup
In this section we add more structure to D, assuming that (D, d) is a connected Rie-
mannian manifold (possibly with boundary) endowed with the Riemannian distance,
and that D has finite diameter and volume. Then, we can and will normalize (D, d)
in such a way that the volume is unitary, and let m be the volume measure of (D, d).
The typical examples we have in mind are the flat d-dimensional torus Td and the
d-dimensional cube [0, 1]d, see also Section 6 for more general setups.
We denote by Pt the heat semigroup associated to (D, d,m), with Neumann bound-
ary conditions. In one of the many equivalent representations, it can be viewed as
the L2(m) gradient flow of the Dirichlet energy 12
∫
D|∇f |2 dm. Standard results (see
for instance [W14]) ensure that Pt is a Markov semigroup, so that it is a contraction
semigroup in all Lp ∩ L2(m) spaces, 1 ≤ p ≤ ∞; thanks to this property it has a
unique extension to all Lp(m) spaces even when p ∈ [1, 2). Moreover, the finiteness of
volume and boundary conditions ensure that Pt is mass-preserving, i.e. t 7→
∫
D Ptf dm
is constant in [0,∞) for all f ∈ L1(m) and thus it can be viewed as an operator in the
class of probability densities (which correspond to the measures absolutely continuous
w.r.t. m). More generally, we can use the Feller property (i.e. that Pt maps Cb(D) into
Cb(D)) to define the adjoint semigroup P ∗t on the classM of Borel measures in D with
finite total variation by ∫
D
f dP ∗t µ =
∫
D
Ptf dµ
and to regularize with the aid of P ∗t singular measures to absolutely continuous mea-
sures, under appropriate additional assumptions on Pt. Since Pt is selfadjoint, the
operator P ∗t can also be viewed as the extension of Pt from L
1(m) to M.
We denote by pt(x, y) the transition probabilities of the semigroup, characterized
by the formula
Ptf(x) =
∫
D
pt(x, y)f(y) dm(y),
so that
P ∗t δx0 = pt(x0, · )m for all x0 ∈ D, t > 0.
We denote by ∆ the infinitesimal generator of Pt, namely the extension of the
Laplace-Beltrami operator on D. Besides the “qualitative” properties of Pt mentioned
above, our proof depends on several quantitative estimates related to Pt.
Quantitative estimates on Pt. We assume throughout the validity of the following
properties: there are positive constants d, Csg, Cuc, Cge, Crt, Cdr and K such that
(SG) spectral gap: ‖Ptf‖2 ≤ e−Csgt‖f‖2 for any f with
∫
D f dm = 0,
(UC) ultracontractivity: |pt(x, y)− 1| ≤ Cuct−d/2 for all x, y ∈ D,
(GE) gradient estimate: Lip
(
pt(x, · )
) ≤ Cget−(d+1)/2,
(RT) Riesz transform bound:∫
D
|∇f |4 dm ≤ Crt
∫
D
∣∣∣(−∆)1/2f ∣∣∣4 dm,
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(DR) dispersion rate:
∫
D d
2(x, y)pt(x, y) dm(y) ≤ Cdrt,
(GC) gradient contractivity: |∇Ptf | ≤ eKtPt|∇f |.
In the sequel, since many parameters and constants will be involved, in some state-
ments we call a constant geometric if it depends only on D through Csg, Cuc, Cge,
Crt, Cdr and K. Notice that (GC) encodes a lower bound on Ricci curvature, see for
instance [W11]. Let us draw now some easy consequences of these assumptions.
Spectral gap implies that for f ∈ L2(D,m) with ∆f ∈ L2(D,m) we have the
representation
f(x) =
∫
D
f dm+
∫ ∞
0
(Pt∆f)(x) dt. (3.1)
Ultracontractivity entails that Pt : L1 → L∞ continuously for t > 0, because
|Ptf(x)| ≤
∣∣∣∣
∫
D
pt(x, y)f(y) dm(y)−
∫
D
f(y) dm(y)
∣∣∣∣+ ‖f‖1 ≤ (Cuct−d/2 + 1)‖f‖1.
Hence, by interpolation Pt : Lp → Lq for any 1 ≤ p ≤ q ≤ ∞ with norms bounded from
above by geometric constants. If p = 1, by approximation we also get P ∗t : M → Lq
continuously for 1 ≤ q ≤ ∞. Notice also that
[[pt( · , y)]]22 ≤ [[pt( · , y)]]∞ ≤ Cuct−d/2 (3.2)
because
[[pt( · , y)]]22 =
∫
D
(
pt(x, y) − 1
)2 dm(x) = ∫
D
pt(x, y)
(
pt(x, y)− 1
)
dm(x)
≤ [[pt( · , y)]]∞
∫
D
pt(x, y) dm(x) = [[pt( · , y)]]∞ ≤ Cuct−d/2.
Writing µ =
∫
D δx dµ(x) and (DR) in the form W
2
2 (P
∗
t δx, δx) ≤ Cdrt, from the joint
convexity of W 22 (2.5) we obtain
W 22 (P
∗
t µ, µ) ≤ Cdrt.
By duality, see [K10], the gradient contractivity property leads to contractivity w.r.t.
W2 distance
W 22 (P
∗
t µ,P
∗
t ν) ≤ e2KtW 22 (µ, ν).
Moreover, it implies that for some geometric constant C we have
‖∇f‖∞ ≤ C‖∆f‖∞ (3.3)
for every f ∈ L2(D,m) with ∆f ∈ L∞(D,m). In fact (GC) gives the reverse Poincaré
inequality [W11]
|∇Ptg|2 ≤ K
e2Kt − 1
[
Pt(g2)− (Ptg)2
]
≤ K
e2Kt − 1‖g‖
2
∞,
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hence the bound ‖∇Ptg‖∞ ≤ ct−1/2‖g‖∞ for t ∈ (0, 1] and some geometric constant
c. Using the representation formula (3.1) and the previous estimate with g = ∆f and
g = Pt−1∆f we obtain (3.3) as
‖∇f‖∞ ≤
∫ ∞
0
‖∇Pt∆f‖∞ dt =
∫ 2
0
‖∇Pt∆f‖∞ dt+
∫ ∞
2
‖∇P1(Pt−1∆f)‖∞ dt
≤ c
(
‖∆f‖∞
∫ 2
0
t−1/2 dt+ ‖P1‖L2→L∞
∫ ∞
2
‖Pt−2∆f‖2 dt
)
≤ c
(
2
√
2 + ‖P1‖L2→L∞
∫ ∞
2
e−Csg(t−2) dt
)
‖∆f‖∞.
In the following lemma we collect some more consequences of the gradient contrac-
tivity.
Lemma 3.1. For every s ≥ 0 and g ∈ Cb(D) one has
min g ≤ − log (Pse−g) ≤ max g, hence ‖− log (Pse−g)‖∞ ≤ ‖g‖∞, (3.4)
‖∇ log (Pse−g)‖∞ ≤ eK−s‖∇g‖∞. (3.5)
Proof. Write G = e−g. Inequality (3.4) follows from the fact that Ps is Markov and
the inequalities e−max g ≤ G ≤ e−min g. In order to prove (3.5) we use (GC) to get
|∇ log (Pse−g)| = |∇Pse−g|
Pse−g
≤ eK−sPs (|∇g|e
−g)
Pse−g
≤ eK−s‖∇g‖∞.
Lemma 3.2 (Viscous Hamilton-Jacobi). Assume that D is a compact Riemannian
manifold without boundary. Let σ > 0, f ∈ C(D), and define, for t ≥ 0,
φσt = −σ log
(
P(σt)/2e
−f/σ
)
.
Then φσt ∈ C
(
[0,+∞) ×D) ∩C∞((0,+∞)×D) solves


∂tφ
σ
t = −
|∇φσt |2
2
+
σ
2
∆φσt in (0,+∞)×D,
φσ0 = f in D.
(3.6)
Moreover
min f ≤ φσt ≤ max f, ‖φσt ‖∞ ≤ ‖f‖∞, (3.7)
‖∇φσt ‖∞ ≤ eK
−t‖∇f‖∞, (3.8)
‖(∆φσt )+‖∞ ≤ ‖(∆f)+‖∞ +
e2K
−t − 1
2
‖∇f‖2∞, (3.9)
φσ1 (y)− φσ0 (x) ≤
d(x, y)2
2
+
σ
2
‖(∆f)+‖∞ +
σ
4
(e2K
− − 1)‖∇f‖2∞ (3.10)∫
D
(φσ0 − φσ1 ) dm ≤ e‖(∆f)
+‖∞+
1
2
(e2K
−
−1)‖∇f‖2∞
∫
D
|∇f |2
2
dm. (3.11)
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Proof. The smoothness of φσt for positive times follows by the chain rule and standard
(linear) parabolic theory. To check that φσ solves (3.6), it is sufficient to compare
∂tφ
σ
t = −
σ2
2
∆P(σt)/2e−f/σ
P(σt)/2e−f/σ
with the terms arising from the application of the diffusion chain rule
σ
2
∆φσt = −
σ2
2
∆ log
(
P(σt)/2e
−f/σ
)
= −σ
2
2
∆P(σt)/2e−f/σ
P(σt)/2e−f/σ
+
σ2
2
∣∣∣∣∣∇P(σt)/2e
−f/σ
P(σt)/2e−f/σ
∣∣∣∣∣
2
= ∂tφσt +
1
2
|∇φσt |2.
(3.12)
Inequalities (3.7) and (3.8) follow in a straightforward way, respectively from (3.4)
and (3.5) of Lemma 3.1, with s = (σt)/2 and g = f/σ.
To prove (3.9) we use Bochner’s inequality
∆
|∇φσt |2
2
≥ K|∇φσt |2 + 〈∇φσt ,∇∆φσt 〉,
which encodes the bound from below on Ricci curvature, and, setting ξt = ∆φσt , we get
∂tξt ≤ −K|∇φσt |2 − 〈∇φσt ,∇ξt〉+
σ
2
∆ξt ≤ K−e2K−t‖∇f‖2∞ − 〈∇φσt ,∇ξt〉+
σ
2
∆ξt
which, by the maximum principle, leads to (3.9).
To prove (3.10), let γ ∈ C1([0, 1],D), with γ(0) = x, γ(1) = y, and compute
d
dt
φσt (γ(t)) = (∂tφ
σ
t ) (γ(t)) + 〈(∇φσt ) (γ(t)) , γ˙(t)〉
= −1
2
|∇φσt (γ(t))|2 +
σ
2
∆φσt (γ(t)) + 〈(∇φσt ) (γ(t)) , γ˙(t)〉
≤ 1
2
|γ˙(t)|2 + σ
2
‖(∆φσt )+‖∞.
(3.13)
Integrating over t ∈ (0, 1) and using (3.9), we obtain
φσ1 (y)− φσ0 (x) ≤
1
2
∫ 1
0
|γ˙(t)|2 dt+ σ
2
‖(∆f)+‖∞ +
σ
4
(e2K
− − 1)‖∇f‖2∞,
which yields (3.10) after we take the infimum with respect to γ.
To show (3.11), we notice first that
∫
D
(φσ0 − φσ1 ) dm = −
∫
D
∫ 1
0
∂tφ
σ
t dt dm
=
1
2
∫ 1
0
∫
D
|∇φσt |2 dm−
σ
2
∫ 1
0
∫
D
∆φσt dm
=
1
2
∫ 1
0
∫
D
|∇φσt |2 dm,
(3.14)
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where the second term vanishes because D is without boundary. For t ∈ (0, 1), one has
d
dt
∫
D
|∇φσt |2 dm = −
d
dt
∫
D
(∆φσt )φ
σ
t dm = −2
∫
D
(∆φσt ) ∂tφ
σ
t dm
=
∫
D
(∆φσt ) |∇φσt |2 − σ
∫
D
(∆φσt )
2 dm
≤ ‖(∆φσt )+‖∞
∫
D
|∇φσt |2 dm.
(3.15)
Combining (3.14) and (3.15) and taking into account the estimate (3.9) on ∆φσt , in-
equality (3.11) follows by Gronwall’s inequality.
Corollary 3.3 (Dual potential). Assume that D is a compact Riemannian manifold
without boundary. For every Lipschitz function f with ‖(∆f)−‖∞ < ∞, there exists
g ∈ Cb(D) such that
f(x) + g(y) ≤ d(x, y)
2
2
,
∫
D
(f + g) dm ≥ −e‖(∆f)−‖∞+ 12 (e2K
−
−1)‖∇f‖2∞
∫
D
|∇f |2
2
dm.
Proof. For σ > 0, consider the functions gσ = φσ1 solving the initial value problem
(3.6) with f replaced by −f . Inequalities (3.4) and (3.5) entail that gσ are uniformly
bounded in the space of Lipschitz functions: as σ → 0, we can extract a subsequence
(gσh) pointwise converging to some bounded Lipschitz function g. Inequality (3.10)
gives in the limit the first inequality of the thesis, while (3.11) yields the second one,
by dominated convergence.
Remark 3.4 (On the equality g = Q1(−f)). Recall that the theory of viscosity solutions
[CL83], [BC97] is specifically designed to deal with equations, as the Hamilton-Jacobi
equations, for which the distributional point of view fails. This theory can be carried
out also on manifolds, see [F] for a nice presentation of this subject. Since one can prove
(using also apriori estimates on the time derivatives, arguing as in Corollary 3.3) the
existence of a function φt, uniform limit of a subsequence of φσt , since classical solutions
are viscosity solutions and since locally uniform limits of viscosity solutions are viscosity
solutions, the function φt is a viscosity solution to the HJ equation ∂tu + 12 |∇u|2 =
0. Then, if the initial condition is −f , the uniqueness theory of first order viscosity
solutions applies, and gives that φt is precisely given by
inf
y∈D
d
2(x, y)
2t
− f(y).
Setting t = 1, this argument proves that actually the function g of Corollary 3.3 coin-
cides with Q1(−f), and that there is full convergence as σ → 0 (see also [C03] for a
proof of the convergence, in Euclidean spaces, based on the theory of large deviations).
We preferred a more elementary and self-contained presentation, because the weaker
statement g ≤ Q1(−f) provided by the Corollary is sufficient for our purposes, and
because our argument works also in the more abstract setting described in Section 6
(in which neither large deviations nor theory of viscosity solutions are yet available),
emphasizing the role played by the lower Ricci curvature bounds.
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3.1 Density fluctuation bounds
Recalling the notation µn = 1n
∑n
i=1 δXi , r
n =
√
n(µn − m), we now define our regular-
ized empirical measures.
Definition 3.5 (Regularized empirical measures). For t ≥ 0 define
µn,t = P ∗t µ
n, rn,tm = P ∗t r
n =
√
n(µn,t −m),
so that for t > 0 one has
rn,t(y) =
∫
D
(pt(·, y)− 1) drn.
The goal of this subsection is to collect apriori estimates on the deviation of rn,t
from 0.
Lemma 3.6 (Pointwise bound). For y ∈ D and η > 0 one has
P
(
|rn,t(y)|√
n
> η
)
≤ 2 exp
(
−nt
d/2
2Cuc
F (1, η)
)
, (3.16)
where F is defined in (2.9).
Proof. Consider the random variable X = rn,t(y)/
√
n =
∫
D pt(·, y)/
√
n drn. By (2.7)
with f = pt(·, y)/
√
n we have
E[exp(λX)] ≤ exp
[
λ2[[pt( · , y)]]22
2n
exp
(
|λ| [[pt( · , y)]]∞
n
)]
≤ exp
[
λ2
2
· Cuc
ntd/2
exp
(
|λ| Cuc
ntd/2
)]
,
where in the second inequality we used (3.2). Then Lemma 2.7 with c1 = c2 =
Cuc/(ntd/2) implies (3.16).
Lemma 3.7 (Deterministic bound). With probability 1 one has
|rn,t(y)− rn,t(z)|√
n
≤ 2Cge
t(d+1)/2
d(y, z).
Proof. Using (GE) and the fact that the total variation of the measures rn is 2
√
n, we
get
|rn,t(y)− rn,t(z)|√
n
=
∣∣∣∣
∫
D
(
pt(x, y)− pt(x, z)
)drn(x)√
n
∣∣∣∣
≤ d(y, z)
∫
D
Lip
(
pt(x, · )
)d|rn|(x)√
n
≤ 2Cge
t(d+1)/2
d(y, z).
We shall need another geometric function related to D.
Definition 3.8 (Minimal δ-cover). In the sequel, for δ > 0 we denote by ND(δ) be
smallest cardinality of a δ-net ofD, namely a set whose closed δ-neighbourhood contains
D.
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Proposition 3.9 (Uniform bound, d = 1). Assume that ultracontractivity holds with
d = 1 and that ND(δ) ≤ max{1, CDδ−1} for all δ > 0. Then there exists a constant
C = C(Cge, CD) with the following property: for all η ∈ (0, 1), q ∈ (0, 1) and η−1n−2q ≤
t ≤ 4CgeCD, we have
P
(
sup
y∈D
|rn,t(y)|√
n
> η
)
≤ C exp
(
−γn1−q
)
with γ = γ(η,Cuc) and n ≥ n(η, q, Cuc).
Proof. We pick δ = η4Cge t, so that, by Lemma 3.7, with probability 1 we have
|rn,t(y)− rn,t(z)|√
n
≤ η
2
for any y, z ∈ D with d(y, z) ≤ δ. (3.17)
Let T be a minimal δ-net. Then the condition t ≤ 4CgeCD implies CDδ−1 ≥ 1, hence
|T | ≤ CDδ−1 = 4CgeCD
η
t−1 ≤ 4CgeCDn2q.
From an application of Lemma 3.6 with η/2 instead of η we get
P
(
sup
y∈T
|rn,t(y)|√
n
>
η
2
)
≤ 2|T | exp
(
−nt
1/2
2Cuc
F (1, η/2)
)
≤ 8CgeCD exp
(
2q log n− n
1−q
2η1/2Cuc
F (1, η/2)
)
≤ 8CgeCD exp
(
−γn1−q
)
,
where the last inequality holds with γ = F (1, η/2)/(4η1/2Cuc) and n ≥ n(η, q, Cuc),
absorbing the logarithm logn into the power n1−q. We conclude since
P
(
sup
y∈D
|rn,t(y)|√
n
> η
)
≤ P
(
sup
y∈T
|rn,t(y)|√
n
>
η
2
)
.
Proposition 3.10 (Uniform bound, d = 2). Assume that ultracontractivity holds with
d = 2 and that ND(δ) ≤ max{1, CDδ−2} for every δ > 0. Then there exists a constant
C = C(Cge, CD) with the following property: for all η > 0 there exists γ = γ(η,Cuc)
such that
P
(
sup
y∈D
|rn,t(y)|√
n
> η
)
≤ C
n
holds for (16CDC2ge)
1/3 ≥ t ≥ γn−1 log n and n ≥ n(η,Cuc).
Proof. Given η > 0, we choose γ in such a way that γF (1, η/2)/(2Cuc) = 4. Then, we
define n(η,Cuc) in such a way that γ log n ≥ η−2/3 for n ≥ n(η,Cuc).
We pick δ = η4Cge t
3/2, so that, by Lemma 3.7, with probability 1 we have (3.17).
Let T be a minimal δ-net. Then the condition t3 ≤ 16CDC2ge implies CDδ−2 ≥ 1,
|T | ≤ CDδ−2 =
16CDC2ge
η2
t−3 ≤ 16CDC2gen3,
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where we used also the inequality t ≥ γn−1 log n ≥ η−2/3/n. From an application of
Lemma 3.6 with η/2 instead of η we get
P
(
sup
y∈T
|rn,t(y)|√
n
>
η
2
)
≤ 2|T | exp
(
− nt
2Cuc
F (1, η/2)
)
≤ 32CDC2ge exp
(
3 log n− γF (1, η/2)
2Cuc
log n
)
.
Our choice of γ then gives
P
(
sup
y∈T
|rn,t(y)|√
n
>
η
2
)
≤ 32CDC
2
ge
n
.
We now report some estimates on the logarithmic mean.
Lemma 3.11. For a, b ≥ 0 and q > 0 we have
q(ab)q/2
a− b
aq − bq ≤M(a, b) ≤ q
aq + bq
2
· a− b
aq − bq .
Proof. It is known that √
ab ≤M(a, b) ≤ a+ b
2
. (3.18)
The thesis follows by applying these inequalities to aq and bq.
In the following lemma we estimate the logarithmic mean of the densities of µn,t,c
obtained by a further regularization, i.e. by adding to µn,t a small multiple of m.
Lemma 3.12 (Integral bound). Define µn,t,c = (1 − c)µn,t + cm and let un,t,c = (1 −
c)un,t+ c be its probability density, with c = c(n) ∈ (0, 1]. If td/2 = td/2(n) ≥ γn−1 log n
and nc(n)→∞ as n→∞, then
lim
n→∞
E
[∫
D
(
M(un,t,c, 1)−1 − 1
)2
dm
]
= 0.
Proof. Fix x ∈ D and η ∈ (0, 1). By Lemma 3.6 we have
P
(
|un,t(x)− 1| > η
)
≤ 2n−q,
where q ∈ (0, 1) depends only on d, Cuc, γ and η. In the event {|un,ε(x) − 1| > η},
using the first inequality in Lemma 3.11 we can estimate the squared difference with
the sum of squares to get
(
M(un,t,c(x), 1)−1 − 1
)2 ≤ 2
q2
· 1
un,t,c(x)q
(
un,t,c(x)q − 1
un,t,c(x)− 1
)2
+ 2 ≤ 2
q2cq
+ 2.
In the complementary event {|un,t(x)− 1| ≤ η}, we have |un,t,c(x)− 1| ≤ (1− c)η ≤ η
and, expanding the squares and using both inequalities in (3.18), we get
(
M(un,t,c(x), 1)−1 − 1
)2 ≤ 1
un,t,c(x)
− 4
un,t,c(x) + 1
+ 1 ≤ 1
1− η −
4
2 + η
+ 1.
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Therefore
E
[∫
D
(
M(µn,t,c, 1)−1 − 1
)2
dm
]
≤ 2n−q
(
2
q2c(n)q
+ 2
)
+
1
1− η −
4
2 + η
+ 1,
hence the growth condition on c gives
lim sup
n→∞
E
[∫
D
(
M(un,t,c, 1)−1 − 1
)2
dm
]
≤ 1
1− η −
4
2 + η
+ 1.
Letting η → 0 we obtain the result.
3.2 Energy estimates
Retaining Definition 3.5 of rn,t from the previous subsection, here we derive energy
bounds for the solutions to the following random PDE:{
∆fn,t = rn,t in D,
∇fn,t · nD = 0 on ∂D
(3.19)
which are uniquely determined up to a (random) additive constant. As we will see
(particularly in Section 6), these estimates involve either the trace of ∆ or sums indexed
by the spectrum σ(∆) (which contains {0} and, by the spectral gap assumption, satisfies
σ(∆) ⊂ (−∞,−C2sg] ∪ {0}); it is understood that the eigenvalues in these sums are
counted with multiplicity.
We recall the so-called trace formula∫
D
ps(x, x) dm(x) =
∑
λ∈σ(∆)
esλ (3.20)
which follows easily by integration of the representation formula
ps(x, y) =
∑
λ∈σ(∆)
esλuλ(x)uλ(y),
where {uλ}λ∈σ(∆) is an L2(m) orthonormal basis of eigenvalues of ∆.
The following expansion (3.21) of the trace formula as s→ 0 will be useful. In this
paper we will only use the leading term in (3.21).
Proposition 3.13 (Expansion of the trace formula). Let D be a bounded Lipschitz
domain in Rn with unit volume. Then
∫
D
ps(x, x) dm(x) = (4pis)−d/2
(
1 +
√
pis
2
H
n−1(∂D) + o(
√
s)
)
as s→ 0. (3.21)
The same holds if D is a smooth, compact d-dimensional Riemannian manifold with a
smooth boundary (possibly empty).
Proof. The first statement is proved in [B93]. The second one, also with additional
terms in the expansion, in [MKS67].
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Lemma 3.14 (Representation formula). Let fn,t be the solution to (3.19). For all
t > 0 one has
E
[∫
D
|∇fn,t|2 dm
]
= 2
∫ ∞
t
(∫
D
p2s(x, x) dm(x) − 1
)
ds = −
∑
λ∈σ(∆)\{0}
e2tλ
λ
. (3.22)
Proof. Using the representation formula g = − ∫∞0 Ps∆g ds with g = fn,t we get fn,t =
− ∫∞0 Psrn,t ds, so that∫
D
|∇fn,t|2 dm = −
∫
D
fn,ε∆fn,t dm =
∫
D
(∫ ∞
0
Psr
n,t ds
)
rn,t dm
=
∫ ∞
0
∫
D
Psr
n,trn,t dm ds =
∫ ∞
0
∫
D
Ps/2r
n,tPs/2r
n,t dm ds
= 2
∫ ∞
t
∫
D
(P ∗s r
n)2 dm ds.
(3.23)
Now, notice that the symmetry and semigroup properties of the transition probabilities
give ∫
D
∫
D
ps(x, y)2 dm(x) dm(y) =
∫
D
∫
D
ps(x, y)ps(y, x) dm(y) dm(x)
=
∫
D
p2s(x, x) dm(x).
Hence, by Lemma 2.6 with f = ps( · , y) we can compute
E
[∫
D
(P ∗s r
n)2 dm
]
=
∫
D
E
[(
P ∗s r
n(y)
)2]dm(y) = ∫
D
E
[(∫
D
ps(x, y) drn(x)
)2]
dm(y)
=
∫
D
[[ps( · , y)]]22 dm(y) =
∫
D
∫
D
(
ps(x, y)− 1
)2 dm(x) dm(y)
=
∫
D
∫
D
ps(x, y)2 dm(x) dm(y)− 1 =
∫
D
p2s(x, x) dm(x)− 1.
By the trace formula (3.20), (3.22) follows.
The following lemma basically applies only to 1-dimensional domains, in view of
the ultracontractivity assumption with d = 1.
Lemma 3.15 (Energy estimate and convergence, d = 1). Let fn,t be the solution to
(3.19). If t = t(n)→ 0 as n→∞, then
lim
n→∞
E
[∫
D
|∇fn,t|2 dm
]
=
∫ ∞
0
(∫
D
ps(x, x) dm(x)− 1
)
ds = −
∑
λ∈σ(∆)\{0}
1
λ
. (3.24)
If ultracontractivity holds with d = 1 we have also
lim sup
n→∞
E
[(∫
D
|∇fn,t|2 dm
)2]
<∞ (3.25)
and, in particular, the limit in (3.24) is finite.
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Proof. The identities (3.24) follow by (3.22) by taking the limit as n→∞. If ultracon-
tractivity holds with d = 1, we show that the lim sup in (3.24) is finite by splitting the
integration in (t, 1) and (1,∞) in the identity
E
[∫
D
|∇fn,t|2 dm
]
= 2
∫ ∞
t
∫
D
∫
D
(
ps(x, y)− 1
)2 dm(x) dm(y) ds, (3.26)
which is a by-product of the intermediate computations made in the proof of Lemma 3.14.
For s ∈ (t, 1) we estimate∫
D
∫
D
(
ps(x, y)− 1
)2 dm(x) dm(y) ≤ Cucs−1/2
∫
D
∫
D
|ps(x, y)− 1| dm(x) dm(y)
≤ 2Cucs−1/2.
For s ∈ (1,∞) instead∫
D
∫
D
(
ps(x, y)− 1
)2 dm(x) dm(y) = ∫
D
‖Ps−1P ∗1 (δy −m)‖22 dm(y)
≤ e−2Csg(s−1)
∫
D
‖P ∗1 (δy −m)‖22 dm(y) ≤ 4‖P ∗1 ‖2M→L2e−2Csg(s−1).
In conclusion, for some geometric constant C, one has
E
[∫
D
|∇fn,t|2 dm
]
≤ C
(∫ 1
t
s−1/2 ds+
∫ ∞
1
e−2Csgs ds
)
,
from which the finiteness of (3.24) readily follows.
To show (3.25), we start from (3.23) and estimate with the aid of Lemma 2.6
E
[(∫
D
|∇fn,t|2 dm
)2]
= E
[(
2
∫ ∞
t
∫
D
(P ∗s r
n)2 dm ds
)2]
= 4
∫ ∞
t
∫ ∞
t
∫
D
∫
D
E
[(
P ∗s r
n(y)
)2(
P ∗s′r
n(z)
)2]dm(y) dm(z) ds ds′
≤ 4
∫ ∞
t
∫ ∞
t
∫
D
∫
D
(
3[[ps( · , y)]]22[[ps′( · , z)]]22
+
1
n
[[ps( · , y)]]24[[ps′( · , z)]]24
)
dm(y) dm(z) ds ds′
= 3
(
2
∫ ∞
t
∫
D
[[ps( · , y)]]22 dm(y) ds
)2
+
1
n
(
2
∫ ∞
t
∫
D
[[ps( · , y)]]24 dm(y) ds
)2
= 3

 ∑
λ∈σ(∆)\{0}
e2tλ
λ


2
+
1
n
(
2
∫ ∞
t
∫
D
[[ps( · , y)]]24 dm(y) ds
)2
.
In order to show that the lim sup of last integral is finite we split the integration in
(t, 1) and (1,∞). For s ∈ (t, 1) we use
[[ps( · , y)]]44 ≤
∫
D
(
ps(x, y)− 1
)4 dm(x) ≤ C3ucs−3/2
∫
D
|ps(x, y)− 1| dm(x) ≤ 2C3ucs−3/2.
For s ∈ (1,∞) instead
[[ps( · , y)]]44 ≤ C2ucs−1[[ps( · , y)]]22 ≤ C2ucs−1‖P ∗s (δy−m)‖22 ≤ C2uce−2Csg(s−1)‖P ∗1 (δy−m)‖22.
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Putting these estimates together,
∫ ∞
t
[[ps( · , y)]]24 ds ≤
√
2C3/2uc
∫ 1
t
s−3/4 ds+ Cuc‖P ∗1 (δy −m)‖2
∫ ∞
1
e−Csg(s−1) ds,
which is bounded, uniformly in y and t, because ‖P ∗1 (δy −m)‖2 ≤ 2‖P ∗1 ‖M→L2.
Lemma 3.16 (Renormalized energy estimate and convergence, d = 2). Assume that
ultracontractivity holds with d = 2. Let fn,t be the solution to (3.19). If t = t(n) → 0
as n→∞ and t ≥ C/n for some C > 0, then
lim sup
n→∞
1
(log t)2
E
[∫
D
|∇fn,t|4 dm
]
<∞. (3.27)
In particular
lim sup
n→∞
1
|log t| E
[∫
D
|∇fn,t|2 dm
]
<∞. (3.28)
Moreover, under the assumptions on D of Proposition 3.13, one has
lim
n→∞
1
|log t| E
[∫
D
|∇fn,t|2 dm
]
=
1
4pi
. (3.29)
Proof. We will prove first (3.28) as an intermediate step in the proof of (3.27), starting
from the representation formula (3.26). For s ∈ (t, 1) we estimate∫
D
∫
D
(
ps(x, y)− 1
)2 dm(x) dm(y) ≤ Cucs−1
∫
D
∫
D
|ps(x, y)− 1| dm(x) dm(y) ≤ 2Cucs−1.
For s ∈ (1,∞) instead∫
D
∫
D
(
ps(x, y)− 1
)2 dm(x) dm(y) = ∫
D
‖Ps−1P1(δy −m)‖22 dm(y)
≤ e−2Csg(s−1)
∫
D
‖P1(δy −m)‖22 dm(y) ≤ 4‖P1‖2L1→L2e−2Csg(s−1).
In conclusion, for some geometric constant C, one has
E
[∫
D
|∇fn,t|2 dm
]
≤ C
(∫ 1
t
s−1 ds+
∫ ∞
1
e−2Csgs ds
)
≤ C(|log t|+ 1),
from which (3.28) readily follows.
In order to prove (3.29), we notice that the estimates given in the proof of (3.28)
show that
1
|log t| E
[∫
D
|∇fn,t|2 dm
]
− 2|log t|
∫ 1
t
(∫
D
p2s(x, x) dm(x)− 1
)
ds
is infinitesimal as n→∞. Combining this information with (3.21) of Proposition 3.13,
we obtain (3.29).
To deal with (3.27), we introduce the Paley-Littlewood function
S(g) =
(∫ ∞
0
(s∂sPsg)
2 ds
s
)1/2
.
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Using the Riesz transform bound and the fundamental theorem [S70] ‖g‖pp ≤ cp‖S(g)‖pp
for any p ∈ (1,∞) and g with ∫D g dm = 0, we obtain∫
D
|∇fn,t|4 dm ≤ Cr
∫
D
∣∣∣(−∆)1/2fn,t∣∣∣4 dm ≤ Crc4
∫
D
S
(
(−∆)1/2fn,t
)4
dm
= Crc4
∫ ∞
0
∫ ∞
0
∫
D
s
(
∂sPs(−∆)1/2fn,t
)2
s′
(
∂s′Ps′(−∆)1/2fn,t
)2
dm ds ds′.
Using the fact that ∂tPt = ∆Pt and that the operators ∆, Pt and (−∆)1/2 commute
we have
∂τPτ (−∆)1/2fn,t = (−∆)1/2P ∗τ+trn,
so that∫
D
|∇fn,t|4 dm ≤ Crc4
∫ ∞
0
∫ ∞
0
∫
D
(
(−s∆)1/2P ∗s+trn
)2 (
(−s′∆)1/2P ∗s′+trn
)2
dm ds ds′.
For y ∈ D fixed, consider the operators
(T tsµ)(y) =
(
(−s∆)1/2P ∗s+tµ
)
(y) =
∫
D
Kts(x, y) dµ(x)
and notice that ∫
D
Kts(x, y) dm(x) = T
t
sm(y) = 0.
In addition, since T ts : L
2(m)→ L2(m) is self-adjoint, the kernel Kts is symmetric and
T tsδx(y) = K
t
s(x, y) = K
t
s(y, x). (3.30)
Taking the expectation of the integrand,
E
[(
(−s∆)1/2P ∗s+trn
)2
(y)
(
(−s′∆)1/2P ∗s′+trn
)2
(y)
]
= E
[
(T tsr
n)2(y)(T ts′r
n)2(y)
]
= E
[(∫
D
Kts(x, y) dr
n(x)
)2 (∫
D
Kts′(x
′, y) drn(x′)
)2]
≤ 3n − 1
n
[[Kts( · , y)]]22[[Kts′( · , y)]]22 +
1
n
[[Kts( · , y)]]24[[Kts′( · , y)]]24.
Integrating in s and s′ we obtain
∫ ∞
0
∫ ∞
0
E
[(
(−s∆)1/2P ∗s+trn
)2
(y)
(
(−s′∆)1/2P ∗s′+trn
)2
(y)
]
ds ds′
≤ 3n− 1
n
(∫ ∞
0
[[Kts( · , y)]]22 ds
)2
+
1
n
(∫ ∞
0
[[Kts′( · , y)]]24 ds′
)2
.
Since (Pt)t≥0 is a bounded analytic semigroup, complex interpolation yields that, for
p ∈ (1,∞), (−τ∆)1/2Pτ/2 : Lp → Lp is continuous with norms uniformly bounded for
τ ≥ 0 [Y80, Sections X.10-11], hence we have the estimate
[[Kts( · , y)]]p = ‖T tsδy‖p = ‖T ts(δy −m)‖p
=
∥∥∥(−s∆)1/2Ps/2P ∗s/2+t(δy −m)∥∥∥p
≤ Cp‖P ∗s/2+t(δy −m)‖p,
23
where in the first equality we used (3.30). We consider
∫ ∞
0
[[Kts( · , y)]]2p ds ≤ Cp
∫ ∞
0
‖P ∗s/2+t(δy −m)‖2p ds = 2Cp
∫ ∞
t
‖P ∗s (δy −m)‖2p ds.
Now we split the integrals for s ∈ (t, 2) and s ∈ (2,∞). In the former interval we use
the estimate
‖P ∗s (δy −m)‖p =
(∫
D
|ps(x, y)− 1|p dm(x)
)1/p
≤
(∫
D
(
Cucs
−1)p−1|ps(x, y)− 1| dm(x)
)1/p
≤ 21/pC(p−1)/puc s−(p−1)/p.
In the latter interval we use the estimate
‖P ∗s (δy −m)‖p = ‖P1P(t−2)P ∗1 (δy −m)‖p
≤ ‖P1‖L2→Lpe−Csg(s−2)‖P ∗1 (δy −m)‖2
≤ ‖P1‖L2→Lp‖P ∗1 ‖M→L2e−Csg(s−2)‖δy −m‖M
≤ 2e2‖P1‖L2→Lp‖P ∗1 ‖M→L2e−Csgt.
Putting these estimates together, in the case p = 2 we have,
∫ ∞
t
‖P ∗s (δy −m)‖2p ds ≤ C
(∫ 2
t
s−1 ds+
∫ ∞
2
e−2Csgs ds
)
≤ C(|log t|+ 1)
for some geometric constant C. In the case p = 4 we have also
∫ ∞
t
‖P ∗s (δy −m)‖2p ds ≤ C
(∫ 2
t
s−3/2 ds+
∫ ∞
2
e−2Csgs ds
)
≤ C
(
1√
t
+ 1
)
.
This yields
3
n − 1
n
(∫ ∞
0
[[Kts( · , y)]]22 ds
)2
+
1
n
(∫ ∞
0
[[Kts( · , y)]]24 ds
)2
≤ Cn− 1
n
(log t)2 + C
(
n
t
+ 1
)
.
In conclusion
E
[∫
D
|∇fn,t|4 dm
]
1
(log t)2
≤ C
(log t)2
∫
D
(
n− 1
n
(log t)2 +
n
t
+ 1
)
dm(y)
≤ C
[
1 +
n
(log t)2t
+
1
(log t)2
]
is uniformly bounded as n→∞ by the assumptions on t = t(n).
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4 Proof of the main result
In this section we prove Theorem 1.1. In the proof of the upper bound we need only to
assume the regularizing properties of Pt listed in Section 3; in particular this inequality
covers also the case D = [0, 1]2 and compact 2-dimensional Riemannian manifolds with
smooth boundary. In the proof of the lower bound we need also to assume that D has
no boundary; by a comparison argument, since the distance in T2 is smaller than the
distance in [0, 1]2, we recover also the lower bound for D = [0, 1]2.
We include also the 1-dimensional case (whose proofs are a bit simpler), which
covers the case of the interval and the case of the circle. For brevity we state the result
only in the Riemannian case, but the strength of this method relies in the fact that it
can be extended to more general 1-dimensional spaces (see also Section 6).
Theorem 4.1. Assume that either D = [0, 1] or D = T1. Then
lim
n→∞
nE
[
W 22 (µ
n,m)
]
= −
∑
λ∈σ(∆)\{0}
1
λ
.
In particular, from Euler’s formula pi2 = 6
∑
k≥1 k
−2, the limit equals 1/6 for D = [0, 1]
and 1/12 for D = T1.
Remark 4.2. In the case D = [0, 1] and m = L 1
¬
D we can explicitly compute
nE[W 22 (µ
n,m)] and nE[W 22 (µ
n, νn)] as follows (and in particular, the former is identi-
cally equal to 1/6). For any fixed n ∈ N, let X(k) and Y(k) denote the order statistics
of the random variables (Xi)ni=1 and (Yi)
n
i=1. It is well known that X(k) and Y(k) are
distributed according to the beta distribution X(k) ∼ Y(k) ∼ B(k, n + 1− k).
The optimal map is given by the monotone rearrangement of the mass, therefore
E
[
W 22 (µ
n,m)
]
= E
[
n∑
k=1
∫ k/n
(k−1)/n
(X(k) − t)2 dt
]
=
n∑
k=1
∫ k/n
(k−1)/n
E[(X(k) − t)2] dt
=
n∑
k=1
∫ k/n
(k−1)/n
(
Var(X(k)) + (E[X(k)]− t)2
)
dt
=
n∑
k=1
∫ k/n
(k−1)/n
[
(k + 1)k
(n + 2)(n+ 1)
− 2t k
n+ 1
+ t2
]
dt
=
n∑
k=1
[
(k + 1)k
(n+ 2)(n + 1)n
− (2k − 1)k
(n+ 1)n2
+
3k2 − 3k + 1
3n3
]
=
1
6n
.
Similarly, in the bipartite case we have
E
[
W 22 (µ
n, νn)
]
= E
[
1
n
n∑
k=1
(X(k) − Y(k))2
]
=
1
n
n∑
k=1
(
E[X2(k)]− E[X2(k)]
)
=
2
n
n∑
k=1
Var(X(k)) =
2
n
n∑
k=1
k(n + 1− k)
(n+ 1)2(n+ 2)
=
1
3(n+ 1)
.
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4.1 Upper bound
Theorem 4.3 (Upper bound, d = 1). Assume that ultracontractivity holds with d = 1.
Then
lim sup
n→∞
nE
[
W 22 (µ
n,m)
]
≤ −
∑
λ∈σ(∆)\{0}
1
λ
.
Proof. Fix q ∈ (1/2, 1), η ∈ (0, 1) and let t = t(n) = n−2q. For η ∈ (0, 1) consider the
event
Aη = Aη,n =
{
sup
y∈D
|rn,t(y)|√
n
≤ η
}
.
By Proposition 3.9, since W 22 (µ
n,m) ≤ (diamD)2, for n large enough we have
nE
[
W 22 (µ
n,m)
]
= nE
[
W 22 (µ
n,m)χAη
]
+ nE
[
W 22 (µ
n,m)χAcη
]
≤ nE
[
W 22 (µ
n,m)χAη
]
+C(diamD)2n exp
(
−γn1−q
)
with C = C(CD, Cge) and γ = γ(η,Cuc) > 0.
Using the Young inequality for products with α > 0 and W 22 (µ
n, µn,t) ≤ Cdrt we
have
W 22 (µ
n,m) ≤ (W2(µn,t,m) +W2(µn, µn,t))2
≤ (1 + α)W 22 (µn,t,m) + (1 + α−1)W 22 (µn, µn,t)
≤ (1 + α)W 22 (µn,t,m) + (1 + α−1)Cdrt.
Therefore, since nt→ 0, it is sufficient to estimate
lim sup
n→∞
nE
[
W 22 (µ
n,t,m)χAη
]
.
To this end, we apply Proposition 2.3 with u0 = un,t and u1 = 1. Since fn,t solves
(3.19) from Proposition 2.3 we get
W 22 (µ
n,t,m) ≤ 1
n
∫
D
|∇fn,t|2
M(un,t, 1)
dm.
In the event Aη we have un,t ≥ 1− η in D, hence the first inequality in (3.18) gives
1
M(un,t, 1)
≤ 1√
un,t
≤ 1√
1− η .
The previous two inequalities and Lemma 3.15 give
lim sup
n→∞
nE
[
W 22 (µ
n,t,m)χAη
]
≤ lim
n→∞
1√
1− η E
[∫
D
|∇fn,t|2 dm
]
= − 1√
1− η
∑
λ∈σ(∆)\{0}
1
λ
.
In conclusion we have
lim sup
n→∞
nE
[
W 22 (µ
n,m)
]
≤ − 1 + α√
1− η
∑
λ∈σ(∆)\{0}
1
λ
and we obtain the thesis by letting first α→ 0 and then η → 0.
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Theorem 4.4 (Upper bound, d = 2). Assume that ultracontractivity holds with d = 2
and that D is as in Proposition 3.13. Then
lim sup
n→∞
n
log n
E
[
W 22 (µ
n,m)
]
≤ 1
4pi
.
Proof. Fix γ > 0 and let t(n) = c(n) = γn−1 log n. Let us set
µn,t,c = (1− c)µn,t + cm, un,t,c = (1 − c)un,t + c
as in Lemma 3.12. From the joint convexity of W 22 (see (2.4)) we immediately get
W 22 (µ
n,t, µn,t,c) ≤ (diamD)2c
Using the Young inequality for products with α > 0 and W 22 (µ
n, µn,t) ≤ Cdrt, we have
W 22 (µ
n,m) ≤ (W2(µn,t,c,m) +W2(µn, µn,t) +W2(µn,ε, µn,t,c))2
≤ (1 + α)W 22 (µn,t,c,m) + 2(1 + α−1)
[
W 22 (µ
n, µn,t) +W 22 (µ
n,t, µn,t,c)
]
≤ (1 + α)W 22 (µn,t,c,m) + 2(1 + α−1)[Cdrt+ (diamD)2c].
We start by estimating the contribution of the first term.
To this end we apply Proposition 2.3 with u0 = un,t,c and u1 = 1. Recalling that fn,t
solves the PDE ∆fn,t =
√
n(un,t−1) with homogeneous Neumann boundary conditions,
we get
∆
(1− c)√
n
fn,t = (un,t,c − 1),
hence Proposition 2.3 gives
W 22 (µ
n,t,c,m) ≤ (1− c)
2
n
∫
D
|∇fn,t|2
M(un,t,c, 1)
dm ≤ 1
n
∫
D
|∇fn,t|2
M(un,t,c, 1)
dm. (4.1)
Adding and subtracting |∇fn,t|2 to the integrand we obtain
E
[∫
D
|∇fn,t|2
M(un,t,c, 1)
dm
]
= E
[∫
D
|∇fn,t|2 dm
]
+ E
[∫
D
|∇fn,t|2
(
M(un,t,c, 1)−1 − 1
)
dm
]
We deal with the two addends separately. For the former, since the function fn,t solves
(3.19), t ≥ C/n and |log t|/ log n→ 1 as n→∞, Lemma 3.16 gives
lim
n→∞
1
log n
E
[∫
D
|∇fn,t|2 dm
]
=
1
4pi
.
For the latter, by Cauchy-Schwarz inequality we have
lim sup
n→∞
1
log n
E
[∫
D
|∇fn,t|2
(
M(un,t,c, 1)−1 − 1
)
dm
]
≤
≤
(
lim sup
n→∞
1
log n
E
[∫
D
|∇fn,t|4 dm
]1/2)(
lim
n→∞
E
[∫
D
(
M(un,t,c, 1)−1 − 1
)2
dm
]1/2)
which converges to 0 by Lemma 3.16 and Lemma 3.12.
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Recalling (4.1), we deduce
lim sup
n→∞
n
log n
E[W 22 (µ
n,t,c,m)] ≤ 1
4pi
.
In conclusion
lim sup
n→∞
n
log n
E
[
W 22 (µ
n,m)
]
≤ (1 + α)
4pi
+ 2(1 + α−1)[Cdr + (diamD)2]γ
and the thesis follows letting first γ → 0 and then α→ 0.
4.2 Lower bound
Theorem 4.5 (Lower bound, d = 1). Assume that ultracontractivity holds with d = 1
and that ND(δ) ≤ max{1, CDδ−1} for every δ > 0. Then
lim inf
n→∞
nE
[
W 22 (µ
n,m)
]
≥ −
∑
λ∈σ(∆)\{0}
1
λ
.
Proof. Fix q ∈ (0, 1), η ∈ (0, 1) and let t = t(n) = η−1n−2q. By Proposition 3.9 the
complement of the event
Aη = Aη,n =
{
sup
y∈D
|rn,t(y)|√
n
≤ η
}
(4.2)
has infinitesimal probability as n→∞. By the contractivity assumption we have
W 22 (µ
n,m) ≥ e2KtW 22 (µn,t,m).
Therefore it is sufficient to estimate lim inf
n→∞
nE[W 22 (µ
n,t,m)χAη ] from below. By duality,
1
2
W 22 (µ
n,t,m) ≥ sup
{∫
D
f dµn,t +
∫
D
g dm
∣∣∣∣ f(x) + g(y) ≤ d(x, y)22
}
= sup
{∫
D
f
drn,t√
n
+
∫
D
(f + g) dm
∣∣∣∣ f(x) + g(y) ≤ d(x, y)22
}
.
(4.3)
Let fn,t be the solution to (3.19) and define f = −fn,t/√n, so that ‖∆f‖∞ ≤ η in the
event Aη, and we can estimate thanks to (3.3)
‖(∆f)+‖∞ +
e2K
−t − 1
2
‖∇f‖2∞ ≤ ω(η) (4.4)
with ω(η) → 0 as η → 0. To this function f we associate the potential g given by
Corollary 3.3, hence we get (still in the event Aη)
1
2
W 22 (µ
n,ε,m) ≥
∫
D
(f + g) dm+
∫
D
f
drn,t√
n
≥ −eω(η)
∫
D
|∇f |2
2
dm−
∫
D
f∆f dm =
=
(
1− e
ω(η)
2
)
1
n
∫
D
|∇fn,t|2 dm.
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Thus, by Lemma 3.15,
1
2− eω(η) lim infn→∞ nE
[
W 22 (µ
n,t,m)χAη
]
≥ lim inf
n→∞
E
[
χAη
∫
D
|∇fn,t|2 dm
]
≥ lim
n→∞
E
[∫
D
|∇fn,t|2 dm
]
− lim sup
n→∞
E
[
χAcη
∫
D
|∇fn,t|2 dm
]
= −
∑
λ∈σ(∆)\{0}
1
λ
because
lim sup
n→∞
E
[
χAcη
∫
D
|∇fn,t|2 dm
]
≤ lim sup
n→∞
P(Acη,n)
1/2
(
E
[(∫
D
|∇fn,t|2 dm
)2])1/2
= 0
by Hölder inequality and (3.25). The thesis follows letting η → 0.
Theorem 4.6 (Lower bound, d = 2). Assume that ultracontractivity holds with d = 2
and that ND(δ) ≤ Cδ−2 for every δ > 0. Then
lim inf
n→∞
E
[
W 22 (µ
n,m)
] n
log n
≥ 1
4pi
.
Proof. By Proposition 3.10, for any η ∈ (0, 1) there is γ > 0 such that, if we let
t = t(n) = γn−1 log n, the event Aη in (4.2) satisfies P(Acη) ≤ C/n, for n large enough
and some C > 0 independent of n. As in the previous proof, thanks to contractivity it
is sufficient to estimate from below
lim inf
n→∞
n
log n
E
[
W 22 (µ
n,t,m)χAη
]
.
Let fn,t be the solution to (3.19) and define f = −fn,t/√n, so that ‖∆f‖∞ ≤ η in the
event Aη. To this function f we associate the potential g given by Corollary 3.3, hence
thanks to the duality formula (4.3) we can estimate (in the event Aη)
1
2
W 22 (µ
n,t,m) ≥
∫
D
(f + g) dm +
∫
D
f
drn,t√
n
≥ −eω(η)
∫
D
|∇f |2
2
dm−
∫
D
f∆f dm
=
(
1− e
ω(η)
2
)
1
n
∫
D
|∇fn,t|2 dm
with ω(η) as in (4.4). Since t ≥ C/n for some positive constant C and |log t|/ log n→ 1,
from Lemma 3.16 we get
1
2− eω(η) lim infn→∞
n
log n
E
[
W 22 (µ
n,t,m)χAη
]
≥ lim inf
n→∞
E
[
χA
∫
D
|∇fn,t|2 dm
]
1
log n
≥ lim
n→∞
E
[∫
D
|∇fn,t|2 dm
]
1
log n
− lim sup
n→∞
E
[
χAc
∫
D
|∇fn,t|2 dm
]
1
log n
=
1
4pi
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because
lim sup
n→∞
E
[
χAcη
∫
D
|∇fn,t|2 dm
]
1
log n
≤
≤ lim sup
n→∞
P(Acη)
1/2
(
E
[∫
D
|∇fn,t|4 dm
]
1
(log n)2
)1/2
= 0
by Hölder inequality and (3.27). In conclusion we have
lim inf
n→∞
n
log n
E
[
W 22 (µ
n,m)
]
≥ 1
4pi
and the thesis follows letting η → 0.
4.3 The bipartite case
We prove now the bipartite part of Theorem 1.1. It will be convenient to introduce a
notation (Ω,P) for the underlying probability space.
Lemma 4.7. Let D ⊂ Rd be a compact set and assume that m ∈ P(D) is absolutely
continuous w.r.t. the Lebesgue measure. The L2(D,m;D)-valued maps
Ω ∋ ω 7→ T µn(ω), Ω ∋ ω 7→ T νn(ω)
providing the optimal maps from m to µn(ω) and νn(ω) are measurable and independent.
Proof. The independence of (Xi, Yi) easily implies that the two measure-valued random
variables µn(ω), νn(ω) are measurable and independent, where in P(D) we consider
the Borel σ-algebra induced by the topology of weak convergence in duality with C(D).
Now, recalling Proposition 2.1, since independence is stable under composition with
continuous functions the statement follows.
Proposition 4.8. Let D ⊂ Rd be a bounded domain. For all n ≥ 1 one has
E
[
W 22 (µ
n, νn)
]
= 2E
[
W 22 (µ
n,m)
]
− 2
∫
D
∣∣∣E [T µn(x)− x]∣∣∣2 dm(x). (4.5)
Proof. If S, T : Ω→ L2(D,m;Rd) are independent, one has the identity
E
[∫
D
〈Sω(x), Tω(x)〉dm(x)
]
=
∫
D
〈E [Sω(x)] ,E [Tω(x)]〉dm(x). (4.6)
We sketch the argument of the proof: if S = λe, T = λ′e′, with λ, λ′ : Ω → Rd
and e, e′ orthogonal unit vectors of L2(D,m), then λ and λ′ are independent and (4.6)
reduces to E[〈λ, λ′〉] = 〈E[λ],E[λ′]〉. By bilinearity, (4.6) still holds if S and T take their
values in the vector space generated on Rd by a finite orthonormal set {e1, . . . , ek} of
L2(D,m). By a standard projection argument, and by approximation, we recover the
general result.
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For all ω ∈ Ω the plan (T µn(ω), T νn(ω))#m is a coupling between µn(ω) and νn(ω).
Hence (omitting for simplicity the dependence on ω) and using (4.6) with S = T µn ,
T = T ν
n
one has
E
[
W 22 (µ
n, νn)
]
≤ E
[∫
D
∣∣∣T µn − T νn ∣∣∣2 dm]
= E
[∫
D
(∣∣∣T µn(x)− x∣∣∣2 + ∣∣∣T νn(x)− x∣∣∣2 − 2〈T µn(x)− x, T νn(x)− x〉) dm(x)]
= 2E
[
W 22 (µ
n,m)
]
− 2E
[∫
D
〈T µn(x)− x, T νn(x)− x〉dm(x)
]
= 2E
[
W 22 (µ
n,m)
]
− 2
∫
D
∣∣∣E [T µn(x)− x]∣∣∣2 dm(x),
where we used that E
[
W 22 (µ
n,m)
]
= E
[
W 22 (ν
n,m)
]
since µn and νn have the same
law.
In particular, combining the inequality in (4.5) (neglecting for a moment the nega-
tive term in the right hand side) with the first part of Theorem 1.1, we obtain
lim sup
n→∞
n
log n
E
[
W 22,T2(µ
n, νn)
]
≤ lim sup
n→∞
n
log n
E
[
W 22,[0,1]2(µ
n, νn)
]
≤ 1
2pi
. (4.7)
Next, we deal with lower bounds. It will be sufficient, by a comparison argument,
to provide the lower bound only in the flat torus.
Proposition 4.9. Let D = T2. Then
lim inf
n→∞
n
log n
E
[
W 22 (µ
n, νn)
]
≥ 1
2pi
. (4.8)
Proof. Similarly to the proof of Theorem 4.6, for η ∈ (0, 1) we introduce the event
Aη = Aη,n =
{
sup
y∈D
|rn,t(y)|√
n
≤ η
2
, sup
y∈D
|sn,t(y)|√
n
≤ η
2
}
,
whose probability tends to 1 as n → ∞. By the contractivity assumption in W2 we
have W 22 (µ
n, νn) ≥ e2KtW 22 (µn,t, νn,t), therefore it is sufficient to study the asymptotic
behaviour of
E
[
W 22 (µ
n,t, νn,t)χAη
]
.
To this end, we let fn,t be the solution to (3.19), gn,t the solution to the same
equation with sn,t in place of rn,t and hn,t = fn,t − gn,t. Define h = −hn,t/√n, so
that ∆h = −(rn,t − sn,t)/√n and ‖∆h‖∞ ≤ η in the event Aη. To this function h we
associate the potential k given by Corollary 3.3, hence we can estimate (in the event
Aη, with ω(η) defined as in (4.4) with f replaced by h)
1
2
W 22 (µ
n,t, νn,t) ≥
∫
D
hdµn,t +
∫
D
k dνn,t
=
∫
D
(h+ k) dm+
∫
D
h
d(rn,t − sn,t)√
n
+
∫
D
(h+ k)
dsn,t√
n
≥ −eω(η)
∫
D
|∇h|2
2
dm+
∫
D
|∇h|2 dm+
∫
D
(h+ k)
dsn,t√
n
≥
(
1− e
ω(η)
2
)
1
n
∫
D
|∇hn,t|2 dm−
∣∣∣∣∣
∫
D
(h+ k)
dsn,t√
n
∣∣∣∣∣.
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Since h+ k ≤ 0, we have∣∣∣∣∣
∫
D
(h+ k)
dsn,t√
n
∣∣∣∣∣ ≤ −η
∫
D
(h+ k) dm ≤ ηeω(η)
∫
D
|∇h|2
2
dm,
therefore, still in the event Aη,
1
2
W 22 (µ
n,t, νn,t) ≥
(
1− (1 + η)e
ω(η)
2
)
1
n
∫
D
|∇hn,t|2 dm.
The proof now concludes as before, noticing that, by independence of µn and νn,
E
[∫
D
|∇hn,t|2 dm
]
= E
[∫
D
|∇fn,t|2 dm
]
+ E
[∫
D
|∇gn,t|2 dm
]
+ 2E
[∫
D
〈∇fn,t,∇gn,t〉dm
]
= 2E
[∫
D
|∇fn,t|2 dm
]
− 2E
[∫
D
fn,t∆gn,t dm
]
= 2E
[∫
D
|∇fn,t|2 dm
]
− 2
∫
D
E[fn,t]E[sn,t] dm = 2E
[∫
D
|∇fn,t|2 dm
]
and
E
[∫
D
|∇hn,t|4 dm
]
≤ 16E
[∫
D
|∇fn,t|4 dm
]
.
From the previous result we get
lim inf
n→∞
n
log n
E
[
W 22,[0,1]2(µ
n, νn)
]
≥ lim inf
n→∞
n
log n
E
[
W 22,T2(µ
n, νn)
]
≥ 1
2pi
which, combined with (4.7), concludes the proof (1.2). By looking at (4.5) we see also
that (1.3) holds, and this concludes the proof of Theorem 1.1.
5 A new proof of the AKL lower bound
In this section we see how a minor modification of the ansatz of [CLPS14] provides a
new proof of the lower bound in [AKT84], written in terms of expectations; the upper
bound follows immediately from Theorem 1.1 and Hölder inequality.
The following real analysis lemma is well known, we state it for the case of the flat
torus. Its proof (see for instance [AF84]) can be obtained by considering the sublevel
sets of the maximal function of |∇h|.
Lemma 5.1 (Lusin approximation of Sobolev functions). For all p > 1, h ∈ H1,p(Td)
and all λ > 0 there exists a λ-Lipschitz function φ : Td → R with
m({h 6= φ}) ≤ C(d, p)
λp
∫
Td
|∇h|p dm. (5.1)
Theorem 5.2. If D = T2 one has
lim inf
n→∞
√
n
log n
E [W1(µn, νn)] > 0.
By the triangle inequality, the same holds for the matching to the reference measure.
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Proof. As in the proof of the lower bound for p = 2 we can use contractivity, reducing
ourselves to estimating from below the Wasserstein distance between the regularized
measures µn,t = un,tm, νn,t = vn,tm. Let M > 0 be fixed and set c(n) =M
√
n−1 log n.
Let t = t(n) = γn−1 log n with γ sufficiently large and let hn,t be as in the proof of the
lower bound in the case p = 2, so that h = hn,t/
√
n satisfies
lim
n→∞
n
log n
E
[∫
D
|∇h|2 dm
]
=
1
2pi
. (5.2)
Denote by φ the c(n)-Lipschitz function provided by Lemma 5.1. We denote by En the
set {h 6= φ} and from (5.1) and (5.2) we obtain the estimates
E [m(En)] ≤ C(2, 2)
c(n)2
E
[∫
D
|∇h|2 dm
]
≤ 2C(2, 2)
2piM2
for n large enough, so that we can use Hölder inequality and (3.27) to get, for some
positive constant C > 0,
E
[∫
En
|∇h|2 dm
]
≤ C
M
log n
n
(5.3)
for n large enough. Another application of Hölder’s inequality yields
E
[∫
En
|∇h| dm
]
≤ E
[∫
En
|∇h|2 dm
]1/2
E [m(En)]
1/2 ≤ C
M3/2
√
log n
n
(5.4)
again for some positive constant C > 0 (possibly larger than the one in (5.3)).
From Kantorovich’s duality formula we get
c(n)W1(µn,t, νn,t) ≥
∣∣∣∣
∫
D
φ(un,t − vn,t) dm
∣∣∣∣ =
∣∣∣∣
∫
D
〈∇h,∇φ〉dm
∣∣∣∣,
where we used the PDE ∆h = un,t − vn,t solved by h. Now we estimate
W1(µn,t, νn,t) ≥ 1
c(n)
∫
D
|∇h|2 dm− 1
c(n)
∣∣∣∣
∫
En
〈∇h,∇h−∇φ〉dm
∣∣∣∣.
By (5.2), the first term is asymptotic to (2piM)−1
√
n−1 log n. We will see that, for M
sufficiently large, the first term dominates the second one. Indeed, we have
1
c(n)
∣∣∣∣
∫
En
〈∇h,∇h−∇φ〉dm
∣∣∣∣ ≤ 1c(n)
[∫
En
|∇h|2 + |∇h|c(n) dm
]
Taking expectation, using (5.3) and (5.4) we have the inequality, for n sufficiently large,
1
c(n)
E
[∫
En
|∇h|2 + |∇h|c(n) dm
]
≤ C
(
1
M2
+
1
M3/2
)√
log n
n
.
6 Open problems and extensions
In this section we discuss open problems, the present limitations of our technique, and
some potential generalizations.
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Improvements in the case p = d = 2. In this case, the more demanding prediction
of [CLPS14] is
lim
n→∞
(
n
log n
E
[
W 22 (µ
n, νn)
]
− 1
2pi
)
log n ∈ R.
This is still open, in this connection notice also that our technique for the lower bound
requires t = γn−1 log n with γ sufficiently large, while necessarily in the upper bound
one is forced to take t = γn−1 log n with γ small. Other open problems regard the dis-
tribution of the random variables nlognW
2
2 (µ
n, νn) and the matching problem involving
more general reference measures m (the Gaussian case could be interesting, replacing
the heat semigroup with the Ornstein-Uhlenbeck semigroup).
Different powers and dimensions. Our proof in the case d = 2 exploits the extra
room given by the logarithmic correction to the “natural” scale n−1/d. Let us discuss
the difficulties coming from p 6= 2 and d > 2 separately, of course the problem is even
more challenging if both things happen.
If d = 2 and p = 1, we have already seen in Section 5 that the proof can be adapted
to obtain the tight lower bound of [AKT84]. Via Hölder’s inequality, one obtains the
tight upper and lower bounds also for 1 < p < 2, and we believe that also the case
p > 2 could be covered, by estimating E
[
|∇fn,t|k
]
with k large integer (we did this for
k = 2, 4). On the other hand, proving convergence of the renormalized expectations
seems to require a more precise scheme, since the gradients of solutions to the Monge-
Ampère equation describe the optimal transport map T only when p = 2; in this vein,
one could consider (see [AGS08, Theorem 6.2.4]) the linearizations of
T = Id−|∇ϕ| 2−pp−1∇ϕ, ρ1(T ) det(∇T ) = ρ0.
In the case p = 1, an alternative PDE possibility could be given by the construction of
the transport density via a q-laplacian approximation in [EG99], q →∞, which led to
the first rigorous proof of the optimal transport map for Monge’s problem.
If p = 2 and d > 2, the prediction of [CLPS14] is that
n2/d E
[
W 22 (µ
n, νn)
]
− cd = ξ2pi2n
−1+2/d + o
(
n−1+2/d
)
,
where cd is not conjectured and the coefficient ξ is explicitly given in terms of the Epstein
function. However, our regularization technique seems to fail, even for the purpose of
computing cd (namely proving convergence of the renormalized expectations) or getting
tight bounds. For instance, in the case d = 3, from (3.21) we get E
[
|∇fn,t|2
]
∼ t−1/2,
and therefore one should choose t ∼ n−4/3, a regularization time much faster than n−1,
which does not seem to lead to the density bounds on |rn,t|/√n needed for the proof of
the lower bound. On the other hand, the dispersion estimate used in the proof of the
upper bound requires t = o(n−2/3), a less demanding condition.
A class of abstract metric measure spaces. We already noticed that in our proof
the geometry of the domain enters only through the properties of the heat semigroup
Pt with homogeneous Neumann boundary conditions. As a matter of fact, let us briefly
indicate how our proof works, still in the case N = 2, for the class RCD∗(K,N) of
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“Riemannian” metric measure spaces (X, d,m), extensively studied and characterized in
[AGS15], [AMS15], [EKS15]. This class of possibly nonsmooth metric measure spaces,
includes for instance all compact Riemannian manifolds without boundary, or “con-
vex” manifolds with boundary, namely manifolds having the property that geodesics
between any two points do not touch the boundary (as it happens for compact convex
domains in Rd). The class RCD∗(K,N) can be characterized either in terms of suit-
able K-convexity properties w.r.t. W2-geodesics (of the logarithmic entropy for N =∞
[AGS15], of power entropy [EKS15] or nonlinear diffusion semigroups [AMS15] in the
case N < ∞), or in terms of Bochner’s inequality, very much in the spirit of the
Bakry-Émery theory (see [BGL14] for a nice introduction to the subject). In the very
recent work [JLZ14], all regularizing properties of Pt needed for our proof to work have
been proved in the context of RCD∗(K,N) spaces. The only missing ingredient in this
more abstract framework is the asymptotic expansion of the trace formula provided by
Proposition 3.13, but thanks to (3.22) our results can be stated in terms of the limit
lim
t→0+
∑
λ∈σ(∆)\{0}
e2λt
λ log t
whenever it exists.
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