Abstract In this paper a genetic algorithm is proposed where the worst individual and individuals with indices close to its index are replaced in every generation by randomly generated individuals for dynamic optimization problems. In the proposed genetic algorithm, the replacement of an individual can affect other individuals in a chain reaction. The new individuals are preserved in a subpopulation which is defined by the number of individuals created in the current chain reaction. If the values of fitness are similar, as is the case with small diversity, one single replacement can affect a large number of individuals in the population. This simple approach can take the system to a self-organizing behavior, which can be useful to control the diversity level of the population and hence allows the genetic algorithm to escape from local optima once the problem changes due to the dynamics.
Introduction
In recent years evolutionary algorithms (EAs) have been successfully applied to a large number of optimization problems. EAs are a class of meta-heuristic algorithms which are inspired by the principles of natural evolution. While natural evolution deals very well with environmental changes, caused, for example, by natural cataclysms, geological modifications, and competition for natural resources, they represent a serious challenge for traditional EAs. As a significant part of optimization problems in the real world are dynamic optimization problems (DOPs), there is a growing interest in research of EAs for such problems [4] .
In DOPs, the evaluation function, the decision variables, and the constraints of the optimization problem are not fixed [22] . When changes occur in the problem, the solution given by the optimization procedure may be no longer effective, and a new solution should be found [5] . The optimization problem may change for several reasons, like faults, machine degradation, environmental or climatic modifications, or economic factors.
The simplest approach to deal with DOPs is to start a new optimization process whenever a change in the problem is noticed. The optimization process, however, generally requires time and substantial computational effort. If the new solution after the change in the problem is, in some sense, related to the previous solution, knowledge obtained during the search for the old solution can be used to find a new solution [15] . In this case, the search for new solutions based on the old solutions can save substantial processing time. EAs are particularly attractive for such problems. Individuals representing solutions of the problem prior to the changes can be transferred into the new optimization process.
However, in EAs, the population of solutions generally converges in the fitness landscape to points close to the best individual of a population. If the fitness landscape abruptly changes, the actual population can be trapped in local optima close to the old solution. In fact, premature convergence of the solution to a local optimum is not a problem exclusive to DOPs. It can also be a serious problem in stationary optimization problems [19] . In order to avoid premature convergence, several approaches where diversity is re-introduced or maintained throughout the run have been proposed in the literature over recent years (see surveys [5, 15, 22] ). Typical examples of such approaches are the random immigrants approach [13] , sharing or crowding mechanisms [6] , variable local search [23] , thermodynamic genetic algorithm [20] , and the use of hypermutation [7] .
The random immigrants approach is very interesting and simple [13] . In a genetic algorithm (GA) with random immigrants, a fraction of the current population is replaced by randomly generated individuals in each generation of the run. A replacement strategy, like replacing random or worst individuals of the population, defines which individuals are replaced by the immigrants. The random immigrants approach tries to maintain the diversity level of the population, which can be very useful to prepare the GA for possible changes in the fitness landscape [8] .
However, if the number of genes in an individual is high and the local optimum of the population has fitness much higher than the mean fitness of all possible solutions of the search space, the survival probability of new random individuals is generally very low. This happens because the selection methods employed in GAs preserve, directly or indirectly, the best individuals of a population, and the probability that the fitness of new random individuals is higher than (or close to) the fitness of current individuals is generally low.
In this paper, instead of substituting the worst or randomly selected individuals with random immigrants in each generation, the worst individual and individuals with indices close to its index are replaced. The newly introduced immigrants are placed in a subpopulation and are not allowed to be replaced by individuals of the main population. In this way, individuals start to interact among themselves and, if the fitness of the individuals is close, as in the case of low diversity levels, one single replacement of an individual can affect a great number of individuals of the population in a chain reaction. The number of individuals in the subpopulation is not defined by the programmer, but is given by the number of individuals created in the current chain reaction. It is important to observe that this simple approach can take the system to a self-organized behavior useful in DOPs.
The experimental results of our work suggest that the proposed GA shows a kind of self-organizing behavior known as self-organized criticality (SOC) [1] , described in Sect. 3 of this paper. Prior to that, we present in Sect. 2 the random immigrants approach. The proposed GA is presented in Sect. 4 , and experimental results with DOPs are reported and analyzed in Sect. 5. Section 6 concludes our paper with discussions on relevant future work.
The random immigrants genetic algorithm
The Random Immigrants GA (RIGA) proposed by Grefenstette [13] is inspired by the flux of immigrants in a biological population. In GAs, the flux of immigrants generally increases the genetic diversity level of a population, allowing to escape from local optima caused by occasional environmental changes. The RIGA can be summarized by Algorithm 1, where i denotes the index of each individual of the population. Algorithm 1 differs from the generational Simple GA (SGA) only by the inclusion of line 4.
Algorithm 1 Random Immigrants Genetic Algorithm
Require p c : crossover rate; p m : mutation rate; r r : replacement rate 1: initializePopulation(P) 2: evaluatePopulation(P) 3: while (stop criteria are not satisfied) do 4: P / replace FractionPopulation(P, r r ) 5: fori / 1 to P.sizedo 6:
P new :individualðiÞ selectionðP; iÞ 7: end for 8: crossover ðP new ; p c Þ 9: mutationðP new ; p m Þ 10: evaluatePopulationðP new Þ 11: P P new 12: end while end
In the RIGA, some individuals of the current population P are replaced by randomly generated individuals. A replacement rate r r specifies the number of individuals replaced in each generation. In the standard RIGA, randomly chosen individuals are replaced in each generation. In another replacement strategy, instead of replacing randomly chosen individuals, the individuals of the current population with the lowest fitness are replaced by random immigrants.
3 Self-organized criticality Bak et al. suggested in Ref. [2] that systems with several interacting constituents may exhibit a kind of self-organizing behavior, which was named SOC, with interesting properties. It was suggested that several phenomena exhibit SOC, e.g., sand piles, earthquakes, forest fires, electric breakdowns, and growing interfaces.
Systems exhibiting SOC have an interesting characteristic: even without any control action from outside, they self-organize into a critical state [14] . In a system exhibiting non-critical behavior, the distribution of responses to external perturbation is narrow and can be well described by an averaged value. In a system exhibiting critical behavior, no single characteristic response exists, i.e., the system exhibits scale invariance, and a small perturbation in one location of the system may generate a small effect on its neighborhood or a chain reaction that affects all the constituents of the system.
The statistical distributions describing the response of the system exhibiting SOC are given by power laws in the form pðsÞ $ s 
where s is the number of constituents of the system affected by the perturbation, d is the duration of the chain reaction (lifetime), and s and a are real constants. As an example, consider the sand pile model described in Ref. [2] , where a single grain is added at a random position in every interval of time Dt. In order to characterize the response of the system, one can measure the number of sand grains (s) involved in each avalanche induced by the addition of a single grain and the duration (d) of each avalanche. In the critical state, the statistical distributions describing the response of the sand pile model to the addition of a single grain are given by Eqs. 1 and 2, and the addition of a single grain can affect from only a grain in its neighborhood to the whole sand pile.
Researchers have suggested that SOC occurs in natural evolution too [1] . Evidence of SOC in evolution would be the fact that it does not happen gradually at a slow and constant pace [12] . There are many more small extinction events than large events, such as the Cretaceous extinction of dinosaurs and many other species, and extinction events occur on a large variety of length scales [21] . These facts suggest that extinctions propagate through ecosystems, such as avalanches in a sand pile, and perturbations of the same size can unleash extinction events of a large variety of sizes. This would occur because species coevolve to a critical state [16] .
In Ref. [1] , a very simple simulation model, known as the Bak-Sneppen Model, was proposed to explore the connection between evolution and SOC. In the onedimensional version of this model, the individuals (or species in the authors' terminology) are placed in a circle, and a random value of fitness is assigned to each individual. In each generation of the simulation, the individual with the lowest fitness in the current population, one individual located to its right position, and one to its left position will have their fitness values replaced by random values. An analogy of the connection between neighbors in the model is the interaction between species in nature. If, as an example, a prey goes extinct, the fitness of its predators will change. The Bak-Sneppen Model can be summarized by Algorithm 2. This simple model can lead to interesting behavior. At the outset of the simulation, mean fitness of the population is low, but, as the number of generation increases, mean fitness increases, too. Eventually, mean fitness ceases to increase, and the critical state is reached. In the Bak-Sneppen Model, a substitution of the fitness of the worst individual causes the substitution of its two next neighbors. In the critical state, the values of fitness of the neighbors are very often replaced by random numbers with smaller values. The new worst individual can be then one of these two neighbors, which are replaced with its two next neighbors, originating a chain reaction, called replacement event in this work, that can affect all the individuals of the population. The replacement events exhibit scale invariance and their statistical distributions are given by power laws in the form of Eqs. 1 and 2. Large replacement events generally occur if almost all individuals of the population have similar high values of fitness.
It is important to observe that SOC avoids the situation where a species gets trapped in a local optimum in the fitness landscape. Because the idea is powerful and simple, researchers proposed the use of SOC in optimization processes. Boettcher and Percus [3] proposed optimization with extremal dynamics, a localsearch heuristic to find solutions in problems where constituents of the system are connected, e.g., spin glass optimization problem. Løvbjerg and Krink [18] extended particle swarm optimization with SOC in order to better control the optimization process and to maintain the diversity level.
In GAs, Krink and Thomsen [17] proposed the use of the sand pile model previously discussed to generate power laws to determine which individuals, placed on a grid, should be replaced in each generation. If an individual goes extinct, a mutated version of the best individual of the population is created in its place. It is important to observe that, however, in the algorithm proposed in Ref. [17] SOC appears in the sand pile model used to control the size of the extinctions, and is not the result of a self-organization of constituents of that system (individuals of the GA).
Self-organizing random immigrants genetic algorithm
In this paper, we propose the replacement of the individual with the lowest fitness of the current population and other r r À1 individuals with new randomly generated individuals. The indices of individuals in the population are used to determine which individual will be replaced. In each generation of the algorithm, the individual with the lowest fitness in the current population (index j), dðr r À 1Þ=2e individuals with indices from j À dðr r À 1Þ=2e to jÀ1, and bðr r À 1Þ=2c individuals with indices from j + 1 to j þ bðr r À 1Þ=2c are replaced by randomly generated individuals. It can be observed that, as the proposed GA is not spatially distributed, the indices of the individuals inside the population are random.
It must be said that this simple idea alone does not guarantee that the system exhibits SOC since new random immigrants added to the population generally have low fitness and are very often substituted by individuals with high fitness present in the population during the selection phase. As a consequence, the statistical distribution describing the response of the system to a single replacement will not be a power law, but a narrow distribution characterized by a small averaged value.
In the newly proposed variant of RIGA, a second strategy is adopted, by which the new immigrants created during the current chain reaction (called replacement event in this paper), are preserved in a subpopulation. The current size of this subpopulation is not defined by the programmer, but is the number of individuals created in the current replacement event. In other words, the individuals in the current population not belonging to the subpopulation are not allowed to replace individuals of the subpopulation. The subpopulation is allowed to evolve, i.e., is submitted to selection, mutation, and crossover among individuals that belong to the subpopulation.
The hope is that the system can now exhibit SOC in order to increase the diversity level of the population in a self-organized way and, therefore, to avoid a situation where individuals get trapped in local optima of the fitness landscape if the problem changes.
In the proposed GA, called Self-Organizing Random Immigrants GA (SORIGA), there are two major modifications from the RIGA. In the first modification, the function ''replaceFractionPopulation(P, r r )'' is modified as presented in Algorithm 3. In this function, the individual with the lowest fitness and other r r À1 individuals are replaced by randomly generated individuals. The current size (or duration) of each replacement event, i.e., the number of times that the individual with the lowest fitness and other r r À1 individuals are replaced in the current replacement event, is recorded and denoted by d. Each individual of the population has an index. Each element k of the binary vector P.replaced indicates whether the individual with index k has been replaced for at least once in the current replacement event. For example, P.replaced[k] = 1 means individual k has been replaced in the current replacement event at least once and hence it belongs to the current subpopulation. The number of individuals in the current subpopulation equals the number of elements in P.replaced that are set to 1. When the chain reaction ceases, i.e., the individual with the lowest fitness does not belong to the subpopulation, the duration of the replacement event d is reset to 1.
The second modification in SORIGA lies in the selection of each individual into the new population, as shown in Algorithm 4. For each new individual, if its index was not involved in the current replacement event, i.e., P.replaced[k] = 0, the new individual is selected from the main population that consists of individuals with index k satisfying P.replaced[k] = 0 using a standard selection scheme; otherwise, it is selected from the subpopulation that consists of individuals with index k satisfying P.replaced[k] = 1 using a standard selection scheme. 
Experimental study
In order to evaluate the performance of SORIGA, five sets of experiments were carried out. In the experiments presented in this work, the dynamic problem generator proposed in [24, 26] is employed to construct DOPs based on five stationary test problems. The dynamic problem generator is presented in Sect. 5.1 while the five stationary test problems used for this purpose are described in Sect.
5.2.
In all experiments presented here, SORIGA is compared to SGA, and two versions of the GA with random immigrants. In the first version, denoted RIGA1, r r individuals randomly chosen are replaced by new random individuals. In the second version, denoted RIGA2, the r r worst individuals, i.e., the individuals with the lowest fitness, are replaced by new random individuals. The experimental design is described in Sect. 5.3, and the results are presented and analyzed, respectively, in Sects. 5.4 and 5.5. The results of including a neighboring scheme to SORIGA are presented in Sect. 5.6.
Dynamic problem generator
In order to evaluate the performance of different GAs in DOPs, a dynamic problem generator that can generate DOPs from any binary encoded stationary problem was proposed in Refs. [24, 26] . Given a stationary problem where the fitness function is f ðxÞ and x 2 0; 1 f g l [{0,1} l , the dynamics of an environment that is periodically changed every s generations is formulated as follows:
where È is the bitwise exclusive-or (XOR) operator, t is the generation index, k ¼ dt=se is the period index, and MðkÞ is a binary mask for period k that is incrementally generated by:
where TðkÞ is a binary template randomly created for period k containing bq Â lc ones, and q 2 R j 0:0 q 1:0 f g controls the degree of change for the DOP. If q = 0.0, the problem stays stationary, while if q = 1.0, the extreme fitness landscape change in the sense of Hamming distance occurs. For the first period, M(1) is equal to the zero vector. The dynamic problem generator proposed in Refs. [24, 26] can be used to investigate the performance of different GAs in well studied benchmark optimization problems, e.g., the royal road function (see next section).
Stationary test problems
Five stationary problems are selected as test suite for the algorithms SGA, RIGA1, RIGA2, and SORIGA. The DOPs are constructed from these stationary problems using the dynamic problem generator described in Sect. 5.1.
Royal road function
Mitchell, Forrest, and Holland proposed a class of fitness landscapes, called royal road functions, to investigate the schema processing [19] . One of these functions, called royal road R1, is defined as:
where q is the number of schemata that are juxtaposed and summed together, c s = c if the schema s is present in the solution x, and c s = 0 otherwise. In this contribution, the royal road function is defined on a 64-bit string, and each schema is composed of 8 contiguous fixed bits. If all bits of x corresponding to the fixed bits of the schema s are equal to 1, c = 8 is added to the fitness function.
Deceptive functions
Trap functions can be used to create deceptive functions for GAs, i.e., function where there exist low-order schemata that, instead of combining to form high-order schemata, forms schemata resulting in a deceptive solution that is suboptimal [10, 11] . A trap function is defined as follows: 
where u(x) is the unitation function of a binary vector x of length l, a is the local and possibly deceptive optimum, b is the global optimum, and z is the slope-change location which separates the attraction basin sizes of the two optima. A trap function is deceptive on average if the ratio of the fitness of the local optimum to that of the global optimum is constrained by the following relation [9] :
The parameters a, b, and z determine the difficulty for GAs to find the global optimum b as opposed to the local optimum a [25] . Two deceptive functions based on trap functions are considered in this work. In the first deceptive function (deceptive function 1), 10-bit trap functions are employed with a set to 0.82 and z set to 8. In the second deceptive function (deceptive function 2), 50-bit trap functions are employed with a set to 0.80 and z set to 48. In both functions, b is set to 1.0.
Scaling problems
Deception is not the only element that can generate difficulty to a GA. The problem difficulty can also be caused by scaling. The scaling problem arises in functions that consist of several schemata with different worth to the solution [11] . A scaling problem can be simulated using additively decomposable functions as follows:
where q is the number of schemata that are juxtaposed and summed together, I s is the set of the fixed bit positions that form schema s, and c s is the scaling factor for each subfunction f s . The royal road function presented in this section is a scaling problem with uniform scaling, i.e., c s = c. Using Eqs. 7 and 9, it is possible to create different scaling problems based on trap functions by adjusting the parameters c s . Two scaling problems based on trap functions and with exponential scaling (c s = 2 sÀ1 ) are considered in this work. In the first scaling problem (scaling problem 1), the fitness function is computed by juxtaposing and summing together four 5-bit trap functions. In the second scaling problem (scaling problem 2), the fitness function is computed by juxtaposing and summing together ten 5-bit trap functions. In both problems, b is set to 1.0, a is set to 0.7, and z is set to 3.
Experimental design
In the dynamic problem generator described in Sect. 5.1, the fitness function is periodically changed every s generations according to Eqs. 4 and 5. The algorithm capability of adapting to dynamic environments under different degree of convergence can be investigated by setting s to different values. Based on our preliminary experiments on stationary problems, s is set to three different values. The first two values, s = 10 and s = 200, imply a change in the fitness function in an early and a medium stage of the optimization process, respectively. The last value, s = 1000 implies a change in the fitness function at a late or converged stage of the optimization process. Each algorithm was executed for 10 periods of environmental changes. The degree of change in the dynamic problem generator is controlled by setting parameter q. Three different values of q were used here in the experiments. These values represent different change levels: very light shifting (q = 0.05), medium variation (q = 0.6), and very high change (q = 0.95). In the experiments with deceptive problem 1, as bq Â lc ¼ 0 when l = 10 and q = 0.05, the values of q are set to 0.10, 0.60, and 0.90.
In order to compare different GAs, each algorithm was executed 30 times (with 30 random seeds) for each one of the test problems described in the last section and with each one of the nine combinations of the environmental dynamics parameters s and q. For each run of an algorithm for a DOP, the individuals of the initial population were randomly chosen. In each generation, two individuals of the population were selected according to elitism and the remaining individuals were selected according to roulette wheel sampling (Sects. 5.4.1 and 5.4.3) or tournament selection (Sect. 5.4.2). Traditional bit mutation with rate p m = 0.01 and two-point crossover with rate p c = 0.7 were employed. The population size was set to 120 individuals. Three replacement rates are considered for the algorithms with random immigrants in order to compare the performance of the algorithms when the number of replaced individuals changes. The first value of r r , whose results are discussed in Sects. 5.4.1 and 5.4.2, is set to 3, i.e., 3 individuals (2.5% of the population) are replaced by random immigrants in each generation. The second and third values of r r with results presented in Sect. 5.4.3 are set to 12 and 24, respectively, i.e., 12 individuals or 24 (10 or 20% of the population) are replaced by random immigrants in each generation.
The comparison of results obtained by different algorithms on DOPs is more complex than the same comparison on stationary problems [22] . For DOPs, it is necessary to evaluate not the final result, but rather the optimization process itself. The mean best-of-generation fitness was used to evaluate the GAs.
Experimental results
Experiments were carried out on the dynamic version of the test problems described in Sect. 5.2 in order to help analyze the performance of the algorithms on dynamic problems. Results are presented in the following sections for different selection methods and different values of the replacement rates.
Selection with roulette wheel sampling
Selection with roulette wheel sampling is a fitness-proportionate selection, where the expected number of times an individual is selected to reproduce is equal to its fitness divided by the mean population fitness [19] . The experimental results on DOPs averaged over 30 runs with roulette wheel sampling and r r = 3 for the GAs with random immigrants are shown in Tables 1 and 2 . Experimental results of mean best-of-generation fitness and some statistical test results over this measure are presented in Table 1 . Experimental results of mean population fitness are presented in Table 2 . In Table 1 , the statistical comparison regarding SORIGA-SGA, SORIGA-RIGA1, and SORIGA-RIGA2 is carried out by t-test with 58 degrees of freedom at a 0.05 level of significance regarding the mean best-of-generation fitness. The t-test results are shown in the parentheses as ''+'', ''À'', or ''*'' when SORIGA is significantly better than, significantly worse than, or statistically equivalent to other GAs, respectively. Figures 2-11 show the results of mean bestof-generation fitness in experiments where s is set to 10 or 1,000 and q is set to 0.05 or 0.95 (0.10 or 0.90 in the experiments with deceptive function 1), respectively.
Selection with tournament
Tournament selection is a selection procedure computationally cheaper than fitnessproportionate selection. In the simplest version of tournament selection, two individuals of the current population are randomly chosen and the individual with higher fitness is selected to be reproduced if a random number generated with uniform distribution in [0, 1] is smaller than a parameter k ts [19] . Otherwise, the individual with the lower fitness is selected. The parameter k ts is chosen in [0, 1] and can be used to control the selection pressure. Higher values of k ts imply higher Tables 3 and 4 the same way as in Table 1 . In all experiments, r r is set to 3 for the GAs with random immigrants. The results on DOPs averaged over 30 runs for the experiments where roulette wheel sampling selection is employed and r r is set to 12 or 24 for the GAs with random immigrants are presented in Tables 5 and 6 , respectively. Similarly, the statistical comparison is carried out between SORIGA and other GAs and the t-test results are shown in Tables 5 and 6 in the same way as in Table 1 .
Analysis of the results
Several results can be observed by analyzing the experimental results. The performance of SORIGA is generally significantly better than the performance of SGA on the DOPs tested in this paper. The performance of SORIGA increases with the period of change s and with the degree of change q for the DOPs. It can be observed that the performance of SORIGA is generally better for q > 0.10 (medium and high degree of changes). These results can be explained by the fact that SGA had difficulty in escaping from the local optima induced by medium or high changes of the global optima on the DOPs tested. However, random immigrants inserted in every generation provide diversity to the last three GAs and prepare the population for eventual change, which explains the better results of these GAs with random immigrants when compared to SGA. For example, this behavior can be observed in Figs. 3, 5, 7, 9, and 11, where the best-of-generation fitness of all GAs on the five DOPs with s = 1,000 are plotted. Experimental results on the tested DOPs with q > 0.10 agree with those presented in Ref. [8] , where the performance of RIGA, Hypermutation GA, and SGA were compared in DOPs constructed from changing landscapes produced by hills that are shaped using mathematical functions. Three types of environmental changes were considered: linear translation of the hills, periodic changes in the location of the maximum hill, and oscillating changes between two landscapes. In the experiments [8] , the performance of RIGA was better than the performance of Hypermutation performance of RIGA was worse in DOPs with small environmental changes, explained by an increase in the probability of losing information that may match such changes. Here, the worse performance of GAs with random immigrants occurs again on DOPs with slight environmental changes (q 0.1). Let us now analyze the results of the three GAs with random immigrants. First, let us investigate how the proposed SORIGA works. In the beginning of the experiments, the individuals of the initial populations and the immigrants generally have low fitness. Since several individuals in the population have low fitness, the probability that one of the replaced individuals becomes the new worst is low. As a consequence, a single replacement of an individual generally does not generate large chain reactions of replacements. As the number of generations increases, the mean fitness increases too, and several individuals of the current population have fitness values higher than the average fitness of the new random individuals. Then, the probability that one of the individuals with indices close to the index of the replaced worst individual becomes the new worst individual increases, and a chain reaction can be developed with a large variety of sizes.
While the performance of SORIGA was generally worse than the performance of other RIGAs on the deceptive function 2, it was generally significantly better on other DOPs for values of q > 0.10. The better results of SORIGA over other GAs with random immigrants in the experiments presented here can be mainly explained by the higher values of the diversity level of the population in SORIGA. In Fig. 12 , the mean Hamming Distance averaged over 30 runs in the initial 2,000 generations of the dynamic Scaling Problem 2 where the environmental dynamics parameter s is set to 1,000 and q is set to 0.95 is presented. The mean Hamming Distance of the population at generation t is computed as where x i ðtÞ is the chromosome of the i-th individual of the population at generation t and N is the population size. The mean Hamming Distance can be used to estimate the diversity level of the population. Higher values of the mean Hamming Distance imply in higher values of the diversity level of the population. One can observe in Fig. 12 that the mean Hamming Distance decreases after the initial generations and the changes in the problem toward a small mean value. One can still observe that the mean Hamming Distances are higher for the SORIGA, indicating that the diversity level is high for this algorithm when compared to the other GAs. This fact can be observed by analyzing the results presented in Table 2 . SORIGA generally presented the lower values of the mean fitness of the population, even though its fitness values of the best-of-generation individuals were higher. Another factor that explains the better results of SORIGA is that the survival probability of a new random individual, which can be evolved to become a solution of the problem, is generally lower in the standard GAs with random immigrants. This happens because the fitness values for the current individuals, whose locations are generally located in (or close to) local maxima after several generations, are generally much higher than the mean fitness of the search space (i.e., the mean fitness of all possible individuals). SORIGA preserves a new potential solution in a subpopulation and allows it to evolve while the current replacement event is in progress. As it is necessary to develop the potential solution inside the subpopulation, the performance of SORIGA increases with the period of change s. One can observe in Tables 1-6 that the best results of SORIGA are those with s = 1,000. Figure 13 shows the results of the mean population and best-of-generation fitness, mean Hamming Distance, and duration of replacement events in the first 2,000 generations of the second trial of the experiments of SORIGA with the roulette wheel sampling selection on dynamic Scaling Problem 2 with s = 1,000 and q = 0.95. One can observe that larger replacement events generally occurred when the mean population fitness was high and the diversity level of the population was small. Such interesting behavior was reached by self-organization, and not by a rule imposed by the programmer. In the experimental results on the last five DOPs, the size of the subpopulation self-organized according to the population diversity level. This result can be observed in Tables 3 and 4 , where the performance of SORIGA in comparison to other RIGAs increases when the selection pressure increases by changing k ts from 0.70 to 0.90 in the experiments with tournament selection. One can observe that the mean Hamming distances were lower for the experiment with k ts = 0.90 (Fig. 12) , indicating a low diversity in the population.
It is important to observe that the random immigrants mechanism incurs a cost on the GA as a part of the individuals that could be used to explore the current best solution are replaced by randomly generated individuals. This cost was depreciated by the advantage of increasing the diversity level in problems where there are difficulties in escaping from local optima induced by severe changes using only the traditional GA mechanisms. The balance between the advantage of increasing the diversity of the population by introducing randomly generated individuals and the cost of replacing part of the population that could be used to explore the current best solution should be found by properly setting the parameter r r in the standard RIGA.
In the experiments performed in this work, the performance of the RIGA1 and RIGA2 was generally better when r r = 24 (Table 6) , which corresponded to 20% of the population. When r r is larger than this value, the performance generally depreciated. However, for SORIGA, the better results were generally found for smaller values of r r . Those results are explained by the fact that, in SORIGA, the size of the subpopulation is generally larger than r r , which implies that less individuals of the population are employed to explore the current best solution. In this way, SORIGA is interesting, when compared to other RIGAs, for values of r r smaller than the value which represents the best value for the standard RIGA.
It can also be observed that the performance of SORIGA decreases when the difficulty level introduced by deception increases from dynamic deceptive function 1 to dynamic deceptive function 2 (Tables 1-6 ). This happens because on dynamic deceptive function 2 the probability to generate a fair random immigrant close to the global optimum and develop it in a subpopulation is very low. It can be seen in Figs. 5 and 7 that, while the best-of-generation individuals of the GAs with random immigrants converge to the global optimum after the changes on deceptive function 1, they converge to the local optimum on deceptive function 2.
In the experiments on DOPs presented here, just like that the fossil records data for the extinction events in nature [21] , there are more small replacement events than large ones, and the replacement events occur on a large variety of length scales. When the distribution of the number of replacement events against each size is plotted in a log-log scale, the results exhibit power laws (see Sect. 3) even without any apparent tuning, suggesting the presence of SOC.
Including a neighboring scheme
In the SORIGA presented in Sect. 4, the relations among the replaced individuals in each generation are determined by the indices of the individuals, i.e., the relations are random. In each generation, the individuals with indices from j À dðr r À 1Þ=2e to j þ bðr r À 1Þ=2c; where j is the index of the individual with the lowest fitness in the current population, are replaced by randomly generated individuals.
In this subsection, another replacement scheme, called neighborhood reserving selection scheme, is investigated. In this scheme, the individuals in the population are ordered according to the index of their first parent after the reproduction step. As an example, suppose a population with only 5 individuals cyclically indexed as [1-2-3-4-5-1]. After reproduction, suppose that the individuals with the following first parents [3, 4, 2, 3, 1] are present in the new population. In the neighborhood reserving selection scheme, the new population is rearranged to [1, 2, 3, 3, 4] . In this way, a neighborhood is spatially reserved to the maximal degree. Table 7 presents the results of the SORIGA with this neighboring scheme when selection with roulette wheel sampling was employed and 3 individuals were replaced in each generation, denoted SORIGA2. Comparing the results presented in Table 7 to those presented in Table 1 for the SORIGA, it can be observed that the performance of the two SORIGAs are similar for most problems while both show good performance in comparison to other GAs. The results of SGA are equal to those presented in Table 1 Genet 
Conclusions and future work
In recent years, several approaches have been developed into EAs to deal with dynamic optimization problems. The random immigrants scheme is a simple yet interesting approach, which aims to improve the diversity of the population by The results of SGA are equal to those presented in Table 1   500 replacing random individuals into the population. However, traditional random immigrants scheme has some shortcomings. The newly inserted random immigrants may not survive the selection phase due to their low fitness. In this paper, a new self-organizing random immigrants scheme is proposed for GAs for DOPs, where the individual with the lowest fitness and those with indices close to its index are replaced by random immigrants in every generation. In order to protect these random immigrants from being removed immediately by the selection phase, a subpopulation is used to preserve them. The subpopulation evolves in parallel with the main population and may enlarge or shrink until going extinct, which is called a replacement event.
The individual replacement and subpopulation strategies in the proposed immigrants scheme are dependent: they only have positive effect when applied together. Without the subpopulation strategy, the proposed replacement strategy makes no sense. On the other hand, the use of subpopulation without the proposed replacement strategy implies the use of subpopulations whose sizes are not selforganized. For example, if random individuals are replaced in every generation, as in traditional RIGAs, and a subpopulation is used to keep new individuals, the subpopulation should have a fixed size. In SORIGA where the proposed immigrants scheme is applied, individuals start to interact between themselves and, when the fitness of the individuals are close, as in the case of low diversity, one single replacement can affect a great number of individuals in a replacement event. It is important to observe that the proposed simple approach can take the system to a self-organizing behavior, which can be useful for DOPs to maintain diversity of solutions and to allow the GA to escape from local optima if the problem changes. The experimental results presented in this paper indicate that SORIGA produces a higher diversity level in the population than SGA and traditional RIGAs.
Implementing self-organizing behavior, such as the self-organized criticality studied here, and including it in GAs has shown to be beneficial for their performance under dynamic environments. Future work will compare the selforganizing property with other properties, such as speciation schemes, and investigate its effect on constrained DOPs, e.g., the dynamic Knapsack problem. Further work has to investigate other kinds of interaction among individuals that might produce self-organization.
