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ABSTRACT. This paper describes how to recover the topology of a closed
manifold M from a good Morse function f on M . The essential method was
suggested by Cohen, Jones and Segal. They constructed a topological cate-
gory Cf and claimed that the classifying space BCf is homeomorphic to M .
We prove it from a different viewpoint with them using a cell decomposition
of M associated to f . The cell complex Mf equipped with the decomposi-
tion induces a topological category C(Mf) whose classifying space BC(Mf ) is
homeomorphic toM . We show that C(Mf) is isomorphic to Cf as a topological
category.
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1 Introduction
It is well-known that important topological invariants of a closed smooth man-
ifold M can be obtained from a Morse function f on M .
The Morse inequalities relate the Betti numbers bi(M) ofM with the num-
ber of critical points of f . As a consequence, the Euler characteristic χ(M) of
M is obtained by the sum
χ(M) =
dim(M)∑
i=0
(−1)ic(i)
of the number of critical points c(i) with index i. These invariants bi(M) and
χ(M) are originally based on the singular homology group H∗(M) of M , and
we can also obtain it from the Morse chain complex ofM generated by critical
points of f .
Milnor gave the homotopy type of M from f in [4]. He constructed a
cell complex which has the same homotopy type of M and the same number
of cells as the critical points of f . Moreover, Cohen, Jones and Segal tried
to recover the topology of M from f in [1]. They constructed a topological
category Cf associated to f . It consists of critical points of f as objects and
the compactified moduli spaces of gradient flow lines of f (see Definition 4.1) as
morphisms. They claimed that the classifying space BCf is homeomorphic to
1
M if f satisfies the Morse-Smale condition. However, their paper still remains
to be a preprint. This paper gives a proof of the theorem by a viewpoint of
cell decomposition of M when f is a bowl function (see Notation 2.1).
Main theorem (Theorem 4.10). There is a homeomorphism BCf ∼= M for a
bowl function f on M , where BCf is the classifying space of Cf .
Dai Tamaki shows that a cell complex X with a good structure called
cylindrically normal can be recovered as the classifying space BC(X) of a
topological category C(X) associated to X in [8]. In order to apply his method
to M , we give a cell decomposition of M with a cylindrically normal structure
for a bowl function f . We call it the Morse theoretic decomposition of M
associated to f and denote the cell complex M with the decomposition by
Mf .
In general, the Morse theoretic decomposition and its cylindrical structure
depend on a function on the set of critical points of f . It gives a gluing
parameter and a gluing map in the sense that Qin described in [6]. Moreover,
it induces an isomorphism between C(Mf ) and Cf as topological categories.
This paper is organized as follows.
We recall classical Morse theory in section 2 including the cell complex Mf
based on Kalmbach’s papers [2], [3].
Section 3 describes the notion of cylindrically normal cell complex [8] and
shows the cell complex Mf to be cylindrically normal. It gives a topological
category C(Mf ) whose classifying space BC(Mf) is homeomorphic to M .
Section 4 gives a proof of the main theorem by showing that C(Mf) and Cf
are isomorphic as topological categories. Since both categories have the same
set of objects consists of critical points of f , we construct a homeomorphism
between the spaces of morphisms Cf (p, q) ∼= C(Mf)(p, q) compatible with
composition for each critical points p, q.
2 Morse theoretic decomposition of M
Let f be a Morse function on a closed Riemannian manifold M . We give a
cell decomposition of M associated to f following Kalmbach’s paper [2]. It is
obtained by the following steps.
1. We choose tubular neighborhoods of unstable manifolds of f ,
2. define vector fields on the tubular neighborhoods and
3. construct characteristic maps from the flow lines of the vector fields.
Notation 2.1. We prepare some notations.
• f is a Morse function on a closed smooth Riemannian manifold M with
dimension m.
• Cri(f) is the set of critical points of f . For p ∈ Cri(f), let λ(p) be the
index and let cp be the critical value at p.
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• −∆f is the negative gradient vector field of f .
• For a vector field X on M and x ∈ M , let γXx be the flow line of X
satisfying γXx (0) = x. In particular, γx denotes the gradient flow line
γ−∆fx .
• For a curve γ : R −→ M , denote s(γ) = lim
t→−∞
γ(t) and e(γ) = lim
t→+∞
γ(t).
• W s(p) is the stable manifold and W u(p) is the unstable manifold at a
critical point p. For p, q ∈ Cri(f), define p ≧ q by W u(q) ⊂ W u(p). It
gives a partial order of Cri(f). In particular, p > q denotes p ≧ q and
p 6= q.
For each critical point p, there exists a neighborhood Up of p in M and a
homeomorphism αp : R
m −→ Up such that
fp(x, y) = −|x|2 + |y|2 + f(p)
and αp(0) = p for (x, y) ∈ Rλ(p) × Rm−λ(p) = Rm where fp = f ◦ αp. We have
−∆fp(x, y) = (2x,−2y), γ−∆fp(x,y) (t) =
(
e2tx, e−2ty
)
.
A Morse function f is called a bowl function if it satisfies the following two
conditions for any p, q ∈ Cri(f).
1. The Morse-Smale condition, that is,W s(q) andW u(p) intersect transver-
sally.
2. It satisfies either W u(q) ∩W u(p) = φ or W u(q) ⊂ W u(p).
From now on we assume that f is a bowl function through this paper.
For a > 0, define
• Dm(a) = {x ∈ Rm | |x| ≦ a} and Dmp (a) = αp(Dm(a)),
• Dλ(p)p (a) = αp
(
Dλ(p)(a)× {0}) andDm−λ(p)p (a) = αp ({0} ×Dm−λ(p)(a)).
• V up (a) = {γx(t) | x ∈ Int(Dmp (a)), t ∈ [0,∞)} and V sp (a) = {γx(t) | x ∈
Int(Dmp (a)), t ∈ (−∞, 0]}.
Take εp > 0 for each critical point p satisfying the following two conditions:
1. Dmp (εp) ∩Dmq (εq) = φ for p 6= q.
2. V up (εp) ∩ V uq (εq) = φ and V sp (εp) ∩ V sq (εq) = φ for λ(p) = λ(q).
We write ε = minp∈Cri(f){εp}, V up = V up (ε) and V sp = V sp (ε).
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Definition 2.2. For a critical point p, define a diffeomorphism
βup : R
λ(p) −→W u(p)
by the following commutative diagram.
R
λ(p)
βup //W u(p)
Int
(
Dλ(p)
)
αp
∼= //
u ∼=
OO
Int
(
D
λ(p)
p
)γu∼=
OO
where u(x) = x/(1 − |x|), γu(x) = γx(sx) and e2sx = 1/(1 − |α−1p (x)| respec-
tively. Similarly, we obtain a diffeomorphism βsp : R
m−λ(p) −→ W s(p) by the
following commutative diagram
R
m−λ(p)
βup //W s(p)
Int
(
Dm−λ(p)
)
αp
∼= //
u ∼=
OO
Int
(
D
m−λ(p)
p
)γs∼=
OO
where γs(x) = γx(s
′
x) and e
−2s′x = 1/(1− |α−1p (x)|).
Given a Riemannian manifold M and a submanifold N , it is well-known
that N has a tubular neighborhood in M . However, we need to make a careful
choice of particular tubular neighborhoods of stable and unstable manifolds of
f .
Definition 2.3 (Tubular neighborhood). Let E −→ X be a vector bundle
over a space X with a Riemannian metric on E and
r : X −→ R+ = {x ∈ R | x ≧ 0}
be a continuous function. Define an open neighborhood
U(E, r) = {v ∈ Ex | ||v|| < r(x), x ∈ X}
of zero section X0. Let N be a submanifold of M and πN : ν(N) −→ N be
the normal bundle of N . If there exists a smooth function r : N −→ R+ and
an embedding h : U(ν(N), r) −→ M such that h(N0) = N , we call the image
of h a tubular neighborhood of N . Since stable and unstable manifolds are
contractible, their normal bundles are trivial.
Definition 2.4. Define ρn : R
n −→ R+ by
ρn(x) =


√
ε2 − |x|2, if 0 ≦ |x| ≦ ε/√2
ε2
2|x| , if ε/
√
2 ≦ |x| <∞.
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This is a smooth function since
∂
∂xi
√
ε2 − |x|2 = ∂
∂xi
ε2
2|x| = −xi
(
ε√
2
)−1
for |x| = ε/√2 and any 1 ≦ i ≦ n. Let ru denote the composition
ρλ(p) ◦
(
βup
)−1
: W u(p) −→ R+.
The open set
V u = {γ−∆fpx (t) | x ∈ Int(Dm(ε)), t ∈ [0,∞)}
is a neighborhood of Rλ(p) in Rm. For (y, z) ∈ ∂V u ⊂ Rλ(p) × Rm−λ(p), we
have ρλ(p)(y) = |z|. Define a diffeomorphism ξu : V u −→ V up by γ−∆fpx (t) 7→
γαp(x)(t). We obtain a homeomorphism
hup : U
(
W u(p)× Rm−λ(p), ru
) −→ V up
by the following commutative diagram
U
(
W u(p)× Rm−λ(p), ru
) hup // V up
U(Rλ(p) × Rm−λ(p), ρλ(p))
βup×1 ∼=
OO
V u,
∼= ξu
OO
therefore V up is tubular neighborhood ofW
u(p). Similarly, we obtain a function
on W u(s)
rs = ρm−λ(p) ◦
(
βsp
)−1
: W s(p) −→ R+,
a neighborhood V s of Rm−λ(p) in Rm as
V s = {γ−∆fpx (t) | x ∈ Int(Dm(ε)), t ∈ (−∞, 0]},
a diffeomorphism ξs : V s −→ V sp given by γ−∆fpx (t) 7→ γαp(x)(t), and a homeo-
morphism
hsp : U
(
W s(p)× Rm−λ(p), rs
) −→ V sp
by the following commutative diagram
U
(
R
λ(p) ×W s(p), rs
) hsp // V sp
U(Rλ(p) × Rm−λ(p), ρm−λ(p))
1×βsp ∼=
OO
V s.
∼=ξs
OO
Hence V sp is a tubular neighborhood of W
s(p).
Lemma 2.5. For critical points p > q (see Notation 2.1) of f , the intersection
V sq ∩W u(p) is a tubular neighborhood of W (p, q) = W s(q) ∩W u(p) in W u(p).
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Proof. The normal bundle of W (p, q) in W u(p) is the pullback of the normal
bundle of W s(q) along the inclusion W (p, q) →֒ W s(q). Hence the normal
bundle ν(W (p, q)) is trivial since so is the normal bundle ν(W s(q)). The
restriction of the map hsq in Definition 2.4 implies that V
s
q ∩W u(p) is a tubular
neighborhood of W (p, q) in W u(p).
We define a vector field on V up and M .
Definition 2.6. Recall that the diffeomorphism ξu : V u −→ V up given in
Definition 2.4. For a critical point p, define a vector field Xp on V
u
p by
Xp(x) = ξ
u
∗ (0,−2x2) ∈ TxV up
where (x1, x2) = (ξ
u)−1 (x) and ξu∗ : T(x1,x2)V
u ∼= TxV up .
Lemma 2.7. The vector filed Xp satisfies the following conditions.
1. Xp(f(x)) ≦ 0, in particular Xp(f(x)) = 0 if and only if x ∈ W u(p).
2. Xp(x) = 0 if and only if x ∈ W u(p).
Proof. For x ∈ V up ,
Xp(f(x)) = −4|x2|2 ≦ 0
where (x1, x2) = (ξ
u)−1 (x) ∈ Rλ(p) × Rm−λ(p). It follows that Xp satisfies the
condition 1. On the other hand, the definition of Xp induces the condition
2.
Definition 2.8. Let A,B ⊂ M be closed subspaces in M with A ∩ B = φ.
A smooth function g on M is called a separation function of A and B in M
if 0 ≦ g(x) ≦ 1, g−1(0) = A, g−1(1) = B and ∆g(x) 6= 0 for any x ∈ M with
0 < g(x) < 1.
Definition 2.9. Let γ be a curve on M such that γ(t) ∩ Dmp (ε) 6= φ for
some t ∈ R. Denote |γ|p as the distance between γ and p in Dmp (ε), that is,
|γ|p = minγ(t)∈Dmp (ε){|α−1p (γ(t))|}.
Lemma 2.10. For 0 < a < b < ε, there exists a separation function ga,b of
V up (a) and V
u
p − V up (b) in V up .
Proof. Let ℓ be the function on V up given by ℓ(x) = |γx|p. We have ℓ−1([0, a)) =
V u(a) and ℓ−1([b, ε)) = V up − V up (b). Define a smooth function
k(x) =

exp
( −1
x− a
)
, if x > a
0, if x ≦ a
for x ∈ R. The function G(x) = k(x)
k(x) + k(b+ a− x) satisfies G(a) = 0,
G(b) = 1 and 0 ≦ G(x) ≦ 1. The composed map G ◦ ℓ is our desired function
ga,b.
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Take a function d on Cri(f) satisfying dp = d(p) ∈ (0, ε) for any p ∈ Cri(f).
Proposition 2.11. For n ≧ 0, there exists a vector field Xdn on V
(n) =⋃
λ(p)≦n V
u
p satisfying the following properties:
1. For x ∈ Dmp (ε)−
⋃
p<q V
u
q (dq), we have X
d
n(x) = Xp(x).
2. Xdn(f(x)) ≦ 0, in particular, X
d
n(f(x)) = 0 if and only if x ∈ W (n) =⋃
λ(p)≦nW
u(p).
3. Xdn(x) = 0 if and only if x ∈ W (n).
Proof. We prove by induction on n. When n = 0, define Xd0 = −∆f . Assume
that there exists a vector field Xdn−1 on V
(n−1) satisfying the properties. For a
critical point p with index n, take the separation function gp = gdp/2,dp on V
u
p
by Lemma 2.10, and define a vector field Xdn on V
(n) by
Xdn(x) = gp(x)Xp(x) + (1− gp(x))Xdn−1(x)
for x ∈ V (n−1) ∪ V up . Since 0 ≦ gp(x) ≦ 1,
Xdn(f(x)) = gp(x)Xp(f(x)) + (1− gp(x))Xdn−1(f(x)) ≦ 0.
Lemma 2.7 implies that Xdn has the desired properties.
Lemma 2.12. For n ≧ 0, there exists a vector field Y dn on M satisfying the
following properties:
1. For p > q, λ(p) = n and x ∈ W (p, q) − ⋃p>r>q V ur (dr), then Y dn (x) =
−∆f(x).
2. For a critical point p with λ(p) ≦ n and x ∈ Dmp (ε) −
⋃
p<q V
u
q (dq), we
have (α−1p )∗(Y
d
n (x)) = (2ax1,−2x2) for some 0 ≦ a ≦ 1, where (x1, x2) =
α−1p (x) ∈ Rλ(p) × Rm−λ(p).
3. Y dn (f(x)) ≦ 0, in particular, Y
d
n (f(x)) = 0 if and only if x ∈ W (n−1) ∪
Cri(f).
4. Y dn (x) = 0 if and only if x ∈ W (n−1) ∪ Cri(f).
Proof. The function g =
∏
λ(q)≦n−1 gq : V
(n−1) −→ R is a separation function
such that g−1(0) ⊃ W (n−1) and g−1(1) ⊃ ∂V (n−1). The vector field Y dn on M
is given by
Y dn (x) = g(x) (−∆f(x)) + (1− g(x))Xdn−1(x).
It satisfies the condition 2, 3 and 4 by Proposition 2.11 and the property of
−∆f . If x ∈ W (p, q)−⋃p>r V ur (dr), then Y dλ(p)(x) = −∆f(x) by the definition.
In the case of
x ∈
(
W (p, q)−
⋃
p>r>q
V ur (dr)
)
∩Dmq (dq),
7
we have
(α−1q )∗(Xq(x)) = (0,−2x2) = (α−1q )∗(−∆f(x)) ∈ T(x1,x2)
(
R
λ(q) × Rm−λ(q))
where (x1, x2) = α
−1
q (x) ∈ Rλ(q) × Rm−λ(q). Hence
Y dλ(p)(x) = g(x) (−∆f(x)) + (1− g(x))Xdλ(p)−1(x)
= g(x) ((−∆f(x)) + (1− g(x)) (−∆f(x))
= −∆f(x).
It implies that Y dn satisfies the condition 1.
Notation 2.13. For p ∈ Cri(f), x ∈M and d ∈ (0, ε)Cri(f),
• γpx,d is the flow line of Y dλ(p) satisfying γpx,d(0) = x,
• Y ud (p) is the set {x ∈M | s(γpx,d) = p} and
• Yd(p, q) is the set {x ∈ Y ud (p) | e(γpx,d) = q}.
Lemma 2.12 implies that Yd(p, q) =W (p, q)−
⋃
p>r>q V
u
r (dr).
Lemma 2.14. For any critical point p and d ∈ (0, ε)Cri(f), we have Y ud (p) =
W u(p).
Proof. Lemma 2.12 follows that Y ud (p) − V (λ(p)−1) = W u(p) − V (λ(p)−1). If
x ∈ V (λ(p)−1), we can find a critical point q such that λ(q) < λ(p) and x ∈
V uq −
⋃
r<q V
u
r . Take y, z ∈ Dmq (ε)− V uq (dq) satisfying γpx(t) = y and γx(t) = z
for some t ∈ R. Lemma 2.12 implies that y2 = z2 where (y1, y2) = αq(y) and
(z1, z2) = αq(z) in R
λ(q) × Rm−λ(q). If x ∈ Y ud (p), then y ∈ W u(p) ∩ V sq . By
Lemma 2.5, W u(p) ∩ V sq is a tubular neighborhood of W (p, q) in W u(p). It
implies that z ∈ W u(p) ∩ V sq and x ∈ W u(p). Conversely, if x ∈ W u(p), then
z ∈ V sq ∩W u(p). Therefore we have y ∈ V sq ∩W u(p) and x ∈ Y ud (p).
We define a cell decomposition of M from the vector field Y nd .
Definition 2.15. Take a sufficiently small ε′ > 0 and identify Dλ(p) and
D
λ(p)
p (ε′) ⊂M . A characteristic map
ϕdp : D
λ(p) −→ M
is given by ϕdp(x) = γ
p
x,d(tx) where tx = tan (|x| − 1/2)π ∈ R. It gives a cell
decomposition
M =
⋃
p∈Cri(f)
Y ud (p) =
⋃
p∈Cri(f)
W u(p)
We call it the Morse theoretic decomposition of M associated to f and denote
the cell complex M with the above decomposition by Mdf . Define a function ǫ
on Cri(f) by ǫp = ε/2 for any p ∈ Cri(f) and denote M ǫf by Mf simply.
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3 A cylindrical structure on Mf
Let X =
⋃
λ∈Λ eλ be a cell complex. The face poset P (X) of X is Λ with the
partial order λ ≦ µ given by eλ ⊂ eµ. We call a cell complex X regular if any
characteristic map is an embedding. It is well-known that for a regular cell
complex X , the classifying space (order complex) BP (X) of the face poset is
homeomorphic to X . Unfortunately, the cell complex Mf we gave in Section
2 is not regular in general. Hence we construct a topological category C(Mf )
whose classifying space BC(Mf ) is homeomorphic to M , instead of poset. In
order to construct C(Mf ), we need a good structure onMf called cylindrically
normal in [8].
Definition 3.1 (Stratified space). Let X be a topological space and Λ be a
poset. A stratification of X indexed by Λ is a surjective map π : X −→ Λ
satisfying the following properties:
1. Each π−1(λ) is connected and locally closed, i.e. it is open in π−1(λ),
2. π−1(λ) ⊂ π−1(µ) if and only if λ ≦ µ.
For simplicity, we denote eλ = π
−1(λ) and call it a stratum with index λ.
Given a surjective map π : X −→ Λ, we have a decomposition of X, i.e.
1. X =
⋃
λ∈Λ eλ.
2. For λ, µ ∈ Λ, eλ ∩ eµ = φ if λ 6= µ.
The indexing poset Λ is called the face poset of X and is denoted by P (X).
A stratified space (X, π) is a pair of space X and its stratification π.
We say a stratum eλ is normal if eµ ⊂ eλ whenever eµ ∩ eλ 6= φ. When all
strata are normal, the stratification is said to be normal.
Let (X, πX) and (Y, πY ) be stratified spaces. A morphism of stratified
spaces (f, f) is a pair of a continuous map f : X −→ Y and a map of posets
f : P (X) −→ P (Y ) making the following diagram commutative
X
πX

f // Y
πY

P (X)
f
// P (Y ).
Example 3.2. The followings are some basic examples of stratified spaces.
1. A cell complex is a stratified space whose any stratum is homeomorphic
to an open disk.
2. For any space X , we regard π0(X) as the trivial poset. The projection
X −→ π0(X) is a stratification on X . We call it the trivial stratification
on X .
3. For two stratified spaces (X, πX) and (Y, πY ), the product (X × Y, πX ×
πY ) is a stratified space.
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Definition 3.3 (Cylindrical structure). A cylindrical structure on a normal
cell complex X consists of
• a normal stratification on ∂Dnλ for each characteristic map ϕλ : Dnλ −→
X ,
• a stratified space Pλ,µ and a morphism of stratified spaces
bλ,µ : Pλ,µ ×Dnλ −→ ∂Dnµ ⊂ Dnµ
for each λ < µ in P (X), where we regard Dnλ as a trivial stratified space,
• a morphism of stratified spaces
cλ1,λ2,λ3 : Pλ2,λ3 × Pλ1,λ2 −→ Pλ1,λ3
for a sequence λ1 < λ2 < λ3 in P (X)
satisfying the following conditions:
1. The restriction of bλ,µ to Pλ,µ × Int(Dnλ) is an embedding.
2. The following diagram is commutative
Pλ,µ ×Dnλ
bλ,µ

pr2 //Dnλ
ϕλ

Dnµ ϕµ
// X.
3. The following diagram is commutative
Pλ2,λ3 × Pλ1,λ2 ×Dnλ1
1×bλ1,λ2 //
cλ1,λ2,λ3×1

Pλ2,λ3 ×Dnλ2
bλ2,λ3

Pλ1,λ3 ×Dnλ1 bλ1,λ3
// Dnλ3 .
4. The map c satisfies the associativity condition, i.e.
Pλ3,λ4 × Pλ2,λ3 × Pλ1,λ2
1×cλ1,λ2,λ3//
cλ2,λ3,λ4×1

Pλ3,λ4 × Pλ1,λ3
cλ1,λ3,λ4

Pλ2,λ4 × Pλ1,λ2 cλ1,λ2,λ4 // Pλ1,λ4
is a commutative diagram.
5. We have
∂Dnµ =
⋃
λ<µ
bλ,µ(Pλ,µ × Int(Dnλ))
as a stratified space.
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A normal cell complex equipped with a cylindrical structure is called a cylin-
drically normal cell complex.
Let’s recall the definition of topological categories and functors between
them. In this paper, we treat only topological categories whose spaces of
objects are discrete.
Definition 3.4. A topological category C consists of the following data;
1. a set C0 of objects and a space C(x, y) of morphisms from x to y for any
x, y ∈ C0,
2. a composition map ◦ : C(y, z)×C(x, y) −→ C(x, z) for any x, y, z ∈ C0,
3. an identity morphism 1x ∈ C(x, x) for any x ∈ C0,
satisfying the identity condition and the associativity condition of composition.
A functor F : C −→ D between two topological categories consists of a map
F0 : C0 −→ D0 and continuous maps C(x, y) −→ D(F0x, F0y) for each x, y ∈
C0 preserving identity morphisms and composition. The classifying space BC
of a topological category C is a geometric realization of the nerve of C (see
[7]).
Definition 3.5 (Cylindrical face category). Let X be a cylindrically normal
cell complex. The cylindrical face category C(X) is defined by the following:
• The set of objects is P (X).
• The space of morphisms from λ to µ is Pλ,µ and the composition is given
by c.
Tamaki showed the following theorem in [8].
Theorem 3.6 ([8, theorem 4.15]). Let X be a cylindrically normal cell com-
plex, then the classifying space BC(X) is homeomorphic to X.
The Morse theoretic decomposition is normal since f is a bowl function.
In order to apply the above theorem toMf , we show thatMf has a cylindrical
structure.
Definition 3.7. For p, q ∈ Cri(f), let M(p, q) be the space of gradient flow
lines of f from p to q as a subspace of the mapping space Map(R,M) equipped
with the compact open topology. It is called the moduli spaces of gradient flow
lines from p to q. For any regular value cq < t < cp, there is a homeomorphism
W (p, q)∩f−1(t) ∼= M(p, q) given by x 7→ γx. Let Bp(a) be the space of gradient
flow lines γ satisfying Imγ ∩Dmp (a) 6= φ. For d ∈ (0, ε)Cri(p,q), define
Pd(p, q) = M(p, q)−
⋃
p>r>q
Int (Br(dr)) .
In particular, we denote Pǫ(p, q) by P (p, q) simply, where ǫ is given in Definition
2.15. Lemma 2.12 induces Pd(p, q) ∼=
(
ϕdp
)−1
(q) ⊂ ∂Dλ(p), therefore Pd(p, q) is
a compact space.
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Definition 3.8. For critical points p > q, define a vector field Zd on ϕ
−1
p (W
u(q)) ⊂
∂Dλ(p) by the following. For x ∈ ϕ−1p (W u(q)), take t ∈ R and (y, z) ∈
W u(q)× Int (Dm−λ(q)) satisfying
huq (y, z) = γ
p
x,d(t) ∈ ∂V uq (ε′)
where
huq :W
u(q)× Int (Dm−λ(q)) ∼= U(W u(q)× Rm−λ(q), ru) −→ V uq
is given in Definition 2.4. There exist open neighborhoods Ux of x in ∂Dp and
Vy × Vz of (y, z) in W u(q) × ∂Dm−λ(q)(|z|) and a diffeomorphism φ : Ux
∼=−→
Vy×Vz such that φ(x) = (y, z). Define Zd by Zd(x) = (φ)−1∗ (Y dλ(q)(y), 0) where
φ∗ : TxUx −→ TyVy ⊕ TzVz is an isomorphism.
Lemma 3.9. For x ∈ W u(q) and x˜ ∈ ∂Dλ(p) such that ϕdp(x˜) = x, there exists
a unique curve γ˜px,d : R −→ ∂Dλ(p) such that ϕdp ◦ γ˜px,d = γqx,d and γ˜px,d(0) = x˜.
Proof. The desired curve γ˜px,d is obtained as the flow line γ
Zd
x˜ : R −→ ∂Dλ(p)
of the vector field Zd in Definition 3.8.
Definition 3.10. Denote Crip = {r ∈ Cri(f) | p > r}, Criq = {r ∈ Cri(f) | r >
q} and Cri(p, q) = Crip∩Criq. For d ∈ (0, ε)Cri(p,q), d′ ∈ (0, ε)Criq , and t ∈ (0, ε),
define d ∗t d′ ∈ (0, ε)Crip by
d ∗t d′(i) =


d(i), i ∈ Cri(p, q)
t, i = q
d′(i), i ∈ Criq
ε/2, otherwise.
Define a map
bt,d′ : Pd(p, q)×Dλ(q) −→ ∂Dλ(p)
for t ∈ (0, ε) and d′ ∈ Criq as follows. For (δ, x) ∈ Pd(p, q) × Dλ(q), take a
sufficiently large s ∈ R and consider the point (x, δ(s)) ∈ Dλ(q) × W (p, q).
Let z denote hsp(x, δ(s)) ∈ V sq ∩W u(p) = V sq ∩ Y ud∗d′(p). Take the point x˜ ∈
∂Dλ(p) satisfying x˜ = γpz,d∗td′(u) for some u ∈ R. We have ϕd∗td
′
p (x˜) = x.
Define bt,d′(δ, x) = γ˜
p
x,d∗td′
(tx). In particular, if x ∈ ∂Dλ(q), then bt,d′(δ, x) =
e(γ˜px,d∗td′) ∈ ∂Dλ(p) and ϕd∗td
′
p (bt,d′(δ, x)) = e(γ
q
x,d∗td′
). Furthermore, for r <
q < p and t ∈ (0, ε) we define
ct : Pd(p, q)× Pd′(q, r) −→ Pd∗td′(p, r)
by ct(δ1, δ2) = γ
p
w,d∗td′
where w = bt,d′(δ1, δ2(s)) and δ2(s) ∈ ∂Dλ(q). We denote
ct(δ1, δ2) by δ1 ◦t δ2.
Proposition 3.11. For any t, s ∈ (0, ε), d1 ∈ (0, ε)Cri(p,q), d2 ∈ (0, ε)Cri(q,r)
and d3 ∈ (0, ε)Crir , the following diagram is commutative
Pd1(p, q)× Pd2(q, r)×Dλ(r)
1×bs,d3 //
ct×1

Pd1(p, q)×Dλ(q)
bt,d2∗sd3

Pd1∗td2(p, r)×Dλ(r) bs,d3
// Dλ(p).
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Proof. Let d denote the function d1 ∗t d2 ∗s d3. For (δ1, δ2, x) ∈ Pd3(p, q) ×
Pd2(q, r)×Dλ(r),
bs,d3 ◦ (ct × 1)(δ1, δ2, x) = bs,d3(δ1 ◦t δ2, x) = γ˜px,d(tx) ∈ ∂Dλ(p).
On the other hand, let η be the curve on ∂Dλ(q) given by η(u) = γ˜qx,d2∗sd3(u)
and η˜ be the curve on ∂Dλ(p) given by η˜(v) = limu→∞ γ˜
p
η(v),d(u). It satisfies
ϕdp ◦ η˜(v) = lim
u→∞
ϕdp ◦ γ˜pη(v),d(u) = limu→∞ γ
q
η(v),d(u) = ϕ
d
q(η(v)) = γ
r
x,d(v).
Both η˜(0) and γ˜px,d(0) belong to W
u(p) ∩ V sr which is a tubular neighborhood
ofW (p, r) in W u(p). Let pr1 : W
u(p)∩V sr −→ Dλ(r) and pr2 : W u(p)∩V sr −→
W (p, r) be the projections, then
pr1(η˜(0)) = x = pr1(γ˜
d
x(0)), pr2(η˜(0)) = δ1 ◦t δ2(u) = pr2(γ˜dx(0))
where δ1 ◦t δ2(u) ∈ ∂Dp. It follows that η˜(0) = γ˜px,d(0) and η˜ = γ˜px,d. Hence
bt,d1∗td2 ◦ (1× bs,d3)(δ1, δ2, x) = η˜(tx) = γ˜px,d(tx) = bs,d3 ◦ (ct × 1)(δ1, δ2, x).
The above proposition induces the following associativity condition of c.
Qin also considered the associativity of gluing of flow lines in [6].
Corollary 3.12. Take t, s ∈ (0, ε) and (γ1, γ2, γ3) ∈ Pd1(p1, p2)×Pd2(p2, p3)×
Pd3(p3, p4). We have (γ1 ∗t γ2) ∗s γ3 = γ1 ∗t (γ2 ∗s γ3), that is, the following
diagram is commutative
Pd1(p1, p2)× Pd2(p2, p3)× Pd3(p3, p4)1×cs //
ct×1

Pd1(p1, p2)× Pd2∗sd3(p2, p4)
ct

Pd1∗td2(p1, p3)× Pd3(p3, p4) cs // Pd1∗td2∗sd3(p1, p4).
Theorem 3.13. The cell complex Mf given in Definition 2.15 is cylindrically
normal.
Proof. We regard P (p, q) as a trivial stratified space and
∂Dλ(p) =
⋃
q<p
(ϕp)
−1 (W u(q))
is a normal stratification on ∂Dλ(p) where ϕp = ϕ
ǫ
p. We verify that the maps
bq,p = bε/2,ǫ and cr,q,p = cε/2 given in Definition 3.10 satisfy the conditions of
cylindrical structure in Definition 3.3 . We have
ϕp ◦ bq,p(δ, x) = γqx(ty) = ϕq(x),
where γqx = γ
q
x,ǫ. Thus the following diagram is commutative
P (p, q)×Dλ(q)
bq,p

pr2 // Dλ(q)
ϕq

Dλ(p) ϕp
//M.
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Proposition 3.11 gives the compatibility of c and b, furthermore Corollary
3.12 implies the associativity of c. Take x˜ ∈ ϕ−1p (W u(p)) and let x denote
ϕp(x˜) ∈ Y uǫ (q). For y = (ϕq)−1 (x) ∈ Int
(
Dλ(q)
)
and z = s (γ˜px) ∈ ∂Dλ(p), we
can see bq,p(γ
q
z , y) = x˜. It follows that
∂Dλ(p) =
⋃
q<p
(ϕp)
−1 (W u(q)) =
⋃
q<p
bq,p
(
P (p, q)× Int (Dλ(p))) .
We consider the cylindrical face category C(Mf) of Mf . The set of objects
is Cri(f) and the space of morphisms between two critical points p, q is P (p, q).
Theorem 3.6 induces the following corollary.
Corollary 3.14. There is a homeomorphism BC(Mf ) ∼= M for a bowl func-
tion f on M .
4 The comparison of C(Mf) and Cf
We compare C(Mf ) with the topological category Cf given by Cohen, Jones
and Segal in [1]. The set of objects of Cf consists of the critical points of f as
same as C(Mf ). On the other hand, the spaces of morphisms of Cf is given
by the compactified moduli spaces of gradient flow lines.
Definition 4.1 (Compactified moduli space). An ordered set
I = {p, p1, · · · , pn−1, q}
is a critical sequence if p, q and pi (i = 1, · · · , n − 1) are critical points and
p > p1 > · · · > pn−1 > q. Let MI be the space of products of moduli spaces
M(p, p1)× · · · ×M(pn−1, q)
and PI be the space of products P (p, p1) × · · · × P (pn−1, q). Denote the set
of critical sequences from p to q by S(p, q). The compactified moduli space of
gradient flow lines from p to q is given by the coproduct
M(p, q) =
∐
I∈S(p,q)
MI
as a set, and its topology is given by the following. An element Γ = (γ0, · · · , γn) ∈
M(p, q) gives the broken curve Γ = γ0 ∗ · · · ∗ γn on M where ∗ is concatena-
tion. Suppose the critical values of f divide [f(q), f(p)] into ℓ + 1 intervals
[ci, ci+1] (i = 0, · · · , ℓ), where c0 = cq and cℓ+1 = cp. Choose a regular value
ai ∈ (ci, ci+1). The curve Γ intersects with f−1(ai) at exactly one point xi(Γ).
The evaluation map
E : M(p, q) −→
∏
0≦i≦ℓ
f−1(ai)
is given by E(Γ) = (x0(Γ), · · · , xℓ(Γ)). Put the unique topology in M(p, q)
such that the evaluation map E is an embedding. Note that the topology does
not depend on the choice of ai.
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Theorem 4.2 ([5, Theorem 7.4.]). The compactified moduli space of gradient
flow lines M(p, q) satisfies the following properties.
1. M(p, q) is a compact manifold with boundaries whose interior is M(p, q).
2. The inclusion M(p, r) × M(r, q) →֒ M(p, q) is an embedding for any
q < r < p.
Definition 4.3. Define a topological category Cf as follows.
1. The set of object is Cri(f).
2. The space of morphisms Cf (p, q) is M(p, q) for p, q ∈ Cri(f).
The composition is given by the inclusion M(p, r)×M(r, q) →֒ M(p, q).
We show that C(Mf ) and Cf are isomorphic as topological categories.
Since the sets of objects of both categories are Cri(f), we construct a homeo-
morphism
Cf(p, q) −→ C(Mf )(p, q)
which is compatible with composition for p, q ∈ Cri(f).
Lemma 4.4. Take critical points p > q and 0 < t < s < ε. Let τ, σ be the
functions on Cri(f) defined by τ(q) = t, σ(q) = s and τ(r) = σ(r) = ε/2 for
r 6= q. Assume that x ∈ W u(q) and x˜, x˜′ ∈ ∂Dλ(p) satisfy ϕτp(x˜) = ϕσp (x˜′) = x.
Then for any u ∈ (−∞,+∞], there exists v ∈ R such that γ˜px,τ(u) = γ˜px,σ(v).
Proof. Let y denote γ˜px,τ(u) ∈ Dλ(p). Since the curve γpy,τ comes in contact
with Dmq (t), there exists z = (z1, z2) ∈ ∂Dmq ⊂ Rλ(q) × Rm−λ(q) such that
γpy,τ (w) = z for some w ∈ R. On the other hand, γpy,σ(w) = (az1, z2) for some
0 ≦ a < 1 by the property of Y pσ . Therefore, the point ϕ
p
σ(y) = e(γ
p
y,σ) lies
in the image of γqx,τ = γ
q
x,σ. We have ϕ
σ
p (y) = γ
q
x,σ(v) for some v ∈ R and
γ˜τx(u) = y = γ˜
σ
x (v).
Definition 4.5. Take η > 0 satisfying ε/2 < η < ε. We define a map
µ : P (p, r)× P (r, q)× (0, η] −→ M(p, q)
by (γ, δ, t) 7→ γ ◦t δ.
Lemma 4.6. The map
µ : P (p, r)× P (r, q)× (0, η] −→ M(p, q)
is injective.
Proof. Assume that γ ◦t δ = γ′ ◦s δ′. Since |γ ◦t δ|r = t and |γ′ ◦s δ′|r = s
(see Definition 2.9), we have t = s. Take t < t′ < ε and let x˜ = bt,ǫ(γ, δ(u)),
x˜′ = bt′,ǫ(γ, δ(u)) where δ(u) ∈ ∂Dλ(q). By Lemma 4.4,
γ ◦t δ = e
(
δ˜τδ(u)
)
= δ˜τ
′
δ(u)(v)
for some v ∈ R. Similarly, γ′ ◦t δ′ = δ˜′τ
′
δ′(u′)(v
′). Since δ˜τ
′
δ(u) and δ˜
′
τ ′
δ′(u′) intersect
each other, these are equal. Hence δ = δ′ and γ = γ′.
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Lemma 4.7. The extended map
µ : P (p, r)× P (r, q)× [0, η] −→M(p, q) ∪ (M(p, r)×M(r, q))
of µ in Definition 4.5 is defined by µ(γ, δ, 0) = γ ◦0 δ = (γ, δ). This is an em-
bedding when we regard M(p, q)∪(M(p, r)×M(r, q)) as a subspace of M(p, q).
Proof. It is suffices to show that µ is continuous at
(γ, δ, 0) ∈ P (p, r)× P (r, q)× [0, η].
Take a sequence {(γi, δi, ti)}i∈N in P (p, r)×P (r, q)×(0, η] converging to (γ, δ, 0).
We show that the sequence {(xi, yi) = E(γi ◦ti δi)} converge to (x, y) = E(γ, δ)
in f−1(cr − ε′) × f−1(cr + ε′) for a sufficiently small ε′ > 0, where E is
the evaluation map in Definition 4.1. Since limi→∞(γi, δi) = (γ, δ), we have
limi→∞E(γi, δi) = (x, y). The curve γi ◦ti δi passes through the end point of
the curve δ˜i on (ϕ
τi
p )
−1(W u(p)) ∼= M(p, q)− Br(ti/2). Since limi→∞ ti = 0,
lim
i→∞
e(δ˜i) = lim
i→∞
x˜i,
where x˜i = δ˜i(0). Therefore,
lim
i→∞
(xi, yi) = lim
i→∞
(E(γpx˜i)) = limi→∞
(E(γi, δi)) = (x, y).
Definition 4.8. The associativity of the composition map c in Corollary 3.12
gives an embedding
eI : PI × [0, η]|I| −→ M(p, q)
by
eI(γ1, · · · , γn; t1, · · · , tn−1) = γ1 ◦t1 · · · ◦tn−1 γn
A (broken) curve in the image of eI intersects D
m
r (η) for any r ∈ I.
Theorem 4.9. For critical points q < p, there exists a homeomorphism
wq,p : M(p, q) −→ P (p, q) = M(p, q)−
( ⋃
p>r>q
Br(ε/2)
)
making the following diagram commutative
M(p, q)×M(q, r)
_

wq,p×wr,q// P (p, q)× P (q, r)
cε/2

M(p, r) wr,p
// P (p, r).
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Proof. For Γ ∈M(p, q), let I(Γ) be the critical sequence
p = p0 > p1 > · · · > pn−1 > pn = q
satisfying Γ(s)∩Dmpi (η) 6= φ for some s ∈ R, and ti denotes |Γ|pi for 0 < i < n.
Note that |Γ|r = 0 if Γ = (γ1, γ2) ∈ M(p, r) × M(r, q). There exists γi ∈
P (pi, pi+1) such that
Γ = γ1 ◦t1 · · · ◦tn−1 γn
by Definition 4.8. Define
ι : [0, η] −→ [ε/2, η]
by ι(t) = (1− ε/2η)t+ ε/2 and
wq,p(Γ) = γ1 ◦ι(t1) · · · ◦ι(tn−1) γn.
If I(Γ) = p > q, then wq,p(Γ) = Γ. This is a homeomorphism since ι is.
Corollary 3.12 induces the commutativity of the following diagram
M(p, q)×M(q, r)
_

wq,p×wr,q// P (p, q)× P (q, r)
cε/2

M(p, r) wr,p
// P (p, r).
Theorem 4.10. There is a homeomorphism BCf ∼= M for a bowl function f
on M , where BCf is the classifying space of Cf .
Proof. By theorem 4.9, Cf and C(Mf) are isomorphic as topological categories.
Corollary 3.14 implies that BCf ∼= BC(Mf ) ∼= M .
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