INTRODUCTION
Pattern recognition is an import problem which could be used in many parts, such as the fault diagnosis, face recognition. A general framework for pattern classification is described as a sequential process involving two main steps: feature selection, and pattern classification.
Many approaches are developed to build classifier, including Bayesian network, neural networks, rough set theory and support vector machines (SVM). Support vector machine (SVM) proposed by Vapnik in 1998 is a relatively new machine learning method based on the statistical learning theory (SLT) [1] and has won great success in pattern classification [2] [3] [4] [5] [6] .Compared with other similar learning method, SVM shows excellent performance for pattern recognition with small samples.
However, to build a SVM-based classifier model, model parameter optimization is an important issue; due to appropriate model parameter setting can improve the SVM classification accuracy [7] . The parameters that should be optimized include the penalty parameter C and the kernel function type and parameters. Nevertheless, the appropriate SVM parameters are very difficult to select due to the lack of the corresponding theoretical basis.
In addition to parameter optimization, feature subset selection is also an important issue.
Feature subset selection can show lots of advantage to pattern recognition algorithms [2] , such as reducing the measurement cost and storage requirements, handling with the degradation of the classification performance due to the number of training sample sets, reducing training and utilization time, and facilitating data visualization and data understanding. For the sake of above, it is necessary to select the optimal features to identify class information. Feature selection algorithms broadly fall into two categories: filter models and wrapper models [8] .
Filter models generally make use of statistical properties of features and are independent of a given learning algorithm. In comparison, wrapper models select the feature subsets according to the accuracy on the training data and are implemented by first defining the learning algorithm. Since a wrapper's search for the best feature subset is guided by prediction accuracy, the results are generally more promising than results based on filters.
Since the feature subset selection and model parameter optimization both have a heavy impact on the classification accuracy and there is an internal relation between feature and model parameter. So, obtaining the optimal feature subset and model parameters must occur simultaneously. In previous literature, some optimization techniques such as the genetic algorithm (GA) [9] , simulated annealing (SA) [10] , ant colony optimization, (ACO) [11] and particle swarm optimization (PSO) [12] were employed to tune the parameters of SVMs and optimize the input feature subset. But these methods are easy to trap into local optimum and could not get the global solution.
Artificial Bee Colony (ABC) algorithm proposed by Karaboga is based on the food searching behavior of swarm of honey bees [13] . And it has been compared the performance with other algorithms [14] and results show that the performance of the ABC is better than or similar to those of other population-based algorithms with the advantage of employing fewer control parameters. However, the original version of ABC algorithm is only able to optimize continuous problems and would be not appropriate to select optimal feature subset directly. In this paper, we propose a Hybrid ABC (HABC) to solve the problem of feature subset and model parameters optimizing simultaneously. HABC contain two type of ABC: the realvalued type and binary-valued type. The real-valued type is used to optimize the best SVM model parameters, and the binary-valued is used to search the optimal feature subset.
In view of the above analysis, a new intelligent classifier method is developed in this paper.
The SVM is employed to build classifier. And HABC is integrated with SVM to identify the optimal classification outcomes. This paper is organized as follows. Section 1 introduced the multi-class SVM classifier. Support vector machine (SVM) was derived from the work of Vapnik [1] . The principles of SVM stem from statistical learning theory. By using the information of limited samples, SVM searches for a compromise between the model complexity and learning ability to obtain good generalization ability. SVM has been applied to many field and provided better generalization ability than the conventional methods. In this section, some basic conceptions for SVM are introduced which is also depicted in Figure 1 .
Let a training inputs xi (i=1, 2… m) belong to Class 1 or Class 2 and the associated labels yi=1 for Class 1 and yi =-1 for Class2. The data points will be correctly classified by
where w is a weight vector orthogonal to the decision surface, b is an offset term.
The original formulation of SVM algorithm seeks a linear decision surface that separates the two opposite classes with a maximal margin, whose solution is found by minimize the constraint optimization problem: 
where the coefficient C is a penalty factor, which implements a trade-off between empirical risk and confidence interval. The coefficient εi is a slack factor which is solves a soft margin to solve the linearly inseparable problems.
This optimization problem can be transformed into its corresponding dual problem:
where ai are Lagrange multipliers, and only a small subset of ai usually tend to be greater than zero. The respective training vectors having nonzero ai are called support vectors, these vectors are the closest to the optimal hyper-plane geometrically.
The decision function can be got as follows:
In practice, most of the problems are linearly inseparable, even though soft margin SVM is adopted. Thus, the input data is mapped into a high dimensional feature space, in which the data are sparse and possibly more separable. Suppose the mapping function is Φ, then the inner product (x i ·x j ) in Eq. (17) can be replaced by Φ(x i )·Φ(x j ). In SVM, a kernel function
Consequently, the decision function becomes:
The generally used kernel functions are reported in Tab.2. One of the most popular kernel functions is radial basis function (RBF) which is employed in this paper. 
In the real world, most of fault diagnosis problems are multi-class. Since SVM is essentially binary classifiers, a critical step is the aggregation of the predictions from the ensemble of binary classifiers into a final classification. Several methods have been proposed for extending binary SVM to multi-class such as one-against-one (OAO), one-against-rest (OAR).
OAR method is made up with k-SVM models where k is the number of classes. The i-th SVM is trained with all the examples in the i-th class with positive labels, and all the other examples with negative labels. OAO method constructs k (k-1)/2 classifiers, each of which is trained on data from two classes and get the final classification result by using voting strategy.
The OAO method outperforms other methods for solving multi-class problems applying the SVM [31] . So, in this paper, we employed the OAO method.
c. The effect of SVM parameter
When the SVM were employed to data mining and pattern classification, the type of kernel function、the parameter of kernel function and penalty factor C should be chosen and tuning.
The width parameter σ of the RBF kernel could balance the empirical risk and the classification hyper-plane complexity when the data samples are mapped to high dimensional feature space. And the fine tuning penalty factor C could improve the fitting ability and generalization ability of SVM. To discuss the effects of punishment factor C and width parameter on the performance of SVM, segment dataset of UCI is used to prove how the correct rate of cross validation are effected by the combination of the parameters of the support vector machine.
Figure. 2 The effect of SVM's parameter
As is shown in the Figure 2 , a multi peak function mapping relationship exists among the penalty factor of SVM , the parameters of kernel function and classification accuray, and the traditional optimization algorithm for SVM parameters optimization are easy to fall into local optimum and unable to obtain the optimal SVM classification model. Therefore, the better algorithm should be proposed in this paper.
III. HYBIRD ARTIFICIAL BEE COLONY AND THE PROPOSED DIAGNOSIS MODEL a. Reviews of artificial bee colony
Artificial Bee Colony (ABC) algorithm is a novel heuristic approach introduced by Karaboga for numerical function optimization problem by simulating the foraging behaviors of honey bee swarm. In ABC algorithm, the potential solution is represented as the position of a food source and the nectar amount of a food source corresponds to the quality (fitness) of the associated solution. The frameworks of ABC algorithm [17, 18] can be described in Figure 3 .
The employed bee stage is the mutation mechanism. Given a solution xi to be updated which denotes the i-th solution in the population, and let vi = xi. The onlooker stage is the solutions selection mechanism using the roulette strategy like GA.
The main distinction between the employed bee stage and the onlooker stage is that every solution in the employed bee stage involves the update process, while only the selected solutions have the opportunity to update in the onlooker stage.
Finally, the scout stage disposes an inactive solution which does not change over a certain number of generations and replace it by a new randomly generated solution. Firstly, the number of food sources (SN), number of trials and the maximum cycle number (MCN) should be set. The SN is equal to the number of the employed bees or onlooker bees.
The number of trials is the number after which a food source is assumed to be abandoned (limit) which is set to 1 as same as the original ABC algorithm.
Secondly, HABC generates a randomly distributed initial population P(C=0) of SN solutions (food source positions). Aiming at the feature selection and parameter optimization of SVM The real-type part of food source is generated as follows:
The binary-type part of food source is generated as follows:
The food source could be expressed as equation (22):
where p i denotes the candidate solutions of SVM model parameters which is coded by realtype. f j denotes the value of feature mask-"1'' represents that feature j is selected and ''0'' represents that feature j is not selected, which is coded by discrete-type. x ij denotes the ith food source in the population of the jth dimension, LB and UB denotes the lower bound and upper bound of the jth dimension, respectively and r is a uniformly distributed real number in
(2) Employed bee phase
In this phase, each employed bee xij generates a candidate food source x new in the neighborhood of its present position as same as the original ABC. To determine the position of food source as 0 or 1, the binary-type part of food source changed in employed bee phase, onlooker bee phase or scout bee phase using the following formula: In this paper, fitness function is consist of two parts-classification accuracy and the number of selected features. Thus, for the food source with a high fitness value has high classification accuracy and an efficient features subset. The objective fitness function is followed as equation:
where w A and w F are two predefined weights for the classification accuracy and the selected feature respectively. And n F is the total number of features. cv i denotes the k -fold cross validation accuracy.
(3) Onlooker bee phase
An onlooker bee evaluates the nectar information taken from all the employed bees and selects a food source x i depending on its probability value p i calculated by the following expression:
where f i is the nectar amount (i.e., the fitness value) of the i-th food source x i . Obviously, the food source with the higher nectar amount can be selected much possibly.
Once the onlooker has selected its food source x i , it produces a modification on x i by using Eq. (12) . As in the case of the employed bees, if the modified food source has a better or equal nectar amount than x i , the modified food source will replace x i and become a new member in the population.
(4) Scout bee phase
In scout bee phase, if a food source x i cannot be further improved through a predetermined number of trials limit, the food source is assumed to be abandoned, and the corresponding employed bee becomes a scout. The scout produces a food source as the same way as the initialization of the population.
c. The proposed classification model
An intelligent classification method is proposed in this paper. The feature subset and the kernel parameters of SVM are dynamically optimized by implementing the HABC evolutionary process and then the SVM model performs the classification task using the optimal parameter values and feature subset. The classification steps are described as follows:
Step1: Extract the feature subset from the original data.Step2: Adopt SVM with HABC to optimize parameters and feature subset using the one against others strategy and to solve the multi-class classification problem.
Step3: The final output of HABC-SVM could be considered as the global parameters and feature and carried out to train fault classification model.
Step4: Classify the unknown fault samples using the trained SVM model with the optimal features.
The flow chart is shown in Figure 4 Filter the features 
IV. EXPERIMENTAL RESULTS AND ANALYSIS
To demonstrate the effectiveness of the proposed intelligent classification method in this paper, we applied it to fault classification of rolling element bearings. All of the experiments were implemented in Pentium IV 2.8 GHz CPU with 1G RAM using VC++ 2010 compiler and Matlab2010a simulation software based on Windows XP operating system. The LibSVM (version3.12) originally designed by [18] is used as the SVM classifier.
a. Experimental Description
The vibration signals of rolling element bearings are provided by the CWRU bearing data center as shown in Fig. 5[19] . The smallest fault diameter has been selected for this study with shaft rotational speed of 1730 rpm (with no motor load condition), and for each of the four operating conditions, 40 vibration signals with the length of 2048 points were collected.
Thus, this is a four-class classification problem to identify different fault categories. The original signal waveform and frequency form can be described in Figure 6 . When the faults occur in rotating machinery, the raw signal may change; it is also showed in some PFs modulated by raw signal using LMD. So amplitude and distribution, as well as the frequency spectrum and its distribution of these PFs, may be different from those under normal condition.
In this work, we can utilize the LMD to decompose the vibration signal, and extracted time 
Crest factor Fig.7~8 and we can get the conclusion that the selected feature subset has the better diverted and can be distinguish the four type condition. Table 3 presents the average accuracy of the training set. The cross-validation rate was 95.00%
for the PSO-SVM, 89.19% for the GA-SVM, and 99.97% for the HABC-SVM. And the classification accuracy of the HABC-SVMs proves to be superior to that of the SVM with the optimal parameters and feature selected by GA、PSO. After the training, the testing samples are utilized to evaluate the generalization performance of the proposed method. The testing results are also depicted in Table 3 and Figure   9 . These results suggest that the proposed method HABC-SVM yields the best testing rate in these methods. 
