We show that if the radial maximal function of a distribution ft=@(R n Y belongs to L p (R n ), then / belongs to H p (R n ). This gives an affirmative answer to the question posed by Aleksandrov and Havin.
ON THE RADIAL MAXIMAL FUNCTION OF DISTRIBUTIONS
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A linear functional / defined on 3>(R n ), which is the set of all C°°-functions with compact support, is said to belong to 3>{R n )' if to every compact set K c R n there correspond positive constants c and a such that \f(θ)\<c Σ \\D a O\\L~, a: \a\<a whenever θ e £ΰ(R n ) and suρρ0 c K. A linear functional / defined on S) (R n ) is said to belong to SP{R n )' if there exist positive constants c and a such that
whenever θ e 2{R n ). Let ( 1.1) φ6S(Λ ), f φ(x)<fc = l and suppφ c 5(0,1).
J R"
For / e 2i(R n )' and x e Λ", let where f*θ(x) = f(θ(x --)). In their celebrated paper [2] [As they pointed out, if p e [1, -I-oo) , then the answer is YES.] In this paper we answer their question affirmatively. It is enough to show that (1.4) ( 1.3) for all p e (0,1). The argument in this paper is a refinement of the author's paper [7] . For e > 0 let
Our result is the following.
where C is a constant depending only on ε, p, φ and n.
In particular we have for any p e (0,1), any / e @{R n )' and any ^ e S(JR W ). Now, we explain how ( 1.4) 
||(i+l*
Therefore, /+ e L* implies / e ^{R n ) f and we get (1.4).
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Proof of the

Then there exists a measurable function k(x, t) defined on R"^1 such that
and
where C 2l and C 22 care positive constants depending only on a, b, ε, φ and n.
We prove this in §3.
and suppΛ c 5(0,1). Proof. We may assume ||/ι|| Λo , = 1. Take any ball B = B(z, t), where z e R" and t > 0. Put
Let v be a signed measure on R^1 such that supp v is bounded and that
(2.7) \v\(Q(x,t))D x = {(y,s) e R n +
+1 : s e (0,/), \y -z\< t + s)
and D 2 = {(>>,*) e /?^+ 1 : ί > /, \y -z| < ί + s}.
Combining (2.8) and (2.9) gives (2.10) sup inf r n~a ί \g(x) -P(x)\dx < C.
ZGR\ t>0 P: degP<a' J B(z,t)
It is known that if a' > a and if suppg is compact, then the left-hand side of ( 2.10) This is due to L. Carleson and P. Duren. [See [1] , This is proved in [7] , p. 583, too.] Now, we begin the proof of our Theorem. In the following part of this section the letter C denotes various constants that depend only on ε, p, φ and «. We will show that if ψ <Ξ 2(R n ) satisfies (2.2) Proof. Since S c R n X (0, ε), it is enough to show (2.14) only for the case t e (0, ε The constants C 22 and A in (2.20) are independent of c 0 in (2.15). But unfortunately they depend on α 0 . So, in order to get (2.11) we have to remove their dependency on a 0 .
Let
For0
If θ e 2>(R n ) and if supptf c B(0,1 + 2ε'), then
by (2.15 ) and by supp0((l + ε)" The constant c γ depends on / but c x < + oo by (2.12 
II r llΛ '
The constants ^4 and C 2 2 in (2.23) depend only on a, ε and φ [i.e. on p, ε and φ]. Thus we get (2.11) and conclude the proof of the Theorem.
The proof of the Main Lemma.
Take η e Sι(R n ), depending only on ε and 6, so that (3.1) suppηc5(0,ε/(4e)),
and that
where α is a multi-index defined in §1. Put
Note that (3.4) supp η + , supp i).cfi(0, ε/4) and (3.5) [η_(x)x*dx = 0 if \a\<b by (3.1) and (3.3) . In this section the letter C denotes various positive constants that depend only on a, b, ε, η, φ and n. (0,ε/2) by (3.4) and (3.12) , and since by (3.4) and (3.5) , we get (3.19) supp (3.17) y clϊ(x y .,ε), (3.20) and (3.21 ) k 6 by Lemma 2.1. Since
by (3.1) and (3.12 ) and since we get (3.22) supp (3.18) ,ci?(jt y ,ε) and (3.23) ||(3.18) j\\ Aa +1(3.18),|| Λft < Cμ||ψ|| L -< Cμmin(||ψ|| Λ( ,, ||ψ|| A J.
The condition (3.8) follows from (3.19) and (3.22) . The conditions (3.9) and (3.10) follow from (3.20) , (3.21) and (3.23 ) by taking μ small enough. D with Λ: Λ) >7m e 5(0, (1 + ε)(l + ε + ε 2 + +ε m~1 )), By (3.28) r this converges everywhere and satisfies (3.25) . Since the second term on the right-hand side of (3.26 )' goes to zero as m -» oo by (3.29 by Lemma 2.1. Thus by taking C 3 3 small enough depending on a, b, ε, ε' and n, we get (3.9) and (3.10 3.3 in exactly the same way as Lemma 3.2 followed from Lemma 3.1, using the fact that the set satisfies (3.32) for any r > 0 whenever S satisfies it. We do not repeat this argument.
