Bootstrap is the standard method in the spatial scan test. However, because the spatial scan statistic lacks theoretical properties, its development and connection to mainstream statistics has been limited. Using the methods of empirical processes with a few weak regularity conditions, the limiting distribution of the spatial scan statistic, which can provide a theoretical basis for the spatial scan test, is derived. It is shown that the limiting distribution of the spatial scan statistic only depends on the ratio of at risk populations and the collection of cluster candidates, which provides a base to theoretically assess the critical value of the spatial scan test in a real world daily or weekly disease surveillance. A simulation study based on the Kolmogorov-Smirnov test shows that the limiting distribution is consistent with the true distribution. Type I error probabilities and power functions from the limiting distribution and the bootstrap method are almost identical.
Introduction
Spatial cluster detection is an important topic in statistics [2, 4, 6, 10] . While there are over a hundred spatial cluster and clustering tests [13] , spatial scan and spatial association tests are the most commonly used cluster detection methods. This paper focuses on the spatial scan test because of its wide range of applications in disease surveillance in local government agencies [14, 23, 24] , and its various extensions that are intended to improve computational speed [12] , capture irregular cluster shapes [1, 17] , and account for ecological covariates [28] . However, these new extensions can hardly be compared or integrated, as all of them have been evaluated via the Monte Carlo simulation. Understanding the theoretical properties of the spatial scan test enables us to not only unify different methods of the spatial scan test, but also create a platform for further methodological developments. The resulting distribution will likely improve the efficiency and precision of a spatial scan test at a prescribed condition.
Scan statistics were originally developed for time series data [22] . Suppose the number of events on a given time interval (e.g. [0, 1]) follows a homogeneous Poisson process in the absence of a cluster. A subinterval of a fixed length moves along the time domain so that the number of events contained by the subinterval is maximized. Let N(t) be the number of events observed on [0, t] . Then, the scan statistic with the length of 0 < u < 1 is defined as sup 0<t<1−u
[N(t + u) − N(t)].
A cluster is detected if the value of the scan statistic is large. Due to multiple testing, the scan statistic is often larger than that expected from intuition when no cluster is present. For this reason, the Monte Carlo method is often used. In order to improve efficiency, such as carrying out the test at a prescribed level, there have been several attempts to derive a precise distribution of the scan statistic for time series data. Examples include the derivation of the exact expression [22] , the asymptotic distribution of N(t) under the null hypothesis of uniformity [5] , and the approximation [8] of the null distribution. Although the scan statistic was extended from one-to two-dimensional point data, there has been little work to derive the null distribution with the exception of [3] . Moreover, since most georeferenced disease data are not available at the point level, the most commonly used spatial scan statistic is, therefore, developed at an aggregated level [16] . Suppose a study area has been partitioned into m spatial units and each has an at-risk population and a number of case counts. Suppose C is the only cluster in the study area. Let Y i be the count, y i be the observed count, and n i be the at-risk population in unit i, for
where θ i are unknown disease rates. Then, the null hypothesis is specified as
and the alternative hypothesis is specified as [9, 16] . Here, θ 0C is the average disease rate for units outside of the cluster. If θ i > θ 0C , then unit i is within a hot spot; if θ i < θ 0C , then unit i is within a cool spot. If H 0 holds, then θ 0C = θ 0 is the average disease rate for all units, the same one for each unit.
Let C be the collection of cluster candidates. 
Under the alternative hypothesis of hot spot only,
Then, the likelihood function is
The likelihood ratio statistic is
when Y C /n C ≥ YC /nC and Λ C = 1 otherwise. Since C ∈ C is unknown, the spatial scan statistic is defined by
In contrast to the scan statistic for time series data, the spatial scan statistic requires the consideration of additional issues. First, a cluster for time series data is a connected subset which must be a subinterval. A spatial cluster may have many shapes, such as circular, elliptical, and irregular polygon, and they cannot be simultaneously considered in the definition. Second, the derivation of the scan statistic for time series data relies only on the length and the center of subintervals, but these two conditions are not sufficient in the derivation of a spatial scan statistic. Third, existing methods for the derivation of theoretical properties of the scan statistic for time series data rely on the construction of a stochastic process [19] , which is not directly applicable to the spatial scan statistic. For this reason, the bootstrap method has long been used to compute the p-value of the test statistic.
Since the number of units is finite, the number of possible spatial candidates C is also finite being smaller that, both of the same magnitude order as, the number 2 m − 1 of possible non-empty subsets out of m spatial units. This makes the computation of Λ difficult, especially when a bootstrap method is used. In this paper, we develop an approach to the limiting distribution of the spatial scan statistic, which can avoid the use of the bootstrap method in the derivation of the p-value and reduce the computational burden of the spatial scan test.
We used the method of empirical processes to derive the limiting distribution of the spatial scan statistic. It assumes that expected counts are not close to zero in most spatial units and the conditional distribution of the likelihood ratio statistic is approximately χ A simulation study based on several population patterns and cluster candidates highlights the accuracy and reliability of the limiting distribution. The results show that the limiting distribution is sufficient to approximate the true distribution even when many case counts are positive. The case study of low birth weight in the United States demonstrates the advantage of the limiting distribution.
Main result
We derived the limiting distribution of 2 log Λ as n min = min(n 1 , n 2 , . . . , n m ) → ∞ under the null hypothesis. We 
where 
where (2), Y C i and YC i are independently Poisson distributed with expected value equal to θ 0 n C i and θ 0 nC i , respectively, and Y C j and YC j are independently Poisson distributed with an expected value equal to θ 0 n C j and θ 0 nC j , respectively. Let
′ , and
By the central limiting theorem, as n min → ∞, we have
Because C is finite, the dimension ofδ is also finite. The method of empirical processes can be applied [27, p. 260] , which implies that 
Proof. The variance-covariance matrix of
whereR is the N × N matrix with (i, j)-th entry given byr ij = Corr(δ C i ,δ C j ). Using the ∆-Theorem, we have D
under the assumption of Proposition 1. Then, the distribution of Z can be represented by a multivariate normal distribution with mean zero and covariance matrix R. Let Z 
Proof. Let us first consider (i). For a given C i ∈ C, the likelihood ratio statistic Λ C i has the property [27, p. 231]
as n min → ∞ under the null hypothesis. Let Z i be the limiting distribution ofδ
as n min → ∞ under the null hypothesis. For (ii), there
as n min → ∞ under the null hypothesis. This implies
Therefore, we have the conclusion of the theorem.
Theorem 1 provides the limiting distribution of 2 log Λ under the null hypothesis, which provides a theoretical basis to compute the p-value of Λ. The use of the limiting distribution can significantly improve the efficiency and precision of the spatial scan test.
Corollary 2. The limiting distribution of 2 log Λ only depends on the limits of the ratios of at risk population sizes (which can be represented by η i ) and the collection of cluster candidates (which is represented by C).
Remark. Because the collection of cluster candidates C and the pattern of at risk population sizes cannot be pre-determined, we are not able to provide a closed form formula of the limiting distribution of 2 log Λ. When those are provided, we recommend to use a Monte Carlo method to compute the limiting distribution of 2 log Λ. However, because the population pattern and the collection of cluster candidates C usually do not vary in a real world daily, weekly, or monthly disease surveillance system, the Monte Carlo method will only be used once. When the null distribution of 2 log Λ has been derived, the bootstrap method is not necessary. Therefore, the method of the limiting distribution will significantly improve the efficiency and precision of a spatial scan test. We briefly discuss our idea in the following example.
Example. To investigate the improvement of a spatial scan test using the limiting distribution given by Corollary 2, we collected the county population of four states in the United States from the 2000 Census. The four states were: New York (62 counties), Indiana (92 counties), Georgia (159 counties), and Texas (254 counties). Let C be the collection of the candidates of all circular clusters. Then the limiting distribution of 2 log Λ can be computed. According to the limiting distribution, we used the 10,000-run simulation method to compute the 5% upper quantiles and they were 12.89, 14.06, 15.79, and 16.56 for the four states respectively. To study the influence of η i , we varied the county level population size n i by letting it randomly vary up to 50% from the true Census values and recomputed the 5% upper quantiles. These values became 11.87, 13.86, 15.30, and 16.23, respectively, which were close to the previous values. Therefore, the limiting distribution provided by Corollary 2 may always be used at the county level disease surveillance if only circular clusters are considered.
Simulation
We compared (i) the true and limiting distributions of 2 log Λ under the null hypothesis, and (ii) the type I error probabilities and power functions of the spatial scan test based on the p-values from the limiting distribution and the bootstrap method. We designed the following four baseline population patterns {n i : i = 1, . . . , m} on the 10 × 10 lattice: patterns. The quantity γ determines the variation of n min , and we selected 1, 2, 3, 4, 5, and 10 in the simulation. The case when n min → ∞ can be understood as γ → ∞. The limiting distribution of 2 log Λ was obtained from Theorem 1. The true distribution of 2 log Λ was derived by simulating data from the null hypothesis. To study the influence of different cluster shapes, we considered circular and rectangular clusters denoted by C c and C r , respectively. The circular clusters were computed by the Euclidean distance between lattice points less than a certain number. The rectangular clusters were computed by the maximum of the horizontal and vertical differences between lattice points less than a certain number. Following Kulldorff's scan algorithm, we chose the cluster size less than 50% of the study area [16] . The data from the null hypothesis were independently generated from
(10) Model (10) was used to study the behavior of the spatial scan test, which included the comparison of the true and limiting distributions of 2 log Λ and the study of type I error probabilities and power functions.
Comparing the true and limiting distributions based on the Kolmogorov-Smirnov distance.
The Kolmogorov-Smirnov distance measures the difference between the two cumulative distribution functions (CDFs) [27, p. 265] . Let F and G be any two CDFs. The Kolmogorov-Smirnov distance is 
and the empirical distribution of G iŝ We compared the difference between the true and limiting distributions and the difference between the true and bootstrap distributions in our simulation. The reason that we compared the true and limiting distributions was to study the closeness between the two distributions. Because the bootstrap distribution was derived by a conditional method, it was also necessary to look at the distance between the true and the bootstrap distributions.
Let F γ be the true distribution and G be the limiting distribution or the bootstrap distribution of 2 log Λ. LetF γ andĜ be their empirical distribution from simulations. We numerically tested the significance of ∥F γ −Ĝ∥ for each selected γ by using the Kolmogorov-Smirnov test. For each population pattern, we first independently generated 1000 random samples from Model (10) . We then derived the corresponding value of 2 log Λ for each sample, and computedF γ . We generated 1000 random samples from G and then derived the correspondingĜ, and tested whether they were significantly different at the α = 0.05 significance level. We repeated this procedure 1000 times, and the result is given in Table 1 .
The simulation result showed that the rejection rates were significantly affected by population patterns and the choices of C. First, the two distributions had a greater distance in population patterns (a) and (d) than in patterns (b) and (c). Second, when γ is small, the two distributions are farther apart. As γ increased, the true distribution F γ and the limiting distribution G became closer. Third, the distance seems smaller for the rectangular cluster window than the circular window. Fourth, the distance between the true and the limiting distributions may be slightly larger than the distance between the true and the Table 2 Type I error probabilities (%) from the limiting distribution and the bootstrap method. bootstrap distributions. Overall, it is sufficient to say that the limiting distribution of 2 log Λ given by Theorem 1 was close to the true distribution when the minimum expected disease count was greater than three.
Comparing the type I error probabilities from the asymptotic and bootstrap methods. Let G B be the bootstrap distribution of 2 log Λ. Then, G B is the conditional distribution of 2 log Λ on total number of disease count y. For each selected γ , we generated 1000 random samples from Model (10) . For each sample, we computed the estimate of the bootstrap distribution of 2 log Λ denoted byĜ j B (j = 1, . . . , 1000). We derived the p-value of 2 log Λ based onĜ j B for each random sample, and calculated the rejection rate of 2 log Λ at the 0.05 significance level. The testing results based on the bootstrap method were compared with the testing results based on the limiting distribution ( Table 2 ). The result showed that the type I error probabilities were not significantly affected by using the limiting distribution. The bootstrap method was appropriate to derive a good p-value of the test statistic for all the cases, but the limiting distribution was appropriate when the counts were mostly not close to zero. Overall, the limiting distribution can be used to derive the p-value of the test statistic.
Comparing the power functions. We compared the power functions from the limiting distribution and the bootstrap method based on population pattern (d) with γ = 10. We devised a local cluster C with a radius √ 2 according to the following three alternate cases:
(i) with the cluster centered at (3, 3) ; (ii) with the cluster center at (5, 5); (iii) with the cluster centered at (7, 7).
We designed this cluster with the intention that C was included in both C c and C r (i.e., C ∈ C c ∩ C r ) so that either C c or C r can be used. Although the circular and rectangle clusters were different, it was possible here because of our careful design for spatial clusters in the lattice. Because the population density was high when the point was close to (7, 7) , the alternate cluster centers reflect (i) a cluster was in low populated (i.e. rural), (ii) a cluster was in a rural area partially overlapped by a densely populated (i.e., suburban) area of a big city, and (iii), a cluster completely inside of densely populated (i.e., downtown) area of a big city.
For a given cluster, we generated independent Poisson random counts Y i , i = 1, . . . , 100, with expected value E(Y i ) = 0.001(1 + δI i∈C )n i , (12) with δ increasing from 0 to 0.35. For each selected δ, we generated 1000 random samples from Model (12) and tested the significance of the cluster at the 0.05 level by using the limiting distribution and the bootstrap method, respectively.
The simulation result showed that the power functions of the two methods were almost identical (Fig. 1) . Recall the total population within the cluster increased as the center moved from (3,3) to (7,7). The power function increased along this line, which indicated that a cluster in a densely populated area was more likely to be detected than a cluster in a sparsely populated area. Even though the cluster belonged to both C r and C r , the power function of C c was higher than that of C r , suggesting that the choice of cluster candidates affect the power function of the test. Therefore, the behavior of the spatial scan test was influenced by the shape and the relative population density of a cluster.
In summary, the limiting distribution given by Theorem 1 was good enough to reflect the true distribution of 2 log Λ. The p-values of the limiting distribution and the bootstrap methods were almost identical. Even though the limiting distribution may depend on the population pattern {n 1 , . . . , n m } and the collection of cluster candidates C, our simulation studies showed it was robust to their variations. Therefore, using the limiting distribution to compute the p-value of a spatial scan test is effective and efficient. the second cluster over the other counties. The procedure kept running until the detected cluster became not significant. Overdispersion was considered in the testing procedure by following [21] . In particular, we estimated the dispersion parameter φ byφ = X 2 /ν, where X 2 is the Pearson χ 2 statistic and ν is the residual degrees of freedom. We adjusted the value of the spatial scan statistic by 2 log Λ/φ.
The limiting distribution of 2 log Λ is displayed in Fig. 2 . It was computed based on the at-risk population pattern and the selected cluster candidates C for this particular dataset. This distribution will be possibly used for regular daily or weekly disease surveillance in the United States in the future, which can be used to replace the bootstrap method in the spatial scan test. The 95% quantile was 19.71, which was the basis to compute the significance of 2 log Λ and 2 log Λ/φ. In addition, we computed the bootstrap p-value of the spatial scan statistic based on [16] .
We found three significant clusters (Table 3 and Fig. 3 ). The first cluster was centered in the middle of New York State (Ontario, NY), and contained 338 counties. The ELBW rate within the cluster was 0.42% and the relative risk (RR) was 1.10. The second cluster was centered in northwestern Indiana (St. Joseph, IN), and contained 42 counties. The ELBW rate within the cluster was 0.48% and the RR was 1.15. The third cluster was centered in northern Georgia (Jackson, GA), which contained 55 counties. The ELBW rate within the cluster was 0.54% and the RR was 1.29. We computed the bootstrap p-value of 2 log Λ (P B ), the limiting distribution p-value of 2 log Λ (P L ), and the limiting distribution of 2 log Λ/φ (P La ) for all the detected clusters (Table 3) . Because the fourth found cluster was insignificant when overdispersion was accounted for, we did not include it in Fig. 3 . If overdispersion was ignored, this cluster was still significant and the algorithm stopped in the next step.
Two of the three ELBW clusters were along the Great Lakes. Studies in the Great Lakes region found that eating lake fish causes shorter gestational weeks, low birth weight and birth defects, especially if the fish eaten had been caught in Lake Erie and Lake Ontario [11, 25] . The two clusters detected in the Great Lakes area reflect some of these effects. The third ELBW cluster was in Georgia, which is known for selenium deficiency [26] , which has been linked to low and extremely low birth weight [15, 20] .
Conclusion
We derived the limiting distribution of the spatial scan statistic by using the methods of empirical processes. Our simulation result found that the limiting distribution was sufficient to approximate the true distribution. The tests based on the limiting distribution given by Theorem 1 and the bootstrap methods were almost identical. Similar to a previous study [18] , the power functions behaved satisfactorily. Therefore, by using the limiting distribution, the efficiency and precision of spatial disease surveillance can be significantly improved.
Because the limiting distribution depends on the at risk population patterns and the collection of cluster candidates, it is generally impossible to provide a closed form formulae of the limiting distribution. For a particular disease surveillance system, the limiting distribution can be used over a long time period as long as it has been derived. However, the limiting distribution from one surveillance system cannot be generally used by another surveillance system. Therefore, it will be important to compute the limiting distribution of the spatial scan statistic for a variety of disease surveillance systems by Monte Carol simulations. When those are derived, bootstrap method is not necessary and therefore our result can significantly improve the efficiency and precision of the spatial scan test.
A natural extension of the current study is the derivation of the limiting distribution under the alternative hypothesis, which can provide the insights to power function and spatial noise assessments. The limiting distribution can be used to investigate the influence of the cluster shape and size on the behavior of the spatial scan test. It can also be used to pinpoint the alternative hypothesis to include the information on the number of clusters and the cluster morphology. Nuisance and spatial cluster effects may be illustrated. However, there are many issues to be considered in order to derive the limiting distribution under the null hypothesis. These may include the choice of the collection of cluster candidates, the number of clusters to be detected, and the spatial relationship of clusters.
