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Abstract
One important task in online data analysis is detecting network change, such as
dissociation of communities or formation of new communities. Targeting on this type
of application, we develop an online change-point detection procedure in the covari-
ance structure of high-dimensional data. A new stopping rule is proposed to terminate
the process as early as possible when a network change occurs. The stopping rule
incorporates spatial and temporal dependence, and can be applied to non-Gaussian
data. An explicit expression for the average run length (ARL) is derived, so that the
level of threshold in the stopping rule can be easily obtained with no need to run
time-consuming Monte Carlo simulations. We also establish an upper bound for the
expected detection delay (EDD), the expression of which demonstrates the impact of
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data dependence and magnitude of change in the covariance structure. Simulation
studies are provided to confirm accuracy of the theoretical results. The practical use-
fulness of the proposed procedure is illustrated by detecting brain’s network change
in a resting-state fMRI dataset.
1. INTRODUCTION
Online change-point detection or sequential change-point detection, originally arises
from the problem of quality control. The product quality is monitored based on
the observations continually arriving during an industrial process. A stopping rule
is chosen to terminate and reset the process as early as possible when an anomaly
occurs. In modern applications, there has been a resurgence of interest in detecting
abrupt change from streaming data with a large number of measurements. Examples
include real-time monitoring for sensor networks and threat detection from surveil-
lance videos. More can be found in studying dynamic connectivity of resting state
functional magnetic resonance imaging, and in detecting threat of fake news from the
group of fake accounts in social networks (Bara, Fung and Dinh 2015).
Extensive research has been done for online change-point detection of univariate
data; see, for example, Page (1954), Shiryayev (1963), Lorden (1971), Wald (1973),
Siegmund (1985) and Siegmund and Venkatraman (1995). The proposed stopping
rules are based on the CUSUM test or the quasi-Bayesian test which assume the
distributions of data before and after the change point to be known, or its variants
proposed to relax the restrictive assumption of known distributions. There also exist
many developments in online change-point detection of multivariate data. For ex-
ample, Tartakovsky and Veeravalli (2008) and Mei (2010) propose the stopping rule
for the common change point detection from all dimensions based on the assumption
that the distributions of data before and after the change point are known. By re-
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laxing the common change to the change of only subset of data, Xie and Siegmund
(2013), and Chan and Walther (2015) study the stopping rule for the multivariate
normally distributed data with the identify covariance matrix. By extending and
modifying the approach in Xie and Siegmund (2013), Chan (2017) investigates the
optimal detection of multiple data streams in detecting mean shift of independent
multivariate normally distributed data with the identify covariance matrix. Despite
the preceding developments, very little work has been done for online change-point
detection of high-dimensional data. A recent development can be seen in Chen (2019)
where the proposed stopping rule utilizes nearest neighbor information to detect the
change point in the distribution of independent data.
In this paper, we consider online change-point detection in the covariance struc-
ture of high-dimensional data. More precisely, letting {X1, X2, · · · } be a sequence of
continually arriving p-dimensional random vectors, each of which has its own covari-
ance matrix Σi, we consider the hypotheses
H0 : Σ1 = Σ2 = · · · , against
H1 : Σ1 = · · · = Στ 6= Στ+1 = · · · , (1.1)
where τ is some unknown change point. We propose a stopping rule for (1.1), which
terminates the process as early as possible after Στ changes to Στ+1. Under the null
hypothesis, we derive an explicit expression for the average run length (ARL), so
that the level of threshold in the stopping rule can be easily obtained with no need to
run time-consuming Monte Carlo simulations. Under the alternative hypothesis, we
establish an upper bound for the expected detection delay (EDD), which demonstrates
the impact of data dependence and magnitude of change in the covariance structure.
The proposed stopping rule is readily applied to detecting network change in high-
dimensional online data as the network can be modeled by the covariance matrix. In
addition to its practical usefulness, the developed method has several theoretical con-
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tributions. First, the stopping rule incorporates spatial and temporal dependence of
data. Rather than assume temporal independence, we estimate the temporal depen-
dence consistently through a data-driven procedure, and establish the distribution of
the stopping time with the correctly specified dependence. Consequently, the ARL of
the proposed stopping rule can be well controlled even in the presence of temporal de-
pendence. Second, the stopping rule can be applied to a wide range of data in that it
does not assume Gaussian distribution, but only requires existence of fourth moment
of data. Third, the stopping rule is implementable when the dimension p diverges
and thus suitable for monitoring modern networks whose size varies enormously from
thousands to millions. Finally, we identify the key factors and establish their impact
on the EDD through an explicitly derived upper bound. In particular, we reveal that
the EDD based on the L2-norm statistic increases as the strength of temporal de-
pendence increases, but decreases as the magnitude of change ||Στ+1 −Στ ||F/||Στ ||F
increases. Here || · ||F represents the matrix Frobenius norm.
The rest of the paper is organized as follows. Section 2 introduces the proposed
stopping rule. Section 3 presents its asymptotic properties. Simulation studies and
real data analysis are given in Sections 4 and 5, respectively. We conclude the paper
in Section 6. Technical proofs of main theorems are relegated to Appendix. Other
technical proofs and additional simulation results are included in a supplementary
material.
2. METHODOLOGY
2.1 Modeling spatial and temporal dependence
Let {Xi, 1 ≤ i ≤ n} be a sequence of p-dimensional random vectors with E(Xi) = µ.
We model the sequence by
Xi = µ+ ΓiZ for i = 1, · · · , n, (2.1)
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where Γi is a p×m matrix with m ≥ n · p, and Z = (z1, · · · , zm)T such that {zi}mi=1
are mutually independent and satisfy E(zi) = 0, Var(zi) = 1 and E(z
4
i ) = 3 + β for
some finite constant β.
There are two advantages to impose the above model. First, it incorporates
both spatial and temporal dependence of the sequence {Xi, 1 ≤ i ≤ n}. Let X =
(XT1 , · · · , XTn )T and Γ = (ΓT1 , · · · ,ΓTn )T . From (2.1), the variance-covariance ma-
trix of X is ΓΓT , in which each p × p block diagonal sub-matrix ΓiΓTi ≡ Σi repre-
sents the spatial dependence of each Xi and each p× p block off-diagonal sub-matrix
ΓiΓ
T
j ≡ C(j − i) describes the spatial and temporal dependence between Xi and Xj
at i 6= j. Here we require m ≥ n × p to ensure the positive definite of ΓΓT and
thus existence of C(j − i). Second, the model does not assume any distribution of
data, but only requires the existence of fourth moment. In particular, Xi is normally
distributed if β = 0.
Based on (2.1), we accommodate the spatial and temporal dependence by the
following two conditions.
(C1). The sequence is M -dependent, such that for some integer M ≥ 0, C(j−i) 6=
0 if and only if |j − i| ≤ M . Moreover, under H0 of (1.1), C(j − i) = C(h) for all i
and j satisfying j − i = h with h ∈ {0,±1, · · · ,±M}.
Under the null hypothesis, we assume that the sequence is M -dependent, and
the spatial and temporal dependence is stationary. Under the alternative hypothesis,
the covariance structure changes and consequently, the stationary of the spatial and
temporal dependence cannot hold. We thus only assume the M -dependence. We
introduce the M -dependence to relax the commonly assumed temporal independence
in the literature. As shown in Appendix, the assumption enables us to establish the
asymptotic normality of the test statistic (2.2) through the martingale central limit
theorem. Moreover, the M -dependence combined with the stationary in the spatial
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and temporal dependence, yields that the stopping time (2.5) converges to the Gum-
bel limiting distribution of a stationary Gaussian process under the null hypothesis.
Under the alternative hypothesis, we impose the M -dependence to generalize the
Wald’s lemma from a sum of a random number of independent random variables to
that of M -dependent random variables. The generalization enables us to study the
EDD of the stopping time even in the presence of temporal dependence (see the proof
of Theorem 2 in Appendix).
(C2). For any h1, h2, h3, h4 ∈ {0,±1, · · · ,±M}, as p→∞,
tr{C(h1)C(h2)C(h3)C(h4)} = o
[
tr{C(h′1)C(h′2)}tr{C(h′3)C(h′4)}
]
,
where {h′1, h′2, h′3, h′4} is a permutation of {h1, h2, h3, h4}.
If there is no temporal dependence, (C2) becomes tr{C4(0)} = o[tr2{C2(0)}]. It
holds if all the eigenvalues of C(0) are bounded, but violates under strong dependence
such as the compound symmetry covariance structure. If the temporal dependence is
present (h 6= 0), (C2) takes into account both spatial and temporal dependence. It
can be shown that (C2) holds if the requirement of bounded eigenvalues is extended to
the np×np covariance matrix of entire sequence X = (XT1 , XT2 , · · · , XTn )T , each p×p
block diagonal matrix of which measures the spatial dependence of each p-dimensional
random vector in the sequence, and each p × p block off-diagonal matrix of which
describes the spatio-temporal dependence of two random vectors collected at different
time points. The condition cannot hold if the spatial and temporal dependence is
too strong so that the covariance matrix of X has unbounded eigenvalues. The
advantage of (C2) is that it does impose any decay structures on C(h) as long as the
trace condition is satisfied. Moreover, it allows the dimension p to diverge without
imposing its growth rate.
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2.2 Test statistic
Suppose that n observations have been collected. We need a test statistic, the ex-
pectation of which can measure the heterogeneity of covariance structure from the
collected observations. Assuming for the moment that µ = 0 in (2.1), we propose the
following test statistic
Jˆn,M ≡ 1
n2
n∑
i,j=1
WM(i, j)(X
T
i Xj)
2, (2.2)
where the weight function WM(i, j) ≡
∑n−M−2
t=M+2 At,M(i, j)I(|i− j| ≥M + 1) and
At,M(i, j) =
n− t−M
t−M − 1 I(i ≤ t)I(j ≤ t) +
t−M
n− t−M − 1I(t+ 1 ≤ i)I(t+ 1 ≤ j)
− (t−M)(n− t−M)
t(n− t)− 1
2
M(M + 1)
{I(i ≤ t)I(t+ 1 ≤ j) + I(t+ 1 ≤ i)I(j ≤ t)}.
If µ 6= 0, a centralized version of (2.2) is
Jˆ ∗n,M =
1
n2
n∑
i,j=1
WM(i, j){(Xi − µˆ)T (Xj − µˆ)}2, (2.3)
where µˆ is a consistent estimator of µ. As introduced in Section 2.3, the proposed
stopping rule needs a training sample and µˆ thus can be chosen as the sample mean
of the training sample.
Remark 2.1 We first assume a known M to present the main results of the
proposed methods. We then provide a data-driven procedure for estimating M and
establish the theoretical results based on the estimated M in Section 3.4.
Remark 2.2 The test statistics are constructed in several steps. At each t from
{M + 2, · · · , n − M − 2}, we first partition the entire sequence {Xi, 1 ≤ i ≤ n}
into two segments {Xi, 1 ≤ i ≤ t} and {Xi, t + 1 ≤ i ≤ n}. After utilizing the
indicator function I(|i − j| ≥ M + 1) to exclude the interference of C(j − i) with
0 < |i − j| ≤ M , we estimate the two covariance structures separately from the two
segments. We then compare the two covariance structures through At,M(i, j), so that
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the expectation of Jˆn,M is zero under the null hypothesis, but it is non-zero with
the maximum attained at the change point under the alternative hypothesis. Finally,
we choose WM(i, j) to accumulate all the structural comparisons, each of which is
obtained through At,M(i, j).
Since the main task is to detect change in the covariance structure, we assume
without further notice that µ = 0 in (2.1), and focus on Jˆn,M to facilitate theoretical
investigation. All the established results can be readily extended to Jˆ ∗n,M with µ 6= 0.
Proposition 1. Assume (2.1) and (C1). Under the null hypothesis, E(Jˆn,M) = 0.
Under the alternative hypothesis,
µJˆn,M ≡ E(Jˆn,M) =
1
n2
n∑
i,j=1
WM(i, j)tr(ΣiΣj).
Since the expectation of Jˆn,M under the alternative hypothesis differs from its
expectation under the null hypothesis, it can be used to test heterogeneity of the
covariance structure after we standardize it. This requires us to further derive the
variance of the test statistic.
Proposition 2. Under (2.1) and (C1)-(C2),
σ2Jˆn,M ≡ Var(Jˆn,M) =
4
n4
n∑
i,j=1
n∑
k,l=1
WM(i, j)WM(k, l)tr
2{C(i− k)C(l − j)}{1 + o(1)}.
Under the null hypothesis, (C1) assumes that the spatial and temporal dependence
is stationary. The variance can thus be simplified as
σ2Jˆn,M ,0 =
4
n4
n∑
i,j=1
∑
h1,h2
WM(i, j)WM(i− h1, j + h2)tr2{C(h1)C(h2)}, (2.4)
where h1, h2 ∈ {0,±1, · · · ,±M}.
2.3 Stopping rule
The proposed stopping rule is
TH(a,M) = inf
{
n− n0 :
∣∣∣∣∣ Jˆn,M,Hσˆn0,M,H
∣∣∣∣∣ > a, n > n0
}
, (2.5)
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which terminates the detection process in a minimal number of new observations,
when the absolute value of the standardized test statistic is above a threshold. Some
key observations about the stopping rule are as follows. First,
Jˆn,M,H = 1
H2
n∑
i,j=n−H+1
WM(i, j)(X
T
i Xj)
2,
which is the test statistic Jˆn,M (2.2) based on past H observations from the current
time n. Here H is the window-size and chosen to reduce the computational time.
Second, n0 is the size of a training sample chosen to estimate M for dependence
and the standard deviation of Jˆn,M,H under the null hypothesis. Estimating M will
be covered in Section 3.4. To estimate the standard deviation of Jˆn,M,H under the null
hypothesis, we only need to estimate tr{C(h1)C(h2)} because it is the only unknown
indicated in (2.4). Based on the training sample, it is estimated by
̂tr{C(h1)C(h2)} = 1
n∗
∗∑
s,t
XTt+h2XsX
T
s+h1
Xt, (2.6)
where
∑∗ represents the sum of indices that are at least M apart in the training
sample, and n∗ be the corresponding number of indices. As a result, the estimator of
the variance of Jˆn,M,H is
σˆ2n0,M,H =
4
H4
H∑
i,j=1
∑
h1,h2
WM(i, j)WM(i− h1, j + h2) ̂tr2{C(h1)C(h2)}. (2.7)
The consistency of the estimator will be established in Theorem 3 in Section 3.3.
At last, a is the threshold and should be chosen to control the ARL at any pre-
specified value. Theorem 1 in next section will provide a result for selecting a for this
purpose.
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3. ASYMPTOTIC RESULTS
3.1 Average run length
Let E∞ and P∞ denote the expectation and probability, respectively, under the null
hypothesis. Let
g(t/H, a) = 2 log(t/H) + 1/2 log log(t/H) + log(4/
√
pi)− a
√
2 log(t/H).
The ARL is defined to be the expected value of the stopping time under the null
hypothesis. The following theorem establishes the ARL or E∞{TH(a,M)} for the
proposed stopping rule (2.5).
Theorem 1. Assume (2.1) and (C1)-(C2). As t/H →∞,
E∞{TH(a,M)} ≈ H +
∫ ∞
H
exp
[
−2exp
{
g(t/H, a)
}]
dt.
As shown in proof of Theorem 1, the ARL is obtained by establishing the cumu-
lative distribution function
P∞{TH(a,M) ≤ t} = 1− exp
[
−2exp
{
g(t/H, a)
}]
.
Theorem 1 states that the ARL depends on the threshold a and the window-size
H. In particular, it increases as a increases when H is fixed. This can also be seen
from the proposed stopping rule (2.5), where raising a makes the standardized test
statistic less likely to go beyond the a when there is no change point. The practical
usefulness of Theorem 1 is that with any pre-specified ARL and H, we can quickly
determine the value of a by solving the equation rather than running time-consuming
Monte Carlo simulations.
3.2 Expected detection delay
The EDD is the expected number of additional observations after the true change
point when the process is terminated. Similar to Siegmund and Venkatraman (1995)
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and Xie and Siegmund (2013), we consider E0{TH(a,M)} which represents the EDD
when the change point occurs immediately after the training sample n0. The following
theorem provides an upper bound for the EDD or E0{TH(a,M)}.
Theorem 2. Assume (2.1) and (C1)-(C2). In addition, as H →∞, TH(a,M) ∈
(0, Tmax) with Tmax = o(H), and a = O(H
r) with 1/2 ≤ r < 1. Then,
E0{TH(a,M)} ≤ (M + 2) +
√
a ·H · σH,M,0
||Στ+1 − Στ ||F {1 + o(1)},
where σH,M,0 is obtained by replacing n with H in (2.4), and || · ||F represents the
matrix Frobenius Norm.
Both the upper bound of the stopping time TH(a,M) and the threshold a are
allowed to diverge with the window length H at the rates o(H) and O(Hr) for
1/2 ≤ r < 1, respectively. In particular, the condition a = O(Hr) is equivalent
to requiring that the ARL diverges with H at a relatively fast rate, the value of
which can be obtained by solving the equation in Theorem 1. The result in Theorem
2 demonstrates the impact of some key factors on the EDD. First, a larger M could
lead to a greater EDD, showing the adverse effect of the dependence on change-point
detection. Second, the impact of the threshold a on the EDD essentially depends on
the choice of ARL, because a is obtained by solving the equation in Theorem 1 in
which the window size H and ARL are pre-specified by the user. Generally speak-
ing, a larger user-chosen ARL leads to a higher value of a and thus a greater EDD.
Finally, the impact of σ
1/2
H,M,0 ||Στ+1 − Στ ||−1F can be demonstrated by applying the
result σ
1/2
H,M,0 = O(||Στ ||F ) from the proof of Theorem 1 to obtain
√
σH,M,0
||Στ+1 − Στ ||F = O
( ||Στ ||F
||Στ+1 − Στ ||F
)
.
The result shows that the EDD can be significantly reduced by increasing the ratio
of the change in covariance structure to the original covariance structure.
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3.3 Change-point testing in the training sample
To implement the stopping rule, we need a training sample which has no any change
point in covariance structure. To know whether a sample {Xi, 1 ≤ i ≤ n0} is qualified
as a training sample, we need to consider the hypotheses
H∗0 : Σ1 = · · · = Σn0 , against
H∗1 : Σ1 = · · · = Στ1 6= Στ1+1 = · · · = Στq 6= Στq+1 = · · · = Σn0 , (2.8)
where 1 ≤ τ1 < · · · < τq < n0 are unknown change points. This is an offline test-
ing problem as the sample has been collected. We consider the test statistic Jˆn0,M
obtained by replacing n with n0 in (2.2) in that its expectation can distinguish the al-
ternative from the null hypothesis. The following theorem establishes the asymptotic
normality of Jˆn0,M .
Theorem 3. Assume (2.1) and (C1)-(C2). As n0 →∞,
Jˆn0,M − µJˆn0,M
σJˆn0,M
d−→ N(0, 1),
where µJˆn0,M and σJˆn0,M are given by Propositions 1 and 2, respectively, with n
replaced by n0. In particular, under H0 of (2.8),
Jˆn0,M
σˆJˆn0,M ,0
d−→ N(0, 1),
where σˆJˆn0,M ,0 is defined in (2.7) with n replaced by n0.
From Theorem 3, we reject H∗0 of (2.8) with a nominal significance level α if
Jˆn0,M/σˆJˆn0,M ,0 > zα, where zα is the upper α-quantile of the standard normal. Oth-
erwise, we fail to reject H∗0 and hereby obtain a training sample for the proposed
stopping rule.
3.4 Stopping rule with estimated M
The unknown M in the stopping rule (2.5) can be estimated through the training
sample X1, · · · , Xn0 . From (C1), we know that Cov(Xi, Xj) = C(i− j) is zero if and
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only if |i− j| > M , or equivalently, tr{C(h)CT (h)} is zero if and only if |h| > M . We
thus estimate M through the following steps.
• Using (2.6), we compute ̂tr{C(h)C(−h)}/ ̂tr{C(0)C(0)} with h starting from 0.
• We terminate the process when the first non-negative integer h∗ satisfies
̂tr{C(h∗)C(−h∗)}
̂tr{C(0)C(0)}
≤ ,
where  is a small constant and can be chosen to be 0.05 in practice.
• We then estimate M by Mˆ = h∗ − 1.
Let TH(a, Mˆ) be the stopping rule obtained by replacing M with Mˆ in (2.5). The
following theorem shows that TH(a, Mˆ) performs as well as TH(a,M) under both null
and alternative hypotheses.
Theorem 4. Assume the same conditions in Theorems 1 and 2. As the training
sample size n0 →∞,
E∞{TH(a, Mˆ)} = E∞{TH(a,M)}, E0{TH(a, Mˆ)} = E0{TH(a,M)}.
4. SIMULATION STUDIES
4.1 Accuracy of the theoretical ARL
We first evaluate the performance of the stopping rule under the null hypothesis. The
random vectors Xi for i = 1, 2, · · · are generated from
Xi =
M∑
l=0
Γl i−l, (2.9)
where the p×pmatrix Γl = {0.6|i−j|(M−l+1)−1} for i, j = 1, · · · , p, and l = 0, · · · ,M .
Each i is a p-variate random vector with mean 0 and identity covariance Ip, and all
is are mutually independent. If M = 0, all Xis are mutually independent from (2.9)
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and each individual Xi has the covariance matrix Γ0Γ
T
0 . If M 6= 0, Cov(Xi, Xj) =∑M−(j−i)
l=0 Γj−iΓ
T
l for j − i = 0, · · · ,M . Here we consider the normally distributed
i. Non-Gaussian i is also considered and the obtained results are included in the
supplementary material of the paper. We choose the dimension p = 200, 400 and
1000, the size of historical data n0 = 200, the window-size H = 100 and 150, and
dependence M = 0, 1, 2, respectively.
To examine the accuracy of the theoretical ARL, we first specify its value and
obtain the corresponding a by solving the equation in Theorem 1. Based on the a, we
obtain the Monte Carlo ARL by taking the average of the stopping times from 1000
simulations. Table 1 compares the theoretical ARLs with the corresponding Monte
Carlo ARLs under different combinations of H, p and M . All the Monte Carlo ARLs
are reasonably close to the theoretical ARLs, confirming the accuracy of Theorem 1.
4.2 Accuracy of the upper bound for EDD
We next evaluate the performance of the stopping rule under the alternative hypoth-
esis. In particular, we examine the accuracy of the upper bound for the EDD in
Theorem 2. In the simulation studies, we consider an immediate change, namely the
change at τ = 201 immediately after the historical data of size n0 = 200. Before
the change point τ , the observations Xi for i = 1, · · · , 200 are generated from (2.9)
where Γl = I(M − l + 1)−1 with I being the identify matrix. After the change,
Γl = Q(M − l + 1)−1 in (2.9) where the p × p matrix Q is modeled by one of the
following patterns.
(a). Q satisfies QQT = Σ, where Σij = ρ
|i−j| for 1 ≤ i, j ≤ p.
(b). Each row of Q has only three non-zero elements that are randomly chosen from
{1, · · · , p} with magnitude ρ multiplied by a random sign.
(c). Q satisfies QQT = Σ, where Σii = 1 for i = 1, · · · , p, and Σij = ρ for i 6= j.
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Table 1: The comparison between theoretical ARLs and Monte Carlo ARLs based on
1000 simulations. For each ARL and window-size H, the threshold a is obtained by
solving the equation in Theorem 1.
H = 100
Theoretical p = 200 p = 400 p = 1000
(a, ARL) M = 0 1 2 M = 0 1 2 M = 0 1 2
(3.04, 1002) 1178 1151 1194 1245 1284 1317 1302 1295 1335
(3.42, 3008) 3067 3148 2986 3690 3614 3529 3850 3954 3617
(3.58, 5038) 5118 4527 4253 5799 5923 5212 6570 6102 5878
H = 150
p = 200 p = 400 p = 1000
M = 0 1 2 M = 0 1 2 M = 0 1 2
(2.88, 1005) 1044 1127 1149 1069 1173 1308 1145 1198 1270
(3.29, 3033) 3240 3156 3202 3505 3795 3628 3652 3759 3931
(3.46, 5118) 5120 5097 5280 6083 5820 6156 6162 6586 6794
Models (a)–(c) specify the bandable, sparse and strong covariance matrices, re-
spectively. We choose ρ = 0.6, 0.7, 0.8 to obtain different magnitudes in the covari-
ance change, and choose the dimension p = 1000, the window-size H = 100 and 150,
and dependence M = 0, 1, 2, respectively. Moreover, the threshold a = 3.58 when
H = 100 and a = 3.46 when H = 150 so that the theoretical ARL is controlled around
5000. Table 2 compares the theoretical bound for the EDD in Theorem 2 with the
corresponding Monte Carlo EDD based on 1000 simulations. As we can see, each
Monte Carlo EDD is no more than its theoretical upper bound. Furthermore, both
Monte Carlo EDDs and theoretical bounds decrease as ρ increases with the same M
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Table 2: The comparison between theoretical upper bounds for EDDs and Monte
Carlo EDDs based on 1000 simulations with the ARL controlled around 5000.
ρ = 0.6 0.7 0.8
M = 0 1 2 M = 0 1 2 M = 0 1 2
Model (a)
H = 100 Monte Carlo 16.18 20.14 24.04 11.31 14.34 16.98 8.11 10.31 12.44
Theoretical 20.59 23.63 25.99 16.23 18.79 20.83 12.46 14.61 16.38
H = 150 Monte Carlo 17.49 21.62 25.45 12.34 15.38 18.56 8.90 11.32 13.37
Theoretical 24.36 28.10 31.04 19.11 22.21 24.70 14.59 17.13 19.22
Model (b)
H = 100 Monte Carlo 4.36 5.84 7.16 3.58 4.71 5.87 3.10 4.13 5.06
Theoretical 7.42 9.09 10.58 6.07 7.40 8.76 5.11 6.42 7.60
H = 150 Monte Carlo 4.79 6.38 7.68 3.85 5.13 6.58 3.27 4.50 5.32
Theoretical 8.53 10.38 11.92 6.80 8.45 9.88 5.74 7.19 8.45
Model (c)
H = 100 Monte Carlo 2.84 3.90 4.94 2.68 3.68 4.78 2.63 3.69 4.72
Theoretical 3.04 4.15 6.23 2.89 3.99 5.05 2.78 3.87 4.92
H = 150 Monte Carlo 2.96 3.94 5.09 2.89 3.93 4.91 2.72 3.76 4.84
Theoretical 3.25 4.40 5.51 3.07 4.20 5.30 2.94 4.05 5.13
and H, but increase as M increases with the same ρ and H. The simulation results
are consistent with the theoretical findings in Theorem 2.
We also compare the proposed stopping rule with some other stopping rules in
the literature. Based on different edge-count statistics, Chen (2019) and Chu and
Chen (2018) propose a series of stopping rules, among which the ones based on the
generalized edge-count statistic and based on the max-type edge-count statistic are
more effective in detecting changes. The generalized and max-type stopping rules
are based on a non-parameter framework that utilize nearest neighbor information
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Figure 1: Boxplots of detection delays for “Max-type” and “General” stopping rules
in Chen (2019) and Chu and Chen (2018), and the proposed stopping rule. The
results are based on 1000 simulations under model (a).
among observations. The implementation of these two stopping rules are available in
the R package gStream. Similar to the authors, we choose a relatively larger nearest
neighbors 5 to gain more information. The ARL is specified at 5000. Since they
assume the observations are temporally independent, we consider M = 0. Other
setups are specified in the beginning of this section. Note that the stopping rules
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Figure 2: Boxplots of EDDs for “Max-type” and “General” stopping rules in Chen
(2019) and Chu and Chen (2018), and the proposed stopping rule. The results are
based on 1000 simulations under model (b).
in Chen (2019) and Chu and Chen (2018) are proposed to detect the change point
in distribution. When the change in distribution is indeed caused by the covariance
structure, Figures 1-3 show that the proposed stopping rule performs better with
much smaller EDDs than the two competitors.
18
Max−Type General Our Method
0
5
10
15
20
Model (c)   H = 100   ρ = 0.6
Methods
D
et
ec
tio
n 
D
el
ay
Max−Type General Our Method
0
5
10
15
20
25
Model (c)   H = 150   ρ = 0.6
Methods
D
et
ec
tio
n 
D
el
ay
Max−Type General Our Method
0
5
10
15
20
Model (c)   H = 100   ρ = 0.8
Methods
D
et
ec
tio
n 
D
el
ay
Max−Type General Our Method
0
5
10
15
20
25
Model (c)   H = 150   ρ = 0.8
Methods
D
et
ec
tio
n 
D
el
ay
Figure 3: Boxplots of EDDs for “Max-type” and “General” stopping rules in Chen
(2019) and Chu and Chen (2018), and the proposed stopping rule. The results are
based on 1000 simulations under model (c).
4.2 Accuracy of the data-driven procedure for M
In the last part of simulation studies, we examine the data-driven procedure proposed
in Section 3.4 for estimating M . For each simulation, a training sample of 200 ob-
servations is generated from (2.9) with p = 1000. Figure 4 illustrates the histograms
of selected M based on 100 simulations when the actual M = 0 and 1. With 99
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Figure 4: Histograms of selected M by the proposed data-driven procedure when the
actual M = 0 and 1. The results are based on 100 simulations.
and 96 successes respectively, the proposed data-driven procedure demonstrates its
satisfactory performance for estimating the M .
5. CASE STUDY
Resting-state fMRI is a method to explore brain’s internal dynamic networks. We
apply the proposed method to a resting-state fMRI dataset obtained from the 2017
Human Connectome Project (HCP) data release. The data consist of 300 independent
component analysis (ICA) component nodes (p = 300) repeatedly observed over 1200
time points, collected for each of 1003 subjects. The publicly accessible dataset
together with details about data acquisition and preprocessing procedures can be
found in HCP website (http://www.humanconnectome.org).
We detect brain’s network change in a real-time manner, in the sense that we
pretend that the observations in the dataset continually arrive in time. At each
time, we determine whether the process should be terminated through the proposed
stopping rule. After applying the test in Section 3.3, we obtain the subject 103010
and subject 130417 with no change in the covariance of first 200 observations. We
20
Figure 5: Online change-point detection in the covariance structure of subject 103010
(upper panel) and subject 130417 (lower panel). Each panel illustrates the estimated
correlation matrices before and after the estimated change point.
therefore focus on these two subjects with the training sample size n0 = 200. Based on
the training sample, we estimate M by 5 for the subject 103010 and 6 for the subject
130417 using the method in Section 3.4 and obtain the estimation of the standard
deviation of the test statistic using (2.7) in Section 2.3. Choosing the threshold
a = 3.58 so that the ARL is controlled around 5000, we apply the proposed stopping
rule with the window size H = 100 and terminate the process at the time 287 for the
subject 103010 and the time 245 for the subject 130417.
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With each of the stopping times 287 and 245, we pull out the observations from
time 1 to the stopping time and conduct some post analyses. The first analysis is
change-point estimation. Similar to Bai (2010), the change point is estimated by
τˆ = arg max
1<t<TH(a,Mˆ)
Jˆt,Mˆ,H ,
where Jˆt,Mˆ,H is obtained by replacing WM(i, j) in Jˆn,M,H with At,Mˆ(i, j) defined in
(2.2). The rationale of using the above estimator is that the expectation of Jˆt,Mˆ,H
always attains its maximum at the true change point, as mentioned in Remark 2.2
of Section 2.2. The estimated change points are 264 for the subject 103010 and 228
for the subject 130417. With the two stopping times 287 and 245, the corresponding
detection delays are 23 for the subject 103010 and 17 for the subject 130417, showing
that the proposed stopping rule can quickly terminate the process when the brain’s
network change occurs.
The second analysis is illustrating the actual change in the brain’s network. For
each subject, we estimate the correlation matrices before and after the estimated
change point using the glasso. The obtained results for the two subjects are sum-
marized in Figure 5, which clearly illustrates the brain’s internal networks become
stronger after the estimated change points. The results are consistent with recent
studies that during the resting state, brain’s networks activate when a subject fo-
cuses on internal tasks, and exhibit dynamic changes within time scales of seconds to
minutes (Allen et al. 2014; Calhoun et al. 2014; Chang and Glover 2010; Cribben et
al. 2012; Handwerker et al. 2012; Hutchison et al. 2013b; Jeong et al. 2016; Monti
et al. 2014).
6. CONCLUSION
We propose a new procedure to detect the anomaly in the covariance structure of
high-dimensional online data. The procedure is implementable when data are non-
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Gaussian, and involve both spatial and temporal dependence. We investigate its
theoretical properties by deriving an explicit expression for the average run length
(ARL) and an upper bound for the expected detection delay (EDD). The established
ARL can be employed to obtain the level of the threshold in the stopping rule without
running time-consuming Monte Carlo simulations. The derived upper bound demon-
strates the impact of data dependence and magnitude of change in the covariance
structure on the EDD. The theoretical properties are examined and justified by the
empirical studies through both simulation and a real application.
APPENDIX: TECHNICAL DETAILS.
A.1. Proof of Proposition 1.
From (2.2), Xi and Xj in Jˆn,M are M apart because of the indicator function in
WM(i, j). Using (C1), we see that Xi and Xj are independent. As a result, E(Jˆn,M) =
n−2
∑
i,jWM(i, j)E(X
T
i XjX
T
j Xi) = n
−2∑
i,jWM(i, j)tr(ΣiΣj) by the model (2.1),
which gives the expectation under the alternative hypothesis. Specially, under the
null hypothesis,
E(Jˆn,M) = tr(Σ
2)
n2
∑
i,j
WM(i, j) = 0,
because
∑
i,jWM(i, j) = 0. This completes the proof of Proposition 1.
A.2. Proof of Proposition 2.
Note that Var(Jˆn,M) = E(Jˆ 2n,M)−E2(Jˆn,M), where E2(Jˆn,M) = n−4
∑
i,j
∑
k,lWM(i, j)
WM(k, l)tr(ΣiΣj)tr(ΣkΣl) from Proposition 1. We thus only need to derive E(Jˆ 2n,M),
23
which, from (2.1) and (C1), is
E(Jˆ 2n,M) =
1
n4
∑
i,j
∑
k,l
WM(i, j)WM(k, l)E(X
T
i XjX
T
j XiX
T
k XlX
T
l Xk)
=
1
n4
∑
i,j
∑
k,l
WM(i, j)WM(k, l)tr(ΣiΣj)tr(ΣkΣl) +
4
n4
∑
i,j
∑
k,l
WM(i, j)WM(k, l)
× tr2{C(i− k)C(l − j)}+ 1
n4
∑
i,j
∑
k,l
WM(i, j)WM(k, l)[
16tr{ΣlC(i− k)ΣjC(k − i)}+ 4tr{C(k − i)C(j − l)C(k − i)C(j − l)}
+ 8βtr(ΓTi ΓjΓ
T
j Γi ◦ ΓTk ΓlΓTl Γk) + 8βtr(ΓTi ΓjΓTk Γl ◦ ΓTi ΓjΓTk Γl)
+
∑
m
2β2tr(ΓTj Γieme
T
mΓ
T
k Γl ◦ ΓTj ΓiemeTmΓTk Γl)
]
,
where for any square matrices A and B, the symbol A ◦ B = (aijbij), and em is the
unit vector with the only non-zero element at the mth component. By applying (C2)
and subtracting E2(Jˆn,M) in Proposition 1, we have
E(Jˆ 2n,M) =
4
n4
∑
i,j
∑
k,l
WM(i, j)WM(k, l)tr
2{C(i− k)C(l − j)}{1 + o(1)}.
This completes the proof of Proposition 2.
A.3. Proof of Theorem 1.
We need to derive the cumulative distribution function of TH(a,M). From (2.5),
P∞{TH(a,M) ≤ t} = P∞
(
max
0≤i≤t
∣∣∣∣∣Jˆn0+i,M,Hσˆn0,M,H
∣∣∣∣∣ > a
)
.
The cumulative distribution function of TH(a,M) thus depends on the distribution of
Jˆn0+i,M,H/σˆn0,M,H , which will be shown to converge to a stationary Gaussian process.
To simplify notation, we let Jˆn0+i,M,H ≡ Jˆi,M , and σˆn0,M,H ≡ σˆ0. The Gaus-
sian process can be established by showing (i) the joint asymptotic normality of
(σˆ−10 Jˆi1,M , . . . , σˆ−10 Jˆid,M)′ for any i1 < i2 < · · · < id. (ii) the tightness of σˆ−10 Jˆi,M . To
prove (i), we apply the Crame´r-Wold device to show that for any non-zero a1, · · · , ad,
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∑d
l=1 σˆ
−1
0 alJˆil,M is asymptotic normal. Since the proof is similar to that of Theorem
3, we omit it. We thus only need to prove (ii).
Toward this end, we first obtain the leading order of Var(Jˆi,M), which is
Var(Jˆi,M) = 4
H4
H∑
i,j=1
∑
h1,h2
WM(i, j)WM(i− h1, j + h2)tr2{C(h1)C(h2)}
=
4
H4
∑
h1,h2
tr2{C(h1)C(h2)}
(
6pi2 − 51
18
H4
)
.
Let i1, i2 ∈ {1, . . . , t}. Next, we derive the leading order of Cov(Jˆi1,M , Jˆi2,M),
which equals E(Jˆi1,M Jˆi2,M) when there is no any change point. Let id ≡ i2 − i1.
For id ∈ {1, . . . , H − 1} and H − id = O(H), under (C1), the leading order of
Cov(Jˆi1,M , Jˆi2,M) depends on id can be derived to be
Cov(Jˆi1,M , Jˆi2,M) =
4
H4
∑
h1,h2
tr2{C(h1)C(h2)}
{
6pi2 − 51
18
(H − id)4
}
.
For id ∈ {1, . . . , H − 1} and H − id = o(H), or for id ≥ H, Cov(Jˆi1,M , Jˆi2,M) can
be shown is the smaller order of Var(Jˆi,M), i.e.
Cov(Jˆi1,M , Jˆi2,M) = o
[
4
H4
∑
h1,h2
tr2{C(h1)C(h2)}
(
6pi2 − 51
18
H4
)]
.
We want to show the tightness of σ−10 Jˆi,M . Then the tightness of σˆ−10 Jˆi,M can
be established by the Slutsky theorem because σˆ0 is ratio-consistent to σ0 according
to Theorem 3. Consider i = q∗ · t, for q∗ = i/t ∈ (0, 1), with i = 1, . . . , t. It is
equivalent to show the tightness of G(i/t), where G(i/t) = G(q∗) = σ−10 Jˆi,M . For
0 < q∗ < r∗ < 1,
E|G(r∗)−G(q∗)|2 = σ−10 E|Jˆi1,M − Jˆi1,M |2
= σ−10 {E(Jˆ 2i1,M) + E(Jˆ 2i2,M)− 2E(Jˆi1,M Jˆi2,M)}.
When there is no any change point,
E(Jˆ 2i1,M) = E(Jˆ 2i2,M) = Var(Jˆi,M)
=
4
H4
∑
h1,h2
tr2{C(h1)C(h2)}
(
6pi2 − 51
18
H4
)
{1 + o(1)}.
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For any i1, i2 ∈ {1, . . . , t}, and i2 − i1 = id ∈ {1, . . . , H − 1}, as H →∞,
E|G(r∗)−G(q∗)|2 ≤ C (4/H
4)
∑
h1,h2
tr2{C(h1)C(h2)}2{H4 − (H − id)4}
(4/H4)
∑
h1,h2
tr2{C(h1)C(h2)}H4
≤ C
(
id
H
)
.
For id ≥ H,
E|G(r∗)−G(q∗)|2 ≤ C(4/H
4)
∑
h1,h2
tr2{C(h1)C(h2)}2{H4 + o(H4)}
(4/H4)
∑
h1,h2
tr2{C(h1)C(h2)}H4 ≤ C.
Therefore, by Chebyshev’s inequality, if 1 ≤ id ≤ H − 1,
P(|G(r∗)−G(q∗)| ≥ λ) ≤ E|G(r
∗)−G(q∗)|2
λ2
≤ (C/λ2)(id/H).
Let H/t = d, then
id/H = (i2 − i1)/H = (r∗ − q∗)t/H = (r∗ − q∗)/d,
and {(r∗ − q∗)/d} ∈ (0, 1). If id ≥ H, or equivalently {(r∗ − q∗)/d} ≥ 1,
P(|G(r∗)−G(q∗)| ≥ λ) ≤ E|G(r
∗)−G(q∗)|2
λ2
≤ C/λ2.
Let
fd{(q∗, r∗]} =

(r∗ − q∗)/d, if r∗ − q∗ < d
1, if r∗ − q∗ ≥ d,
then
P(|G(r∗)−G(q∗)| ≥ λ) ≤ (C/λ2)fd{(q∗, r∗]}.
Let ξi = G(i/t) − G{(i − 1)/m}, for i = 1, . . . , t. Then Si = ξ1 + · · · + ξi = G(i/t)
with S0 = 0. Therefore,
P(|Si2 − Si1 | ≥ λ) ≤ (C/λ2)fd{(q∗, r∗]}.
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For any 0 < p∗ < q∗ < r∗ < 1, G(p∗) = Si0 , G(q
∗) = Si1 and G(r
∗) = Si2 , respectively.
Let m∗ = |G(q∗)−G(p∗)| ∧ |G(r∗)−G(q∗)|. Then
P(m∗ ≥ λ) = P[{|G(q∗)−G(p∗)| ≥ λ} ∩ {|G(r∗)−G(q∗)| ≥ λ}]
≤ P1/2(|Si1 − Si0| ≥ λ) · P1/2(|Si2 − Si1| ≥ λ)
≤ (C/λ)f 1/2d {(p∗, q∗]}(C/λ)f 1/2d {(q∗, r∗]}
≤ (C/λ2)[fd{(p∗, q∗]}+ fd{(q∗, r∗]}].
If q∗ − p∗ < d and r∗ − q∗ < d, or equivalently r∗ − p∗ < 2d,
P(m∗ ≥ λ) ≤ (C/λ2)
{
q∗ − p∗
d
+
r∗ − q∗
d
}
≤ (C/λ2)
(
r∗ − p∗
d
)
.
If q∗ − p∗ < d and r∗ − q∗ ≥ d, or q∗ − p∗ ≥ d and r∗ − q∗ < d, but r∗ − p∗ < 2d,
P(m∗ ≥ λ) ≤ (C/λ2)
{
q∗ − p∗
d
+ 1
}
≤ (C/λ2)
(
q∗ − p∗
d
+
r∗ − q∗
d
)
≤ (C/λ2)
(
r∗ − p∗
d
)
.
If q∗ − p∗ < d and r∗ − q∗ ≥ d, or q∗ − p∗ ≥ d and r∗ − q∗ < d, but r∗ − p∗ ≥ 2d,
P(m∗ ≥ λ) ≤ (C/λ2)
{
q∗ − p∗
d
+ 1
}
≤ 2C/λ2.
If q∗ − p∗ ≥ d and r∗ − q∗ ≥ d, and r∗ − p∗ ≥ 2d,
P(m∗ ≥ λ) ≤ 2C/λ2.
Let
µα,d{(p∗, r∗]} =

( r
∗−p∗
d
)
1
2α , if r∗ − p∗ < 2d
2
1
2α , if r∗ − p∗ ≥ 2d,
where α > 1
2
. Then µα,d{(p∗, r∗]} is a finite measure on T = (0, 1]. For any  > 0 and
p∗, q∗, r∗ ∈ T = (0, 1],
P(m∗ ≥ λ) ≤ (C/λ2)µ2αα,d{(p∗, r∗]}.
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Let
L(G) = sup
p∗≤q∗≤r∗
m∗ = max
i0≤i1≤i2
|Si1 − Si0| ∧ |Si2 − Si1|.
Using Theorem 10.3 in Billingsley (1999), we conclude
P{L(G) ≥ λ} ≤ KC
λ2
µ2αα,d{(0, 1]},
where K is a constant. As t H, d = H/t is close to zero, and 2d < (1− 0). Hence,
µ2αα,d{(0, 1]} = 2, and
P{L(G) ≥ λ} ≤ 2KC
λ2
.
From (10.4) in Billingsley (1999), we obtain
max
1≤i≤t
|Si| ≤ L(G) + |St|.
Since E|St|2 = σ−20 E(Jˆ 2t,M) = 1, we have
P(max
1≤i≤t
|Si| ≥ λ) ≤ P
{
L(G) ≥ 1
2
λ
}
+ P
(
|St| ≥ 1
2
λ
)
≤ 2KC
(1
2
λ)2
+
E|St|2
(1
2
λ)2
≤ KC
λ2
.
If λ goes to infinity, the above probability converges to zero. Therefore, Si is tight or
equivalently Jˆi,M/σ0 is tight.
Let q = i/H and let Y (q) = Y (i/H) ≡ Jˆi,M/σ0. For 0 ≤ p ≤ q, consider
|p− q| → 0, then we have, as H →∞,
|p− q| → 0⇒ |i1 − i2|/H → 0⇒ id/H → 0⇒ id = o(H).
If id = o(H),
Cov{Y (p), Y (q)}
= σ−20 E(Jˆi1,M Jˆi2,M) =
(4/H4)
∑
h1,h2
tr2{C(h1)C(h2)}{(H − id)4}
(4/H4)
∑
h1,h2
tr2{C(h1)C(h2)}H4 {1 + o(1)}
= {(H − id)4/H4}{1 + o(1)} = 1− 4(id/H) + o{(id/H)}
= 1− 4|p− q|+ o{|p− q|}.
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On the other hand, if |p− q| → ∞ or id/H →∞, Cov{Y (p), Y (q)} = 0.
As a result, {Y (q), q ≥ 0} converges to {Z(q), q ≥ 0}, which is a stationary
Gaussian process with zero mean, unit variance and covariance function of the form
r(|p− q|) = Cov{Z(p), Z(q)} = 1− 4|p− q|+ o(|p− q|),
as |p− q| → 0. On the other hand, as |p− q| → ∞, r(|p− q|) log(|p− q|)→ 0.
Then from Finch (2003), max0≤q≤Q |Z(q)| has the Gumbel distribution so that
P∞
{
max
0≤q≤Q
|Z(q)| ≤ a
}
= exp
[
−2exp
{
g(t/H, a)
}]
,
where
g(t/H, a) = 2 log(t/H) + 1/2 log log(t/H) + log(4/
√
pi)− a
√
2 log(t/H).
As a result, the cumulative distribution function of TH(a,M) is
P∞{TH(a,M) ≤ t} = 1− exp
[
−2exp
{
g(t/H, a)
}]
.
We next derive the expectation of TH(a,M). Since the support of TH(a,M) is
non-negative, we have
E∞{TH(a,M)} =
∫ ∞
0
{1− FTH(a,M)(t)}dt,
where FTH(a,M)(t) is the cumulative distribution function of TH(a,M) evaluated at t.
Since we have already derived the cumulative distribution function when t > H, we
then have
E∞{TH(a,M)} =
∫ H
0
{1− FTH(a,M)(t)}dt+
∫ ∞
H
{1− FTH(a,M)(t)}dt
≈ H +
∫ ∞
H
exp
[
−2exp
{
g(t/H, a)
}]
dt.
This completes the proof of Theorem 1.
A.4. Proof of Theorem 2.
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To simplify notation, we let JˆT ≡ Jˆn,M,H , which is the test statistic evaluated at
the stopping time TH(a,M). Let yi,r1r2 = xi,r1xi,r2 , where xi,r1 and xi,r2 are the r1th
and r2th component of Xi, respectively. Hence, E(yi,r1r2) = Cov(xi,r1 , xi,r2) = σi,r1r2 ,
which is the r1th row and r2th column of Σi. Using (2.2), we see that
E(JˆT ) = E
{
1
H2
p∑
r1,r2=1
H∑
i,j=1
WM(i, j)yT+i,r1r2yT+j,r1r2
}
= E
{
1
H2
p∑
r1,r2=1
H∑
i,j=1
WM(i, j)σT+i,r1r2σT+j,r1r2
}
+ E
{
1
H2
p∑
r1,r2=1
H∑
i,j=1
WM(i, j)(yT+i,r1r2 − σT+i,r1r2)(yT+j,r1r2 − σT+j,r1r2)
}
+ E
{
2
H2
p∑
r1,r2=1
H∑
i,j=1
WM(i, j)σT+i,r1r2(yT+j,r1r2 − σT+j,r1r2)
}
= E(I) + E(II) + E(III).
By Lemma 3, 4, and 5 in the supplementary material, we obtain
E(I) ≥ 1
H
E{(T −M)(T −M − 1)}tr{(Στ − Στ+1)2}{1 + o(1)},
E(II) = O
[
log(H)tr{(Στ − Στ+1)2}
]
= o
[√
Htr{(Στ − Στ+1)2}
]
,
and
E(III) = o
[√
Htr{(Στ − Στ+1)2}
]
.
Hence,
E(JˆT ) ≥ 1
H
E{(T −M)(T −M − 1)}tr{(Στ − Στ+1)2}{1 + o(1)}
+ o
[√
Htr{(Στ − Στ+1)2}
]
. (2.10)
Using (2.10), we have
a · σH,M,0 ≥ 1
H
E{(T −M)(T −M − 1)}tr{(Στ − Στ+1)2}{1 + o(1)}
− (|E(JˆT )| − a · σH,M,0) + o
[√
Htr{(Στ − Στ+1)2}
]
. (2.11)
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Let JˆT−1 denote the test statistic evaluated at T − 1. From the stopping rule
(2.5), we have
E|JˆT−1| ≤ a · σH,M,0.
By Jensen’s inequality and triangle inequality, we also have
E|JˆT−1| ≥ |E(JˆT )| − |E(JˆT − JˆT−1)|.
Combining the above two inequality, we obtain
|E(JˆT )| − a · σH,M,0 ≤ |E(JˆT − JˆT−1)|. (2.12)
Based on similar derivations,
|E(JˆT − JˆT−1)| = 2
H
E(T −M − 1)tr{(Στ − Στ+1)2}{1 + o(1)}
+ o
[√
Htr{(Στ − Στ+1)2}
]
. (2.13)
Combining (2.11), (2.12) and (2.13), we obtain
1
H
E{(T −M−2)2}tr{(Στ −Στ+1)2}{1+o(1)} ≤ a ·σH,M,0 +o
[√
Htr{(Στ −Στ+1)2}
]
.
Using a · σH,M,0 = O{Hr · tr(Στ − Στ+1)2} with 1/2 ≤ r < 1 and the Jensen’s
inequality, we have
E(T −M − 2) ≤
√
E{(T −M − 2)2} ≤
[
a · σH,M,0 ·H
tr{(Στ − Στ+1)2}
]1/2
{1 + o(1)}.
This completes the proof of Theorem 2.
A.5. Proof of Theorem 3.
The asymptotic normality of Jˆn0,M can be established by the martingale central
limit theorem. Toward this end, we let F0 = {∅,Ω}, Fk = σ{X1, ..., Xk} with
k = 1, 2, ..., n0, and Ek(·) denote the conditional expectation givenFk. Define Dn0,k =
(Ek − Ek−1)Jˆn0,M and it is easy to see that Jˆn0,M − µJˆn0,M =
∑n0
k=1Dn0,k.
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We further define Sn0,m =
∑m
k=1Dn0,k = EmJˆn0,M −µJˆn0,M . We can show that for
q ≥ m, E(Sn0,q|Fm) = Sn0,m. To this end, we note that Sn0,q = EqJˆn0,M − µJˆn0,M =
EmJˆn0,M − µJˆn0,M + EqJˆn0,M − EmJˆn0,M = Sn0,m + (EqJˆn0,M − EmJˆn0,M). Then
E(Sn0,q|Fm) = Sn0,m + E{Eq(Jˆn0,M)|Fm} − E{Em(Jˆn0,M)|Fm}
= Sn0,m + E{Em(Jˆn0,M)} − E{Em(Jˆn0,M)}
= Sn0,m.
As a result, we see that {Sn0,k,Fk} is a martingale and accordingly, {Dn0,k, 1 ≤
k ≤ n0} is a martingale difference sequence with respect to the σ-fields {Fk, 1 ≤ k ≤
n0}
Based on similar derivations for Lemmas 2 and 3 in Li and Chen (2012), we can
show that under (2.1) and (C1)-(C2), as n0 →∞,∑n0
k=1 Ek−1(D
2
n0,k
)
σ2Jˆn0,M
p−→ 1.
And, ∑n0
k=1 E(D
4
n0,k
)
σ4Jˆn0,M
→ 0.
The above two results are sufficient conditions for the martingale central limit theo-
rem. This thus completes the first part of Theorem 3.
To show the second part of Theorem 3, we only need to show the ratio consistency
of σˆJˆn0,M ,0 defined in (2.7) to σJˆn0,M ,0 under the null hypothesis. From the expression
(2.6), we apply (2.1) such that under the null hypothesis,
E
(
1
n∗
∗∑
s,t
XTt+h2XsX
T
s+h1
Xt
)
=
1
n∗
∗∑
s,t
E(ZTΓTt+h2ΓsZZ
TΓTs+h1ΓtZ)
= tr{C(h1)C(h2)}.
This shows that E[ ̂tr{C(h1)C(h2)}] = tr{C(h1)C(h2)}. Similarly, we can show that
under the conditions (C1)-(C2), Var[ ̂tr{C(h1)C(h2)}] = o[tr2{C(h1)C(h2)}]. This
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implies that under the null hypothesis,
̂tr{C(h1)C(h2)}/tr{C(h1)C(h2)} p−→ 1.
The second part of Theorem 3 is then proved by applying the continuous mapping
theorem.
A.6. Proof of Theorem 4.
We first show that P(Mˆ = M) = 1 as n0 →∞. Note that the event that Mˆ > M
is equivalent to the event that
̂tr{C(M + 1)C(−M − 1)}/ ̂tr{C(0)C(0)} > .
Therefore, P(Mˆ > M) is equivalent to
P
[
̂tr{C(M + 1)C(−M − 1)}/ ̂tr{C(0)C(0)} > 
]
.
It is also equivalent to P
[
̂tr{C(M + 1)C(−M − 1)}/tr{C(0)C(0)} > 
]
as
̂tr{C(0)C(0)}/tr{C(0)C(0)} p−→ 1
from the proof of Theorem 3.
From (2.6), we can show that E[ ̂tr{C(M + 1)C(−M − 1)}] = 0 and
Var
[
̂tr{C(M + 1)C(−M − 1)}/tr{C(0)C(0)}
]
= O(n−2).
Using Chebyshev’s inequality, we can show that as n0 →∞,
P
[
̂tr{C(M + 1)C(−M − 1)}/tr{C(0)C(0)} > 
]
= 0,
or equivalently, P(Mˆ > M) = 0. Similarly, we can show that P(Mˆ < M) = 0. We
then establish the consistency of Mˆ to M .
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To prove E∞{TH(a, Mˆ)} = E∞{TH(a,M)}, we only need to show that as n0 →∞,
P∞{TH(a, Mˆ) ≤ t} = P∞{TH(a,M) ≤ t}.
Toward this end, we notice that
P∞{TH(a, Mˆ) ≤ t} = P∞{TH(a, Mˆ) ≤ t, Mˆ = M}+ P∞{TH(a, Mˆ) ≤ t, Mˆ 6= M},
where the second term converges to zero because P(Mˆ = M) = 1 as n0 →∞.
To prove E0{TH(a, Mˆ)} = E0{TH(a,M)}, we notice that as n0 →∞,
E0{TH(a, Mˆ)} = E(E0{TH(a, Mˆ)|Mˆ})
= E0{TH(a,M)}P(Mˆ = M) +
∑
M∗ 6=M
E0{TH(a,M∗)}P(Mˆ = M∗)
= E0{TH(a,M)}.
This completes the proof of Theorem 4.
REFERENCE
Allen, E. A., Damaraju, E., Plis, S. M., Erhardt, E. B., Eichele, T. and Calhoun, V.
D. (2014), “Tracking whole-brain connectivity dynamics in the resting state,”
Cerebral cortex, 24(3), 663-676.
Bai, J. (2010), “Common breaks in means and variances for panel data,” Journal of
Econometrics, 157, 78-92.
Bara, I. A., Fung, C. J. and Dinh, T. (2015), “Enhancing Twitter spam accounts
discovery using cross-account pattern mining,” 2015 IFIP/IEEE International
Symposium on Integrated Network Management (IM), 491-496, IEEE.
Billingsley, P. (1999), Convergence of probability measures, John Wiley & Sons.
Calhoun, V. D., Miller, R., Pearlson, G. and Adalı, T. (2014), “The chronnectome:
time-varying connectivity networks as the next frontier in fMRI data discovery,”
Neuron, 84(2), 262-274.
Chan, H. P. (2017), “Optimal sequential detection in multi-stream data,” The Annals
of Statistics, 45(6), 2736-2763.
Chan, H. P. and Walther, G. (2015), “Optimal detection of multi-sample aligned
sparse signals,” The Annals of Statistics, 43(5), 1865-1895.
34
Chang, C. and Glover, G. H. (2010), “Time-frequency dynamics of resting-state
brain connectivity measured with fMRI,” Neuroimage, 50(1), 81-98.
Chen, H. (2019), “Sequential change-point detection based on nearest neighbors,”
The Annals of Statistics, 47(3), 1381-1407.
Chen, S. X. and Qin, Y. L. (2010), “A two-sample test for high-dimensional data
with applications to gene-set testing,” The Annals of Statistics, 38(2), 808-835.
Chu, L. and Chen, H. (2018), “Sequential Change-point Detection for High-dimensional
and non-Euclidean Data,” arXiv preprint arXiv:1810.05973.
Cribben, I., Haraldsdottir, R., Atlas, L. Y., Wager, T. D. and Lindquist, M. A.
(2012), “Dynamic connectivity regression: determining state-related changes in
brain connectivity,” Neuroimage, 61(4), 907-920.
Finch, S. R. (2003), “Extreme value constants,” Mathematical Constants, Cambridge
University Press.
Handwerker, D. A., Roopchansingh, V., Gonzalez-Castillo, J. and Bandettini, P. A.
(2012), “Periodic changes in fMRI connectivity,” Neuroimage, 63(3), 1712-1719.
Hutchison, R. M., Womelsdorf, T., Allen, E. A., Bandettini, P. A., Calhoun, V.
D., Corbetta, M., ... and Handwerker, D. A. (2013), “Dynamic functional
connectivity: promise, issues, and interpretations,” Neuroimage, 80, 360-378.
Jeong, S. O., Pae, C. and Park, H. J. (2016), “Connectivity-based change point
detection for large-size functional networks,” NeuroImage, 143, 353-363.
Li, J. and Chen, S. X. (2012), “Two sample tests for high-dimensional covariance
matrices,” The Annals of Statistics, 40(2), 908-940.
Lorden, G. (1971), “Procedures for reacting to a change in distribution,” The Annals
of Mathematical Statistics, 42(6), 1897-1908.
Mei, Y. (2010), “Efficient scalable schemes for monitoring a large number of data
streams,” Biometrika, 97(2), 419-433.
Monti, R. P., Hellyer, P., Sharp, D., Leech, R., Anagnostopoulos, C. and Mon-
tana, G. (2014), “Estimating time-varying brain connectivity networks from
functional MRI time series,” NeuroImage, 103, 427-443.
Page, E. S. (1954), “Continuous Inspection Schemes,” Biometrika, 41(1/2), 100-115.
Roberts, S. W. (1966), “A comparison of some control chart procedures,” Techno-
metrics, 8(3), 411-430.
Shiryayev, A. N. (1963), “On optimal methods in earliest detection problems,” The-
ory of Probability and its Applications, 8, 26-51.
Siegmund, D. (1985), Sequential analysis: tests and confidence intervals, Springer
Science & Business Media.
35
Siegmund, D. and Venkatraman, E. S. (1995), “Using the generalized likelihood ratio
statistic for sequential detection of a change-point,” The Annals of Statistics,
255-271.
Tartakovsky, A. G. and Veeravalli, V. V. (2008), “Asymptotically optimal quickest
change detection in distributed sensor systems,” Sequential Analysis, 27(4), 441-
475.
Wald, A. (1973), Sequential analysis, Courier Corporation.
Xie, Y. and Siegmund, D. (2013), “Sequential multi-sensor change-point detection,”
Annals of Statistics, 41, 670-692.
36
