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Tiivistelmä
Pitkissä kolikonheittosarjoissa kruunien ja klaavojen lukumäärät ovat tyypillisesti lä-
hellä toisiaan. Joskus, tosin äärimmäisen harvoin, kuitenkin käy hassusti, ja nämä poik-
keavat toisistaan suuresti. Suurten poikkeamien teorian avulla voidaan analysoida tä-
mäntyyppisten harvinaisten tapahtumien todennäköisyyksiä. Teorialla on laajasti so-
velluksia niinkin erilaisilla aloilla kuin fysiikka, biologia, taloustiede, tietojenkäsittely-
tiede, informaatioteoria ja tilastotiede.
Tässä tutkielmassa tutkin suurten poikkeamien teoriaa tutustumalla sen keskeisiin
käsitteisiin ja tuloksiin. Erityisesti käyn läpi mitä tarkoitetaan nk. suurten poikkeamien
periaatteella, ja miksi se on keskeisessä asemassa teorian käsitteistössä. Käyn myös lä-
pi Cramérin lauseen, joka on teorian vanhimpia tuloksia, ja sen moderneja yleistyksiä,
erityisesti Gärtnerin-Ellisin lauseen. Esitän myös näiden lauseiden todistukset melko
yleisillä oletuksilla. Lopuksi sovellan teoriaa satunnaiskulkuun satunnaisessa ympäris-
tössä. Teoria ja lauseiden todistukset pohjautuvat kirjaan [DZ98]. Sovellus on kirjasta
[DH08].
Tutkielma alkaa teorialla. Johdannossa pyrin ensin heuristisesti ja mahdollisimman
yksinkertaisesti käymään läpi suurten poikkeamien teorian keskeisiä käsitteitä. Luvus-
sa 1 annan suurten poikkeamien periaatteen määritelmän, ja pyrin hieman selventä-
mään joitain tähän määritelmään liittyviä käsitteitä. Karkeasti ottaen, suurten poik-
keamien periaate koostuu joukosta satunnaismuuttujia Zn jossakin tila-avaruudessa E.
Mikäli näiden satunnaismuuttujien jakaumat µn suppenevat kohti jotakin jakaumaa µ
avaruudessa E, ja B on sellainen mitallinen avaruuden E osajoukko, että µn(B) → 0,
on tapahtuma {Zn ∈ B} yhä poikkeavampi. Suurten poikkeamien kehys antaa kaikkien
tällaisten tapahtumien eksponentiaalisen suppenemisnopeuden kohti nollaa suhteessa
johonkin kohti nollaa suppenevaan lukujonoon (an). Suppenemisnopeus luetaan nk.
suppenemisnopeusfunktion arvoista joukossa B.
Cramérin lause antaa suurten poikkeamien periaatteen iid satunnaismuuttujien
keskiarvoille. Suppenemisnopeusfunktio on kumulantit generoivan funktion Fenchel-
Legendre muunnos. Tämän vuoksi kertaan luvussa 2 lyhyesti momentit generoivan
funktion, kumulantit generoivan funktion ja sen Fenchel-Legendre muunnoksen mää-
ritelmät ja joitain keskeisiä ominaisuuksia.
Luvussa 3 käyn läpi Cramérin lauseen ja Gärtnerin-Ellisin lauseiden sisällön. Cramé-
rin lause laajentaa keskeisen raja-arvolauseen tuloksen koskemaan myös suuresti poik-
keavia tapahtumia. Sitä pidetään historiallisesti ensimmäisenä suurten poikkeamien
tuloksista, ja se on hyvä aloituspiste teoriaan. Gärtnerin-Ellisin lause antaa suurten
poikkeamien periaatteen tiettyjen satunnaismuuttujia Zn koskevien heikkojen riippu-
vuusoletusten vallitessa. Gärtnerin-Ellisin laajentaa Cramérin lausetta, sillä Crame-
rin lause saadaan Gärtnerin-Ellisin lauseen korollaarina. Luvussa 4 esitän Cramérin
lauseen todistuksen tapauksessa E = R ja Gärtnerin-Ellisin lauseen todistuksen tapauk-
sessa E = Rd . Todistukset on pienin muunnoksin poimittu päälähteestä [DZ98]. Cramé-
rin lauseen todistus on tässä pikemminkin esitetty johdantona Gärtnerin-Ellisin lauseen
todistukseen, vaikka se päteekin yhdessä ulottuvuudessa laajemmin kuin useammissa
ulottuvuuksissa. Gärtnerin-Ellisin lauseen kohdalla olen eritellyt tarkemmin kuin pää-
lähteessä, mitkä lauseen oletukset ovat tarpeellisia minkäkin lauseen osan todistami-
seen. Tätä tietoa tarvitaan myöhemmin sovellusosassa.
Tutkielman lopussa luvussa 5 esitän Gärtnerin-Ellisin lauseen sovelluksen satun-
naiskulkuun satunnaisessa ympäristössä. Tarkemmin johdan suurten poikkeamien pe-
riaatteen tällaisen satunnaiskulun nopeudelle. Satunnaiskulun tila-avaruutena on luon-
nollisten lukujen joukko. Satunnaiskulku satunnaisessa ympäristössä yleistää tavallis-
ta satunnaiskulkua siten, että eri tilojen siirtymätodennäköisyydet eteen oletetaan sa-
moin jakautuneiksi ja riippumattomiksi, sen sijaan, että ne olisivat tiloittain samansuu-
ruiset. Ensin osoitetaan Gärtnerin-Ellisin lauseen avulla rajoitettua muotoa oleva suur-
ten poikkeamien periaate satunnaiskulun osumahetkille, jonka avulla sitten osoitetaan
suurten poikkeamien periaate satunnaiskulun nopeudelle. Satunnaiskulun osumahet-
ket toteuttavat vain osan Gärtnerin-Ellisin lauseen oletuksista, joten saadaan vain heik-
koa muotoa oleva suurten poikkeamien periaate. Todistus on pienin muutoksin suoraan
toisesta päälähteestä [DH08].
Tutkielman päättää johtopäätökset-luku. Tutkielmassa oletetaan esitietoina ainakin
matemaattisen analyysin, topologian, todennäköisyysteorian ja stokastisten prosessien
perusteet, liiteosassa on kuitenkin pikaisesti kerrattu tarvittavia esitietoja. Lisäksi so-
vellusosassa tarvitaan hiukan ergoditeoriaa, jota on myös hyvin lyhyesti kerrattu lii-
teosassa. Tutkielmassa on pyritty minimoimaan esitietojen käyttö käyttämällä sopivia
merkintöjä ja viittaamalla ainoastaan liiteosassa oleviin esitietoihin.
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0.1 Johdanto
Olkoot X ,X1,X2, . . . iid, eli riippumattomia ja samoin jakautuneita satunnaismuuttujia
avaruudessa R, E [X ] = 0, Var [X ] = 1. Merkitään niiden keskiarvoa
Zn :=
1
n
n∑
j=1
X j.
Suurten lukujen lakien mukaan Zn→ 0 melkein varmasti. Tällöin mm. tapahtumat
{Zn ≥ a}, a > 0,
ovat indeksin n kasvaessa yhä epätodennäköisempiä.
Keskeinen raja-arvolause antaa seuraavan tutun arvion muotoa§
Zn ≥ apn
ª
olevien tapahtumien todennäköisyyksille: suurilla n
P
§
Zn ≥ apn
ª
≈ P{N > a},
missä N on standardinormaalisti jakautunut satunnaismuuttuja. Tätä muotoa olevia ta-
pahtumia kutsutaan kirjallisuudessa joskus tavallisiksi poikkeamiksi tai satunnaismut-
tujien Zn tyypillisiksi arvoiksi. Jos kuitenkin ollaan kiinnostuneita todennäköisyyksistä
P {Zn ≥ a} ,
keskeinen raja-arvolause ei anna meille vastausta. Erityisesti ongelmia muodostuu, jos
a on suuri verrattuna indeksiin n. Lisäksi keskeinen raja-arvolause ei tietenkään anna
näiden todennäköisyyksien rajakäytöstä. Tätä muotoa olevia tapahtumia voidaan siis
pitää tässä tapauksessa suuresti poikkeavina.
Cramérin lausetta pidetään historiallisesti vanhimpana suurten poikkeamien teo-
rian tuloksena. Sen mukaan tiettyjen, satunnaismuuttujan X jakauman häntää koske-
vien oletusten vallitessa keskiarvojen Zn suurten poikkeamien todennäköisyydet sup-
penevat kohti nollaa eksponentiaalista vauhtia. Eksponentiaalisella suppenemisnopeu-
della tarkoitetaan tässä tapauksessa, että
lim
n→∞
1
n
logP{Zn ≥ a}= r jollakin r ∈ (−∞, 0).
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Eksponentiaalisesta suppenemisnopeudesta lisää kappaleessa 1.2.
Tämä suppenemisnopeuden eksponentiaalisuus on keskeistä siinä mitä tässä tut-
kielmassa kutsutaan suurten poikkeamien teoriaksi. Suurten poikkeamien teoria ker-
too eksponentiaalisen suppenemisnopeuden: onko suppenemisnopeus eksponentiaa-
lista suhteessa johonkin kohti nollaa suppenevaan lukujonoon (an), ja jos on, niin mil-
lä vauhdilla? Kun näihin kysymyksiin on vastattu, voidaan samoin kuin keskeisen raja-
arvolauseen kohdalla arvioida, että suurilla n
P{Zn ∈ B} ≈ exp
−r
an

.
Jotta saadaan konkreettinen esimerkki teoriasta jatketaan kolikonheiton parissa.
Tämän esimerkin yksityiskohdat löytyvät helposti kirjallisuudesta, eikä niitä ole nyt
tarkoituksenmukaista käydä liian tarkasti läpi. Oletetaan, että
P{X = 0}= P{X = 1}= 1/2.
Suurten lukujen lain nojalla Zn→ 1/2 melkein varmasti. Määritetään muotoa {Zn ≥ a},
missä 1/2< a ≤ 1, olevien tapahtumien suppenemisnopeus. Koska
P{Zn ≥ a}= 2−n
∑
k≥an

n
k

,
pätee
2−n max
§
n
k
 k ≥ anª≤ P{Zn ≥ a} ≤ (n+ 1)2−n max§nk
 k ≥ anª.
Maksimi saavutetaan pisteessä k = dane, joten saadaan
2−n

n
dane

≤ P{Zn ≥ a} ≤ (n+ 1)2−n

n
dane

.
Stirlingin kaavan avulla saadaan
lim
n→∞
1
n
log

n
dane

= −a log a− (1− a) log(1− a),
joten
lim
n→∞
1
n
logP{Zn ≥ a}= − log2− a log a− (1− a) log(1− a).
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Määritellään funktio I : R→ [0,∞],
I(x) =
§
log2+ x log x + (1− x) log(1− x) kun x ∈ [−1,1],
∞ muuten,
ja kutsutaan sitä suppenemisnopeusfunktioksi. Suurten poikkeamien teoriassa suurten
poikkeamien eksponentiaaliset suppenemisnopeudet karakterisoidaan suppenemisno-
peusfunktion avulla. Edellä osoitettiin, että kaikilla väleillä B = [a,∞), a > 1/2, pätee
lim
n→∞
1
n
logP{Zn ∈ B}= − inf{I(x) | x ∈ B}.
Symmetrian nojalla näin on myös tapahtumien B = (−∞,−a] kohdalla. Suppenemis-
nopeusfunktion infimumin avulla saadaan eksponentiaalinen suppenemisnopeus mää-
riteltyä myös yleisille suurille poikkeamille {Zn ∈ B}, missä B on jokin mitallinen re-
aalilukujen osajoukko. Tämä on jokseenkin epäintuitiivista, esimerkiksi tapahtumien
{Zn ∈ [5/8,7/8]} ja {Zn ∈ [5/8,∞)} todennäköisyydet suppenisivat kohti nollaa sa-
maa eksponentiaalista vauhtia:
lim
n→∞
1
n
logP{Zn ∈ [5/8,7/8]}= limn→∞
1
n
logP{Zn ∈ [5/8,∞)}= −I(5/8).
Tämä on keskeistä suurten poikkeamien teoriassa. Ks. esim. kappale 1.2.1 ja Lemman
1.18 todistus.
Ei ole tarpeen rajoittua Cramérin lauseen iid satunnaismuuttujien keskiarvoihin re-
aalilukuvälillä. Suurten poikkeamien teoriaa on laajennettu koskemaan mitä tahansa
jakaumia mielivaltaisessa topologisessa avaruudessa E, jossa on määritelty jokin mital-
listen joukojen kokoelmaB . Kauniiden ja käytännöllisten tulosten osoittamiseksi teh-
dään kuitenkin yleensä hieman rajoituksia. Usein E onkin topologinen vektoriavaruus
tai säännöllinen Hausdorffin avaruus.
Gärtnerin-Ellisin lause laajentaa Cramérin lauseen tulosta ensinnäkin siten, että
Cramérin lause voidaan todistaa Gärtnerin-Ellisin lauseen korollaarina1. Lisäksi Gärtnerin-
Ellisin lause ei välttämättä koske enää satunnaismuuttujien keskiarvoja, vaan mitä ta-
hansa jonoa satunnaismuuttujia Zn, jotka riippuvat heikosti toisistaan siten, että niiden
kumulantit generoivat funktiot suppenevat sopivasti skaalattuna kohti jotain rajafunk-
tiota. Cramérin lauseesta ja Gärtnerin-Ellisin lauseesta lisää kappaleessa 3.
Esitän kappaleessa 4 Cramérin lauseen ja Gärtnerin-Ellisin lauseen todistukset. Vaik-
ka Cramérin lause saadaankin Gärtnerin-Ellisin lauseen korollaarina, sen todistuksessa
tulee hyvin ilmi keskeisiä suurten poikkeamien teorian tekniikoita. Tämän vuoksi oli
1Ainakin näin on, kun rajoitutaan tila-avaruuteen E = Rd .
3
mielestäni perusteltua esittää Cramérin lauseen todistus tapauksessa E = R. Gärtnerin-
Ellisin lauseen todistan tapauksessa E = Rd . Sivuan myös hieman sitä, mitkä todistuk-
sen eri osat saadaan todistettua samalla tavalla myös topologisissa vektoriavaruuksissa.
Todistukset ja ovat tutkielman päälähteestä [DZ98].
Lappaleessa 5 esitän Gärtnerin-Ellisin lauseen sovelluksen satunnaiskululle satun-
naisessa ympäristössä. Tämä satunnaiskulku on kuten tavallinen satunnaiskulku, mutta
tiloittain kiinteiden siirtymätodennäköisyyksien sijaan siirtymätodennäköisyydet eteen-
päin noudattavat keskenään riippumattomasti jotakin kiinteää jakaumaa α. Suuret
poikkeamat saadaan tällaisen satunnaiskulun nopeudelle. Valitsin tämän sovelluksen
pääasiassa siksi, että on klassisen suurten poikkeamien teorian mukainen tulos. Lisäk-
si tulos on melko tuore, peräisin kolmannelta vuosituhannelta. Lisäksi satunnaiskulun
nopeuden suppenemisnopesfunktiolla voi jakaumasta α riippuen olla sellainen väli,
jossa se saa arvon nolla. Tälle välille rajoittuvien suurten poikkeamien todennäköisyy-
det suppenevat siis kohti nollaa aidosti alieksponentiaalista vauhtia, ja niiden analysoi-
miseen tarvitaan hienompia estimaatteja, kuin mitä saadaan suoraan Gärtnerin-Ellisin
lauseesta. Tämä havainnollistaa osaltaan myös seuraavaa vakuutusyhtiön vararikkoto-
dennäköisyyksiin liittyvää seikkaa.
Harald Cramér todisti hänen mukaansa nimetyn tuloksen tutkiessaan vakuutusyh-
tiön vararikkotodennäköisyyksiä. Tähän liittyy läheisesti alan nk. klassinen malli, jos-
sa tehdään oletus satunnaismuuttujien X j momentit generoivien funktioiden äärelli-
syydestä jossakin origon ympäristössä. Tätä oletusta kutsutaan Cramérin oletukseksi.
Myöhemmin on kuitenkin havaittu, etä joissain tapauksissa tämä on vakuutusyhtiön
toiminnan kannalta epärealistinen oletus. Näin on, jos satunnaismuuttujien X j jakau-
mat ovat paksuhäntäisiä. Tässä tapauksessa suurten poikkeamien todennäköisyydet
eivät enää suppenekaan kohti nollaa eksponentiaalista vauhtia suhteessa lukujonoon
(an) = (1/n), vaan vauhti on aidosti alieksponentiaalista. Osa nykyaikaista vakuutus-
matematiikan tutkimusta keskittyykin tähän tapaukseen ja pyrkii selvittämään suurten
poikkeamien todennäköisyyksien rajakäyttäytymisen.
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0.2 Merkintöjä, käytäntöjä ja määritelmiä
Tässä tutkielmassa käytän esitietoina mittateorian, todennäköisyysteorian, topologian,
stokastisten prosessien ja matemaattisen analyysin perusteita. Erityisesti käsitteet to-
dennäköisyysavaruus, satunnaismuuttuja äärellisuloitteisessa avaruudessa, integraali
ja odotusarvo tulisi olla hyvin hallussa. Lisäksi tarvitaan suurten lukujen lakien ja kes-
keisen raja-arvo lauseen sisältö. Funktionaalianalyysia ei tarvita, sillä siihen perehty-
mätön lukija voi huoletta sivuuttaa ääretönulotteisiin avaruuksiin liittyvät tarkastelut,
sillä niitä sivutaan vain lyhyesti. Sovellusosassa vaaditaan esitietoja myös ergoditeo-
riasta. Liiteosassa olen koonnut joitain esitietoja yhteen.
Otetaan käyttöön seuraavat merkinnät:
E Tila-avaruus.
B Tila-avaruuden E mitallisten joukkojen kokoelma.
{. . . } Kaarisulkeilla merkitään poikkeuksetta joukkoa.
{x ∈ E |A} Avaruuden E osajoukko, jonka alkiot x ovat täsmälleen ne,
joilla ehto A toteutuu. Esim. {x ∈ R | x < 1}= (−∞, 1).
Ac Osajoukon A komplementti, {x | x 6∈ A}.
inf(A) Reaalilukujen osajoukon A infimum, eli suurin alaraja. Sovi-
taan inf(;) =∞.
inf{. . . } Reaalilukujen osajoukon ... infimum, eli suurin alaraja.
B(a, r) Avoin kuula. B(a, r) = {x ∈ E | |x − a|< r}.
cl(B) Topologisen avaruuden osajoukon B sulkeuma. cl(B) =
{x ∈ E |Ax ∩ B 6= ; kaikilla pisteen x ympäristöillä Ax}.
cl{. . . } Topologisen avaruuden osajoukon {. . . } sulkeuma.
int(B) Topologisen avaruuden osajoukon B sisäpisteiden joukko.
int{. . . } Topologisen avaruuden osajoukon {. . . } sisäpisteiden jouk-
ko.
∂ B Topologisen avaruuden osajoukon B reunapisteiden joukko.
{ f ∈ B} Osajoukon B alkukuva kuvauksessa f .
{X ∈ B} Osajoukon B alkukuva satunnaismuuttujan X suhteen.
P(A) Tapahtuman A todennäköisyys.
P{X ∈ B} Tapahtuman {X ∈ B} todennäköisyys.
iid Riippumattomat ja samoin jakautuneet satunnaismuuttujat.
dxe Kattofunktio. Pienin kokonaisluku, joka on suurempi tai yhtä
suuri kuin x .
bxc Lattiafunktio. Suurin kokonaisluku, joka on pienempi tai yh-
tä suuri kuin x .
supp(α) Jakauman α kantaja.
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Luku 1
Suurten poikkeamien teoriasta
Otetaan tutkielmassa käyttöön seuraavat määritelmät, oletukset ja merkinnät.
Olkoon E jokin topologinen avaruus ja olkoonB jokin σ-algebra avaruuden E os-
ajoukkoja. Joukkoa E kutsutaan tila-avaruudeksi, kokoelmaaB tila-avaruuden mital-
listen joukkojen kokoelmaksi, ja kokoelmanB alkioita mitallisiksi joukoiksi.
Jos X on satunnaismuuttuja tila-avaruudessa E ja B ∈B niin joukkoja
{X ∈ B}
kutsutaan tapahtumiksi.
Olkoon E indeksijoukko, joko E = [0,∞) tai E = N. Olkoon Z", " ∈ E , perhe
satunnaismuuttujia tila-avaruudessa E. Merkitään satunnaismuuttujien Z" jakaumiaL (Z") := µ".
Ennen kuin mennään suurten poikkeamien teoriaan, käydään ensin lyhyesti läpi,
mitä tarkoitetaan heikolla suppenemisella, eksponentiaalisella suppenemisnopeudella
ja mikä on suurimman termin periaate eksponentiaalisessa suppenemisnopeudessa.
1.1 Heikko suppeneminen
Heikkoa suppenemista, eli jakaumasuppenemista, ei tarvita jatkossa lainkaan. Se on
kuitenkin perusteltua käydä tässä lyhyesti läpi, sillä se on analoginen suurten poikkea-
mien periaatteen kanssa. Halutessaan lukija voi hypätä tämän kappaleen yli.
Määritelmä 1.1. Satunnaismuuttujat Zn tila-avaruudessa E, jossa kaikki Borel joukot
ovat mitallisia, suppenevat heikosti kohti satunnaismuuttujaa Z , jos kaikilla avoimilla
A∈B
lim inf
n→∞ P{Zn ∈ A} ≥ P{Z ∈ A}
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ja kaikilla suljetuilla B ∈B
lim sup
n→∞
P{Zn ∈ B} ≤ P{Z ∈ B}.
Portmanteau-lauseen mukaan tämä märitelmä on yhtäpitävää seuraavan kanssa:
kaikilla B ∈B , joilla P{Z ∈ ∂ B}= 0
lim
n→∞P{Zn ∈ B}= P{Z ∈ B}.
Joukkoja B ∈B , joilla P{Z ∈ ∂ B}= 0 kutsutaan jatkuvuusjoukoiksi.
1.2 Eksponentiaalinen suppenemisnopeus
Olkoot f = ( fn), g = (gn) ja (an) kohti nollaa suppenevia, aidosti positiivisia lukujonoja
avaruudessa R.
Määritelmä 1.2. Merkitään fn ∼ gn, mikäli
lim
n→∞
fn
gn
= 1.
Kun fn ∼ gn, sanotaan, että jonot f ja g ovat asymptoottisesti ekvivalentit.
Määritelmä 1.3. Lukujonon f suppenemisnopeus on täsmälleen eksponentiaalista suh-
teessa lukujonoon (an), mikäli jollakin r < 0
fn ∼ exp

r
an

.
Määritelmä 1.4. Lukujonon f suppenemisnopeus on karkeasti eksponentiaalista suh-
teessa lukujonoon (an), mikäli jollakin r < 0
lim
n→∞ an log fn = r.
On selvää, että mikäli suppeneminen on täsmälleen eksponentiaalista, se on sitä
myös karkeasti, ja että käänteinen implikaatio ei välttämättä päde. Seuraava ilmeiset
lemmat selventävät hieman tätä suhdetta ja eksponentiaalisen suppenemisnopeuden
merkitystä.
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Lemma 1.5. Jos jollakin r < 0
lim
n→∞ an log fn = r,
niin kaikilla " ∈ (0, |r|) pätee jostakin indeksin n arvosta lähtien
exp

r − "
an

≤ fn ≤ exp

r + "
an

.
Lemma 1.6. Jos jollakin r < 0
fn ∼ exp

r
an

,
niin kaikilla " ∈ (0, |r|) pätee jostakin indeksin n arvosta lähtien
(1− ")exp

r
an

≤ fn ≤ (1+ ")exp

r
an

.
Lemmojen 1.5 ja 1.6 antamien arvioiden sanotaan pätevän jostakin indeksin n ar-
vosta lähtien. Se, mistä indeksin n arvosta lähtien arvio on voimassa, riippuu jonosta
( fn). Joskus arvioita sovelletaan niin, että indeksin n ajatellaan olevan riittävän suuri,
vaikka tästä ei mitään näyttöä olisikaan. Joskus taas ollaan kiinnostuneita ainoastaan
suppenemisnopeudesta r, eikä haluta lainkaan tehdä Lemman 1.5 arviota.
Tässä tutkielmassa kutsutaan karkeaa eksponentiaalista suppenemista pelkästään
eksponentiaaliseksi suppenemiseksi, kuten päälähteessä [DZ98].
1.2.1 Suurimman termin periaate
Suurten poikkeamien teorian lauseiden todistuksissa tarkastellaan usein kahden tai
useamman lukujonon summan eksponentiaalista suppenemisnopeutta. Tällaisissa tar-
kasteluissa hyödylliseksi osoittautuu usein nk. suurimman termin periaate, jonka mu-
kaan suppenemisnopeuden määrittää summan suurimman termin suppenemisnopeus.
Seuraavaa lemmaa kutsutaan suurimman termin periaatteeksi.
Lemma 1.7. Olkoon N ∈ N ja olkoon(an) aidosti positiivinen, kohti nollaa suppeneva
reaalilukujono. Kaikille jonoille ( fn) = (( f j,n)1≤ j≤N )n∈N ⊂ RN , joille f j,n ≥ 0 kaikilla
indekseillä j ja n, pätee
limsup
n→∞
anlog

N∑
j=1
f j,n

= max
§
limsup
n→∞
an log f j,n
 j = 1,2, . . . ,Nª.
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Todistus. Olkoon n ∈ N.
anlog

N∑
j=1
f j,n

≤ anlog
 
N max

f j,n
1≤ j ≤ N	
= anlog (N) + anlog
 
max

f j,n
1≤ j ≤ N	
= anlog (N) +max

anlog
 
f j,n
 1≤ j ≤ N	.
Pätee
anlog

N∑
j=1
f j,n

≥maxanlog   f j,n 1≤ j ≤ N	,
joten on osoitettu, että
0≤ anlog

N∑
j=1
f j,n

−maxanlog   f j,n 1≤ j ≤ N	≤ anlog (N).
Väite seuraa tästä ottamalla yläraja-arvo.
Lemma 1.7 on hyödyllinen useimmiten tilanteissa, joissa eksponentiaalista suppe-
nemisnopeutta arvioidaan ylöspäin, tai sitten tilanteissa, joissa jo tiedetään, että raja-
arvo on olemassa, jolloin
lim inf = lim sup = lim .
Tässä tutkielmassa tulemme vielä tarvitsemaan seuraavaa suurimman termin periaat-
teen muunnelmaa, joka on hyödyllinen arvioidessa eksponentiaalista suppenemisno-
peutta alaspäin.
Lemma 1.8. Olkoot ( fn) ja (gn) kaksi aidosti positiivista reaalilukujonoa, joille
fn ≥ gn kaikilla n ∈ N.
Olkoon (an) aidosti positiivinen reaalilukujono, joka suppenee kohti nollaa. Oletetaan,
että joillakin 0> a > b pätee
lim inf
n→∞ an log fn ≥ a
ja että
limsup
n→∞
an log gn ≤ b jollakin b < 0.
Tällöin
lim inf
n→∞ an log ( fn − gn)≥ a.
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Todistus. Olkoon " ∈ (0, (b− a)/2) mielivaltainen. Tällöin lemman oletusten ylä- ja
alaraja-arvojen nojalla jostakin lähtien
fn ≥ exp

a− "
an

ja
gn ≤ exp

b+ "
an

.
Siispä jostakin lähtien
fn − gn ≥ exp

a− "
an

− exp

b+ "
an

≥ exp

a− "
an

1− exp

b− a+ 2"
an

.
Siispä ottamalla puolittain logaritmit ja kertomalla termillä an saadaan
lim inf
n→∞ an log ( fn − gn)≥ a− " + lim infn→∞ anlog

1− exp

b− a+ 2"
an

= a− ".
Väite seuraa tästä, sillä " oli mielivaltaisen pieni.
1.3 Suurten poikkeamien periaate
Määritelmä 1.9. Funktio I : E 7→ [0,∞] toteuttaa suppenemisnopeusfunktiolta vaa-
ditut ominaisuudet, mikäli se on alhaalta puolijatkuva ja pätee inf{I(x) | x ∈ E} = 0.
Tällaista funktiota kutsutaan suppenemisnopeusfunktioksi.
Alhaalta puolijatkuvalla tarkoitetaan, että joukot {x ∈ E | I(x)≤ α} ovat suljettuja
kaikilla α. Mikäli suppenemisnopeusfunktio on sellainen, että nämäjoukot ovat lisäksi
kompakteja, kyseessä on hyvä suppenemisnopeusfunktio.
Seuraava suurten poikkeamien periaatteen määritelmä löytyy päälähteestä [DZ98]
ja sen on alun perin kehittänyt S.R.S Varadhan vuonna 1966. Siinä indeksijoukko E =
(0,∞). Tapaus E = N määritellään hieman myöhemmin määritelmässä 1.15.
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Määritelmä 1.10. Jakaumaperhe {µ"}"∈E tila-avaruudessa E toteuttaa suurten poik-
keamien periaatteen suppenemisnopeusfunktiolla I , mikäli kaikilla mitallisilla B ⊆ E
− inf{I(x) | x ∈ int(B)} ≤ lim inf
"→0 " logµ"(B)
≤ limsup
"→0
" logµ"(B)≤ − inf{I(x) | x ∈ cl(B)}.
Mikäli Z", " ∈ E , ovat satunnaismuuttujia, joiden jakaumat toteuttavat suurten poik-
keamien periaatteen, niin sanotaan, että satunnaismuuttujat Z" toteuttavat suurten
poikkeamien periaatteen suppenemisnopeusfunktiolla I .
Tietyin tila-avaruuden topologiaa koskevin oletuksin voidaan osoittaa, että suppe-
nemisnopeusfunktio on kunkin suurten poikkeamien periaatteen kohdalla yksikäsittei-
nen, ks esim. [DZ98] Lemma 4.1.4, kun E on säännöllinen topologinen avaruus.
Mikäli kaikki topologisen avaruuden E Borel-joukot ovat mitallisia, eli B(E) ⊆ B
niin määritelmä 1.10 on yhtäpitävää seuraavan kanssa:
Määritelmä 1.11. Jakaumaperhe {µ"}"∈E tila-avaruudessa E toteuttaa suurten poik-
keamien periaatteen suppenemisnopeusfunktiolla I , mikäli kaikilla avoimilla A⊆ E
− inf{I(x) | x ∈ A} ≤ lim inf
"→0 " logµ"(A),
ja kaikilla suljetuilla B ⊆ E
lim sup
"→0
" logµ"(B)≤ − inf{I(x) | x ∈ B}.
Huomautus 1.12. Tässä tutkielmassa ainaB(E) ⊆B .
Mikäli satunnaismuuttujat Zn toteuttavat suurten poikkeamien periaatteen, ja B ∈B on sellainen, että
inf{I(x) | x ∈ int(B)}= inf{I(x) | x ∈ cl(B)},
niin saadaan tarkka raja
lim
"→0" logµ"(B) = − inf{I(x) | x ∈ B}. (1.13)
Tällaisia joukkoja B kutsutaan I -jatkuvuusjoukoiksi. Suurten poikkeamien periaate ta-
kaa tiukan raja-arvon (1.13) vain I -jatkuvuusjoukoille. Huomaa ilmeinen analogia hei-
kon suppenemisen (määritelmä 1.1) kanssa. Suurten poikkeamien periaatetta voidaan
pitää eksponentiaalisena heikkona suppenemisena.
Jatkossa määritelmässä 1.11 esiintyvää ylärajaa kutsutaan suurten poikkeamien
ylärajaksi ja alarajaa suurten poikkeamien alarajaksi.
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Huomautus 1.14. Mikäli tapahtuma B on sellainen, että inf{I(x) | x ∈ B}= 0, niin suur-
ten poikkeamien yläraja pätee triviaalisti. Siispä ylärajaa todistettaessa riittää tarkas-
tella sellaisia mitallisia joukkoja B, joille inf{I(x) | x ∈ B}> 0.
Jatkossa on aina käytössä indeksijoukko E = N. Tällöin " korvataan indeksillä n, ja
käytetään seuraavaa määritelmän 1.10 kanssa analogista määritelmää:
Määritelmä 1.15. Jakaumaperhe {µn}n∈N tila-avaruudessa E toteuttaa suurten poik-
keamien periaatteen suppenemisnopeusfunktiolla I , mikäli on olemassa sellainen po-
sitiivinen, kohti nollaa suppeneva lukujono (an),että kaikilla avoimilla A⊆ E
− inf{I(x) | x ∈ A} ≤ lim inf
n→∞ an logµn(A),
ja kaikilla suljetuilla B ⊆ E
limsup
n→∞
an logµn(B)≤ − inf{I(x) | x ∈ B}.
Kaikki yllämainittu, mikä koskee määritelmän 1.10 ja 1.11 mukaista suurten poik-
keamien periaatetta, on totta myös määritelmälle 1.15. Usein alan tulokset koskevat
jatkuvaa indeksijoukkoa, joten määritelmä oli perusteltua esittää täydessä yleisyydes-
sään, jotta tutkielma ei antaisi liian rajoittunutta kuvaa suurten poikkeamien teoriasta.
Lisäksi määritelmä 1.15 valaisee hieman määritelmää 1.10 siten, että oikeastaan kyse
on eksponentiaalisesta suppenemisnopuedesta suhteessa indeksiin ". Jatkossa viitataan
määritelmään 1.15, kun puhutaan suurten poikkeamien periaatteesta, ellei toisin mai-
nita.
Suurten poikkeamien periaate kertoo jokaisen mitallisen joukon B ⊂ E kohdalla
jotakin tapahtuman
{Zn ∈ B}
eksponentiaalisesta suppenemisnopeudesta kohti nollaa suhteessa lukujonoon (an).
Jos nimittäin
− inf{I(x) | x ∈ int(B)}= 0, (1.16)
tiedetään suurten poikkeamien periaatteen nojalla, että suhteessa lukujonoon (an),
P{Zn ∈ B} joko suppenee kohti nollaa aidosti alieksponentiaalista vauhtia - suppene-
misnopeus voi olla esimerkiksi polynomiaalista, tai ei suppene kohti nollaa ollenkaan.
Jos taas
− inf{I(x) | x ∈ int(B)} ∈ [−∞, 0), (1.17)
suurten poikkemien periaatteen nojalla
P{Zn ∈ B}
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suppenee kohti nollaa vähintään eksponentiaalista vauhtia suhteessa lukujonoon (an).
Näin ollen voisi luulla olevan perusteltua ottaa käyttöön määritelmä, jonka mukaan
suuret poikkeamat ovat täsmälleen tapahtumat, jotka toteuttavat epäyhtälön (1.17).
Suurten poikkeamien teoria ei kuitenkaan rajoitu tällaisiin tapahtumiin. Voidaan olla
kiinnostuneita myöskin yhtälön (1.16) toteuttavien tapahtumien rajakäyttäytymisestä.
Tällöin pyrkimys voi olla esimerkiksi löytää jokin toinen lukujono (bn), joka suppenee
kohti nollaa hitaammin, ja löytää sitä vastaava suppenemisnopeusfunktio I . Näin on
mm. ei-klassisten vararikkotodennäköisyysestimaattien kohdalla, joista oli jo aiemmin-
kin puhe. Esimerkki tästä löytyy myös tämän tutkielman sovelluksessa luvussa 5.
Suurten poikkeamien teoria ei myöskään rajoitu pelkästään karkeaan eksponen-
tiaaliseen suppenemisnopeuteen. Joissain sovelluksissa tarvitaan täsmällinen suppe-
nemisnopeus. Tämänkaltainen tulos on esim. [DZ98] Theorem 3.7.4 (Bahadur & Rao)
sivulla 110. Suurten poikkeamien periaatteessa esiintyy karkea eksponentiaalinen sup-
penemisnopeus sen vuoksi, että usein tämän osoittaminen on huomattavasti helpom-
paa kuin täsmälleen eksponentiaalisen suppenemisnopeuden.
Todistetaan seuraava lemma, joka koskee suurten poikkeamien periaatetta avaruu-
dessa E = R. Lemma ei sinänsä ole kovin syvällinen, mutta sen todistuksessa tulee
vastaan suurimman termin periaate ja suppenemisfunktion I konveksisuus, jotka tule-
vat usein vastaan suurten poikkeamien periaatteen todistuksissa. Lemmaa käytetään
myöhemmin lauseen 5.17 todistuksen jäsentämisessä.
Lemma 1.18. Olkoon (E,B) = (R,B(R)). Olkoon I suppenemisnopeusfunktio ja olete-
taan, että kaikilla x ∈ R
lim
n→∞
1
n
logP{Zn ≥ x}= − inf{I(y) | y ≥ x}
ja
lim
n→∞
1
n
logP{Zn ≤ x}= − inf{I(y) | y ≤ x}.
Tällöin, jos I on konveksi, niin satunnaismuuttujat Zn toteuttavat suurten poikkeamien
periaatteen suppenemisnopeusfunktiolla I.
Todistus. Todistetaan ensin suurten poikkeamien yläraja. Olkoon B ⊂ E jokin suljettu
joukko. Koska I on konveksi, niin on olemassa sellainen x ∈ [−∞,∞], että I on
vähenevä välillä (−∞, x] ja kasvava välillä [x ,∞), missä
(−∞,−∞] := ;=: [∞,∞).
Todistetaan ainoastaan tapaus x ∈ R, ja todetaan, että muut tapaukset todistetaan
samalla tavalla.
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Koska joukot B ∩ (−∞, x] ja B ∩ [x ,∞) ovat suljettuja, ja koska funktio I on vä-
henevä joukossa B ∩ (−∞, x] ja kasvava joukossa B ∩ [x ,∞), pätee
inf{I(y) | y ∈ B ∩ (−∞, x]}= inf{I(y) | y ≤ sup (B ∩ (−∞, x])}
ja
inf{I(y) | y ∈ B ∩ [x ,∞)}= inf{I(y) | y ≥ inf (B ∩ [x ,∞))}.
Siispä, oletuksen suurten poikkeamien ylärajasta väleille ja Lemman 1.7 nojalla,
lim sup
n→∞
1
n
logP{Zn ∈ B}
= lim sup
n→∞
1
n
log (P{Zn ∈ B ∩ (−∞, x]}+ P{Zn ∈ B ∩ [x ,∞)})
≤ limsup
n→∞
1
n
log (P{Zn ≤ sup(B ∩ (−∞, x])}+ P{Zn ≥ inf(B ∩ [x ,∞))})
= −min{inf{I(y) | y ≤ sup(B ∩ (−∞, x])}, inf{I(y) | y ≥ inf (B ∩ [x ,∞))}}
= −min{inf{I(y) | y ∈ B ∩ (−∞, x]}, inf{I(y) | y ∈ B ∩ [x ,∞)}}
= − inf{I(y) | y ∈ B}.
Suurten poikkeamien periaatteen ylärajan todistus on siis viety loppuun.
Todistetaan sitten suurten poikkeamien alaraja. Olkoon tätä varten A⊆ R epätyhjä
avoin joukko. Tällöin kaikilla a ∈ Aon olemassa sellainen b ∈ R, että a < b ja [a, b) ⊆ A.
Lisäksi pätee
P{Zn ∈ [a, b)}= P{Zn ≥ a} − P{Zn ≥ b}.
Olkoon edelleen x ∈ [−∞,∞] sellainen, että I on vähenevä välillä (−∞, x] ja kas-
vava välillä [x ,∞). Pisteen x olemassaolo on todettu jo aiemmin. Osoitetaan väite
ainoastaan tapauksessa x ∈ R ja [x ,∞)∩A 6= ;, jolloin voidaan olettaa, että funktio I
on kasvava välillä [a, b), jolloin edelleen
inf{I(y) | y ≥ a}= I(a),
ja todetaan, että muut tapaukset todistetaan samalla tavalla.
Oletuksen suurten poikkemien ala- ja ylärajasta väleille ja Lemman 1.8 nojalla,
lim inf
n→∞
1
n
logP{Zn ∈ A} ≥ lim infn→∞
1
n
logP{Zn ∈ [a, b)}
= lim inf
n→∞
1
n
log (P{Zn ≥ a} − P{Zn ≥ b})
≥ − inf{I(y) | y ≥ a}
= −I(a). (1.19)
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Koska arvio (1.19) pätee kaikille a ∈ A, niin voidaan ottaa infimum yli joukon A, ja
saadaan
lim inf
n→∞
1
n
logP{Zn ∈ A} ≥ − inf{I(a) | a ∈ A}.
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Luku 2
Kumulantit generoivan funktion ja sen
Fenchel-Legendre muunnoksen
ominaisuuksia
Tässä luvussa määritellään mitä tarkoitetaan satunnaismuuttujan momentit generoi-
valla funktiolla ja kumulantit generoivalla funktiolla ja kumulantit generoivan funk-
tion Fenchel-Legendre muunnoksella. Lisäksi käydään lyhyesti läpi näiden funktioiden
ominaisuuksia erityisesti siltä osin, kuin niitä myöhemmin tarvitaan. Tässä luvussa tila-
avaruus E on topologinen vektoriavaruus, mutta lukija voi aina ajatella, että se on ava-
ruus E = Rd .
2.1 Momentit generoiva funktio
Määritelmä 2.1. Olkoon X satunnaismuuttuja avaruudessa E. Sen momentit generoi-
va funktio on
MX : E
∗ 7→ (0,∞], MX (λ) = E [exp (〈λ,X 〉)].
Yllä E∗ merkitsee avaruuden E duaalia. Tapauksessa E = Rd , pätee tunnetusti E∗ =
Rd , jolloin 〈λ, x〉 merkitsee tavallista Euklidisen avaruuden pistetuloa ja tapauksessa
E = R tavallista kahden reaaliluvun tuloa. Tarkastellaan tässä kappaleessa ainoastaan
tapausta E = R.
Seuraavaksi tyypillisiä momentit generoivia funktioita. Esimerkin kaavojen johta-
misia ei käydä tässä läpi, koska ne löytyvät alan kirjallisuudesta tai ovat hyviä harjoi-
tustehtäviä.
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Esimerkki 2.2. 1. Jos X ∼ N(0,1), niin
MX (t) = exp

t2
2

kaikilla t.
2. Jos X ∼ Gamma(r, 1), niin
MX (t) =
¨
1
(1−t)r kun r < 1
∞ muuten.
3. Jos satunnaismuuttujalla X on tiheysfunktio
fX (x) =
¨
1
(1+x)2 kun x ≥ 0
0 muuten,
niin
MX (t) =

exp (−t)∫∞
1
exp (t x)/x2dx kun t < 0
1 kun t = 0
∞ muuten.
4. Jos X ∼ Cauchy(0, 1), niin
MX (t) =
¨
1 kun t = 0
∞ muuten.
Kiinnitä edellisen esimerkin momentit generoivien funktioiden kohdalla huomiota
erityseisti joukkoon {MX <∞}. Voidaan vaivattomasti osoittaa, että tämä joukko on
väli tai yksittäinen piste, ja että siihen kuuluu aina origo. Lisäksi funktio MX on konveksi
tässä joukossa.
Funktiota MX kutsutaan momentit generoivaksi funktioksi, koska kaikilla
t ∈ int{MX <∞}
funktio MX on derivoituva pisteessä t ja
d
dt
MX (t) =
d
dt
E [exp (tX )] = E

d
dt
exp (tX )

= E [Xexp (tX )].
Tästä saadaan iteroimalla, kaikilla t ∈ int{MX <∞} funktio MX on analyyttinen, ja
d
dt
k
MX (t) = E

X kexp (tX )

.
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Erityisesti jos 0 ∈ int{MX <∞}, niin saadaan hyvin määritellyt momentit
E [Xk] =

d
dt
k
MX |t=0.
Mikäli ei päde, että 0 ∈ int{MX <∞}, mutta jollakin pätee δ > 0, että [−δ, 0] ⊂{MX <∞}, kuten esimerkin 2.2 kohdassa 3), pätee edelleen, että momentit ovat hyvin
määriteltyjä, mutta ne saavat arvoja positiivisessa tai negatiivisessa äärettömyydessä,
ja pätee.
E

X k

= M (k)− := limt→0−
M (k−1)(t)−M (k−1)− (0)
t
,
missä tietysti M (0)− (0) = M(0) = 1. Samanlainen tulos pätee myös, kun kyseessä on väli
[0,δ].
2.2 Kumulantit generoiva funktio
Määritelmä 2.3. Satunnaismuuttujan X kumulantit generoiva funktio on funktio
ΛX : E
∗ 7→ (−∞,∞], ΛX (λ) = logE [exp (〈λ,X 〉)].
Se on momentit generoivan funktion MX logaritmi, ΛX = logMX .
Selvästi {ΛX <∞}= {MX <∞}. Tarkastellaan jälleen vain yksiuloitteista reaalis-
ta satunnaismuuttujaa X . Olkoon int{ΛX <∞} epätyhjä, jolloin se on jokin avoin väli
jota merkitään (a, b). Voi siis olla a = −∞ tai b =∞, mutta aina a ≤ 0 ≤ b. Jälleen
Λ on analyyttinen välillä (a, b). Lisäksi pätee, että se on tällä välillä aidosti konveksi.
Siispä kun se on kasvava/vähenevä, se on myös aidosti kasvava/vähenevä.
2.3 Fenchel-Legendre muunnos
Määritelmä 2.4. Funktion f : E∗ 7→ [−∞,∞] Fenchel-Legendre muunnos on funktio
f ∗ : E→ [−∞,∞], f ∗(x) = sup{〈λ, x〉 − f (λ) |λ ∈ E∗}.
Huomautus 2.5. Kumulantit generoivan funktion Fenchel-Legendre muunnos on posi-
tiivinen funktio, koska Λ(0) = 0 ja siten kaikilla x ∈ E pätee Λ∗(x)≥ 〈0, x〉−Λ(0) = 0.
Esimerkki 2.6. Olkoon X ∼ N(0, 1). Tällöin
Λ∗X (x) = x
2/2.
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2.4 Kumulantit generoivan funktion ja sen Fenchel-Legendre
muunnoksen ominaisuuksia
Kerätään kumulantit generoivan funktion ja sen Fenchel-Legendre muunnoksen omi-
naisuuksia seuraavaan lemmaan. Lemman kohdat a) ja b) pätevät jopa tila-avaruuksissa
E, jotka ovat topologisia vektoriavaruuksia. Kohdat c) ja d) pätevät ainakin avaruuk-
sissa E = Rd . Muut kohdat pätevät vain avaruudessa E = R ja ne esitetään tässä lä-
hinnä Cramerin lauseen todistusta varten. Jotkut kohdat sivuutetaan, sillä ne löytyvät
helposti kirjallisuudesta.
Merkitään M := MX , Λ := ΛX ja Λ∗ := Λ∗X , kun on asiayhteydestä selvää, mikä
satunnaismuuttuja on kyseessä.
Lemma 2.7. Funktioiden Λ ja Λ∗ ominaisuuksia.
a) Kumulantit generoiva funktio Λ on aina konveksi funktio. Kumulantit generoivan
funktion Fenchel-Legendre muunnos Λ∗ on aina konveksi suppenemisnopeusfunktio.
b) Jos Λ<∞ vain pisteessä 0, niin Λ∗ ≡ 0.
c) Jos 0 ∈ int{Λ<∞}, niin Λ∗ on hyvä suppenemisnopeusfunktio.
d) Jos kaikilla λ ∈ Rdon olemassa satunnaismuuttujien Zn kumulantit generoivien funk-
tioiden
Λn := ΛZn
seuraavaa muotoa oleva raja
Λ(λ) := lim
n→∞
1
n
Λn(nλ),
niin Λ on konveksi funktio ja Λ∗ on konveksi suppenemisnopeusfunktio. Lisäksi, jos
Jos 0 ∈ int{Λ<∞}, niin Λ∗ on hyvä suppenemisnopeusfunktio. Jos Λ <∞ vain
pisteessä 0, niin Λ∗ ≡ 0.
e) Jos on olemassa λ > 0, jolla Λ<∞, niin E [X ] ∈ [−∞,∞) on hyvin määritelty.
f) Jos E [X ] ∈ [−∞,∞) on hyvin määritelty, niin Λ∗(x) = sup{λx −Λ(λ) |λ≥ 0}
kaikilla x ≥ E [X ].
g) Λ∗ on kasvava kaikilla x > E [X ].
h) Jos on olemassa λ < 0, jolla Λ<∞, niin E [X ] ∈ (−∞,∞] on hyvin määritelty.
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i) Jos E [X ] ∈ (−∞,∞] on hyvin määritelty, niin Λ∗(x) = sup{λx −Λ(λ) |λ≤ 0}
kaikilla x ≤ E [X ].
j) Λ∗ on vähenevä kaikilla x < E [X ].
k) Jos E [X ] ∈ (−∞,∞), niin Λ∗(E [X ]) = 0.
l) Λ on differentioituva joukossa int{λ ∈ R |Λ(λ)<∞} ja
Λ′(λ) = 1
M(λ)
E [Xexp (λX )].
m) Jos Λ′(λ) = y, niin Λ∗(y) = λy −Λ(λ).
n) Kaikilla λ ∈ R ja kaikilla x0 ∈ R ΛX+x0(λ) = Λ(λ) +λx0
o) Kaikilla x ∈ R ja kaikilla x0 ∈ R Λ∗X+x0(x) = Λ∗X (x − x0).
Todistus.
a) Olkoon X mielivaltainen satunnaismuuttuja avaruudessa E = Rd . Sen kumulantit
generoivan funktion Λ konveksisuus seuraa Hölderin epäyhtälöstä, sillä kaikilla α ∈
[0,1] ja kaikilla λ,ν ∈ E∗
Λ(αλ+ (1−α)ν) = log  E exp (〈λ,X 〉)αexp (〈ν,X 〉)(1−α)
≤ log  E [exp (〈λ,X 〉)]αE [exp (〈ν,X 〉)]1−α
= αΛ(λ) + (1−α)Λ(ν).
Fenchel-Legendre muunnoksen Λ∗ konveksisuus saadaan suoraan sen määritelmäs-
tä. Koska Λ(0) = logE [exp (0)] = 0, pätee kaikilla x ∈ E Λ∗(x)≥ −Λ(0) = 0, eli Λ∗
on ei-negatiivinen. Väitteen inf{Λ∗(x) | x ∈ E} = 0 todistus sivuutetaan, se löytyy
päälähteestä [DZ98] Lemman 2.2.5 todistus.
Funktio Λ∗ on alhaalta puolijatkuva, sillä jos xn → x avaruudessa E, niin kaikilla
λ ∈ E∗
lim inf
n→∞ Λ
∗(xn)≥ lim infn→∞ (〈λ, xn〉 −Λ(λ)) = 〈λ, x〉 −Λ(λ),
joten
lim inf
n→∞ Λ
∗(xn)≥ sup{〈λ, x〉 −Λ(λ) |λ ∈ E∗}= Λ∗(x).
b) Seuraa helposti Fenchel-Legendre muunnoksen Λ∗ ominaisuuksista.
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c) Koska 0 ∈ int{Λ<∞}, niin on olemassa sellainenδ > 0, että B¯(0,δ) ⊆ int{Λ<∞}
ja
c := sup

Λ(λ)
λ ∈ B¯(0,δ)	<∞.
Tällöin kaikilla x ∈ E
Λ∗(x)≥ sup〈λ, x〉 −Λ(λ) λ ∈ B¯(0,δ)	
≥ sup〈λ, x〉 λ ∈ B¯(0,δ)	− supΛ(λ) λ ∈ B¯(0,δ)	
= δ|x | − c.
Siispä kaikilla α≥ 0 tasojoukko {Λ∗ ≤ α} on rajoitettu. Koska Λ∗ on kohdan a) no-
jalla suppenemisnopeusfunktio, tämä tasojoukko on myös suljettu ja siten Heynen-
Borelin lauseen nojalla kompakti.
d) Koveksien funktioiden pisteittäiset rajat ovat konvekseja. Muut ominaisuudet todis-
tetaan samoin kuin kohdat a), b) ja c).
Loppujen kohtien todistukset sivuutetaan, ks. [DZ98] Lemma 2.2.5 sivut 27-30.
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Luku 3
Cramérin ja Gärtnerin-Ellisin lauseet
Tässä luvussa käyn läpi mikä on Cramérin ja Gärtnerin-Ellisin lauseiden sisältö. Lausei-
den todistukset esitän seuraavassa kappaleessa.
3.1 Cramérin lause
Cramérin lause koskee suuria poikkeamia suurten lukujen lakien tilanteessa. Satun-
naismuuttujina Zn on siis keskiarvot
Zn =
1
n
n∑
j=1
X j,
missä X j, j ∈ N, ovat iid satunnaismuuttujia tila-avaruudessa E. Merkitään X = X0.
Suppenemisnopeusfunktioksi saadaan satunnaismuuttujan X kumulantit generoivan
funktion Fenchel-Legendre-muunnos.
Lause 3.1 (Cramérin lause tila-avaruudessaR, [DZ98] Theorem 2.2.3). Olkoon E = R.
Tällöin iid satunnaismuuttujien X ,X1,X2, . . . keskiarvot
Zn =
1
n
n∑
j=1
X j
toteuttavat suurten poikkeamien periaatteen konveksilla suppenemisnopeusfunktiolla Λ∗X .
Suuret poikkeamat saadaan myös useammissa ulottuvuuksissa.
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Lause 3.2 (Cramérin lause tila-avaruudessa Rd , [DZ98] Theorem 2.2.30). Olkoon E =
Rd ja ΛX <∞. Tällöin iid satunnaismuuttujien X ,X1,X2, . . . keskiarvot
Zn =
1
n
n∑
j=1
X j
toteuttavat suurten poikkeamien periaatteen konveksilla ja hyvällä suppenemisnopeus-
funktiolla Λ∗X .
Edellisestä voidaan todistaa myös seuraava, vahvempi muotoilu.
Lause 3.3 (Cramérin lause tila-avaruudessa Rd , vahvempi muotoilu, [DZ98] Corollary
6.1.6). Olkoon E = Rd ja 0 ∈ int{ΛX <∞}. Tällöin iid satunnaismuuttujien X ,X1,X2, . . .
keskiarvot
Zn =
1
n
n∑
j=1
X j
sopivat suurten poikkeamien kehykseen konveksilla ja hyvällä suppenemisnopeusfunktiol-
la Λ∗X .
Ehtoa 0 ∈ int{ΛX <∞} kutsutaan kirjallisuudessa Cramérin ehdoksi tai heikoksi
Cramérin ehdoksi. Ehtoa ΛX <∞ kutsutaan vahvaksi Cramérin ehdoksi.
Cramérin lause voidaan laajentaa jopa ääretönuloitteisiin tila-avaruuksiin. Ks. [DZ98]
Theorem 6.1.3 sivulla 252.
3.2 Gärtnerin-Ellisin lause
Gärtnerin Ellisin lause antaa suuten poikkeamien periaatteen huomattavasti yleisem-
mässä tilanteessa kuin Cramérin lause: enää ei tarkastella pelkästään keskiarvojen sup-
penemista, ja riippumattomuusoletukset korvataan satunnaismuuttujien Zn keskinäis-
tä heikkoa riippuvuutta koskevalla oletuksella: kaikilla λ ∈ Rdon olemassa satunnais-
muuttujien Zn kumulantit generoivien funktioiden
Λn := ΛZn
seuraavaa muotoa oleva raja
Λ(λ) := lim
n→∞
1
n
Λn(nλ).
Lisäksi, jotta saataisin osoitettua täysi suurten poikkeamien periaate, tarvitaan kon-
veksiin analyysiin liittyviä funktion Λ säännöllisyysoletuksia.
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Määritelmä 3.4. Funktio Λ on jyrkkä, mikäli
lim
t→∂ {Λ<∞}, t∈{Λ<∞} |∇Λ(t)|=∞,
eli kun lähestytään joukon {Λ<∞} reunaa, kumulantit generoivan funktion Λ gra-
dientin normi räjähtää äärettömyyksiin.
Määritelmä 3.5. Funktio Λ on olennaisesti sileä, mikäli
• int{Λ<∞} 6= ;.
• Λ on derivoituva joukossa int{Λ<∞}.
• Λ on jyrkkä.
Seuraava määritelmä otetaan käyttöön, jotta voidaan tutkia niitä pisteitä, joissa Λ∗
on aidosti konveksi.
Määritelmä 3.6. Piste y ∈ Rd pilkottaa funktiolle Λ∗, mikäli jollakin λ ∈ Rd ja kaikilla
x 6= y
〈λ, y〉 − 〈λ, x〉> Λ∗(y)−Λ∗(x).
vektoria λ kutsutaan pilkottavan pisteen y paljastavaksi puolitasoksi.
Lause 3.7 (Gärtnerin-Ellisin lause avaruudessaRd , [DZ98] Theorem 2.3.6). Olkoon Zn,
n ∈ N, satunnaismuuttujia tila-avaruudessa E = Rd . Oletetaan, että kaikilla λ ∈ Rdon
olemassa satunnaismuuttujien Zn kumulantit generoivien funktioiden
Λn := ΛZn
seuraavaa muotoa oleva raja
Λ(λ) := lim
n→∞
1
n
Λn(nλ).
Tällöin
a) Jos 0 ∈ int{Λ<∞}, kaikilla suljetuilla B ⊂ Rd
lim sup
n→∞
1
n
logP{Zn ∈ B} ≤ − inf{Λ∗(x) | x ∈ B}.
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b) Kaikilla avoimilla A⊂ Rd
lim inf
n→∞
1
n
logP{Zn ∈ A} ≥ − inf{Λ∗(x) | x ∈ A∩ F},
missä F on niiden funktiolle Λ∗ pilkottavien pisteiden joukko, joiden paljastava puoli-
taso kuuluu joukkoon int{Λ<∞}.
c) Jos Λ on olennaisesti sileä ja alhaalta puolijatkuva, satunnaismuuttujat Zn sopivat
suurten poikkeamien kehykseen hyvällä suppenemisnopeusfunktiolla Λ∗.
Huomautus 3.8. Tarkastellaan tarkemmin lauseen oletuksia. Gärtnerin-Ellisin lauseen
suurten poikkeamien yläraja a) saadaan pätemään kompakteille joukoille B ilman ole-
tusta 0 ∈ int{Λ<∞} ja oletusta olennaisesta sileydestä. Yläraja saadaan laajennet-
tua pätemään myöskin suljetuille joukoille siinä tapauksessa, että 0 ∈ int{Λ<∞}.
Alaraja saadaan todistettua ilman oletuksia 0 ∈ int{Λ<∞} ja sileysoletuksia sellai-
sille suurille poikkeamille {Zn ∈ B}, joissa funktio Λ∗ on aidosti konveksi joukossa B
ja Λ(B) ⊂ int{Λ<∞}. Sileysoletusten avulla saadaan alaraja laajennettua pätemään
kaikille avoimille joukoille.
Kuten Cramérin lauseelle, myöskin Gärtnerin-Ellisin lauseelle löytyy laajennoksia
yleisemmissä tila-avaruuksissa E, Ks. mm. [DZ98] Section 4.5.
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Luku 4
Cramérin ja Gärtnerin-Ellisin
lauseiden todistukset
4.1 Cramérin lauseen todistus
Todistetaan nyt Cramérin lause tila-avaruudessaR. Se on seuraavan vahvemman lauseen,
missä suurten poikkeamien yläraja pätee myös äärellisille indekseille n, triviaali seu-
raus.
Lause 4.1. Olkoon X ,X1,X2, . . . iid satunnaismuuttujia avaruudessa R. Tällöin
a) kaikilla suljetuilla B ⊆ R
P
¨
1
n
n∑
j=1
X j ∈ B
«
≤ 2exp  −n infΛ∗X (x)  x ∈ B	,
ja
b) Kaikilla avoimilla A⊆ R
lim inf
n→∞
1
n
logP
¨
1
n
n∑
j=1
X j ∈ A
«
≥ − infΛ∗X (x)  x ∈ A	.
Todistus. Kohdan a) todistus. Olkoon B 6= ; suljettu avaruuden R osajoukko, jolle
inf{Λ∗(x) | x ∈ B}> 0 (Ks. huomautus 1.14). Voidaan olettaa, että on olemassa λ 6= 0,
jolla Λ(λ) < ∞, koska muuten Lemman 2.7 kohdan b) nojalla Λ∗ ≡ 0, ja suurten
poikkeamien yläraja on triviaalisti totta. Saman lemman kohtien e) ja h) nojalla E [X ] ∈
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[−∞,∞] on hyvin määritelty. Nyt Tsˆebysˆevin epäyhtälön nojalla kaikilla x ∈ R ja
λ > 0
P
¨
1
n
n∑
j=1
X j ≥ x
«
= P
¨
exp

λ
n∑
j=1
X j

≥ exp (λnx)
«
≤ E

exp

λ
∑n
j=1 X j

exp (λnx)
=
exp (nΛ(λ))
exp (λnx)
= exp (−n(λx −Λ(λ))),
josta edelleen saadaan supremumin määritelmän nojalla,
P
¨
1
n
n∑
j=1
X j ≥ x
«
≤ exp (−n sup{λx −Λ(λ) |λ≥ 0}).
Tästä saadaan suurten poikkeamien yläraja ylhäältä rajoittamattomille väleille, sillä
Lemman 2.7 kohdan f) nojalla, jos E [X ] ∈ [−∞,∞), niin kaikilla x ≥ E [X ]
P
¨
1
n
n∑
j=1
X j ≥ x
«
≤ exp (−nΛ∗(x)). (4.2)
Samalla tyylillä voidaan osoittaa, että jos E [X ] ∈ (−∞,∞], niin kaikilla x ≤ E [X ]
P
¨
1
n
n∑
j=1
X j ≤ x
«
≤ exp (−nΛ∗(x)). (4.3)
Osoitetaan väite a) ensin tapauksessa E [X ] ∈ (−∞,∞).
Lemman 2.7 kohdan k) nojalla Λ∗(E [X ]) = 0. Siten, koska inf{Λ∗(x) | x ∈ B} > 0,
pätee E [X ] ∈ Bc. Koska Bc on avoin, on olemassa luvut
a := inf{x ∈ Bc | x < E [X ] ja (x ,E [X ]) ⊂ Bc}
ja
b := sup{x ∈ Bc | x > E [X ] ja (E [X ], x) ⊂ Bc}.
Selvästi a < b, ja koska B 6= ;, ainakin toinen luvuista a ja b on äärellinen. Pätee B ⊂
(−∞, a]∪ [b,∞), joten, kun molemmat a ja b ovat äärellisiä, saadaan epäyhtälöistä
(4.2) ja (4.3)
P
¨
1
n
n∑
j=1
X j ∈ B
«
≤ P
¨
1
n
n∑
j=1
X j ≤ a
«
+ P
¨
1
n
n∑
j=1
X j ≥ b
«
≤ exp (−nΛ∗(a)) + exp (−nΛ∗(b)).
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Kun a on äärellinen, niin a ∈ B, joten Λ∗(a) ≥ inf{Λ∗(x) | x ∈ B}. Samoin Λ∗(b) ≥
inf{Λ∗(x) | x ∈ B}, kun b on äärellinen. Tällöin
P
¨
1
n
n∑
j=1
X j ∈ B
«
≤ 2exp (−n inf{Λ∗(x) | x ∈ B}).
Kun jompikumpi luvuista a tai b on ääretön, saadaan päättelemällä samoin kuin edellä
tiukempi yläraja
P
¨
1
n
n∑
j=1
X j ∈ B
«
≤ exp (−n inf{Λ∗(x)|x ∈ B}).
Oletetaan sitten, että E [X ] = −∞. Lemman 2.7 kohdan g) nojalla Λ∗ on kasvava ja
koska Λ∗ on kohdan a) nojalla suppenemisnopeusfunktio, inf{Λ∗(x) | x ∈ R}= 0, joten
lim
x→−∞Λ
∗(x) = 0.
Voidaan olettaa, että inf(B) > −∞, koska muuten inf{Λ∗(x) | x ∈ B} = 0 toisin kuin
alussa oletettiin. Koska B on suljettu ja alhaalta rajoitettu, pätee inf(B) ∈ B ja siten
Λ∗(inf(B)) ≥ inf{Λ∗(x) | x ∈ B}. Nyt, koska B ⊂ [inf(B),∞), pätee epäyhtälön (4.2)
nojalla,
P
¨
1
n
n∑
j=1
X j ∈ B
«
≤ P
¨
1
n
n∑
j=1
X j ≥ inf(B)
«
≤ exp (−nΛ∗(inf(B)))
≤ exp (−n inf{Λ∗(x) | x ∈ B}).
Samalla tavalla saadaan todistettua väite a) tapauksessa E [X ] =∞.
Kohdan b) todistus. Olkoon δ > 0. Osoitetaan ensin epäyhtälö
lim inf
n→∞
1
n
logP
¨1n n∑
j=1
X j
< δ
«
≥ −Λ∗(0). (4.4)
Oletetaan ensin, että
P{X > 0}> 0, ja P{X < 0}> 0 (4.5)
ja
P{X ∈ S}= 1 jollakin rajoitetulla S ⊂ R. (4.6)
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Tällöin selvästi Λ(λ) → ∞, kun |λ| → ∞. Lisäksi Λ < ∞. Lemman 2.7 kohdan
l) nojalla Λ on differentioituva koko avaruudessa R. Funktio Λ on siis myös jatkuva.
Tällöin Λ saavuttaa pienimmän arvonsa reaalilukuvälillä, eli on olemassa η ∈ R, jolla
Λ(η) = inf{Λ(λ) |λ ∈ R}. Tällöin tietysti Λ′(η) = 0.
Epäyhtälö (4.4) saadaan tekemällä mitan vaihto, jonka jälkeen käytetään suurten
lukujen lakia. Määritellään uusi mitta µ˜ satunnaismuuttujan X jakauman µ ja Radon-
Nikodymin derivaatan
dµ˜
dµ
(x) = exp (ηx −Λ(η))
avulla. Näin määriteltyä jakaumaa µ˜ kutsutaan kirjallisuudessa joskus vinoksi jakau-
maksi (skew distribution).
Uusi mitta on todennäköisyysmitta avaruudessa R, sillä
µ˜(R) =
∫
R
1µ˜(dx) =
∫
R
exp (ηx −Λ(η))µ(dx)
=
∫
Rexp (ηx)µ(dx)
exp (Λ(η))
=
E [exp (ηX )]
E [exp (ηX )]
= 1.
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Olkoot X˜ , X˜1, X˜2, . . . iid satunnaismuuttujia, joiden jakauma on µ˜. Nyt kaikilla " > 0
P
¨1n n∑
j=1
X j
< "
«
= E

1n∑nj=1 X j <n"o

=
∫
n∑nj=1 x j <n"oµ(dx1) · · ·µ(dxn)
= exp (−n"|η|)
∫
n∑nj=1 x j <n"oexp (n"|η|)µ(dx1) · · ·µ(dxn)
≥ exp (−n"|η|)
∫
n∑nj=1 x j <n"oexp

n∑
j=1
x jη

µ(dx1) · · ·µ(dxn)
= exp (nΛ(η)− n"|η|)
∫
n∑nj=1 x j <n"o µ˜(dx1) · · · µ˜(dxn)
= exp (nΛ(η)− n"|η|)E

1n∑nj=1 X˜ j <n"o

= exp (nΛ(η)− n"|η|)P
¨1n n∑
j=1
X˜ j
< "
«
.
Lemman 2.7 kohdan l) ja luvun η valinnan nojalla
E

X˜

=
∫
R
xµ˜(dx) =
∫
R
xexp (ηx −Λ(η))µ(dx)
=
∫
R xexp (ηx)µ(dx)
exp (Λ(η))
=
∫
R xexp (ηx)µ(dx)
M(η)
=
1
M(η)
E [Xexp (ηX )] = Λ′(η)
= 0,
joten, suurten lukujen lain nojalla,
lim
n→∞P
¨1n n∑
j=1
X˜ j
< "
«
= 1. (4.7)
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Olkoon " ∈ (0,δ). Nyt
lim inf
n→∞
1
n
logP
¨1n n∑
j=1
X j
< δ
«
≥ lim inf
n→∞
1
n
logP
¨1n n∑
j=1
X j
< "
«
≥ lim inf
n→∞ log
1
n

exp (nΛ(η)− n"|η|)P
¨1n n∑
j=1
X˜ j
< "
«
= lim inf
n→∞
1
n

nΛ(η)− n"|η|+ logP
¨1n n∑
j=1
X˜ j
< "
«
= Λ(η)− "|η|+ lim inf
n→∞
1
n
logP
¨1n n∑
j=1
X˜ j
< "
«
= Λ(η)− "|η|.
Tästä saadaan edelleen ottamalla raja "→ 0
lim inf
n→∞
1
n
logP
¨
1
n
 n∑
j=1
X j
< δ
«
≥ Λ(η) = inf{Λ(λ) |λ ∈ R}
= −Λ∗(0),
joten todistuksen tämä osa on saatu vietyä loppuun.
Olkoon edelleen δ > 0 mielivaltainen. Oletetaan seuraavaksi, että
P{X > 0}> 0, ja P{X < 0}> 0,
mutta että tällä kertaa kaikilla rajoitetuilla S ⊂ R
P{X ∈ S}< 1. (4.8)
Tällöin jostakin indeksistä k ∈ N lähtien
P{X ∈ (0, k]}> 0 ja P{X ∈ [−k, 0)}> 0.
Määritellään kullakin tällaisella k ∈ N satunnaismuuttujat Xˆ , Xˆ1, Xˆ2, . . . , joilla on ja-
kaumat
P

Xˆ j ∈ B
	
= P
 
X j ∈ B
	  |X j| ≤ k	 , B ∈B .
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Nämä satunnaismuuttujat ovat iid, ja ne toteuttavat oletukset (4.5) ja (4.6), joten ne
toteuttavat epäyhtälön (4.4). Lisäksi kaikilla n ∈ N
P
¨
1
n
n∑
j=1
X j ∈ (−δ,δ)
«  |X j| ≤ k 1≤ j ≤ n	

= P
¨
1
n
n∑
j=1
Xˆ j ∈ (−δ,δ)
«
.
Merkitään Λk := ΛXˆ . Huomataan vielä, että kaikilla λ ∈ R
Λk(λ) = log
∫ k
−k
exp (λX )dµ− logP{X ∈ [−k, k]}. (4.9)
Ehdollisen todennäköisyyden tulosäännön nojalla pätee, että
P
¨
1
n
n∑
j=1
X j ∈ (−δ,δ)
«
≥ P
¨
1
n
n∑
j=1
X j ∈ (−δ,δ)
«⋂X j≤ k 1≤ j ≤ n	
= P
¨
1
n
n∑
j=1
X j ∈ (−δ,δ)
«  X j≤ k 1≤ j ≤ n	

P
X j≤ k 1≤ j ≤ n	
= P
¨
1
n
n∑
j=1
Xˆ j ∈ (−δ,δ)
«
P{X ∈ [−k, k]}n.
Nyt
lim inf
n→∞
1
n
logP
¨
1
n
n∑
j=1
X j ∈ (−δ,δ)
«
≥ logP{X ∈ [−k, k]}+ lim inf
n→∞
1
n
logP
¨
1
n
n∑
j=1
Xˆ j ∈ (−δ,δ)
«
≥ logP{X ∈ [−k, k]}+ inf{Λk(λ) |λ ∈ R}
= inf
¨
log
∫ k
−k
exp (λX )dµ
λ ∈ R
«
,
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Missä viimeinen yhtälö seurasi yhtälöstä (4.9) Tästä seuraa edelleen, että
lim inf
n→∞
1
n
logP
¨
1
n
n∑
j=1
X j ∈ (−δ,δ)
«
≥ lim inf
k→∞

inf
¨
log
∫ k
−k
exp (λX )dµ
λ ∈ R
«
. (4.10)
Merkitään
ak := inf
¨
log
∫ k
−k
exp (λX )dµ
λ ∈ R
«
.
Näin määritelty jono (ak) on kasvava, ja riittävän suurella k pätee −∞ < ak. Lisäksi,
koska
ak ≤ log
∫ k
−k
exp (0X )dµ≤ Λ(0) = 0,
jono on ylhäältä rajoitettu, ja sillä on siten olemassa raja
a = lim
k→∞ ak ∈ (−∞, 0].
Joukot ¨
λ ∈ R
 log
∫ k
−k
exp (λX )dµ≤ a
«
k ∈ N
muodostavat vähenevän jonon epätyhjiä joukkoja. Nämä joukot ovat lisäksi kompak-
teja, sillä ne ovat rajoitettuja jatkuvan funktion tasojoukkoja (Ks. Lemma 2.7 kohta l),
joten niiden leikkaus on epätyhjä. On siis olemassa λ0 ∈ R, jolle pätee riittävän suurella
k
log
∫ k
−k
exp (λ0X )dµ≤ a.
Lebesguen monotonisen konvergenssin lauseen nojalla
lim
k→∞ log
∫ k
−k
exp (λ0X )dµ= Λ(λ0).
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Epäyhtälöstä (4.10) saadaan nyt
lim inf
n→∞
1
n
logP
¨
1
n
n∑
j=1
X j ∈ (−δ,δ)
«
≥ a
≥ lim
k→∞ log
∫ k
−k
exp (λ0X )dµ
= Λ(λ0)
≥ inf{Λ(λ) |λ ∈ R}
= −Λ∗(0).
Epäyhtälö (4.4) saadaan todistettua loppuun huomaamalla, että mikäli
P{X > 0}= 0, tai P{X < 0}= 0,
niin
inf{Λ(λ) |λ ∈ R}= logP{X = 0},
joten
P
¨
1
n
n∑
j=1
X j ∈ (−δ,δ)
«
≥ P
¨
1
n
n∑
j=1
X j = 0
«
= P{X = 0}n = exp (n inf{Λ(λ) |λ ∈ R}).
= exp (−nΛ∗(0)).
Epäyhtälöstä (4.4) saadaan huomaamalla, että Λ∗X−x(·) = Λ∗X (· + x) (Lemma 2.7,
kohta o), että kaikilla x ∈ R ja δ > 0
lim inf
n→∞
1
n
logP
¨
1
n
n∑
j=1
X j ∈ (−δ+ x ,δ+ x)
«
= lim inf
n→∞
1
n
logP
¨
1
n
n∑
j=1
(X j − x) ∈ (−δ,δ)
«
≥ −Λ∗X−x(0) = −Λ∗(x).
Tämän avulla voidaan viimeistellä lauseen todistus. Olkoon nimittäin A mielivaltainen
avoin avaruuden R osajoukko. Tällöin kaikilla x ∈ A on olemassa δ > 0 s.e. (x −δ, x +
δ) ⊂ A. Nyt ylläolevan nojalla
lim inf
n→∞
1
n
logP
¨
1
n
n∑
j=1
X j ∈ A
«
≥ lim inf
n→∞
1
n
logP
¨
1
n
n∑
j=1
X j ∈ (x −δ, x +δ)
«
≥ −Λ∗X (x).
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Koska tämä pätee kaikilla x ∈ A, saadaan ottamalla infimum yli joukon A, että
lim inf
n→∞
1
n
logP
¨
1
n
n∑
j=1
X j ∈ A
«
≥ − infΛ∗X (x)  x ∈ A	.
4.2 Gärtnerin-Ellisin lauseen todistus
Kuten aikaisemmin olen todennut, Cramerin lause ja Gärtnerin-Ellisin lause on laajen-
nettu koskemaan jakaumia yleisemmissä topologisissa avaruuksia E kuin euklidises-
sa avaruudessa. Vaikka todistankin lauseet vain tapauksessa E = Rd , osa todistuksen
kohdista menee samalla tavalla myöskin yleisemmillä E, kuten topologisten vektoria-
varuuksien kohdalla. Tämän vuoksi jatkossa merkitään välillä E∗ = Rd , missä E∗ viittaa
tietysti avaruuden E duaaliin. Tunnetusti, kun E = Rd , niin E = E∗. Merkinnällä 〈λ, x〉,
missä x ∈ E ja λ ∈ E∗, tarkoitetaan avaruuden Rd tavallista pistetuloa. Tätä yleistys-
tä ei tarvita tässä tutkielmassa, ja ne esitetään tässä tyydyttämään kirjoittajan omaa
mielenkiintoa. Lisää suurista poikkeamista yleisemmissä avaruuksissa, katso [DZ98],
kappaleet 4,5,6 ja 7.
4.2.1 Suurten poikkeamien ylärajan todistus
Aloitetaan Gärtnerin-Ellisin lauseen suurten poikkeamien ylärajasta. Todistetaan tätä
varten seuraava versio eksponentiaalisesta Tsˆebysˆevin epäyhtälöstä.
Lemma 4.11. Olkoon X satunnaismuuttuja avaruudessa E = Rd . Nyt kaikilla λ ∈ E∗ =
Rd ja kaikilla mitallisilla B ∈B , joilla
inf{〈λ, b〉 | b ∈ B} ∈ R,
pätee
P{X ∈ B} ≤ exp (− inf{〈λ, b〉 | b ∈ B})E [exp (〈λ,X 〉)].
Todistus. Olkoon λ ∈ E∗ ja B ∈B . Tällöin, kun merkitään
〈λ,B〉 := {〈λ, b〉 | b ∈ B}
ja
exp (〈λ,B〉) := {exp (〈λ, b〉) | b ∈ B},
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pätee
P{X ∈ B} ≤ P{〈λ,X 〉 ∈ 〈λ,B〉}
= P{exp (〈λ,X 〉) ∈ exp (〈λ,B〉)}
≤ P{exp (〈λ,X 〉)≥ exp (inf{〈λ, b〉 | b ∈ B})}
≤ exp (− inf{〈λ, b〉 | b ∈ B})E [exp (〈λ,X 〉)].
Yllä viimeinen epäyhtälö saadaan tavanomaisesta Tsˆebysˆevin epäyhtälöstä. Sitä kutsu-
taan kirjallisuudessa usein Markovin epäyhtälöksi.
Lemman 4.11 avulla saadaan todistettua seuraava suurten poikkeamien yläraja
kompakteille tila-avaruuden osajoukoille. Yläraja on varsin yleinen, sillä se pätee myös
topologisissa vektoriavaruuksissa.
Lause 4.12. Olkoon Zn, n ∈ N, satunnaismuuttujia tila-avaruudessa E = Rd . Oletetaan,
että kaikilla λ ∈ Rdon olemassa satunnaismuuttujien Zn kumulantit generoivien funk-
tioiden
Λn := ΛZn
seuraavaa muotoa oleva raja
Λ(λ) := lim
n→∞
1
n
Λn(nλ).
Tällöin kaikilla kompakteilla B ⊂ E
lim sup
n→∞
1
n
logP{Zn ∈ B} ≤ − inf{Λ∗(x) | x ∈ B}.
Todistus. Olkoon B ⊂ E kompakti. Olkoon " > 0 mielivaltainen. Nyt kaikilla x ∈ B
pätee
min

Λ∗(x),"−1
	≤ Λ∗(x) = sup{〈λ, x〉 −Λ(λ) |λ ∈ E∗},
joten on olemassa sellainen λx ∈ E∗ = Rd , että
min

Λ∗(x),"−1
	≤ 〈λx , x〉 −Λ(λx). (4.13)
Funktio b 7→ 〈λx , b〉 on jatkuva, joten kaikilla x ∈ B on olemassa sellainen ympäristö
B(x ,δx), että kaikilla b ∈ B(x ,δx)
|〈λx , x − b〉|< ".
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Kaikilla x ∈ B saadaan eksponentiaalisesta Tsˆebysˆevin epäyhtälöstä (Lemma 4.11,
sijoitus λ= nλx), arvio
P{Zn ∈ B(x ,δx)} ≤ exp (− inf{n〈λx , b〉 | b ∈ B(x ,δx)})E [exp (n〈λx , Zn〉)]
= exp (− inf{n〈λx , b− x〉 | b ∈ B(x ,δx)})E [exp (n〈λx , Zn − x〉)],
josta edelleen saadaan joukon B(x ,δx) valinnan nojalla arvio
1
n
logP{Zn ∈ B(x ,δx)} ≤ 1n logE [exp (n〈λx , Zn − x〉)]− inf{〈λx , b− x〉 | b ∈ B(x ,δx)}
=
1
n
Λn(nλx)− 〈λx , x〉+ sup{〈λx , x − b〉 | b ∈ B(x ,δx)}
≤ 1
n
Λn(nλx)− 〈λx , x〉+ ".
Joukot B(x ,δx), x ∈ B, muodostavat joukon B avoimen peitteen, ja siten koska B on
kompakti, on olemassa joukon B äärellinen avoin peite
{B(x j,δ j)| j = 1,2, · · · ,N}.
Nyt
1
n
logP{Zn ∈ B} ≤ 1n logP
¦
Zn ∈ ∪Nj=1B(x j,δ j)
©
≤ 1
n
log

N∑
j=1
P

Zn ∈ B(x j,δ j)
	
≤ 1
n
log
 
N max

P

Zn ∈ B(x j,δ j)
	  j = 1,2, . . . ,N	
=
1
n
logN +
1
n
log
 
max

P

Zn ∈ B(x j,δ j)
	  j = 1,2, . . . ,N	
≤ 1
n
logN +max
¦
Λn(nλx j)− 〈λx j , x j〉| j = 1,2, . . . ,N
©
+ "
=
1
n
logN +Λn(nλb)− 〈λb, b〉+ "
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jollakin b ∈ B. Tällöin epäyhtälön (4.13) nojalla
limsup
n→∞
1
n
logP{Zn ∈ B} ≤ limsup
n→∞

1
n
logN +
1
n
Λn(nλb)− 〈λb, b〉

+ "
= Λ(λb)− 〈λb, b〉+ "
≤ −minΛ∗(b),"−1	+ "
≤ sup−minΛ∗(x),"−1	  x ∈ B	+ "
= − infminΛ∗(x),"−1	  x ∈ B	+ ".
Helposti nähdään, että
inf

min

Λ∗(x),"−1
	  x ∈ B	 −→
"→0 inf{Λ∗(x) | x ∈ B},
joten väiteen todistus saadaan vietyä loppun, kun otetaan edellisessä epäyhtälössä raja
"→ 0.
Suurten poikkeamien yläraja saadaan laajennettua kompakteilta joukoilta suljetuil-
le joukoille siinä tapauksessa, että suurin osa satunnaismuuttujien Zn jakaumien mas-
sasta on keskittynyt kompakteille joukoille. Tätä varten seuraava määritelmä ja lemma.
Määritelmä 4.14. Jakaumat µn avaruudessa E ovat eksponentiaalisesti tiiviit, mikäli
kaikilla α > 0 on olemassa sellainen kompakti joukko Bα ⊂ E, että
lim sup
n→∞
1
n
logµn(B
c
α
)≤ −α.
Lemma 4.15. Mikäli suurten poikkeamien yläraja pätee kompakteille joukoille B, ja sa-
tunnaismuuttujien Zn jakaumat ovat eksponentiaalisesti tiiviit, yläraja pätee myöskin sul-
jetuille joukoille B.
Todistus. Olkoon B ⊂ E suljettu tapahtuma, jolle inf{Λ∗(x) | x ∈ B}> 0 (Ks. huomautus
1.14). Tällöin, koska satunnaismuuttujien Zn jakaumat ovat eksponentiaalisesti tiiviit,
on olemassa sellainen kompakti joukko C ⊂ E, että
lim sup
n→∞
1
n
logP{Zn 6∈ C} ≤ − inf{Λ∗(x) | x ∈ C}.
Nyt joukko B ∩ C on kompakti, joten Lauseen 4.12 nojalla
limsup
n→∞
1
n
logP{Zn ∈ B ∩ C} ≤ − inf{Λ∗(x) | x ∈ B ∩ C} ≤ − inf{Λ∗(x) | x ∈ B}.
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Siispä eksponentiaalisen suppenemisnopeuden suurimman termin periaatteen (Lem-
ma 1.7) nojalla
lim sup
n→∞
1
n
logP{Zn ∈ B}
≤ lim sup
n→∞
1
n
log (P{Zn ∈ B ∩ C}+ P{Zn 6∈ C})
≤max
§
limsup
n→∞
1
n
logP{Zn ∈ B ∩ C}, lim sup
n→∞
1
n
logP{Zn 6∈ C}
ª
≤ − inf{Λ∗(x) | x ∈ B}.
Seuraava lause saattaa Gärtnerin-Ellisin lauseen suurten poikkeamien ylärajan to-
distuksen loppuun.
Lause 4.16. Olkoon Zn, n ∈ N, satunnaismuuttujia tila-avaruudessa E = Rd . Oletetaan,
että kaikilla λ ∈ Rdon olemassa satunnaismuuttujien Zn kumulantit generoivien funk-
tioiden
Λn := ΛZn
seuraavaa muotoa oleva raja
Λ(λ) := lim
n→∞
1
n
Λn(nλ),
ja että
0 ∈ int{λ <∞}.
Tällöin kaikilla suljetuilla B
limsup
n→∞
1
n
logP {Zn ∈ B} ≤ − inf{Λ∗(x)|x ∈ B}.
Todistus. Lauseen 4.12 ja Lemman 4.15 nojalla riittää osoittaa, että satunnaismuuttu-
jien Zn jakaumat ovat eksponentiaalisesti tiiviit.
Olkoon tätä varten α > 0 mielivaltainen. Koska 0 ∈ int{Λ<∞}, on olemassa
sellainen luku r > 0, että
Λ(re1)<∞ ja Λ(−re1)<∞,
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missä e1 on tietysti euklidisen avaruuden E = Rd luonnollisen kannan ensimmäi-
nen koordinaattivektori. Haluttu kompakti joukko tulee olemaan riittävän suuri kuutio
[−ρ,ρ]d . Mielivaltaiselle ρ > 0 Tsˆebysˆevin epäyhtälö antaa arvion
P

Zn 6∈ [−ρ,ρ]d
	≤ P{Zn · e1 6∈ [−ρ,ρ]}
= P{−Zn · e1 > ρ}+ P{Zn · e1 > ρ}
≤ E [exp (−nrZn · e1)]
exp (nrρ)
+
E [exp (nrZn · e1)]
exp (nrρ)
,
jolloin
limsup
n→∞
1
n
logP

Zn 6∈ [−ρ,ρ]d
	
≤ limsup
n→∞
1
n
log

E [exp (−nrZn · e1)]
exp (nrρ)
+
E [exp (nrZn · e1)]
exp (nrρ)

= max
§
lim sup
n→∞
1
n
log
E [exp (−nrZn · e1)]
exp (nrρ)
, limsup
n→∞
1
n
log
E [exp (nrZn · e1)]
exp (nrρ)
ª
= max
§
lim
n→∞
1
n
Λn(−nre1), limn→∞
1
n
Λn(nre1)
ª
− rρ
= max{Λ(−re1),Λ(re1)} − rρ.
Viimeinen lauseke menee kohti negatiivista ääretöntä, kunρ→∞. Siispä on olemassa
sellainen ρα > 0, että
limsup
n→∞
1
n
logP

Zn 6∈ [−ρα,ρα]d
	≤ −α.
Huomautus 4.17. Lauseen 4.12 todistus on samanlainen, kun E on topologinen vekto-
riavaruus. Siinä esiintyvä suurten poikkeamien yläraja saatiin laajennettua koskemaan
kaikkia suljettuja tila-avaruuden osajoukkoja osoittamalla, että satunnaismuuttujien
Zn jakaumat ovat eksponentiaalisesti tiiviit. Tämä seurasi oletuksesta
0 ∈ int{λ <∞}.
Huomaa, että eksponentiaalinen tiiviys ei välttämättä seuraa tästä oletuksesta yleisesti
topologisissa vektoriavaruuksissa E. Tällöin eksponentiaalinen tiiviys joudutaan tarkis-
tamaan tapauskohtaisesti.
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4.2.2 Suurten poikkeamien alarajan todistus
Cramérin lause todistettiin käyttämällä suurten lukujen lakia sopivasti keskitetyn vi-
non jakauman omaavien satunnaismuuttujien keskiarvoon. Gärtnerin-Ellisin lause ei
kuitenkaan puhu enää pelkästään iid satunnaismuuttujien keskiarvosta, joten tämän
keinon soveltaminen suoraan ei käy. Sen sijaan käytetään jo todistettua suurten poik-
keamien ylärajaa.
Lause 4.18. Olkoon Zn, n ∈ N, satunnaismuuttujia tila-avaruudessa E = Rd . Oletetaan,
että kaikilla λ ∈ Rdon olemassa satunnaismuuttujien Zn kumulantit generoivien funk-
tioiden
Λn := ΛZn
seuraavaa muotoa oleva raja
Λ(λ) := lim
n→∞
1
n
Λn(nλ).
Kaikilla avoimilla A⊂ Rd
lim inf
n→∞
1
n
logP{Zn ∈ A} ≥ − inf{Λ∗(x) | x ∈ A∩ F},
missä F on niiden funktiolle Λ∗ pilkottavien pisteiden joukko, joiden paljastava puolitaso
kuuluu joukkoon int{Λ<∞}.
Todistus. Olkoon A ⊂ Rd avoin joukko ja F kuten yllä. Riittää osoittaa, että kaikilla
x ∈ F
lim
δ→0+ lim infn→∞
1
n
logP{Zn ∈ B(x ,δ)} ≥ −Λ∗(x).
Tällöin, koska kaikilla x ∈ A∩ F on olemassa δ > 0, jolla B(x ,δ) ⊂ A, pätee
lim inf
n→∞
1
n
logP{Zn ∈ A} ≥ lim infn→∞
1
n
logP{Zn ∈ B(x ,δ)} ≥ −Λ∗(x).
Olkoon x ∈ F . Tällöin on olemassa sellainen λ ∈ int{Λ<∞}, että kaikilla z 6= x
Λ∗(x)−Λ∗(z)> 〈λ, x〉 − 〈λ, z〉.
Koska 1nΛn(nλ)
n→∞−→ Λ(λ) ja λ ∈ int{Λ<∞}, niin suurilla n
Λn(nλ)<∞.
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Tällöin voidaan määritellä uudet jakaumat µ˜n avaruudessa E Radon-Nikodymin deri-
vaatan
dµ˜n
dµn
(z) = exp (n〈λ, z〉 −Λn(nλ))
avulla. Olkoot Z˜n jakaumia µ˜n noudattavia satunnaismuuttujia avaruudessa E.
Kaikilla δ > 0
P{Zn ∈ B(x ,δ)}=
∫
B(x ,δ)
µn(dz)
=
∫
B(x ,δ)
exp (−n〈λ, z〉+Λn(nλ))µ˜n(dz)
= exp (Λn(nλ))
∫
B(x ,δ)
exp (−n〈λ, z〉)µ˜n(dz)
≥ exp (Λn(nλ))exp (inf{−n〈λ, z〉 | z ∈ B(x ,δ)})
∫
B(x ,δ)
µ˜n(dz)
= exp (Λn(nλ))exp (− sup{n〈λ, z〉 | z ∈ B(x ,δ)})P

Z˜n ∈ B(x ,δ)
	
,
joten
1
n
logP{Zn ∈ B(x ,δ)} ≥ 1nΛn(nλ)− sup{〈λ, z〉 | z ∈ B(x ,δ)}+
1
n
logP

Z˜n ∈ B(x ,δ)
	
=
1
n
Λn(nλ)− 〈λ, x〉 −δ|λ|+ 1n logP

Z˜n ∈ B(x ,δ)
	
,
missä |λ| := sup{〈λ, z〉 | z ∈ B(0, 1)}. On siis osoitettu, että
lim
δ→0+ lim infn→∞
1
n
logP{Zn ∈ B(x ,δ)}
≥ Λ(λ)− 〈λ, x〉+ lim
δ→0+ lim infn→∞
1
n
logP

Z˜n ∈ B(x ,δ)
	
≥ − sup{〈λ, x〉 −Λ(λ) |λ ∈ E∗}+ lim
δ→0+ lim infn→∞
1
n
logP

Z˜n ∈ B(x ,δ)
	
= −Λ∗(x) + lim
δ→0+ lim infn→∞
1
n
logP

Z˜n ∈ B(x ,δ)
	
,
joten riittää enää osoittaa
lim
δ→0+ lim infn→∞
1
n
logP

Z˜n ∈ B(x ,δ)
	
= 0.
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Merkitään Λ˜n := ΛZ˜n . Lauseen 4.16 oletukset ovat voimassa satunnaismuuttujille
Z˜n, nimittäin kaikilla ν ∈ E∗ on olemassa raja
lim
n→∞
1
n
Λ˜n(nν) = limn→∞
1
n
log
∫
E
exp (n〈ν, z〉)µ˜n(dz)
= lim
n→∞
1
n
log
∫
E
exp (n〈ν, z〉)exp (n〈λ, z〉 −Λn(nλ))µ(dz)
= lim
n→∞
1
n
log
∫
E
exp (n〈ν+λ, z〉)µ(dz)− lim
n→∞
1
n
Λn(nλ)
= lim
n→∞
1
n
Λn(n(ν+λ))− limn→∞
1
n
Λn(nλ)
= Λ(λ+ ν)−Λ(λ)
:= Λ˜(ν),
ja 0 ∈ int{Λ˜<∞}, sillä λ ∈ int{Λ<∞}, joten riittävän pienillä x
Λ˜(x) = Λ(λ+ x)−Λ(λ)<∞.
Niinpä kaikilla δ > 0 Lause 4.16 antaa arvion
lim sup
n→∞
1
n
logP

Z˜n 6∈ B(x ,δ)
	≤ − infΛ˜∗(y)  y ∈ B(x ,δ)c	,
sillä joukko B(x ,δ)c on suljettu. Lisäksi Lemman 2.7 kohdan c) nojalla funktio Λ˜∗ on hy-
vä suppenemisnopeusfunktio, joten se saavuttaa miniminsä suljetulla joukolla B(x ,δ)c.
Nyt on olemassa jokin z 6= x , jolle
lim sup
n→∞
1
n
logP

Z˜n 6∈ B(x ,δ)
	≤ −Λ˜∗(z).
Koska Λ∗(x)≥ 〈λ, x〉 −Λ(λ), pätee
Λ˜∗(z) = Λ∗(z)− 〈λ, z〉+Λ(λ)
≥ Λ∗(z)− 〈λ, z〉 − (Λ∗(x)− 〈λ, x〉)
> 0
Missä viimeinen arvio seurasi siitä, että λ on pisteen x paljastava puolitaso.
On siis osoitettu, että kaikilla δ > 0
limsup
n→∞
1
n
logP

Z˜n 6∈ B(x ,δ)
	
< 0.
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Tämä on mahdollista vain, jos
logP

Z˜n 6∈ B(x ,δ)
	 n→∞−→ −∞,
joka on mahdollista vain, mikäli
P

Z˜n 6∈ B(x ,δ)
	 n→∞−→ 0,
eli
P

Z˜n ∈ B(x ,δ)
	 n→∞−→ 1.
Niinpä kaikille δ > 0 pätee
lim inf
n→∞
1
n
logP

Z˜n ∈ B(x ,δ)
	
= 0.
Tällöin tietysti myös
lim
δ→0+ lim infn→∞
1
n
logP

Z˜n ∈ B(x ,δ)
	
= 0.
Lauseen todistus voidaan viedä konveksin analyysin tulosten avulla loppuun. To-
distuksen tämä osa sivuutetaan.
Lause 4.19. Olkoon Zn, n ∈ N, satunnaismuuttujia tila-avaruudessa E = Rd . Oletetaan,
että kaikilla λ ∈ Rdon olemassa satunnaismuuttujien Zn kumulantit generoivien funk-
tioiden
Λn := ΛZn
seuraavaa muotoa oleva raja
Λ(λ) := lim
n→∞
1
n
Λn(nλ).
Oletetaan lisäksi, että Λ on olennaisesti sileä ja alhaalta puolijatkuva. Tällöin kaikilla
avoimilla A⊂ Rd
lim inf
n→∞
1
n
logP{Zn ∈ A} ≥ − inf{Λ∗(x) | x ∈ A}.
Todistus. Ks. [DZ98] Lause 2.3.6 sivulla 44.
44
Luku 5
Suurten poikkeamien periaate
satunnaiskulun nopeudelle
satunnaisessa ympäristössä
5.1 Satunnaiskulku satunnaisessa ympäristössä
Syntymä- ja kuolemaketju luonnollisilla luvuilla on stationaarinen Markovin ketju X =
(Xn)n∈N, joka lähtee origosta ja joka jokaisella ajanhetkellä voi siirtyä joko eteen tai
taaksepäin, mutta ei voi jäädä paikoilleen. Kussakin tilassa x ∈ Z todennäköisyyksiä
siirtyä eteen- tai taaksepäin kutsutaan siirtymätodennäköisyyksiksi, ja ne eivät siis riipu
ajasta, koska kyseessä on stationaarinen Markovin ketju. Sen sijaan siirtymätodennä-
köisyydet voivat kussakin tilassa saada eri arvoja. Satunnaiskulku on syntymä- ja kuole-
maketjun erityistapaus, jossa siirtymistodennäköisyydet eteen ja taakse ovat tiloittain
samansuuruisia.
Tässä kappaleessa käsiteltävä satunnaiskulku satunnaisessa ympäristössä yleistää
tätä satunnaiskulun määritelmää sallimalla siirtymätodennäköisyyksien olevan satun-
naisia. Oletus tiloittain kiinteistä siirtymätodennäköisyyksistä korvataan tällöin sillä,
että siirtymätodennäköisyydet eteen ovat tiloittain samoin jakautuneita ja riippumat-
tomia.
Tutkielmassa oletan, että lukija tuntee satunnaiskulun ja Markovin ketjujen teori-
aa jonkin verran. Liittestä A löytyy hyvin pintapuolisesti käsiteltynä peruskäsitteistöä,
kuten mitä tarkoitetaan satunnaiskulun palautuvuudella.
Tässä kappaleessa johdan suurten poikkeamien periaatteen tällaisen satunnaisku-
lun nopeudelle riippuen siirtymätodennäköisyyksien jakaumasta. Tulos löytyy kirjasta
[DH08].
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5.2 Perusmääritelmiä
Määritellään ensin formaalisti satunnaiskulku satunnaisessa ympäristössä. Olkoon tätä
varten ympäristö Y = (Yx)x∈Z kokoelma iid satunnaismuuttujia välillä (0, 1), joilla on
yhteinen jakauma α. Kuten satunnaiskulkua satunnaisessa ympäristössä käsittelevässä
kirjallisuudessa on tapana, merkitään jatkossa
ω := Y (ω) ja ωx := Yx(ω),
kun x ∈ Z. Määritellään sitten kiinnitetyllä ω ∈ (0, 1)Z satunnaiskulku X avaruudessa
Z, joka lähtee pisteestä X0 = 0, ja jolla on satunnaiset siirtymätodennäköisyydet
Pω{Xn+1 = y | Xn = x}=

ωx jos y = x + 1,
1−ωx jos y = x − 1,
0 muuten.
Kutsutaan näiden siirtymätodennäköisyyksien määrittämää jakaumaa satunnaiskulun
X sammutetuksi jakaumaksi (quenched law) ja käytetään siitä merkintää Pω.
Määritelmä 5.1. Olkoot X ja Y kuten yllä. Tällöin X on satunnaiskulku satunnaisessa
ympäristössä Y .
Satunnaiskulku X on siis mikä tahansa diskreettiaikainen stokastinen prosessi luon-
nollisilla luvuilla, jolla on ympäristön ω ∈ (0,1)Z antamien siirtymätodennäköisyyk-
sien yksikäsitteisesti määrittämä jakauma Pω. Huomaa, että kullakin ω määriteltiin
oma satunnaiskulku X , mutta tätä ei ilmaistu esimerkiksi lisäämällä satunnaiskululle
X alaindeksi Xω. Sen sijaan alaindeksi ω näkyy jakaumassa Pω. Tämä on jälleen kirjal-
lisuudesta poimittu konventio.
Seuraavat merkinnät tulevat käyttöön jatkossa.
Merkintä 5.2. Olkoon ω ∈ (0,1)Z, f : Z→ R kuvaus ja Z satunnaismuuttuja avaruu-
dessa Z. Jatkossa merkitään
Eω [ f (Z)] :=
∫
f (z)dPω(z).
Tällä merkinnällä tarkoitetaan, että odotusarvo otetaan jakauman Pω suhteen.
Merkintä 5.3. Olkoon Z = (Zx)x∈Z satunnaismuuttuja avaruudessa (0, 1)Z. Jatkossa
merkitään
Eα [Z] :=
∫
ZdαZ
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ja
Eα [Zx] :=
∫
Zxdα, x ∈ Z.
Näillä merkinnöillä tarkoitetaan, että odotusarvot otetaan jakaumien αZ ja α suhteen.
Satunnaiskulun X sammutettujen jakaumien Pω, ω ∈ (0,1)Z, ja ympäristön Y ja-
kauman αZ tulomittojen
αZ × Pω
avulla voidaan määritellä satunnaiskulun X sulautettu jakauma PX . Jos nimittäin B ∈B(ZN), niin
PX (B) :=
∫
Pω(B)α
Z(dω) = Eα

P·(B)

.
Huomautus 5.4. Vaikka stokastinen prosessi X on Markovin ketju sammutettujen jakau-
mien Pω suhteen, Markovin ominaisuus ei välttämättä enää päde sulautetun jakauman
PX suhteen.
Määritelmä 5.5. Jonkin ominaisuuden sanotaan pätevän ω-melkein varmasti, jos on
olemassa sellainen A ∈ B((0,1)Z), että kyseinen ominaisuus pätee kaikille ω ∈ A, ja
jolle
αZ(A) = 1.
Esimerkki 5.6. Satunnaiskulku X satunnaisessa ympäristössä Y onω-melkein varmas-
ti palautuva, jos on olemassa sellainen A ∈ B((0,1)Z), että kaikilla ω ∈ A satunnais-
kulku (X ,ω) on palautuva.
Merkitään jatkossa
ρx :=
1− Yx
Yx
.
Oletetaan jatkossa, että α on ei-degeneroitunut, eli että on olemassa A∈B((0, 1)),
jolle
α(A) ∈ (0, 1).
Tämä tarkoittaa yksinkertaisesti sitä, että kyseessä on satunnnaiskulku aidosti satun-
naisessa ympäristössä. Oletetaan lisäksi, että satunnaiskulkija ei lepää, eikä koskaan
tiedä varmasti minne on menossa, eli että
supp(α) ⊆ (0,1).
Oletetaan jatkossa myös, että
supp(α)∩ (0, 1
2
) 6= ;
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ja
supp(α)∩ (1
2
,1) 6= ;,
eli että satunnaiskulkija on sananmukaisesti kujalla, eikä ole koskaan täysin varma
suunnasta.
5.3 Satunnaiskulun nopeus satunnaisessa ympäristös-
sä
Seuraavat tulokset karakterisoivat satunnaiskulun X nopeuden satunnaisessa ympäris-
tössä Y . Todistukset sivuutetaan.
Lause 5.7. Satunnaiskulku X satunnaisessa ympäristössä Y on ω-melkein varmasti
• palautuva, jos
Eα [logρ0] = 0.
• vasemmalle väistyvä, jos
Eα [logρ0]> 0.
• oikealle väistyvä, jos
Eα [logρ0]< 0.
Todistus. Ks. [Sol75].
Lause 5.8 (Solomon). On olemassa να ∈ R, jolle
Pω
§
lim
n→∞
1
n
Xn = να
ª
= 1 ω-melkein varmasti.
Lisäksi
να =

1−Eα[ρ0]
1+Eα[ρ0]
, jos Eα [ρ0]< 1
1−Eα[ρ−10 ]
1+Eα[ρ−10 ]
, jos Eα

ρ−10

< 1
0 , jos 1Eα[ρ0] ≤ 1≤ Eα

ρ−10

.
Todistus. Ks. [Sol75].
Huomautus 5.9. Satunnaiskulun nopeus voi siis satunnaisessa ympäristössä olla nol-
la, vaikka kyseessä olisi väistyvä satunnaiskulku. Tämä johtuu siitä, että satunnainen
ympäristö hidastaa kulkijaa.
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Symmetrian vuoksi voimme jatkossa olettaa, että
Eα [logρ0]≤ 0,
eli että satunnaiskulku X satunnaisessa ympäristössä Y on palautuva tai oikealle väis-
tyvä.
5.4 Suurten poikkeamien periaate satunnaiskulun osu-
mahetkille satunnaisessa ympäristössä
Olkoon Tx = inf{n ∈ N |Xn = x} osumahetki pisteeseen x ∈ Z. Merkitään τx := Tx −
Tx−1, x ∈ Z.
Huomautus 5.10. τ1 = T1.
Olkoon kullakin ω ja kullakin x ∈ Z funktio Λωx : R→ (−∞,∞],
Λωx (r) := logEω [exp (rTx)]
osumahetken Tx kumulantit generoiva funktio jakaumalla Pω.
5.4.1 Kumulantit generoivien funktioiden raja
Seuraava Lause, jonka mukaan satunnaiskulun osumahetket origon oikealle puolelle
toteuttavat heikon version suurten poikkeamien periaatteesta, todistetaan käyttämäl-
lä Gärtnerin-Ellisin lausetta. Tätä varten seuraava lemma, jonka mukaan satunnais-
muuttujain Zx :=
1
x Tx kumulantit generoivilla funktioilla on Gärtnerin-Ellisin lausees-
sa esiintyvää muotoa oleva, jakaumista ω riipppumaton, deterministinen rajafunktio
ω-melkein varmasti. Lemman todistuksessa käytetään ergoditeorian peruskäsitteitä ja
tuloksia, joita olen lyhyesti listannut liitteessä A.
Lemma 5.11. Kaikilla r ∈ R
lim
x→∞
1
x
Λωx (r) =
∫
logEω [exp (rτ1)]α
Z(dω) ω-melkein varmasti.
Todistus. Koska kaikilla ω satunnaismuuttujat τx ovat riippumattomia, pätee kullakin
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ω ja x ≥ 1
Λωx (r) = logEω [exp (rTx)] = logEω

exp

r
x∑
y=1
τy

= logEω

x∏
y=1
exp
 
rτy

= log
x∏
y=1
Eω

exp
 
rτy

=
x∑
y=1
logEω

exp
 
rτy

=
x∑
y=1
logEσy−1ω [exp (rτ1)], (5.12)
missä σ on siirto-operaatio vasemmalle, so.
(σω)y =ωy+1 kaikilla y ∈ Z.
Koska funktiolle f : (0, 1)Z→ (0,1)Z,
f (ω) = logEω [exp (rτ1)]
pätee f ∈ L1(αZ) ja siirto-operaatio σ on ergodinen, seuraa nyt yhtälöstä (5.12) ja
Birkhoffin ergodisuuslauseesta A.32, että ω-melkein varmasti
lim
x→∞
1
x
Λωx (r) =
∫
logEω [exp (rτ1)]α
Z(dω).
Merkitään jatkossa tätä ω:sta riippumatonta rajafunktiota seuraavasti
Λ(r) :=
∫
logEω [exp (rτ1)]α
Z(dω) = Eα

Λω1 (r)

.
5.4.2 Kumulantit generoivien funktioiden rajan ja sen Fenchel-Legendre
muunnoksen analyysi
Se, kuinka laajasti Gärtnerin-Ellisin lause on voimassa riippui funktion Λ ominaisuuk-
sista. Siispä tässä vaiheessa täytyy analysoida tätä funktiota. Osoittautuu, että monet
Gärtnerin-Ellisin lauseen oletuksista eivät pidä paikkaansa. Tämän kappaleen todistuk-
set ovat suoraan lähteestä [DH08], eikä niiden yksityiskohtia ole tarkoituksenmukaista
käydä tässä tarkasti läpi.
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Tarkastellaan ensin momentit generoivia funktiota
Mω1 (r) := Eω [exp (rτ1)].
Seuraavan lemman mukaan sen arvot ovatω-melkein varmasti äärellisiä vain ei-positiivisilla
r. Lisäksi lemma antaa tällöin niille ω-melkein varmasti suppenevan esityksen päätty-
mättömänä jakolaskuna.
Lemma 5.13. Pätee ω-melkein varmasti, että
a) kun r ≤ 0, on olemassa raja
Mω1 (r) =
1
exp (−r)(1+ρ0)− ρ0exp(−r)(1+ρ−1)− ρ−1...
.
b) kun r > 0,
Mω1 (r) =∞.
Todistus. Kohdan a) todistus. Olkoon r ≤ 0 tällöin, koska rτ1 ≤ 0, pätee kaikilla ω
0< Mω1 (r)≤ 1.
Tehdään seuraava hajotelma:
τ1 = 1X1=1 + 1X1=−1(1+τ
∗
1 +τ
∗∗
1 ),
missä τ∗1 on ensimmäinen osumahetki pisteeseen 0 satunnaiskululle, joka lähtee pis-
teestä −1 ja jolla on jakauma
Pω

τ∗1 ∈ ·
	
= Pσ−1ω{τ1 ∈ ·},
ja τ∗∗1 on ensimmäinen osumahetki pisteeseen 1 polulle joka lähtee pisteestä 0 ja jolla
on jakauma
Pω

τ∗∗1 ∈ ·
	
= Pω{τ1 ∈ ·},
ja joka on riippumaton satunnaismuuttujasta τ∗1 ehdolla τ
∗
1 <∞.
Saadaan
Mω1 (r) = Eω [exp (rτ1)] =ω0exp (r) + (1−ω0)exp (r)Mσ−1ω1 (r)Mω1 (r).
josta edelleen, koska ρ0 = (1−ω0)/ω0, saadaan rekursiokaava
Mω1 =
1
exp (−r)(1+ρ0)−ρ0Mσ−1ω1 (r) .
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Se että tämä rekursiokaava tuottaa ω-melkein varmasti suppenevan jonon, seuraa ta-
vanomaisin argumentein.
Kohdan b) todistus. Olkoon r > 0 ja olkoon
A=

ω ∈ (0, 1)Z Mω1 (r) =∞	.
Yhtälöstä (5.4.2) saadaan, että σ−1(A) = A, joten koska σ ergodinen, pätee αZ(A) ∈
{0,1}.
Olkoon N ∈ N ja
BN :=
§
ω ∈ (0, 1)Z
ωx < 12, kun − 1≤ x ≤ 0
ª
.
Tällöin koska supp(α) ∩ [12 , 1) 6= ; ja supp(α) ∩ (1, 12] 6= ;, pätee αZ(BN ) > 0. Olkoon
nyt ω(N) ∈ (0,1)Z, jolle
ω(N)x =
¨
1
2 kun − N ≥ x ≥ 0
ωx muuten.
Helposti seuraa, että kaikilla ω ∈ BN
Mω1 (r)≥ Eω(N) [exp (rτ1)].
Koska tavallinen, ei-satunnaisessa ympäristössä kulkeva satunnaiskulku on origoon pa-
lautuva, oikea puoli menee kohti ääretöntä tasaisesti joukossaBN , kun N →∞. Siispä
kaikilla K > 0 on olemassa Nr,K ∈ N, jolla
Mω1 (r)≥ K kaikilla ω ∈ BNr,K .
Siispä myös
Mσ
−1ω
1 (r)≥ K kaikilla ω ∈ BNr,K+1,
joten yhtälöstä (5.4.2) seuraa, että
Mω1 (r)≥ exp (r)(ω0 + (1−ω0)KMω1 (r))≥ K2 exp (r)M
ω
1 (r) kaikilla ω ∈ BNr,K+1.
Nyt kun K ≥ 2exp (−r), on pakko olla Mω1 (r) =∞, joten tällaisilla K BNr,K ⊆ A, joten
αZ(A)> 0, ja siis αZ(A) = 1.
Lemma 5.14 (Funktion Λ ja sen Fenchel-legendre muunnoksen Λ∗ ominaisuuksia).
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a) 0 6∈ int{Λ<∞}
b) Λ on jatkuva, aidosti kasvava ja aidosti konveksi välillä (−∞, 0]
c) Λ on analyyttinen välillä (−∞, 0).
d) Λ(0) = 0 ja limr→−∞Λ(r) = −∞
e) limr→0− ddrΛ(r) =
1
να
ja limr→−∞ ddrΛ(r) = 1
f) Λ ei ole jyrkkä
g) Λ∗(1) = Eα [log(1+ρ0)].
h) F = [1, 1να ), missä F on niiden funktiolle Λ
∗ pilkottavien pisteiden joukko, joiden pal-
jastavat puolitasot kuuluvat joukkoon int{Λ<∞}
i) Λ∗(x) = 0, kun x ≥ 1να ja Λ∗(x) =∞, kun x < 1.
Todistus.
a) Seuraa suoraan Lemmasta 5.13.
b) Kaikilla ω kumulantit generoiva funktio r 7→ Λ1
ω
(r) on aidosti konveksi ja kasvava,
ja nämä ominaisuudet säilyvät kun otetaan keskiarvo mitan αZ suhteen.
c) Kaikilla ω funktio kumulantit generoiva funktio r 7→ Λ1
ω
(r) on analyyttinen, ja
koska se on lisäksi tasaisesti integroituva joukossa r < 0, analyyttisyys säilyy, kun
otetaan keskiarvo mitan αZ suhteen.
d) Nämä ominaisuudet pätevät kaikillaω funktiolle r 7→ Λ1
ω
(r), ja säilyvät kun otetaan
keskiarvo.
e) Pätee
d
dr
Λ(r) =
∫
∂
∂ r
logEω [exp (rτ1)]α
Z(dω)
ja kaikilla ω
∂
∂ r
logEω [exp (rτ1)] =
Eω [τ1exp (rτ1)]
exp (rτ1)
.
Koska τ≥ 1, seuraa
lim
r→−∞
d
dr
Λ(r) = 1,
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ja
lim
r→0−
d
dr
Λ(r) =
∫
Eω [τ1]α
Z(dω).
Hajotelmasta
τ1 = 1X1=1 + 1X1=−1(1+τ
∗
1 +τ
∗∗
1 )
seuraa kaikilla ω
Eω [τ1] =ω0 + (1−ω0)(1+ Eσ−1ω [τ1] + Eω [τ1]),
siis
Eω [τ1] = (1+ρ0) +ρ0Eσ−1ω [τ1],
josta edelleen∫
Eω [τ1]α
Z(dω) = 1+ Eα [ρ0] + Eα [ρ0]
∫
Eω [τ1]α
Z(dω).
On osoitettu ∫
Eω [τ1]α
Z(dω) =
1+ Eα [ρ0]
1− Eα [ρ0] =
1
να
.
f) Seuraa Lemmasta 5.13 ja tämän lemman kohdasta e).
g) Ks. [DH08] Exercise VII.17 ratkaisu sivulla 130.
h) Seuraa kohdista b) c) ja e).
i) Seuraa kohdista b) c) ja e).
Lemman 5.14 avulla voidaan luonnostella funktioiden Λ ja Λ∗ kuvaajat, ks. kuvat
5.1 ja 5.2.
5.4.3 Gärtnerin-Ellisin lauseen implikaatio satunnaiskulun osuma-
hetkille
Lause 5.15. Osumahetket Tx = inf{n ∈ N |Xn = x} toteuttavat seuraavat suurten poik-
keamien arviot ω-melkein varmasti:
54
Kuva 5.1: Funktio Λ luonnosteltuna.
Kuva 5.2: Funktion Λ Fenchel-Legendre muunnos Λ∗ luonnosteltuna. Kuvassa on käy-
tetty merkintöjä 〈X 〉 := Eα [X ] ja ρ = ρ0. Lähde: [DH08] Fig. 13 sivulla 77.
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a) Kaikilla kompakteilla B ∈B(R)
lim sup
x→∞
1
x
logP
§
1
x
Tx ∈ B
ª
≤ − inf{Λ∗(y) | y ∈ B}.
b) Kaikilla avoimilla A⊂ R
lim inf
x→∞
1
x
logP
§
1
x
Tx ∈ A
ª
≥ − inf{Λ∗(y) | y ∈ A}.
Todistus. Seuraa suoraan Gärtnerin-Ellisin lauseen todistuksesta, ja Lemmoista 5.14 ja
5.11. Koska F = [1, 1να ), missä F on funktiolle Λ
∗ pilkottavien pisteiden joukko, joiden
paljastavat puolitasot kuuluvat joukkoon int{Λ<∞}, ja Λ∗(x) = 0, kun x ≥ 1να ja
Λ∗(x) =∞, kun x < 1, ja koska suurten poikkeamien alaraja saadaan suoraan avoi-
mille joukoille A⊂ (−∞, 1)∪ [1,∞), niin Gärtnerin-Ellisin lauseen suurten poikkea-
mien alaraja saadaan pätemään mielivaltaisille avoimille joukoille myös ilman oletusta
olennaisesta sileydestä.
Huomautus 5.16. Samalla tavalla päättelemällä saadaan myös vastaava lause satun-
naiskulun osumahetkille nollaa pienempiin luonnollisiin lukuihin. Tällöin suppenemis-
nopeusfunktioksi saadaan funktion
Λ˜(x) :=
∫
logEω

1τ−1<∞exp (rτ−1)

Fenchel-Legendre muunnos Λ˜∗. Ks. [DH08] Lemma VII.9, todistus sivulla 77.
5.4.4 Suurten poikkeamien periaate
Lause 5.17. Olkoon X satunnaiskulku satunnaisessa ympäristössä Y . Satunnaismuuttu-
jat Zn :=
1
nXn toteuttavat ω-melkein varmasti suurten poikkeamien periaatteen determi-
nistisellä suppenemisnopeusfunktiolla I,
I(x) =

xEα [logρo]− xΛ∗( 1x ) kun x ∈ [−1, 0),
0 kun x = 0,
xΛ∗( 1x ) kun x ∈ (0,1],
∞ muuten.
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Todistus. Osoitetaan, että kaikilla x ∈ R
lim
n→∞
1
n
logP
§
Xn
n
∈ [x ,∞)
ª
= −I(x) (5.18)
ja
lim
n→∞
1
n
logP
§
Xn
n
∈ (−∞, x]
ª
= −I(x), (5.19)
jolloin, koska funktio I on konveksi, Lemman 1.18 nojalla saadaan suurten poikkea-
mien periaate.
Osoitetaan ensin suurten poikkeamien raja-arvot (5.18) ylhäältä rajoittamattomille
väleille [x ,∞), x ∈ R.
On selvää, että kun x > 1, nämä raja-arvot ovat äärettömyydessä. Lauseen 5.8
nojalla ω-melkein varmasti
lim
n→∞
1
n
logPω
§
Xn
n
∈ [x ,∞)
ª
= 0,
kun x < 0.
Tapaus x = 1 saadaan vahvasta suurten lukujen laista, sillä kaikilla ω
Pω
§
Xn
n
≥ 1
ª
= Pω{Xn = n}=
n−1∏
x=0
ωx ,
joten vahvan suurten lukujen lain nojalla ω-melkein varmasti
lim
n→∞
1
n
logPω
§
Xn
n
≥ 1
ª
= lim
n→∞
1
n
log
n−1∏
x=0
ωx
= lim
n→∞
1
n
n−1∑
x=0
logωx
= Eα [logω0]
= −Eα [log(1+ρ0)]
= −I(1),
missä viimeinen yhtälö seurasi Lemman 5.14 kohdasta g) ja funktion I määritelmästä.
Olkoon sitten x ∈ (0,1). Mitan monotonisuuden nojalla kaikilla ω pätevät arviot
Pω{Xn ≥ bxnc} ≤ Pω

Tbxnc ≤ n
	
= Pω
§
1
xn
Tbxnc ≤ 1x
ª
.
57
Lauseen 5.15 suurten poikkeamien ylärajan nojalla pätee ω-melkein varmasti, että
limsup
n→∞
1
bxnc logPω
§
1
bxncTbxnc ≤
1
x
ª
≤ − inf
§
Λ∗(y)
y ≤ 1x
ª
.
Suurimman termin periaatteen nojalla pätee ω-melkein varmasti, että
lim sup
n→∞
1
bxnc logPω
§
1
xn
Tbxnc ≤ 1x
ª
= lim sup
n→∞
1
bxnc logPω
§
1
bxncTbxnc ≤
1
x
ª
,
joten Lauseen 5.15 suurten poikkeamien ylärajan nojalla
lim sup
n→∞
1
n
logPω{Xn ≤ bxnc} ≤ lim sup
n→∞
bxnc
bxncn logPω
§
1
xn
Tbxnc ≤ 1x
ª
≤ x limsup
n→∞
1
bxnc logPω
§
1
bxncTbxnc ≤
1
x
ª
≤ −x inf
§
Λ∗(y)
 y ≤ 1x
ª
.
Koska Λ∗ on vähenevä koko reaalilukuvälillä, pätee
inf
§
Λ∗(y)
 y ≤ 1x
ª
= Λ∗

1
x

,
joten
inf
§
yΛ∗

1
y
 y ∈ [x ,∞)ª= xΛ∗1x

.
On osoitettu, että ω-melkein varmasti
limsup
n→∞
1
n
logPω
§
1
n
Xn ≥ x
ª
≤ lim sup
n→∞
1
n
logPω{Xn ≥ bxnc} ≤ − inf
§
yΛ∗

1
y
 y ≥ xª.
Suurten poikkeamien yläraja on näin todistettu väleille [x ,∞), x ∈ (0,1).
Todistetaan sitten suurten poikkeamien alaraja väleille [x ,∞), x ∈ (0, 1). Olkoon
tätä varten " > 0. Tällä kertaa voidaan arvioida seuraavasti:
Pω{Xn ≥ bxnc} ≥ Pω

n≤ Tbxnc+b"nc ≤ n+ b"nc
	
≥ Pω
§
1
x + "
<
1
xn+ "n
Tbxnc+b"nc <
1+ "
x + "
ª
.
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Jälleen pätee ω-melkein varmasti, että
lim inf
n→∞
1
xn+ "n
logPω
§
1
x + "
<
1
xn+ "n
Tbxnc+b"nc <
1+ "
x + "
ª
= lim inf
n→∞
1
bxn+ "nc logPω
§
1
x + "
<
1
bxn+ "ncTbxnc+b"nc <
1+ "
x + "
ª
,
joten Lauseen 5.15 suurten poikkeamien alarajan nojalla pätee
lim inf
n→∞
1
n
logPω{Xn ≥ bxnc}
≥ lim inf
n→∞
x + "
xn+ "n
logPω
§
1
x + "
<
1
xn+ "n
Tbxnc+b"nc <
1+ "
x + "
ª
= lim inf
n→∞
x + "
bxn+ "nc logPω
§
1
x + "
<
1
bxn+ "ncTbxnc+b"nc <
1+ "
x + "
ª
= −(x + ") inf
§
Λ∗(y)
 y ∈  1x + " , 1+ "x + "
ª
= −(x + ") inf
§
Λ∗

1
y
y ∈  1x + " , 1+ "x + "
ª
= −(x + ")Λ∗

1+ "
x + "

.
Viimeinen yhtälö seurasi siitä, että funktio Λ∗ on vähenevä koko reaalilukuvälillä.
Ottamalla raja "→ 0 saadaan ylläolevasta arvio
lim inf
n→∞
1
n
logPω {Xn ≥ bxnc} ≥ − inf {yΛ∗(1/y)|y ≥ x} ,
joten, koska
Pω{Xn ≥ xn}= Pω{Xn ≥ bxnc} − Pω{Xn = bxnc},
saadaan suurimman termin periaatteen, eli Lemman 1.8, nojalla myöskin suurten poik-
keamien alaraja väleille [x ,∞]).
Todistetaan vielä tapaus x = 0. Koska kaikilla θ ∈ (0, 1)
lim inf
n→∞
1
n
logPω
§
Xn
n
≥ 0
ª
≥ lim inf
n→∞
1
n
logPω
§
Xn
n
≥ θ
ª
≥ −I(θ ),
ja I(θ )→ 0 kun θ → 0, niin
lim
n→∞
1
n
logPω
§
Xn
n
≥ 0
ª
= 0.
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Suuret poikkeamat väleille (−∞, x], x ∈ R voidaan todistaa täysin samalla tavalla.
Ensin tulisi todistaa Lauseen 5.15 vastine osumahetkille alaspäin (ks. huomautus 5.16).
Tämän jälkeen voitaisiin osoittaa, että kaikilla r
Λ˜(r) = Eα [log(ρo)]Λ(r).
Tästä seuraisi, että
I(x) = xEα [logρo]− xΛ∗

1
x

, kun x ∈ [−1, 0).
Todistuksen tämä osa sivuutetaan, katso yksityiskohdat [DH08] Lemma VII.9, todistus
sivulla 77.
Kun nyt on todistettu suuret poikkeamat ylhäältä rajoittamattomille ja alhaalta ra-
joittamattomille väleille, saadaan täysi suurten poikkeamien periaate Lemman 1.18
nojalla, sillä funktio I on konveksi funktio.
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Luku 6
Johtopäätökset
Suurten poikkeamien teoria on enemmän kuin pelkkä suurten lukujen lain ja keskeisen
raja-arvolauseen laajennus, sillä teorian keskeisten käsitteiden abstrahoinnilla se on
saatu koskemaan paljon monimutkaisempiakin tilanteita. Gärtnerin-Ellisin lause vas-
taa lähes täydellisesti kysymykseen stokastisen prosessin suurten poikkeamien periaat-
teen mukaisesta rajakäytöksestä.
Parhaimmillaan teoria on hienostunut yhdistelmä todennäköisyysteoriaa ja mate-
maattista analyysia. Todistuksissa joudutaan usein turvautumaan suppenemisnopeus-
funktion analyyttisiin ominaisuksiin ja todennäköisyysteorian arvioihin. Teoriassa ja
sitä sovellettaessa joudutaan todennäköisyysteorian lisäksi yhdistelemään monia ma-
tematiikan osa-alueita, kuten ergoditeoriaa, konveksia analyysiä ja topologiaa, mikä
tekee siitä mielenkiintoisen ja kauniin kokonaisuuden. Lisäksi teorialle löytyy sovel-
luksia mitä erinäisimmiltä alueilta. Tämä tekee siitä mainion sovelletun matematiikan
tutkimuskohteen.
Kuten alan kirjallisuudessa usein mainitaan, ei ole olemassa yhtä ainutta suurten
poikkeamien teoriaa, joka vastaisi kaikkiin kysymyksiin poikkeavien todennäköisyyk-
sien rajakäytöksestä. Tilannekohtaisesti saatetaan olla kiinnostuneita suurten poikkea-
mien periaatetta hienommista arvioista. Suurten poikkeamien periaate on kuitenkin
aina hyvä lähtökohta sen monikäyttöisyyden ja joustavuuden ansiosta.
Tässä tutkielmassa tehtiin vain pieni pintaraapaisu koko aihepiiriin, mikä on tietys-
ti täysin luonnollista, jos ottaa huomioon kuinka laajalle teoria ulottuu suurten poik-
keamien periaatteen ja Cramerin ja Gärtnerin-Ellisin lauseiden aihepiirin ulkopuolel-
le. Käsittelemättä jäi moni teorian keskeinen tulos, kuten Varadhanin Lemma, Sanovin
lause ja teorian täysi laajentaminen yleisempiin topologisiin avaruuksiin. Tutkielma an-
taa kuitenkin hyvät eväät syvällisempään näihin aiheisiin perehtymiseen. Aiheesta on
kirjoitettu monta erinomaista kirjaa, mainittakoon tässä käyttämäni päälähde [DZ98],
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jossa aihetta on käsitelty todella laajasti, mielestäni hieman luettavuuden kustannuk-
sella. Kirja sopiikin mielestäni hyvin refrenssiteokseksi ja aiheeseen syventymiseksi sen
sijaan, että opinnot aiheen parissa aloittaisi siitä.
Sitä miten teoriaa käytännössä sovelletaan käsiteltiin tässä tutkielmassa vain ly-
hyesti. Kuten sanottua sovelluksia on monia, ja teorian sovellustapoja varmastikin myös
useita. Tähän tutkielmaan valittu sovellus on melko klassinen suurten poikkeamien
teorian mukainen tulos. Tutkielmassa oli mielestäni hyvää se, että Gärtnerin-Ellisin
lauseen oletukset ja niiden seuraukset eriteltiin tarkasti. Näin ei suinkaan ole menetel-
ty päälähteissä [DZ98] ja [DH08]. Valitsemastani sovelluksesta käy hyvin ilmi miten
Gärtnerin-Ellisin lauseen tuloksia voidaan hyödyntää myöskin silloin, kun suurin osa
lauseessa mainituista lisäoletuksista ei pädekään.
Kuvassa 6 Lauseen 5.17 Funktio I luonnosteltuna. Kuva saadaan funktion I määri-
telmästä ja Lemman 5.14 antamista funktioiden Λ ja Λ∗ ominaisuuksista. Suppenemis-
nopeusfunktiolla I on mielenkiintoisia ominaisuuksia: kun väistyvän satunnaiskulun
nopeus on aidosti positiivinen, suppenemisnopeusfunktio on identtisesti nolla välillä
[0, 1να ). Tälle välille rajoittuvien suurten poikkeamien todennäköisyydet siis suppene-
vat kohti nollaa alieksponentiaalista vauhtia. Myöskin tälle välille on johdettu suurten
poikkeamien estimaatteja ks. esim. [GZ98] ja [PP+99].
Satunnaiskulku satunnaisessa ympäristössä on edelleen aktiivisen tutkimuksen koh-
teena, ja avoinna on yhä siihen liittyviä stokastisen analyysin ja suurten poikkeamien
teorian ongelmia. Näistä löytyy tietoa kirjasta [DH08].
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Kuva 6.1: Lauseen 5.17 Funktio I luonnosteltuna. Kuvassa i) palautuva satunnais-
kulku, kuvassa ii) väistyvä satunnaiskulku aidosti positiivisella nopeudella, kuvassa
kolme väistyvä satunnaiskulku jolla nopeus on nolla. Kuvissa on käytetty merkintöjä
〈X 〉 := Eα [X ] ja ρ = ρ0
.
63
Liite A
Stokastisista prosesseista ja muita
esitietoja
Tässä kappaleessa käydään hyödyllisiä esitietoja läpi mahdollisimman kattavasti ja ly-
hyesti. Kaikkien lauseiden todistukset sivuutetaan, eikä tarkastelussa pyritä yleisyy-
teen.
A.1 Todennäköisyysjakaumat Euklidisissa avaruuksissa
Määritelmä A.1. Olkoon E jokin joukko ja U kokoelma sen osajoukkoja. Kokoelman
U virittämäσ-algebraσ(U ) on pienin avaruuden E σ-algebra, joka sisältää kokoelma
U .
Määritelmä A.2. Topologisen avaruuden (E,τ) borel-mitallisten joukkojen kokoelma
B(E) on pienin σ-algebra, joka sisältää kaikki avoimet joukot,
B(E) := σ(τ).
Lause A.3. Olkoon E = Rd euklidinen avaruus varustettuna tavanomaisella topologialla.
Tällöin
B(E) = σ({B1 × B2 × · · · × Bk | B1,B2, . . . ,Bk ∈B(R)}).
Määritelmä A.4. Satunnaismuuttujien X1,X2, . . . ,Xd yhteisjakauma on satunnaisvek-
torin X = (X1,X2, . . . ,Xd) jakauma.
Seuraava lause takaa riippumattomista satunnaismuuttujista koostuvan satunnais-
vektorin jakauman olemassaolon ja yksikäsitteisyyden.
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Lause A.5. Jos (E1,B(E1),P1), (E2,B(E2),P2), . . . , (Ek,B(Ek),Pk) ovat tn-avaruuksia,
niin on olemassa yksikäsitteinen tn-mitta P = P1 × P2 × · · · × Pk avaruudessa E1 × E2 ×· · · × Ek, jolle kaikilla B1,B2, . . . ,Bk ∈B(R)
P(B1 × B2 × · · · ×Bk) = P1(B1)P1(B2) · · · Pk(Bk).
Määritelmä A.6. Lauseen A.5 mittaa kutsutaan äärellisuloitteiseksi tulomitaksi.
Tulomitta on siis riippumattomien satunnaismuuttujien yhteisjakauma.
A.2 Stokastinen prosessi ja sen jakauma
Tarvitsemme vain diskreettejä stokastisia prosesseja.
Määritelmä A.7. Stokastinen prosessi on indeksöity kokoelma X = (Xn)n∈N satunnais-
muuttujia avaruudessa E = (R,B(R).
Joskus satunnaismuuttujien Xn jakaumat voivat olla keskittynyt jollekin numeroi-
tuvalle reaalilukujen osajoukolle E. Tätä saatetaan jatkossa painottaa sanomalla, että
X on stokastinen prosessi avaruudessa E.
Esimerkki A.8. Olkoon Z = (Z j) j∈N kokoelma iid satunnaismuuttujia avaruudessa R,
joille
P{Z j = −1}= P{Z j = 1}= 1/2.
Tällöin Z on stokastinen prosessi avaruudessa {−1,1}.
Esimerkki A.9. Olkoon Z kuten edellä, ja määritellään X = (Xn)n∈N,
Xn =
1
n
n∑
j=0
Z j.
Tällöin X on stokastinen prosessi.
Tulemme olemaan kiinnostuneita sellaisten tapahtumien, kuten "stokastinen pro-
sessi X ei koskaan poistu väliltä [−100,100]", todennäköisyyksistä, jotka riippuvat ää-
rettömästä määrästä indeksejä n. Tätä varten tarvitaan todennäköisyysmitan riittävän
rikkaalle joukolle tapahtumia eli prosessin X jakauman. Käydään tässä kappaleessa
lyhyesti läpi, mitä tarkoitetaan stokastisen prosessin jakaumalla tässä tutkielmassa.
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Määritelmä A.10. Olkoon X stokastinen prosessi. Satunnaisvektorien (Xnk)k∈K , missä
K ⊂ N on jokin äärellinen kokoelma indeksejä, jakaumia avaruudessa R|K | kutsutaan
prosessin X äärellisulotteisiksi jakaumiksi.
Aiemmin määritelty tulo-σ-algebra voidaan seuraavalla tavalla määritellä myös ää-
rettömälle indeksijoukolle.
Määritelmä A.11. Avaruuden RN tulo-σ-algebraBN on kokoelman
U = {x ∈ RN | xn ∈ B}n ∈ N, B ∈B(R)	
virittämä σ-algebra
BN = σ(U ).
Huomautus A.12. Sivuhuomautus: Olkoon E mikä tahansa epätyhjä joukko. Joukon EN
olemassaolo on yhtäpitävää valinta-aksiooman kanssa.
Määritelmä A.13. Avaruuden RN sylinterijoukot ovat joukot
{x ∈ RN|(xnk)k∈K ∈ B)},
missä K ⊆ N on jokin äärellinen kokoelma indeksejä ja B ∈ R|K |.
Lause A.14. Sylinterijoukkojen kokoelma U virittää avaruuden RN tulo-σ-algebran.
B(U ) =BN
Lause A.15. Tulo-σ-algebra on avaruuden RN Borel-joukkojen kokoelma.
BN =B(RN)
Seuraavaan lauseen avulla voidaan määritellä stokastisen prosessin jakauma. Sitä
varten seuraava määritelmä.
Määritelmä A.16. Olkoon E stokastisen prosessin indeksijoukko, E = N tai E = Z.
Stokastinen prosessi X on johdonmukainen, jos sen kaikki äärellisuloitteiset jakaumat
toteuttavat seuraavat ehdot:
• Kaikilla permutaatioilla piK → K ja kaikilla Borel-mitallisilla joukoilla B ⊆ R|K |
pätee
P(B1 × B2 × · · · × B|K |) = P(Bpi(1) × Bpi(2) × · · ·Bpi(|K |)).
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• Kaikilla m ∈ N
P(B1 × B2 × · · · × B|K |) = P(B1 × B2 × · · · × B|K | ×Rm).
Lause A.17 (Kolmogorovin laajennuslause diskreeteille stokastisille prosesseille). Ol-
koon E stokastisen prosessin indeksijoukko. Olkoon X johdonmukainen stokastinen pro-
sessi. Sen jakauma on tällöin hyvin määritelty.
Määritelmä A.18. Olkoon X stokastinen prosessi, jolla on johdonmukaiset äärellisu-
lotteiset jakaumat. Sen jakauma on Kolmogorovin laajennuslauseen antama yksikäsit-
teinen todennäköisyysmitta.
Esimerkki A.19. Olkoon Y = Yj, j ∈ Z, kokoelma satunnaismuuttujia avaruudessa R,
joilla on sama jakauma α. Kun nämä satunnaismuuttujat oletetaan toisistaan riippu-
mattomiksi, saadaan johdonmukainen stokastinen prosessi. Kolmogorovin laajennus-
lauseen antama mitta avaruudessa RZ on ääretön tulomitta.
Määritelmä A.20. Stokastisen prosessin X alkujakauma on satunnaismuuttujan X0
jakauma. Merkitään
px := P{X0 = x}.
Määritelmä A.21. Stokastisen prosessin X siirtymätodennäköisyydet ovat todennäköi-
syydet
P {Xn+1 = y | Xn = x} , n ∈ N, x , y ∈ E.
Määritelmä A.22. Stokastinen prosessi on stationaarinen, jos siirtymätodennäköisyy-
det ovat samansuuruiset kaikkina ajanhetkinä, eli kaikilla n,m ∈ N pätee kaikilla
x , y ∈ E
P {Xn+1 = y | Xn = x}= P {Xm+1 = y | Xm = x} .
A.3 Markovin ketjut
Tulemme tarvitsemaan ainoastaan Markovin ketjua numeroituvassa tila-avaruudessa,
seuraavassa määritelmässä Markovin ketju on siis stokastinen prosessi, jonka jakauma
on keskitynyt jollekin numeroituvalle reaalilukujen osajoukolle.
Määritelmä A.23. Stokastinen prosessi X numeroituvassa tila-avaruudessa E on Mar-
kovin ketju, mikäli se toteuttaa Markovin ominaisuuden, eli kaikilla n ∈ N pätee kaikilla
y, x , x0, x1, . . . , xn−1 ∈ E
P {Xn+1 = y | X0 = x0,X1 = x1, . . . ,Xn−1 = xn−1,Xn = x}= P {Xn+1 = y | Xn = x}
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Markovin ketjun siirtymätodennäköisyydet seuraavalla hetkellä n+1 riippuvat siis
ainoastaan siitä, missä tilassa ketju on hetkellä n.
Huomautus A.24. Markovin ketjun jakauman määräävät täysin sen siirtymätodennä-
köisyydet ja alkujakauma.
Esimerkki A.25. Jos X on Markovin ketju avaruudessa Z joka lähtee pisteestä X0 = 0
ja sillä on siirtymätodennäköisyydet
Pω{Xn+1 = y | Xn = x}=

ωx jos y = x + 1,
1−ωx jos y = x − 1,
0 muuten,
niin kaikilla y ≥ 1
P{Xn = y}=
y−1∏
j=0
ω j.
A.4 Markovin ketjun osumahetket jamuita ominaisuuk-
sia
Määritelmä A.26. Olkoon X Markovin ketju. Satunnaismuuttujia
Tk := inf{n ∈ N|Xn = k}, k ∈ Z,
kutsutaan osumahetkiksi.
Huomautus A.27. Koska sovittiin, että inf(;) =∞, niin satunnaismuuttujien Tk maa-
lijoukoksi täytyy määritellä joukko N∪ {∞}.
Merkitään
τk = Tk − Tk−1, k ∈ Z.
Määritelmä A.28. Markovin ketju Xon väistyvä, jos aidosti positiivisella todennäköi-
syydellä se ei koskaan palaa lähtöpisteeseensä, eli jos
P

TX0 <∞
	
< 1.
Jos satunnaiskulku ei ole väistyvä, se on palautuva.
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A.5 Ergoditeoriasta
Määritelmä A.29. Olkoon (X ,B ,µ) mitta-avaruus. Mitallinen kuvaus T : X → X on
mitan säilyttävä transformaatio, mikäli kaikilla B ∈B
µ(T−1(B)) = µ(B).
Määritelmä A.30. Mitan säilyttävä transformaatio T on ergodinen, jos kaikilla B ∈B
joille T−1(B) = B
µ(B) ∈ {0,1}.
Esimerkki A.31. Olkoonα tn-mitta välillä (0, 1). Tarkastellaan seuraavaa mitta-avaruutta
((0,1)Z,B  (0, 1)Z ,αZ). Siirto-operaatio σ : (0,1)Z→ (0, 1)Z, (σω)x = ωx+1 kaikilla
x ∈ Z, on selvästi ergodinen.
Lause A.32 (Birkhoffin ergodisuuslause). Olkoon (X ,B ,µ)mitta-avaruus ja T : X → X
ergodinen. Olkoon f ∈ L1(µ). Tällöin µ-melkein kaikkialla
lim
n→∞
1
n
n−1∑
j=0
f
 
T j(x)

=
∫
f dµ.
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Kiitokset
Kiitos tohtorikoulutettava Jaakko Lehtomaalle gradun ohjauksesta, hyvistä kommen-
teista sekä avaavista näkökulmista.
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