While the role and utility of Magnetic Resonance Images as a diagnostic tool is well established in current clinical practice, there are a number of emerging medical arenas in which MRI can play an equally important role. In this article, we consider the problem of image-guided surgery, and provide an overview of a series of techniques that we h a v e recently developed in order to automatically utilize MRI-based anatomical reconstructions for surgical guidance and navigation.
Introduction
In recent y ears, Magnetic Resonance Imaging MRI has become a commonplace medical diagnostic tool 2 , especially for cases involving soft tissue, such as in the brain. Two factors combine to make M R I a v ery valuable clinical tool: ne scale spatial resolution allows for the detection and delineation of detailed structures, and the range of responses of tissues to the MR stimulus allows for the visual di erentiation of a range of internal tissues. While the diagnostic characteristics of MRI are of clear value and import, there are a number of newly emerging medical arenas in which MRI scans can play an equally critical role. In this article we focus on one of them: image-guided surgery.
Our goal is to build an end-to-end image-guided surgical aid. Such a system takes as input an MR scan, then processes the MRI data to provide reconstructions of an individual patient's anatomy, and nally utilizes those reconstructions to interactively guide a surgeon's execution of a procedure. Our goal is to give a surgeon the equivalent of x-ray vision", that is, to allow the surgeon to view a patient and at the same time display in exact alignment with that view all desired internal structures, so that the surgeon in essence may look inside" a patient before executing each stage in a surgical procedure. By providing such registered visualizations, along with an interactive ability in which the surgeon can probe structures and points within the operating eld and see a full 3D visualization of the corresponding points in the MR scan, we hope to provide the surgeon with an enhanced ability to plan, to navigate and to localize throughout a surgical procedure.
Furthermore, by building a complete, end-to-end system, we are forced to directly consider the questions of what information must be extracted from the MRI scans, and how best to present that information to the surgeon. Thus, we provide in this paper an overview of our system, highlighting the following stages of processing:
Automatic intensity-driven labelling of MRI voxels by tissue type; Automatic or semi-automatic shape-driven segmentation of labelled voxels into distinct anatomical structures;
Rendered displays of those anatomical structures;
Automatic registration of rendered anatomical structures to the current position of the actual patient, and display o f s u c h rendered, registered structures in concert with live video views of the patient; Automatic tracking of surgical instruments and probes relative to the patient and relative to the registered anatomical reconstructions, enabling full visualization of the surgical site, either in 3D reconstruction, or in MRI slices.
In the following sections, we detail our current approach to each of these problems. We also demonstrate each stage, with a sequence of examples from actual surgical cases. As our initial system has been used primarily for neurosurgical cases, we use such examples as the focus of our discussion throughout the paper.
2 Intensity-driven labelling of tissue type in MRI The rst stage in our system is to transform the input MR image data, by providing a tissue class label e.g. white matter, grey matter, csf, bone, skin, etc. for each v o xel of data. Intensity-based classi cation of MR images has proven problematic, however, even when advanced techniques such as non-parametric multi-channel methods are used, primarily due to spatial inhomogeneities in the equipment's sensitivity. The MRI signal is derived from radio-frequency RF signals emanating from the scanned tissue. Diagnostic MRI machines use RF coils antennas designed to have uniform RF sensitivity, o r gain, throughout their working volume. Although images derived from such coils appear visually uniform, there are often signi cant departures from the ideal that disturb intensity-based segmentation methods. One example is di erentiating white matter and gray matter in the brain. The spatial inhomogeneities in RF gain are often of su cient magnitude to cause the distributions of intensities associated with these two tissue classes to overlap, thereby defeating intensity based classi cation.
This section describes a statistical method that uses knowledge of tissue properties and gain inhomogeneities to correct the gain artifact of MRI. The result is a method that provides both more accurate segmentation of tissue types and better visualization of MRI data. Additional details may be found in 40 .
Description of Method
If either the RF gain or the tissue type is known at an image location, then it is relatively easy to use models of the imaging process to infer the other parameter at that location, given the measured signal. It is problematic, however, to determine either the gain or the tissue type without knowledge of the other. The strategy used by our method is to cycle between estimating the tissue type and the RF gain throughout the image.
The MRI gain artifact addressed in this section is a spatially-varying factor that multiplies the intensity data. Application of a logarithmic transformation to the data allows the artifact to be modeled as an additive bias eld.
Bias Field Estimator
We describe a Bayesian approach to estimating the bias eld that represents the RF gain artifact in log-transformed intensity data. Similar to other approaches to intensity-based segmentation of MRI 12 5 , the distribution for observed values is modeled as a normal distribution: is the n-dimensional Gaussian distribution. is the n n covariance matrix for the bias eld.
We use this model to characterize the spatial smoothness inherent in the bias eld. 1 The extension to vector measurements per voxel is straightforward. 2 For example, when segmenting brain tissue , i 2 f white-matter; gray-matterg.
Using the de nition of conditional probability, assuming independence of tissue class and the bias eld, and assuming independence of voxels, Bayes rule yields the posterior probability on the bias eld, given observations,
The maximum-a-posteriori MAP principle can be used to formulate an estimate of the bias eld as the value of having the largest posterior probability, = arg max p j Y :
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A necessary condition for a maximum of the posterior probability o f is that its gradient with respect to be zero at the maximum:
" @ The result of the statistical modeling in this section has been to formulate the problem of estimating the bias eld as a non-linear optimization problem embodied in Equation 7.
EM Algorithm
We use the Expectation-Maximization EM algorithm to obtain bias eld estimates from the non-linear estimator of Equation 7. The EM algorithm was originally described in its general form by A.P. Dempster, N.M. Laird and D.B. Rubin in 1977 8 . It is often used in estimation problems where some of the data is missing". In this application the missing data is knowledge of the tissue classes if the tissue classes were known, then estimating the bias eld would be straightforward.
In Step is equivalent to calculating the posterior tissue class probabilities a good estimator of tissue class when the bias eld is known. Equation 9 the M-Step i s equivalent to a MAP estimator of the bias eld when the tissue probabilities W are known. The linear operator H is applied to the di erence between the measurement and a prediction based on the tissue class model. Thus, a good estimator of tissue class is produced as a side e ect of estimating the bias eld.
The iteration may be started on either expression. Initial values for the weights will be needed to start with Equation 9 , and initial values for the bias eld will be needed to start with Equation 10 .
It is shown in 8 that in many cases the EM algorithm enjoys pleasant convergence properties namely that iterations will never worsen the value of the objective function. Provided that the bias estimates are bounded, our model satis es the necessary conditions for guaranteed convergence.
Filtering To use the method, we m ust determine the operator H Equation 8 , which acts as a linear lter that incorporates models of the signal intensity, via , and the bias eld, via . Ideally, this would be done by estimating the covariance , but given the size of this matrix, this is impractical. H can be estimated by several other means. For example, it is the optimal lter for estimating the bias when the tissue classes are known constants rather than random variables the complete-data" situation with the EM algorithm. In this case the measurement model would be pY i j i = G Y i , , i , i . H is additionally the optimal linear least squares estimator LLSE for arbitrary models when describes the second-order statistics of the bias eld.
H is also essentially equivalent to the LLSE for discrete random processes with given second order statistics auto-correlation functions. This estimator is characterized by the WienerHopf equations. The application of Wiener ltering is often approached via Fourier transforms methods, yielding a lter frequency response in terms of the power spectra of the signal and noise. These power spectra may be estimated using techniques of spectral estimation.
However H is obtained, if it is the optimal linear lter for estimating when the tissue class is known, then Equation 7 describes the non-linear MAP estimator when the tissue class is unknown.
In practice, it may be di cult to obtain the optimal linear lter. H may be instead chosen as a good engineering approximation of the optimal linear lter. In this case, Equations 9 and 10 are still a good estimator for the missing data case, and the good convergence properties of the EM algorithm still obtain. This is the approach w e h a v e taken in our implementation, where the lter was selected empirically. The justi cation here is the good results obtained with the method.
Implementation
The results described in Section 2.2 were obtained using a preliminary implementation of the method coded in the C programming language. This single-channel implementation accommodates two tissue classes, and uses an input segmentation to limit the region of interest ROI to be classi ed and gain-corrected. Subsequent implementations accomodate multi-channel data and more general tissue models 40 .
The algorithm of Section 2.1.2 is initiated on the E step", Equation 10 , with a at initial bias eld. A moving-average lowpass lter was used for the operator H in Equation 9 . This lter only operates in the input ROI, and adjusts the e ective a v eraging window at boundaries to con ne in uence to the ROI. This lter is shift-invariant, except at the boundary regions. Window widths of 11 15 were used. A uniform distribution was used for the prior on tissue class.
Operating parameters were selected manually. These were found to be stable with respect to the type of acquisition. The method is relatively insensitive to parameter settings for example, errors in the speci cations of the class means can be accommodated by shifts in the resulting bias eld estimate.
In a typical case, the program was run until the estimates stabilized, typically in 10 20 iterations, requiring approximately 1 second per iteration on a Sun Microsystems Sparcstation 2.
Results
In this section we describe the application of our method to the segmentation of the brain into white matter and gray matter in spin-echo and fast-spin-echo images. Examples are shown for gradient e c ho coronal images and surface coil images. The method has also been applied to spine phased-array and surface-coil images.
All of the MR images shown in this section were obtained using a General Electric Signa 1.5 Tesla clinical MR imager. An anisotropic di usion lter developed by Gerig et al. 11 was used as a pre-processing step to reduce noise.
Gradient E c ho Brain
This example describes white matter gray matter segmentation in a coronal gradient e c ho acquisition. Figure 1 shows the input proton-density image, acquired using a conventional birdcage" head coil. The brain tissue ROI was generated manually. Figures 2 and 3 shows the initial and nal segmentations, respectively. Figure 4 shows the nal bias eld estimate, with range -15 to -5. The largest value of the input data was 85. Note the dramatic improvement i n the right temporal area in the initial segmentation the white matter is completely absent i n the binarization.
Surface Coil Brain
Here we show the results of the method on a sagittal surface coil brain image. The ve-inch receive-only surface coil was positioned at the back of the head. Figure 5 shows the intensity image, after having been windowed by a radiologist for viewing in the occipital area. Figure 6 shows the nal gray matter probability and Figure 7 shows the nal bias eld estimate. The brain ROI was generated manually. Figure 8 shows a corrected intensity image. Here the gain eld estimate has been applied as a correction, in the brain tissue only. Note the dramatic improvement in viewability" the entire brain area is now visible, although the noise level is higher in the tissue farthest from the surface coil.
Accuracy Assesment
This section describes an assessment of the accuracy of the method EM segmentation in segmenting white matter and gray matter in a single slice of an axial T2-weighted spin-echo image. Two comparisons were performed. The method was compared to manual segmentation performed by experienced raters, and to a method of supervised multivariate classi cation. The images, manual segmentations, and supervised segmentations are described in 23 . An ROI was obtained by selecting those pixels that were labelled as brain tissue by four of the ve raters in the manual segmentations. The amount of di erence between segmentations was calculated as the percentage of pixels in the ROI having di erent labels.
Comparison to Manual Segmentation
The percentage of di erence was calculated for comparisons within a group consisting of the manual segmentations and the results of EM segmentation. For the manual segmentations, the average percentage of di erence from the other segmentations ranged between 16.9 and 21.13 , and for the EM segmentation it was 21.04 . Thus the EM segmentation is consistent with the manual segmentations.
Comparison to Supervised Classi cation
The method was also compared to segmentations performed by the same expert raters using a supervised segmentation method. In this test percentages of di erence were calculated for comparisons of the supervised segmentations and the EM segmentations with the manual segmentations described above. For the supervised segmentations, the average percentage of di erence from the manual segmentations ranged from 21.71 to 24.15 , and for the EM segmentation it was 21.04 . The EM segmentation is seen to have less average di erence from the manual segmentations than the supervised segmentations.
3 Shape-driven segmentation of labelled MRI into anatomical structures
The result of the previous stage is an initial mapping of MRI voxels into tissue type. The next stage is twofold: we need to extract out speci c anatomical structures, primarily by nding connected regions of the data with the same tissue label; and we need to account for the fact that occasionally di erent tissue types have similar intensities, by incorporating anatomical knowledge into the labelling process. We h a v e developed automated techniques for incorporating knowledge of anatomy i n to the segmentation process. These methods work well for normal tissue or for cases where pathologies have predictable appearances, such as Multiple Sclerosis lesions. With other pathologies, such as tumors, or structures which v ary signi cantly from the trained cases, segmentation requires semi-automated tools for incorporation of anatomical expertise. Semi-automated segmentation tools developed at Brigham and Women's Hospital allow for e cient v eri cation and updating of segmented structures. These tools consist of visualizers for validating segmentation results and, if necessary, semi-automated re nement tools. Both the automated techniques and semi-automated tools are described below.
Automated structural segmentation
In this stage of our process, we address the issues of nding connected regions of data with the same tissue label and accounting for the possible overlaps in intensity v alues across di erent tissue types. The EM Segmentation, described in Section 2, generally classi es the MRI data into four classes roughly corresponding to white matter, grey matter, csf and skin. We s a y roughly" since there are other non-brain tissues in the scan that naturally overlap in intensity with the four classes mentioned above, and as a result are incorrectly classi ed into one of the four classes. We reduce these misclassi cations by using mathematical morphology operations 17, 19, 32, 33 such as erosion and dilation, as well as connectivity analysis. The procedure we use to extract the brain from the labelled scan uses anatomical information about the relation of the brain to other non-brain tissue in the scan. It consists of the following steps:
Perform an erosion operation with a spherical in real space which usually implies elliptical in image space due to the anisotropy of the voxels structuring element with radius corresponding to the thickness of the connectors between brain and the cranium determined empirically, and held constant o v er scans, so that it eliminates connections from the brain to any misclassi ed non-brain structure.
Find the largest 3D connected component with tissue labels corresponding to the brain.
Dilate the brain component obtained in the previous step by a structuring element slightly larger in size to the one used in the erosion, conditioned on the brain labels in the input image. Since the dilation is conditioned on the original image, no boundaries are expanded in this process. This corresponds approximately to restoring the boundaries of the brain component that were distorted in the erosion step.
The result of this process is an improved segmentation of the tissue types, which incorporates topological information into the results of the pure intensity classi cation. We h a v e used this process to segment o v er 200 brains thus far. Figure 9 shows two views of the segmented white matter surface for two di erent normal controls.
In addition to visual inspection of our results by neuroanatomy experts, we h a v e performed quantitative performance analysis of our system against segmentations produced manually by experts. Our results are summarized in the following three tables. Table 1 shows a simple comparison of the number and percentage of pixels that are classi ed di erently by our segmenter as compared to expert segmentation, based on a 3-class segmentation of the data into white matter, grey matter and csf. Note that while the total number of voxels classi ed di erently in the two cases appears large, in fact compared to the total volume in each data set, only a small fraction typically 1-2 are actually di erent. To test the extent to which this di erence in classi cation a ects the overall segmentation, we ran a second test. Tables 2 and 3 present the result of a test in which the edges of the brain tissue generated by our segmentations and the edges generated by the manual segmentations are compared. This comparison is performed in two steps: rst by nding the mean distance city-block from each edge in our segmentation to edges in the manual segmentation which basically penalizes false positives as shown in Table  2 , and then by nding the mean distance from an edge in the manual segmentation to edges in our segmentation which penalizes false negatives as shown in Table 3 . We also include some other statistics on the edges, such as the percent of edges in our segmentation that coincide with or are one and two pixels away from edges in the manual segmentation. We repeat this test to compute the number of edges in the manual segmentation that coincide with, or are within one or two pixels of the edges of our segmentation. The idea behind these tests is to convey the goodness of t" between the brain boundaries produced by our segmentation and ones produced manually. As can be seen by the numbers in these tables, we are usually within 2-3 of manual segmentations, which is considered acceptable performance in the applications with which w e are dealing 23 .
Although we did not test the distribution of false positives and false negatives in a detailed manner, we observed from sampling of the data that these errors appeared to be randomly distributed, rather than aggregated in particular places. Table 2 : Measuring false positives: The second column shows the mean distance d in pixels between a pixel that falls on the boundary of the brain in the manual segmentation and the nearest brain-boundary pixel in our segmentation. The rest of the columns show the percentage of brain-boundary pixels in the manual segmentation at di erent distances from the nearest brain-boundary pixels in our segmentation. Table 3 : Measuring false negatives: The second column shows the mean distance d in pixels between a pixel that falls on the boundary of the brain in our segmentation and the nearest brain-boundary pixel in the manual segmentation. The rest of the columns show the percentage of brain-boundary pixels in our segmentation at di erent distances from the nearest brainboundary pixels in the manual segmentation.
Semi-automated segmentation tools
Semi-automatic segmentation methods are used in cases where the automated segmentation techniques are inaccurate or where tissues to be segmented were not modeled for the automatic methods. One of the sources of inaccuracies in the automatic segmentation methods is the selection of the morphology parameters. In about 10 of the scans we h a v e segmented, due to the variation in the size of the connecting elements from the brain tissue to the cranium, the empirically determined radius of the erosion kernel does not adequately model the width of the connectors between the brain and non-brain structures, and therefore the brain tissue is not isolated at the end of the segmentation. Such scenarios are currently detected by manual inspection, and are corrected by the use of deformable models, such as snakes 42 , customized to this application. For segmenting tissues which are not modeled for the automatic methods, such as tumors, an interactive segmentor is used by clinicians. This tool, developed by the Surgical Planning Lab at Brigham & Women's Hospital, uses real-time ray tracing running on a Thinking Machines Inc. CM-2 to render segmented tissues as parameter values are dynamically varied. The parameters of interest are the intensity thresholds used to de ne intensity-based tissue classi ers. These thresholds are interactively modi ed and both 2D slices and 3D renderings of the resultant classi ers are viewed in real time. If necessary, further structural correction of the segmentation is performed by i n teractively editing the 2D slices. Such editing consists of highlighting regions of interest with the mouse and specifying the desired label for the contained pixels. Such structural correction may be necessary due to overlaps in intensity v alues across tissue classes or partial voluming artifacts. Figure 10 shows a case where, as part of the surgical planning, the automated segmented grey matter of the patient w as overlaid with manually segmented pathology.
Combining segmentations from multiple sensing modalities
We often combine segmented tissues obtained from di erent modalities into a single segmented tissue map in order to generate a complete structural segmentation of a patient. For example, the detailed vasculature from high resolution MR angiograms is combined with soft tissue segmentation from standard MR images, bone structures from CT is combined with the soft tissue labeling from MRI, or functional data from PET or SPECT is combined with structural information from MRI. In order to perform the multi-modality fusion we register the di erent images to a single coordinate frame. The registration is performed using either: Surface registration is performed using the techniques described in Section 5. Volume registration is performed by using an information-theoretic approach which maximizes a mutual information metric 41 . Mutual information, Iux; v T x , of a reference data set ux and a test data set vTx undergoing a transformation T, is de ned as:
hx, the entropy of random variable x, is de ned as:
This mutual information metric encourages solutions for T in which u explains v well, while at the same time maximize the complexity of the matched portions of the two data sets. In order to search for the transformation which maximizes I, optimization techniques such as gradient descent are used. Since this technique is based solely on the intensities in the images rather than particular features and does not require an a priori model of the relationships between the intensities of the di erent images, it has proven to be a general approach applicable to a wide range of multi-modality fusion applications in addition to 41 , see also 7, 27 .
The use of these techniques is illustrated in the following surgical example. The patient had a skull base meningioma which consisted of both intra-and extra-cranial parts. The 3D models were made from CT images and two sequences of MR images see Figure ? ?. In this 3D model, the skull was constructed from CT images, the tumor and the optic nerves from gradient e c ho MR images and the vascular tree from MR angiograms. The tumor is seen in extra-cranial and intra-orbital areas as well as in the middle cranial fossa. A top view of the anatomical structures appears in Figure ? ?.
Graphical display of segmented MRI
At this stage, we h a v e extracted a set of 3D models, represented both by surface and volume data, in a coordinate frame attached to the MR scanner. For image-guided surgery we leverage the segmented MRI data by providing the surgeon with spatial feedback on locations of key anatomical structures. Such feedback is accomplished by o v erlaying the anatomical structures in the surgeon's eld of view see Section 5 or by pinpointing the location of medical instruments relative to the segmented structures see Section 6. In both cases we need to render the 3D segmented MRI structures on a display viewable to the surgeon. Such displays may be computer monitors, as we are currently using, or line-of-sight displays such as head-mounted goggles, transparent panels, or surgical microscopes.
We use surface rendering techniques to display the segmented MRI structures. This procedure consists of rst extracting bounding surfaces from the segmented MRI volume using the marching cubes algorithm 25 . This algorithm generates a set of connected triangles to represent the 3D surface for each segmented structure. These surfaces are then displayed by selecting a virtual viewing camera location and orientation in the MRI coordinate frame and using standard computer graphics techniques to project the surface onto the viewing camera. This rendering process removes hidden portions of the surface, shades the surface according to its local normal, and optionally varies the surface opacity to allow glimpses into internal structures. A sample rendering is shown in Figure 13 .
Registering MRI scans to views of a patient
The capability to render 3D anatomical structures provides a useful tool for the surgeon to visualize relationships between the structures. These visualizations, though, are in the MRI coordinate frame which is generally not the same reference frame that the surgeon has of the patient on the operating table. In order to provide direct guidance to the surgeon, the MRI visualization must be performed in the patient's reference frame i.e., the MRI rendering must be performed such that the surgeon's view of the MRI structures is the same as the surgeon's view of the actual patient. Our goal is to overlay the MRI data onto an actual camera's view of the patient such that the MRI data is correctly aligned to the patient. For this purpose, the camera viewing the patient is positioned such that it is looking over the surgeon's shoulder.
In order to perform this alignment process we register skin surface data from the MRI scan to positional information for the patient's skin surface on the operating table. For neurosurgery, and other head surgeries, we use skin surfaces of the rigid scalp of the patient. The positional data of the patient is acquired with a laser striping device which a c hieves high positional accuracy 1 mm while avoiding direct contact with the patient. We then apply a 3D surface registration algorithm to match the laser data to the MRI data, as depicted in Figure 14 and described below. Further details are in 14 . Related surface-based registration approaches include 9, 15, 
Initial Match
Before commencing the matching process we preprocess the laser data to separate data of the subject's head from background data. Currently we do this with a simple user interface in which the view obtained from the video camera used in conjunction with the laser is displayed, with the laser data overlaid two dimensionally on top of that view. The user can thus use a simple mouse interface to highlight laser points coming from the skin of the subject. Note that this process need not be perfect the matching process is designed to deal robustly with outliers.
To initiate the matching, we h a v e t w o options: interactive alignment and coarse constrained search. Under interactive alignment w e use a graphical interface to manipulate the MRI and laser data. We use two displays to view our alignment. In one display w e view the 3D MRI skin surface superimposed on the laser camera's video image of the subject. This display supports 3D translation and rotation of the MRI head data to achieve close alignment with the video image of the head. The second display consists of three orthogonal projections of sampled points from the MRI skin surface overlaid with the projection of the laser points. To facilitate interpretation of sidedness within each projection, the intensity of the points is made proportional to the normal depth within each projection. In this display w e i n teractively translate and rotate the laser points such that they roughly align with the underlying MRI points. This initial alignment d o e s not need to be very accurate: rotational errors on the order of 20 degrees, and translational errors on the order of centimeters are permissible, since the subsequent matching stage is quite reliable at removing these misalignments.
If we do not want to rely on operator intervention, we can instead use an automated constrained search procedure to nd the initial alignment. In this method, we rst select a pair of widely separated laser points, and at each point, we estimate the surface normal, by a local least squares t. We then search o v er all possible pairs of MRI surface points, at some subsampling, and use those pairs whose distance roughly agrees with the distance between the chosen laser points. For each pair of MRI points and the pair of laser points, we solve for the transformation that aligns the points and the surface normals at the two points, provided such a transformation exists. For those pairings of points with legal transformations, we apply the transformation to all of the laser points, and measure the least squares distance between the transformed laser data and the MRI skin model. We use this measure to rank order the possible alignments. For e ciency purposes, we hash the pairings of MRI points by distance, in a coarse-to-ne manner, thereby s a ving considerably on the computation required. We k eep the n best transformations for use at the next stage. Note that we can accomplish the same constrained search b y using triples of points without normal information, if desired. For each selected alignment transformation, we execute the re nement processes described below.
Interpolated Re nement
We rst re ne the alignment of the two data sets by minimizing an evaluation function that measures the amount of mismatch b e t w een the two data sets. In particular, we sum, for all transformed laser points, a term that is a sum of the distances from the transformed laser point to all nearby MRI points, where the distance is weighted by a Gaussian distribution 38 . This Gaussian weighting roughly interpolates between the sampled MRI points to estimate the nearest point on the underlying surface to the transformed laser point. More precisely, i f v ector i is a laser point, vector m j is an MRI point, and T is a coordinate frame transformation, then the evaluation function for a particular transformation is Because of its formulation, the objective function is quite smooth, and thus facilitates pulling in" solutions from moderately removed locations in parameter space. In order to minimize this evaluation function we use the Davidon-Fletcher-Powell DFP quasi-Newton method 30 . This method requires an estimate of the gradient of the objective function, which is easily obtained in closed form. Solving this minimization problem yields an estimate for the pose of the laser points in MRI coordinates.
We execute this minimization stage with a multiresolution set of Gaussians. A broad Gaussian is used to allow in uence over large areas, resulting in a coarse initial alignment, which can be reached from a wide range of starting positions. Then, narrower Gaussian distributions are used to focus on only nearby MRI points to derive the pose.
Detailed Re nement
Starting from the pose obtained with the interpolated re nement stage, we repeat the evaluation process, using a recti ed least squares distance measure. We again use the DFP method to minimize the evaluation function:
where d max is some preset maximum distance used to limit the impact of outliers. This objective function acts much like a robust chamfer matching scheme e.g. 21 . The expectation is that this second objective function is more accurate locally, since it is composed of saturated quadratic forms. We observe that while this re nement method gets very close to the best solution, it can get trapped into local minima in the minimization of E 2 . T o improve upon this problem, we take the pose returned by the above step and perturb it randomly, then repeat the minimization. We continue to do this, keeping the new pose if its associated RMS error is better than our current best. We terminate this process when the number of such trials that have passed since the RMS value was last improved becomes larger than some threshold. The nal result is a pose, and a measure of the residual deviation of the t to the MRI surface.
Using the resultant pose we can now o v erlay the MRI data on the surgeon's view of the patient. An example of such a visualization is shown in Figure 15 . We can provide such registered visualizations prior to initiation of the surgical procedure, thus enabling the surgeon to plan the position of the skin ap and the craniotomy. In fact, since we provide a video mix of the registered internal structures with a live view of the patient, the surgeon can interactively trace structures on the scalp of the patient, by viewing his hand in this live video mix. In this way, the system interactively provides surgical planning support to the surgeon.
Similarly, during the surgical procedure itself, this registered visualization allows the surgeon to view nearby structures as well as the position of the tumor relative to his current w orking area, thus providing navigation guidance to the surgeon.
Initial computational experiments on the registration method 13 show that RMS errors of the registered points are on the order of the resolution of the MR images generally 1.5 mm. Susceptibility to local minima has been small as it consistently nds the same solution over a wide range of starting positions viewed points are within one or two v o xels of each other with di erent starting positions. Finally, the region of convergence is upwards of 10 of rotational o set. 
Registered tracking of surgical probes
Having a precise registration of a patient's anatomical structures to the current position of the actual patient clearly enables full visualizations of the internal anatomy. In addition, however, we w ant to allow the surgeon to interactively explore the visualization, that is, to be able to identify points in the current operating eld and be able to see the corresponding points in the original 2D MRI slices and in 3D reconstructions. To do this, we need a way of tracking a surgical probe and relating its position to the registered anatomical reconstructions.
We h a v e incorporated into our registration and visualization system a Flashpoint IGT, Inc., Boulder, CO 3D tracking system. This is a self-contained system which can be used to generate 3D coordinates of LEDs in the system's eld of view. The system is based on a straightforward triangulation process, in which a point is observed in three orthogonal linear cameras, whose positions and orientations are known with respect to one another. By identifying the image projection of the same point in each camera, one can back out the projection geometry to determine the position of the point in scene coordinates. To a c hieve simple and robust identi cation of the same point i n e a c h image, infrared light emitting diodes IR LEDs are used, and the pulsing of each diode is synchronized to the imaging process. In this way, there is no possible ambiguity in identifying corresponding image points, and reliable estimation of 3D point positions of the LEDs is possible. This active triangulation system is highly reliable, with an accuracy of about 1 mm at the 1 m stando from the 3 linear cameras which w e normally use. By mounting three LEDs to a rigid object we can track the object's pose position and orientation in three-space. Using two LEDs allow us to solve for ve degrees of freedom all but the twist angle around the axis connecting the two LEDs. Using more than three LEDs provides us with some redundancy, allowing for a least-squares pose solution and wide range of motion in which some LEDs may be blocked from view.
We use the Flashpoint system for tracking head motion using ve LEDs taped to the head and localizing the position and orientation of the surgical probe using at least two LEDs mounted to the probe. In order to track the head motion we record the position of the LEDs attached to the patient's head at the time we perform the laser data MRI registration. This reference position provides a basis for tracking the head. As the surgical probe is positioned, we record the new position of the head-mounted LEDs and compute the transform necessary to return the head to its reference position. This transform is applied to the position orientation of the surgical probe in order to then apply the laser data MRI transformation described in Section 5. Since we m a y use more than three LEDs to track w e use Horn's closed form least-squares solution based on quaternions 18 for the tracking transform.
In order to use the Flashpoint system for localizing the surgical probe we perform two calibration steps: calibrate the probe to identify the position of the end of the probe relative to the Flashpoint coordinates of the attached LEDs and calibrate the Flashpoint coordinate system to the laser coordinate system. The probe calibration is performed by measuring the distance from the LEDs to the probe tip. In order to calibrate the Flashpoint coordinate system to the laser coordinate system we use a Flashpoint probe to record points on a calibration gauge which h a v e known laser coordinates. Given the correspondences between Flashpoint and laser points we solve for the transformation between the two coordinate systems. Since the three linear Flashpoint cameras and laser scanner laser and camera are all mounted on the same rigid bar, this calibration remains xed.
Interoperative P ointer
One type of surgical probe that we h a v e tracked is an interoperative surgical pointer. With this instrument, the surgeon can point a t v arious places or structures in the brain and then see the position relative to other structures in the 3D model, as shown in Figure 16 . For example, the pointer can be used to aid in the approach and localization of a tumor and as a tool to measure the distance between two points to nd a tumor's extent.
Transcranial Magnetic Stimulation
Another application of tracking a surgical probe is a method for mapping the functional regions of the brain using a transcranial magnetic stimulation TMS device. The device, a magnetic coil, when placed on a subject's scalp, stimulates the underlying neurons by generating focused magnetic eld pulses. A brain mapping is then generated by measuring responses of di erent motor and sensory functions to this stimulation in a typical example, we record electrical muscle reaction in a sequence of muscle groups. The magnetic coil is tracked by placing two LEDs on a rod mounted to the coil, as shown in Figure 17 . Each time the probe is stimulated, the position and orientation of the TMS coil is measured, and the positions of the LEDs placed on the patient's head are obtained.
We combine the registration and tracking data to obtain the functional brain mapping using the following transforms: R t j | measured response j to stimulation t. Multiple responses are usually collected such as from several di erent hand, arm, and leg muscles.
In order to compute the brain mapping we need to map the TMS responses to the brain surface using the measured coil positions orientations and associated transformations. To perform this mapping, for each stimulation t, w e process those MRI surface points, S i , that are suciently close to L M F L H t r C t p to have been possibly stimulated by the pulse. Note that closeness here can be determined in a number of ways. We can simply use the transformed position of the tip of the probe and gather all MRI points within some prede ned distance. Alternatively, if we h a v e a detailed model of the shape of the magnetic eld generated by the probe, we can use it, together with information about the orientation of the probe, to select the relevant MRI points. For now, we are simply using Euclidean distance from the position of the probe to select S i .
For each such S i w e compute the distance, d t i , to the line de ned by the point L M F L H t r C t p and the orientation L M F L H t r C t o . W e are currently using a Gaussian weighting function proportional to that distance to spread" the response R t j to the points S i . The purpose of this simple weighting function is to interpolate across the stimulation to obtain a smooth and visible map. If we let map t j i represent the mapping of response j to stimulation t on the selected surface, then map t j i = G d t i ; R t j , with G being the Gaussian weighting function. We then let map j i , the composite mapping from all stimulations, be the maximum map t j i o v er all t, which are then normalized over i.
While we generally are most interested in the mapping of the TMS responses to the cortical surface of the brain, we m a y perform this mapping onto any underlying segmented surface. The white matter surface is often useful since it highlights some of the major sulci. The skin surface itself is also sometimes useful to examine coverage range of stimulations. The process generates a high resolution, accurate brain mapping which supports surgical planning, surgical guidance, neuroanatomy research, and psychiatric therapy. Figure 18 shows an example of a motor map o f a v olunteer's bicep muscle. Figure 19 shows the position of the minimum latency response for all muscles that were mapped.
Alternative tracking methods
We are also currently investigating the possibility of using a more passive system to track both head position and probe position and orientation. This method 28 utilizes some simple visual markers placed on the objects of interest, which are then tracked reliably and rapidly by observation in a single video camera. The advantage of this system is that the passive markers are less intrusive than the LEDs, and that tracking can in principle be done by a n y camera in any location, rather than relying on the Flashpoint cameras.
7 Experience using the full system Neurosurgeons at Brigham & Women's Hospital have used our image-guided surgery system for both a priori surgical planning and dynamic operating room guidance. Surgical planning applications include localizing craniotomy location in the context of the relationship of the pathology to blood vessels or critical functional brain regions. Our enhanced reality visualization technique has enabled such plans to be directly transferred to the patient b y o v erlaying the internal anatomical structures on views of the patient. In the operating room our system guides the surgeon by providing internal structure visualization from the surgeon's viewpoint a s w ell as by tracking medical instruments relative to the segmented anatomical structures. By displaying the location of the medical instrument on a rendering of the labeled anatomy o f i n terest, the surgeon not only views nearby hidden structures, but also gains better insight as to the identity of visible structures.
Overhead of using the image-guided surgery system in the operating room is about 5-10 minutes for performing the registration and attaching the tracking markers. But this system is replacing a manual registration system, in which video-based alignment w as achieved by manually adjusting viewing and rendering parameters, which often took about 45 minutes to perform. In addition, the accuracy of the manual registration method was only estimated to be about 10-30 mm. The order of magnitude improvement of our system in both e ciency and accuracy is a critical factor in the success of this technology. F eedback from the surgeons has been highly positive speci cally, this easily accessible from of 3D geometric knowledge provides critical knowledge for planning and guiding surgery. This technology will be an important factor in accelerating the trend towards minimally-invasive surgeries.
Image-guided surgery is a quickly growing eld other researchers are developing related capabilities. Of note is the VISLAN system 6 which is also designed to be an end-to-end image-guided surgery system with many automated procedures. Other related image-guidance capabilities include 3, 4, 10, 16, 31, 37 .
