In this paper, we consider a single machine that processes a set of jobs having two (ordered) phases. After processing the first phase of a job, this job must be removed from the machine for some exact amount of time, after which the machine must immediately begin processing its second phase. During this "dead time" between job phases, the machine may be used to process other similar jobs. We first prove that the problem of interleaving these jobs in order to minimize the makespan (or to process as many jobs as possible by a given deadline) is strongly NP-hard. Next, we compare the effectiveness of a mixed-integer programming formulation based on a continuous time domain to that of a discrete-time integer programming model for solving problems having different data characteristics. These comparisons are performed on a set of realistic synthetic problems based on different scenarios arising in radar pulsing applications.
Introduction
In this paper, we consider a single machine scheduling problem involving a set of jobs having two ordered phases that must undergo processing. For each job, there exists a mandatory fixed waiting time between its first and second phases. Immediately, after this waiting time has elapsed following the processing of the first phase, the machine must commence operation on the second phase. (Job preemption is not allowed during any job phase.) Note that after a machine has finished processing the first phase of a job and is waiting for its second phase to begin, it may process some phases of other jobs provided that this overall operational scheme causes no conflict. The problem of optimally interleaving such jobs on the machine poses a distinctive challenge in contrast with other more traditional single machine scheduling problems.
Scheduling problems of this type arise, for example, in a radar pulsing context studied by Elshafei et al. [1] . In this problem, the machine is a multifunction radar whose purpose is to simultaneously track various targets by emitting a pulse and receiving its reflection some time later. (The reader is referred to Skolnik [8] for technical background on radar functions.) Hence, we may model each target as a job, where the first phase involves the transmission of the radar pulse, the second phase is responsible for receiving the reflected pulse, and the waiting time between these two phases is given by the estimated duration required for a pulse to reach its target and return to the radar. Additionally, we may incorporate a measure of uncertainty into the model by dedicating an adequate buffer time before and after the expected time that the pulse returns to the radar. Hence, the duration of the second phase of each job is given by the amount of time required to receive the pulse by the radar, plus this buffer time. The effective solution of such pulse interleaving problems is particularly important in defending against multiple missile and massive conventional warfare attacks, as well as in assisting terminal-area air traffic controllers manage aircraft at congested airports.
In general, the two-phase scheduling problem can arise in command-and-control applications in which a centralized commander distributes a set of orders and must wait to receive responses that do not conflict with one another. For instance, in a parallel processing environment, a master processor sends out a set of tasks to be completed by satellite processors, and then receives and performs additional operations on the response. Each task is analogous to a job: the first phase of the job represents the time required by the master processor to compute and send data to the satellite processors, and then receives and performs additional operations on the response. The delay in between phases is due to the satellite processing time. The second phase of the job represents the time required to receive and further manipulate the data, plus the uncertainty in the time required for the satellite processor to finish the task. Ultimately, the master processor should distribute jobs to parallel processors so that responses are not simultaneously received (hence avoiding queuing of operations) in order to most efficiently complete the overall task.
Most solution approaches to the two-phase scheduling problem have relied on heuristics to obtain good quality solutions within imposed computational limits. In the context of the radar pulse interleaving problem, Farina and Neri [2] propose a greedy constructive heuristic for a slightly simplified problem, and Izquierdo-Fuente and Casar-Corredera [4] develop a Hopfield neural network for the problem. Elshafei et al. [1] describe a Lagrangian relaxation approach based on a discretization of the time horizon. These authors examine both the problem of maximizing the weighted sum of jobs that can be completed within a certain time limit, and the problem of minimizing the total amount of time required to process all jobs. A similar Lagrangian optimization strategy was investigated in [5, 7] for related scheduling problems arising in defense applications. In this paper, we focus on a different modeling approach that permits a broad class of scheduling problem instances of this type to be solved to optimality.
The remainder of this paper is organized as follows. In Section 2, we introduce the problem variants that we solve in this paper and prove their NP-hardness. In Section 3, we review the mathematical programming models used to solve these problems in prior studies, and compare them with an alternative proposed formulation that does not rely on discretizing the horizon into time segments. In Section 4, we provide computational results that compare the efficacy of the different models for test instances having various characteristics. Finally, we conclude the study in Section 5 with a summary and recommendations for future research.
Problem definition and complexity
Consider a set of N jobs to be processed on a single machine, where the operation of each job involves two phases. The processing time for phase k of job i is given by p k i , for k = 1, 2 and i = 1, . . . , N, where p 2 i includes the aforementioned uncertainty buffer duration. The waiting time between the two phases of job i is given by d i , for i = 1, . . . , N. Recall that only one phase of a job may be processed at any time, and that the second phase of job i must begin processing exactly d i time units after the first phase of job i has been completed. Thus, if job i begins processing at time s i , the machine is occupied by job i during the intervals
We examine the following two problems. For the first problem, denoted 2PW, we assign a weight w i to each job i = 1, . . . , N based on its relative importance of being processed, and impose an overall time limit T. Hence, this problem seeks to maximize the sum of weights for the jobs that finish their processing by time T. Alternatively, problem 2PC is concerned with finding the minimum time required to process all the N jobs.
Although these problems have received some prior attention in the literature, we are not aware of any study that analyzes their complexity. The following proposition demonstrates that neither of these problems can be solved in polynomial time unless P = NP. (The proof of this proposition can be skipped on a casual first-reading without loss of continuity.) Proposition 1. Problems 2PW and 2PC are strongly NP-hard.
Proof. We will simultaneously demonstrate these claims by proving the strong NP-completeness of the following decision problem.
Problem D2P. Given a set of two-phased jobs with notation defined as above, and givenT , does there exist a schedule in which all jobs are processed by timeT ?
Clearly, showing that D2P is strongly NP-complete implies that both 2PW and 2PC are strongly NP-hard. To see that D2P belongs to NP, note that a guessed solution may be represented by an N-dimensional array of proposed starting times for the jobs. It can be verified that no two jobs have phases that overlap on the machine in O(N 2 ) time, and that the latest completion time of any job does not exceedT in O(N ) time.
To complete the proof, we show that D2P is strongly NP-complete by showing that the following strongly NPcomplete problem, 3PART [3] , can be polynomially reduced to D2P.
Problem 3PART. Given a set A = {1, . . . , m} with m = 3q for some integer q 3, and a set of positive integer weights t i , ∀i ∈ A, such that We begin proving the equivalence of the original 3PART instance and the transformed D2P instance by stating three characteristics of all D2P yes-instances. First, the imposed limit ofT implies that the machine must be in constant use from the beginning of its operation until timeT , and thus D2P is a yes-instance only if the machine is never idle until timeT . Second, observe that none of the enforcer jobs may be feasibly interleaved. Third, since the makespan involved in sequentially scheduling the enforcer jobs one after the other is 5Bq + 2q + 1, no yes-instance of D2P can have more than B units of element job processing completed before, after, or inbetween enforcer jobs. We will utilize these three "feasibility conditions" in constructing key characteristics of all D2P yes-instances.
Hence, suppose that we have a yes-instance of D2P. We first demonstrate that job m + 1 must be the first scheduled job. Suppose by contradiction that a job i ∈ {1, . . . , m} is scheduled first. If the second phase of any job (including job i) completes before the first phase of the first enforcer job starts, then at least 4B + 2 time units elapse before the start of the enforcer jobs, which violates the third feasibility condition. Hence, there must be a job j ∈ {1, . . . , m} whose first phase completes just before the first enforcer job begins scheduling. Regardless of which is the first enforcer job, this would lead to a conflict with the second phase of job j. On the other hand, if job m + j , 2 j q, is the first job scheduled, then its dead time of 2B must be filled with first phases of element jobs. Consequently, the corresponding reflected set of second phases either conflicts with the reflection of m + j if j = q, or results in a violation of the third feasibility condition in case j ∈ {2, . . . , q − 1}.
Hence, suppose that job m + 1 is scheduled first. From above, its dead time of B, from B + 1 to 2B + 1, must be occupied by first phases of jobs from {1, . . . , m}. This yields a collection A 1 of elements such that j ∈A 1 t j = B. The reflection of these element jobs leaves a gap of (B + 1) between its start and the finish time 4B + 2 of job (m + 1). By the third feasibility condition, this gap must be occupied by the first phase of an enforcer job. If the first phase of job m + q was scheduled in this gap, we would then be forced to fill in the resulting gap between time 6B + 3 and 7B + 3 during the dead time of job m + q with first phases of element jobs whose duration sums to B. By the dead time between these element jobs and the duration of the second phase of job m + q, the reflection of these element jobs of total duration B would occur in the interval [10B + 5, 11B + 5], immediately following the second phase of job m + q. But by the third condition, some enforcer job m + j , j ∈ {2, . . . , q − 1} would need to immediately follow this, starting at time 11B + 5. As above, this will require the dead time of the latter enforcer job of duration 2B to be filled with first phases of element jobs, leading to a contradiction. Thus, the first phase of enforcer job m + 2 must instead be scheduled during the gap from 4B + 2 to 5B + 3. Again, there exists a gap between time 6B + 3 and 7B + 3 that may only be filled by first phases of element jobs. This yields a set of jobs A 2 ∈ A\A 1 such that j ∈A 2 t j = B.
Continuing in this fashion, we must schedule job m + k for k = 2, . . . , q − 1 to start at time k(5B + 2) − (6B + 2), and have a collection of jobs
. These jobs leave the machine busy from time 0 until time (5q − 4)B + 2q − 1 with a gap of duration B + 1 between time (5q − 6)B + 2q − 2 and (5q − 5)B + 2q − 1. By the same reasoning as before, this gap must be filled by the first phase of the remaining enforcer job m + q, which when processed, leaves the machine busy from time 0 until timeT , with the exception of two idleness gaps. The first of these gaps is of duration B between time (5q − 4)B + 2q − 1 and (5q − 3)B + 2q − 1. The only unprocessed operations that can fill this gap are the first phases of the remaining element jobs, whose indices we assign to the set A q , where j ∈A q t j = B. The second gap is also of duration B and occupies the interval between time 5Bq + 2q + 1 and (5q + 1)B + 2q + 1 =T , which must necessarily contain the second phases of the element jobs in A q .
Hence, D2P is a yes-instance only if the original 3PART problem was a yes-instance. Following the same constructive process above, the converse of this statement is also true. Since the size of the corresponding instance of D2P is polynomially bounded by that of 3PART, this completes the proof.
Model formulations
We begin this section by reviewing the model formulations for 2PW and 2PC as given in [1] . These authors utilize a discretization of the horizon into unit time-slots, and require the machine to process at most one job during each time-slot. Toward this end, define the set T = {1, . . . , T } as the set of discrete time-slots, where all processing must terminate by time T. (Note that slot 1 commences at time 0.) Define binary variables x ij as follows:
1 if the first phase of job i begins processing at slot j ∈ T, 0 otherwise.
A slot k ∈ T is occupied with processing phase-one of job i ∈ {1, . . . , N} if x ij = 1 for j ∈ {k − p 1 i + 1, . . . , k} ∩ T, and is occupied with processing phase-two of job i if
The intersection with T ensures that only defined values of j are considered. Accordingly, we define
where undefined slots j in (2) are omitted from consideration.Also, we introduce
. . , N, in order to ensure that if the first phase of job i is scheduled by i , then the processing of the second phase of job i will finish by time-slot T.
Recall that for problem 2PW, we are given relative benefit weights w i associated with each job i = 1, . . . , N. Using the discrete time-slot paradigm, we may formulate this problem as follows.
D2PW: Maximize
subject to
The objective function (3a) seeks to maximize the sum of weights for jobs that finish processing before the time limit T, constraints (3b) require each job to be processed at most once, constraints (3c) enforce that the machine processes at most one phase of a job at a time, and constraints (3d) are logical restrictions on the defined decision variables. For modeling 2PC, we can first apply a simple heuristic such as that described in [2] to find a feasible solution of total duration T slots, say, and then define the problem of minimizing the makespan on the time-slots that span this duration. We formulate D2PC as follows, where the objective function variable z represents the makespan
Elshafei et al. [1] observe that while (4c)-(4e) might have a tight linear programming relaxation, this is not likely the case in the added dimension of z, along with the constraints (4b). Hence, we expect D2PC to be a significantly more difficult problem to solve to (near) optimality. In light of this, as an alternative to using D2PC, we reflect the philosophy of completing all the tasks as early as possible by penalizing late completions at an increasing (squared) rate. For example, we could formulate the following problem, where T is determined as for D2PC
subject to (4c).(4e).
(5b)
In model D2PW, a major contributing factor in the size of the problem is the number of discretized time-slots T. In fact, when the magnitude of the data input T becomes large, these discrete models become impractical due to the size of the model being considered. Furthermore, if the p 1 i , p 2 i , and d i values are of significantly different magnitudes, then reducing the granularity of the time-slots could result in wasting machine resources and yielding substantially suboptimal solutions. A more attractive approach in this case is to reformulate the problem to remove this dependence upon T by developing a model in which the start times for each job are continuous variables. For the remainder of this paper, we concentrate on the situation in which discrete models are untenable due to their problem size. (We will briefly illustrate the effects of using discrete versus continuous models in Section 4).
As before, we define s i as the start time for job i = 1, . . . , N, and we let x i be a binary decision variable that equals 1 if the second phase of job i is completed before T, and is 0 otherwise. We then employ a set of binary decision variables to guarantee that no overlap exists between any pair of jobs. To accomplish this, consider all scheduling possibilities of job i in relation to job j. There are five possible relative configurations for a pair of jobs i < j:
(1) Job j finishes processing before job i begins.
(2) The first phase of job i (but not also its second phase) is interleaved inbetween the two phases of job j. Accordingly, we define a set of binary decision variables that indicate the starting time of a higher-indexed job relative to a lower-indexed job. Let y ij k equal one if jobs i and j are arranged relative to one another in configuration k listed above, for jobs i < j, and k = 1, . . . , 5. Of course, depending on the processing and waiting times for jobs i and j, some configurations k may not be possible, and for such configurations, we simply fix y ij k = 0. For all other possible configurations, we determine the interval of time that s j can assume in configuration k, relative to the value of s i . For all possible configurations k for jobs i and j, i < j, define ij k and r ij k to be the earliest and latest times, respectively, that job j can begin processing relative to job i, i.e., ij k s j − s i r ij k . For instance, if p 1 i = p 2 i = d i = 1, and p 1 j = p 2 j = 2, with d j = 5, then the third configuration is possible, but the second and fourth configurations are not. If the overall processing horizon is at least 12 units long, the first and fifth scenarios are possible as well. Observe that for this data, we would set ij 3 = −4 and r ij 3 = −2.
Note that the first and fifth configurations are defined with respect to the overall time domain pertaining to this model. Hence, we must establish an upper bound UB on the total amount of time required to schedule all N jobs, given that we augment the solution of problem 2PW by continuing to schedule the remaining unscheduled jobs beyond time T as efficiently as possible. For example, we may take UB =
, based on simply processing the jobs consecutively, one after the completion of the other. However, if the job waiting times are large relative to the job processing times, this limit might be prohibitively large. Instead, suppose that we execute a quick heuristic to minimize the total completion time (such as that proposed by Elshafei et al. [1] or Farina and Neri [2] ), and obtain a completion time ofẑ c . A valid upper bound UB can then be taken as
The continuous model can accordingly be formulated as follows:
subject to 
For any i = 1, . . . , N, constraint (7b) states that if x i equals 1, then the job must finish processing before the deadline T; otherwise, when x i equals 0, the constraint is rendered redundant. Constraints (7c) select exactly one configuration for each pair of jobs, and thereby, ensure that no two processing phases of any jobs overlap in the solution. Constraints (7d)-(7e) impose lower and upper bounds on the permissible values of s j relative to s i , depending on the selected configuration k. Finally, (7f) represents the logical constraints on the decision variables, where Y includes the restrictions that y ij k = 0 for all i, j, k triples such that jobs i and j, i < j, cannot be scheduled according to configuration k.
Observe that the foregoing mixed-integer program entails sequencing and scheduling all the jobs, including those that finish processing after time T. Since any job that finishes processing after T is irrelevant to the solution for 2PW, we need not burden the solver with optimally ordering such late jobs.
A modified modeling approach for mitigating this additional unnecessary burden is to establish placeholder slots for late jobs. Suppose that we execute an initial quick heuristic for 2PC as mentioned above and obtain starting time-slotŝ s c i for i = 1, . . . , N, and a makespan ofẑ c . We set UB = T +ẑ c . The strategy that we employ now is to force job i to either be scheduled to complete before the deadline T, or to commence exactly at T +ŝ c i . In other words, time
T +ŝ c i serves as a placeholder scheduled start-time for the ith job in case it is declared to be late. Under this strategy, we replace (7b) with the following two sets of constraints: 
Recall that for each pair of jobs i < j, we execute a preprocessing step to determine whether or not i and j can be scheduled in configuration k in a feasible solution. We can also check to see if processing i and j in configuration k implies that one of the jobs (say, job j) must be processed after the deadline T. In this case, denoting K ij as the set of all such configurations, we can impose the following constraint:
Hence, if x j = 1, then we must have y ij k = 0, ∀k ∈ K ij (i.e., no configuration k ∈ K ij can occur) and if x j = 0, then (9) is redundant. In a similar fashion, consider the following cases, each of which implies the activation of a particular configuration, for any pair of jobs i < j: These cases, respectively, lead to the valid inequalities (10a)-(10c) identified below, each of which enforces the selection of the appropriate configuration when the corresponding condition on the x-variables holds true, and is redundant otherwise
Remark 2. One tendency of the linear programming relaxation to the model C2PW presented above (augmented by the valid inequalities (9), (10a)- (10c)) is that the y-variables tend to fractionate in order to allow jobs to be scheduled outside of their permitted intervals relative to one another. Hence, we could examine reformulations by which constraints (7c)-(7f) that enforce the nonoverlapping of jobs can be further strengthened. Consider the following alternative representation of the constraints (7c)-(7f), where u and v are vectors of additional continuous variables
We can demonstrate by the special-structures reformulation-linearization technique (SSRLT) of Sherali et al. [6] that the constraints (11a)-(11f) are equivalent (in the integer sense) to constraints (7c)-(7f). Moreover, the extreme points of the polyhedron given by the continuous relaxation to (11a)-(11f) have binary values of y, and hence yield an ideal or convex hull representation of the feasible solutions to (7c)-(7f). However, our preliminary computational experience indicated that due to its size, this representation did not improve the computational efficacy of models in which they were used to replace (7c)-(7f), even when employed for just selected pairs of jobs i < j. However, with improvements in LP technology, this construct might prove to be useful when judiciously applied. We leave the investigation of such implementations for future research.
We may also formulate a continuous version of problem 2PC, similar to the model C2PW developed for problem 2PW. Using the same notation as defined for C2PW, we may state such a model as follows:
Observe that neither the placeholder strategy embodied by (8a), (8b), nor the valid inequalities (9) and (10a)-(10c) apply to this model. (While the SSRLT idea of Remark 2 does apply here, it does not appear to be a computationally effective strategy for this model.) Due to the minimax structure exhibited by (12a), (12b), problem C2PC is typically much more difficult to solve than C2PW. Accordingly, we also investigated the solution of a minisum completion time model, in which the job completion time increases in a convex fashion so as to most severely penalize the latest job completed. Recall that model D2PC minimizes the sum of squared completion times. We cannot directly translate the squared completiontime model D2PC to the continuous-time case without injecting nonlinearities into the model, noting that linearity was preserved in D2PC due to its discrete-time representation. However, we can replace (12a), (12b) with a piecewise-linear approximation of the squared completion-time objective as explained next.
Constructing the piecewise-linear penalty function first requires a lower bound, LB, and an upper bound, UB, on the minimum makespan for 2PC. We set
, and obtain UB via a heuristic as before. Note that 0 is a permissible lower bound on the problem. However, providing a zero penalty to jobs processed before LB relieves the solution process of the burden of optimally arranging early jobs in solutions having the same makespan. 2 ) and (h j , (h j ) 2 ), for j = 1, . . . , H . Define z i to be the penalty computed according to this function for completing job i at time
An example of a piecewise linear-objective function is illustrated in Fig. 1 . We can then formulate an analogous continuous formulation to D2PC as follows:
(13d)
Computational results
In this section, we analyze the computational efficacy of implementing different strategies for solving problem 2PW using the branch-and-bound algorithm of CPLEX 8.1. All computations are performed on a SUN Ultra 10 Workstation with 256 MB of RAM, and the times reported are in CPU seconds.
We generated four sets of test problems for these experiments, each containing five instances, for a total of 20 instances. Each instance in sets 1, 2, 3, and 4 involves 8, 10, 12, and 14 jobs, respectively. The processing and waiting times for each job i were generated according to normal distributions: p 1 i was generated with mean 30 and standard deviation 5, p 2 i with mean 120 and standard deviation 30, d i with mean 600 and standard deviation 100, and c i with mean 10 and standard deviation 2. T was fixed at 1000 for all instances. (Note that for the 2PC instances, the c i and T values are simply ignored by the algorithm.) These values were chosen to permit interleaving among jobs, and to render the problems particularly challenging for the traditional discrete models such as D2PW, D2PC, and D2PC .
Preliminary computational results demonstrated that including (9) for all relevant job pairs i < j improves the effectiveness of the continuous models. Hence, these constraints are incorporated in the continuous models for all our test results. We first examined the following models:
• C2PW with (9): Model (7) with constraints (9).
• C2PW with (8a), (8b), (9): Model (7) with constraints (9), where (7b) is replaced by (8a), (8b).
• C2PW with (8a), (8b), (9) and (10a)-(10c): Model (7) with constraints (9) and (10a)-(10c), where (7b) is replaced by (8a), (8b). Table 1 provides the computational time required to solve each of the 20 instances, using each of the above models. A time limit of 1800 s was imposed for each run. The average computational time for any model on a data set is recorded only if the model solved all five instances for that set within the prescribed time limit.
Observe that the placeholder strategy in which (7b) is replaced by (8a), (8b), (9) is a vital consideration in solving these problems. Also, as the number of jobs increases, constraints (10a)-(10c) prove to be a useful device in solving the 2PW instances. Observe that even though C2PW with (8a), (8b), (9) and (10a)-(10c) has a larger average computational time than C2PW with (8a), (8b), (9) for set 3 instances, it is actually the fastest strategy for the majority of those instances. For set 4 problems, C2PW with (8a), (8b), (9) and (10a)-(10c) is the best model for all five instances.
It is also interesting to compare the performance of the discrete model D2PW to C2PW on these instances. As mentioned before, the discrete model is no longer a reasonable modeling scheme when T becomes large. For set 1 instances, executing model D2PW requires an average of 1710 s to complete, as compared to 2.8 s required by C2PW. Hence, the use of discrete models for these instances is not appropriate. Next, while integer programming software is generally equipped with an effective default strategy for selecting the next fractional variable on which branching occurs in the branch-and-bound process, it is often possible to significantly reduce the computational time by imposing a customized set of variable branching priorities based on the special structures of the problem. We therefore investigated the following variable branching priority orders on the foregoing models.
Order 0. This is the default branching method used by CPLEX. Order 1. Variables y 12k have the highest priority (with no prespecified preference among k = 1, . . . , 5, followed by variables y 13k , and so on, up to variables y N−1,N,k ). Variables x i for i = 1, . . . , N have the lowest priority and have no prespecified branching priorities among them.
Order 2. Same as order 1, except that the variables within a group y ij k , ∀k, for a given i < j, are ascribed priorities such that if k 1 < k 2 , then y ij k 1 has a higher branching priority than y ij k 2 .
Order 3. Consider a permutation of the set of jobs {1, . . . , N} based on the initial heuristic that is used to establish the placeholder slots for late jobs, where the jobs are sorted in increasing order of their completion times in the heuristic schedule. Define (i) to be the ith job listed in this order. Then, y (1) (2)1 has the highest branching priority, followed by y (1) (2)2 , and so on until y (1) (2)5 , followed by y (1) (3)1 , and continuing in this fashion until y (N−1) (N) 5 . The group of x-variables receive the lowest branching priority and are not individually ordered.
Order 4. Same as order 3, but define the permutation as follows. Let the first e jobs in be the jobs that finish before T in this permutation, listed in decreasing order of their completion times in the heuristic schedule. Let the last N − e jobs in be arranged in increasing order of their (late) completion times in the heuristic schedule. (Such an ordering implies that establishing the integrality of those jobs likely to finish close to the deadline T is a primary consideration in the branch-and-bound process.) The priorities are then given as in order 3, with the revised permutation .
Other variable branching orders, in which priorities were determined solely by k, or in which the x-variables received a higher priority than the y-variables, were also investigated, but were found to be less efficient than the ones listed above. Using the two most effective modeling strategies investigated in Table 1 , we then compared the effectiveness of these four variable branching priorities versus using the default CPLEX strategy. Table 2 lists the average computational times required to solve the five instances in each of the sets 1, 2, 3, and 4 for the different branching priorities. Using model C2PW with (8a), (8b), (9), along with branching order 3, yielded the best overall performance for solving the instances in sets 1, 2, and 3, while the additional use of constraints (10a)-(10c) with this composition contributed significantly when solving the set 4 instances. The branching order 2 gave a reasonably good overall second-best performance. The default strategy was uniformly the worst over all the test sets.
Next, we examined the difficulty in solving C2PC and C2PC for this set of test problems, and evaluated the quality of the makespan obtained from the solution yielded by C2PC to the optimal solution given by C2PC.
Preliminary results demonstrated that H = 20 is a reasonable number of intervals to impose on the piecewise-linear function for C2PC . Using this value for H, we ran C2PC and C2PC for branching orders 0, 1, 2, and 3 on the set 1 problems. (Branching order 4 was omitted due to its relatively poor performance, while the default order 0 was retained to illustrate the relative value of imposing branching orders for solving these problems.) In our implementation of C2PC , we also utilized a call-back function from CPLEX that evaluates the actual makespan for each new solution that improves the previous upper bound on the optimal value within the branch-and-bound tree. This is necessary since an improving solution to the concocted minisum objective of problem C2PC can worsen the original makespan objective. Table 3 (a) demonstrates that for the set 1 instances, problem C2PC can itself be solved to optimality more efficiently than the auxiliary model C2PC . We thus recommend the use of C2PC, with either branching order 1 or 3, to solve small instances of problem 2PC. On the other hand, Table 3(b) indicates that the gap between the optimal makespan provided by C2PC and the makespan obtained from the optimal solution to C2PC is typically either very small or nonexistent, and thus, C2PC can be used as a viable alternative to C2PC in case C2PC is particularly difficult to solve. Indeed, this turned out to be the case for the problems in sets 2, 3, and 4. In set 2, only two problems could be solved to optimality within 1800 s using the best option available. No instances in sets 3 or 4 could be solved to optimality within this time limit. Hence, we experimented to find the best solution possible within imposed time limits of 600 and 1800 s, in order to ascertain the combinations of the models and branching priority strategies that are capable of providing the best solutions under a time-constrained scenario. Table 4 presents the result of an experiment on sets 2, 3, and 4, in which models C2PC and C2PC were both run under the three most promising branching orders (1, 2, and 3), and in which the best solution after 600 CPU seconds was recorded (no instance was solved to optimality in any of these cases). These computational results demonstrate that for set 2, the strategy that yielded the best solutions within the prescribed time limit employed model C2PC with branching order 3. However, for sets 3 and 4, all C2PC implementations outperformed the C2PC implementations on the average. Using C2PC with branching order 3 yielded the best average performance over all options on the set 3 problems, while using C2PC with branching order 1 was the best option for the set 4 problems.
We then repeated this experiment by extending the time limit for C2PC and C2PC to 1800 s. The results of this experiment are displayed in Table 5 , and demonstrate that the use of C2PC continues to be preferable for the most difficult instances when the time limit is extended. Although, no additional problem instances could be solved to optimality, the extra time does allow the optimization procedure to identify better solutions in each of these sets. Overall, we conclude that solving model C2PC in concert with branching order 1 is the best strategy for larger test instances (such as those in set 4). 
