Subspace Clustering with Missing and Corrupted Data by Charles, Zachary et al.
Sparse Subspace Clustering with Missing and
Corrupted Data
Zachary Charles1, Amin Jalali2 and Rebecca Willett1,2
1Department of Electrical and Computer Engineering, University of Wisconsin-Madison
2Wisconsin Institute for Discovery, University of Wisconsin-Madison
January 16, 2018
Abstract
Given full or partial information about a collection of points that lie close to a union
of several subspaces, subspace clustering refers to the process of clustering the points
according to their subspace and identifying the subspaces. One popular approach, sparse
subspace clustering (SSC) [EV09], represents each sample as a weighted combination of
the other samples, with weights of minimal `1 norm, and then uses those learned weights
to cluster the samples. SSC is stable in settings where each sample is contaminated
by a relatively small amount of noise. However, when there is a significant amount of
additive noise, or a considerable number of entries are missing, theoretical guarantees
are scarce. In this paper, we study a robust variant of SSC and establish clustering
guarantees in the presence of corrupted or missing data. We give explicit bounds on
amount of noise and missing data that the algorithm can tolerate, both in deterministic
settings and in a random generative model. Notably, our approach provides guarantees
for higher tolerance to noise and missing data than existing analyses for this method.
By design, the results hold even when we do not know the locations of the missing data;
e.g., as in presence-only data.
1 Introduction
In many applications, including image compression [HWHM06, YWMS08], network estima-
tion [EBSN11], video segmentation [CK98, Kan01], and recommender systems [ZFIM12],
what is ostensibly high-dimensional data can be modeled as data sampled from a union of
low-dimensional subspaces. In subspace clustering, we observe a data matrix X ∈ Rn×N
whose columns lie near a union of several low-dimensional subspaces of Rn. We wish to
cluster the columns according to their subspace and infer the subspaces. In practice, X may
be corrupted by large amounts of noise, adversarial or otherwise, or it may have missing
entries.
Subspace clustering has experienced significant attention over the last decade, resulting
in many different algorithms with varying levels of established theory. These include
expectation-maximization methods [BM00], algebraic methods [VMS05], matrix factorization
methods [CK98], and local sampling methods [RTVM08], among others. Of particular note is
sparse subspace clustering (SSC) [EV09], which exhibits good empirical performance in many
real data applications, most notably in computer vision applications, and enjoys provable
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guarantees on its performance [SC12]. Moreover, various theoretical and empirical work has
been carried out to show that SSC can handle outliers [SC12] and certain forms of noisy
measurements [SEC14, WX16].
In the noiseless setup, SSC tries to represent each column of the data matrix X as a
linear combination of the other data points, with coefficients of minimal `1 norm, by solving
the following optimization program,
min
C
‖C‖1 subject to X = XC, diag(C) = 0, (1.1)
where ‖C‖1 denotes the sum of absolute values of all entries in C. The entries of the optimal
solution are hoped to approximately encode whether pairs of columns of X come from the
same subspace. If so, spectral clustering can be applied to |C|+ |C|T to recover a partition
for columns of X. Most of theoretical analysis for SSC, e.g., see [SC12, WX16], is dedicated
to establishing guarantees on the pattern of zero entries in the optimal C and presenting
conditions under which Cij is zero whenever samples i and j do not belong to the same
subspace. Such property, referred to as the subspace detection property in [SC12], can then
be used as a proxy for the performance of the spectral clustering phase and clustering.
In this paper we analyze the following robust variant of SSC, designed to work in the
presence of corruptions and missing data,
min
C
‖C‖1 + λ
2
‖XC −X‖2F subject to diag(C) = 0, (1.2)
where X is the observed matrix, either corrupted with additive noise or with zeros in place
of missing entries. We refer to this approach as LS-SSC since it involves a least-squares
(LS) loss. This estimator has been previously considered in the literature with different
theoretical guarantees [SEC14, WX16] or with only empirical evidence for its effectiveness
[YRV15]. In this work, we consider different geometric quantities and provide an analysis
that is similar in nature to [WX16] but guarantees successful recovery for higher noise levels.
Such improved thresholds directly translate to the ability to tolerate more missing entries:
O(n/d) versus O(n/d2) missing entries, for d-dimensional subspaces in Rn.
1.1 Summary of Main Results
We provide analysis for (1.2) and give theoretical guarantees for establishing the subspace
detection property (see Definition 1). We give a deterministic criteria for success based on
the geometry of the true samples and the corruptions as well as the noise level defined as
the maximum `2 norm of the additive error in each observation.
The optimization problem in (1.2) has been previously studied in the literature [WX16].
Our analysis in the deterministic setting follows the well-known strategy of constructing
a dual certificate, similarly taken by [WX16]. However, our analysis removes a step of
projection for the dual certificates that is required in [WX16]. As a result, we use a different
definition of incoherence. This difference leads to an improved trade-off between the noise
level and the dimensions of the subspaces.
Our analysis allows us to show that (1.2) succeeds in the presence of noisy and missing
data under the setup where subspaces are chosen uniformly at random and samples are drawn
uniformly at random from these subspaces. More specifically, we can tolerate corruptions with
`2 norm bounded by O(1/
√
d), or O(n/d) missing entries per sample, where our subspaces
are d-dimensional subspaces of Rn. This is an improvement over what we get using results
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from [WX16]: tolerating corruptions with `2 norm bounded by O(1/d), or O(n/d2) missing
entries per sample. This is an important distinction in high-dimensional settings, where
our results indicate the ability to recover from missing entries when the dimension of each
subspace is as large as the ambient dimension, up to constants, while the results of [WX16]
require d . √n. Our improved rates concerning the number of missing entries are similar
to the ones in a work that has been done in parallel [TV18]. Our work uses different proof
techniques that may extend to other settings more easily, or at the very least provide different
insights into subspace clustering with missing data.
Finally, the presented framework is location-agnostic, as the estimator and the results
need not know the location of the missing entries. This feature allows the estimator to be
used in more general situations than algorithms such as those in [YRV15, Elh16, TV18]
that exploit the locations of the missing entries for estimation. This feature is important in
certain real-data settings, such as the presence-only data described in Section 1.2.
In the following, we state informal versions of our main results in both deterministic and
random settings.
Theorem 1.1 (deterministic guarantee). Suppose we are given X = Y + Z where Y comes
from a union of subspaces model and each column of Z has `2 norm bounded by an explicit
function of the configuration of subspaces and the placement of the true samples on the
subspaces. Then there is an explicit interval of λ for which (1.2) returns a nontrivial solution
with no false positives.
Theorem 1.2 (missing data). Let Y ∈ Rn×N be a matrix whose columns are drawn from
the intersection of the unit ball and the union of L d-dimensional subspaces that are drawn
uniformly at random, and there are κd points in Y corresponding to each subspace (i.e.
N = κdL). Suppose we are given an incomplete version X of Y where zeros have been filled
in to missing locations. If d ≤ O(n/ logN) and each column is missing at most O(n/d)
entries, then there is an explicit interval of λ for which (1.2) returns a nontrivial solution
with no false positives, with high probability. Here O(·) hides a small dependence on the
number of points drawn from each subspace.
1.2 Comparison to Other Work
In this section, we briefly discuss the existing literature in relation to our main contributions.
Location-agnostic Estimation. The robust variant of SSC given in (1.2) does not require
knowledge of the locations of the corruptions. This is in contrast with recent efforts in
subspace clustering with missing data [YRV15, Elh16, TV18] where the location of missing
entries is a main ingredient for the estimator. In practice, such information may not be
available. For example, in some applications we face presence-only data where we only
record the observed presence of a feature [PB06]. In ecological modeling, we often only
have access to the observed population presence of a species in a given location but we do
not know when a species is absent [WHB+09]. Authors in [BDC+05] acknowledge that in
structured mammography data, there is ambiguity in whether to interpret zeros as missing or
as indicating that a breast imaging radiology feature is actually not present. This ambiguity
is common in many models and applications [LDL+03, EN08, FH13], yet many proposed
subspace clustering algorithms cannot be used in this setting.
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High-rank Matrix Completion. When there are missing entries, subspace clustering can
be viewed as a generalization of low-rank matrix completion [CR12]. Unlike low-rank matrix
completion, the data matrix may have high rank if there are many subspaces. While there are
many algorithms for low-rank matrix completion with theoretical guarantees on convergence
and correctness (e.g. see [CR12] and references therein), such analysis has been more
elusive for subspace clustering with missing data. Various algorithms for subspace clustering
with missing data have been proposed [GW04, VH04, YRV15, PABM+16, Elh16, TV18,
PAOB+17]. Many of these exhibit strong empirical results but lack theoretical guarantees.
On the other hand, [EBN12] gives a theoretically justified method for subspace clustering
with missing data, but requires an unrealistically large number of samples. Authors in
[PAN16] give information-theoretic lower bounds on the number of observations per column
required, but it is not known whether the aforementioned methods meet these bounds.
Other Robust Variants. The key idea behind SSC is that if X comes from a union of
subspaces model, then the columns of X are self-expressive. That is, each column of X can
be expressed as a linear combination of a small number of columns from the same subspace.
Mathematically, this means that we can write X = XC where C is sparse and has 0 on the
diagonals. If we assume that X = Y + Z where Y comes from a union of subspaces model,
then Y satisfies Y = Y C for C sparse. Therefore, we get X −XC = Z − ZC = Z(I − C).
Thus, minimizing a norm of X −XC can be viewed as a proxy for minimizing a norm of
Z, and prior information on the corruption mechanism can inform us on the design of the
estimator. For example, when Z is believed to be sparse, it makes sense to study another
robust variant of SSC as
min
C
‖C‖1 + λ‖XC −X‖1 subject to diag(C) = 0. (1.3)
To analyze SSC and its variants, we often look at vectors ν that are optimal for the dual
program to the SSC optimization. In studying (1.2), the structure of the dual vectors allows
us to understand them by analyzing their projection on to the subspaces in our union of
subspaces model. However, in studying (1.3), this projection-based approach becomes more
difficult due to the differing structure of the dual vectors.
An earlier version of this manuscript was flawed in its analysis of (1.3) due to an error in
using the total inradius as opposed to the restricted inradius. We have removed the incorrect
analysis of (1.3) and updated our work to use restricted inradii accordingly when necessary
(see Lemma A.5, which replaces Lemma A.4).
2 Problem Setup
We are given a matrix X ∈ Rn×N , where X is the sum of an uncorrupted data matrix Y and
a noise matrix Z. We can view subspace clustering with missing data as a special case of this
setup where the unobserved entries of Y are replaced by 0 to obtain X. This is equivalent to
the setting where the noise matrix Z satisfies Zij = −Yij for each missing entry (i, j). We
do not assume that we know the locations of the missing data. This way, we allow for a
zero entry in X to correspond to an actual zero or to a missing entry. We assume that the
columns of Y come from a union of L subspaces
S1 ∪ S2 ∪ . . . ∪ SL.
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We make no assumptions on how the subspaces are aligned so that they can intersect
arbitrarily.
The original SSC method first solves the optimization problem in (1.1). SSC then uses
spectral clustering [NJW02] on the affinity matrix W = |C| + |C|T to recover a partition
of samples. The key idea by [EV09] is that the columns of X are self-expressive. If the ith
column xi lies in a low-dimensional subspace from which we have enough closely-aligned
samples, we can express xi as a sparse linear combination ci of other columns from that
subspace. By enforcing xi = Xci and minimizing ‖ci‖1, we hope to recover that sparse
representation. If we approximately recover this ci for all xi, then spectral clustering on the
graph with edge weights from W will recover the correct clusters.
While this approach has empirical and theoretical guarantees when X is uncorrupted by
noise, we have to change our approach when X has missing data or noise added. In order to
perform sparse subspace clustering in these kinds of settings, we need to relax the assumption
that X = XC. We do this by using a loss term of the form ‖X −XC‖2F . This gives us the
optimization problem LS-SSC in (1.2). For LS-SSC, [WX16] describe a method to solve (1.2)
using a modification of the ADMM method [BPC+11]. Moreover, [SEC14] show that TFOCS
[BCG11] has competitive performance in solving this optimization program in practical
applications. We then apply spectral clustering to the weighted graph corresponding to the
affinity matrix W = |C|+ |C|T . The resulting clusters are the subspace clusters we return.
We use the standard technique of estimating the number of clusters Lˆ from the spectrum of
the normalized Laplacian associated to W [VL07]. The full algorithm for LS-SSC is given in
Algorithm 1.
Algorithm 1: LS-SSC
Input: A data matrix X ∈ Rn×N and λ > 0.
1. Solve
min
C
‖C‖1 + λ
2
‖X −XC‖2F s.t. diag(C) = 0.
2. Form the weighted graph G on N vertices with affinity matrix W = |C|+ |C|T .
3. Let σ1 ≥ σ2 ≥ . . . ≥ σN denote the eigenvalues of the normalized Laplacian of G.
Set
Lˆ = N − argmax
i=1,...,N−1
(σi − σi+1).
4. Apply spectral clustering to G with Lˆ clusters.
Output: Clusters X1, . . . ,XLˆ.
We wish to find conditions for which LS-SSC has low clustering mismatch error. A good
proxy for this is to show that C has no false positives ([VL07]), that is, for any i and j
corresponding to different subspaces, Cij = 0. This is reflected in the following definition.
Definition 1 ([SC12]). We say thatX obeys the subspace detection property with parameter λ
if for all ` and for all xi corresponding to S`, the columns ci of the solution to (1.2) have
non-zero entries corresponding only to columns in Y sampled from S`. We say that the
subspace detection property holds if there is a non-empty interval of values of λ for which the
subspace detection property with parameter λ holds.
The above definition states that ci does not contain any entries corresponding to other
subspace than the one to which xi corresponds. If the ci are non-zero and the subspace
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detection property holds, we should get low clustering error from spectral clustering.
2.1 Preliminaries
Let Y ∈ Rn×N be the matrix whose columns are all the uncorrupted samples. Let N` denote
the number of columns in Y drawn from S`, and Y (`) ∈ Rn×N` be the submatrix collecting
such columns. We let X(`) and Z(`) denote the corresponding submatrices of X and Z. Let
d` be the dimension of S` and define κ` := N`/d`.
For a matrix A ∈ Rn×m, we let A−i denote the n×(m−1) submatrix formed by removing
the ith column. We let Y ⊆ Rn denote the set of columns of Y and let Y(`) be the set of
columns in X corresponding to S(`). We define X and X (`) analogously.
For a matrix A, let SC(A) denote the symmetrized convex hull of its columns. If A has
columns a1, . . . , an, then SC(A) is conv(±a1, . . . ,±an). We define
Q(`)−i := SC(Y (`)−i ).
Finally, we require some definitions from convex analysis. Given a set P ⊆ Rd, the polar set
P◦ of P is defined as
P◦ = {y ∈ Rd : 〈x, y〉 ≤ 1 for all x ∈ P}.
Note that P◦ is a convex region.
Definition 2. For any closed polytope P, we let r(P) denote the inradius of P. This is
defined as the radius of the largest Euclidean ball that can be inscribed in P.
Definition 3. For any closed polytope P and subspace S, we let rS(P) denote the restricted
inradius of P with respect to S. This is defined as the radius of the largest disk in S that
can be inscribed in P.
Suppose P ⊆ Rn is symmetric and convex. Here symmetric means that P = −P. For
such polytopes, the largest inscribed ball will necessarily be centered at 0. This follows from
the fact that if a ball B of radius r can be inscribed in to P, then by symmetry, so can −B.
Taking the convex hull of B ∪ −B, we necessarily contain the ball of radius r centered at 0.
Let Br denote the Euclidean ball centered at 0 of radius r in Rn. Then for P symmetric
and convex, we have
r(P) = sup{r : Br ⊆ P} , rS(P) = sup{r : Br ∩ S ⊆ P}.
We now define the notion of circumradius.
Definition 4. For any closed polytope P , the circumradius of P , denoted R(P) is the radius
of the Euclidean ball containing P.
Definition 5. For any closed polytope P, the restricted circumradius of P, denoted RS(P)
is the radius of the smallest disk in S containing P.
With the same notation as above, and assuming P is symmetric and convex, we have
R(P) = inf{r : Br ⊇ P} , RS(P) = inf{r : Br ∩ S ⊇ P}.
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For notational convenience, we define
r` := min
i:xi∈X (`)
rS`(Q(`)−i) , r := min
`=1,...,L
r`. (2.1)
Finally, for a given subspace S ⊆ Rn and a point x ∈ Rn, we denote by ΠS(x) the orthogonal
projection of x onto S. Given a matrix A, we overload the notation to denote by ΠS(A) the
matrix which collects the projection of columns of A onto S.
2.2 Dual Directions and Incoherence
Given a vector x and a matrix A, we define an optimization problem denoted P (x,A, λ) as
min
c,e
‖c‖1 + λ
2
‖e‖22 s.t. e = x−Ac, (2.2)
and its Lagrangian dual D(x,A, λ) is given by
max
ν
〈x, ν〉 − 1
2λ
‖ν‖22 s.t. ‖AT ν‖∞ ≤ 1. (2.3)
The optimization problem for LS-SSC in (1.2) is equivalent to solving P (xi, X−i, λ) for
i = 1, . . . , N . We will use the dual program to analyze the geometry underlying our problem.
For a given x,A, λ, let ν be the solution to D(x,A, λ). If there are multiple solutions, select
the one with the smallest `2 norm. The corresponding dual direction v is defined by
v(x,A, λ) = ν/‖ν‖2.
Define
v
(`)
i := v(x
(`)
i , X
(`)
−i , λ) and V
(`) := [v
(`)
1 , . . . , v
(`)
N`
]. (2.4)
We say that the set X (`) is µ-incoherent with respect to the set X\X (`)−i if
µ ≥ µ(X (`)) := max
y∈Y\Y(`)
‖(V (`))T y‖∞ = max
y∈Y\Y(`)
1≤i≤N`
|〈v(`)i , y〉| (2.5)
For notational convenience, we consider
µ` := µ(X (`)) , µ := max
`=1,...,L
µ`. (2.6)
This parameter µ is referred to as the incoherence. It is a measure of the alignment between
the true observations Y(i) from each subspace Si and the corrupted observations X (j) from
Sj for j 6= i. Intuitively, the smaller µ is, the less aligned Y(i) and X (j) are. If µ is small
enough, then it should be easier to group observations from distinct subspaces into distinct
clusters. In Figure 1, we give a pictorial explanation of the subspace incoherence.
This definition of subspace incoherence is a generalization of the subspace incoherence
defined by [SC12] to the noisy setup described above. If there is no noise in the samples
then for λ sufficiently large these definitions of subspace incoherence will specialize to the
definition in [SC12].
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Figure 1: Left: The dual direction v(x(`)i , X
(`)
−i , λ), where x
(`)
i is a corrupted version of the
true observation y(`)i . Right: The subspace incoherence µ` is the radius of the smallest sphere
in the span of X(`) containing all projections of y ∈ Y\Y(`) onto the polytope determined by
the dual directions.
On the other hand, our definition of incoherence is different from the one in [WX16],
which is
v
(`)
i =
ΠS`(ν)
‖ΠS`(ν)‖2
(in [WX16]) (2.7)
where ν is the optimal solution to D(x(`)i , X
(`)
−i , λ). This difference leads to different results for
deterministic scenarios; i.e., Theorem 6 in [WX16] and Theorem 3.1 below. Straightforward
applications of both deterministic results to standard random generative models show that
our results lead to improved tolerance to noise and missing entries. We elaborate on these
differences in Section 3.4.
3 Main Results
3.1 Deterministic Model
Let Y be a matrix of samples drawn from a union of subspaces model. We assume that Y
is self-expressive, so that every column of Y can be expressed as a linear combination of
other columns from the same subspace. Let Z be a deterministic noise matrix. We observe
X = Y + Z. We assume that each column of X has at least 1 non-zero entry. Define
δ = max
i
‖zi‖2.
We will characterize how large δ can be for the subspace detection property to hold. For
ease of analysis we assume, as in [SC12], that each column y of Y lies on the unit sphere.1
The following theorem gives conditions on the subspaces and noise under which LS-SSC
will have the subspace detection property and produce a non-trivial output. Recall the
definitions of r in (2.1) and µ in (2.6).
Theorem 3.1 (Deterministic model criteria). Suppose that
δ <
r − µ
5
(3.1)
1The results below all generalize to the case that Y is unnormalized. The results will depend on the gap
between the largest and smallest norm of columns in Y .
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and λ lies in the non-empty interval
5
2r + 3µ
< λ <
15
2r + 8µ
. (3.2)
Then the subspace detection property with parameter λ will hold. Moreover, we are guaranteed
that any optimal C for (1.2) have all nonzero columns.
This theorem (proved in Appendix A.6) gives conditions that guarantee when ci will
not have any false positives. It then refines this to find λ for which the ci will also be
non-trivial. When δ = 0, the condition in (3.1) reduces to having µ < r, which is similar to
the deterministic criteria in [SC12].
We will refer to the condition in (3.1) as the geometric separation condition. We will
show that under random model assumptions, the geometric separation condition will hold
with high probability.
3.2 Random Model
In the following, we define a random generative model for the uncorrupted points Y on L
subspaces. We then add a noise matrix Z and impose Assumption 1 which comes after.
Definition 6 (Random Model). Given a number L ≥ 1, integer parameters d1, . . . , dL,
and positive parameters κ1, . . . , κL, the random generative model RM(L, {d`}, {κ`}) is
defined as the set of points generated as follows: each subspace is drawn independently and
uniformly at random among all d`-dimensional subspaces, and N` = κ`d` samples are drawn
independently and uniformly from the intersection of the subspace and the unit sphere.
Assumption 1. For columns yi and yj drawn from distinct subspaces, zi is independent
from yj . In other words, the noise added to the points in one subspace is independent from
the points in other subspaces.
This assumption will appear in bounding the incoherence parameter. As before, let
δ = maxi ‖zi‖2. The theorem below (proved in Appendix B.1) gives conditions on the noise
under which the subspace detection property holds and the columns of the optimal solution
are non-trivial with high probability.
Theorem 3.2 (Random model criteria). Assume N =
∑L
`=1 samples are drawn from
RM(L, {d`}, {κ`}) and stored in Y . Assume Z is a noise matrix that satisfies Assumption 1
with respect to Y . There are absolute constants c1, c2 such that, if for all `,
d` <
c1c(κ`)
2 log(κ`)
logN
n (3.3)
and
δ < c2c(κ`)
√
log(κ`)
d`
, (3.4)
then with probability at least
1− 2
N
−
L∑
`=1
N`e
−√κ`d`
9
the subspace detection property holds and the output of LS-SSC is non-trivial for all λ
satisfying
5
7
√
n
6 logN
< λ <
10
3
√
n
6 logN
.
Here, c(κ) is a constant depending only on κ. It is the same constant c(κ) as that in
Section 1.4.2 of [SC12]. They also show that for all κ sufficiently large we can take c(κ) to be
a constant. Moreover, in many reasonable scenarios, we can treat c(κ`) as a small constant.
It is also worth noting that the condition in (3.3) is, up to constants, the same as the
condition on d` for noiseless subspace clustering [SC12]. Therefore, for δ sufficiently small,
we recover the sufficient condition in [SC12] on d` for subspace detection under the same
random model.
3.3 Missing Data
As in the random model, we assume that the L subspaces are chosen independently and
uniformly at random, and that the points yi are drawn randomly from the unit ball in S`.
Our data matrix X satisfies X = Y + Z where, Zij = −Yij if we do not view Yij and zero
otherwise. In other words, X is the entry-wise zero fill of Y in the missing entries.
We do not assume that we know the locations of the missing entries. A zero entry in X
could be because we do not observe that entry, or because there is a zero in Y there. This
allows LS-SSC to be used in more general settings such as with presence-only data.
Denote by  the Hadamard (entry-wise) product.
Assumption 2. Given uncorrupted samples Y ∈ Rn×N that are generated according to a
random generative model, we observe X = Y  Ω where the mask matrix Ω ∈ {0, 1}n×N is
generated independently from Y .
The following theorem (proved in Appendix B.2) gives conditions under which LS-SSC
succeeds in this model with high probability.
Theorem 3.3 (Missing data criteria). Assume N =
∑L
`=1 samples are drawn from the
random generative model RM(L, {d`}, {κ`}) where
d` <
c1c(κ`)
2 log(κ`)
logN
n (3.5)
Moreover, assume that the observed data matrix X satisfies Assumption 2 and each column
corresponding to S` is missing at most M` entries, where
M` := c3c(κ`)
2 log(κ`)
n
d`
.
Then, with probability at least
1− 2
N
−
L∑
`=1
N`e
−√κ`d` − 2
L∑
`=1
N`e
−M`/16,
the subspace detection property holds and the output of LS-SSC is non-trivial for all λ
satisfying
5
7
√
n
6 logN
< λ <
10
3
√
n
6 logN
.
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Here, the constant c1 is the same as in Theorem 3.2. This condition says that if the
dimensions d` of our subspaces obey the same condition required for the noiseless SSC to
succeed, then LS-SSC will succeed in the presence of O(n/d) missing entries per column
with high probability. If d is constant with respect to n, then this says that LS-SSC can
tolerate a constant fraction of missing entries in each column.
3.4 Comparison with [WX16]
Our alternative definition for the incoherence parameter is what led to the deterministic
criteria in Lemmas 4.1 and 4.2 different from the ones in Section 5.3.3 of [WX16]. Then, in
combining these conditions for subspace detection property and non-triviality of the solutions,
we get a different condition on the noise level δ in Theorem 3.1, which is
δ <
r − µ
5
, (3.6)
than the one in Theorem 6 of [WX16], which is
δ < min
`=1,...,L
r(r` − µ`)
2 + 7r`
. (3.7)
While our definition of µ` is different from [WX16], in the random model similar arguments
can be used to bound both. The only property of the dual directions used in these arguments
is the unit `2 norm, which holds for both definitions of the dual direction (in (2.4) and (2.7)).
Under the assumption on the dimensions of the subspaces specified in (3.3) and (3.5), which
is the same as the assumption in Theorem 11 in [WX16] up to a constant factor, we can
derive high-probability bounds on r` and µ` (provided in (B.4) in Appendix B.1) as
r` ≥ c(κ`)
√
log(κ`)√
2d`
≥
√
24 logN
n
≥ 2µ`.
Plugging these bounds in (3.6) yields
δ .
√
1
d`
(3.8)
and allows for M` ' nd` missing entries per sample using this paper’s analysis approach.
Plugging the bounds in (3.7) yields
δ . 1
d`
(3.9)
which allows for M` ' nd2` missing entries per sample using the [WX16] analysis approach.
This is an important distinction in high-dimensional settings, where our results indicate the
ability of the method to recover from missing entries when the dimension of each subspace is
as large as the ambient dimension, up to a constant factor, while a straightforward application
of the results in [WX16] require d` .
√
n.
It is worth mentioning that in the noiseless setup of [SC12], there are infinitely many
solutions to the dual program and a projection step allows for well-posed analysis. While
[WX16] followed the same strategy of projection, it is not required as, in the noisy case and
with (1.2), the dual program is strongly concave and has a unique solution.
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4 Sketch of Proofs
4.1 Dual Certificates and Admissible λ
Recall that in LS-SSC, we solve P (xi, X−i, λ) for 1 ≤ i ≤ N . Fix some i with 1 ≤ i ≤ N .
In order to guarantee that the solution (c, e) to this problem contains no false positives, we
consider an idealized problem. That is, we analyze
P (xi, X
(`)
−i , λ).
In other words, we attempt to solve LS-SSC but only using the matrix of other samples
drawn from the same subspace. Since we do not know X(`)−i a priori, we cannot solve this
problem in practice. However, we show in Lemma A.1 in the appendix that as long as
the solution to this idealized problem and its dual satisfy certain conditions, the solution
to P (xi, X−i, λ) will satisfy the subspace detection property. This follows from similar
techniques to those in [WX16]. We find the following sufficient condition for the subspace
detection property.
Lemma 4.1 (establishing the subspace detection property). Suppose that for all ` we have
2λδ <
r` − µ` − 2δ
µ` + δ
. (4.1)
Then the subspace detection property with parameter λ holds.
We now consider the parameter λ in our optimization program. We want a condition on
λ that guarantees that the solution (c, e) to P (xi, X−i, λ) is non-trivial. Using tools from
convex geometry, one can show the following lemma. The full proof is contained in the
appendix. Note that here we assume that xi 6= 0. If xi = 0, we have little to no hope of
correctly clustering this point.
Lemma 4.2 (non-trivial solution). If
λ >
1
r` − 2δ − δ2 ,
then the solution (c, e) to P (xi, X−i, λ) satisfies c 6= 0.
We would like conditions on δ for which there is a non-empty set of λ for which the
subspace detection property holds and such that all of the columns of the output C are
non-zero. By Lemma 4.2 and Lemma 4.1, we require that for all `,
1
r` − 2δ − δ2 < λ and 2λδ <
r` − µ` − 2δ
µ` + δ
.
Straightforward calculations show that for all δ satisfying (3.1) and for all λ satisfying (3.2),
the conditions of both Lemma 4.1 and 4.2 will hold. This allows us to derive Theorem 3.1.
The details are contained in the appendix.
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4.2 Geometric Separation in the Random Model
We now assume the conditions of the random model. By Theorem 3.1, it suffices to give
condition on δ and d` for which δ < r−µ5 holds with high probability. Using techniques from
[SC12] we lower bound r and upper bound µ, as
r` ≥ c(κ`)
√
log(κ`)√
2d`
, µ` ≤
√
6 logN
n
.
with high probability.
4.3 Subspace Clustering with Missing Data
As noted above, clustering with missing data is a special case of subspace clustering with
additive noise. Let X = Y + Z where each entry Zij either equals −Yij or 0. If the number
of missing entries is not too large, then the corruption matrix Z is relatively sparse.
Recall that we assume that in each column coming from S`, we have at most M` missing
entries. We make no assumptions on how these missing entries are selected except that the
missing locations are chosen independently from the observations; see Assumption 2. We
want a condition on M` under which LS-SSC succeed with high probability. It suffices to
find a condition on M` such that the assumptions of Theorem 3.2 hold.
To do this, we have to control ‖z‖2 for each column z of Z. In the missing data model, z
is the negative of the projection of a column y of Y on to m coordinates. We can then use
the following lemma.
Lemma 4.3 (Corollary 3.4 [Bar]). Let x be uniformly drawn from the unit sphere and let
S ⊆ Rn be any m-dimensional subspace. For x ∈ Sn−1, let ΠS(x) denote the orthogonal
projection of x on to S. Then for any 0 <  < 1,
P
(
‖ΠS(x)‖2 ≥ 1
1− 
√
m
n
)
≤ 2e−2m/4.
This allows us to bound ‖z‖2 in terms of the number of missing entries m and the ambient
dimension n of the data. If we select m = O(n/d), where d is the dimension of the subspace
containing y, then with high probability the conditions of Theorem 3.2 will hold. The details
of the proof are left to the appendix.
5 Conclusion
Subspace clustering in the presence of corrupted and missing data is an important task in a
variety of machine learning problems, including high-rank matrix completion. Prior methods
for subspace clustering with missing data either have few theoretical performance guarantees
or are based on assumptions that are often not met in practice. Furthermore, prior methods
often assume that the locations of missing entries are known a priori, whereas in practice we
are often presented with a zero-filled matrix where we cannot distinguish between missing
entries and zero-valued entries. LS-SSC can be applied without knowing the locations of
missing entries, making it especially applicable to presence-only data settings. Our study
of LS-SSC in (1.2) addresses all these challenges. The theoretical guarantees we derive are
based on straightforward assumptions on the data and yield bounds that match previous
bounds when the noise level is small enough.
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A Proofs for Deterministic Guarantees
A.1 Optimality Conditions
Recall that given x,A, λ, we defined an optimization problem denoted P (x,A, λ) as
min
c,e
‖c‖1 + λ
2
‖e‖22 subject to e = x−Ac,
and its Lagrangian dual D(x,A, λ) is given by
max
ν
〈x, ν〉 − 1
2λ
‖ν‖22 subject to ‖AT ν‖∞ ≤ 1.
Fix 1 ≤ i ≤ N and suppose yi ∈ S` for some ` ∈ {1, . . . , L}. We are interested in a
characterization of the support of optimal solutions c∗ for P (xi, X−i, λ). If we can guarantee
that the support of any such c∗ corresponds to only the columns of X−i coming from S`,
then we will get the subspace detection property in Definition 1. In order to guarantee
this, we provide the following lemma, taken from [WX16, Lemma 12] and added here for
posterity’s sake. In a nutshell, the lemma ensures such a guarantee on the support of an
optimal solution to P whenever a certain dual certificate of optimality at c∗ exists for P .
Then, in Section 4.1, we show how to construct such dual certificate. The dual certificate
strategy has been long used in compressed sensing and matrix completion literature, and
has been employed in subspace clustering as well [WX16].
Lemma A.1. Let A ∈ Rn×N , x ∈ Rn be such that there are vectors c, e, ν and sets S ⊆ T ⊆
{1, . . . , N} satisfying e = x−Ac, c has support S, and ν satisfies:
1. ATSν = sgn(cS),
2. ν = λe,
3. ‖ATT∩Scν‖∞ ≤ 1,
4. ‖ATT cν‖∞ < 1.
Then any optimal solution (c∗, e∗) to P (x,A, λ) satisfies c∗T c = 0.
Proof. Let (c∗, e∗) be a solution to P (x,A, λ). Then we have:
‖c∗‖1 + λ
2
‖e∗‖22
= ‖c∗S‖1 + ‖c∗T∩Sc‖1 + ‖c∗T c‖1 +
λ
2
‖e∗‖22
≥ ‖cS‖1 + 〈sgn(cS), c∗S − cS〉+ ‖c∗T∩Sc‖1 + ‖c∗T c‖1 +
λ
2
‖e∗‖22. (A.1)
We now wish to find a lower bound for λ2 ‖e∗‖22 involving e. Note that function
f(e) = λ(−1
2
eT e+ eT e∗),
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for λ > 0, has a unique maximum at e∗. Therefore,
λ
2
‖e∗‖22 = f(e∗)
≥ f(e)
= λ(−1
2
eT e+ eT e∗)
=
λ
2
‖e‖22 + 〈λe, e∗ − e〉.
Using this fact and conditions 1 and 2 of the lemma on ν in (A.1), we have
‖c∗‖1 + λ
2
‖e∗‖22
≥ ‖cS‖1 + 〈ν,AS(c∗S − cS)〉+ ‖c∗T∩Sc‖1 + ‖c∗T c‖1 +
λ
2
‖e‖22 + 〈ν, e∗ − e〉
≥ ‖cS‖1 + λ
2
‖e‖22 + ‖c∗T∩Sc‖1 − 〈ν,AT∩Scc∗T∩Sc〉+ ‖c∗T c‖1 − 〈ν,AT cc∗T c〉
+ 〈ν,A(c∗ − c) + e∗ − e〉. (A.2)
Since (c∗, e∗) and (c, e) are feasible, we have Ac∗ + e∗ = x = Ac+ e which implies
A(c∗ − c) + e∗ − e = 0. (A.3)
Combining (A.2) and (A.3), and using the fact that c has support S so cS = c, we have
‖c∗‖1 + λ
2
‖e∗‖22
≥ ‖c‖1 + λ
2
‖e‖22 + ‖c∗T∩Sc‖1 − 〈ν,AT∩Scc∗T∩Sc〉+ ‖c∗T c‖1 − 〈ν,AT cc∗T c〉.. (A.4)
By condition 3 of the lemma on ν, we have
〈ν,AT∩Scc∗T∩Sc〉 = 〈ATT∩Scν, c∗T∩Sc〉
≤ ‖ATT∩Scν‖∞‖c∗T∩Sc‖1
≤ ‖c∗T∩Sc‖1. (A.5)
By simple norm properties, we have
‖c∗T c‖1 − 〈ν,AT cc∗T c〉 = ‖c∗T c‖1 − 〈ATT cν, c∗T c〉
≥ ‖c∗T c‖1 − ‖ATT cν‖∞‖c∗T c‖1
≥ (1− ‖ATT cν‖∞)‖c∗T c‖1 (A.6)
Combining (A.4), (A.5), and (A.6), we find
‖c∗‖1 + λ
2
‖e∗‖1 ≥ ‖c‖1 + λ
2
‖e‖1 + (1− ‖ATT cν‖∞)‖c∗T c‖1.
By condition 4 of the lemma on ν, we know that (1 − ‖ATT cν‖∞) > 0. By optimality of
c∗, e∗ for P (x,A, λ), this implies that ‖c∗T c‖1 = 0 and so c∗T c = 0. Therefore, c∗ has support
contained in T .
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A.2 Dual Certificate Construction
We fix i ∈ {1, . . . , N}, and assume yi ∈ S` for some ` ∈ {1, . . . , L}. Let T ⊆ {1, . . . , N − 1}
denote the set of columns in X−i that correspond to S`. Hence |T | = N` − 1. We wish
to guarantee that for any solution (c∗, e∗) to P (xi, X−i, λ), the support of c∗ is contained
in T . By Lemma A.1, it suffices to exhibit, for each i, feasible vectors ci, ei, νi satisfying the
conditions of this lemma when we take A = X−i and x = xi. This is the step for constructing
the dual certificate.
First, observe that as long as A has at least one column, P (x,A, λ) is trivially feasible.
It is also trivially bounded by zero. Now, since the primal has a finite optimal value, then so
does the dual, the optimal values coincide, and optimal solutions to both P and D exist.
In the following, we consider optimal solutions to P (xi, X
(`)
−i , λ) and D(xi, X
(`)
−i , λ),
for ` = 1, . . . , L, and use them to construct candidates for which we verify conditions 1-4 of
Lemma A.1. While the first three conditions come naturally by construction, the last
condition requires further assumptions on the incoherence measures (defined in Section 2.2);
e.g., the condition prescribed in the statement of Lemma 4.1. Let us elaborate on this
procedure. We would like to note that while establishing the first three conditions is similar
to the material presented in Section 5.2 of [WX16], we believe Lemma A.2 presents a simpler
criteria for verifying Condition 4 and the subspace detection property.
Definitions. Let (c`i , e`i) be an optimal solution for P (xi, X
(`)
−i , λ), and ν
`
i be the optimal
solution to D(xi, X
(`)
−i , λ), where c
`
i ∈ RN`−1, e`i ∈ Rn, and ν`i ∈ Rn. We define ci ∈ RN−1 to
be 0 in all columns outside of X(`)−i and let it equal c in columns corresponding to X
(`)
−i . In
other words,
(ci)T = c and (ci)T c = 0.
Let S denote the support of ci. Let ei = e`i . Observe that ei = e`i = X
(`)
−i c
`
i −xi = X−ici−xi,
so (ci, ei) is a feasible point for P (xi, X−i, λ). Set νi := ν`i .
Conditions 1-3. Complementary slackness implies
(X
(`)
−i )
T
Sνi = sgn((ci)S) and νi = λei. (A.7)
Therefore, (ci, ei, νi) satisfy conditions 1 and 2 of Lemma A.1. Moreover, observe that
‖(X−i)TT∩Scνi‖∞ ≤ ‖(X−i)TT νi‖∞ = ‖(X(`)−i )T νi‖∞ ≤ 1.
Therefore, condition 3 of Lemma A.1 also holds.
Condition 4. With our definitions for T and S above, condition 4 of Lemma A.1 is
equivalent to the following: for each column x = y + z of X where y /∈ S`, namely, for all
x ∈ X\X `, we have
|〈x, νi〉| < 1.
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Fix x ∈ X\X `, where x = y+ z. Here, y is the true vector and z is the noise vector satisfying
‖z‖2 ≤ δ. Observe that
|〈x, νi〉| ≤ |〈y, νi〉|+ |〈z, νi〉|
= ‖νi‖2
∣∣∣∣〈y, νi‖νi‖2 〉
∣∣∣∣+ |〈z, νi〉|
≤ ‖νi‖2 µ(X (`)) + δ‖νi‖2
= (µ(X (`)) + δ)‖νi‖2
where in the last inequality, we used the definition of µ(X (`)) in Section 2.2 as well as
the Cauchy-Schwarz inequality. Therefore, with the above constructions, the conditions of
Lemma A.1 can be ensured using the following lemma.
Lemma A.2. For any i ∈ {1, . . . , N}, and ` ∈ {1, . . . , L} for which xi ∈ S`, consider an
optimal solution of P (xi, X
(`)
−i , λ) as (c
`
i , e
`
i) and the optimal solution of D(xi, X
(`)
−i , λ) as νi.
If
(µ(X (`)) + δ)‖νi‖2 < 1, (A.8)
then,
|〈x, νi〉| < 1
for all x ∈ X\X `.
In other words, if (A.8) is satisfied, we have successfully constructed the dual certificate
required in Lemma A.1, which implies the subspace detection property. Henceforth, we
simplify the notation and use ν = νi. In the next section we will bound ‖ν‖2 and use it, in
conjunction with Lemma A.1 and Lemma A.2, to prove Lemma 4.1.
A.3 Bounding ‖ν‖2
We now wish to bound ‖ν‖2. We will do this by bounding the norm of its projection on to
S` and the norm of its part that is orthogonal to S`.
Recall that the columns of Y (`) all lie in the subspace S`. Let ΠS` denote the projection
operator on to S`. We define
ν1 := ΠS`(ν) and ν2 := ν − ν1.
Observe that, by Moreau’s decomposition theorem, ν1 and ν2 are orthogonal. We bound the
norm of ν1 in Lemma A.6 and the norm of ν2 in Lemma A.7, and combine the two results in
Lemma A.8.
A.3.1 Bounding ‖ν1‖2
To bound ‖ν1‖2, we first establish a few auxiliary lemmas from convex geometry. This
lemma establishes the same result as Lemma 16 in [WX16] but corrects some errors in their
proof. More specifically, their characterization of the boundary is not correct and “restricted
inradius” should be used.
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Lemma A.3. Consider two sets Y = {y1, . . . , yD} ⊆ Rd and Z = {z1, . . . , zD} ⊆ Rd
satisfying ‖zi‖2 ≤ δ, for i = 1, . . . , D, for some δ > 0. Define xi = yi + zi, for i = 1, . . . , D,
and X = {x1, . . . , xD}. Let Q be the symmetrized convex hull of Y and T be the symmetrized
convex hull of X . Suppose that r(Q) > δ. Then r(T ) ≥ r(Q)− δ.
Proof. Consider a face F of Q, the symmetrized convex hull of Y . Without loss of generality,
there are vertices y1, . . . , yk, and values s1, . . . , sk ∈ {−1,+1}, such that
F =
{
k∑
i=1
siyiwi
∣∣∣∣ wi ≥ 0, k∑
i=1
wi = 1
}
.
Since F is on the boundary of Q, every point y ∈ F satisfies ‖y‖2 ≥ r(Q). Let x1, . . . , xk
denote the points in T corresponding to the y1, . . . , yk. Define F ′ by
F ′ =
{
k∑
i=1
sixiwi
∣∣∣∣ wi ≥ 0, k∑
i=1
wi = 1
}
.
Now suppose x ∈ F ′. Then we have
‖x‖2 =
∥∥∥∥∥
k∑
i=1
sixiwi
∥∥∥∥∥
2
=
∥∥∥∥∥
k∑
i=1
siyiwi + siziwi
∥∥∥∥∥
2
≥
∥∥∥∥∥
k∑
i=1
siyiwi
∥∥∥∥∥
2
−
k∑
i=1
wi‖zi‖2
≥ r(Q)−
k∑
i=1
wiδ
≥ r(Q)− δ.
Let C be the union of F ′ over all faces F of Q. Then, by the above argument, every
point in C has `2 norm at least r(Q)− δ. This implies that every point on the boundary of
conv(C) has `2 norm at least r(Q)− δ; i.e.,
r(conv(C)) ≥ r(Q)− δ.
On the other hand, the symmetry in Q provides pairs of symmetric faces (for the proper
faces) F and −F , hence pairs of symmetric sets F ′ and −F ′. This makes C and conv(C)
symmetric sets. Moreover, by construction, xi ∈ C for all i = 1, . . . , D. Therefore,
conv(C) ⊆ T
where T is the symmetrized convex hull of x1, . . . , xD. All in all, we get
r(T ) ≥ r(conv(C)) ≥ r(Q)− δ,
which establishes the claim of the lemma.
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In the above lemma, if all points xi, yi and zi, for i = 1, . . . , d, live in a subspace S of a
bigger ambient space, a similar result would hold, where we adjust the definition of inradius
to account for the degeneracy. In other words, in such case, assuming rS(Q) > δ, we can
guarantee
rS(T ) ≥ rS(Q)− δ. (A.9)
In our original setup, projecting noise vectors to the true subspace puts us in the above
situation.
We will also use the following lemma about the relation between the restricted inradius
and circumradius of a convex body. This lemma can be bound in [Bra05].
Lemma A.4 ([Bra05]). For any symmetric convex polytope T ,
r(T )R(T ◦) = 1.
We can then use this to derive the following lemma about the restricted inradius of a
symmetric convex polytope.
Lemma A.5. Suppose that T is a symmetric convex polytope that lies in a subspace S.
Then
rS(T )RS(T ◦ ∩ S) = 1.
Proof. Suppose T ⊆ Rn and S has dimension d. Without loss of generality, we assume that
S is the span of the elements e1, . . . , ed where ei denotes the ith vector of the standard basis.
Let pi : Rn → Rd be the map that sends a vector (x1, . . . , xn) to (x1, . . . , xd). Let T ′ = pi(T ).
Note that this is the same convex polytope as T , but in Rd instead of Rn. In particular,
rS(T ) = r(T ′).
Moreover, it is straightforward to see that pi(T ◦) = pi(T ◦ ∩ S) = (T ′)◦. In particular,
RS(T ◦ ∩ S) = R((T ′)◦). By Lemma A.4, we then have
rS(T )RS(T ◦ ∩ S) = r(T ′)R((T ′)◦) = 1.
We can then show the following lemma, which is similar to the final result of Section
5.3.1 in [WX16], but uses the corrected version of their Lemma 16 proved as Lemma A.3
above, as well as Lemma A.5 instead of their Lemma 15.
Lemma A.6. Under the same assumptions as in Lemma A.2, as well as rS`(Q(`)−i) > δ, we
have
‖ν1‖2 ≤ 1 + δ‖ν2‖2
rS`(Q(`)−i)− δ
.
Proof. Since ν is a feasible point of D(xi, X
(`)
−i , λ), by the definition of D we have
‖(X(`)−i )T ν‖∞ ≤ 1.
For any column x = y + z of X(`)−i , we have y ∈ S`, while ν1 ∈ S` and ν2 ∈ S⊥` . Therefore,
1 ≥ |〈x, ν〉|
≥ |〈x, ν1〉| − |〈x, ν2〉|
= |〈ΠS`(x), ν1〉| − |〈z, ν2〉|
≥ |〈ΠS`(x), ν1〉| − δ‖ν2‖2
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implying
|〈ΠS`(x), ν1〉| ≤ 1 + δ‖ν2‖2. (A.10)
Let M have columns given by ΠS`(x) = y + ΠS`(z), for all x ∈ X(`)−i , and let T = SC(M) be
the symmetrized convex hull of the columns of M . Then (A.10) implies that
ν1
1 + δ‖ν2‖2 ∈ T
◦. (A.11)
Since ν1 ∈ S`, the circumradius of T ◦ ∩ S` restricted to S` provides a bound on the norm of
ν1/(1 + δ‖ν2‖2). Therefore,
‖ν1‖2 ≤ RS`(T ◦ ∩ S`)(1 + δ‖ν2‖2). (A.12)
We now wish to bound RS`(T ◦ ∩ S`). By Lemma A.5, we have
RS`(T ◦ ∩ S`) =
1
rS`(T )
.
It now suffices to give a lower bound on rS`(T ). Recall that T is the symmetrized convex
hull of the columns of Y (`)−i , perturbed by the projection of columns of Z
(`)
−i onto S`. Since
each column z has norm at most δ, its projection onto S` satisfies the same norm bound,
and we can apply Lemma A.3 to get
rS`(T ) ≥ rS`(SC(Y (`)−i ))− δ = rS`(Q(`)−i)− δ.
All in all,
‖ν1‖2 ≤ 1 + δ‖ν2‖2
rS`(Q(`)−i)− δ
.
In bounding ‖ν1‖2, in Lemma A.3 and Lemma A.6, we have assumed rS`(Q(`)−i) > δ.
Since r` := mini:xi∈X (`) rS`(Q(`)−i) and r := min`=1,...,L r`, we have essentially assumed r > δ.
This is ensured by the conditions of Theorem 3.1.
A.3.2 Bounding ‖ν2‖2
We bound ‖ν2‖2 in the following lemma. The result is similar to Section 5.3.2 of [WX16],
but using the correct notions of restricted inradius and restricted circumradius discussed in
Lemma A.5.
Lemma A.7. Suppose every yi, for i = 1, . . . , N , can be expressed as a linear combination
of other points in the same subspace. In other words, suppose for any i = 1, . . . , N , and the
corresponding ` ∈ {1, . . . , L} for which yi ∈ S`, we have yi ∈ span(Y `−i). Then,
‖ν2‖2 ≤ λδ
rS`(Q(`)−i)
+ λδ.
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Proof. Recall that ν is a solution of D(xi, X
(`)
−i , λ), and that by (A.7), we have ν = λei.
Therefore, ν = λ(xi −X(`)−i ci). In the following, we will let cij denote the jth entry of ci.
Therefore,
‖ν2‖2 = ‖ΠS⊥` (ν)‖2
= λ‖ΠS⊥` (xi −X
(`)
−i ci)‖2
= λ‖ΠS⊥` (zi) + ΠS⊥` (Z
(`)
−i ci)‖2
≤ λ‖ΠS⊥` (zi)‖2 + λ‖ΠS⊥` (Z
(`)
−i ci)‖2
≤ λδ + λ(∑j |cij |‖ΠS⊥` (zj)‖2)
≤ λδ + λ∑j |cij |δ
≤ λδ(1 + ‖ci‖1).
We wish to bound ‖ci‖1. Note that for any other feasible point (cˆi, eˆi) of P (xi, X−i, λ),
by optimality we must have
‖ci‖1 + λ
2
‖ei‖22 ≤ ‖cˆi‖1 +
λ
2
‖eˆi‖22. (A.13)
By (A.7), we have λei = ν. Therefore,
λ
2
‖ei‖22 =
1
2λ
‖ν‖22 ≥
1
2λ
‖ν2‖22.
Therefore,
‖ν2‖2 ≤ λδ(1 + ‖ci‖1) ≤ λδ + λδ
(
‖cˆi‖1 + λ
2
‖eˆi‖22 −
1
2λ
‖ν2‖22
)
which implies
‖ν2‖2 + δ
2
‖ν2‖22 ≤ λδ + λδ
(
‖cˆi‖1 + λ
2
‖eˆi‖22
)
. (A.14)
We now wish to construct (cˆi, eˆi) such that we can bound ‖cˆi‖1 + λ
2
‖eˆi‖22 on the right
hand side of (A.14). Consider the following optimization program
min
c
‖c‖1 subject to yi = Y (`)−i c (A.15)
and its Lagrangian dual as
max
ν
〈yi, ν〉 subject to ‖(Y (`)−i )T ν‖∞ ≤ 1. (A.16)
Note that outside of a degenerate situation, avoided by the assumption of the lemma, the
optimization problem in (A.15) is feasible. This program is also clearly bounded. Now, since
the primal has a finite optimal value, then so does the dual, the optimal values coincide, and
optimal solutions to both (A.15) and (A.16) exist.
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Let cˆi be a solution to (A.15). Moreover, consider eˆi = xi −X(`)−i cˆi = zi −Z(`)−i cˆi to make
(cˆi, eˆi) feasible for P (xi, X−i, λ). Let νˆ be a solution to (A.16) of smallest norm. Note that
if ν is optimal in (A.16) then so is ΠS` ν as this does not alter the objective nor does it
violate any constraint, as yi and the columns of Y
(`)
−i all lie in S`. Therefore, if we take νˆ to
be the solution of the smallest norm, we must have νˆ ∈ S`. We also know by (A.16) that
νˆ ∈ (Q(`)−i)◦. Therefore,
νˆ ∈ (Q(`)−i)◦ ∩ S`.
By Lemma A.5,
‖νˆ‖2 ≤ RS`((Q(`)−i)◦ ∩ S`) =
1
rS`(Q(`)−i)
.
By strong duality between (A.15) and (A.16), we have
‖cˆi‖1 = 〈yi, νˆ〉 ≤ ‖νˆ‖2‖yi‖2 ≤ 1
rS`(Q(`)−i)
(A.17)
as we have assumed ‖yi‖2 = 1. We can also bound ‖eˆi‖22, using the fact that
‖eˆi‖2 = ‖zi − Z(`)−i cˆi‖2 ≤ ‖zi‖2 +
∑
j
|cˆij |‖zj‖ ≤ δ(1 + ‖cˆi‖1). (A.18)
Plugging (A.18) in to (A.14) we get
‖ν2‖2 + δ
2
‖ν2‖22 ≤ λδ(1 + ‖cˆi‖1) +
δ
2
(λδ(1 + ‖cˆi‖1))2 . (A.19)
Observe that the above can be written as f(‖ν2‖2) ≤ f
(
λδ(1 + ‖cˆi‖1)
)
for f(x) = x+ δ2x
2.
Since f is monotonically increasing for x ≥ 0, we get
‖ν2‖2 ≤ λδ(1 + ‖cˆi‖1)
which combined with (A.17) establishes the claimed bound.
A.3.3 Final Bound on ‖ν‖2
Combining the bounds on ‖ν1‖2 and ‖ν2‖2 we get the following lemma.
Lemma A.8. If 0 < δ < rS`(Q(`)−i),
‖ν‖2 ≤
1 + λδ(1 + rS`(Q(`)−i))
rS`(Q(`)−i)− δ
.
Proof. For simplicity, let r denote rS`(Q(`)−i). Combining the results of Lemma A.6 and
Lemma A.7 we get
‖ν‖2 ≤ ‖ν1‖2 + ‖ν2‖2
≤ 1 + λδ
2
(
1
r + 1
)
r − δ + λδ
(
1
r
+ 1
)
≤ 1
r(r − δ)
(
r + λδ2(r + 1) + λδ(r + 1)(r − δ))
=
1 + λδ(1 + r)
r − δ
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A.4 Proof of Lemma 4.1: Establishing the Subspace Detection Property
Proof of Lemma 4.1. By Lemma A.2, it suffices to show that for all i and ` such that yi ∈ S`,
we have
(µ(X (`)) + δ)‖ν‖2 < 1. (A.20)
For simplicity, let r denote rS`(Q(`)−i) and let µ denote µ(X (`)). By Lemma A.8, we have
(µ+ δ)‖ν‖2 ≤ (µ+ δ)1 + λδ(1 + r)
r − δ .
Therefore, (A.20) holds if
(µ+ δ)
1 + λδ(1 + r)
r − δ < 1,
which can be equivalently stated as
λδ(1 + r)(µ+ δ) < r − µ− 2δ.
Since we assumed all of the original points in Y are on the unit sphere, we have r =
r(Q(`)−i) ≤ 1. Therefore, the following inequality ensures the above inequality,
2λδ <
r − µ− 2δ
µ+ δ
.
Since the right-hand side decreases as r = rS`(Q(`)−i) decreases, it suffices to satisfy this
condition for i minimizing rS`(Q(`)−i), which is how we defined r`. This finishes the proof.
A.5 Proof of Lemma 4.2: Non-trivial Solution
Let us first state and prove the following result from convex geometry.
Lemma A.9. For a set of points Y = {y1, . . . , yD} ⊂ Rd, denote the symmetrized convex
hull of Y by Q. Suppose y1, . . . , yD span the whole space. Then for any vector u ∈ Rd with
‖u‖2 = 1 and any i ∈ {1, . . . , D}, we have
max
i=1,...,D
|〈yi, u〉| ≥ r(Q).
Moreover, there exists a unit vector u that achieves the above with equality.
Proof. Let us rephrase the claim of the lemma. Since Q is convex, full-dimensional, and
symmetric, it has the origin in its relative interior. Therefore, the symmetric gauge function
associated with Q, given by
‖w‖Q := inf{γ > 0 : w ∈ γQ}
is a norm. Consider the dual norm ‖v‖∗Q := sup{〈v, w〉 : ‖w‖Q ≤ 1}. It is known that
‖v‖∗Q = ‖v‖Q◦ for all v. Moreover, as Q is a polytope, it is easy to show that
‖v‖∗Q = max
i=1,...,D
|〈yi, v〉|.
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Therefore, we shall prove
r(Q) = min
u6=0
‖u‖∗Q
‖u‖2 (A.21)
which establishes both of the claims of the lemma. Observe that
1
r(Q) = R(Q
◦) = max
w∈∂(Q◦)
‖w‖2 = max
w 6=0
‖w‖2
‖w‖Q◦ = maxw 6=0
‖w‖2
‖w‖∗Q
which is the desired statement.
The next lemma was first stated in Section 5.4 of [WX16], but we added an auxiliary
lemma required in the proof, which is stated as Lemma A.9 above.
Lemma A.10. If for all ` ∈ {1, . . . , L},
λ >
1
r` − 2δ − δ2 > 0 (A.22)
then, the solution (c, e) to P (xi, X−i, λ) satisfies c 6= 0.
Proof. Suppose c = 0 and (c, e) is an optimal solution to P (xi, X−i, λ). Feasibility of (c, e)
implies e = xi −X−ic = xi. As we argued in the beginning of Section A.2, there exists ν
that attains the optimum for D(xi, X−i, λ). We will show that for λ larger than a certain
threshold, ν does not satisfy ‖XT−iν‖∞ ≤ 1, hence arriving at a contradiction. This establishes
that when λ is larger than such threshold all the optimal solutions (c, e) to P (xi, X−i, λ)
satisfy c 6= 0.
Recall that by complementary slackness we have ν = λe = λxi. Therefore,
‖XT−iν‖∞ = λmax
j 6=i
|〈xj , xi〉|.
Then, for any j 6= i we have
‖XT−iν‖∞ ≥ λ|〈xj , xi〉|
= λ|〈yj , yi〉+ 〈yj , zi〉+ 〈zj , yi〉+ 〈zj , zi〉|
≥ λ(|〈yj , yi〉| − |〈yj , zi〉| − |〈zj , yi〉| − |〈zj , zi〉|)
≥ λ(|〈yj , yi〉| − 2δ − δ2).
Therefore,
‖XT−iν‖∞ ≥ λ(‖Y T−iyi‖∞ − 2δ − δ2) ≥ λ(‖(Y (`)−i )T yi‖∞ − 2δ − δ2). (A.23)
Restricting Lemma A.9 to a subspace S`, we get ‖(Y (`)−i )T yi‖∞ ≥ rS`(Q(`)−i). Therefore, from
(A.23) we get
‖XT−iν‖∞ ≥ λ(rS`(Q(`)−i)− 2δ − δ2).
Taking the minimum of rS`(Q(`)−i) over all yi lying in S`, we have
‖XT−iν‖∞ ≥ λ(r` − 2δ − δ2).
Assuming λ(r`− 2δ− δ2) > 1, as in the statement of the lemma, implies ‖XT−iν‖∞ > 1 which
contradicts the feasibility of ν in D(xi, X−i, λ). Hence, (0, xi) cannot be an optimal solution
for P (xi, X−i, λ), which finishes the proof.
Note that in general r` − 2δ − δ2 6> 0 and we require further assumptions to ensure this
for (A.22). The conditions of Theorem 3.1 are sufficient for this quantity to be positive.
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A.6 Proof of Theorem 3.1
Recall the following defintions:
r := min
`=1,...,L
r`, and µ := max
`=1,...,L
µ`.
Proof of Theorem 3.1. By Lemma 4.1 and Lemma A.10, the desired condition will hold if
for all `,
2λδ <
r` − µ` − 2δ
µ` + δ
(A.24)
and
λ >
1
r` − 2δ − δ2 > 0. (A.25)
As the right-hand side of (A.24) is increasing in r` and decreasing in µ`, we get a sufficient
condition by replacing r` by r and µ` by µ. A similar argument holds for (A.25). Hence, we
would like
0 < f(δ) :=
1
r − 2δ − δ2 < λ <
r − µ− 2δ
2δ(µ+ δ)
=: h(δ) (A.26)
It is easy to see that whenever f(δ) > 0, it is increasing in δ. Moreover, simple calculations
show that h is non-increasing in δ when 0 ≤ 2δ ≤ (r − µ) +
√
r2 − µ2.
We claim that all of the following inequalities hold:
0 <
1
r − 2δ − δ2 <
1
r − 3δ <
5
2r + 3µ
<
15
2r + 8µ
<
r − µ− 2δ
2δ(µ+ δ)
. (A.27)
Recall the assumption of the Theorem in (3.1) as
δ <
r − µ
5
.
It implies δ < r5 which, together with 0 ≤ δ < r < 1, establishes 0 < r − 3δ < r − 2δ − δ2.
The third and fifth (last) inequalities in (A.27) are derived by simply using (3.1). The fourth
inequality is straightforward. Therefore, if λ lies in the range specified in (3.2), both (A.24)
and (A.25) will be satisfied.
B Proofs for Random Models and Missing Data
B.1 Proof of Theorem 3.2
In bounding r, we are dealing with the true samples. Therefore, results from [SC12] can be
used. In bounding µ, note that it is defined via the corrupted samples. However, if each
sample has a uniform marginal distribution over the unit sphere, we can use a spherical cap
argument and a union bound to bound µ.
Proof of Theorem 3.2. We want to show that with high probability, the condition of Theo-
rem 3.1 holds. In particular, we want to show that with high probability, we have
δ <
r − µ
5
.
To bound the right-hand side from below, we need a lower bound on r and an upper bound
on µ. The following lemma was given in page 2229 of [SC12].
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Lemma B.1. Under the random model,
P
(
∀(i, `) s.t. yi ∈ S` : r(Q(`)−i) ≥
c(κ`)
√
log(κ`)√
2d`
)
≥ 1−
L∑
`=1
N`e
−√κ`d` .
Here, c(κ) is a constant depending only on κ. For κ > 1, c(κ) > 0 and there is a κ0 for
all κ ≥ κ0, we can take c(κ) = 1√8 [SC12].
Note that this lemma is equivalent to saying that
P
(
r ≥ min
`
c(κ`)
√
log(κ`)√
2d`
)
≥ 1−
L∑
`=1
N`e
−√κ`d` .
Next, recall that we define µ` by
µ` = max
y∈Y\Y(`)
1≤i≤N`
|〈v(`)i , y〉|. (B.1)
Here, v(`)i is a unit vector by definition. Fix y ∈ Y\Y(`) and some vector yi drawn from S`.
Then the dual direction vi is a unit vector depending only on the samples corresponding to
S`. In particular, y is independent from these samples, therefore y and vi are independent.
We also know that y has marginal distribution that is uniform on the unit sphere. This
follows from the fact that the subspace Sj from which y is drawn is selected uniformly among
all dj-dimensional subspaces, and y is selected uniformly at random from the unit ball in Sj .
We can therefore use the following consequence of well-known results concerning spherical
cap densities.
Lemma B.2 ([Bal97]). Let y be a vector uniformly distributed on the unit sphere Sn−1 and
let a be a fixed unit vector on Sn−1. Then for any  > 0,
P
(
|〈a, y〉| > 
)
≤ 2 exp
(
−n
2
2
)
.
Applying Lemma B.2 with  =
√
6 logN/n, a = v(`)i , and the y above, we get:
P
(
|〈v(`)i , y〉| >
√
6 logN
n
)
≤ 2
N3
. (B.2)
Taking a union bound of (B.2) over all such y and pairs (i, `) with yi ∈ S`, we derive the
following lemma.
Lemma B.3.
P
(
µ` ≤
√
6 logN
n
for all `
)
≥ 1− 2
N
.
In particular, this implies
P
(
µ ≤
√
6 logN
n
)
≥ 1− 2
N
.
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By the union bound, Lemmas B.1 and B.3 show that with probability at least 1− 2N −∑L
`=1N`e
−√κ`d` , we have that for all `,
r` ≥ c(κ`)
√
log(κ`)√
2d`
, µ` ≤
√
6 logN
n
.
Assume that for all `,
d` ≤ c(κ`)
2 log(κ`)
48 logN
n. (B.3)
So, with probability at least 1− 2N −
∑L
`=1N`e
−√κ`d` ,
r` ≥ c(κ`)
√
log(κ`)√
2d`
≥
√
24 logN
n
≥ 2µ`. (B.4)
In particular, this implies that with the same probability
r ≥
√
24 logN
n
≥ 2µ. (B.5)
Therefore, with this same probability
r − µ ≥ r
2
and so
r − µ
5
≥ c(κ`)
10
√
2
√
log(κ`)√
d`
. (B.6)
If we require
δ <
c(κ`)
10
√
2
√
log(κ`)√
d`
, (B.7)
then with probability at least 1− 2N −
∑L
`=1N`e
−√κ`d` , the geometric separation condition
and therefore the subspace detection property will hold. Taking c1 = 148 , c2 =
1
10
√
2
, we get
conditions (3.3) and (3.4).
By the same reasoning as in the proof of Theorem 3.1, we can derive the same interval
of λ for which the subspace detection property will hold and the output of LS-SSC will be
non-trivial. We showed in the proof of Theorem 3.1 that this will occur as long as (A.27)
holds; i.e.,
1
r − 3δ < λ <
r − µ− 2δ
2δ(µ+ δ)
. (B.8)
Above, we showed that with probability at least 1 − 2N −
∑L
`=1N`e
−√κ`d` , under the
assumption in (B.3) on d`, we have (B.5) and (B.7). Plugging these bounds in to the above
equation, we find that with the same probability above, the subspace detection property
with parameter λ will hold and the output of LS-SSC will be non-trivial as long as
10
7
√
n
24 logN
< λ <
20
3
√
n
24 logN
. (B.9)
This is a non-empty interval of λ for which LS-SSC has the subspace detection property
and has non-trivial output, with the given probability above.
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B.2 Proof of Theorem 3.3
Let c1 and c3 be the same constants as in Theorem 3.2. To prove this theorem, we will use
the previously mentioned result about the effect of projection on the norm, in Lemma 4.3.
We will now prove Theorem 3.3. Note that the required condition on d` in (3.5) is the
same as in Theorem 3.2. Therefore, to prove Theorem 3.3, it suffices to find conditions on
the number of missing entries such that the required bound on δ in Theorem 3.2 holds. It
suffices to show that for each column z of Z, we have
‖z‖2 < c2c(κ`)
√
log(κ`)
d`
.
For each `, define
M` :=
c22(1− )2c(κ`)2 log(κ`)n
d`
.
Suppose that (3.5) holds; i.e.,
d` ≤ c1c(κ`)
2 log(κ`)n
logN
.
Fix some column y in Y coming from S`. Let m` denote the number of its missing entries.
Since S` is chosen uniformly at random from all d`-dimensional subspaces and y is chosen
uniformly on Sn−1∩S`, y has a marginal distribution that is uniform on the unit sphere. Let
{i1, . . . , im`} denote the locations of the missing entries of y in the corresponding observed
sample x.
Let U be the span of {ei1 , . . . , eim`}. Since U is chosen independently from Y , we can
consider U as fixed with respect to y. Then z = −ΠU (y) and we are interested in an upper
bound on ‖z‖2, with high probability. Adding nonzero entries to z only makes the norm
increase. Therefore, we assume that z has M` nonzero entries instead of m`. Then, by
Lemma 4.3, for any  > 0, with probability at least 1− 2 exp(−2M`/4) we have
‖z‖2 ≤ (1− )−1
√
M`
n
= c2c(κ`)
√
log(κ`)
d`
.
Taking a union bound, this holds for all columns z of Z with probability at least
1− 2
L∑
`=1
N`e
−M`/16.
Therefore, the conditions of Theorem 3.2 hold with at least this probability. Taking  = 0.5,
letting c3 = c22/4, and taking a union bound with the probability of success for Theorem 3.2,
we derive Theorem 3.3.
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