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Современный уровень развития вы-
числительной техники и программных 
средств позволяет осуществлять 
дистанционное моделирование физи-
ческих процессов в технологических 
задачах с использованием сложных 
программных комплексов. Его преиму-
щество состоит в том, что пользова-
тели (Клиенты) комплекса выполняют 
всю творческую работу по подготовке 
и обработке расчетных данных на 
собственных компьютерах, а длитель-
ные вычисления осуществляют через 
Интернет−доступ на удаленном супер-
компьютере (Сервере), где находится 
программный комплекс.
Представлены примеры, иллюстри-
рующие применение такого комплекса 
программ CrystmoNet к ряду задач, 
связанных с сопряженным моделиро-
ванием физических процессов при вы-
ращивании монокристаллов кремния 
методом Чохральского. Они включают 
результаты сопряженных расчетов 
гидродинамических процессов в рас-
плаве с учетом его кристаллизации и 
радиационно−кондуктивного тепло-
переноса во всем объеме ростового 
теплового узла, а также термоупругих 
напряжений и распределений соб-
ственных точечных дефектов в бездис-
локационном монокристалле кремния.
Ключевые слова: сопряженное мо-
делирование, комплекс программ, 




родой, содержанием, размерами и 
характером распределения при-
сутствующих в бездислокаци-
онном монокристалле микро− и 
наноразмерных дефектов связана 
с разработкой эффективных спо-
собов воздействия на ансамбль 
собственных точечных дефектов 
в выращиваемом слитке и вы-
резаемых из него пластинах. Эф-
фективным подходом является 
использование математических 
моделей, описывающих особен-
ности тепломассопереноса в рас-
плаве и выращиваемом кристал-
ле. Такого рода математические 
модели и программы на их основе 
обеспечивают возможность опти-
мизации конструкций тепловых 
узлов и условий выращивания 
монокристаллов. Они заклады-
вают прочную научную основу в 
конструирование новых поколений 
высокопроизводительного росто-
вого оборудования и разработку 
новых эффективных технологиче-
ских процессов выращивания. 
В отличие от ряда зарубеж-
ных аналогов, предложенный 
авторами подход наиболее полно 
учитывает сопряженность физи-
ческих процессов в тепловом узле 
установки выращивания. Более 
того, рассмотрен подход, связан-
ный с дистанционным моделиро-
ванием процессов роста кристал-
лов и описанием соответствую-
щего программного комплекса 
CrystmoNet [1]. Его основой стали 
программные модули для сопря-
женного моделирования тепло-
переноса при Cz−выращивании, 
разработанные авторами (Crystmo 
и дефектообразования Defects в 
бездислокационных кристаллах 
кремния (Si)), а также коммерче-
ские комплексы (AnsysFluent 
для гидромеханики, MarcMentat 
для радиационно−кондуктивного 
теплообмена и твердотельной ме-




возможностей дистанционного и 
сопряженного моделирования ил-
люстрируется примерами расче-
тов процессов теплопереноса, на-
пряжений и дефектообразования 
при выращивании монокристаллов 
кремния по методу Чохральского 
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CrystmoNet обеспечивает воз-
можность дистанционной работы 
по схеме Клиент−Сервер на двух 
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платформах: MS Wndows на клиентском компьютере 
(Клиенте), и Unix−подобной на удаленном серверном 
компьютере (Сервере). На Клиенте инсталлируется 
программа−оболочка CrystmoNet−Shell, управляю-
щая работой комплекса, и пре/постпроцессор Mentat, 
служащий для ввода исходных данных и вывода 
результатов расчета. 
Сервер лицензий, расчетные модули Crystmo, 
Defects, Marc, Fluent и графический постпроцессор 
Tecplot инсталлируются на Сервере. Обмен данными 
между Клиентом и Сервером осуществляется по 
схеме, представленной на рис. 2 [1]. 
Работа с комплексом начинается с запуска 
программы−оболочки на Клиенте и получения ли-
цензии. CrystmoNet−Shell открывает окно Server.data 
(рис. 3), которое содержит входные данные, кнопки−
команды для расчетных модулей и Tecplot. 
С помощью программы−оболочки задаются 
данные о расположении отдельных компонентов и 
способах взаимодействия между ними. Контроль 
количества одновременно работающих приложений 
осуществляется сервером лицензий. Для получения 
лицензии на удаленную работу задаются данные по 
идентификации пользователя, сервера лицензий, 
номера порта для взаимодействия, которые долж-
ны быть согласованы с системным администрато-
ром комплекса. Наличие флажка Remote work with 
PuTTY позволяет на экране Клиента создавать 
эмулятор терминала Сервера для контроля выпол-
нения заданий. 
Модули Marc, Fluent, Tecplot имеют собствен-
ные окна для ввода входных данных, для Crystmo 
и Defects созданы окна Crystmo.data и Defects.data. 
Запуск расчетных модулей и Tecplot на Сервере c 
одновременным файловым обменом между Клиен-
том и Сервером начинается с нажатия на кнопку 
Run в окнах Marc+Crystmo, Crystmo.run, Defects.run, 
Tecplot. В окне Marc+Crystmo дается перечисление 
файлов и их форматов для пересылки от Клиента 
к Серверу и обратно. 
Возможны два варианта запуска Marc. В первом 
случае расчет проводится только решателем Marc, и 
флажок Run Mentat отсутствует. Во втором случае 
выполняется сопряженный расчет по Marc и Crystmo. 
При этом в число файлов, копируемых на Сервер, 
включается Фортран−модуль Crystmo.f, который 
перед расчетом автоматически интегрируется в объ-
ектную среду Marc с образованием единого модуля 
Marc+Crystmo. Сопряженный расчет по модулям 
Marc и Fluent, Marc и Defects, Marc и Crystmo орга-
низуется на основе файлового обмена между ними. 
Графические построения в программе Tecplot вы-
полняются на Сервере по данным расчета, которые 
могут быть скопированы в виде рисунков на компью-
тер Клиента.
Модуль Marc и пре/постпроцессор Mentat. С по-
мощью модуля Mentat [2] выполняется подготовка 
входных данных для Marc−решателя: задается гео-
метрия теплового узла, выполняется сеточное раз-
биение на конечные элементы. 
Тепловой узел состоит из ряда компонент с 
различающимися материальными свойствами 
(см. рис. 1), для каждой из которых задаются свои 
теплофизические параметры (например, стальная 
камера, кристалл и расплав кремния, графитовые 
экраны и нагреватель). На внешней стенке водоо-
хлаждаемой камеры теплового узла задается ком-
натная температура. Скорость вытягивания кристал-
ла Vp и мощность нагревателя задаются данными в 
окне Marc+Crystmo. Радиационный теплоперенос 
Рис. 1. Схема сопряженной математической модели выращи-
вания кристаллов кремния методом Чохральского:
1 — кристалл; 2 — расплав; 3 — фронт кристаллиза-
ции (ФК); 4 — тигель; 5 — подставка; 6 —нагреватель; 
7 — теплоизоляция; 8 — тепловой экран; 9 — водоохлаж-
даемый корпус; 10 — требуемое положение кромки ФК; 
Vp — скорость вытягивания кристалла из расплава; 
Ωк, Ωт — угловые скорости вращения кристалла и тигля 
соответственно
Fig. 1. Schematic of the conjugated mathematical mode of Czo-
chralski silicon single crystal growth: (1) crystal, (2) melt, (3) 
crystallization front, (4) crucible, (5) graphite pad, (6) heater, 
(7) heat insulation, (8) heat screen, (9) water cooled enclo-
sure, (10) required position of the crystallization front, Vp is 
the crystal pulling rate and ΩC, ΩCr are the angular speeds of 



























в Cz−тепловом узле полагают в приближении «серо-
го» тела и между взаимно видимыми поверхностями 
рассчитывают угловые коэффициенты.
Из окна Mentat выполняется запуск решате-
ля Marc с учетом заданных параметров для задач 
теплопереноса. В процессе счета Mentat позволяет 
выполнять графический вывод результатов. Расчет 
термонапряжений и деформаций в кристалле осу-
ществляется по рассчитанному полю температуры 
путем настройки соответствующего окна Mentat для 
задания материальных свойств и запуска решателя 
Marc для механического класса задач. 
Одно из первых применений Marc/Mentat к 
Cz−процессу роста монокристаллов кремния было 
выполнено в работе [3], где описаны особенности его 
использования для радиационно−кондуктивного те-
плопереноса в тепловом узле без учета гидродинами-
ки расплава. Однако самостоятельное и более широ-
кое применение Marc к проблемам Cz−выращивания 
сдерживается отсутствием внутреннего программно-
го модуля для моделирования процессов гидродина-
мики при реальных теплофизических и Cz−ростовых 
параметрах, соответствующих большим числам по-
добия (Рейнольдса, Рэлея, Марангони).
Модуль Crystmo. Разработанный авторами мо-
дуль Crystmo [4] служит для расчета гидродинамики 
и теплопереноса в расплаве для Cz−процесса. Трех-
мерные уравнения Навье—Стокса—Буссинеска и 
теплопереноса решаются в цилиндрических коор-
динатах методом конечных объемов. Теплофизи-
ческие параметры расплава (вязкость, теплопро-
водность и т. д.) полагают постоянными. Сеточное 
Рис. 2. Схема взаимодействия Клиент−Сервер с направлениями файлового об-
мена между модулями комплекса CrystmoNet [1]
Fig. 2. Client−Server interation diagram showing file exchange directions between 
CrystmoNet modules [1]
разбиение, настроечные и физические 
параметры задаются в табличном виде 
в окне Crystmo.data. Температура на 
границах расплава задается по резуль-
татам расчета в Marc для радиационно−
кондуктивного теплопереноса. Для 
переноса данных с конечно−элементной 
сетки из Marc на сетку конечных объ-
емов в Crystmo выполняется интер-
поляция. При сопряженном решении 
Marc+Crystmo рассчитанные в Crystmo 
компоненты скорости течения интер-
полируются на конечно−элементную 
сетку и передаются в Marc. Файловый 
обмен между Клиентом и Сервером и 
запуск Crystmo осуществляются с по-
мощью окна Crystmo.run, аналогичного 
по виду окну Marc+Crystmo. 
Модуль Fluent. Коммерческий мо-
дуль Fluent [5] используют как гидро-
динамическую программу с дополни-
тельными возможностями для решения 
уравнений Навье—Стокса—Буссинеска 
и тепломассопереноса в областях слож-
ной формы, с учетом кристаллизации 
расплава и для применения турбулент-
ных моделей. Для подготовки входных данных и 
представления результатов расчетов имеется встро-
енный графический пре/постпроцессор. 
Примеры отдельного применения Fluent для 
Cz−моделирования известны [6], однако варианты 
Рис. 3. Общий вид экранного меню с открытым окном 
Server.data для регистрации пользователя, с иллюстра-
цией взаимодействия Сервера и компьютеров Клиентов
Fig. 3. General view of the screen menu with the Server.data 
window open for user registration illustrating the interaction 
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его сопряжения с Marc отсутствуют. В CrystmoNet 
такое сопряжение построено по схеме файлового 
обмена. С этой целью разработаны подпрограммы, 
позволяющие задавать профили температуры на 
границах расплава и кристалла по данным Marc и 
передавать компоненты скорости расплава после 
расчета по Fluent в Marc. При передаче данных вы-
полняется такая же интерполяция, как при расчете 
по Marc+Crystmo. 
Модуль Defects. Разработанный авторами мо-
дуль Defects [7] рассчитывает процесс диффузии−
рекомбинации собственных точечных дефектов 
(СТД) — вакансий и межузельных атомов кремния 
и образование микродефектов в растущем бездис-
локационном монокристалле кремния. При расчете 
используют температурное поле, полученное по Marc 
и Crystmo или Marc и Fluent. 
Систему уравнений для расчета СТД−кон цен-
траций и плотности микродефектов решают мето-
дом конечных разностей. Сеточное разбиение, на-
строечные и физические параметры задают в окне 
Defects.data. Файловый обмен между Клиентом и 
Сервером, а также запуск на счет Defects осущест-
вляется с помощью окна Defects.run, аналогичного 
окну Marc+Crystmo. При обмене производится ин-
терполяция данных между сетками. 
Модуль Tecplot. Коммерческий пакет Tecplot [8] 
используют как универсальный и эффективный 
графический постпроцессор, позволяющий выпол-
нять обработку численных результатов, получен-
ных как методом конечных объемов, так и методом 
конечных элементов. Запуск модуля осуществляют 
в окне Tecplot, открываемом в общем экранном меню, 
показанном на рис. 3. Файловый обмен между Кли-
ентом и Сервером обеспечивает загрузку резуль-
татов в Tecplot−формате для каждого из расчетных 
модулей. 
Примеры моделирования Cz−процесса 
с использованием комплекса CrystmoNet
Расчет теплопереноса для Cz−процесса осу-
ществляют на основе сопряжения радиационно−
кондуктивной модели в Marc и моделей конвекции 
в Crystmo или Fluent. Расчеты термонапряжений 
и дефектообразования в кристалле выполняются в 
Marc и Defects. 
Сопряженный теплоперенос . Вначале рас-
четы проводят в Marc в режиме кондуктивно−
радиационного теплопереноса. Для учета кристал-
лизации задают переходной слой между расплавом и 
кристаллом в интервале TS < T < TL (где TS = 1678 К 
— температура солидуса и TL = 1688 К — ликвиду-
са) с выделением скрытой теплоты плавления. Рас-
считывается температурное поле в тепловом узле 
с итерационной коррекцией мощности нагревателя 
до величины, соответствующей заданному положе-
нию кромки фронта кристаллизации (см. точку 10 
на рис. 1). Затем в Crystmo рассчитывается тепло-
перенос и поле скоростей в расплаве без учета кри-
сталлизации. Поле скоростей копируется в Marc. 
Сопряженный расчет Marc+Fluent повторяет 
Marc+Crystmo−последовательность. Из Marc во 
Fluent передаются распределения температур на 
границах расплава и кромке кристалла. Во Fluent те-
плоперенос рассчитывается совместно для кристал-
ла и расплава с учетом кристаллизации и скорости 
Vp. Значения мощности нагревателя и скорости Vp 
корректируют в окне Marc+Crystmo при отсутствии 
флажка Run Mentat. При завышенной мощности 
возникает перегрев кристалла, и фронт кристалли-
зации (ФК) будет смещен вверх по кристаллу, что 
соответствует отклонению от задаваемого положе-
ния кромки ФК (см. точку 10 на рис. 1). В результате 
итерационной коррекции мощности и пересчета 
гидродинамики по Fluent достигается требуемое по-
ложение кромки ФК, соответствующее W−образной 
форме ФК на данной стадии выращивания кристал-
ла (рис. 4, см. третью стр. обложки). 
Приведенный выше расчет соответствует одной 
стадии выращивания (при фиксированной длине 
кристалла, глубине расплава и положении тигля). 
При моделировании всего ростового процесса с рас-
четом напряжений и дефектообразования в кри-
сталле рассчитываются 10—20 таких стадий роста 
цилиндрической части слитка. Результаты расчетов 
собираются в базу данных. Для плавного изменения 
температурного поля применяют интерполяцию по 
времени между смежными стадиями. На этой осно-
ве строится тепловая история процесса, которая 
показывает динамику изменения теплового поля в 
тепловом узле и растущем кристалле. 
Сопряженный расчет термонапряжений и де-
фектообразования. По модулю Marc рассчитывается 
термонапряженное состояние монокристалла крем-
ния. Такой пример показан на рис. 5 (см. третью стр. 
обложки) для монокристалла кремния диаметром 
100 мм на конкретной стадии выращивания с целью 
оценки возможностей возникновения критических 
напряжений, вызывающих пластическую деформа-
цию и генерацию дислокаций. Получено, что расчет-
ные значения напряжений не превышают критиче-
ские. Их максимальное значение (7,6 МПа) достига-
ется на боковой поверхности кристалла вблизи ФК, 
что обусловлено наличием наибольших градиентов 
температуры в этой области. При удалении от ФК 
напряжения быстро уменьшаются.
Следующим шагом сопряженного решения яв-
ляется построение тепловой истории выращивае-
мого монокристалла, а затем моделирование на ее 
основе процесса рекомбинации собственных точеч-
ных дефектов вблизи ФК. Аннигиляция вакансий 
и межузельных атомов вблизи ФК в значительной 
степени определяет их последующую миграцию и 
распределение в кристалле. Скорость аннигиляции 
равна разности между скоростями прямой реакции 
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рекомбинации и обратной реакции термической 
генерации пар собственных точечных дефектов. 
Скорость прямой (бинарной) реакции рекомбина-
ции пропорциональна произведению концентраций 
взаимодействующих точечных дефектов. Скорость 
обратной реакции связана со скоростью прямой ре-
акции законом действующих масс. В выращиваемом 
по методу Чохральского кристалле кремния перенос 
вакансий и межузельных атомов осуществляется в 
основном конвективной диффузией, процессом тер-
модиффузии пренебрегают.
В качестве примера на рис. 6 (см. третью стр. об-
ложки) даны изолинии Civ остаточных собственных 
точечных дефектов после их рекомбинации в моно-
кристалле кремния в двух режимах: вакансионном 
и смешанном вакансионно−межузельном. Здесь Civ =
= Ci − Cv, где Ci, Cv — концентрации межузельных 
атомов и вакансий соответственно. Различия вызва-
ны разным соотношением скорости вытягивания Vp и 
осевого температурного градиента на ФК. В случае, 
представленном на рис. 6, а (см. третью стр. обложки), 
концентрация остаточных вакансий значительная, 
так как скорость вытягивания превышает критиче-
скую. Однако при ее снижении растет концентрация 
межузельных атомов, и при некотором критическом 
значении Vp происходит сужение вакансионной обла-
сти к центру кристалла с расширением межузельной 
области, примыкающей к его боковой поверхности. 
Результатом расчета является радиальное распре-
деление концентрации вакансий и межузельных 
атомов на верхней границе расчетной области.
Заключение
Показан алгоритм дистанционного применения 
известных коммерческих комплексов AnsysFluent 
и MSC.MarcMentatMSC в сопряжении со спе-
циализированными программными модулями, раз-
работанными авторами. Для этого разработана про-
граммная оболочка CrystmoNet−Shell на языке C++, 
которая предоставляет возможность удаленного 
доступа по схеме Клиент−Сервер для сопряженного 
численного решения широкого круга задач механики 
жидкости и твердого тела. Сопряженное моделиро-
вание обеспечивается специальными интерфейсами 
взаимодействия между модулями, функционирую-
щими на клиентском компьютере под управлением 
одной из разновидностей ОС MS Windows и сервере 
под управлением UNIX−подобной ОС. 
Результаты работы комплекса программ 
CrystmoNet в режиме такого дистанционного реше-
ния сопряженных задач проиллюстрированы приме-
рами для технологии Cz−выращивания кристаллов, 
где сопряженное моделирование включает: расчет 
радиационно−кондуктивного теплопереноса в ро-
стовой установке и напряженно−деформированного 
состояния кристалла по MSC.MarcMentat с учетом 
данных расчета конвективного теплопереноса при 
кристаллизации расплава по модулям Crystmo или 
AnsysFluent, а также расчет дефектообразования по 
модулю Defects и графическую обработку по модулю 
Tecplot−360. 
Предложенный подход позволяет существенно 
наращивать сопряженность технологической моде-
ли за счет использования уже широко известных и 
апробированных моделей механики сплошной среды, 
включенных в упомянутые выше коммерческие па-
кеты программ, а также дополнять их сопряжением 
с собственными новыми моделями и программными 
модулями пользователя, что дает более полный и 
адекватный учет особенностей процессов выращи-
вания монокристаллов. 
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Abstract. The advanced development of computer technology and 
software makes possible remote simulation of physical processes in 
technological processes using complex software systems. Its advan-
tage is that the users (Clients) carry out the main creative work (the 
preparation and treatment of the calculated data) on their own comput-
ers, but the long−time calculations are executed by means of Internet 
access on a remote supercomputer (Server) where the software 
package is installed. The presented examples illustrate an application 
of CrystmoNet code to a number of tasks related to the conjugated 
simulation of Czochralski silicon single crystal growth. They include 
results of conjugated calculations of the hydrodynamic processes 
occurring in the melt taking into account its crystallization and the 
radiation−conductive heat transfer in the entire volume of the crystal 
growth hot zone, as well as the thermal stresses and the distributions 
of intrinsic point defects in dislocation−free silicon single crystals.
Key words: conjugated modeling, program code, remote access, 
technological examples.
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