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I. INTRODUCTION 
It is natural to replace the Laplace equation in cylindrical coordinates 
for a problem having axial symmetry, 
;r p (Y,Z) + 7 g (Y,Z) = 0, 
by the following partial difference equation: 
27dm + &Wk 
@(mh + h, nk) - cqmh, nk) 
( h i 
- 27z(m - &)hk 
i 
@(mh, nk) - @(mh - h, nk) 
h 
+ 2nmha 
i 
@(mh, nk + k) + @(mh, nk - k) - 2@(mh, nk) __-- = 
k 1 ’ 
o 
m= 1,2,...; 
nhk 
i 
@(it, nk) - @(O, ak) -___ 
h 1 
+ 7c ff @(O, tzk + k) + @(O, nk - k) - 2@(0, Izk) -- = 
4 ( k 1 
o . 
For each (m, n) the equation represents, for example, the conservation 
of heat in some annular cell formed by revolving about the z-axis an 
h x k rectangle surrounding an integer lattice point in the (Y, z)-plane. 
The replacement of a differential equation over a region by a difference 
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equation over a mesh is discussed by Courant et al. [l], where also suffi- 
cient conditions are given for a solution of the latter to converge to a 
solution of the former as the mesh size tends to zero. The “discrete 
Bessel functions,” whose definition and properties form the subject of 
this paper, can be used to construct solutions to this partial difference 
equation. 
11. DISCRETE BESSEL FUNCTIOX 
We begin by separating variables. Setting 
@(mh, nk) = cpm ed and 
we are led to the ordinary difference equation 
pm + l)y,+1+ pm - l)g)m-1- 4+ - 22)9?2 = 0, 
with initial conditions 
(1) 
po= 1, qll = 1 - il. 
We shall call any solution of (1) a discrete Bessel function, and we designate 
by $,(,I) (clearly a polynomial in 1 of degree m) the solution satisfying 
these initial conditions. 
Writing (1) as 
pm + 1) (Pm+l(4 - P,(4) = (2m - 1) (Pm@) -&+-l(4) - 8mJPrA4, 
we see by induction that 
P,(O) = 1, 
r:yLc JPn@)) 
fid) - (- I)“, 
pm(A) > &-I@) 2 1 if a<0 and m> 1. 
Moreover, when ?, < 0, 
Pm + 1) (Pm+l(4 - Pm(A)) > Pm - 1) (p,(n) - pm-da)) > * . . 
> Pl(4 - POP) = - 2. 
Thus 
Pm+l@) 2 A?44 - T&i ) m=O,l,... . 
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We sum these inequalities from 0 to m - 1: 
p,(A) > 1 - i 2 $3 > 1 - $ log (2m + 1). 
k=l 
(2) 
These results will be used later. 
By induction, p,(A) has m distinct, positive, real zeros, interlaced 
among, 0, + ca, and the zeros of Pme1(12). For, assuming that 
p,-l has zeros a,,..., a,- i and pm has zeros 
b 1,‘. *> b, such that O< b,< a,< , . . < a,-l < b,. 
then, at the zeros of pm, pm-i is alternately [+, -, . . ., (-)“-I]; so 
that by (1) Pm+1 is alternately [-, +, . . ., (-)“I. But p,,,+r(O) = 1 
and (- l)m-1p,+1(A) > 0 for A sufficiently large. To complete the 
induction, we observe that pr has the zero A = 1 and p, has the zeros 
A = (3 f v3)/4. 
By Descartes’s rule of signs, the signs of the coefficients of p,,,(n) 
must alternate. 
To obtain an upper bound for the zeros of p,(n), note that q,(A) s 
(- llrn Pm0 - 4 is also a solution of (1). q,(l) = 1, ql(l) = - A, and the 
Casorati determinant 
Po(4 !?1(4 
POW Pl(4 = l, 
so that the sequences pfn and q,,, are linearly independent. We can show by 
induction that also 
q+An(n) > qm-d4 > 1 if A<-1 and m> 1. 
Thus qm(A) # 0 when I < - 1 and pm(A) # 0 when A > 2. 
III. AN IDENTITY SATISFIED BY p,(A) 
Consider the general linear equation of the second order 
A2P,+A,&n+B,P,=0, 
where the customary notation 
-4, = Pm+1 - Pm, VPm =P?n--Pm-l, 
A2p, E VA& = AV& 
(3) 
will be employed. I;or away p,,l and qln it is apparent that 
I%+! op, - p,,t Aqm) = qm A 2 Pm ~- PVI A 2 qw 
If Pm and qm are any two solutions of (3), we define r~,(p, y) 
= %t&, - P,4w 
Finding that 
Pw, + A, wm = 0. 
we multiply this by 
m-l 
LT( 1 +Ad 
k-1 
and sum from 1 to m. Then 
7t', = ff',, fl (1 + Ah)-I. 
k =l 
Also, upon multiplying 
wit = qmPm+1- Pmqmt1 
by (qm q,,+.l)-l and summing from 0 to m - 1, there results 
We have, then, p, in terms of PO, pi, and qk. So far, this is quite general 
and well known; for example, see Milne-Thomson r2, Chap. XII:. 
Now we write (1) in the form (3). 
Now Ak = l/(k - *), so that 
1 + Ah)-’ = f . + . . 2m- 1 1 is (4) 
k=l 
We thus arrive at the functional recurrence satisfied identically by p,(n) : 
p,(n) = (- l)“P,(l - 1) 
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For il > 1 and m > 2, consider the expression 
r,(l) < 0, lim r,(A) = 1, and r,(J) increases monotonically with 1. 
A++00 
Clearly Y,(A) (and hence p,(J)) has exactly one zero for 1 > 1 if m 3 1. 
From (2) we can derive an inequality for r,(1) which is of some interest. 
~~(2) decreases monotonically with m and converges uniformly in 
3, 3 )3’> 1 (by (2) and the Weierstrass test) to a limit, r,(n). This func- 
tion is also continuous and increases monotonically from - 00 to 1 as 2 
runs from 1 to 00. Thus the greatest zero of p,(n) increases monotonically 
with m and approaches 31*, the (unique) zero of ~~(1) for il > 1. As 
m + 00, this zero detaches itself from the others, which all lie on (0,l) 
with (as we shall see) increasingly large density at all interior points. 
Incidentally, the above inequality tells us that A* < 5/2, since its right- 
hand member is positive when a = 512. This is however not so sharp 
as a previous estimate, where we had ;1* < 2. We shall next find A* 
and rm(J) by a different procedure. 
IV. BEHAVIOR OF p,(A) AND q,,(A) FOR LARGE m 
Prolonging (1) backwards we see that p-,,, = P),,,. Consider, for any 
solution vm, 
F(x) = 2 pm P. 
m=--m 
514 NOYER 
Formally, using (I), Z;(X) would satisfy 
211 - 2(1 -- 2A)x + 91 F’(x) 
Its solution is 
the differential equation 
x2 - 2(1 - 2A)x + 1 = 0 is the characteristic equation of the difference 
equation cp,tl + ~),,-i - 2(1 -- 2,?)~74, = 0, the asymptotic form of (1) 
as m + 00. Let its roots be called 
x1 = (1 - 24 + 2j/A(A - l), 
x2 = (1 - 21) -- 2VA(A - l), 
where the square root is positive when 3, > 1. Both roots lie on the unit 
circle with xi = Za when 0 < A < 1. 1x1( < 1 < lx21 when 1 lies elsewhere 
in the complex plane. In the latter case, F(x) will certainly have a 
Laurent expansion 
m 
F(x) = $&I + 2 plm(xm + x-“). 
m=l 
To find pm, let x = e”O. 
F(eie) = p. + 2 2 pm cos m8, 
m=l 
n 
= 
5 
cos tn.0 de 
= em(l), 
0 1 - + sin2 $ 
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- 
say, choosing C = 2n1/2. In the definition of e&l), the square root is 
taken to be positive for ?, large and positive. e,(A) is analytic and single- 
valued in the plane cut along 0 < A < 1. We can easily show that e,(A) 
satisfies (1). Notice also that 
.x 
e,(A) = v;A- 
1 
cos m0 de 
7========T’ 
0 /A-sina- 
I 2 
n 
e,(l - A) = j/A - 1 
-7 
cos m0 A0 
li 
__/ 
e 
0 a - cos= -2 
= (- 1)” 
I’ 
p-q em A , ( ) (5) 
a functional equation for e,(A). Furthermore, it is easily shown that 
e (1) = (- 1)” VT n 
5 
eime d0 
m 2 
~~. ~-. __ 
--IT a - co52 -p 
Co 
= (- 1)” vn 
e-&dt 
cosh2 f - 1. 
= (G?)“’ [x,(n)]” {v$ + O(m-@)} as m -+ co. (6) 
Now e, must be a linear combination of p,,, and qm: 
44 = A (4p&) -t B(+h&). 
We have 
i 
e&4 = A (4 + W) 
e,(A) = (1 - &4(i) - AB(A) 
i 
A(4 = %O-) + e,(l) 
B(A) = (1 - l)e&) - er(A). 
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Generally we must also have 
(- l)nem(l - 2) = B(1 -&&&I) + A(1 -- /?)q&) 
But we cannot solve for fiM(A) and yn(12), since the determinant 
A@)A(l - 2) - B(A)B(l - A,) may be shown to be equal to eo(A)e,(l - 3,) -i 
e,(A)e,,(l - A), which vanishes identically, from (5). Seen otherwise, 
e,(A) and (- 1)” e,(l - A) are linearly dependent. However, we may 
still write 
When 3, > 1, \zr(lL)l < 1 and /q,(A)j = $,(I - A) > [(A- 1)/2]log(2m+ 1). 
Using (6), 
eO and e, may be expressed by the complete elliptic integrals 
n/2 
K(k2) = 
I 0 
E(k2) = 1 VT- k2sin2r3dtJ 
J 
We find that 
e,(2) = 2K i 
0 
Thus we have the identity 
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and I* is the root of 2E(l/A) = K(l/A), so that, from tables [3], 
A* = 1.21049. Some values of the greatest zero of p,(A) are given below. 
1 1 .ooooo 
2 1.18301 
3 1.20609 
4 1.20974 
.i 1.21037 
Recalling the inequality of Section III, we see that (7) gives us a 
certain inequality relating K(1/1) and E(l/A). 
VV’e can now describe the behavior of $,(A) and qm(l) in all parts of 
the A-plane. First suppose that 1 does not lie on (0,l). Then 
lxl(A)l < 1 < [xa(L)j. By the P omcare theorem (see [2, Chap. XVII]), 
for any solution pm of (I), lim p,,, +l/~m exists and equals either xi 
m-+cc 
or x2. Thus (plml + either 0 or co as m + W. From e, = A#m + Bq,, 
lPrnl and /q,,,l must together tend to either 0 or oa (unless A(L) = 0 or 
B(I) = 0). But by Perron’s theorem (lot. cit.), even when the moduli of 
xi and x2 are equal, there must exist two linearly independent solutions 
of (l), say 9:’ and &‘, such that 
Therefore, since p, and q,,, are linearly dependent, they cannot both 
approach zero, and 
lim ip,(A)l = lim 1qm(31)1 = 00. 
Wt--*OZ m--rm 
em(A) is obviously proportional to vt’. 
There is another determination of e,(A) (say e,*(A), obtained by 
analytic continuation across (0,l)) for which 
* 
lim em+1 7 = x2. 
m-+m e, 
But (by the ratio test) the Laurent series associated with e:(A) could not 
converge within a finite annulus. 
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Now let us suppose that 0 < 1. < 1. Let e;(1) z-7 lim em(2’) as 
A’+2 
d’ + 2 from above or below the cut. From (6) 
eZ+ l(n) lim .__-~ = x1(4 
m-+m e;(A) 
when o<a<1 
x2(4 
In this case, e,(n) furnishes both linearly independent solutions which are 
guaranteed by Perron’s theorem. Let us express $,(I) and q,(n) in 
terms of e;(d). 
et (1) = A + (4&(4 + B+ (44m(4 
eZ(4 = A-(l)zhQ) + B-(4q&). 
The determinant A+B- - A-B* is equal to e,j-ec - 
after some rearrangement, be written as 
Zsin--‘VT n 
ecer-, which may, 
2i s de 5 de’ (cos 8 - cos (3’) 
Finally, owing to l/J’- m in the estimate of e&(n) given by (6), 
lim p,(J) = lim q&) = 0 (O< a< 1). 
m-+cc m+m 
A little consideration of the structure of $,,,(A) as a linear combination 
of the form 
" (Cl@) rx,(41" + c,@)[~,wl”) + w-3’2) VG 
shows that the density of zeros of p,(I) grows arbitrarily large with m 
at any interior point of (0,l). 
For example, (1) may be solved explicitly when A = 4. Without 
the details, we state that 
$9&j) (- l)% 4m-3 ___ 
4m-7 5 1 
= * - * 
4m-1 
~. - 
4m-5 
. . 
7 3 
P2m+lM 
4m-1 4m-5 3 
= (- 1)“4mi ’ a.. 2 . . 9 5 (I) 2 1 
and of course qm(&) = (- I)~$,($). 
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*Ais to the end points 0, 1, we have 
P,(O) = (- lPq,(l) = 1 
m 
Y,(O) = (- l)mpm(l) = 1 - 2 & - - ilogm. 
k-l 
Finally, we should like to point out the connection which exists 
between p,(A), qm(l) and more familiar functions of analysis. It can easily 
be shown that if P,(z) and Qn( ) z are the Legendre functions of first and 
second kinds, both P,,, _ i&l - 21) and Q,,, _ i,a(l - 2A) satisfy (1). Thus 
$,(A), qm(l) must be linear combinations of these expressions, with func- 
tions of A as coefficients. For example (see [4, p. 1304-j) 
1 n 
Q,,, - 1,z(z) = -- 
cos m6 dtl 
v sv 
-- , 
2 z - cos 0 
0 
so that em(A) = 2V- AQm-i,a(l - 21). The corresponding expressions 
for pm(A) and y,,,(A) will not be given, since they have been used neither 
in the theory of the zeros just presented nor in the derivation of the 
orthogonality relations to follow. 
V. ORTHOGONALITY 
In this section, simple analogies to Sturm-Liouville theory will be 
exploited. For a general account of this analogy between difference and 
differential equations, see [5, Chaps. X-XV]. 
Let us designate the roots of $,+,(A) = 0 as follows. 
o<a,<n,< . . . <&<1<hf+1<P. 
Let us define ik(m) = &(A,), M = 0,. . . , M + 1; k = I,. . ., M + 1. 
Thus jk(0) = 1 and jk(M + 1) = 0. 
\\‘e choose any k, 1 and multiply (1) by it(m): 
(m -k $h(m)jk(m $ 1) $ (m - i)il(m)ik(m - l) = g(1 - 2~k)mjh)jk(m)~ 
We exchange k, 1 and subtract, summing from 1 to M. 
M 
4(h - Ak) 2 mil(m)ik(m) 
?n=l 
Thus if 1 + k, 
‘li 
&y rnjj(rn)j&Z) =- A. (V 
N1 = 1 
Clearly {jk(m)} dre sot mutually orthogonal over HZ ~ 1,. . , M. 
Kow we write (1) as 
(m + 4)jk(rn f 1) -+ (m - #j&Y2 -- 1) - ‘mj@z) .= -- 4n,mj&z) 
and multiply both sides b!, 
(m + &)jk(rn + 1) - (m - ;)j&z -- I) - j&z). 
Then 
(m + H2 [jdm + 1) - j/s(m)]” - (m - i)” Mm) - jk(rn -- 1)12 
= - 4&[(m + f)2jk(m)jk(m + 1) - (m - $J2jk(m - l)j&) 
-- t(m + $)jk(m)jk(m + 1) - i(m - $)ik@ - l)j&gl 
+ 4& mjk2(m). 
Using (1) again to replace the last two terms in the right-hand square 
bracket, we rearrange and sum from 1 to M. 
)J 
Thus 
.l[ 
(M + &)“jk2(M) - Ul - P&) z mjk2(m) = -~-- 
f%(l - A,) P) nr = 1 
Finally, a third summation formula may be found by summing (1) 
from 1 to M. 
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Formulas (S), (9), (10) are analogous to certain formulas from the 
theory of continuous Bessel functions, all of which are simple specializa- 
tions of Eq. 5.11(8) of [6] to the function Jo(z). 
N’e have M + 1 “vectors” ii(m), . . . , ifif +i(m) whose components are 
labelled as m = 0,. . . , M. We shall show that they are linearly in- 
dependent. Let us define for h = 1,. . . , M + 1 
Nk = Q + zmjk”(m) 
m=l 
(M + B)“ik’(M) - 8h2 ET- 
81k(l - Ak) 
(Incidentally, since NA > 0, we see that ijk(M) j 2 &/(2M + 1) according 
as 1 < R < M or k = M + 1.) Let us also define Jl(m) by 
and write (0) = 1, (m) = m if m > 1. It follows directly from (8) and 
(9) that 
M 
2 (m)Jdm)ik(m) = hk, 
fB=O 
so that {Jl(m)} are reciprocal to {jk(m)}. We can now demonstrate the 
independence of {jk(m)}. Suppose that we could find constants ck such 
that 
Mi-1 
0 = 2 ck j&n), 
k=l 
m = 0,. . . , M. 
Multiplying by (m)J1( ) d m an summing over m from 0 to M, we see that 
each cl = 0. If an arbitrary function is to be expanded over m = 0,. . . , M, 
then 
.w 
uk = 2 (H)./k(n)f(n). 
k=O 
Gathering these results together, we have the following reciprocit!, 
relations : 
‘!I 
2’ (m)jk(m)iJ(@ = ~Jk> L,k- I,..., M+ 1; I 
m LO 
I 
M+l 
i 
(11 
J‘ (4Jk(f4j&4 = &ml, m,n=o )..., M. 
k=l 
To expand a function over the shorter range m == 1,. . . , M, it might 
be useful to know that 
41 
2 mjJ*(m)ik(m) = dJb l,k=l,..., M, (12) 
,n =1 
where 
JJ*(m) = i&4 - h+dm) 
NJ 
(12) is easily verified upon using (8) and (9). 
VI. APPLICATION TO A BOUNDARY \!ALUE PROBLEM 
As a simple example of the construction of a Green’s function, consider 
the following boundary value problem with axial symmetry. 
Let @(mh, nfi) satisfy the partial difference equation corresponding to 
within 0 < m < M, 1 < it < N with boundary conditions 
@(mJh 0) = iI( m=O,l,..., M, 
@(mJh (N i l)k) = fz(m), m== O,l,...,M, 
@((M + 1)k nk) = d4, $2 = 1,2,. . . , N. 
We see that @(m/z,, r,k) = jJ(m) sinh (El B), where AJ = (h/k sinh tJ/y)“, 
is a solution, vanishing for nt = M + 1 and n = 0. Furthermore, 
@(mlz, nk) = sin (.Y~ ?t)iJ(m), where 
XJ = & (1 = 1,. . . , N) and 
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is a solution, vanishing for 1% = 0 and n = N + 1. The relations 
I,k=l,..., N, (13) 
(analogous to (11)) are easily verified. Let us try as a solution 
@(mh, rtk) = 2 ak jk(m) sinh (tk fi) 
k=l 
+ 2 bk Jo sinh (& [N $ 1 - ~1) 
+ 2 cl sin (x1 n) &(m). 
I=1 
I?sing we find (11) and (13), 
M MS1 
@(mh, nk) = 2 2 (m’)Jk(m’)ik(m) 
sinh (& [N + 1 - a]) 
k=l 
= 2 G(m, 92; i)@(i), (14’ 
where i runs over all boundary points. G(m, n; ;) is thus the Green” 
function of the problem. 
We might have imposed other conditions upon p,(n) than those whicl 
led to j&8) and &(m). For example, we might have required tha 
p,+,(A) = p,(n), which would have determined a different set of char 
acteristic values A. Or we could even ask for the solution of (1) for whit‘ 
lim P)~ = 0, which would be the em(A) defined earlier. 
tn-+m 
In practice, the computation of Ak and jA(m) (and possibly Nk an 
Jk(m) as well) is a task which could be completed once and for all for 
few large values of M, and the results could be stored as columns an 
matrices. In particular boundary value probiems, especially those involv- 
ing the piecing together of rectangular regions of the type just introduced, 
mesh sizes should be chosen so as to correspond to one of the values of 
M for which characteristic values and functions are already known. 
The ii(m) are (for increasing nt) monotonic sequences of positive numbers, 
and could be computed from the recurrence formula (1). Appropriate 
Green’s functions could then be assembled from these and from circular 
and hyperbolic functions. 
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