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SYMBOLIC DYNAMICS AND THE STABLE ALGEBRA OF MATRICES
MIKE BOYLE AND SCOTT SCHMIEDING
ABSTRACT. We give an introduction to the “stable algebra of matrices” as related to
certain problems in symbolic dynamics. We consider this stable algebra (especially, shift
equivalence and strong shift equivalence) for matrices over general rings as well as vari-
ous specific rings. This algebra is of independent interest and can be followed with little
attention to the symbolic dynamics. We include strong connections to algebraic K-theory
and the inverse spectral problem for nonnegative matrices. We also review key features
of the automorphism group of a shift of finite type, and the work of Kim, Roush and
Wagoner giving counterexamples to Williams’ Shift Equivalence Conjecture.
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0. INTRODUCTION
We will give an exposition of certain “stable” algebraic invariants and relations of
matrices, with connections to symbolic dyamics, linear algebra and algebraic K-theory.
Here, “stable algebra” refers loosely to matrix relations and properties which are in-
variant under some notion of stabilization. The most fundamental stable relation we con-
sider is strong shift equivalence. Square matrices A,B over a semiring S are elementary
strong shift equivalent (ESSE-S ) if there exist matrices R,S overS such that A= RS and
B = SR. Strong shift equivalence (SSE-S ) is the equivalence relation on square matrices
overS generated by ESSE-S .
The simplicity of the SSE definition is utterly deceptive. The relation SSE-Z+ was
introduced by Williams to classify shifts of finite type (the most fundamental systems
in symbolic dynamics) up to topological conjugacy. Almost fifty years later, we do not
know if the relation is even decidable. Williams also introduced a coarser relation, shift
equivalence over S (SE-S ). This relation is more complicated to define than SSE-S ,
but it is far more tractable. For example, a complete invariant of SE-C is the nonnilpotent
part of the Jordan form. For any ringR, SE-R has a formulation, well suited to standard
algebraic tools, as isomorphism of associatedR[t]-modules.
LetR be a ring. SSE-R can be characterized as the equivalence relation generated by
(i) similarity overR and (ii) “zero extensions”, i.e. A∼ (A X0 0 )∼ ( A 0X 0) (Proposition 2.2).
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SE-R can be characterized as the equivalence relation generated by (i) similarity over R
and (ii) “nilpotent extensions”, i.e. A∼ (A X0 N )∼ ( A 0X N ), with N nilpotent (Theorem 6.5.1).
The refinement of SE-R by SSE-R is subtle. Only recently (decades after Williams) have
we learned how to distinguish these relations, using algebraic K-theory.
The first section presents basic definitions, invariants and symbolic dynamics back-
ground. In Section 2, after brief general remarks about strong shift equivalence, we give
an extensive discussion of shift equivalence, including several example cases. The theory
of SE and SSE can be entirely recast in terms of polyomial matrices; we do this in Section
3. This is essential for later K-theory connections.
A classical problem of linear algebra, the NIEP, asks which multisets of complex num-
bers can be the spectrum of a nonnegative matrix. A stable version of the NIEP asks
which multisets of nonzero complex numbers can be the nonzero part of the spectum of a
nonnegative matrix. We review results and conjectures related to this stable approach in
Section 4.
In Section 5, we present the sliver of algebraic K-theory needed for later connections.
In Section 6, we give the algebraic K-theoretic characterization of the refinement of shift
equivalence over a ring by strong shift equivalence.
In Section 7, we give an overview of results on the automorphism group of a shift
of finite type: its actions and representations, related problems and (briefly) recently in-
troduced related groups. Two crucial representations (dimension and SGCC) are very
concrete, and become key ingredients to the Kim-Roush/Wagoner work giving counterex-
amples to the Williams Conjecture that SE-Z+ implies SSE-Z+. In Section 8, we give
an overview of the counterexample work. This work takes place within the machinery
of Wagoner’s CW complexes for SSE. The counterexample invariant of Kim and Roush
is a relative sign-gyration number. Wagoner later formulated a different counterexample
invariant, with values in a certain group coming out of algebraic K-theory.
The eight sections (“lectures”) are an expanded version of our 8-lecture course at the
2019 Yichang G2D2 school/conference. The first four sections are by Boyle, the last four
by Schmieding. For the bulk of the lectures, someone disinterested in symbolic dynamics
can regard it as background motivation, and simply study the algebraic material. In the
spirit of a school, we have tried to keep in mind a nonexpert graduate student audience
(although there are new bits even for experts). To focus on communicating ideas and
statements, in each lecture we relegate various remarks and proofs to an appendix, as
indicated in the table of contents. A numerical reference beginning with Ap is a reference
to such an appendix (e.g., (Ap. 2.10.7) is a reference to an appendix item in Section 2).
Fundamental problems remain open for strong shift equivalence, and the classification
and automorphism groups of shifts of finite type. We wrote these lectures with the hope
of encouraging some contribution to their solution.
For feedback and corrections in Yichang, we thank Peter Cameron, Tullio Ceccherini-
Silberstein, Alexander Mednykh, Akihiro Munemasa and Yinfeng Zhu. We are also grate-
ful to Sompong Chuysurichay for a reading and corrections.
Finally we thank Yaokun Wu, without whose vision and organization these lectures
would not exist.
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1. BASICS
In this first section, we review the fundamentals of shifts of finite type and the algebraic
invariants of the matrices which present them.
1.1. Topological dynamics. By a topological dynamical system (or system), we will
mean a homeomorphism of a compact metric space. This is one setting for considering
how points can/must/typically behave over time, i.e., how points move under iteration of
the homeomorphism. A system/homeomorphism S : X → X is often written as a pair,
(X ,S). Formally: we have a category, in which
• an object is a topological dynamical system,
• a morphism φ : (X ,S)→ (Y,T ) is a continuous map φ : X→Y such that Tφ = Sφ ,
i.e. the following diagram commutes.
X S //
φ

X
φ

Y T // Y
The morphism is a topological conjugacy (an isomorphism in our category) if φ is a
homeomorphism.
We can think of a topological conjugacy φ : X → Y as follows: φ renames points
without changing the mathematical structure of the system.
• Because φ is a homeomorphism, it gives new names to points in essentially the
same topological space.
• Because Tφ = φS, the renamed points move as they did with their original names.
E.g., with y = φx,
· · · S // x S //
φ

Sx S //
φ

S2x S //
φ

· · ·
· · · T // y T // Ty T // T 2y T // · · ·
As φ respects the mathematical structure under consideration, we see that the systems
(X ,S) and (Y,T ) are essentially the same, just described in a different language. (Perhaps,
points of X are described in English, and points of Y are described in Chinese, and φ gives
a translation.)
We are interested in “dynamical” properties/invariants of a topological dynamical sys-
tem – those which are respected by topological conjugacy. For example, suppose φ :
(X ,S)→ (Y,T ) is a topological conjugacy, and x is a fixed point of S: i.e., S(x) = x. Then
φ(x) is a fixed point of T . The proof is trivial: T (φ(x)) = φ(Sx) = φ(x). (We almost
don’t need a proof: however named, a fixed point is a fixed point.) So, the cardinality of
the fixed point set, card(Fix(S)), is a dynamical invariant.
Notation 1.1.1. For k ∈ N, Sk is S iterated k times. E.g., S2 : x 7→ S(S(x)).
If φ : (X ,S)→ (Y,T ) is a topological conjugacy, then φ is also is a topological conju-
gacy (X ,Sk)→ (Y,T k), for all k (because Tφ = φS =⇒ T kφ = φSk). So, the sequence
(|card(Fix(Sk)|)k∈N is a dynamical invariant of the system (X ,S).
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1.2. Symbolic dynamics. Let A be a finite set. Then A Z is the set of functions from
Z to A . We write an element x of A Z as a doubly infinite sequence, x = . . .x−1x0x1 . . . ,
with each xk an element of A . (The bisequence defines the function k 7→ xk.) Often A is
called the alphabet, and its elements are called symbols.
Let A have the discrete topology and let A Z have the product topology. Then A Z is
a compact metrizable space (Ap. 1.11.1). For one metric compatible with the topology,
given x 6= y set dist(x,y) = 1/(M+1), where M =min{|k| : xk 6= yk}. Points x,y are close
when they have the same central word, x−M . . .xM = y−M . . .yM , for large M.
The shift map σ : A Z → A Z is defined by (σx)n = xn+1. (This is the “left shift”:
visually, a symbol in box n+ 1 moves left into box n.) The shift map σ : A Z→ A Z is
easily checked to be a homeomorphism. The system (A Z,σ) is called the full shift on
n symbols, if n = |A |. One notation: a dot over a symbol indicates it occurs in the zero
coordinate. Then
σ : x 7→ σ(x)
σ : . . .x−2x−1
•
x0x1x2 . . . 7→ . . .x−2x−1x0 •x1x2 . . . .
A subshift is a subsystem (X ,σ |X ) of some full shift (A Z,σ) (i.e. X is a closed
subset of A Z, and σ(X) = X). For notational simplicity, we generally write (X ,σ |X ) as
(X ,σ). Among the subshifts, the subshifts of finite type (Ap. 1.11.2) (also called shifts
of finite type, or SFTs) are a fundamental class. Every SFT is topologically conjugate to
a particular type of SFT, an edge SFT. To reach our goal of relating matrix algebra and
dynamics as quickly as possible, we will move directly to edge SFTs.
1.3. Edge SFTs. An edge SFT is defined by a square matrix over Z+. We are interested
in algebraic properties of the matrix which correspond to dynamical properties of the edge
SFT. We are especially interested in the classification problem: when do two matrices
define edge SFTs which are topologically conjugate?
Notation 1.3.1. For us, always, “graph” means “directed graph”. Given an ordering of
the vertices, v1, . . .vn, the adjacency matrix A of the graph is defined by setting A(i, j) to
be the number of edges from vertex vi to vertex v j. For simplicity we often just refer to
vertices 1, . . . ,n.
Definition 1.3.2. (Edge SFT) Given a square matrix A over Z+, we let ΓA denote a graph
with adjacency matrix A. Let E be the set of edges of ΓA. XA is the set of doubly infinite
sequences x = . . .x−2x−1x0x1x2 . . . such that each xn is in E , and for all n the terminal
vertex of xn equals the inital vertex of xn+1. (So, the points in XA correspond to doubly
infinite walks through ΓA.) The system (XA,σ), is the edge shift, or edge SFT, defined by
A (Ap. 1.11.3). We may also use the notation σA to denote the map σ : XA→ XA.
Example 1.3.3. (XA,σ) is the full shift on the two symbols a,b. The graph has a single
vertex, denoted as 1.
A =
(
2
)
, ΓA = 1a :: bdd = ·a ;; bcc
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Example 1.3.4. The edge set E is {a,b,c,d}, and the vertex set is {1,2}:
A =
(
1 2
1 0
)
, ΓA = 1a ::
b
((
c

2
d
hh = ·a ;;
b
''
c
·
d
gg
Here ...aabdc... can occur in a point of XA, but not ...bc... .
1.4. The continuous shift-commuting maps.
Notation 1.4.1. For a subshift (X ,σ) and n ∈ N, Wn(X) denotes the set of X-words of
length n:
Wn(X) = {x0 . . .xn−1 : x ∈ X}
= {xi+n . . .xi+n−1 : x ∈ X}, for every i ∈ Z .
1.4.1. Block codes. Suppose (X ,σ) and (Y,σ) are subshifts. Suppose Φ : WN(X)→
W1(Y ), and j,k are integers, with j+N− 1 = k. Then for x ∈ X , we can define a bise-
quence y = φ(x) by the rule yn =Φ(xn+ j . . .xn+k), for all n.
For example, with N = 4, j =−1 and k = 2:
· · · x−1x0x1x2 · · · xn−1xnxn+1xn+2 · · ·
↓ ↓
· · · y0 · · · yn · · ·
where y0 = Φ(x−1x0x1x2) and yn = Φ(xn−1xnxn+1xn+2). The point y is defined by “slid-
ing” the rule Φ along x. For some rules Φ, the image of φ is contained in the subshift
(Y,σ).
Definition 1.4.2. The rule Φ above is called a block code. The map φ defined by j and
Φ, is called a sliding block code (or a block code, or just a code). The map φ has range n
if Φ above can be chosen with ( j,k) = (−n,n) (i.e., x−n · · ·xn determines (φx)0).
The following result is fundamental for symbolic dynamics, though it is easy to prove
(Ap. 1.11.4).
Theorem 1.4.3. (Curtis-Hedlund-Lyndon) Suppose (X ,σ) and (Y,σ) are subshifts, and
φ : X → Y . The following are equivalent.
(1) φ is continuous and σφ = φσ .
(2) φ is a block code.
The CHL Theorem tells us the morphisms between subshifts are given by block codes.
We’ll define some examples by stating the rule (φx)0 =Φ(xi . . .xi+N−1).
Example 1.4.4. The shift map σ and its powers are sliding block codes. E.g., (σx)0 = x1,
(σ2x)0 = x2 and (σ−1x)0 = x−1 .
Example 1.4.5. Let (X ,σ) be the full shift on the two symbols 0,1.
Define φ : (X ,σ)→ (X ,σ) by (φx)0 = x0+ x1 (mod 2). E.g. if x = . . .11
•
01110001 . . . ,
then φ(x) = . . .01
•
1001001 . . . .
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1.4.2. Higher block presentations. Given a subshift (X ,σ) and k ∈ N, we define X [k] to
be the image of X under the block code φ : x 7→ y, where for each n, the symbol yn is
xn . . .xn+k−1, the X-word (block) of length k beginning at xn. We might put parentheses
around this word for visual clarity. E.g., with k = 2,
x = . . .x−1
•
x0x1x2x3x4 . . .
φ(x) = . . .(x−1x0)
•
(x0x1)(x1x2)(x2x3)(x3x4) . . .
For each k, the map φ : X→X [k] is easily checked to be a topological conjugacy, (X ,σ)→
(X [k],σ).
Definition 1.4.6. The subshift (X [k],σ) is the k-block presentation of (X ,σ).
1.5. Powers of an edge SFT.
Proposition 1.5.1. Let n be a positive integer. Then the nth power system (XA,σn) is
topologically conjugate to the edge SFT (XAn ,σ) defined by An.
The proposition holds because in a graph with adjacency matrix A, the number of paths
of length n from vertex i to vertex j is An(i, j) (Ap. 1.11.5).
E.g. let n = 2, and let V be the vertex set of ΓA. Let G be the graph with vertex
set V for which an edge from i to j is a two-edge path (ab) from i to j in G . Since A2
is an adjacency matrix for G , we may take for (XA2 ,σ) the edge SFT on edge paths in
G . We have (Ap. 1.11.7) a topological conjugacy φ : (XA,σ2)→ (XA2 ,σ), defined by
(φx)n = x2nx2n+1 , for n ∈ Z :
. . .x−2x−1
•
x0x1x2x3 . . .
σ2 //
φ

. . .x−2x−1x0x1
•
x2x3 . . .
φ

. . .(x−2x−1)
•
(x0x1)(x2x3) . . .
σ // . . .(x−2x−1)(x0x1)
•
(x2x3) . . .
The inverse system (XA,σ−1) is conjugate to (XAT ,σ), the edge SFT defined by the trans-
pose of A (Ap. 1.11.6).
1.6. Periodic points and nonzero spectrum. Given a subshift, let Fix(σ k) = {x ∈ X :
σ kx = x}. We can regard the sequence (|Fix(σ k)|)k∈N as the periodic data of the system
(Ap. 1.11.8). For an edge SFT (XA,σA), we will derive from A a complete invariant for
the periodic data.
1.6.1. Periodic data ↔ trace sequence of A. x is a fixed point for σ iff x = ...aa•aaaa....
for some edge a with terminal vertex =initial vertex. The number of edges from vertex i
to vertex i is A(i, i). So, in XA,
|Fix(σ)|=∑
i
A(i, i) = trace(A) .
Likewise, a length k path with initial vertex = terminal vertex gives a fixed point of σ k,
and
|Fix(σ)k|= trace(Ak) .
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Thus (|Fix(σ k)|)k∈N = (trace(Ak))k∈N.
1.6.2. Trace sequence of A ↔ det(I-tA). There is a standard equation (Ap. 1.11.9)
1
det(I− tA) = exp
∞
∑
n=1
1
n
trace(An)tn .
From this, one sees the trace sequence and det(I−tA) determine each other (Ap. 1.11.12).
(This mutual determination holds for a matrix over any torsion-free commutative ring (Ap.
1.11.13)).
1.6.3. det(I-tA) ↔ nonzero spectrum of A.
Definition 1.6.1. If a matrix A has characteristic polynomial tk∏mi=1(t−λi), with the λi
nonzero, then the nonzero spectrum of A is (λ1, . . . ,λm). Here – by abuse of notation
(Ap. 4.12.1)) – the m-tuple is used as notation for a multiset: the multiplicity of entries
of (λ1, . . . ,λm) matters, but not their order. For example, (2,1,1) and (1,2,1) denote the
same nonzero spectrum, but (2,1) is different.
If A has nonzero spectrum Λ = (λ1, . . . ,λm), then det(I− tA) = ∏mi=1(1− λit). For
example,
A =

3 0 0 0
0 3 0 0
0 0 5 0
0 0 0 0
 , I− tA =

1−3t 0 0 0
0 1−3t 0 0
0 0 1−5t 0
0 0 0 1

Λ= (3,3,5) , det(I− tA) = (1−3t)2(1−5t) .
The nonzero spectrum and the polynomial det(I− tA) determine each other.
1.7. Classification of SFTs.
Problem 1.7.1 (Classification Problem). Given square matrices A,B over Z+, determine
whether they present SFTs which are topologically conjugate.
There are trivial ways to produce infinitely many distinct matrices which define the
same SFT. E.g.,
(
2
)
,
(
2 0
0 0
)
,
(
2 0
1 0
)
,
(
2 1
0 0
)
,
2 0 01 0 0
1 0 0
 ,
2 1 10 0 1
0 0 0
 , . . .
Every SFT (XA,σ) equals one which is defined by a matrix which is nondegenerate (has
no zero row and no zero column) (Ap. 1.11.14). We can avoid the trivial problem by
considering only nondegenerate matrices.
Still, in the nontrivial case (the case that XA contains infinitely many points), there are
nondegenerate matrices of unbounded size which define SFTs topologically conjugate to
(XA,σ) (Ap. 1.11.15).
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1.8. Strong shift equivalence of matrices, classification of SFTs.
Definition 1.8.1. A semiring is a set with operations addition and multiplication satisfy-
ing all the ring axioms, except that an element is not required to have an additive inverse.
In these lectures, the semiring is always assumed to contain a multiplicative identity, 1.
Below, S is a subset of a semiring (Ap. 1.11.16) containing 0 and 1. For S a subset
ofR,S+ denotesS ∩{x∈R : x≥ 0}. We are especially interested inS =Z,Z+,R,R+.
Let A and B be square matrices overS (not necessarily of the same size).
Definition 1.8.2. A and B are elementary strong shift equivalent over S (ESSE-S ) if
there exist matrices R,S overS such that A = RS and B = SR.
Note, if a matrix R is m× n, and S is a matrix such that RS and SR are well defined,
then S must be n×m, and the matrices RS and SR must be square.
Definition 1.8.3. A and B are strong shift equivalent overS (SSE-S ) if there are matri-
ces A = A0,A1, . . . ,A` = B overS such that Ai and Ai+1 are ESSE-S , 0≤ i < `.
The number ` above is called the lag of the strong shift equivalence.
The relation ESSE-S is reflexive and symmetric. Easy examples (Ap. 1.11.21) show
ESSE-S is not transitive. SSE-S , the transitive closure of ESSE-S , is an equivalence
relation. Williams introduction of strong shift equivalence in [126] – the foundation for
all later work on the classification of shifts of finite type – is explained by the following
theorem.
Theorem 1.8.4 (Williams 1973). (Ap. 1.11.17) Suppose A and B are square matrices
over Z+. The following are equivalent.
(1) A and B are SSE-Z+.
(2) The SFTs defined by A and B are topologically conjugate.
Proof. The difficult implication (2) =⇒ (1) follows from the Decomposition Theorem
(Ap. 1.11.18). We will prove the easy direction, (1) =⇒ (2).
It suffices to consider an ESSE over Z+, A = RS,B = SR. Define a square matrix M
with block form
(
0 R
S 0
)
, and edge SFT (XM,σ). Then M2 =
(
RS 0
0 SR
)
=
(
A 0
0 B
)
.
The system (XM,σ2) is a disjoint union of two systems, (X1,σ2|X1) and (X2,σ2|X2). The
shift map σ : X1→ X2 gives a topological conjugacy between these subsystems.
For all i, j, we have A(i, j) = ∑k R(i,k)S(k, j). Therefore, we may choose a bijection
α : a 7→ rs from the set of ΓA edges to the set of R,S paths in ΓM (an R,S path is an R edge
followed by an S edge) which respects initial and terminal vertex. Similarly we choose
a bijection β : b 7→ sr from ΓB edges to S,R paths in ΓM . We define a conjugacy φα :
(XA,σ)→ (X1,σ2|X1) , φα : . . .x−1x0x1 · · · 7→ . . .(r−1s−1)(r0s0)(r1s1) . . . , by replacing
each xn with α(xn). We define a conjugacy φβ : (XB,σ)→ (X2,σ2|X2) in the same way.
We now have a conjugacy c(R,S) : XA→ XB as the composition, c(R,S) = φ−1β σφα ,
c(R,S) : . . .x−1x0x1 . . . 7→ . . .(r−1s−1)(r0s0)(r1s1) . . .
7→ . . .(s−1r0)(s0r1)(s1r2) · · · 7→ . . .y−1y0y1 . . . .

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The technical statements of the next remark are not needed at all before Sections 7 and
8.
Remark 1.8.5. Let (R,S) be an ESSE-Z+, with A = RS and B = SR. Let c(R,S) be a
topological conjugacy from (XA,σ) to (XB,σ) defined as in the proof above. The con-
jugacy c(R,S) is uniquely determined by (R,S) when all entries of A and B are in {0,1}
(then, the bijections α,β are unique). But in general, the conjugacy depends on the choice
of those bijections. With appropriate choice of those bijections, we have the following:
(1) c(S,R)◦ c(R,S) = σA, the shift map on XA .
(2) (c(R,S))−1 = σ−1A c(S,R) = c(S,R)σ
−1
B .
(3) c(I,A) = Id, and c(A, I) = σA.
Also: with c(R,S), x0x1 determines y0; with (c(R,S))−1, y−1y0 determines x0.
1.9. Shift equivalence. Despite the seeming simplicity of its definition, SSE over Z+
is a very difficult relation to fully understand. Consequently, Williams introduced shift
equivalence.
Definition 1.9.1. Let A,B be square matrices over a semiring S . Then A,B are shift
equivalent over S (SE-S ) if there exist matrices R,S over S and a positive integer `
such that the following hold:
A` = RS , B` = SR , AR = RB , SA = BS .
Here, (R,S) is a shift equivalence of lag ` from A to B.
The next proposition is an easy exercise (Ap. 1.11.19).
Proposition 1.9.2. LetS be a semiring.
(1) SE overS is an equivalence relation.
(2) SSE overS implies SE overS .
1.10. Williams’ Shift Equivalence Conjecture.
Conjecture 1.10.1. (Williams, 1974) [126] Suppose A,B are two square matrices which
are SE-Z+. Then they are SSE-Z+.
Despite the seeming complexity of its definition, shift equivalence is much easier to
understand than strong shift equivalence, as we’ll see. A positive solution to Williams’
Conjecture would have been a very satisfactory solution to the classification problem
for SFTs. Alas ... there are counterexamples to the conjecture, due to Kim and Roush
(building on work of Wagoner, and Kim-Roush-Wagoner). The first Kim-Roush coun-
terexample was in 1992.
We recall now a definition fundamental for the theory of nonnegative matrices (as we
will review in Lecture 4).
Definition 1.10.2. A primitive matrix is a square matrix such that every entry is a non-
negative real number and for some positive integer k, every entry of Ak is positive.
By far the most important case of Williams’ Conjecture is the case that the matrices
A,B are primitive. An edge SFT defined from a nondegenerate matrix A is mixing1 if and
1See [81] for the definition of the dynamical property “mixing”, which we do not need.
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only if A is primitive. The mixing SFTs play a role among SFTs very much analogous to
the role played by primitive matrices in the theory of nonnegative matrices.
The Kim-Roush counterexample for primitive matrices came in 1999.
Over twenty years later, we have no new theorem or counterexample for primitive
matrices over Z+. The Kim-Roush counterexamples require quite special constructions
(reviewed in Section 8). The proof method can work only in special SE-Z classes, and
can never show that there is an infinitely family of primitive matrices which are SE-Z+
but are pairwise not SSE-Z+ (see Sec. 8.6).
1.10.1. The gap between SE-Z+ and SSE-Z+? How big is the gap between SE-Z+ and
SSE-Z+? We really don’t know.
Suppose A is ANY square matrix over Z+ such that A is primitive (for some n, every
entry of An is positive), and A 6= (1). (The case A = (1) is trivial.) As we approach a
half century following Williams’ conjecture, we cannot verify or rule out either of the
following statements.
(1) There is an algorithm which takes as input any square matrix B over Z+ and
decides whether A and B are SSE-Z+.
(2) There are infinitely many matrices which are SE-Z+ to A and which are pairwise
not SSE-Z+.
Regarding the first item above: we do not know upper bounds on the lag of a possible
SSE or the sizes of the matrices in its chain of ESSEs. (See (Ap. 1.11.21) - (Ap. 1.11.23)
for more on lag issues.) Also, for example, the “1×1 case” is completely open. We will
see (Ap. 2.10.6) that a square matrix over Z+ is SE-Z+ to (k) ⇐⇒ its nonzero spectrum
is (k). But, for every positive integer k > 1, we do not know whether a matrix SE over
Z+ to (k) must be SSE over Z+ to (k) (Ap. 1.11.24). Remarkably, even for two 2× 2
matrices over Z+, we do not know whether SE-Z+ implies SSE-Z+ (although, here there
are significant partial results, e.g. [4, 5, 32, 127]).
Nevertheless ... perhaps the situation is not hopeless.
(1) If A is a matrix over R+ with det(I− tA) = 1−λ t, then A is SSE over R+ to (λ ).
(Over R+, the “1×1 case” is solved!)
Despite limited progress, I think the proof framework for this result of Kim
and Roush is promising for proving SE-R+ implies SSE-R+ for positive matrices
(Ap. 1.11.25).
(2) In recent years we have (at last) gained a much better (not complete) understand-
ing of strong shift equivalence over a ring, as discussed in Lecture 6. This gives
more motivation for investigation, and new ideas to explore.
1.11. Appendix 1. For general introduction to basics of symbolic dynamics relevant to
our lectures, see the book of Lind and Marcus [81]. The book is intended to be widely
accessible, and a math graduate student can easily read it without guidance. My old sur-
vey [15], aimed at matrix theorists, intersects our lectures, and has some complementary
material.
The rest of this subsection contains various remarks, proofs and comments referenced
in earlier parts of Section 1.
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Remark 1.11.1. Let the finite setA have the discrete topology. Then compactness ofA Z
follows from a diagonal argument from the chosen metric, or from Tychonoff’s Theorem
(the product topology is the same as the topology coming from the chosen metric).
Suppose X is a closed nonempty subset of A Z. A “cylinder set” is a set C in X of the
following form: there is a point x ∈ X , and i≤ j in Z, such that C = {y∈ X : yn = xn if i≤
n≤ j} . The cylinder sets form a basis for the topology on X .
The cylinder sets are closed open. A subset of X is closed open if and only if it is the
union of finitely many cyinders. By definition, a metric space is zero dimensional if there
is a base for the topology consisting of closed open sets. Therefore X is zero dimensional.
Remark 1.11.2. By definition, a subshift (X ,σ) is SFT if if there is a finite set F of
words on the alphabet A of X such that X is the subset of points x in A Z such that no
subword xm · · ·xn is inF .
Remark 1.11.3. To be careful, we’ll be a little pedantic.
Two different but isomorphic graphs define different but isomorphic SFTs. The topo-
logical conjugacy of SFTs in this case is rather trivial. If the graph isomorphism gives a
map on edges e 7→ e, then the topological conjugacy φ is defined by (φx)n = xn, for all n.
In the other direction, given just the matrix A, a graph G with adjacency matrix A
is only defined up to graph isomorphism. If A is n× n, then there is an ordering of
the vertices, ν1,ν2, . . . ,νn , such that A(i, j) is the number of edges from νi to ν j. For
simplicity, we often just regard the vertex set as {1,2, . . . ,n}, with νi = i.
Theorem 1.11.4 (Curtis-Hedlund-Lyndon). Suppose (X ,σ) and (Y,σ) are subshifts, and
φ : X → Y . TFAE.
(1) φ is continuous and shift-commuting.
(2) There are integers j,k with j ≤ k, such that for N = k− j+ 1 there is a function
Φ :WN(X)→W1(Y ), such that for all n in Z and x in X, (φx)n =Φ(xn+ j . . .xn+k) .
Proof. (1) =⇒ (2) Suppose φ is continuous, hence uniformly continuous, on X . There
is an ε > 0 such that for y,y′ in Y , y0 6= (y′)0 =⇒ dist(y0,(y′)0) > ε . By the uniform
continuity, there is m ∈ N such that for x,w in X ,
x−m . . .xm = w−m . . .wm =⇒ (φx)0 = (φw)0 .
This gives a rule Φ :W2m+1(X)→W1(Y ) such that for all x in X , (φx)0 =Φ(x−m . . .xm).
Because φ is shift commuting, we then get for all n that
Φ(xn−m . . .xn+m) =Φ((σnx)−m . . .(σnx)m) = (φ(σnx))0 = (σn(φx))0 = (φx)n .
We leave the proof of (2) =⇒ (1) as an exercise. 
There are other, equivalent ways to state the CHL Theorem. (I didn’t copy the original
statement.)
Proposition 1.11.5. Let a graph have adjacency matrix A. Then the number of paths of
length n from vertex i to vertex j is An(i, j).
Proof. A length 2 path from i to j is, for some vertex k, an edge from i to k followed by
an edge from k to j. The number of such paths is ∑k A(i,k)A(k, j) = A2(i, j). The claim
for paths of length n follows by induction, considering paths of length n−1 followed by
path of length 1. 
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Remark 1.11.6. Suppose A is a square matrix over Z+, with transpose AT . From a graph
G with adjacency matrix A, let G reversed be the graph with the same vertex set as G, and
edges with the same names but with reversed direction (an edge e from i to j in G becomes
an edge e from j to i in G reversed. Then AT is an adjacency matrix for G reversed.
Now, there is a topological conjugacy φ : (XA,σ−1)→ (XAT ,σ), defined by the rule
(φx)n = x−n, for n ∈ Z.
Remark 1.11.7. The topological conjugacy φ : (XA,σ2)→ (XA2 ,σ) is not a block code.
This does not contradict the CHL Theorem, because (XA,σ2) is not a subshift.
Remark 1.11.8. Formally, the “periodic data” for a system (X ,S) is the isomorphism
class of the system (Per(S),S), with the periodic points, Per(S), given the discrete topol-
ogy (i.e., ignore topology). (Here “system” relaxes our terminology in these lectures that
the domain must be compact.)
A complete invariant for the periodic data is one such that two systems agree on the
invariant if and only if they have the same periodic data.
Now, one complete invariant of the periodic data of a system is simply the function
which assigns to n the cardinality of the set of points of least period n. (A point has least
period n if its orbit is finite with cardinality n.) For a subshift (X ,σ), there is a finite
number qn of points of least period n, and the sequence (qn) is a complete invariant of the
periodic data. Let τn = (|Fix(σn)|. The sequence (qn) determines the sequence (τn)∞n=1.
For our systems, each τn is a nonnegative integer, and in this case the converse holds:
the sequence (τn) determines the sequence (qn). E.g., q1 = τ1, q2 = τ2− τ1, . . . ,q6 =
τ6− τ3− τ2 + τ1, . . . . (The formal device for producing a systematic formula for this
inclusion-exclusion pattern is Mobius inversion.) So, “we may regard” (τn) as the periodic
data in the sense that it is a complete invariant for the periodic data.
Proposition 1.11.9. Suppose A is a matrix with entries in C. Then
(1.11.10)
1
det(I− tA) = exp
∞
∑
n=1
1
n
trace(An)tn .
Proof. Recall, − log(1−x) = x+ x22 + x
3
3 + · · · . Let (λ1, . . . ,λn) be the nonzero spectrum
of A. Then
exp
( ∞
∑
n=1
1
n
trace(An)tn
)
= exp
( ∞
∑
n=1
1
n
(
∑
i
λ ni
)
tn
)
= exp
(
∑
i
( ∞
∑
n=1
1
n
(λit)n
))
= ∏
i
exp
( ∞
∑
n=1
(λit)n
n
)
= ∏
i
exp
(− log(1−λit)) = ∏
i
1
(1−λit) =
1
det(I− tA) .

(The last proposition remains true as an equation in formal power series if C is replaced
by a torsion-free commutative ringR. In this case, N is a multiplicative subset ofR con-
taining no zero divisor, and all the power series coefficients make sense in the localization
R[N−1].)
SYMBOLIC DYNAMICS AND STABLE ALGEBRA 15
Remark 1.11.11. (The zeta function) Suppose (X ,S) is a dynamical system such that for
all n in N, |Fix(Sn)| < ∞. Then the (Artin-Mazur) zeta function of the system is defined
to be
ζ (t) = exp
( ∞
∑
n=1
1
n
|Fix(Sn)|tn
)
.
This is defined at least as a formal power series; it’s defined as an anaytic function inside
the radius of convergence. The zeta function (where it is defined) is the premier complete
invariant of the periodic data. For an edge SFT defined from a matrix A, we see ζ (t) =
1/det(I− tA).
Corollary 1.11.12. Suppose A is a square matrix over C. Then det(I− tA) and the se-
quence (trace(An)) determine each other.
Proof. The nontrivial implication, that the trace sequence determines det(I− tA), follows
from the proposition. The proposition also is easily used to prove the reverse implica-
tion; but we may also simply notice that det(I− tA) determines the nonzero spectrum
(λ1, . . . ,λn) of A, which determines trace(Ak) = ∑i(λi)k. 
Remark 1.11.13. For any square matrix A over any commutative ring, the polynomial
det(I− tA) determines the trace sequence (trace(Ak))∞k=1; if the ring is torsion-free, then
conversely (trace(Ak))∞k=1 must determine det(I− tA). To see this, let us write det(I− tA)
as 1− f (t) = 1− f1t − f2t2 · · · − fNtN , and let τk denote trace(Ak). Then the claimed
determinations are easily proved by induction from Newton’s identities,2 valid over any
commutative ring:
τk = k fk +
k−1
∑
i=1
fiτk−i , if 1≤ k ≤ N ,
=
N
∑
i=1
fiτk−i , if k > N .
To see the torsion-free assumption is not extraneous, let R be the ring Z2 ×Z2, and
consider the matrices
A =
(
(0,1)
)
, B =
(
(0,0) (1,1)
(1,0) (0,1)
)
Here, det(I − tA) = 1− t(0,1) 6= 1− t(0,1)− t2(1,0) = det(I − tB), but trace(An) =
trace(Bn) = (0,1) for every positive integer n.
One of the ways to prove Newton’s identities is to take the derivative of the log of both
sides of (1.11.10), and equate coefficients in the resulting equation of power series. This
makes sense at the level of formal power series when the ring is torsion free, in partic-
ular for a polynomial ring Z[{xi j}], where {xi j : 1 ≤ i, j ≤ N} is a set of N2 commuting
variables. Then, given A over any commutative ring R, using the ring homomorphism
Z[{xi j}]→R induced by xi j 7→ A(i, j), from the Newton identities over Z[{xi j}] we ob-
tain the Newton identities for A.
2As det(I−tA) is the reversed characteristic polynomial, Newton’s identities can alternately be (and usually
are) stated in terms of coefficients of the characteristic polynomial.
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Remark 1.11.14. A matrix is degenerate if it has a zero row or a zero column. The
nondegenerate core of a square matrix is the largest principal submatrix C which is non-
degenerate. If row i or column i of A is zero, then remove row i and column i. Continue
until a nondegenerate matrix C is reached. This matrix is the nondegenerate core of A.
When the matrices have all entries in Z+, XC = XA, because if an edge occurs as xn for
some point of XA, then the edge must be followed and preceded by arbitrarily long paths
in ΓA.
Remark 1.11.15. The k-block presentation of an edge SFT (XA,σ) is conjugate to another
edge SFT. For k> 1 its defining matrix A[k] is the adjacency matrix for a graph with vertex
set Wk = {x1 . . .xk : x ∈ XA} and edge set Wk+1; the edge x1 . . .xk+1 runs from vertex
x1 . . .xk to vertex x2 . . .xk+1. When XA is infinite, limk→∞ |Wk| = ∞, and the size of A[k]
goes to infinity.
For example, let A = A[1] = (2) , with edge set E1 = {a,b}. The vertex sets W2 and
W3 for 2 and 3 block presentations are {a,b} and {aa,ab,ba,bb}. With the lexicographic
orderings on these sets (the ordering as written), we get the adjacency matrices
A[2] =
(
1 1
1 1
)
, A[3] =

1 1 0 0
0 0 1 1
1 1 0 0
0 0 1 1
 .
Remark 1.11.16. The use of SSE over semirings goes beyond the study of SSE over
the positive set of an ordered ring. SSE over the Boolean semiring {0,1}, in which 1+
1 = 1, ends up being quite relevant to some constructions over R+ [24], and to relating
topological conjugacy and flow equivalence of SFTs [16]. The Boolean semiring cannot
be embedded in a ring, as 1+1 = 1 would then force 1 = 0.
Remark 1.11.17. For simplicity, I take some liberties with the statement of the theo-
rem. “Edge SFTs” don’t appear in Williams’ paper; he used a more abstract approach to
associate SFTs to matrices over Z+.
Williams 1973 paper [126] contained a “proof” (erroneous) of his conjecture. The
1974 Conjecture appeared in the erratum. One of the most important papers in symbolic
dynamics also included perhaps its most famous mistake.
Remark 1.11.18. We say a little about the Decomposition Theorem, even though we
won’t have space to explain it well, because it is a very important feature of SSE. Lind
and Marcus give a nice presentation of the Decomposition Theorem [81].
The Decomposition Theorem tells us that when there is a conjugacy of edge SFTs
φ : (XA,σ)→ (XB,σ), there is another matrix C, an SSE-Z+ from C to A given by a string
of column amalgamations, and an SSE -Z+ from C to B given by a string of row amal-
gamations, such that the associated conjugacies α : (XC,σ)→ (XA,σ) and β : (XC,σ)→
(XA,σ) give φ = βα−1.
For x in XC: (αx)0 and (βx)0 depend only on x0.
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A column amalgamation C→D is an ESSE C = RS, D = SR, such that S is a zero-one
matrix with each column containing exactly one nonzero entry. For example,
C =
1 1 52 2 3
1 1 2
=
1 52 3
1 2
(1 1 0
0 0 1
)
= RS ,
D =
(
3 8
1 2
)
=
(
1 1 0
0 0 1
)1 52 3
1 2
= SR .
Row amalgamations are correspondingly given by amalgamating rows rather than columns.
The Decomposition Theorem, or a relative, is a tool for the characterization of nonzero
spectra of primitive real matrices [22]; for Parry’s cohomological characterization of SSE-
Z+G [30]; and for studying SSE over dense subrings of R [24].
Proposition 1.11.19. LetS be a semiring.
(1) SE overS is indeed an equivalence relation.
(2) SSE overS implies SE overS .
Proof. (1) If (R1,S1) is a shift equivalence of lag `1 from A to B, and (R2,S2) is a shift
equivance of lag `2 from B to C, then (R1R2,S2S1) satisfies the equations to be a shift
equivalence of lag `1+ `2 from A to C. (For example, R1R2S2S1 = R1B`1S1 = R1S1A`1 =
A`2A`1 = A`1+`2 .)
(2) Suppose we are given a lag ` SSE from A to B:
A = A0,A1, . . . ,A` = B; Ai = RiSi and Ai+1 = SiRi, for 0≤ i < ` .
Set R = R1R2 . . .R` , S = S` . . .S2S1.
Then (R,S) is a shift equivalence of lag ` from A to B.  
Next we state one of the interesting partial results on Williams’ Conjecture, which we
will use later.
Theorem 1.11.20. [4, K.Baker] Suppose A,B are positive 2× 2 integral matrices with
nonnegative determinant which are similar over the integers. Then A,B are strong shift
equivalent over Z+.
Remark 1.11.21. (Nilpotence and lag) Let A = RS,B = SR be an ESSE over a semiring
S . Suppose m ≥ 2 is the smallest positive integer such that Am = 0. Then B is also
nilpotent (because Bm+1 = SAmR = 0), but Bm−2 6= 0 (because Bm−2 = 0 would force
Am−1 = RBm−2S = 0). Thus if ` is the lag of an SSE-S from A to a zero matrix, then
` ≥ m− 1. For example, there is a lag 2 SSE-R from
(
0 1 0
0 0 1
0 0 0
)
to (0), but there is no
ESSE-R from
(0 1 0
0 0 1
0 0 0
)
to (0).
For an example involving primitive matrices, consider the matrix A = (2) and its 3-
block presentation matrix B = A[3] in Remark 1.11.15. There is a lag 2 SSE-Z+ between
(2) and B. But there cannot be an ESSE-R of B and (2): if RS = (2) and SR = B, then R
and S have rank 1, so SR has rank at most 1, contradicting B having rank 2.
The next example (extracted from Norbert Riedel’s paper [100], which has more)
shows that the lag of an SSE-Z+ is not just a matter of nilpotence.
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Example 1.11.22. (Bad lag at size 2 from geometry.) For each positive integer k, set Ak =(
k 2
1 k
)
and Bk =
( k−1 1
1 k+1
)
. For each k, the matrices Ak, Bk are SSE over Z+. However, the
minimum lag of an SE-Z+ between Ak,Bk (and therefore the minimum lag of an SSE-Z+
between Ak,Bk) goes to infinity as k→ ∞.
Proof sketch. First, Ak and Bk have the same nonzero spectrum (k+
√
2,k−√2), and
Z[k+
√
2] = Z[
√
2], and Z[k+
√
2] = Z[
√
2]. Z[
√
2] is the ring of algebraic integers
in Q[
√
2], and this ring is well known to have class number 1. By Theorem 2.5.5, Ak
and Bk are similar over Z. Then, by Theorem 1.11.20, Ak and Bk are SSE over Z+. By
induction one checks that for each n, there are polynomials P(n)1 ,P
(n)
2 with positive integral
coefficients such that deg(P(n)1 ) = deg(P
(n)
2 )+1 and for all k,n
(Ak)n =
(
P(n)1 (k) 2P
(n)
2 (k)
P(n)2 (k) P
(n)
1 (k)
)
.
Now suppose R,S are matrices over Z+ and ` ∈ N such that AR = RB,SA = BS,RS =
A`. The first two equations force R,S to have the forms
R =
(
b−a a+b
a b
)
; a,b,b−a ∈ Z+
S =
(
b−a 2a−b
a b
)
; a,b,b−a,2a−b ∈ Z+
and from this one can check that RS has the form
RS =
(
a 2b
b a
)
, a,b,2b−a ∈ Z+ .
For fixed n, limk 2P
(n)
2 (k)/P
(n)
1 (k) = ∞ . Thus given `0 ∈ N, for all sufficiently large k we
have for n≤ `0 that P(n)1 (k)> 2P(n)2 (k). Thus, for such k the lag of an SE-Z+ between Ak
and Bk is greater than `0. 
It is worth noting that Riedel’s argument showing the smallest lag of an SE-Z+ goes
to infinity with k works just as well with Q+ or R+ in place of Z+: bad lags can happen
for “geometric” reasons, without nilpotence or arithmetic issues. On the other hand, bad
lags can happen for strictly arithmetic reasons, as the next example shows.
Example 1.11.23. (Bad lag at size 2 from arithmetic.) Given ` ∈ N, there are 2× 2
positive integral matrices A,B such that (i) A,B are SE-Z+, with minimum lag at least `,
and (ii) A,B are SE-Q+ with lag 2.3
Proof sketch. We list steps to check. Given a prime q, and positive integer x, set Ax =(q x
0 1
)
.
Step 1. Suppose (R,S) gives an SE-Z from Ax to Ay: AxR= RAy, etc. Then (perhaps af-
ter replacing R,S with −R,−S) R has the form
(
±qk z
0 1
)
, where k is a nonnegative integer.
It follows that ±x≡ qky mod (q−1).
3In Example 1.11.23, I don’t know any obstruction to existence of an example for which condition (ii) is
replaced by “A,B are ESSE-Q+ and SSE-Z+”.
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Step 2. Suppose there is a smallest positive integer k such that qkx≡±y mod (q−1).
Then Ax, Ay are SE-Z, but any such shift equivalence has lag at least k.
Step 3. Choose p prime such that p−1 > 2(2`+5). Then choose q prime such that p
divides q− 1 (this is possible by Dirichlet’s Theorem [85]). Because p− 1 ≥ 2`+ 5, by
the Pigeonhole Principle we may choose j a positive integer such that 1≤ j ≤ 2`+5 and
also for 1≤ k≤ `+2 we have j 6≡ ±qk mod p . Define x= (q−1)/p and y= j(q−1)/p.
Then Ax and Ay are SE-Z with minimum lag at least `+2. Also, 0 < x < y < (1/2)q and
y < qx.
Step 4. For z ∈ {x,y}, define the positive integral matrix
Mz =
(
1 0
1 1
)(
q z
0 1
)(
1 0
−1 1
)
=
(
q− z z
q− z−1 1+ z
)
,
This SIM-Z gives a lag 1 SE-Z between Az and Mz. If follows that there can be no SE-Z
from Mx to My with lag smaller than `.
Step 5. It remains to produce the lag 2 SE-Q+ between Mx and My. For the eigenvalues
q and 1, Mz has right eigenvectors v = (1,1)tr and wz = (−z,q− z− 1)tr. Let U be the
2× 2 matrix such that Uv = v and Uwx = wy. Then R = MyU,S = MxU−1 gives a lag 2
SE-Q between Mx and My. It remains to check R,S are nonnegative. We have
R = MyU =
(
q− y y
q− y−q y+1
)
1
q−1
(
q− x−1+ y x− y
−x+ y q+ x− y−1
)
=
1
q−1
(
q2−q(x+1)− xy qx− y
q2−q(x+2)− xy+1 q(x+1)− (y+1)
)
From the last sentence of Step 3, we see the entries of MyU are positive. The matrix S is
obtained from R by interchanging the roles of x and y, and S is likewise positive. 
Remark 1.11.24. By the way, here is an example (“Ashley’s eight by eight”) of a prim-
itive matrix A SE-Z to (2), but not known to be SSE-Z+ to (2). A is the 8× 8 ma-
trix which is the sum of the permutation matrices for the permutations (12345678) and
(1)(2)(374865).
Remark 1.11.25. For more on the problem of SSE overR, focused on the case of positive
matrices, see [24]. (Kim and Roush proved that primitive matrices over R+ are SSE-R+
to positive matrices. So, the case of SSE-R+ of positive matrices handles the primitive
positive trace case.) The method here, due to Kim and Roush, is to derive from a path of
similar positive matrices an SSE-R+ between the endpoints. Kim and Roush were able
to reduce to considering positive matrices of equal size, similar over R; and in the “1×1
case”, to produce such a path.
However, even when both A and B are 2× 2 positive real matrices, the problem of
when they are SSE-R+ is open. It is embarassing that we are not more clever.
Remark 1.11.26. To understand when SE-Z+ matrices A,B are SSE-Z+, it is best to
focus on the fundamental case that A and B are primitive. (Then consider irreducible
matrices, then general matrices, modulo a solution of the primitive case.) For primitive
matrices over Z+, SE-Z+ is equivalent to SSE-Z (Proposition 2.1.4). For primitive ma-
trices over Z+, it has been important to study a reformulation of the problem: when does
SSE-Z imply SSE-Z+? This formulation was essential for the Wagoner complex setting
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for the Kim-Roush counterexamples [65] to Williams’ Conjecture, and for some argu-
ments for a general subring R of R (see [24]). For some subrings R of R, SE-R+ does not
even imply SSE-R, as we will see.
2. SHIFT EQUIVALENCE AND STRONG SHIFT EQUIVALENCE OVER A RING
In this section, we present basic facts about shift equivalence and strong shift equiva-
lence over rings, with various example classes.
2.1. SE-Z+: dynamical meaning and reduction to SE-Z. First we give the dynamical
meaning of SE-Z+.
Definition 2.1.1. Homeomorphisms S and T are eventually conjugate if Sn,T n are conju-
gate for all but finitely many positive integers n.
Theorem 2.1.2. Let A,B be square matrices over Z+. The following are equivalent (Ap.
2.10.1).
(1) A,B are shift equivalent over Z+.
(2) The SFTs (XA,σ), (XB,σ) are eventually conjugate.
Next we consider how SE-Z and SE-Z+ are related. Recall Definition 1.10.2: a primi-
tive matrix is a square nonnegative real matrix such that some power is positive.
Example 2.1.3. The matrices
(
1
)
and
(
1 1
1 0
)
are primitive.
The matrices
(
1 1
0 0
)
,
(
1 1
0 1
)
and
(
0 1
1 0
)
are not primitive.
Proposition 2.1.4. (Ap. 2.10.7) Suppose two primitive matrices over a subring R of the
reals are SE overR. Then they are SE overR+. (Recall,R+ =R ∩{x ∈ R : x≥ 0}.)
For primitive matrices, the classification up to SE-Z+ reduces to the tractable problem
of classifying up to SE-Z. The Proposition becomes false if the hypothesis of primitivity
is removed (Ap. 2.10.8).
2.2. Strong shift equivalence over a ring. Let R be a ring. Recall, GL(n,R) is the
group of n×n matrices invertible overR; U ∈GL(n,R) if there is a matrix V overR with
UV =VU = I. This matrix V is denoted U−1. If R is commutative, then U ∈ GL(n,R)
iff detU is a unit inR.
Square matrices A,B are similar over R (SIM-R) if there exists U in GL(n,R) such
that B =U−1AU .
Our viewpoint: SE and SSE of matrices over a ringR are stable versions of similarity
of matrices overR.
By a “stable version of similarity” we mean an equivalence relation on square matri-
ces which coarsens the relation of similiarity, and is obtained by allowing some kind of
neglect of the nilpotent part of the matrix multiplication. (This will be less vague soon.)
Proposition 2.2.1 (Maller-Shub). SSE over a ringR is the equivalence relation on square
matrices overR generated by the following relations on square matrices A,B overR.
(1) (Similarity over R) For some n, A and B are n× n and there is a matrix U in
GL(n,R) such that A =U−1BU .
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(2) (Zero extension) There exists a matrix X over R such that in block form, B =(
A X
0 0
)
or B =
(
A 0
X 0
)
.
Proof. A similarity or a zero extension produces an ESSE:
If A =U−1BU , then A = (U−1B)U and B =U (U−1B).
If B =
(
A X
0 0
)
, then B =
(
I
0
)(
A X
)
and A =
(
A X
)(I
0
)
.
If B =
(
A 0
X 0
)
, then B =
(
A
X
)(
I 0
)
and A =
(
I 0
)(A
X
)
.
Conversely, if A = RS and B = SR, then there is a similarity of zero extensions:(
I 0
S I
)(
A R
0 0
)
=
(
0 R
0 B
)(
I 0
S I
)
 . 
SSE-R coarsens SIM-R by allowing “zero extensions”. What coarsening could be
more mild than this? We might allow only zero extensions of the form A→
(
A 0
0 0
)
. Under this stabilization, matrices would be equivalent if they are similar, modulo en-
larging the kernel. by a direct summand isomorphic to Rk, for some k. For example, all
square zero matrices would be equivalent, but would not be equivalent to
(
0 1
0 0
)
.
SSE-R can be viewed as the second mildest “natural” nontrivial stabilization of SIM-
R. (Here “natural” is intuitive, not rigorous.) The relation SSE-R can be very subtle
indeed, as we will see. Fortunately, ifR is Z, or a field, then SSE-R = SE-R.
2.3. SE, SSE and det(I-tA). Let R be a commutative ring, and A a square matrix over
R. As explained in Remark 1.11.13, the polynomial det(I − tA) determines the trace
sequence (trace(An))∞n=1, and that sequence determines det(I− tA) ifR is torsion-free.
If A and B are SSE over R, then one easily sees (trace(An))∞n=1 = (trace(B
n))∞n=1,
simply because trace(RS) = trace(SR). To see that in addition det(I− tA) = det(I− tB),
apply the Maller-Shub characterization Proposition 2.2.1.
If there is a lag ` shift equivalence over R between A and B, then (trace(Ak))∞k=` =
(trace(Bk))∞k=`. We shall see below that if R is an integral domain, then det(I− tA) is
also an invariant of SE-R (because it is an invariant of shift equivalence over the field of
fractions ofR).
But in some cases, the trace of a matrix need not be an invariant of SE-R. SupposeR
is a ring with a nilpotent element a (i.e., a 6= 0 and ak = 0 for some positive integer k). For
example, let R = Z[t]/(t2) and a = t. Consider the 1×1 matrices A = (a) and B = (0).
Then A and B are SE-R but trace(A) 6= trace(B). This by the way gives an easy example
of a ringR for which SE-R and SSE-R are not the same relation.4
If a commutative ringR has no nilpotent element, then det(I− tA) will be an invariant
of the SE-R class of A (Ap. 2.10.2).
4Somehow this easy example was missed for many years, perhaps because the rings arising in symbolic
dynamics have been rings without nilpotents.
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2.4. Shift equivalence over a ring R. We consider shift equivalence over a ring R, by
cases.
2.4.1. R is a field. Suppose A is a square matrix overR. There is an invertible U overR
such that U−1AU has the form
(
A′ 0
0 N
)
, where A′ is invertible and N is triangular with
zero diagonal. (ForR = C, use the Jordan form.)
Example 2.4.1. R = R, U−1AU =

√
2 0 0 0
0 0 1 0
0 0 0 1
0 0 0 0
, A′ = (√2).
A′ (as a vector space endomorphism) is isomorphic to the restriction of A to the largest
invariant subspace on which A acts invertibly. Abusing notation, we call A′ the nonsin-
gular part of A (keeping in mind that A′ is only well defined up to similarity over the
fieldR).
Proposition 2.4.2. A square matrix A over a field R is SSE over R to its nonsingular
part, A′.
Proof. A′ reaches U−1AU by a string of zero extensions. 
Exercise 2.4.3. Suppose detA= 0, and U−1AU =
(
A′ 0
0 N
)
, and ` is the smallest positive
integer such that N` = 0. Then the smallest lag of an SSE over R from A to A′ is ` (Ap.
1.11.21).
From the Proposition, square matrices A,B are SSE-R if and only if their nonsingular
parts A′,B′ are SSE-R. Likewise for SE-R.
Proposition 2.4.4. Suppose A,B are square nonsingular matrices over the field R. The
following are equivalent.
(1) A and B have the same size and are similar overR.
(2) A and B are SE-R.
(3) A and B are SSE-R.
Proof. (1) =⇒ (3) =⇒ (2). Clear.
(2) =⇒ (3). Suppose (R,S) is a lag ` SE overR from A to B:
A` = RS , B` = SR , AR = RB , BS = SA .
Suppose A is m×m and B is n×n. Then R is m×n. Hence m = n, because
m = rank(RS) ≤ rank(R) ≤ min{m,n} ≤ n
and likewise n≤ m.
Now det(A`) = (detR)(detS), hence detR 6= 0.
Then AR = RB gives B = R−1AR . 
Corollary 2.4.5. Suppose matrices A,B are SE over a fieldR. Then det(I−tA) = det(I−
tB) .
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Proof. By the proposition, the nonsingular parts A′,B′ of A,B are similar over R. There-
fore they have the same spectrum, which is the nonzero spectrum of A and B. Therefore
det(I− tA) = det(I− tB). 
When matrices A,B have entries in a field R contained in C, similarity over R is
equivalent to similarity over C, and the Jordan form of the nonsingular part is a complete
invariant for similarity of A,B overR.
2.4.2. R is a Principal Ideal Domain. The principal ideal domain of greatest interest
to us is R = Z, the integers. The PID case is like the field case, but with more arith-
metic structure. In place of the Jordan form, we use a classical fact. Recall, an up-
per triangular matrix is a square matrix with only zero entries below the diagonal (i.e.,
i> j =⇒ A(i, j) = 0). A lower triangular matrix is a square matrix with only zero entries
above the diagonal. A matrix is triangular if it is upper or lower triangular. Block trian-
gular matrices are defined similarly, for block structures on square matrices which use the
same index sets for rows and columns.
Theorem 2.4.6 (PID Block Triangular Form). [89] SupposeR is a principal ideal domain
(e.g., R = Z or a field). Suppose A is a square matrix over R and p1, . . . , pk are monic
polynomials with coefficients inR such that the characteristic polynomial of A is χA(t) =
∏i pi(t).
Then A is similar over R to a block triangular matrix, with diagonal blocks Ai, 1 ≤
i≤ k , such that pi is the characteristic polynomial of Ai.
Example 2.4.7. Suppose A is 6× 6 and χA(t) = (t− 3)(t2 + 5)(t + 1)(t)(t). Then there
is some U in GL(6,Z) such that U−1AU has the form 3 ∗ ∗ ∗ ∗ ∗0 a b ∗ ∗ ∗0 c d ∗ ∗ ∗
0 0 0 −1 ∗ ∗
0 0 0 0 0 ∗
0 0 0 0 0 0

in which
(
a b
c d
)
has characteristic polynomial t2+5 .
Corollary 2.4.8 (Corollary of PID Block Triangular Form). For A square over the PID
R: A is similar over R to a matrix with block form
(
A′ X
0 N
)
, where det(A′) 6= 0 and N
is upper triangular with zero diagonal.
As in the field case, we call A′ the nonsingular part of A (A′ is defined up to similarity
overR).
Corollary 2.4.9 (Nonsingularity). For R a principal ideal domain, any nonnilpotent
square matrix over R is SSE-R to its nonsingular part (hence, SE-R to its nonsingu-
lar part).
Proof. A′ reaches U−1AU by a string of zero extensions. 
The Corollary can easily fail even for a Dedekind domain, such as the algebraic inte-
gers in a number field [23].
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2.4.3. R is Z.
Exercise 2.4.10. (Ap. 2.10.6) Suppose A is square over Z+ and det(I− tA) = 1− nt,
where n is a positive integer. Then A is SE over Z+ to the 1×1 matrix (n).
The classification of matrices over Z up to SE-Z reduces to the classification of non-
singular matrices over Z up to SE-Z. If A,B are SE-Z, then A,B are SE-R, so their
nonsingular parts are similar over R; in particular A,B have the same nonzero spectrum.
It is NOT true that a square matrix over Z+ must be SE-Z+ to a nonsingular matrix.
Exercise 2.4.11. (Ap. 2.10.5) The primitive matrix A =
( 1 0 0 1
0 1 0 1
0 1 1 0
1 0 1 0
)
has nonzero spectrum
(2,1). If A is SE-Z+ to a nonsingular matrix B, then B must be a primitive 2× 2 with
nonzero spectrum (2,1). Prove that no such B exists.
Proposition 2.4.12. Suppose A, B are nonsingular matrices over Z with |det(A)| = 1.
The following are equivalent.
(1) A,B are SE-Z.
(2) A,B are SIM-Z.
Proof. (1) =⇒ (2) Clear.
(2) =⇒ (1) An SE (R,S) over Z from A to B is also an SE (R,S) over the field Q.
Therefore A,B have the same size, n× n. Now A` = RS forces detA to divide detA`, so
|detR|= 1. This implies R ∈ GL(n,Z). Then AR = RB gives B = R−1AR. 
Example 2.4.13 (Nonsingular A,B which are SIM-Q, but not SE-Z.). Let A =
(
3 4
1 1
)
and B =
(
3 2
2 1
)
. A and B have the same characteristic polynomial, p(t) = t2− 4t− 1;
as p has no repeated root, A and B are similar over Q.
Now suppose A,B are SE-Z. Because detA = −1, they are SIM-Z: there is R in
GL(2,Z) such that B= R−1AR. Therefore (B− I) = R−1(A− I)R. This is a contradiction,
because B− I =
(
2 2
2 0
)
is zero mod 2, but A− I =
(
2 4
1 0
)
is not.
What else? Here is a quick overview.
Theorem 2.4.14. Let p be a monic polynomial in Z[t] with no zero root. Let M (p) be
the set of matrices over Z with characteristic polynomial p.
If p has no repeated root, then the following hold.
(1) All matrices inM (p) are SIM-Q (and therefore SE-Q).
(2) M (p) is the union of finitely many SIM-Z classes (hence finitely many SE-Z
classes).
(3) It is can happen (depending on p) that inM (p), SIM-Z properly refines SE-Z.
If p has a repeated root, then M (p) contains infinitely many SE-Z classes, but only
finitely many SE-Q classes.
Example 2.4.15. (Easily checked.) For n ∈ N, the matrices
(
1 n
0 1
)
are similar over Q,
but pairwise not similar over Z.
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Lastly, we will report on some decidablity issues for shift equivalence over Z.
Theorem 2.4.16. Suppose A,B are square matrices over Z.
(1) (Grunewald [50]; see also [49].) There is an algorithm to decide whether A,B
are SIM-Z. The general algorithm is not practical.
(2) (Kim and Roush [73]) There is an algorithm to decide whether A,B are SE-Z.
The general algorithm is not practical.
2.5. SIM-Z and SE-Z: some example classes. The proof of the next result, from [23],
is an exercise.
Theorem 2.5.1. Suppose a,b are integers and a > |b| > 0. Let M be the set of 2× 2
matrices over Z with eigenvalues a,b. Then the following hold.
(1) Every matrix inM is SIM-Z to a triangular matrix Mx =
(
a x
0 b
)
.
(2) Mx and My are SIM-Z iff x =±y mod (a−b).
(3) Mx and My are SE-Z iff x ∼ y, where ∼ is the equivalence relation generated by
x∼ y if x =±qy mod (a−b) for a prime q dividing a or b.
Example 2.5.2. Suppose a = 6,b = 1.
ThenM is the union of three SIM-Z classes and two SE-Z classes.
Example 2.5.3. Suppose a = 6,b = 2.
ThenM is the union of two SIM-Z classes and one SE-Z class.
Exercise 2.5.4. (Ap. 2.10.9) Use Theorem 2.5.1 to prove the following: the matrix(
256 7
0 1
)
is not SE-Z to its transpose. Then show
(
256 7
0 1
)
is SE-Z to a primitive
matrix, which cannot be SE-Z to its transpose.
The next theorem states a result relating a matrix similarity problem to algebraic num-
ber theory, and the analagous result for shift equivalence. The similarity result is a special
case of a theorem of Latimer and MacDuffee; Olga Taussky-Todd provided a simple
proof in this special case, which generalizes nicely to the SE-Z situation (Ap. 2.10.10).
In the next theorem, forR = Z[λ ] orR = Z[1/λ ],R-ideals I, I′ are equivalent if they are
equivalent asR-modules, which in this case means there is a nonzero c in Q[λ ] such that
cI = I′. By an ideal class ofR we mean an equivalence class of nonzeroR-ideals.
Theorem 2.5.5. Suppose p is monic irreducible in Z[t], and p(λ ) = 0, where 0 6= λ ∈
C. Let M be the set of matrices over Z with characteristic polynomial p. There are
bijections:
(1) M /(SIM−Z)↔ Ideal classes of Z[λ ] [79, 112]
(2) M /(SE−Z) ↔ Ideal classes of Z[1/λ ] [27].
Exercise 2.5.6. (Ap. 2.10.11) Let λ be a nonzero algebraic integer, and let Oλ be the
ring of algebraic integers in the number field Q[λ ]. It is a basic (and “surprisingly easy
to establish” [85, Ch.5]) fact of algebraic number theory that the class number of Oλ is
finite. Use this fact to show that Z[λ ] also has finite class number.
The number theory connection is useful. For example, it follows from the exercise that
M in the theorem contains only finitely many SIM-Z classes ([89, Theorem III.14]). In
the case that Z[λ ] is a full ring of quadratic integers, one can often simply look up the
class number of Z[λ ] in a table.
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2.6. SE-Z via direct limits. Let A be an n×n matrix over Z. We choose to let A act on
row vectors. From the action A : Zn→ Zn one can form the direct limit group, on which
there is a group automorphism Aˆ : GA→ GA induced by A.
We will take a very concrete presentation, Aˆ : GA→GA, for the induced automorphism
of the direct limit group (Ap. 2.10.12).
2.6.1. The eventual image VA. Define rational vector spaces Wk = {vAk : v ∈ Qn} and
VA = ∩k∈NWk . Then
Qn ⊃W1 ⊃W1 ⊃W2 ⊃ ·· ·
dim(Wk+1) = dim(Wk) =⇒ Wk+1 =Wk
VA =Wn .
VA is the “eventual image” of A as an endomorphism of the rational vector space Qn. VA
is the largest invariant subspace of Qn on which A acts as a vector space isomorphism.
2.6.2. The pair (GA, Aˆ). GA is the subset of VA eventually mapped by A into the integer
lattice: GA := {v ∈ VA : ∃k ∈ N,vAk ∈ Zn} . The automorphism Aˆ of GA is defined by
restriction, Aˆ : v 7→ vA .
Example 2.6.1. Suppose |detA|= 1. Then VA =Qn, GA = Zn.
Example 2.6.2. A = (2). Then VA = Q, and
GA is the group of dyadic rationals: GA = Z[1/2] = {n/2k : n ∈ Z,k ∈ Z+}.
Example 2.6.3. Similarly, for a positive integer k, if A = (k) then GA = Z[1/k]. For
positive integers k and m, TFAE:
• Z[1/k] = Z[1/m] .
• k and m are divisible by the same primes.
• Z[1/k] and Z[1/m] are isomorphic groups.
Example 2.6.4. A =
(
2 0
0 5
)
. GA = {(x,y) : x ∈ Z[1/2], y ∈ Z[1/5]}.
Example 2.6.5. B =
(
2 1
0 5
)
.
The groups GB and GA are not isomorphic. (GB is not the sum of a 2-divisible subgroup
and a 5-divisible subgroup (Ap. 2.10.13).)
Definition 2.6.6. Two pairs (GA, Aˆ),(GB, Bˆ) are isomorphic if there is a group isomor-
phism φ : GA→ GB such that Bˆφ(x) = φ Aˆ(x). (In other words, Aˆ and Bˆ are isomorphic,
in the category of group automorphisms; or, equivalently, in the category of group endo-
morphisms.)
Proposition 2.6.7. Let A,B be square matrices over Z. The following are equivalent (Ap.
2.10.14).
(1) A and B are SE-Z.
(2) There is an isomorphism of direct limit pairs (GA, Aˆ) and (GB, Bˆ).
There is a natural way to make GA above an ordered group (in an important class of
ordered groups, the dimension groups (Ap. 2.10.15)). Then, analogous to Proposotion
2.6.7, there an ordered group characterization of SE-Z+ (Ap. 2.10.16).
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Example 2.6.8. Let A = (2) and B =
(
1 1
1 1
)
.
These matrices are SE-Z (and even ESSE-Z+).
• VA = Q and GA = Z[1/2].
• VB = {(x,x) : x ∈ Q}, the eigenline for eigenvalue 2, and GB = {(x,x) : x ∈
Z[1/2]}.
• φ : x 7→ (x,x) defines a group isomorphism GA→ GB such that Bˆφ(x) = φ Aˆ(x) .
2.7. SE-Z via polynomials. It will be important for us to put everything we’ve done into
a polynomial setting. We use Z[t], the ring of polynomials in one variable with integer
coefficients.
Let A be an n×n matrix over Z. Recall
• VA = ∩k∈NWk = ∩k∈N{vAk : v ∈Qn},
• GA := {v ∈VA : ∃k ∈ N,vAk ∈ Zn},
• Aˆ is the automorphism of GA given by Aˆ : x 7→ xA.
We regard the direct limit group GA as a Z[t]-module, by letting t act by (Aˆ)−1. (This
choice of t action will match cok(I−tA) below.) Isomorphism of the pairs (GA, Aˆ),(GB, Bˆ)
is equivalent to isomorphism of GA,GB as Z[t]-modules. So, we sometimes simply refer
to a pair (GA, Aˆ) as a Z[t]-module. To summarize, we have the following.
Proposition 2.7.1. Supfpose A,B are square matrices over Z. The following are equiva-
lent.
(1) A, B are SE over Z.
(2) (GA, Aˆ) and (GB, Bˆ) are isomorphic Z[t]-modules.
Next we get another presentation of these Z[t]-modules.
2.8. Cokernel (I-tA), a Z[t]-module. Given A n× n over Z, let I be the n× n identity
matrix. View Z[t]n as a Z[t]-module: for v in Z[t]n and c ∈ Z[t], the action of c is to
send v to cv, where cv = c(v1, . . . ,vn) = (cv1, . . . ,cvn). The map (I− tA) :Rn→Rn, by
v 7→ v(I− tA) , is a Z[t]-module homomorphism, as (cv)(I− tA) = c(v(I− tA)).
Now define cokernel(I− tA) := Z[t]n/Image(I− tA), where Image(I− tA) = {v(I−
tA) ∈ Z[t]n : v ∈ Z[t]n} . An element of cokernel(I− tA) is a coset, v+ Image(I− tA),
denoted [v]. Cokernel(I− tA) is a Z[t]-module, with c : [v] 7→ [cv] .
NOTE: we use row vectors to define the module.
Proposition 2.8.1. Let A be a square matrix over Z. The Z[t]-modules cok(I− tA) and
(GA, Aˆ) are isomorphic.
Proof. Define
φ : GA→ cokernel(I− tA)
x 7→ [x(tA)k]
where k (dependng on x) is any nonnegative integer large enough that xAk ∈ Zn. For a
proof, check that this φ is a well-defined isomorphism of Z[t]-modules. 
Let us see how this works out in a concrete example.
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Example 2.8.2. A = (2). Here GA = Z[1/2] = ∪k≥0 ( 12 )kZ and Z[t] = ∪k≥0 tkZ . The
isomorphism φ : GA→ cokernel(I− tA) is defined by
φ : Z[1/2]→ Z[t]/(1−2t)Z[t]
(1/2)kn 7→ [tkn] , for n in Z, k ∈ Z+ .
The isomorphism φ takes (1/2)kZ to [tkZ]. The cokernel relation mimics the GA relation
(1/2)kn = (1/2)k+1(2n). In more detail, to check that φ in this example is a Z[t]-module
isomorphism, check the following (some details are provided).
• φ is well defined.
Because [x] ∈ cokernel(1−2t), we have [x] = [2tx], so
(1/2)kn 7→ [tkn]
(1/2)k+1(2n) 7→ [tk+1(2n)] = [(tkn)(2t)] = [tkn] .
• φ is a group homomorphism.
• φ is a Z[t]-module homomorphism :
tφ((1/2)kn) = t[tkn] = [tk+1n] ,
φ(t((1/2)kn)) = φ(Aˆ−1((1/2)kn) = φ((1/2)((1/2)kn)) = [tk+1n] .
• φ is surjective.
• φ is injective.
Given φ((1/2)kn) = [tkn] = [0], there exists p in Z[t] such that tkn = (1− 2t)p.
This forces n = 0. (Otherwise p 6= 0, and then (1− t)p = p− t p with nonzero
coefficients at different powers of t, contradicting tkn = (1−2t)p.)
Corollary 2.8.3. For square matrices A,B over Z, the following are equivalent.
(1) The matrices A,B are SE-Z.
(2) cok(I− tA),cok(I− tB) are isomorphic Z[t] modules.
Remark 2.8.4. Consider now Z[t, t−1], the ring of Laurent polynomials in one variable.
Given the Z[t]-module GA, with t acting by Aˆ−1, there is a unique way to extend the Z[t]-
module action on GA to a Z[t, t−1]-module action (t−1 must act by Aˆ). A map φ : GA→GB
is a Z[t]-module isomorphism if and only if it is a Z[t, t−1]-module isomorphism.
Consequently, SE-Z can be (and has been) characterized using Z[t, t−1]-modules above
in place of the Z[t]-modules.
2.9. Other rings for other systems. We’ve looked at SFTs presented by matrices over
Z+, and considered algebraic invariants in terms of these matrices (e.g.SE-Z, SSE-Z).
There are cases (Ap. 2.10.17) of SFTs with additional structure, or SFT-related systems,
for which there is very much the same kind of theory, but with Z replaced by an integral
group ring ZG, and Z+ replaced by Z+G. We will say a little about one case, to indicate
the pattern, and help motivate our interest in SSE over more general rings.
Let G be a finite group, and let Z+G = {∑g∈G ngg : ng ∈ Z+}, the “positive” semiring
in ZG. By a G-SFT we mean an SFT together with a free, continuous shift-commuting
G-action. A square matrix over Z+G can be used to define an SFT TA with such a G-
action. Two G-SFTs are isomorphic if there is a topological conjugacy between them
intertwining the G-actions. Every G-SFT is isomorphic to some G-SFT TA.
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Remark 2.9.1. We list below some correspondences (Ap. 2.10.18).
(1) SSE-Z+G of matrices is equivalent to conjugacy of their G-SFTs.
(2) If n is a positive integer, then (TA)n and TAn are conjugate G-SFTs.
(3) SE-Z+G of matrices is equivalent to eventual conjugacy of their G-SFTs. [11,
Prop. B.11].
(4) If G is abelian, then the polyomial det(I− tA) encodes the periodic data.
(5) If A is a square nondegenerate matrix over Z+G, then the SFT TA is mixing if and
only if A is G-primitive [11, Prop. B.8].
(6) G-primitive matrices are SE-ZG if and only if they are SE-Z+G [11, Prop. B.12].
We add comments for some items in Remark 2.9.1.
(2) The G-action for (TA)n above is the G-action given for TA.
(4) The determinant is defined for commutative rings, and ZG is commutative iff the
group G is abelian. Above, the polynomial det(I− tA) has coefficients in the ring ZG .
For abelian G, by definition two G-SFTs have the same “periodic data” if there is a shift-
commuting – not necessarily continuous – bijection between their periodic points which
respects the G-action.
(5, 6) By definition, a G-primitive matrix is a square matrix A over Z+G such that for
some positive integer k, every entry of Ak has the form ∑g∈G ngg with every ng a positive
integer.
We note one feature of the Z situation which does NOT translate to ZG. Recall, SE−
Z =⇒ SSE−Z. In contrast, for many G, the relationship of SE-ZG and SSE-ZG is
highly nontrivial, as we will see.
2.10. Appendix 2. This subsection contains various remarks, proofs and comments ref-
erenced in earlier parts of Section 2.
Proposition 2.10.1. For square matrices A,B over Z+, The following are equivalent.
(1) A and B are SE-Z+
(2) Ak and Bk are SSE-Z+, for all but finitely many k.
(So, the SFTs defined by A and B are eventually conjugate.)
(3) Ak and Bk are SE-Z+, for all but finitely many k.
Proof.
(1) =⇒ (2) Suppose matrices R,S give a lag ` SE-Z+ from A to B. Because AR = RB
and SA = BS, we have for k in Z+ that
(AkR)(S) = Ak(RS) = Ak+`
(S)(AkR) = S(RBk) = (SR)Bk = Bk+` .
(2) =⇒ (3) This is trivial.
(3) =⇒ (1) This argument, due to Kim and Roush, is not so trivial; see [81]. SE-Z of Ak
and Bk does not always imply SE-Z of A and B, because there are different choices of kth
roots of eigenvalues. For example, consider A= (3), B= (−3) and k = 2. The very rough
idea of the Kim-Roush argument is that when k is a prime very large (with respect to every
number field generated by the eigenvalues), then the implication does reverse. 
Remark 2.10.2. If A and B are SE over a ring R, then by Theorem 6.4.1 there is a
nilpotent matrix N over R such that B is SSE over R to
(
A 0
0 N
)
. For R commutative, it
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follows that det(I− tA) fails to be an invariant of SE-R if and only if there is a nilpotent
matrix N overR such that det(I− tN) 6= 1. We check next that this requiresR to contain
a nilpotent element.
Proposition 2.10.3. Suppose N is a nilpotent matrix over a commutative ring R and
det(I− tN) 6= 1. ThenR contains a nilpotent element.
Proof. Let det(I− tN) = 1+∑ki=1 cit i, with ck 6= 0. Suppose N is n×n, and take m in N
such that Nm = 0. Then the polynomial det((I− tN)m) has degree at most n(m−1). For
any r, det(I− tN)m = (det(I− tN))m = (1+ c1t + · · ·+ cktk)r. This polynomial equals
(ck)rtkr plus terms of lower degree. So, for r > n(m−1), we must have (ck)r = 0. 
Remark 2.10.4. By the way, it can happen that matrices A,B shift equivalent over a
commutative ringR have trace(An) = trace(Bn) for all n while det(I− tA) 6= det(I− tB).
For example, letR be Z∪{a}, with a2 = 2a = 0. Then set A = (0 1a 0) and B = (0).
Exercise 2.10.5. The primitive matrix A =
(1 0 0 1
0 1 0 1
0 1 1 0
1 0 1 0
)
has nonzero spectrum (2,1). Prove
that A is not SE-Z+ to a nonsingular matrix.
Proof. Such a matrix B would be 2× 2 primitive with diagonal entries 1,2 (a diagonal
entry 3 would force B to have spectral radius greater than 2). But, then B has spectral
radius at least as large as the spectral radius of
(
1 1
1 2
)
, which is greater than 2. (A more
informative obstruction, due to Handelman, shows that A is not SE-Z+ to a matrix of size
less than 4 [23, Cor. 5.3].) 
In the proof above, we used the following corollary of Theorem 4.3.1: for nonnegative
square matrices C,B, with C ≤ B and C 6= B and B primitive, the spectral radius of B is
stricty greater than that of C.
Exercise 2.10.6. Suppose A is square over Z and det(I− tA) = 1− nt, with n a positive
integer. Then A is SE over Z to the 1×1 matrix (n).
Proof. (Here we use some basic theory of nonnegative matrices reviewed in Lecture IV.)
There is a permutation matrix P such that P−1AP is block triangular with each diagonal
block either (0) or an irreducible matrix. Because the nonzero spectrum is a singleton
(n), only one of these blocks is not zero, and this block B must be primitive. There is an
SSE-Z+ by zero extensions from A to B. Now there is an SE-Z from B to (n). Because B
is primitive, this implies there is an SE-Z+ from B to (n). 
Proposition 2.10.7. Suppose two primitive matrices over a subringR of the reals are SE
overR. Then they are SE overR+.
Proof. See [81] for a proof. With matrices R,S giving a lag ` SE overR from A to B, the
basic idea is to use linear algebra and the Perron Theorem (Lecture 4) to show (possibly
after replacing (R,S) with (−R,−S)) that for large n, the matrices AnR and SAn will be
positive. Then the pair RAn,AnS implements an SE overR+ with lag `+2n. 
Remark 2.10.8. An example of myself and Kaplansky, recorded in [13], shows that two
irreducible nonnegative matrices can be SE-Z but not SE-Z+. The example corrects [96,
Remark 4, Sec.5] and shows that [32, Lemma 4.1] should be stated for primitive rather
than irreducible matrices (the proof is fine for the primitive case).
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Proposition 2.10.9. The matrix
(
256 7
0 1
)
is not SE-Z to its transpose.
Proof. First, suppose a,b are integers such that a > |b| > 0. Let Mx denote the matrix
(a x0 b). Now suppose x,y are integers such that xy = 1 mod (a− b). Then the matrices
(Mx)tr and My are SIM-Z:(
a 0
x b
)(
a−b y
x (1− xy)/(b−a)
)
=
(
a−b y
x (1− xy)/(b−a)
)(
a y
0 b
)
.
Thus Mx and (Mx)tr are SE-Z if and only if Mx and My are SE-Z. Fix a= 256= 28,b= 1.
Theorem 2.5.1 implies that Mx and My are SE-Z if and only if there are integers j,m
such that 2mx = ±2 jy mod 255. Because 2 is a unit in Z/255Z, and xy = 1 mod 255,
this holds if and only if there is a nonnegative integer n such that x2 = ±2n mod 255.
Because 2 and -2 are not squares mod 5, they are not squares mod 255. Because 28 = 1
mod 255, the only squares mod 255 in {±2n : n≥ 0} are 1,4,16 and 64. The square 49 is
not on this list. Therefore the matrix
(
256 7
0 1
)
and its transpose are not SE-Z. 
The following fact from [23] facilitates constructions of primitive matrices realizing
the algebraic invariants above: any 2×2 matrix over Z with integer eigenvalues a,b with
a > |b| is SE-Z to a primitive matrix. In our example,(
1 0
1 1
)(
256 7
0 1
)(
1 0
−1 1
)
=
(
249 7
248 8
)
:= B .
It is an easy exercise to show that when matrices A,B are shift equivalent, if one of A,B is
shift equivalent to its transpose then so is the other. Consequently, the matrix B displayed
above cannot be SE-Z to its transpose.
I haven’t seen the method of Proposition 2.10.9 used to distinguish the SE-Z classes of
a primitive matrix and its transpose, but examples of such were produced long ago. The
matrix A =
(
19 5
4 1
)
is an early example, due to Ko¨llmer, of a primitive matrix not SIM-
Z (hence not SE-Z, as |det(A)| = 1) to its transpose (for an elementary proof, see [94,
Ch.V,Sec.4]). The connection of SL(2,Z) to continued fractions leads to a computable
characterization of SIM-Z for 2× 2 unimodular matrices (see [32, Corollary 2.2]). Lind
and Marcus use another connection to Z[λ ] ideal classes to give an example of a primitive
integral matrix not SE-Z to its transpose, [81, Example 12.3.2]. There are much earlier
papers which give many cases in which a square integer matrix and its transpose must
correspond to inverse ideal classes of an associated ring (see [113] and its connections in
the literature), and these ideal classes may differ. However, this still leaves the issue of
realizing the algebraic invariants in primitive matrices.
Next, we restate Theorem 2.5.5 and sketch the proof coming out of Taussky-Todd’s
work [112].
Theorem 2.10.10. Suppose p is monic irreducible in Z[t], and p(λ ) = 0, with 0 6= λ ∈C.
Let M be the set of matrices over Z with characteristic polynomial p. Then there are
bijections
M /(SIM−Z)→ Ideal classes of Z[λ ] , and
M /(SE−Z)→ Ideal classes of Z[1/λ ] .
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Proof. If A is in M , then A has a right eigenvector rA for λ . The eigenvector can be
chosen with entries in the field Q[λ ] (solve (λ I−A)r = 0 using Gaussian elimination).
Then, after multipying r by a suitable element of Z to clear denominators, we may assume
the entries of rA are in Z[λ ]. Let I(rA) be the ideal of the ring Z[λ ] generated by the
entries of rA. LetI (rA) be the ideal class of Z[λ ] which contains I(rA). Now it is routine
to check that the map A 7→I (rA) is well defined and induces the first bijection.
For the second bijection, just repeat this Taussky-Todd argument, with the ring Z[1/λ ]
in place of Z[λ ], and sayJ (rA) denoting the Z[1/λ ] ideal generated by the entries of rA.
The rule I (rA) 7→J (rA) induces a surjective map from the set of ideal classes of Z[λ ]
to those of Z[1/λ ], which corresponds to the lumping of SIM-Z classes to SE-Z classes.
There is more detail and comment on this in [27]. 
It is important to note above that the ring Z[λ ] is not in general equal to Oλ , the full
ring of algebraic integers in Q[λ ]. When Z[λ ] is a proper subset of Oλ , its class number
will strictly exceed that of Oλ (in this case, a principal Z[λ ] ideal cannot be an Oλ ideal).
Proposition 2.10.11. Suppose λ is a nonzero algebraic integer. Then the class number
of Z[λ ] is finite.
Proof. Let n be the the dimension of Q[λ ] as a rational vector space. As free abelian
groups, Oλ and Z[λ ] (and all of their nonzero ideals) have rank n. For R equal to Z[λ ] or
Oλ , the following are equivalent conditions on R-ideals I, I′.
• I, I′ are equivalent as R-ideals.
• there is a nonzero c ∈Q[λ ] such that cI = I′.
• I, I′ are isomorphic as R-modules.
Because the class number of Oλ is finite, there is a finite set J of Oλ ideals such that
every nonzeroOλ ideal is equivalent to an element ofJ . Let N be a positive integer such
that NOλ ⊂ Z[λ ].
Now suppose I is a Z[λ ] ideal, with {γ1, . . . ,γn} a Z-basis of I. Set J = {∑ni=1 riγi : ri ∈
Oλ ,1 ≤ i ≤ n}. There is a nonzero c in Q[λ ] such that cJ ∈J . The Z[λ ] modules I,cI
are isomorphic. We have NJ ⊂ I ⊂ J, and therefore |J/I| ≤ nN . There are only finitely
many abelian subgroups of J with index at most nN in J. It follows that there are only
finitely many possibilities for cI as a Z[λ ] module, and this finishes the proof. 
Proposition 2.10.11 is a (very) special case of the Jordan-Zassenhaus Theorem (see
[98]).
Remark 2.10.12. We’ll recall the general notion of direct limit of a group endomorphism,
and note how in the Z case that our concrete presentation really is isomorphic to the
general vesion. The concrete version has its merits, but the general version is essential.
For a group endomorphism φ : G→G, take the union of the disjoint sets (G,n), n∈Z+.
Define an equivalence relation on∪n∈Z+(G,n): (g,m)∼ (h,n) if there exist j,k inZ+ such
that (φ j(g), j+m)= φ k(h),n+k). Define lim−→φ G to be the quotient set
(∪n∈Z+ (G,n))/∼
. The operation on lim−→φ G given by [(g,m)]+ [(h,n)] = [(φ
n(g)+φm(h),m+ n)] is well
defined and makes lim−→φ G a group. The endomorphism φ induces a group automorphism
φ̂ given by φ̂ : [(g,n)] 7→ [(φ(g),n)]. The inverse of φ̂ is defined by [(g,n)] 7→ [(g,n+1)].
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In our case, A : Zn 7→ Zn by x 7→ xA, we may define a map ψ : GA→ lim−→φ G by x 7→
[(xAm,m)] where m = m(x) is sufficiently large that xAm ∈ Zn. One can check that ψ is a
well defined group automorphism, with ψ ◦A = Â◦ψ .
Remark 2.10.13. A =
(
2 0
0 5
)
and B =
(
2 1
0 5
)
, we will show that GA is the sum of a 2-
divisible group and a 5-divisible group, but GB is not.
For M = A or B, and λ = 2 or 5, let HM,λ = {v ∈ GM : λ−kv ∈ GM, for all k ∈ N}. An
isomorphism GB → GA must send HB,λ to HA,λ , for λ = 2,5. For M = A or M = B,
because the eigenvalues 2,5 are relatively prime, we can check HM,λ = GM ∩{v ∈ Q2 :
vM = λv}. Clearly GA =HA,2⊕HA,5. In contrast, GB 6=HB,2⊕HB,5. For example, (1,0)∈
GB, and (1,0) is uniquely a sum of vectors on the two eigenlines, (1,0) = (1/3)(3,−1)+
(1/3)(0,1). But (1/3)(0,1) /∈ HB,5. 
Proposition 2.10.14. Let A,B be square matrices over Z. Then the following are equiva-
lent.
(1) A and B are SE-Z.
(2) There is an isomorphism of direct limit pairs (GA, Aˆ) and (GB, Bˆ).
Proof. We will give a proof with the general direct limit definition in Remark 2.10.12,
rather than using the more concrete version of the group involving eventual images. The
general proof is easier.
(1) =⇒ (2) Suppose R,S gives the lag ` shift equivalence: A` = RS, etc. First note
that the rule [(x,n)]→ [(xR,n)] gives a well defined map φ : GA→GB, because [(xAR,n+
1)] = [(xRB,n+1)] = [(xR,n)]. Check this is a group homomorphism. Similarly, define
ψ : GB→ GA by [(y,m)] 7→ [(yS,m+ `)].
Thenψ ◦φ([(x,n)]) =ψ([(xR,n)]) = [(xRS,n+`)] = [(xA`,n+`)] = [(x,n)]. Similarly,
φ ◦ψ([(y,n))] = ψ([(yS,n+ `)]) = [(ySR,n+ `)] = [(yB`,n+ `)] = [(y,n)]. Therefore the
homomorphism φ is an isomorphism.
(2) =⇒ (1) Suppose φ : GA→ GB gives the isomorphism of pairs. Check that there
must be N > 0 and a matrix R such that φ : [(x,0)]→ [(xR,N)]. After postcomposing with
the automorphism [(y,N)] 7→ [(y,0)], we may suppose N = 0. There must be a matrix S
and ` > 0 such that the inverse map is [(y,0)] 7→ [(yS, `)]. Then AR = RB and SA = BS
because φ and its inverse interwine the actions of Aˆ and Bˆ. 
Remark 2.10.15. (Dimension groups) The dimension groups are an important class of
ordered groups arising from functional analysis [47], with important applications in C∗-
algebras [37] and topological dynamics [46, 45]. We consider only countable groups. As
a group, a dimension group is a direct limit of the form
Zn1
A1 // Zn2
A2 // Zn3
A3 // · · ·
for which nonnegative integral matrices An defined the bonding homomorphisms. For
v in Znk (we use row vectors), the element [(v,nk)] of the group is in the positive set if
vAn1An2 · · ·An j ∈Z+ for some (hence for every large) nonnegative integer j. Every torsion
free countable abelian group is isomorphic as an unordered group to a dimension group.
Effros, Handelman and Shen have given an elegant and important abstract characterization
of the ordered groups which are isomorphic to dimension groups [38].
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Remark 2.10.16. For a square matrix A over Z+, the group GA above becomes an ordered
group, (GA,G+A ), by defining the positive set G
+
A = {x ∈ GA : ∃k ∈ N,xAk ≥ 0}. The
ordered group (GA,G+A ) is a dimension group (set every bonding map An equal to A).
Now (GA,G+A , Aˆ) is an ordered Z[t] module (the action of t takes G
+
A to G
+
A ), and is
sometimes called a dimension module. (Sometimes the unordered group GA is referred to
as a dimension group. We have tried to avoid this.)
For A,B overZ+, SE-Z+ of A,B is equivalent to existence of an isomorphism GA→GB
which intertwines Aˆ and Bˆ and sends G+A onto G
+
B . For more on this, see Lind and Marcus
[81].
Remark 2.10.17. Parry and Tuncel made the first beyond-Z connection of this sort in
[95], as they studied conjugacies of SFTs taking one Markov measure to another. The
matrices they considered are not taken explicitly from a group ring, but the connection to
an integral group ring of a finitely generated free abelian group emerges in [84].
Remark 2.10.18. It was Bill Parry who introduced the presentation of G-SFTs by ma-
trices over Z+G, and the conjugacy/SSE-Z+G correspondence. Parry never published a
proof (although one can see the ideas emerging from the earlier paper with Tuncel, [95]).
For an exposition with proofs, see [30] and [11, Appendices A,B]. The items (2, 4) the
list in Remark 2.9.1 are not proved explicitly in [30], but they should not be difficult to
verify following the exposition of [30]. For further development of relations between
the Z+G matrices and their G-SFTs, see [19, Appendix]. The exposition in [30] includes
Parry’s connection between SSE-Z+G and cohomology of functions [30, Theorem 2.7.1],
which is the heart of the matter. When G is not abelian, one needs to be careful about left
vs. right actions; [11, Appendix A] explains this, and corrects a left/right error in the
presentation in [30].
3. POLYNOMIAL MATRICES
We will define SFTs, and the algebraic and classification structures around them, using
polynomial matrices. This is essential for the K-theory connections to come.
3.1. Background. Before we move on to the polynomial matrices, we review back-
ground on flow equivalence and vertex SFTs. Later, this will be context for the polynomial
approach.
3.1.1. Flow equivalence of SFTs. Two homeomorphisms are flow equivalent if there is a
homeomorphism between their mapping tori which takes orbits onto orbits preserving the
direction of the suspension flow (Ap. 3.7.1). Roughly speaking: two homeomorphisms
are flow equivalent if their suspension flows move in the same way, but at different speeds.
If SFTs are topologically conjugate, then they are flow equivalent, but the converse is not
true.
An n×n matrix C over Z defines a map Zn→ Zn, v 7→ vC, with Image(C) = {vC : v ∈
Zn}, and cokernel group cokZ(C) = Zn/Image(C).
Theorem 3.1.1. If SFTs are defined by Z+ matrices A,B are flow equivalent, then
(1) det(I−A) = det(I−B) .
(2) cokZ(I−A) and cokZ(I−B) are isomorphic abelian groups.
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Above, (1) is due to Bill Parry and Dennis Sullivan [92]; (2) is due to Rufus Bowen
and John Franks [8]. The group cokZ(I−A) is called the Bowen-Franks group of the SFT
defined by Z+-matrix A. The group cokZ(I−A) determines |det(I−A)|, except for the
sign of |det(I−A)| in the case |det(I−A)| 6= 0 (Ap. 3.7.2).
When A is irreducible and A is not a permutation matrix, the converse of the theorem
holds (John Franks, [43]). So, in this case the Bowen-Franks group determines the flow
equivalence class, up to knowing the sign of det(I−A).
3.1.2. Vertex SFTs. Once upon a time, before edge SFTs, SFTs were presented only by
matrices with entries in {0,1}. Such a matrix can be viewed as the adjacency matrix of a
graph without parallel edges (i.e., for each vertex pair (i, j), there is at most one edge from
i to j). We can then define a “vertex SFT” as we defined edge SFT, but using bisequences
of vertices rather than bisequences of edges to describe infinite walks through the graph.
A vertex SFT is quite natural, especially if one starts from subshifts. A subshift (X ,σ)
is a “topological Markov shift” if whenever points x,y satisfy x0 = y0, the bisequence
z = . . .x−3x−2x−1x0y2y2y3 . . . is also a point in X . (That is, the past of x and the future
of y can be glued together at their common present to form a point. This is a topological
analogue of the independence property of a Markov measure.) One can check that a
topological Markov shift is the same object as a vertex SFT, with the alphabet of the
subshift being the vertex set (Ap. 3.7.3).
Remark 3.1.2. Defining SFTs (as edge SFTs) with matrices over Z+ has some significant
advantages over defining SFTs (as vertex SFTs) with matrices over {0,1}, as follows.
• Functoriality. Recall, (XA,(σA)n) is conjugate to the edge SFT defined by An,
whereas An cannot define a vertex SFT if An has an entry greater than 1.
• Conciseness. E.g., an edge SFT defined by the perfectly transparent 2×2 matrix
A =
(
1 4
4 15
)
has a (rather large) alphabet of 24 symbols; as a vertex SFT, it
would be defined by a 24×24 zero-one matrix. And while An is 2×2 for all n,
the size of the matrix presenting the vertex SFT (XA,(σA)n) goes to infinity as
n→ ∞.
• Proof techniques. Defining the SFTs directly with matrices over Z+ allows other
proof techniques (Ap. 3.7.4).
We’ll see that some advantages of defining SFTs with Z+ rather than {0,1} matrices
are repeated, as we compare defining SFTs with polynomial rather than Z+ matrices.
3.2. Presenting SFTs with polynomial matrices. The length of a path e1 . . .en of n
edges in a graph is n. (We also think of n as the time taken at unit speed to traverse the
path.) An n×n matrix A with polynomial entries in tZ+[t] presents a graph ΓA as follows.
• {1, . . . ,n} is a subset of the vertex set of ΓA.
• For each monomial entry tk of A(i, j), there is a distinct path of k edges from
vertex i to vertex j. We call such a path an elementary path in ΓA. (E.g. if
A(i, j) = 2t3, then from i to j there are two elementary paths of length 3.)
• There are no other edges, and distinct elementary paths do not intersect at inter-
mediate vertices.
Above, the vertex set {1, . . . ,n} is a rome (Ap. 3.7.5) for the graph ΓA: every sufficiently
long path hits the rome. (“All roads lead to Rome . . . ”)
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Example 3.2.1. Below, the rome vertex set is {1,2}; the additional vertices are unnamed
black dots; and there are five elementary paths in ΓA.
A =
(
2t t2+ t3
t2 0
)
, ΓA = • &&•
!!
•

1

..
66 22
•oo 2oo
Given A over tZ+[t], let A] be the adjacency matrix for the graph ΓA. In Example 3.2.1,
A] would be 6×6. (The vertex set of the graph is the rome, together with k−1 additional
vertices for each monomial tk.) We can think of A as being a way to present the edge SFT
defined by the matrix A].
Conciseness. Obviously, we can present many SFTs (and, various interesting families
of SFTs) much more concisely with polynomial matrices than with matrices over Z+. For
example, a theorem of D. Perrin shows that any number which can be the entropy of an
SFT is the entropy of an SFT defined by a 2×2 matrix over tZ+[t]. (Ap. 3.7.6)
Definition 3.2.2. An elementary matrix is a square matrix equal to the identity except in
at most a single offdiagonal entry.
The polynomial presentation offers more than conciseness. To see this, we need a little
preparation. Ik denotes the k× k identity matrix.
Definition 3.2.3. Suppose R is a ring. Stabilized elementary equivalence is the equiva-
lence relation ∼ on square matrices C overR generated by the following two relations.
(1) C ∼C⊕ Ik , for k ∈ N. (E.g., (2)∼
(
2 0
0 1
)
. )
(2) C ∼ D if there is an elementary matrix E such that D =CE or D = EC.
Above, condition (1) is the “stabilized” part. A stabilized elementary equivalence from
C to D is a finite sequence of the elementary matrix moves, taking C to D.
Given C ∼ D, for either type of relation, we have
(1) detC = detD, ifR is commutative, and
(2) theR-modules cok(C), cok(D) are isomorphic (Ap. 3.7.7).
When working in a stable setting, we often say just “elementary equivalence” instead of
“stabilized elementary equivalence”.
3.3. Algebraic invariants in the polynomial setting.
Example 3.3.1. If all nonzero entries of A have degree one, then the relation of A and A]
is obvious: for example,
A =
(
t 2t
t 0
)
= t
(
1 2
1 0
)
= tA], ΓA = ·;; ''
·gg
Here, I−A equals I− tA]. It follows, of course, that
det(I−A) = det(I− tA]) , and
cokZ[t](I−A)∼= cokZ[t](I− tA]) .
These two statements hold for general A over tZ+[t], for the following reason.
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Proposition 3.3.2. There is a stabilized elementary equivalence over the ring Z[t] from
I−A to I− tA].
Next we’ll see the essential ideas of the proof of the proposition. Given n× n A over
tZ+[t], let HA be the n× n labeled graph in which a monomial tk of A(i, j) gives rise to
an edge from i to k labeled tk.
Example 3.3.3.
A =
(
2t t+ t4
t2 0
)
, HA = 1
t

t
CC
t
**
t4

2
t2
jj
Note: the graph ΓA with adjacency matrix A] is obtained fromHA by replacing each path
labeled tk with a path of length k. The graphHtA] is the graph ΓA with each edge labeled
by t.
We can decompose the graph move HA →HtA] into steps, H0 →H1 → ··· →H4,
with one vertex added at each step. The labeled graph Hi+1 is obtained from Hi by
replacing some edge labeled tk with a path of two edges: an edge labeled t followed by an
edge labeled tk−1. There will be matrices Ai over tZ+[t] such thatHi =HAi , with A0 = A
and A4 = tA]. Here is the data for the stepH0→H1:
A = A0 =
(
2t t+ t4
t2 0
)
, HA = H0 = 1
t

t
CC
t
**
t4

2
t2
jj
B = A1 =
2t t tt2 0 0
0 t3 0
 , HA1 = H1 = 3
t3

1
t

t
CC
t
**
t
77
2
t2
jj
Let us see how the move A→ A1 in the example above is accomplished at the matrix
level, by a stabilized elementary equivalence over the ring Z[t].
First, define the matrix A⊕ 0 =
2t t+ t4 0t2 0 0
0 0 0
. The move A→ A⊕ 0 is the same
as the elementary stabilization move (I−A)→ (I−A)⊕1. Then multiply (I−A)⊕1 by
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elementary matrices to get (I−A1). This is a small computation:
(I−B) =
1 0 00 1 0
0 0 1
−
2t t tt2 0 0
0 t3 0

(I−B)E1 =
1−2t −t −t−t2 1 0
0 −t3 1
1 0 00 1 0
0 t3 1

=
1−2t −t− t4 −t−t2 1 0
0 0 1
= I−
2t t+ t4 tt2 0 0
0 0 0
 := I−C
E2(I−C) =
1 0 t0 1 0
0 0 1
1−2t −t− t4 −t−t2 1 0
0 0 1

=
1−2t −t− t4 0−t2 1 0
0 0 1

=
1 0 00 1 0
0 0 1
−
2t t+ t4 0t2 0 0
0 0 0
= (I−A)⊕1 .
The example computation above contains the ideas of the general proof that there is a
stabilized elementary equivalence from (I−A) to (I− tA]).
Corollary 3.3.4. Let A be a square matrix over tZ+[t], with A] the adjacency matrix of
ΓA. Then
(1) det(I−A) = det(I− tA]).
(2) The Z[t]-modules cok(I−A) , cok(I− tA]) are isomorphic.
Proof. The claim follows because the matrices (I−A), (I− tA]) are related by a string of
the two relations ∼ generating stabilized elementary equivalence. 
Thus algebraic data of the polynomial matrix (I−A) captures
(1) the nonzero spectrum (by det(I−A)), and
(2) the SE-Z class of A] (by the isomorphism class of the Z[t]-module cok(I−A)).
3.4. Polynomial matrices: from elementary equivalence to conjugate SFTs. For square
matrices A,B over Z+, the SFTs (XA,σ),(XB,σ) are topologically conjugate if and only
if A,B are SSE-Z+. We will find a relation on polynomial matrices corresponding to
topological conjugacy of the SFTs they define.
Notation 3.4.1. With i 6= j, let Ei j(x) denote the elementary matrix with (i, j) entry
defined to be x, and other entries matching the identity. The size of the square matrix
Ei j(x) is suppressed from the notation (but evident in context). E.g., E12(t2) could denote(
1 t2
0 1
)
or
1 t2 00 1 0
0 0 1
.
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There is now a very pleasant surprise.
Theorem 3.4.2. Suppose A,B are square matrices over tZ+[t], with E(I−A) = (I−B)
or (I−A)E = (I−B), where E = Ei j(tk).
Then A,B define topologically conjugate SFTs (i.e., B] and A] define topologically
conjugate edge SFTs).
Remark 3.4.3. Suppose E = Ei j(tk), A is square with entries in tZ+[t], and (I−B) =
E(I−A) or (I−B) = (I−A)E. Then one easily checks (it will be obvious from the next
example) that the following are equivalent:
(1) The entries of B are in tZ+[t].
(2) A(i, j)− tk ∈ tZ+[t].
Proof ideas for Theorem 3.4.2. The ideas of the proof of Theorem 3.4.2 should be clear
from the next example.
Example 3.4.4. Suppose A is matrix over tZ+[t], A =
a b+ t3 cd e f
g h i
, with b ∈ tZ+[t]
(i.e., not only A(1,2), but also A(1,2)− t3, is in tZ+[t]). Now multiply I−A from the left
by the elementary matrix E = E12(t3),
E(I−A) =
1 t3 00 1 0
0 0 1
1−a −b− t3 −c−d 1− e − f
−g −h 1− i

=
1−a+t3(−d) −b− t3+t3(1− e) −c+t3(−f)−d 1− e − f
−g −h 1− i

=
1 0 00 1 0
0 0 1
−
a+ t3d b+ t3e c+ t3 fd e f
g h i
 .
We then define a matrix B over tZ+[t] by setting I−B = E(I−A), so,
A =
a b+ t3 cd e f
g h i
 , B =
a+ t3d b+ t3e c+ t3 fd e f
g h i
 .
Producing ΓA from ΓB. Suppose τ = τ1τ2τ3 is the elementary path in ΓA from vertex
1 to vertex 2 corresponding to the term t3 above. Let |p| denote the length (number of
edges) in a graph path p. We obtain ΓB from ΓA as follows.
(1) Remove the elementary path τ from ΓA;
(2) For each elementary path ν of ΓA beginning at vertex 2, put in an elementary path
ν˜ beginning at vertex 1, such that
(a) |ν˜ |= |τ|+ |ν |= 3+ |ν |,
(b) the terminal vertices of ν and ν˜ agree.
40 M. BOYLE AND S. SCHMIEDING
For example,
2
ν

1
τ
77
j
produces
2
ν

1
ν˜
** j
with |ν˜ |= |τ|+ |ν | .
Defining the conjugacy φ : XA] → XB] . Wherever the elementary path τ occurs in a
point x of XA, it must be followed by an elementary path ν . Now define φ(x) be replacing
each path τν with the elementary path ν˜ :
• If xk+1 . . .xk+|τν | = τν , with ν an elementary path in ΓA,
then (φx)k+1 . . .(φx)k+|τν | = ν˜ .
• Otherwise, (φx)n = xn .
If we look at a succession of elementary paths τ and νi, the code looks like:
. . . ν−1 τν1 ν2 τν3 ν4 τν5 ν6 ν7 . . .
φ

. . . ν−1 ν˜1 ν2 ν˜3 ν4 ν˜5 ν6 ν7 . . .
This map φ is well defined because an elementary path ν following τ has no edge in
common with τ (because the initial and terminal vertices of τ are different) (Ap. 3.7.8).
Given that φ is well defined, it is straightforward to check that φ defines a topological
conjugacy (XA] ,σ)→ (XB] ,σ).
Above, we considered E(I−A) = (I−B). Suppose instead we define a matrix C by
(I − A)E = (I −C). No surprise: the matrix C also defines an SFT conjugate to that
defined by A. In this case, instead of a conjugacy XA→ XB based on τν 7→ ν˜ as above, we
have a conjugacy XA→ XC based on ντ 7→ ν˜ , where ν is an elementary path in ΓA with
terminal vertex 1. 
If C is a square matrix, then C⊕1 is the square matrix with block form
(
C 0
0 1
)
.
Definition 3.4.5. (Positive equivalence) (Ap. 3.7.9) Suppose P is a subset of a ring R.
LetS be a set of square matrices over a ringR which is “1-stabilized” :
C ∈S =⇒ (C⊕1) ∈S .
Positive equivalence of matrices in S (with respect toP) is the equivalence relation on
S generated by the following relations (where C,D must both be inS ):
(1) C ∼C⊕1 .
(2) EC = D or CE = D , where E = Ei j(r), with i 6= j and r ∈P .
IfP is not specified, then by default we assumeP =R.
For I−A inS , the requirement thatS is closed under the move (I−A)→ (I−A)⊕1
is equivalent to the requirement that the set {A : I−A ∈ S } is closed under the move
A→ A⊕0.
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Now supposeR = Z[t];S is the set of square matrices of the form I−A, with A over
tZ+[t]; andP = {tk : k ∈N}. Clearly A and A⊕1 define conjugate SFTs. It then follows
from Theorem 3.4.2 that positive equivalent matrices inS define topologically conjugate
SFTs. Moreover, matrices inS are positive equivalent with respect toP = {tk : k ∈ N}
if and only if they are positive equivalent with respect to P = R. To summarize, this
gives the following, where we define
I−M (tZ+[t]) = {I−A : A is a square matrix over tZ+[t]} .
Theorem 3.4.6. Suppose matrices (I − A) and (I − B) are positive equivalent in I −
M (tZ+[t]). Then A,B define topologically conjugate SFTs.
The converse of Theorem 3.4.6 is “true up to a technicality” (Ap. 3.7.10). For a true
converse, we expand the collection of matrices allowed to present SFTs, fromM (tZ+[t])
to a slightly larger class, NZC. (On first exposure, it is fine to pretend NZC=M (tZ+[t]).
But we’ll give statements for NZC, just to tell the truth.)
3.5. Classification of SFTs by positive equivalence in I-NZC. For a matrix M over
Z[t], let M0 be M evaluated at t = 0.
Definition 3.5.1. Let NZC be the set of square matrices A over Z+[t] such that A0 is
nilpotent.
Example 3.5.2. A and B are in NZC; C and D are not:
A =
(
t3+ t 3t5
t 3t5
)
, B =
(
t3 1
t 3t5
)
, C =
(
1
)
, D =
(
t3 5t2+2
1+ t7 3t5
)
,
A0 =
(
0 0
0 0
)
, B0 =
(
0 1
0 0
)
, C0 =
(
1
)
, D0 =
(
0 2
1 0
)
.
If A is in M (tZ+[t]), then A0 = 0. A matrix in NZC can have some entries with
nonzero constant term, but not too many.
Why the term NZC ? Here is the heuristic.
If e.g. A(i, j) = t4, then in the graph with adjacency matrix A], there is an elementary
path, from i to j, of 4 edges. We consider this a path taking 4 units of time to traverse.
The time to traverse concatenations of elementary paths is the sum of the times for its
elementary paths. A nonzero term 1 in A0 is considered as 1 = t0, giving a path taking
zero time to traverse. “NZC” then refers to “No Zero Cycles”, where a zero cycle is a
cycle taking zero time to traverse.
In the case NZC, one can make good sense of this heuristic, and everything works (Ap.
3.7.11). But for a matrix A over Z+[t] with zero cycles, we can’t make sense of how A
defines an SFT (let alone how multiplication by elementary matrices might induce topo-
logical conjugacies).
We do get a classification statement parallelling the SSE-Z+ setup of Williams.
Theorem 3.5.3. For matrices A,B in NZC, The following are equivalent.
(1) (I−A) and (I−B) are positive equivalent in I−NZC.
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(2) A,B define topologically conjugate SFTs.
Proof. (1) =⇒ (2) We have seen this for positive equivalence in I−M (tZ+[t]). This
works similarly for matrices in I−NZC [12, 16].
(1) =⇒ (2) E.g., (I−A) is positive equivalent in I-NZC to the matrix I− tA], likewise
(I−B). So it suffices to get the positive equivalence for matrices (I− tA]), (I− tB]),
assuming the edge SFTS for A],B] are conjugate, i.e. the Z+ matrices A],B] are SSE over
Z+. It suffices to show the positive equivalence given an elementary SSE, A] = RS,B] =
SR. For this, define matrices A0,A1, . . . ,A4 in NZC :(
tRS 0
0 0
)
,
(
tRS 0
tS 0
)
,
(
0 R
tS 0
)
,
(
0 0
tS tSR
)
,
(
0 0
tS tSR
)
.
(Notice, A2 is in NZC, but is not inM (tZ+[t]).) The following Polynomial Strong Shift
Equivalence Equations (PSSE Equations), taken from [12], give a positive equivalence in
I−NZC between (I− tAi) and (I− tAi+1), for 0≤ i < 4.(
I− tRS 0
−tS I
)(
I 0
tS I
)
=
(
I− tRS 0
0 I
)
is (I−A1)E1 = (I−A0) ,(
I R
0 I
)(
I −R
−tS I
)
=
(
I− tRS 0
−tS I
)
is E2(I−A2) = (I−A1) ,(
I −R
−tS I
)(
I R
0 I
)
=
(
I 0
−tS I− tSR
)
is (I−A2)E3 = (I−A3) ,(
I 0
tS I
)(
I 0
−tS I− tSR
)
=
(
I 0
0 I− tSR
)
is E4(I−A3) = (I−A4) .
One can check that each of the four equivalences given by the PSSE equations is a com-
position of basic positive equivalences in NZC. That finishes the proof. 
Tools for construction. One way to construct a conjugacy between SFTs defined by
matrices A,B over Z+ is to find an SSE over Z+ from A to B. The polynomial matrix
setting gives another way: find a chain of elementary positive equivalences from I− tA to
I− tB. This is not a strict advantage; it’s an alternative tool. There are results for which
the only known proof uses this tool (Ap. 3.7.12).
3.6. Functoriality: flow equivalence in the polynomial setting. We will consider one
satisfying feature of presenting SFTs by matrices in NZC (or, just in M (tZ+[t])) (Ap.
3.7.13). With the Z+ matrix presentation, the algebraic invariant for conjugacy, SE-Z,
does not have an obvious natural relationship to algebraic invariants for flow equivalence
(e.g. Bowen-Franks group, det(I−A)). In the polynomial setting, we do see that natural
relationship.
Let M be the set of matrices I − A with A in NZC. Say matrices (I − A),(I − B)
are related by changing positive powers, (I−A) ∼+ (I−B), if they become equal after
changing positive powers of t to other positive powers. For example,(
1− t2− t5 −t− t3
−t2 1
)
∼+
(
1− t2− t3 −t4− t5
−t7 1
)
∼+
(
1−2t −2t
−t 1
)
.
The next result is one version for SFTs of the Parry-Sullivan characterization of flow
equivalence of subshifts.
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Theorem 3.6.1. Suppose A,B are matrices in NZC. The following are equivalent.
(1) A,B define flow equivalent SFTs.
(2) (I−A),(I−B) are equivalent, under the equivalence relation generated by (i)
positive equivalence in I-NZC and (ii) ∼+ .
We won’t give a proof for this theorem (Ap. 3.7.14). But, it is intuitive: flow equiva-
lence arises from conjugacy and time changes, and the time changes are addressed by the
∼+ relation.
Given a matrix A = A(t) in M (tZ+[t]), or in NZC, let A(1) be the matrix defined en-
trywise by the (augmentation) homomorphism Z[t]→ Z which sends t to 1. For example,
A = A(t) =
(
3t
)
, B = B(t) =
(
t2+2t3
)
, A(1) =
(
3
)
= B(1) .
From the Theorem, one can check for SFTs defined by A,B from NZC:
(1) Flow equivalent SFTs defined by A(t),B(t) from NZC produce isomorphic groups
cokZ(I−A(1)),cokZ(I−B(1)).
(2) cokZ(I−A(1)) is the Bowen-Franks group of the SFT defined by A. (Ap. 3.7.2)
We sometimes use notation cokR to emphasize that a cokernel is an R-module. (A Z-
module is just an abelian group.)
Recall, for A = A(t) in NZC, the isomorphism class of cokZ[t](I−A(t)) is the SE-Z
class of the SFT. There is a functor, induced by t 7→ 1:
Z[t]-modules → Z[1]-modules = Z-modules = abelian groups
cokZ[t](I−A(t)) 7→ cokZ(I−A(1)) .
So, this functor gives a presentation of
SE−Z class → Bowen-Franks group .
This shows us how algebraic invariants of flow equivalence and topological conjugacy are
naturally related in the polynomial setting.
Example 3.6.2. Let A =
(
3t
)
and B =
(
t2+2t3
)
. The Z[t]-modules cok(I − A) and
cok(I−B) are not isomorphic. (For example, det(I−A) 6= det(I−B).) However they
do define SFTs which are flow equivalent, with Bowen-Franks group
cok(I−A(1)) = cok(I−B(1)) = cok(−2)= Z/(−2)Z= Z/2Z .
There is a useful analog of positive equivalence for constructing maps which give a
flow equivalence, using multiplications by elementary matrices over Z rather than Z[t]
(Ap. 3.7.15). Also, the passage from SSE-Z+ of matrices A,B to positive equivalence of
matrices (I− tA),(I− tB) works with an integral group ring Z+G in place of Z+, as noted
in [12, 16].
3.7. Appendix 3. This subsection contains various remarks, proofs and comments refer-
enced in earlier parts of Section 3.
Remark 3.7.1 (Flow equivalence background). It takes more space than we will spend to
give a reasonably understandable introduction to flow equivalence; see e.g. [18, 10] for
background and definitions for flow equivalence of subshifts. However, the description to
come of the Parry-Sullivan Theorem [92] for SFTs will be quite adequate for our purposes,
as a description of what flow equivalence is equivalent to.
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Unexpectedly, tools developed for flow equivalence of SFTs turned out to be quite
useful for certain classification problems in C∗-algebras (see e.g. [39, 99, 101] and their
references).
Remark 3.7.2. For a square matrix C over Z, one can check that the group cokZ(C) is
infinite when detC = 0, and |cokZ(C)| = |detC| when detC 6= 0. The groups arising as
cokZ(C) are the finitely generated abelian groups. The group cokZ(C) may be determined
algorithmically by computing the Smith normal form of C.
We refer to “the” Bowen-Franks group class associated to an SFT. Formally, the group
depends on the presentation; really, we are talking about “the” group up to isomorphism.
Americans of a certain age may remember Bill Clinton being mocked for a reply, “it
depends on what you mean by the word “is”. In math, we really do need to keep track.
Remark 3.7.3. Topological Markov shifts were defined as “intrinsic Markov chains”
by Bill Parry in the 1964 paper [93]. Parry’s paper has the independence of past and
future conditioned on the present, and this being presented by a zero-one transition matrix,
essentially as a vertex shift.
But before Parry, there was Claude Shannon’s astonishing monograph [110] in the
1940s, which launched information theory. Shannon already was looking at something
we could understand as a Markov shift, with half of the variational principle proved in
Parry’s paper. Shannon even used polynomials to present those Markov shifts, just as we
describe.
A zero-one matrix can be used to define an edge SFT or a vertex SFT. Yes, they are
topologically conjugate SFTs. (The two block presentation of the vertex SFT is the edge
SFT.)
Remark 3.7.4. As a postdoc, I heard a talk of John Franks on his classification of irre-
ducible SFTs up to flow equivalence. Edge SFTs were a bit new; he announced for the
suspicious that for his proofs, zero-one matrices just weren’t enough.
Remark 3.7.5. The “rome” term was introduced in the paper [7], which also gave a proof
that det(I−A) = I− tA].
Remark 3.7.6. The entropy of an SFT defined by a matrix B over Z+ is the log of the
spectral radius λ of B. Given λ > 1 the spectral radius of a primitive matrix over Z, Perrin
constructs a 2×2 A over tZ+[t] such that A] is primitive with spectral radius λ [97]. (The
condition that A] is primitive is a significant part of the result.)
Proposition 3.7.7. Suppose U,C,V are matrices over a ring R; U and V are invertible
overR; and D =UCV . Then cokRC and cokRD are isomorphic asR-modules.
Proof. We consider C,D acting by matrix multiplication on row vectors; of course, the
same fact holds for the action on column vectors. Corresponding to the action being on
row vectors, we are considering left R-modules (c in R sends v to cv), so that matrix
multiplication gives anR-module homomorphism (e.g. (cv)D = c(vD)).
Let C be j× k, and let D be m×n. Then
cokC =Rk/image(C) =Rk/{vC : v ∈R j} ,
cokD =Rn/image(D) =Rn/{vD : v ∈Rm} .
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Define an R-module isomorphism φ : Rk → Rn by φ : w 7→ wV . (For most rings of
interest, necessarily j=m and k= n.) To show φ induces the isomorphism cokC→ cokD,
it suffices to show φ : image(C)→ image(D) and φ−1 : image(D)→ image(C) . For
xC ∈ image(C),
φ(xC) = xCV = (xU−1)(UCV ) = (xU−1)D ∈ image(D) .
For yD ∈ image(D),
φ−1(yD) = yDV−1 = y(UCV )V−1 = yUC ∈ image(C) .

Recall, for A= A(t) in NZC, the isomorphism class of cokZ[t](I−A(t)) determines the
SE-Z class of the SFT, and conversely.
Remark 3.7.8. If the initial and terminal vertices of τ were the same, then we could apply
the φ “rule” to a point x = . . .ττ
•
τττ . . . (with τ beginning at x0) in contradictory ways,
according to the two groupings
. . . (ττ)(ττ)(
•
ττ)(ττ)(ττ)(ττ)(ττ) . . .
. . . (ττ)(ττ)(τ
•
τ)(ττ)(ττ)(ττ)(ττ) . . . .
Remark 3.7.9. The move to polynomial algebraic invariants was pushed by Wagoner,
who wanted to exploit analogies between SFT invariants and algebraic K-theory. Positive
equivalence was born in the Kim-Roush-Wagoner paper [67] as a tool, and taken further
in [12] (see also [16]). The framework developed from considering conjugacy of SFTs
via positive equivalence is called “Positive K-theory” (or, Nonnegative K-theory). This
reflects the heuristic connection to algebraic K-theory. We will see that the connection is
more than heuristic.
The term “positive equivalence” arises from its genesis in our application. We defined
positive equivalence rather generally; there is nothing a priori about M which must in-
volve positivity. Also, if Ei j(−tk)(I−A) = (I−B), then Ei j(tk)(I−B) = (I−A) – so,
multiplications by elementary matrices Ei j(−tk)(I−A) are allowed. If U is a product of
elementary matrices overR[t], such that U(I−A) = (I−B), with A,B in I−NZC, it need
not be the case I−A and I−B are positive equivalent. Each elementary step must be from
a matrix inM to a matrix inM .
Remark 3.7.10. If A,B in M (tZ+[t]) have polynomial entries with all coefficients in
{0,1}, and define topologically conjugate SFTs, then one can show that I−A and I−B
are positive equivalent in I−M (tZ+[t]). But in general, the converse of the theorem is
not true; for example, the matrices
(
1−2t) and (1− t −t−t 1− t
)
define SFTs which are
conjugate; but, there is not a string of elementary positive equivalences of square matrices
over tZ+[t], from one to the other. To see this, check the following claim: if E = Ei j(tk)
with k ≥ 0, and A,B are positive equivalent in M (tZ+[t]), and A(i, i) = 2t +∑k≥2 aktk,
then B(i, i) = 2t+∑k≥2 bktk.
Remark 3.7.11. We can expand NZC further, and consider matrices A over Z[t, t−1] with
no cycles taking zero time or negative time, and make good sense of their presenting
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SFTs, and positive equivalence of these matrices I−A as classifying SFTs. This isn’t
necessary for classification of SFTs, but might be convenient for some construction.
Remark 3.7.12. For example, constructions of SFTs and topological conjugacies be-
tween them, using polynomial matrices and basic positive equivalences, were the proof
method for the result in [70, 71] of Kim, Roush and Wagoner (a result quite important
for SFTs). The hardest step was a construction of brutal complication. But without their
proof, we would have no proof at all.
Remark 3.7.13. Edge SFTs are related in a simple and transparent way to their defining
matrices over Z+. When using a matrix A in NZC, or even just inM (tZ+[t]), to define an
SFT–we did it by way of the edge SFT defined from A]. The relationship between A and
A] is not very tight – there is some freedom about what matrix A] is produced. That can
be eliminated by precise choices, but these in generality become complicated and rather
artificial.
So, for A in ZNC, one would like to have a presentation of an SFT more simply and
transparently related to A, and with an elementary positive equivalence presented trans-
parently. There is such a presentation – the “path SFT” presented by A (see [16]).
For a square matrix A over Z+, and a positive integer n, the systems (XA,σn) and
(XAn ,σ) are topologically conjugate. For a polynomial matrix A, An generally does not
define an SFT conjugate to the nth power system of the SFT defined by A. But, in the path
SFT presentation, we recover a natural way to pass to powers of the SFT, which works
equally well for negative powers (no passage to transposes needed).
Caveat. We considered three matrix presentations of SFTs: by matrices over {0,1},
Z+ and tZ+[t]. The polynomial presentations have the greatest scope. But we certainly
still need edge SFTs – usually the most convenient choice, sometimes the only choice, as
for Wagoner’s SSE-Z+ complex.
We also need vertex SFTs. Every topological Markov shift in the sense of Parry (also
know as a 1-step shift of finite type) is a vertex SFT, up to naming of symbols. But,
not every topological Markov shift is equal to an edge SFT up to naming of symbols.
For an example, consider the vertex SFT with adjacency matrix
(
1 1
1 0
)
. This vertex SFT
cannot be an edge SFT after renaming symbols as edges in some directed graph, because
a nondegenerate adjacency matrix for a graph with exactly two edges is either (2),
(
1 0
0 1
)
or
(
0 1
1 0
)
.
Remark 3.7.14. See [16] for a proof of this version of the Parry-Sullivan result [92]. For
a careful discussion of flow equivalence for subshifts, and related issues, see [18, 10],
which includes references and a detailed proof of the Parry-Sullivan result.
Remark 3.7.15. For this version of positive equivalence, see the paper [16] and papers
citing it.
4. INVERSE PROBLEMS FOR NONNEGATIVE MATRICES
In this section, we study certain inverse spectral problems, and related problems, for
nonnegative matrices. We are especially interested in inverse problems which involve the
realization of “stable algebra” invariants, such as the nonzero spectrum.
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4.1. The NIEP.
Definition 4.1.1. A matrix is nonnegative if every entry is in R+. A matrix is positive if
every entry is positive.
We recall some definitions. If A has characteristic polynomial χA(t) = ∏ni=1(t−λi),
then the spectrum of A is (λ1, . . . ,λn). We refer to the spectrum as an n-tuple by abuse
of notation (Ap. 4.12.1): the ordering of the λi does not matter but the multiplicity does
matter. The λi are in C. Similarly, if χA(t) = t j∏ki=1(t−λi), with the λi nonzero, then the
nonzero spectrum of A is (λ1, . . . ,λk).
Problem 4.1.2. The NIEP (nonnegative inverse eigenvalue problem): What can be the
spectrum of an n×n nonnegative matrix A over R?
Work on the NIEP goes back to (at least) the following result.
Theorem 4.1.3 (Suleimanova 1949). Suppose Λ= (λ1, . . . ,λn) is a list of real numbers;
∑iλi > 0; and i > 1 =⇒ λi < 0. Then Λ is the spectrum of a nonnegative matrix.
(In fact, under the assumptions of Suleimanova’s Theorem, the companion matrix of
the polynomial ∏i(t−λi) is nonnegative (Ap. 4.12.2).)
There is a huge and active literature on the NIEP; see the survey [59] for an overview
and extensive bibliography. Despite a rich variety of interesting results, a complete solu-
tion is not known at size n if n > 4.
Theorem 4.1.4 (Johnson-Loewy-London Inequalities). Suppose A is an n× n nonnega-
tive matrix. Then for all k,m in N,
trace(Amk)≥
(
trace(Am)
)k
nk−1
.
The JLL inequalities, proved independently by Johnson and by Loewy and London,
give a quantitative version of an easy compactness result: for n×n nonnegative matrices
A with trace(A)≥ τ > 0, there is a positive lower bound to trace(Ak) which depends only
on τ,n,k. We will use the JLL inequalities later.
4.2. Stable variants of the NIEP. Throughout this lecture,R denotes a subring of R.
Problem 4.2.1 (Inverse problem for nonzero spectrum). What can be the nonzero spec-
trum of a nonnegative matrix A over R? What can be the nonzero spectrum of an irre-
ducible or primitive matrix overR?
The caseR = Z asks, what are the possible periodic data for shifts of finite type? This
is the connection to “stable algebra” for symbolic dynamics (and the original impetus for
the paper [22]). Later, we will also consider the realization in nonnegative matrices of
more refined stable algebra structure.
To begin we review relevant parts of the Perron-Frobenius theory of nonnegative ma-
trices (Ap. 4.12.4). This will let us reduce the different flavors of Problem 4.2.1 to the
primitive case.
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4.3. Primitive matrices. Recall Definition 1.10.2: a primitive matrix is a square nonneg-
ative matrix A such that for some positive integer k, Ak is positive. (Then, An is positive
for all n ≥ k.) The next theorem is the heart of the theory of nonnegative matrices (Ap.
4.12.5). Recall, the spectral radius of a square matrix with real (or complex) entries is
the maximum of the moduli of the eigenvalues (i.e., the radius of the smallest circle in C
with center 0 which contains the spectrum).
Theorem 4.3.1 (Perron). Suppose A is primitive, with spectral radius λ . Then the follow-
ing hold.
(1) λ is a simple root of the characteristic polynomial χA.
(2) If ν is another root of χA, then |ν |< λ .
(3) There are left and right eigenvectors `,r of A for λ which have all entries positive.
(4) The only nonnegative eigenvectors of A are the eigenvectors for the spectral ra-
dius.
Example 4.3.2. We list three nonprimitive nonnegative matrices for which a conclusion
of the Perron Theorem fails.
A =
(
0 −1
1 0
)
, B =
(
1 0
0 1
)
, C =
(
0 1
1 0
)
.
A has spectrum (i,−i); the spectral radius of A is 1, but 1 is not an eigenvalue of A. B
has spectrum (1,1); the spectral radius of B is 1, and 1 is a repeated root of χB. C has
spectrum (1,−1); the spectral radius 1 is an eigenvalue, but 1 = |−1|.
Example 4.3.3. The matrix A =
(
0 3
4 1
)
is primitive with spectrum (4,−3). There is a
positive left eigenvector for eigenvalue 4, but not for 3:
(1,1)
(
0 3
4 1
)
= 4(1,1) and (−4,3)
(
0 3
4 1
)
=−3(−4,3) .
4.4. Irreducible matrices.
Definition 4.4.1. An irreducible matrix is an n×n nonnegative matrix A such that
{i, j} ⊂ {1, . . . ,n} =⇒ ∃k > 0 such that Ak(i, j)> 0 .
Every primitive matrix is irreducible.
Example 4.4.2.
A =
1 1 11 1 1
0 0 0
 B = (1 10 1
)
C =
0 1 00 0 1
1 0 0
 D =
0 0 10 0 1
1 1 0
 .
For all n ∈ N, we see sign patterns:
An =
+ + ++ + +
0 0 0
 Bn = (+ +0 +
)
C3n =
+ 0 00 + 0
0 0 +
 D2n =
+ + 0+ + 0
0 0 +
 .
A and B are not irreducible. C and D are irreducible, but not primitive.
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4.4.1. Block permutation structure. If n > 1, then an n× n cyclic-permutation matrix is
irreducible but not primitive. This is representative of the general irreducible case.
Theorem 4.4.3. For a square nonnegative matrix A, the following are equivalent.
(1) A is irreducible.
(2) There is a permutation matrix Q and a positive integer p such that Q−1AQ has
the block structure of a cyclic permutation,
Q−1AQ =

0 A1 0 0 . . . 0
0 0 A2 0 . . . 0
. . .
0 0 0 0 . . . Ap−1
Ap 0 0 0 . . . 0

such that each of the cyclic products D1 = A1A2 · · ·Ap, D2 = A2A3 · · ·A1, . . . ,
Dp = ApA1 · · ·Ap−1 is a primitive matrix.
The integer p above is called the period of the irreducible matrix A. (If p = 1, then A
is primitive.) For A above, Ap is block diagonal, with diagonal blocks D1, . . . ,Dp.
From the block permutation structure, one can show the following (in which D could
be any of the matrices Di above).
Theorem 4.4.4 (Irreducible to primitive reduction). Suppose A is an irreducible matrix
with period p. Then there is a primitive matrix D such that det(I− tA) = det(I− t pD).
It is not hard to check that the converse of this theorem is also true (Ap. 4.12.6).
4.4.2. Reduction in terms of nonzero spectrum. Recall, A has nonzero spectrum (λ1, . . . ,λk)
if and only if det(I− tA) =∏ki=1(1−λit). The statement det(I− tA) = det(I− t pD) has
an equivalent description (Ap. 4.12.7):
if Λ is the nonzero spectrum of D, then Λ1/p is the nonzero spectrum of A. Here, Λ1/p is
defined by replacing each entry of Λ with the list of its pth roots in C. If Λ is k entries,
then Λ1/p has pk entries.
Example 4.4.5. Suppose det(I− tD) = (1−8t)(1−7t)2 and det(I− tA) = det(I− t3D).
Let ξ = e2pii/3. The nonzero spectrum of D is Λ= (8,7,7). The nonzero spectrum of A is
Λ1/3 =
(
2, ξ2, ξ 22, 71/3, ξ71/3,ξ 271/3, 71/3, ξ71/3,ξ 271/3
)
.
4.4.3. Multiplicity of zero in the spectrum. Apart from one exception: if a nonzero spec-
trum is realized by an irreducible matrix overR of size n×n, then it can also be realized
at any larger size, by an irreducible matrix overR of the same period.
The one exception: if R = Z, then an irreducible matrix with spectral radius 1 can
only be a cyclic permutation matrix.
Also: if n×n is the smallest size primitive matrix realizing a nonzero spectrum Λ, then
pn× pn is the smallest size irreducible matrix realizing Λ1/p.
Conclusion. Knowing the possible spectra of irreducible matrices over a subringR of
R reduces to knowing the possible nonzero spectra of primitive matrices overR, and the
smallest dimension in which they can be realized.
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4.5. Nonnegative matrices.
Exercise 4.5.1. (Ap. 4.12.4) Suppose A is a square nonnegative matrix. Then there is
a permutation matrix P such P−1AP is block triangular, such that each diagonal block is
either irreducible or (0).
For A nonnegative as above, let Ai be the ith diagonal block, with characteristic poly-
nomial pi. Then the characteristic polynomial of A is χA(t) = ∏i pi(t), and the nonzero
spectrum is given by det(I− tA) =∏i det(I− tAi).
So, the spectrum of a nonnegative matrix is an arbitrary disjoint union of spectra of
irreducible matrices, together with an arbitrary repetition of 0.
There are constructions and constraints which work best at the level of nonnegative
matrices (e.g., JLL). Still, one approach to the NIEP is to focus on the primitive case
(which gives the irreducible case, and then the general case). Obstructions might be
more simply formulated in this case. Moreover, in applications a nonnegative matrix
must often be irreducible or primitive. (For symbolic dynamics: definitely.) A realization
statement for nonnegative matrices does not give a realization statement for irreducible or
primitive matrices. So, we focus on primitive matrices. But even in this restricted case,
no satisfactory general characterization is known or conjectured.
Conclusion. We will focus on the nonzero spectrum of primitive matrices. And here,
at last, we find simplicity.
4.6. The Spectral Conjecture. Let Λ = (λ1, . . . ,λk) be a k-tuple of nonzero complex
numbers. We will give three simple conditons Λ must satisfy to be the nonzero spectrum
of a primitive matrix overR.
Definition 4.6.1. For a tuple Λ= (λ1, . . . ,λk) of complex numbers:
• λi is a Perron value for Λ if λi is a positive real number and i 6= j =⇒ λi > |λ j| .
• trace(Λ) = ∑ki=1λi .
• Λn = ((λ1)n, . . . ,(λk)n) , if n ∈ N.
Proposition 4.6.2 (Necessary conditions). Suppose Λ is the nonzero spectrum of a prim-
itive matrix over a subringR of R. Then the following hold.
(1) Perron Condition:
Λ has a Perron value.
(2) Coefficients Condition (Ap. 4.12.8):
The polynomial p(t) =∏ki=1(t−λi) has all its coefficients inR.
(3) Trace Condition:
IfR 6= Z, then for all positive integers n,k:
(a) (i) traceΛn ≥ 0, and
(b) (ii) traceΛn > 0 =⇒ traceΛnk > 0 .
IfR = Z, then for all positive integers n, tracen(Λ)≥ 0 .
(We define tracen(Λ), the nth net trace of Λ, below.)
Proof. (1) By the Perron Theorem, Λ has a Perron value.
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(2) The characteristic polynomial of a matrix over a ring has coefficients in the ring.
For some k ≥ 0, the characteristic polynomial of A is tk p(t). So, p has coefficients in the
ring.
(3) (i) trace(Λ) = trace(A), and trace(Λn) = trace(An). The trace of a nonnegative ma-
trix is nonnegative. (ii) Suppose trace(Λn)> 0. Then trace(An)> 0 and An ≥ 0. Therefore
trace(An)k > 0 . But, trace(An)k = trace(Ank) = trace(Λnk) .
(3) SupposeR = Z. Conditions (i) and (ii) hold, but a stronger condition holds.
Consider A as the adjacency matrix of a graph. A loop is a path with the same minimal
and terminal vertex. The number of loops of length n is trace(An).
A loop is minimal if it is not a concatenation of copies of a shorter loop. So, for
example,
number of minimal loops of length 1 = trace(A)
number of minimal loops of length 2 = trace(A2)− trace(A) .
For example, let Λ= (2, i,−i, i,−i,1). Then trace(Λ2)− trace(Λ) = 1−3=−2< 0. This
Λ cannot be the nonzero spectrum of a matrix over Z+, even though Λ satisfies conditions
1,2,3(i) and 3(ii).
The number of minimal loops of length n, tracen(Λ), can be expressed as a function of
the traces of powers of Λ using Mobius inversion:
tracen(Λ) :=∑
d|n
µ(n/d) trace(Λd) ,
where µ is the Mobius function,
µ : N→{−1,0,1}
: n 7→ 0 if n is not squarefree
: n 7→ (−1)e if n is the product of e distinct primes.

Conjecture 4.6.3 (Spectral Conjecture, Boyle-Handelman 1991). Let R be a subring of
R. Suppose Λ = (λ1, . . . ,λk) is an k-tuple of complex numbers. Then Λ is the nonzero
spectrum of some primitive matrix over R if and only the above conditions (1), (2), (3)
hold.
Example 4.6.4. (unbounded realization size) SupposeR = R. Given 0 < ε < (1/2), set
Λε =
(
1 , i
√
(1− ε)/2 , −i
√
(1− ε)/2
)
.
This Λε satisfies the conditions of the Spectral Conjecture.
But, if a nonnegative n×n matrix A has nonzero spectrum Λε , then
trace(Λ2ε)≥
(traceΛε)2
n
, by the JLL inequality, and therefore
ε ≥ 1
2
n
= 1/n .
So, as ε goes to zero, the size of A must go to infinity.
Definition 4.6.5. A matrix A is eventually positive (EP) if for all large k > 0, Ak is
positive.
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Theorem 4.6.6 (Handelman). (Ap. 4.12.9) Suppose A is a square matrix over R whose
spectrum has a Perron value.
(1) IfR 6= Z, then A is similar overR to an EP matrix [51].
(2) IfR = Z, then A is SSE overR to an EP matrix [52].
In particular, the Spectral Conjecture would be true if we were allowed to replace Λ
with Λk, k large. WithR 6= Z, and Λ an n-tuple, we could even realize Λk with a positive
matrix which is n×n.
Let’s consider existing results on the Spectral Conjecture.
4.7. Boyle-Handelman Theorem.
Theorem 4.7.1 (Boyle-Handelman [22]). The Spectral Conjecture is true ifR = R.
Remark 4.7.2. The problem of determining the possible nonzero spectra of primitive
symmetric matrices is quite different. If an n-tuple is the nonzero spectrum of a nonneg-
ative symmetric matrix, then it is achieved by a matrix whose size is bounded above by
a function of n [58]. Adding more zeros to the spectrum doesn’t help.
The Boyle-Handelman Theorem is a corollary of a stronger result.
Theorem 4.7.3 (Subtuple Theorem [22]). Suppose Λ satisfies the conditions of the Spec-
tral Conjecture, and a subtuple of Λ containing the Perron value of Λ is the nonzero
spectrum of a primitive matrix over R. (For example, this holds if the Perron value is in
R.) Then Λ is the nonzero spectrum of a primitive matrix overR.
The proof of the Suptuple Theorem uses ideas from symbolic dynamics. The proof is
constructive, in the sense that one could make it a formal algorithm. But the construction
is very complicated, and uses matrices of enormous size. It has no practical value as a
general algorithm.
Theorem 4.7.4 (Boyle-Handelman-Kim-Roush [22]). Suppose Λ satisfies the conditions
of the Spectral Conjecture, trace(Λ) > 0 and R 6= Z. Then Λ is the nonzero spectrum of
a primitive matrix overR.
Proof. We will outline the proof.
(1) By the B-H Theorem, there is a primitive matrix A over R with nonzero spectrum
Λ.
(2) Given A primitive with positive trace, a theorem of Kim and Roush produces a
positive matrix B which is SSE-R+ to A (hence, has the same nonzero spectrum
as A).
(3) There are matrices U,C overR such that U−1CU = A and detU = 1.
(4) U is a product of elementary matrices over R, equal to I except in a single off
diagonal entry. By density of R in R, these can be perturbed to elementary
matrices overR. Thus U can be perturbed to a matrix V overR with determinant
1.
(5) Because U−1CU > 0, if V is close enough to U then V−1CV > 0.

Remark 4.7.5. SupposeR 6=Z. It would be very satisfying to see the Spectral Conjecture
proved in the remaining case, trace(Λ) = 0, by some analogous perturbation argument. I
have no idea how to do this, or if it can be done.
SYMBOLIC DYNAMICS AND STABLE ALGEBRA 53
4.8. The Kim-Ormes-Roush Theorem.
Theorem 4.8.1 (Kim-Ormes-Roush). [72] ForR = Z, the Spectral Conjecture is true.
Let us note an immediate corollary.
Corollary 4.8.2. ForR =Q, the Spectral Conjecture is true.
Remark 4.8.3. Polynomial matrices and formal power series play a fundamental role in
the KOR proof. The KOR Theorem gives us a complete understanding of the possible
periodic data for SFTs. The proof, though quite complicated, is much more tractable than
the proof of the B-H Theorem. The use of power series leads to an interesting analytical
approach to the NIEP [77].
4.9. Status of the Spectral Conjecture. The conjecture is true for R, Q and Z; in the
positive trace case; under the Subtuple Theorem assumption; and in other special cases.
It is very hard to doubt the conjecture.
One expects the case R = Z to be the hardest case. Perhaps it is feasible to prove the
Spectral Conjecture by adapting the Kim-Ormes-Roush proof.
4.10. Laffey’s Theorem. Laffey [75] gave a constructive version of the Boyle-Handelman
Theorem in the case that R = R and the candidate spectrum Λ, satisfying the necessary
conditions of the Spectral Conjecture for R, also satisfies
trace(Λk)> 0 , k ≥ 2 .
The primitive matrix which Laffey constructs to realize λ has a rather classical form, and
there is a comprehensible formula giving an upper bound on the size of the smallest N
given by the construction. From here, we give some remarks on Laffey’s theorem.
The Coefficients Condition. In the case of R, the Coefficients Condition of the Spectral
Conjecture follows automatically from the Trace Conditions (Ap. 4.12.8),
Laffey’s upper bound on the smallest size N of a primitive matrix A realizing a given
Λ = (λ1, . . . ,λn). If A is primitive with nonzero spectrum Λ and c > 0, then cA is prim-
itive with nonzero spectrum cΛ = (cλ1, . . . ,cλn). So, to consider an upper bound N, for
simplicity we consider just the special case that the Perron value of Λ is λ1 = 1.
Laffey’s explicit, computable formula giving an upper bound for N is rather compli-
cated. But, using the Perron value λ1 = 1, and considering only the nontrivial case n≥ 2,
it can be shown that Laffey’s bound implies
(4.10.1) N ≤ κn
(
1
MG
)n
where κn depends only on n,
G = 1−max{|λi| : 2≤ i≤ n} ,
M = min{trace(Λ)n : n≥ 2 } .
The numbers κn obtained from the estimate grow very rapidly; e.g. κn ≥ nn .
This bound is certainly nonoptimal! For example, suppose 0 < ε < 1. The nonzero
spectrum (1,−1+ ε) is realized by the 2× 2 primitive matrix
(
0 1
1− ε ε
)
. But here,
ε = G, and as ε goes to zero the upper bound in (Ap. 4.10.1) goes to infinity.
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Nevertheless: this is a transparent and meaningful bound. The bound involves only n,
M and G. The spectral gap G appears repeatly in the use of primitive matrices (and more
generally), e.g. for convergence rates. Also, the terms 1/M and 1/G cannot simply be
deleted, as we note next.
The term 1/M. If Laffey’s formula for an upper bound on N were replaced by a formula
of the form N ≤ f (G,n), then even at n = 3 the formula could not give a correct bound,
on acount of the JLL Inequalities (Ap. 4.12.10).
The spectral gap term (1/G) If Laffey’s formula for an upper bound on N were re-
placed by a formula of the form N ≤ f (M,n), then even at n = 4, the formula could not
give a correct bound (Ap. 4.12.11).
Example 4.10.2. Let Λ= (1.1, ξ , ξ ), where ξ = exp(pii/10) and ξ is its complex conju-
gate. Laffey stated there is a 128×128 primitive matrix realizing this nonzero spectrum.
The matrix form. The primitive matrix with nonzero spectrum Λ has (for sufficiently
large k) the banded form
x1 1 0 0 · · · 0 0 0
x2 x1 2 0 · · · 0 0 0
x3 x2 x1 3 · · · 0 0 0
x4 x3 x2 x1 · · · 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · ·
xk−2 xk−3 xk−4 · · · · · · x1 k−2 0
xk−1 xk−2 xk−3 · · · · · · x2 x1 k−1
xk xk−1 xk−2 · · · · · · x3 x2 x1

.
For the relation of the matrix entries to Λ, see Laffey’s paper [76].
Limits of the argument. A lot of the complication of the B-H proof involves complica-
tions of trace(Λn) = 0 for a variety of sets of n. These general difficulties aren’t addressed
in Laffey’s result. Laffey’s argument also proves the Spectral Conjecture over any sub-
fieldR of R, under the restriction trace(Λk)> 0 for k > 1. But it does not work for allR.
The argument uses division by integers inR.
4.11. The Generalized Spectral Conjectures. The NIEP refines to an even harder ques-
tion: what can be the Jordan form of a square nonnegative matrix over R? We refer
to [59, Sec.9] for a discussion. A rather sobering example of Laffey and Meehan [78]
shows that (3+ t,3− t,−2,−2,−2) is the spectrum of a 5× 5 nonnegative matrix if
t > (16
√
6)1/2− 39 ≈ 0.437 . . . , but it is the spectrum of a diagonalizable nonnegative
matrix if and only if t ≥ 1.
Suppose A is a nonnilpotent square matrix over R. The nonsingular part of A is a
nonsingular matrix A′ over R such that A is similar to the direct sum of A′ and a nilpotent
matrix. (A′ is only defined up to similarity over R.) Analagous to the Spectral Conjecture
(4.6.3), we have the following.
Conjecture 4.11.1 (Boyle-Handelman). If B is a square real matrix satisfying the neces-
sary conditions of the Spectral Conjecture, then B is the nonsingular part of some primi-
tive matrix over R.
Let A,B be square matrices over R, with nonsingular parts A′,B′. Recall, the following
are equivalent:
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(1) A′ and B′ are SIM-R (similar over R).
(2) A and B are SE-R (shift equivalent over R).
(3) A and B are SSE-R (strong shift equivalent over R).
So, the conjecture above is a special case of either of the following conjectures (Ap.
4.12.12).
Conjecture 4.11.2 ( (Weak) Generalized Spectral Conjecture, Boyle-Handelman 1991).
Suppose A is a square matrix over a subring R of R, and the nonzero spectrum of A
satisfies the necessary conditions of the Spectral Conjecture.
Then A is SE-R to a primitive matrix.
Conjecture 4.11.3 ((Strong) Generalized Spectral Conjecture, Boyle-Handelman 1993).
Suppose A is a square matrix over a subring R of R, and the nonzero spectrum of A
satisfies the necessary conditions of the Spectral Conjecture.
Then A is SSE-R to a primitive matrix.
The Strong GSC is the strongest viable conjecture we know which reflects the idea
that the only obstruction to expressing stable algebra in a primitive matrix is the nonzero
spectrum obstruction.
In the next result, a “nontrivial unit” is a unit in the ring not equal to±1. (The assump-
tion of a nontrivial unit is probably an artifact of the proof.)
Theorem 4.11.4. [23, Theorem 3.3] Let R be a unital subring of R. Suppose that either
R = Z or R is a Dedekind domain with a nontrivial unit. Let A be a square matrix with
entries from R whose nonzero spectrum Λ satisfies the necessary conditions of the Spec-
tral Conjecture and consists of elements of R. Then A is algebraically shift equivalent5
overR to a primitive matrix.
The following corollary is immediate.
Corollary 4.11.5. Conjecture 4.11.1 is true under the additional assumption that the
spectrum of B is real.
For example, the corollary covers the case that B in Conjecture 4.11.1 is a diago-
nal matrix. (For example, if B is diagonal with a Laffey-Meehan spectrum (3+ t,3−
t,−2,−2,−2), for any t > 0). On the other hand, the following (embarassing) open prob-
lem indicates how little we know.
Problem 4.11.6. Suppose A is a 2×2 matrix over Z with irrational eigenvalues satisfying
the conditions of the Spectral Conjecture. Prove that A is SE-Z to a primitive matrix.
When the Generalized Spectral Conjectures were made, it was not known whether SE-
R implied SSE-R for every ring R. We now know that there are many rings over which
SSE properly refines SE [29], including some subrings of R. So, the weak and strong
conjectures are not a priori equivalent. Nevertheless, it can be proved, for every subring
R of R, that if any matrix in a given SE-R class is primitive, then every matrix in that
SE-R class is SSE-R to a primitive matrix [28]. So, we now know the weak and strong
conjectures are equivalent.
5“Algebraically shift equivalent over R” was the notation in [23] for what we are calling SE-R, shift
equivalence over the ring R. Also, [23, Prop.2.4] established that SE and SSE are equivalent over a Dedekind
domain, so the conclusion could have been stated for strong shift equivalence.
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4.12. Appendix 4. This subsection contains various remarks, proofs and comments ref-
erenced in earlier parts of Section 4.
Remark 4.12.1. “Abuse of notation” is a use of notation to mean something it does not
literally represent, for simplicity. For example, describing the spectrum correctly as a
multiset (set with multiplicities) seems to divert more mental energy than one uses to be
aware that an n-tuple is not literally a multiset.
Remark 4.12.2. The companion matrix characterization for Suleimanova’s Theorem is
attributed in [76] to Shmuel Friedland.
Theorem 4.12.3. (JLL Inequalities) Let A be an n× n nonnegative matrix. Then for all
k,m in N :
trace(Amk)≥
(
trace(Am)
)k
nk−1
.
This result was proved independently by Loewy and London [82], and by Johnson
[57]. The proof of this insightful result is not difficult.
(1) Note, if B is an n×n nonnegative matrix, and k∈N, then trace(Bk)≥∑ni=1
(
B(i, i)
)k.
(Because: the B(i, i)k are some of the terms contributing to trace(Bk), and the
other terms are nonnegative.)
(2) Now suppose τ = trace(B) > 0, and solve the problem: if x1, . . . ,xn are nonneg-
ative numbers with positive sum τ , what is the minimum possible for the sum
sk = ∑ni=1(xi)k ?
You can check (with Lagrange multipliers, say, or Ho¨lder’s inequality) that the mini-
mum is achieved at (x1, . . . ,xn) = (τ/n,τ/n, . . . ,τ/n). (Intuitively, there is no other can-
didate, because there is a minimum and the minimum is not achieved at (x1, . . . ,xn) =
(τ1,0, . . . ,0).) Then, for B and for B = Am,
trace(Bk)≥ sk ≥
n
∑
i=1
(τ/n)k = n(τ/n)k = τk/nk−1
trace(Bk)≥ τk/nk−1
trace(Amk) = trace((Am)k)≥ (trace(Am))k/nk−1 . 
Remark 4.12.4. There are a number of excellent works on the Perron-Frobenius theory of
nonnegative matrices. My own exposition [17] covers the heart of the theory (statements
in this chapter), but not all parts of it.
Remark 4.12.5. Briefly: why is the Perron theorem so important?
Suppose A is primitive with spectral radius λ . Let `,r be be positive left, right eigen-
vectors for λ , such that `r = (1). The Perron Theorem implies that for many purposes,
for large n, An is very well approximated by the rank one positive matrix λ nr`.
What is “very well approximated”? Let µ be the second highest eigenvalue modulus.
There is a matrix B with spectral radius µ such that A = (λ r`)+B, with (λ r`)B = 0 =
B(λ r`), so An = (λ nr`)+Bn. Entries of Bn cannot grow at an exponential rate greater
than µn; but every entry of An grows at the exponentially greater rate λ n.
Proposition 4.12.6. Suppose D is a primitive matrix over a subring R of R, and p is a
positive integer. Then there is an irreducible matrix A over R with period p such that
det(I− tA) = det(I− t pD).
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Proof. We give a proof for p = 4 (which should make the general case obvious). Define
A =
(0 D 0 0
0 0 I 0
0 0 0 I
I 0 0 0
)
. We compute a product
(I− tA)U =
(
I −tD 0 0
0 I −tI 0
0 0 I −tI
−tI 0 0 I
)(
I 0 0 0
t3I I 0 0
t2I 0 I 0
tI 0 0 I
)
=
(
I−t4D −tD 0 0
0 I −tI 0
0 0 I −tI
0 0 0 I
)
Noting detU = 1, we see det(I− tA) = det((I− tA)U)= det(I− t4D) . 
Proposition 4.12.7. Suppose A,D are square real matrices, det(I− tA) = det(I− t pD),
and the nonzero spectrum of D is Λ= (λ1, . . . ,λk).
Then the nonzero spectrum of A is Λ1/p.
Proof. Because the nonzero spectrum of D is Λ = (λ1, . . . ,λk), we have det(I− tD) =
∏ki=1(1−λit). Therefore, det(I− t pD) = ∏ki=1(1−λit p). Given λi, let µi1, . . . ,µip be a
list of its pth roots in C. Then,
(1−λit p) =
p
∏
j=1
(1−µi jt) .
Thus, det(I− tA) =∏ki=1∏pi=1(1−µi jt), and it follows that the nonzero spectrum of A is
Λ1/p. 
Remark 4.12.8. The Coefficients Condition of the Spectral Conjecture holds if the ring
R contains Q and if trace(Λn) ∈R for all positive integers n. For a self contained proof
of this, consider the companion matrix C to the the polynomial
p(x) =
k
∏
i=1
(t−λi) = tk− c1tk−1− c2tk−2− . . . .
Clearly c1 ∈R iff trace(Λ)∈R. Now suppose c1, . . . ,c j−1 are inR, and j≤ k. From this
assumption and the form of C, we have that jc j equals an element ofR plus trace(Λ j).
In particular, the Coefficients Condition is redundant ifR =R, because trace(Λn)≥ 0
implies trace(Λn) ∈ R
Remark 4.12.9. Given A over R 6= Z with a Perron value λ , Handelman finds U invert-
ible over R such that U−1AU has positive left and right eigenvectors for λ . This matrix
U−1AU must be eventually positive. He also exhibits an obstruction to this in the case
R = Z: if `,r are left, right integral eigenvectors for λ , then the minimum inner prod-
uct ` · r does not improve with similarity, and if it is smaller than the size of A then it is
impossible to find U invertible over Z such that U−1AU has the positive left, right eigen-
vectors. But, if needed, Handelman produces an SSE-Z to a larger matrix (of smallest
size possible) for which he produces the desired U .
Proposition 4.12.10. If Laffey’s formula for an upper bound on N were replaced by a
formula of the form N ≤ f (G,n), then even at n = 3 the formula could not give a correct
bound.
Proof. To show this, it suffices to exhibit a family {Λε : 0 < ε < 1/2} of 3-tuple nonzero
spectra of primitive matrices, with spectral gaps bounded away from zero, which cannot
be realized by matrices of bounded size.
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Set Λε = (1, i
√
(1− ε)/2,−i√(1− ε)/2). Each Λε satisfies the conditions of the
Spectral Conjecture for R, with spectral gap greater than 1/2. But, if Λε is the nonzero
spectrum of an N×N matrix, we have already seen from the JLL inequalities that N ≥
1/ε . 
Proposition 4.12.11. If Laffey’s formula for an upper bound on N were replaced by a
formula of the form N ≤ f (M,n), then even at n = 4 the formula could not give a correct
bound.
Proof. It suffices to find a family {Λε : 0< ε < ε0} of 4-tuple nonzero spectra of primitive
matrices, with
inf
ε
inf{trace((Λε)k) : k ∈ N} > 0 ,
such that the Λε cannot be the nonzero spectra of matrices of bounded size.
Let Λε = (1,1−ε, .9i,−.9i), with 0< ε < ε0 = .0001 (to avoid computation). Each Λε
is the nonzero spectrum of a primitive matrix over R. For Λ= (1,1, .9i,−.9i), for n ∈ N,
trace(Λ2n) = 2 and trace(Λ2n+1) = 2− 2(.9)n and therefore trace(Λn) ≥ 2− 2(.9) = .2.
With ε0 small enough, likewise infε inf{trace((Λε)k) : k ∈ N}> 0 .
Suppose for some positive integer K, for each Λε there is a nonnegative matrix Aε of
size K×K with nonzero spectrum Λε . Then by compactness, there is a subsequence of
the sequence (A1/n) which converges to a nonnegative matrix A. The spectrum is a con-
tinuous function of the matrix entries, so A has nonzero spectrum Λ= (1,1, .9i,−.9i). By
the Perron-Frobenius spectral constraints, A cannot be irreducible, and Λ is the union of
nonzero spectra of irreducible matrices, (1) and (1, .9i,−.9i). But 12+(.9i)2+(−.9i)2 =
−1.8 < 0, a contradiction. 
Remark 4.12.12. The Weak Generalized Spectral Conjecture was stated in the 1991 pub-
lication [22]. The Strong Generalized Spectral Conjecture was stated in the 1993 pub-
lication [15]. Although Handelman was not a coauthor of the latter paper, the Strong
conjecture was a conjecture by both of us.
5. A BRIEF INTRODUCTION TO ALGEBRAIC K-THEORY
Shift equivalence and strong shift equivalence are relations on sets of matrices over a
semiring. When the semiring is actually a ring, this naturally lies in the realm of linear
algebra over the ring. Algebraic K-theory offers many tools for such a setting6, so from
this viewpoint, it seems natural to suspect algebraic K-theory might be useful for studying
the relations of shift and strong shift equivalence. This suspicion is correct, and we will
present two cases where this happens:
(1) For a general ringR, the refinement of SE-R by SSE-R.
(2) Wagoner’s obstruction map detecting a difference between SE-Z+ and SSE-Z+
The first is a purely algebraic problem, motivated by applications to symbolic dynam-
ics, and to topics in algebra. The second, Wagoner’s obstruction map, is concerned with
an “order” problem, and is one of two known methods to produce counterexamples to
Williams’ Conjecture (discussed in Lecture 1).
Lectures 5 and 6 will focus on addressing the first item above. Lecture 7 will discuss
6At the beginning of the book Algebraic K-theory and Its Applications [103], the author Jonathan Rosenberg
writes “Algebraic K-theory is the branch of algebra dealing with linear algebra over a ring”.
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automorphisms of shifts of finite type, an important topic in its own right. Lecture 7 is
also used partly to prepare for Lecture 8, which addresses the second item above.
To begin, we introduce some necessary background from algebraic K-theory, relevant
for Lecture 6.
5.1. K1 of a ring R. Given a ring R, consider the group GLn(R) of invertible n× n
matrices over R. If one wishes to understand the structure of this group, a natural ques-
tion one may ask is: what is the abelianization of GLn(R)? While the answer may be
fairly complicated depending on n andR, Whitehead, in 1950 in [124], made a beautiful
observation: by stabilizing, the commutator subgroup becomes more accessible.
To describe Whitehead’s result, first let us say that by stabilizing, we mean the follow-
ing.
Definition 5.1.1. For any n, there is a group homomorphism
GLn(R) ↪→ GLn+1(R)
A 7→
(
A 0
0 1
)
and we define
GL(R) = lim−→GLn(R).
The group GL(R) is often called the stabilized general linear group (over the ringR).
An important collection of invertible matrices are the elementary matrices. A matrix
E ∈ GLn(R) is an elementary matrix if E agrees with the identity except in at most one
off-diagonal entry. The following observation may be familiar from linear algebra: if E
is an n×n elementary matrix and B is any n×n matrix then
(1) EB is obtained from B by an elementary row operation (adding a multiple of one
row of B to another row of B).
(2) BE is obtained from B by an elementary column operation (adding a multiple of
one column of B to another column of B).
We define Eln(R) to be the subgroup of GLn(R) generated by n× n elementary ma-
trices.
Like GL(R), we can also stabilize the elementary subgroups. The homomorphisms in
Definition 5.1.1 map Eln(R) to Eln+1(R), and we define
El(R) = lim−→Eln(R).
If X ∈ El(R), then X can be written as a product of elementary matrices
X =
k
∏
i=1
Ei.
It follows that, for any matrix A ∈ GL(R), XA is obtained from A by performing a se-
quence of row operations, and AX is obtained from A by performing a sequence of column
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operations.
Note that when we write AX and XA, A and X may be of different sizes. However,
the process of stabilization allows us replace A with A⊕ I or X with X⊕ I as necessary to
carry out the multiplication.
The group El(R) turns out to be the key to analyzing the abelianization of GL(R).
Theorem 5.1.2 (Whitehead). For any ringR, [GL(R),GL(R)] = El(R).
A proof of this can be found in a number of places; for example, see [123, Chapter III].
To see why the commutator [GL(R),GL(R)] is contained in El(R), one can check that
if A ∈ GLn(R), then(
A 0
0 A−1
)
=
(
1 A
0 1
)(
1 0
−A−1 1
)(
1 A
0 1
)(
0 −1
1 0
)
and that the last matrix in the above lies in El(R), so that
(
A 0
0 A−1
)
is always in El(R).
Now observe that we have(
ABA−1B−1 0
0 I
)
=
(
A 0
0 A−1
)(
B 0
0 B−1
)(
(BA)−1 0
0 BA
)
so any commutator lies in El(R).
Definition 5.1.3. For a ringR, the first algebraic K-group (ofR) is defined by
K1(R) = GL(R)ab = GL(R)/El(R).
We use [A] to refer to the class of a matrix A in K1(R).
The second equality in the above definition is precisely Whitehead’s Theorem. We
note a few things regarding K1:
(1) K1(R) is always an abelian group.
(2) As noted before, multiplying a matrix A by an elementary matrix from the left
(resp. right) corresponds to performing an elementary row (resp. column) oper-
ation on A. Thus the group K1(R) coincides with equivalence classes of (stabi-
lized) invertible matrices overR, where two matrices are equivalent if one can be
obtained from the other by a sequence of elementary row and column operations.
(3) The group operation in K1(R) is, by definition,
[A][B] = [AB]
where again the product AB is defined because we have stabilized. However, the
group operation is equivalently defined by
[A]+ [B] =
[(
A 0
0 B
)]
.
To see this, as we noted before, for any A ∈ GL(R), the matrix
(
A 0
0 A−1
)
is in
El(R). Since we have stabilized, we may assume that A and B are the same size,
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and
[AB] =
[(
A 0
0 I
)(
B 0
0 I
)][(
B−1 0
0 B
)]
=
[(
A 0
0 I
)(
B 0
0 I
)(
B−1 0
0 B
)]
=
[(
A 0
0 B
)]
.
Historically, one of Whitehead’s main motivations was to define what is now called
Whitehead torsion. If f : X → Y is a homotopy equivalence between two finite CW com-
plexes, Whitehead showed how to define a certain torsion class τ( f ) in K1(Zpi1(X)). He
showed that f is a simple homotopy equivalence (one obtained through some finite se-
quence of elementary moves) if and only if τ( f ) = 0. For more on this, see [103, Section
2.4].
What about computing K1(R)? In general this is a difficult problem, but there are
many cases where the answer is accessible, and we’ll give some examples shortly.
Before discussing these examples, suppose now that R is commutative. Then there is
a determinant homomorphism
det : K1(R)→R×
det([A]) = det(A).
The kernel of the determinant map is denoted by
SK1(R) = kerdet.
Since the determinant map is surjective and right split (by identifyingR× with GL1(R)),
we get an exact sequence of abelian groups
0→ SK1(R)−→ K1(R) det−→R×→ 0
and
K1(R)∼= SK1(R)⊕R×.
The determinant map turns out to be very useful in actually computing K1(R); often,
it is actually an isomorphism.
Here are a few examples of K1 for some rings.
(1) When R is a field, or even a Euclidean domain, the group SK1(R) is trivial, and
K1(R) ∼=R×. When R is a field, this is just the classical fact that, over a field,
any invertible matrix A can be row and column reduced to the matrix detA⊕ 1.
WhenR is a Euclidean domain, SK1(R) = 0 as well (see [123, Ex. 1.3.5]). Thus
for example
K1(Z)∼= Z/2Z= {1,−1}
where we’ve identified {1,−1} with the group of units in Z.
(2) If R is an integrally closed subring of a finite field extension E of Q, then
SK1(R) = 0 (this is a deep theorem of Bass, Milnor, and Serre; see [6, 4.3]).
(3) When G is an abelian group, the integral group ring ZG is commutative, so
SK1(ZG) is defined. There are finite abelian groups G for which SK1(ZG) 6= 0;
for example, if H =Z/4Z×Z/2Z×Z/2Z, then SK1(ZH)∼=Z/2Z [90, Example
5.1]). In general, the calculation of SK1(ZG) is very nontrivial (see [90]).
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This last example is especially important in topology (see [103, Section 4] for a brief
discussion of this), and in addition, has applications to symbolic dynamics; see [11].
5.2. NK1(R). We introduce now a certain algebraic K-group called NK1(R). This group
will play a key role for us later, when we discuss strong shift equivalence and shift equiv-
alence over a ringR.
Any homomorphism of rings f : R → S induces, for each n, a homomorphism of
groups GLn(R)→ GLn(S ) and hence a group homomorphism GL(R)→ GL(S ). The
homomorphism f then induces a group homomorphism on K1
f∗ : K1(R)→ K1(S )
In fact, the assignment R → K1(R) defines a functor from the category of rings to the
category of abelian groups. For any ring R, we may consider the ring of polynomials
R[t] overR, and there is a ring homomorphism
ev0 : R[t]→R
p(t) 7→ p(0).
This induces a homomorphism on K1
(ev0)∗ : K1(R[t])→ K1(R)
and the kernel of this map is denoted by
NK1(R) = ker
(
K1(R[t])
(ev0)∗−→ K1(R)
)
.
Thus by definition, NK1(R) is a subgroup of K1(R[t]). In particular, it is always an
abelian group.
The group NK1(R) is important in algebraic K-theory. It appears (among other places)
in the Fundamental Theorem of Algebraic K-theory, relating the K-groups of R[t] and
R[t, t−1] to the K-groups ofR (see [123, Chapter III].
Here are a few facts about NK1(R):
(1) If R is a Noetherian regular ring (see [103, Chapter 3], then NK1(R) = 0. In
particular, if R is a field, a PID, or a Dedekind domain, then NK1(R) = 0 (see
[123, III.3.8]).
(2) A theorem of Farrell [41] shows that if NK1(R) 6= 0, then it is not finitely gener-
ated as an abelian group.
Thus, to summarize the above two items: NK1(R) very often vanishes, but when it
doesn’t vanish, it’s large (as an abelian group).
There are rings R for which NK1(R) 6= 0. For an easy example, take any commuta-
tive ring R, and let S =R[s]/(s2). Then NK1(S ) 6= 0. Indeed, over the ring S [t], the
matrix (1+ st) is invertible, and hence we can consider its class [(1+ st)] ∈ K1(S [t]).
Clearly [(1+ st)] lies in NK1(S ), and the class [1+ st] is nontrivial in K1(S [t]) since
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det(1+ st) 6= 1.
Here are some more interesting examples:
(1) NK1(Q[t2, t3,z,z−1]) 6= 0 (see [108] for details on this calculation). This is a non-
trivial fact: since the ring Q[t2, t3,z,z−1] is reduced (has no nontrivial nilpotent
elements), we have NK1(R) ⊂ SK1(R[t]) (see Exercise 5.2.2 below), and often
it is not easy to determine whether SK1 vanishes7.
(2) There are finite groups G for which NK1(ZG) 6= 0; for example, for G = Z/4Z,
NK1(Z[Z/4Z]) 6= 0 (details for this particular G can be found in [121]).
See [28] for an application of the example (1) above. The example (2) above of in-
tegral group rings of finite groups is relevant for applications to symbolic dynamics (see
[11]). In general, the calculation of NK1(ZG) for G a finite group is complicated, and not
fully known (see e.g. [53], [121]).
The following is a very useful tool for studying NK1(R). The result is often referred
to as Higman’s Trick.
Theorem 5.2.1 (Higman). Let R be a ring and let A be a matrix in GL(R[t]) such that
[A] ∈ NK1(R). Then there exists a nilpotent matrix N over R such that [A] = [I− tN] in
NK1(R).
Sketch of proof. Use the fact that we are in the stabilized setting to kill off powers of t
from A using elementary operations, arriving at a matrix of the form A0 +A1t. Since
[A]∈NK1(R), [A0] = 0∈K1(R), so [A] = [I+B1t] for some B1 overR. Since the matrix
I+B1t is invertible overR[t], B1 must be nilpotent. 
A more detailed proof of Theorem 5.2.1 may be found in [123, III.3.5.1].
Exercise 5.2.2. (Ap. 5.5.1) Suppose R is a commutative ring which is reduced, i.e. R
has no nontrivial nilpotent elements. Then NK1(R)⊂ SK1(R[t]).
Exercise 5.2.3. (Ap. 5.5.2) IfR is a principal ideal domain, then NK1(R) = 0.
5.3. Nil0(R). Higman’s Trick suggests there is a connection between the group NK1(R)
and the structure of nilpotent matrices over the ringR. This is indeed the case, and we’ll
describe this relationship quite explicitly in this subsection (Ap. 5.5.6). To begin, we first
define another group coming from algebraic K-theory. This group is often called the class
group of the category of nilpotent endomorphisms overR. That’s quite a long name, and
we usually just call it “nil zero (ofR)”, since it’s denoted by Nil0(R).
Definition 5.3.1. LetR be a ring. Define Nil0(R) to be the free abelian group on the set
of generators
{[N] | N is a nilpotent matrix overR}
together with the following relations:
(1) [N1] = [N2] if N1 = P−1N2P for some P ∈ GL(R).
7To be convinced of the difficulties in determining whether SK1 vanishes, see the introduction of Oliver’s
very thorough book [90].
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(2) [N1]+ [N2] =
[(
N1 B
0 N2
)]
for any matrix B overR.
(3) [0] = 0.
Where does the group Nil0(R) come from? First let us recall some definitions. Con-
sider the category NilR whose objects are pairs (P, f ) where P is a finitely generated
projective R-module and f is a nilpotent endomorphism of P, and where a morphism
from (P, f ) to (Q,g) is given by an R-module homomorphism α : P→ Q for which the
square
P
f //
α

P
α

Q
g // Q
commutes. The category NilR has a notion of exact sequence by defining
(P1, f1)→ (P2, f2)→ (P3, f3)
to be exact if the corresponding sequence ofR-modules
P1→ P2→ P3
is exact, i.e. Image(P1→ P2) = ker(P2→ P3) (see (Ap. 5.5.7) regarding how NilR with
this notion of exact sequence fits into a more general setting). Given this, define K0(NilR)
to be the free abelian group on isomorphism classes of objects (P, f ) in NilR, together
with the relation:
[(P1, f1)]+ [(P3, f3)] = [(P2, f2)]
whenever
0→ (P1, f1)→ (P2, f2)→ (P3, f3)→ 0
is exact.
Let ProjR denote the category of finitely generated projective R-modules and consider
the standard notion of an exact sequence in ProjR. We can likewise define the group
K0(ProjR) to be the free abelian group on isomorphism classes of objects in ProjR with
the similar relations:
[P1]+ [P3] = [P2]
whenever
0→ P1→ P2→ P3→ 0
is exact in ProjR.
These relations are equivalent to the set of relations
[P1]+ [P2] = [P1⊕P2], P1,P2 in ProjR
since any exact sequence of projectiveR-modules splits. Thus K0(ProjR) is isomorphic
to the group completion of the abelian monoid of isomorphism classes of finitely gener-
ated projectiveR-modules under direct sum, which is often given as the definition of the
group K0(R).
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There is a functor NilR→ ProjR given by (P, f ) 7→ P, and this functor respects exact
sequences, so there is an induced map on the level of the K0 groups defined above
K0(NilR)→ K0(ProjR).
The kernel of this map is isomorphic to Nil0(R) (details of this isomorphism can be found
in [123, Chapter II]).
The following formalizes the connection between NK1(R) and nilpotent matrices over
R.
Theorem 5.3.2. The map
(5.3.3)
Ψ : Nil0(R)→ NK1(R)
Ψ : [N] 7→ [I− tN]
is an isomorphism of abelian groups.
Exercise 5.3.4. (Ap. 5.5.3) Show the map Ψ defined in (5.3.3) is a well-defined group
homomorphism.
Towards showing Ψ is an isomorphism, given Higman’s Theorem 5.2.1 above, one
obvious thing to try is to define an inverse map
(5.3.5)
NK1(R)→ Nil0(R)
[I− tN] 7→ [N].
This in fact works: this map turns out to be well-defined, and is an inverse to the map
Ψ. This is classically done, in algebraic K-theory, using a fair amount of machinery and
long exact sequences coming from localization results (e.g. [123, III.3.5.3]). Later we
will see there is an alternative, more elementary, proof using strong shift equivalence the-
ory.
We will make frequent use of the isomorphism (5.3.3) above in later lectures.
Exercise 5.3.6. (Ap. 5.5.5) Consider an upper triangular matrix N over R with zero
diagonal. Then I− tN lies in El(R[t]), and hence [I− tN] = 0 in NK1(R). Using the
relations defining Nil0(R), show the class of such an N must be zero in Nil0(R).
The isomorphism NK1(R) ∼= Nil0(R) is only one instance of a larger phenomenon,
which, loosely speaking, relates the K-theory of polynomial rings R[t] (in fact, certain
localizations of them) to the K-theory of endomorphisms over the ring R (Ap. 5.5.8).
The strong shift equivalence theory also fits nicely into this framework, and we’ll describe
this in a little more detail later.
5.4. K2 of a ring R. This short subsection gives a definition and a few very basic prop-
erties of the group K2 of a ring, motivated by its appearance later in Lecture 8. For a more
thorough introduction to K2, see either [86] or [123, III. Sec. 5].
Roughly speaking, K2(R) measures the existence of “extra relations” among elemen-
tary matrices overR. We’ll make this more formal below, but the idea is that elementary
matrices always satisfy a certain collection of relations which do not depend on the ring.
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The group K2(R) is a way to detect additional relations coming from the ring.
LetR be a ring. Given n≥ 1 and 1≤ i 6= j≤ n, let ei, j(r) denote the matrix which has
r in the i, j entry, and agrees with the identity matrix everywhere else. Recall the group
Eln(R) of n×n elementary matrices over R is generated by matrices ei, j(r), i 6= j. It is
straightforward to check that Eln(R) always satisfies certain relations: for any r,s ∈R,
we have
(1) ei, j(r)ei, j(s) = ei, j(r+ s).
(2) [ei, j(r),ek,l(s)] =

1 if i 6= l and j 6= k
ei,l(rs) if i 6= l and j = k
ek, j(−sr) if j 6= k and i = l.
The key here is that these relations are satisfied by Eln(R) for every ring. This perhaps
motivates defining the following group:
Definition 5.4.1. Let R be a ring and n≥ 3. The nth Steinberg group Stn(R) has gener-
ators xi, j(r), where 1≤ i 6= j ≤ n and r ∈R, and relations:
(1) xi, j(r)xi, j(s) = xi, j(r+ s).
(2) [xi, j(r),xk,l(s)] =

1 if i 6= l and j 6= k
xi,l(rs) if i 6= l and j = k
xk, j(−sr) if j 6= k and i = l.
The map
xi, j(r) 7→ ei, j(r)
defines a surjective group homomorphism
θn : Stn(R)→ Eln(R).
The relations for Stn(R) and Stn+1(R) imply there is a well-defined group homomor-
phism
Stn(R)→ Stn+1(R)
xi j(r) 7→ xi j(r)
and we define
St(R) = lim−→Stn(R)
and assemble the θn’s to get a group homomorphism
θ : St(R)→ El(R).
Finally, we define
K2(R) = kerθ .
It turns out the sequence
K2(R)→ St(R)→ El(R)
is the universal central extension of the group El(R). The group K2(R) is precisely the
center of St(R), and so is always abelian. Furthermore, the assignment R → K2(R) is
functorial; see [123, III, Sec.5] for more details on this.
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An observation we’ll make use of later is the following. An expression of the form
k
∏
i=1
Ei = 1
where Ei are elementary matrices can be used to produce an element of K2(R): lift each
Ei to some xi in St(R) and consider
x =
k
∏
i
xi ∈ St(R).
Then x ∈ K2(R), although in general this element may depend on the choice of lifts.
Example 5.4.2. LetR = Z, and consider
E = e1,2(1)e2,1(−1)e1,2(1) =
(
0 1
−1 0
)
.
One can check directly that
E4 = I
so we can consider the element of K2(Z)
x =
(
x1,2(1)x2,1(−1)x1,2(1)
)4
.
Milnor in [86, Sec. 10] proves that x is nontrivial in K2(Z), x2 = 1, and x is actually the
only nontrivial element of K2(Z). Thus we have
K2(Z)∼= Z/2Z.
It turns out (see [123, Chapter V]) that K2(Z[t])∼= K2(Z). Given m≥ 1, there is a split
surjection K2(Z[t]/(tm))→ K2(Z), and we can define the group K2(Z[t]/(tm),(t)) to be
the kernel of this split surjection. In [114], van der Kallen proved that K2(Z[t]/(t2),(t))∼=
Z/2Z, a fact which will prove to be useful later in Lecture 8. More generally, the follow-
ing was proved by Geller and Roberts.
Theorem 5.4.3 ([102, Section 7]). For any m≥ 2, the group K2(Z[t]/(tm),(t)) is isomor-
phic to
⊕m
k=2Z/kZ.
5.5. Appendix 5. This appendix contains some remarks, proofs, and solutions of exer-
cises for Lecture 5.
Exercise 5.5.1. Suppose R is a commutative ring which is reduced, i.e. R has no non-
trivial nilpotent elements. Then NK1(R)⊂ SK1(R[t]).
Proof. IfR is commutative and reduced, the only units inR[t] are degree zero. Thus for
a nilpotent matrix N overR, since I− tN is invertible, det(I− tN) must be 1, so together
with Higman’s Trick (Theorem 5.2.1), we have NK1(R)⊂ SK1(R[t]). 
Exercise 5.5.2. IfR is a principal ideal domain, then NK1(R) = 0.
Proof. By Higman’s Trick (Theorem 5.2.1), it suffices to show that if N is a nilpotent
matrix over R then [I− tN] = 0 in K1(R[t]). Given N nilpotent, by Theorem 2.4.6 from
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Lecture 2, there exists some P ∈ GL(R) such that P−1NP is upper triangular with zero
diagonal. Then
[I− tN] = [P−1(I− tN)P] = [I− t(P−1NP)].
in K1(R[t]). Since P−1NP is upper triangular with zero diagonal, I− t(P−1NP) lies in
El(R[t]), and hence [I− t(P−1NP)] = 0 in K1(R[t]). 
Exercise 5.5.3. The map
(5.5.4)
Ψ : Nil0(R)→ NK1(R[t])
Ψ : [N] 7→ [I− tN]
is a well-defined group homomorphism.
Proof. Since [I− tN1]+ [I− tN2] = [I− t(N1⊕N2)] = [(I− tN1)⊕ (I− tN2)] in K1(R[t]),
Ψ respects the group operations. To see it is well-defined it suffices to check Ψ on the
relations for Nil0(R). For the first relation of Nil0(R), if N is a nilpotent matrix over R
and P ∈ GL(R) then
[I− tN] = [P−1(I− tN)P] = [I− t(P−1NP)]
in NK1(R). For the second relation, suppose N1,N2 are nilpotent matrices and B is some
matrix overR and consider (
I− tN1 −tB
0 I− tN2
)
.
Since I− tN2 is invertible over R[t], we can consider the block matrix in El(R[t]) given
by
E =
(
I tB(I− tN2)−1
0 I
)
.
Then
E
(
I− tN1 −tB
0 I− tN2
)
=
(
I− tN1 0
0 I− tN2
)
so the second relation is preserved by Ψ. The third relation is obvious. 
Exercise 5.5.5. Consider an upper triangular matrix N over R with zero diagonal. Then
I− tN lies in El(R[t]), and hence [I− tN] = 0 in NK1(R). Using the relations defining
Nil0(R), show the class of such an N must be zero in Nil0(R).
Proof. If N is size one or two then this is immediate from relation (2) in the definition
of Nil0(R). Now if N is upper triangular of size n ≥ 2 with zero diagonal, then there is
some matrix B such that
N =
(
N1 B
0 0
)
where N1 is upper triangular of size n− 1 with zero diagonal. Now use relation (2) of
Nil0(R) and induction. 
Remark 5.5.6. For a more abstract viewpoint, the connection between NK1 and the class
group Nil0(R) of nilpotent endomorphisms over R essentially comes from the local-
ization sequence in algebraic K-theory, together with identifying the category of R[t]-
modules of projective dimension less than or equal to 1 which are t-torsion (i.e. are
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annihilated by tk for some k) with the category of pairs (P, f ) where P is a finitely gener-
ated projectiveR-module and f is a nilpotent endomorphism of P; see [123, Chapter III]
for more on this viewpoint.
Remark 5.5.7. The category NilR equipped with the notion of exact sequence as defined
here is a particular case of the more general concept, introduced by Quillen, of an exact
category, a category equipped with some notion of exact sequences which satisfy some
conditions. Such a category has enough structure to define K-groups of the category; our
definition of K0(NilR) coincides with K0 of the exact category NilR. See [123, II Sec.
7] for details regarding this viewpoint.
Remark 5.5.8. One may also define a class group for endomorphisms over a ringR. De-
fine EndR to be the category whose objects are pairs (P, f ) where P is a finitely generated
projectiveR-module and f : P→ P is an endomorphism, and a morphism (P, f )→ (Q,g)
is given by an R-module homomorphism h : P→ Q such that h f = gh. Analogous to
NilR, we call a sequence
(P1, f1)→ (P2, f2)→ (P3, f3)
in EndR exact if the associated sequence ofR-modules
P1→ P2→ P3
is exact. Then K0(EndR) is defined to be the free abelian group on isomorphism classes
of objects (P, f ) in EndR together with the relations
(5.5.9)
[(P1, f1)]+ [(P3, f3)] = [(P2, f2)]
whenever
0→ (P1, f1)→ (P2, f2)→ (P3, f3)→ 0
is exact in EndR.
There is a forgetful functor EndR → ProjR given by (P, f ) 7→ P and an induced group
homomorphism on the level of K0
(5.5.10)
K0(EndR)→ K0(ProjR)
[(P, f )] 7→ [P].
Now define End0(R) to be the kernel of this homomorphism. The group End0(R) has a
presentation analogous to the one given in Definition 5.3.1: End0(R) is the free abelian
group on the set of generators
{[A] | A is a square matrix overR}
together with the relations
(1) [A1] = [A2] if A1 = P−1A2P for some P ∈ GL(R).
(2) [A1]+ [A2] =
[(
A1 B
0 A2
)]
for any matrix B overR.
(3) [0] = 0.
There is an equivalence relation on square matrices overR defined by A∼end B if [A] = [B]
in End0(R). A natural question is how this relation compares to the relations of strong
shift equivalence and shift equivalence over R. In fact, this is settled in the commutative
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case by the following theorem of Almkvist (which was also proved, and greatly gener-
alized, by Grayson in [48]). In the theorem, for R commutative we let R˜ denote the
multiplicative subgroup of 1+ tR[[t]] given by
R˜ =
{
p(t)
q(t)
| p(t),q(t) ∈R[t] and p(0) = q(0) = 1
}
.
Theorem 5.5.11 ([1, 2]). LetR be a commutative ring. The map
(5.5.12)
End0(R)→ R˜
[A] 7→ det(I− tA)
is an isomorphism.
There is an extension of Theorem 5.5.11 to general (i.e. not necessarily commutative)
rings due to Sheiham [111], but we do not have room to state it here.
As a consequence of the theorem, if R is an integral domain then the relation ∼end is
coarser than shift equivalence overR. For example, whenR =Z and A over Z+ presents
a shift of finite type (XA,σA), knowing the class [A] in End0(Z) is the same as knowing the
zeta function ζσA(t). Also (see Section 2.3), det(I− tA) is an invariant of SSE-R for any
commutative ringR, but there are comutative rings for which the trace is not an invariant
of shift equivalence, and for such a ringR, SE-R does not refine ∼end .
For a symbolic system presented by a matrix A over a noncommutative ring (for ex-
ample, the integral group ring ZG where G is nonabelian), Theorem 5.5.11 suggests the
class [A] in End0(R) can serve as an analogue of the zeta function of the symbolic system
presented by A.
6. THE ALGEBRAIC K-THEORETIC CHARACTERIZATION OF THE REFINEMENT OF
STRONG SHIFT EQUIVALENCE OVER A RING BY SHIFT EQUIVALENCE
Let R be a semiring. Recall that square matrices A,B are elementary strong shift
equivalent over R (ESSE-R for short, denoted A∼esse-RB) if there exists matrices R,S over
R such that
A = RS, B = SR.
Recall also from Lecture 2 the following two equivalence relations defined on the
collection of square matrices overR:
(1) Square matrices A and B are strong shift equivalent over R (SSE-R for short,
denoted A∼sse-RB) if there exists a chain of elementary strong shift equivalences
overR from A to B:
A = A0∼esse-RA1∼esse-R· · ·∼esse-RAn−1∼esse-RAn = B.
(2) Square matrices A and B are shift equivalent over R (SE-R for short, denoted
A∼se-RB) if there exists matrices R,S overR and a number l ∈ N such that
Al = RS, Bl = SR
AR = RB, BS = SA.
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For an n×n square matrix A over R there is an R-module endomorphism Rn→Rn
given by x 7→ xA and we can form the direct limitR-module
GA = lim−→{R
n,x 7→ xA}.
This was introduced in the case R = Z in Section 2.6 of Lecture 2. The R-module GA
becomes an R[t, t−1]-module by defining x · t−1 = xA. The following result was given in
Proposition 2.6.7 of Lecture 2 in the case R = Z; the proof there (which is given in (Ap.
2.10.14)) carries over to here.
Proposition 6.0.1. For square matrices A,B overR, we have
A∼se-RB
if and only if
GA and GB are isomorphic asR[t, t−1]−modules.
This proposition shows that shift equivalence over a ring R has a nice classical alge-
braic interpretation.
6.1. Comparing shift equivalence and strong shift equivalence over a ring. Recall
that for any semiringR and square matrices A,B overR,
A∼sse-RB =⇒ A∼se-RB.
Lectures 1 and 2 discussed various aspects of both shift equivalence and strong shift
equivalence, especially in the central case of R = Z+ and Z. Recall Conjecture 1.10.1
from Lecture 1:
Conjecture 6.1.1 (Williams’ Shift Equivalence Conjecture, 1974). If A and B are square
matrices over Z+ which are shift equivalent over Z+, then A and B are strong shift equiv-
alent over Z+.
There are counterexamples to Williams’ Conjecture; we’ll discuss some of this in Lec-
ture 8. We can generalize the conjecture in the obvious way to arbitrary semirings, and
rephrase as a more general problem:
Problem 6.1.2 (General Williams Problem). SupposeR is a semiring, and A,B are square
matrices over R. If A and B are shift equivalent over R+, must A and B be strong shift
equivalent overR+?
Williams’ original Shift Equivalence Conjecture concerns the case R = Z+, and is
most immediately linked to shifts of finite type, through its relation to topological con-
jugacy (as discussed in Lecture 1). It turns out, even in the case R = Z+ the answer to
Williams Problem is ‘not always’. We will talk more about this in Lecture 4, but for now
let us consider the following picture, which outlines how the General Williams’ Problem
can be approached:
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Looking at the picture above, Williams’ Problem concerns the top arrow. The picture
describes how the problem can be broken down into a few parts: an ‘algebra’ part ( 2 in
the picture), and two ‘order’ parts ( 1 and 3 in the picture). In key cases, the answer to
1 is yes for a fundamental subclass of matrices over R+. Recall, for R ⊂ R, a matrix
A is primitive if there exists k such that Ak has all positive entries. Then as shown in
Proposition 2.10.7 in Lecture 2, we have:
Theorem 6.1.3. Suppose R ⊂ R and R+ =R ∩R+. If A and B are primitive matrices
overR, then A and B are SE-R if and only if they are shift equivalent overR+.
This result says that, when the ring is a subring of R, we can reduce the question of
SE-R+ of primitive matrices to the purely algebraic question of SE-R.
Part 2 is the main topic of this and the next lecture. Part 3 , in the case of R = Z+,
we will discuss in Lecture 4, and contains the remaining core of Williams’ Problem.
6.2. The algebraic shift equivalence problem. We consider now 2 , which we can
restate as:
Problem 6.2.1 (Algebraic Shift Equivalence Problem, [119]). Let R be a ring and A,B
be square matrices overR. If A and B are shift equivalent overR, must A and B be strong
shift equivalent overR?
Williams gave an argument in [125, Lemma 4.6] (which needed an additional step,
later given in [127]) showing that, when R = Z, the answer to Problem 6.2.1 is yes. Ef-
fros also gave a similar argument, in an unpublished work, in the caseR = Z , and it was
observed in [23] that both arguments work in the case R is a principal ideal domain. It
was then shown by Boyle and Handelman [23] that the answer to Problem 6.2.1 is also
yes when R is a Dedekind domain. The Boyle-Handelman paper [23] was published in
1993, and after that point no further progress was made; in fact, it was still not known
whether the answer to Problem 6.2.1 might be yes for every ring. Now, from recent work
[29], we know the answer to Problem 6.2.1 is not always yes, and we have a pretty sat-
isfactory characterization (Corollary 6.4.2) of the rings R for which the relations SE-R
and SSE-R are the same. It turns out to depend on some K-theoretic properties of the ring
R in question, and we’ll spend the remainder of the lecture discussing how this works.
In short, the answer to Problem 6.2.1 turns out to depend on the group NK1(R). Be-
fore getting into the precise statements, recall from Proposition 2.2.1 in Lecture 2 that
SSE-R is the relation generated by similarity and extensions by zero. Since the direct
limit module associated to a nilpotent matrix is clearly trivial, it is reasonable to suspect
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that determining the strong shift equivalence classes of nilpotent matrices is connected to
determining which nilpotent matrices over the ring can be obtained from the zero matrix
(up to similarity) by extensions by zero. In fact this is the case, and the question of which
nilpotent matrices over the ring can be obtained from the zero matrix (up to similarity) by
extensions by zero turns out to be governed by Nil0(R).
Fix now a ring R. For a matrix A over R, we let [A]sse, [A]se denote the strong shift
equivalence (respectively shift equivalence) class of A over R (we suppress the R in the
notation, as it is cumbersome). We define the following sets
SSE(R) = {[A]sse | A is a square matrix overR}
SE(R) = {[A]se | A is a square matrix overR}.
Since matrices which are strong shift equivalent over R must be shift equivalent over
R, there is a well-defined map of sets
(6.2.2)
pi : SSE(R)→ SE(R)
pi : [A]sse 7→ [A]se.
Problem 6.2.1 is equivalent to determining whether pi is injective. We’ll discuss when
this happens, and in fact, we will do much more: we will describe the fiber over a class
[A]se in terms of some K-theoretic data involving NK1(R).
6.3. Strong shift equivalence and elementary equivalence. From here on, we identify
a square matrix M overR[t] with its class in the stabilization of matrices given by
Mn(R[t]) ↪→Mn+1(R[t])
M 7→
(
M 0
0 1
)
.
Definition 6.3.1. LetR be a ring. We say matrices M,N overR[t] are elementary equiv-
alent overR[t], denoted M∼El-R[t]N, if there exist E,F ∈ El(R[t]) such that
EMF = N.
Note that, as when we first met the definition of K1 of a ring, matrices M,N over R[t]
are elementary equivalent over R[t] if and only if they (after stabilizing!) can be trans-
formed into each other through a sequence of elementary row and column operations.
Remark 6.3.2. Given square matrices M,N overR[t], it may be tempting to ask why we
don’t just define M∼El-R[t]N if and only if [M] = [N] in K1(R[t]), but this doesn’t make sense:
since M,N may not be invertible overR[t], we can’t consider their class in K1(R[t]).
The following is one of the key results for studying strong shift equivalence over a ring
R.
Theorem 6.3.3 ([29, Theorem 7.2]). LetR be a ring. For any square matrices A,B over
R, we have
A∼sse-RB if and only if I− tA∼El-R[t]I− tB.
74 M. BOYLE AND S. SCHMIEDING
To see how this fits into the endomorphism ↔ polynomial philosophy, consider a
finitely generated free R-module P and an endomorphism f : P→ P (one may allow
more generally P to be finitely generated projective; see (Ap. 6.6.1)). The endomor-
phism f gives P the structure of an R[t]-module with t acting by f , and the similarity
class of f (overR) corresponds to the isomorphism class of the R[t]-module. The direct
limit R[t, t−1]-module M f = lim−→{P,v 7→ f (v)} is isomorphic as an R[t, t
−1]-module to
P⊗R[t]R[t, t−1], and it follows that passing from the similarity class of f to the shift
equivalence class of f is, in the polynomial world, the same as ‘localizing at t’ (note that,
besides here, our convention for the direct limit modules is that t−1 acts by f ). On the en-
domorphism side, the strong shift equivalence relation lies between the similarity relation
and the shift equivalence relation, and Theorem 6.3.3 tells us the meaning of the strong
shift equivalence relation in the polynomial world.
We can summarize the above in the following chart (Ap. 6.6.2), where A f denotes a
matrix overR representing f : P→ P in a chosen basis for P as a freeR-module:
Endomorphisms overR R[t]-endomorphism relation R[t]-module relation
Similarity class of A f Gl-R[t]-conjugacy class Isomorphism class of
of t−A f theR[t]-module P
SSE-R class of A f El-R[t]-equivalence class ??
of 1− tA f
SE-R class of A f Gl-R[t]-equivalence class Isomorphism class of
of 1− tA f theR[t, t−1]-module
P⊗R[t, t−1]
In the chart, GL−R[t]-equivalence of (stabilized) matrices C and D means there exists
U,V ∈ GL(R[t]) such that UCV = D. The ?? entry indicates that we do not have a good
intrinsic interpretation of SSE-R at theR[t]-module level.
Theorem 6.3.3 determines the algebraic relation in the polynomial world correspond-
ing to SSE-R. It also gives another idea of how strong shift equivalence arises alge-
braically in a natural way. Recall for A and B invertible overR[t] we have
[A] = [B] in K1(R[t]) if and only if A∼El-R[t]B.
In light of Theorem 6.3.3, if one tries to naively extend the K-theory ofR[t] to not neces-
sarily invertible matrices overR[t], then strong shift equivalence naturally appears.
See (Ap. 6.6.3) for a discussion of how det(1− t f ) fits into the above table in the case
R is commutative.
As a nice corollary of Theorems 6.3.3 and 5.3.2, we have the following:
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Corollary 6.3.4. LetR be a ring, and let N be a nilpotent matrix overR. Then
0 = [N] in Nil0(R) if and only if [N]sse = [0]sse.
In other words, a nilpotent matrix is strong shift equivalent over R to the zero matrix
if and only if its class in Nil0(R) is trivial. One can use this together with Theorem 6.3.3
to show that the map defined in (5.3.5) is injective.
6.4. The refinement of shift equivalence over a ring by strong shift equivalence. The-
orem 6.3.3 gives us a key tool to understand the refinement of shift equivalence by strong
shift equivalence overR, obtaining a description of the fibers of the map pi above. We do
this as follows.
In light of Corollary 6.3.4 above, there is a well-defined actionN of the group Nil0(R)
on the set SSE(R) by
N([N]) : [A]sse 7→
[(
A 0
0 N
)]
sse
, [N] ∈ Nil0(R), [A] ∈ SSE(R).
The following gives a description of the fibers of the map
pi : SSE(R)→ SE(R)
defined in (6.2.2).
Theorem 6.4.1 ([29, Theorem 6.6]). Let R be a ring, and let A be a square matrix over
R. There is a bijection
pi−1([A]se)
∼=−→N-orbit of [A]sse.
In other words, there is a bijection between the set of strong shift equivalence classes
of matrices which are shift equivalent to A, and the orbit of [A]sse under the action of
Nil0(R).
As a corollary, we get the following.
Corollary 6.4.2. LetR be a ring. Then NK1(R) = 0 if and only if, for all square matrices
A,B overR,
A∼se-RB if and only if A∼sse-RB.
Proof. First suppose NK1(R) = 0. By Theorem 5.3.2, this implies Nil0(R) = 0, so the
action N is trivial. Thus if A is any square matrix over R, by Theorem 6.4.1, the fiber
pi−1([A]se) is also trivial. It follows that if B is any square matrix over R, then A∼se-RB⇔
A∼sse-RB as desired.
Now suppose matrices which are SE-R must be SSE-R. Given N nilpotent over R,
N is clearly shift equivalent over R to the zero matrix, and hence by assumption, strong
shift equivalent over R to the zero matrix. By Corollary 6.3.4, this implies [N] = 0 in
Nil0(R). Since N was a general nilpotent matrix, it follows that Nil0(R) = 0. 
So what is the behavior of the action N? In general, its orbit structure is far from
trivial. Given A overR, define the N-stabilizer of [A]sse to be
StN(A) = {[N] ∈ Nil0(R) | [A⊕N]sse = [A]sse}.
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Note the N-stabilizer depends only on the SSE-R class of a matrix A, but to avoid cum-
bersome notation, we write simply StN(A) instead of StN([A]sse).
The notation used here differs from what is used in [29]; see (Ap. 6.6.4).
There is a bijection between the N-orbit of [A]sse and the quotient Nil0(R)/StN(A)
given by mapping a coset of [N] in Nil0(R)/StN(A) to [A⊕N]sse.
For a commutative ringR, we define
SNil0(R) = {[N] ∈ Nil0(R) | det(I− tN) = 1}.
It is straightforward to check that SNil0(R) is a subgroup of Nil0(R), and that SNil0(R)
is precisely the pullback via the isomorphism (5.3.5) of the subgroup NK1(R)∩SK1(R[t])
in NK1(R).
Theorem 6.4.3 ([29, Theorems 4.7, 5.1]). For any ringR, both of the following hold:
(1) If A is nilpotent or invertible overR, then StN(A) is trivial.
(2) IfR is commutative, then⋃
[A]sse∈SSE(R)
StN(A) = SNil0(R).
Exercise 6.4.4. (Ap. 6.6.6) IfR is commutative and reduced (has no nontrivial nilpotent
elements), then the groups SNil0(R) and Nil0(R) coincide.
The nilpotent case of (1) is straightforward, and is Exercise 6.4.5 below. Both (2)
and the invertible case of (1) are nontrivial to prove. Part (1) uses localization and K-
theoretic techniques for localization; in the non-commutative case, this requires some
deep K-theoretic results of Neeman and Ranicki about non-commutative localization of
rings. Part (2) uses work of Nenashev on presentations for K1 of exact categories. We
will not go into more detail about the structure of these proofs, but instead refer the reader
to [29].
Exercise 6.4.5. (Ap. 6.6.7) If A is a nilpotent matrix overR then StN(A) vanishes.
There are rings for which SNil0(R) does not vanish. For example, the ringQ[t2, t3,z,z−1]
is commutative and reduced, and has nontrivial NK1 (see Example (1) in 5.2).
By part (2) of the above theorem, it follows that the N-stabilizers can be nontrivial,
and can change depending on the matrix. There is a conjectured analogous version of part
(2) in the non-commutative case, which is more technical to state (see [29, Conjecture
5.20]). In general, we do not have a complete understanding of the groups StN(A), and
the following problem was posed in [29, Problem 5.21]:
Problem 6.4.6. Given a square matrix A over R, give a satisfactory description of the
elementary stabilizer StN(A). In particular, determine when StN(A) is trivial.
6.5. The SE and SSE relations in the context of endomorphisms. Using the results
above, we can now give another view on what the relations SE-R and SSE-R mean in
the context of endomorphisms, and how they fit in with the similarity relation over a ring.
Given square matrices A,B overR, we say
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(1) B is a zero extension of A if there exists some matrix C over R such that B =(
A C
0 0
)
or B =
(
A 0
C 0
)
.
(2) B is a nilpotent extension of A if there exists some matrix C over R and some
nilpotent matrix N overR such that B =
(
A C
0 N
)
or B =
(
A 0
C N
)
.
Zero and nilpotent extensions fit nicely into the context of the category NilR; see (Ap.
6.6.8).
Theorem 6.5.1. LetR be a ring.
(1) SSE-R is the equivalence relation on square matrices overR generated by:
(a) Similarity
(b) Zero extensions
(2) SE-R is the equivalence relation on square matrices overR generated by:
(a) Similarity
(b) Nilpotent extensions
Proof. Part (1) is Proposition 2.2.1 from Lecture 2.
For part (2), one direction is easy. If A and B are similar, they are certainly SE-R. To
see why A is shift equivalent to
(
A B
0 N
)
for any B and N nilpotent, note there exists l
such that (
A B
0 N
)l
=
(
Al C
0 0
)
for some C. Then
(
A B
0 N
)
and A are shift equivalent with lag l using
R =
(
I
0
)
, S =
(
Al C
)
.
For the other direction, suppose A and B are SE-R. Then the classes [A]sse, [B]sse lie in
the same fiber of the map pi , so by Theorem 6.4.1 above, there exists a nilpotent matrix N
over R such that A⊕N is SSE-R to B. Then A⊕N and B are connected by a chain of
similarities and extensions by zero. Since A and A⊕N are related by an extension by a
nilpotent, the result follows.
The proof that A is shift equivalent over R to
(
A 0
B N
)
for any B and nilpotent N is
analogous. 
6.6. Appendix 6. This appendix contains some remarks and solutions for exercises for
Lecture 6.
Remark 6.6.1. For a ring R, shift equivalence and strong shift equivalence may be de-
fined in the context of finitely generated projective R-modules as follows. If f : P→
P,g : Q→ Q are endomorphisms of finitely generated projectiveR-modules, then:
(1) f and g are strong shift equivalent (over ProjR) if there exists module homomor-
phisms r : P→ Q,s : Q→ P such that f = sr,g = rs.
(2) f and g are shift equivalent (over ProjR) if there exists module homomorphisms
r : P→ Q,s : Q→ P and l ≥ 1 such that f l = sr,gl = rs.
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Suppose now f : P → P is an endomorphism of a finitely generated projective R-
module. There exists a finitely generated projective R-module Q such that P⊕Q is free,
and f is strong shift equivalent over ProjR to f ⊕0: P⊕Q→ P⊕Q using r : P→ P⊕Q
given by r(x) = (x,0) and s : P⊕Q→ P given by s(x,y) = f (x). It follows that, when
considering strong shift equivalence and shift equivalence over ProjR, we may without
loss of generality work with free modules.
Remark 6.6.2. For an example of the relationship between endomorphisms ofR-modules
and certain classes of modules over the polynomial ring R[t] worked out more formally,
see Theorem 2 in [48] and the discussion on page 441 there.
Remark 6.6.3. Given a commutative ring R and an endomorphism f : P→ of a finitely
generated projective R-module where R is commutative, one may add the polynomial
det(I− t f ) as an additional entry to the chart. The data det(I− t f ) corresponds to, on the
endomorphism side, the class of [ f ] in the endomorphism class group End0(R) (see (Ap.
5.5.8)).
Remark 6.6.4. The presentation here of the elementary stabilizers differs from the one
given in [29]. Roughly speaking, here we use Nil0(R) and the endomorphism side,
whereas in [29] the notation and definitions are in terms of NK1(R) and the polyno-
mial matrix side. More precisely, in [29] the elementary stabilizer of a polynomial matrix
I− tA is defined to be
E(A,R) = {U ∈ GL(R[t]) |UOrbEl(R[t])(I− tA)⊂ OrbEl(R[t])(I− tA)}
where OrbEl(R[t])(I − tA) denotes the set of matrices over R[t] which are elementary
equivalent overR[t] to I−tA. There it is observed that E(A,R) is a subgroup of NK1(R).
Given A overR, the map
(6.6.5)
E(A,R)→ StN(A)
[I− tN] 7→ [N]
defines a group isomorphism between E(A,R) and StN(A).
Exercise 6.6.6. If R is commutative and reduced (has no nontrivial nilpotent elements),
then the groups SNil0(R) and Nil0(R) coincide.
Proof. This is essentially Exercise 5.5.1, just in the nilpotent endomorphism setting: ifR
is commutative and reduced, then det(I− tN) = 1 for any nilpotent matrix N overR. 
Exercise 6.6.7. If A is a nilpotent matrix overR then StN(A) vanishes.
Proof. If A is a nilpotent matrix overR and [N] ∈ StN(A), then [A⊕N]sse = [A]sse. Since
both A and N are nilpotent, A⊕N is nilpotent, and by Theorem 6.3.3 this implies [A⊕N] =
[A] in the group Nil0(R). Thus [N] = 0 in Nil0(R). 
Remark 6.6.8. The notion of zero and nilpotent extension can also be defined in terms
of endomorphisms. Recall from (Ap. 5.5.8) the category EndR whose objects are pairs
(P, f ) where f : P→ P is an endomorphism of a finitely generated projective R-module
and a morphism from (P, f ) to (Q,g) is anR-module endomorphism h : P→Q such that
h f = gh. Given (P, f ),(Q,g) in EndR, we say
(1) (Q,g) is a zero extension of (P, f ) if there exists some R-module P1 such that
Q = P⊕P1 and either of the following happen:
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(a) There exists anR-module homomorphism h : P1→P such that g=
(
f h
0 0
)
(b) There exists anR-module homomorphism h : P→P1 such that g=
(
f 0
h 0
)
.
(2) (Q,g) is a nilpotent extension of (P, f ) if there exists some R-module P1 such
that Q = P⊕P1 and either of the following happen:
(a) There exists anR-module homomorphism h : P1→ P and a nilpotent endo-
morphism j : P1→ P1 such that g =
(
f h
0 j
)
(b) There exists anR-module homomorphism h : P→ P1 and a nilpotent endo-
morphism j : P1→ P1 such that g =
(
f 0
h j
)
.
Recall in EndR we say a sequence (P1, f1)→ (P2, f2)→ (P3, f3) is exact if the corre-
sponding sequence of R-modules P1→ P2→ P3 is exact. Zero extensions and nilpotent
extensions have a nice interpretation in terms of certain exact sequences in the endomor-
phism category. Note that in EndR the pair (P,0) means the zero endomorphism of the
R-module P, and (0,0) means the zero endomorphism of the zero R-module. Since
(0,0) serves as a zero object in EndR, we can consider short exact sequences in EndR,
by which we mean an exact sequence of the form
(0,0)→ (P1, f1)→ (P2, f2)→ (P3, f3)→ (0,0).
Given this, the following shows that zero extensions and nilpotent extensions are given
(up to isomorphism) by certain short exact sequences in EndR.
Proposition 6.6.9. LetR be a ring, and suppose
(0,0)→ (P1, f1) α1−→ (P2, f2) α2−→ (P3, f3)→ (0,0)
is a short exact sequence in EndR.
(1) If f1 = 0 then (P2, f2) is isomorphic to a zero extension of (P3, f3).
(2) If f3 = 0, then (P2, f2) is isomorphic to a zero extension of (P1, f1).
(3) If f1 is nilpotent, then (P2, f2) is isomorphic to a nilpotent extension of (P3, f3).
(4) If f3 is nilpotent, then (P2, f2) is isomorphic to a nilpotent extension of (P1, f1).
Proof. We will prove 4; the other are analogous. Since the sequence is exact there is a
splitting map α ′1 : P2 → P1 such that α ′1α1 = id on P1, and an R-module isomorphism
β : P2→ P1⊕P3 given by β (x) = (α ′1(x),α2(x)) so that the following diagram commutes
0 // P1
α1 //
id

P2
β

α2 // P3 //
id

0
0 // P1
i // P1⊕P3 q // P3 // 0
where i : P1 → P1⊕P3 by i(x) = (x,0) and q : P1⊕P3 → P3 by q(x,y) = y. Define g =
β f2β−1, so g : P1⊕P3→ P1⊕P3. We may write g =
(
g1 g2
g′2 g3
)
where (P1,g1),(P3,g3)
are in EndR, and g2 : P3→ P1,g′2 : P1→ P3. For any x ∈ P1 we have
g(x,0) = β f2β−1(x,0) = β f2α1(x) = βα1 f1(x) = ( f1(x),0)
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so g′2(x) = 0 and g1(x) = f1(2). Since x was arbitrary, it follows that g
′
2 = 0 and g1 = f1.
Likewise, one can check that g3 = f3. Altogether f2 is isomorphic to g =
(
f1 g2
0 f3
)
, and
since f3 is nilpotent, this is a nilpotent extension of (P1, f1). 
7. AUTOMORPHISMS OF SFTS
We turn now to discussing automorphisms of shifts of finite type. In general, an au-
tomorphism of a dynamical system is simply a self-conjugacy of the given system. The
collection of all automorphisms of a given system forms a group, the size of which can
vary greatly depending on the system in question. It turns out that a nontrivial mixing
shift of finite type possesses a very rich group of automorphisms.
It’s maybe unsurprising that, even in the context of the classification problem for shifts
of finite type (Problem 1.7.1 in Lecture 1), the study of automorphisms plays an important
role. Partly, this role is indirect: various tools and ideas which were originally introduced
to study automorphism groups of shifts of finite type (e.g. sign-gyration, introduced later
in this lecture) in fact turned out to be important tools for the conjugacy problem. For
example, the dimension representation plays a role in constructing counterexamples to
Williams’ conjecture in the reducible case (see [64]). Some of this we will discuss in
Lecture 8.
The goal of this lecture is only to give a brief tour through some of main ideas in the
study of automorphism groups for shifts of finite type. At the end of the lecture we men-
tion some newer developments, as well as a small collection of problems and conjectures
that have guided some of the direction for studying the automorphism groups.
We will continue to use the following notation. For a matrix A over Z+, we let (XA,σA)
denote the edge shift of finite type (as defined in Section 1.3 of Lecture 1) corresponding
to the graph associated to A (i.e. the graph ΓA as defined in Lecture 1). Since any shift of
finite type is topologically conjugate to an edge shift (XA,σA) for some Z+-matrix A (see
e.g. [81, Theorem 2.3.2]), and automorphism groups of topologically conjugate systems
are isomorphic, we will only consider edge shifts (XA,σA). The fundamental case is when
A is primitive with the topological entropy of the shift satisfying htop(σA) > 0; with this
in mind we make the following standing assumption.
Standing Assumption: Throughout this lecture, unless otherwise noted, when con-
sidering an SFT (XA,σA) we assume A is primitive with λA > 1, where λA denotes the
Perron-Frobenius eigenvalue of A.
Since htop(σA) = logλA, where htop(σA) is the topological entropy of the shift σA, the
assumption on λA is equivalent to the system (XA,σA) having positive entropy.
Now let us say more precisely what we mean by an automorphism. We begin with
a general definition, and specialize to shifts of finite type later. Recall by a topological
dynamical system (X , f ) we mean a self-homeomorphism f of a compact metric space X .
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Definition 7.0.1. Let (X , f ) be a topological dynamical system. An automorphism of
(X , f ) is a homeomorphism α : X → X such that α f = fα . The collection of automor-
phisms of (X , f ) forms a group under composition, which we call the group of automor-
phisms of (X , f ), and we denote this group by Aut( f ).
In other words, an automorphism of (X , f ) is simply a self-conjugacy of the system
(X , f ), and the automorphism group is the group of all self-conjugacies of (X , f ).
It is straightforward to check that if two systems (X , f ) and (Y,g) are topologically
conjugate then their automorphism groups Aut( f ) and Aut(g) are isomorphic.
Example 7.0.2. Let X be a Cantor set and f : X→ X be the identity map, i.e. f (x) = x for
all x ∈ X . Then Aut( f ) = Homeo(X) is the group of all homeomorphisms of the Cantor
set.
Recall from Section 1.2 a subshift is a system (X ,σ) which is a subsystem of some
full shift (A Z,σ).
Example 7.0.3. For a subshift (X ,σ), the shift σ is itself is always an automorphism of
(X ,σ), i.e. σ ∈ Aut(σ). Whenever (X ,σ) has an aperiodic point, σ is clearly infinite
order in the group Aut(σ).
Example 7.0.4. Let (X3,σ3) denote the full shift on the symbol set {0,1,2} and define
an automorphism α ∈ Aut(σ3) using the block code
α0 : x 7→ x+1 mod 3, x ∈ {0,1,2}.
Thus for example, α acts like the following:
. . .01020102011
•
0202220102110 . . .
↓ α
. . .12101210122
•
1010001210221 . . .
This automorphism is order 3, i.e. α3 = id.
As we’ll see later, automorphism groups of shifts of finite type contain a large supply
of nontrivial automorphisms. Here is an interesting example of a subshift whose only
automorphisms are powers of the shift.
Example 7.0.5. Let α be an irrational, and consider the rotation map Rα : [0,1)→ [0,1)
given by Rα(x) = x+α mod 1. Consider the indicator map Iα : [0,1)→ {0,1} given by
Iα(z) = 0 if z ∈ [0,1−α) and Iα(z) = 1 if z ∈ [1−α,1). Now we can define a subshift
(Xα ,σXα ) of the full shift on two symbols ({0,1}Z,σ) to be the orbit closure of locations
of orbits of points under the map Rα , i.e. we let
Xα = {Iα(Rkα(z)) | k ∈ Z,z ∈ [0,1)}.
The subshift (Xα ,σXα ) is known as a Sturmian subshift, and it is a folklore result (see [91]
or [36] for a proof) that Aut(σXα ) = 〈σXα 〉, so as a group Aut(σXα ) is isomorphic to Z.
The subshift in the last example has zero topological entropy, and the structure of its
automorphism group is very easy to understand (as a group it’s just Z). In many cases,
the automorphism groups of subshifts with such “low-complexity” dynamics (of which
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Example 7.0.5 is an example) have more constrained automorphism groups, in contrast to
the automorphism groups of shifts of finite type (see (Ap. 7.11.1) for a brief discussion
of this, and for what we mean here by low-complexity).
By the Curtis-Hedlund-Lyndon Theorem (Theorem 1.4.3), any automorphism of a sub-
shift (X ,σ) is induced by a block code. This leads immediately to the following observa-
tion:
Proposition 7.0.6. If (X ,σ) is a subshift, then Aut(σ) is a countable group.
Thus for a shift of finite type (XA,σA), Aut(σA) is always a countable group. Under our
assumptions that (XA,σA) is mixing with positive entropy, Aut(σA) is also always infinite.
It turns out that Aut(σA) possesses a rich algebraic structure. Example 7.0.4 above was
induced by a block code of range 0, but for arbitrarily large R∈N there are automorphisms
which can only be induced by block codes of range R or greater (indeed, given an SFT
(XA,σA) and a non-negative number R, there are only finitely many automorphisms in
Aut(σA) having range ≤ R). To give an indication that Aut(σA) is quite large, consider
the following results regarding different types of subgroups that can arise in Aut(σA).
Theorem 7.0.7. Let (XA,σA) be a shift of finite type where A is a primitive matrix with
λA > 1.
(1) (Boyle-Lind-Rudolph in [26]) The group Aut(σA) contains isomorphic copies of
each of the following groups:
(a) Any finite group.
(b)
∞⊕
i=1
Z.
(c) The free group on two generators F2.
(2) (Kim-Roush in [60]) For any n≥ 2, let (Xn,σn) denote the full shift on n symbols.
Then Aut(σn) is isomorphic to a subgroup of Aut(σA).
(3) (Kim-Roush in [60]) Any countable, locally finite, residually finite group embeds
into Aut(σA).
In particular, by part (1), Aut(σA) is never amenable. By part (2), for full shifts, the
isomorphism types of groups that can appear as subgroups of Aut(σn) is independent of n.
Recall a group G is residually finite if the intersection of all its subgroups of finite
index is trivial. A finitely presented group G is said to have solvable word problem if
there is an algorithm to determine whether a word made from generators is the identity in
the group.
Exercise 7.0.8. (Ap. 7.11.2) If (X ,σ) is a subshift whose periodic points are dense in X ,
then Aut(σ) is residually finite.
Proposition 7.0.9. Let (XA,σA) be a shift of finite type where A is a primitive matrix with
λA > 1. Then both of the following hold:
(1) The group Aut(σA) is residually finite.
(2) The group Aut(σA) contains no finitely generated group with unsolvable word
problem.
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Proof. Such an SFT has a dense set of periodic points (see [81, Sec. 6.1]), so (1) follows
from Exercise 7.0.8. For (2), see [26, Prop. 2.8]. 
Since a subgroup of a residually finite group must be residually finite, both parts of the
previous proposition give some necessary conditions for a group to embed as a subgroup
of Aut(σA). For example, it follows that the additive group of rationals Q cannot embed
into Aut(σA), since Q under addition is not residually finite (however, the additive group
Q can embed into the automorphism group of a certain minimal subshift - see [26, Exam-
ple 3.9]). Still, we do not have a good understanding of what types of countable groups
can be isomorphic to a subgroup of Aut(σA).
An important tool for constructing automorphisms in Aut(σA) is the use of “markers”.
We’ll forego describing marker methods here, instead referring the reader to [26, Sec.
2]; but we note that, for example, all three parts of Theorem 7.0.7 make use of markers.
We’ll see another perspective on marker automorphisms when discussing simple auto-
morphisms below.
7.1. Simple Automorphisms. In [88], Nasu introduced a class of automorphisms known
as simple automorphisms, which we’ll define shortly. Automorphisms built from com-
positions of these simple automorphisms encompasses the collection of automorphisms
defined using marker methods (see [9] for a presentation of this), and give rise to an im-
portant subgroup of Aut(σA).
Let A be a square matrix over Z+, and let ΓA be its associated directed graph. A simple
graph symmetry8 of ΓA is a graph automorphism of ΓA which fixes all vertices. A simple
graph symmetry of ΓA gives a 0-block code and hence a corresponding automorphism in
Aut(σA). Given α ∈ Aut(σA), we call α a simple graph automorphism if it is induced by
a simple graph symmetry of ΓA, and we call α ∈ Aut(σA) a simple automorphism if it is
of the form
α =Ψ−1γΨ
where Ψ : (XA,σA)→ (XB,σB) is a conjugacy to some shift of finite type (XB,σB) and
γ ∈ Aut(σB) is a simple graph automorphism in Aut(σB).
Example 7.1.1. Let A =
(
2 2
1 1
)
and label the edges of ΓA by a, · · · , f . The graph
automorphism of ΓA drawn below defined by permuting the edges c and d is a simple
graph symmetry of ΓA, and the corresponding simple graph automorphism in Aut(σA) is
given by the block code of range 0 which swaps the letters c and d and leaves all other
8We use the term graph symmetry instead of graph automorphism to avoid confusion between automor-
phisms of graphs and automorphisms of subshifts.
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letters fixed.
(7.1.2) 1
a

b
CC
c
**
d

2
f
jj edd
We define Simp(σA) to be the subgroup of Aut(σA) generated by simple automor-
phisms. It is immediate to check that Simp(σA) is a normal subgroup of Aut(σA).
Example 7.1.3. There is a conjugacy from the full 3-shift (X3,σ3) on symbols {0,1,2}
to the edge shift of finite type (XA,σA) presented by the graph given in Figure 7.1.2 on
symbol set {a,b,c,d,e, f}. Here the matrix A is given by A =
(
2 2
1 1
)
, and a conjugacy
Ψ : (X3,σ3)→ (XA,σA)
is given by the block code:
00 7→ a 10 7→ b 20 7→ f
01 7→ a 11 7→ b 21 7→ f
02 7→ d 12 7→ c 22 7→ e
with inverse given by
a 7→ 0 d 7→ 0
b 7→ 1 c 7→ 1
e 7→ 2 f 7→ 2
Let γ denote the simple automorphism in Aut(σA) induced by the simple graph symmetry
of ΓA shown in Figure 7.1.2, which permutes the edges c and d, and let β =Ψ−1γΨ. Then
β ∈ Simp(σ3), and acts for example like
. . .112002
•
02120011 . . .
Ψ
y
. . .bc f ad f
•
d f c f aab . . .
γ
y
. . .bd f ac f
•
c f d f aab . . .
Ψ−1
y
. . .102012
•
1202001 . . .
Notice that β essentially scans a string of 0,1,2’s, and swaps 12 with 02.
Simp(σA) is an important subgroup of Aut(σA), and we’ll come back to it later.
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7.2. The center of Aut(σA). Understanding the structure of Aut(σA) as a group is not
easy. One useful result is the following, proved by Ryan in ’72/’74.
Theorem 7.2.1 ([104, 105]). If A is irreducible (in particular, if A is primitive) then the
center of Aut(σA) is generated by σA.
Ryan’s Theorem essentially says the center of Aut(σA) is as small as it could possibly
be. In fact, for A irreducible, every normal amenable subgroup of Aut(σA) is contained in
the subgroup generated by σA; see (Ap. 7.11.3).
In [74], Kopra proved a finitary version of Ryan’s Theorem: namely, for any nontrivial
irreducible shift of finite type, there exists a subgroup generated by two elements whose
centralizer is generated by the shift map. Prior to this, Salo in [106] had proved there is
a finitely generated subgroup (needing more than two generators) of the automorphism
group of the full shift on four symbols whose centralizer is generated by the shift map.
Ryan’s Theorem can be used to distinguish, up to isomorphism, automorphism groups
of certain subshifts of finite type. The idea is to use Ryan’s Theorem in conjunction with
the set of possible roots of the shift. For a subshift (X ,σ), define the root set of σ to be
root(σ) = {k ∈ N | there exists α ∈ Aut(σ) such that αk = σ}. The following exercise
demonstrates this technique.
Exercise 7.2.2. (Ap. 7.11.4)
(1) Show that if (XA,σA) and (XB,σB) are irreducible shifts of finite type such that
Aut(σA) and Aut(σB) are isomorphic, then root(σA) = root(σB).
(2) Let (X2,σ2),(X4,σ4) denote the full shift on 2 symbols and on 4 symbols, respec-
tively. Show that root(σ2) 6= root(σ4). Use part (1) to conclude that Aut(σ2) and
Aut(σ4) are not isomorphic as groups.
The exercise above can be generalized to some other values of m and n; one can find
this written down in [54] (also see [26, Ex. 4.2] for an example where the method is used
to distinguish automorphism groups in the non-full shift case). For a full shift (Xn,σn), it
turns out that k ∈ root(σn) if and only if n has a kth root in N (see [80, Theorem 8]).
Currently, the technique of using Ryan’s Theorem in conjunction with root(σA) is the
only method known to us which can show two explicit nontrivial mixing shifts of finite
type have non-isomorphic automorphism groups. We do not at the moment know how
to distinguish automorphism groups with identical root sets; in particular, despite being
introduced by Hedlund in the 60’s, we still do not know whether Aut(σ2) and Aut(σ3)
are isomorphic (see Problem 7.8.6 in Section 7.8).
7.3. Representations of Aut(σA). So how can we study Aut(σA)? One way is to try
to find good representations of it. There are two main classes of representations that we
know of:
(1) Periodic point representations, and representations derived from these.
(2) The dimension representation.
The first, the periodic point representations (and ones derived from them), are quite
natural to consider. They also lead to the sign and gyration maps, which are also quite
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natural (once defined). The second, the dimension representation, is essentially a linear
representation, and is based on the dimension group associated to the shift of finite type
in question.
We start with the second one, the dimension representation.
7.4. Dimension Representation. We briefly recall the definition, introduced in Section
2.6 in Lecture 2, of the dimension group associated to a Z+-matrix. Given an r× r matrix
A over Z+ the eventual range subspace of A is ER(A) =QrAr (we will have matrices act
on row vectors throughout), and the dimension group associated to A is
GA = {x ∈ ER(A) | xAk ∈ Zr ∩ER(A) for some k ≥ 0}.
Recall also the group GA comes equipped with an automorphism (of abelian groups)
δA : GA→GA (the automorphism δA was denoted by Aˆ in Lecture 2, but we’ll use the no-
tation δA). The automorphism δA of GA makes GA into a Z[t, t−1]-module by having t act
by δ−1A , but we will usually just refer to the pair (GA,δA) to indicate we are considering
both GA and δA together. Then by an automorphism of (GA,δA) we mean a group auto-
morphism Ψ : GA → GA which satisfies ΨδA = δAΨ; in other words, an automorphism
of the pair is equivalent to an automorphism of GA as a Z[t, t−1]-module. Let Aut(GA)
denote the group of automorphisms of the pair (GA,δA).
The group GA is isomorphic, as an abelian group, to the direct limit lim−→{Z
r,x 7→ xA}.
When A is over Z+ (which is the case for a matrix presenting an edge shift of finite
type), GA has a positive cone G+A = {v ∈ GA | vAk ∈ Zr+ for some k} making GA into an
ordered abelian group. The automorphism δA maps G+A into G
+
A , and when we want to
keep track of the order structure we refer to the triple (GA,G+A ,δA). An automorphism of
the triple (GA,G+A ,δA) then means an automorphism of (GA,δA) which preserves G
+
A .
Exercise 7.4.1. (Ap. 7.11.5) When A = (n) (the case of the full-shift on n symbols), the
triple (Gn,G+n ,δn) is isomorphic to the triple (Z[ 1n ],Z+[
1
n ],mn), where mn is the automor-
phism of Z[ 1n ] defined by mn(x) = x ·n.
The following exercise shows that for a mixing shift of finite type (XA,σA), the group
of automorphisms of (GA,G+A ,δA) is index two in Aut(GA,δA).
Exercise 7.4.2. (Ap. 7.11.6) Let A be a primitive matrix and suppose Ψ is an automor-
phism of (GA,δA). By considering GA as a subgroup of ER(A), show that Ψ extends to
a linear automorphism Ψ˜ : ER(A)→ ER(A) which multiplies the Perron eigenvector of A
by some quantity λΨ. Show that Ψ is also an automorphism of the ordered abelian group
(GA,G+A ,δA) if and only if λΨ is positive.
Krieger gave a definition of a triple (DA,D+A ,dA) which is isomorphic to the triple
(GA,G+A ,δA) using only topological/dynamical data intrinsic to the system (XA,σA) (Ap.
7.11.8).
A topological conjugacy between shifts of finite type Ψ : (XA,σA)→ (XB,σB) induces
an isomorphism Ψ∗(GA,G+A ,δA)
∼=−→ (GB,G+B ,δB). This is easiest to see using Krieger’s
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intrinsic definition of (GA,G+A ,δA) (see (Ap. 7.11.8)). One can also see this in terms
of the conjugacy/strong shift equivalence framework developed in Lecture 2, as follows.
Given a conjugacy α : (XA,σA)→ (XB,σB), from Lecture 2 we know that corresponding
to α is some strong shift equivalence from A to B
A = R1S1,A2 = S1R1, . . .An = RnSn,B = SnRn.
Then we can define an isomorphism from (GA,G+A ,δA) to (GB,G
+
B ,δB) by
pi(α) =
n
∏
i=1
Ri.
A priori, it is not clear that pi(α) is actually well-defined, since the strong shift equivalence
we choose to associate to α may not be unique. However, it turns out that pi(α) is indeed
well-defined; this will be a consequence of material in Lecture 8.
Since an automorphism of (XA,σA) is just a self-conjugacy of (XA,σA), it follows that
any α ∈ Aut(σA) induces an isomorphism α∗ : (GA,G+A ,δA)
∼=−→ (GA,G+A ,δA), and there
is a well-defined homomorphism
(7.4.3) piA : Aut(σA)→ Aut(GA,G+A ,δA).
The homomorphism piA is known as the dimension representation of Aut(σA).
Example 7.4.4. The automorphism σA ∈ Aut(σA) corresponds to the strong shift equiv-
alence
A = (A)(I), A = (I)(A).
In particular, we have for any shift of finite type (XA,σA)
piA(σA) = δA ∈ Aut(GA,G+A ,δA).
Example 7.4.5. When A=(3), ER(A)=Q, and as mentioned above, the dimension triple
is isomorphic to (Z[ 13 ],Z+[
1
3 ],m3) where m3(x) = 3x. Thus Aut(G3,G
+
3 ,δ3) ∼= Z, where
Z is generated by δ3. The dimension representation then looks like
pi3 : Aut(σ3)→ Aut(Z[13 ],Z+[
1
3
],δ3)∼= Z= 〈δ3〉
pi3 : σ3 7→ δ3.
More generally, the following proposition describes how the dimension representation
behaves for full shifts. Given n∈N, let ω(n) denote the number of distinct prime divisors
of n.
Proposition 7.4.6. Given n ≥ 2, there is an isomorphism Aut(Gn,G+n ,δn) ∼= Zω(n) and
the map pin : Aut(σn)→ Aut(Gn,G+n ,δn) is surjective.
Proof. From Exercise 7.4.1 we know (Gn,G+n ,δn)∼= (Z[ 1n ],Z+[ 1n ],δn). The result follows
since the group Aut(Z[ 1n ],Z+[
1
n ],δn) is free abelian with basis given by the maps δpi : x 7→
x · pi where pi is a prime dividing n. For the surjectivity part of pin, see [26]. 
In general, the dimension representation may not be surjective (see [68]), and the fol-
lowing question is still open:
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Problem 7.4.7. Given a mixing shift of finite type (XA,σA), what is the image of the
dimension representation piA : Aut(σA)→ Aut(GA,G+A ,δA)?
Problem 7.4.7 is of relevance for the classification problem (see (Ap. 7.11.10)).
In [26, Theorem 6.8] it is shown that if the non-zero eigenvalues of A are simple, and
no ratio of distinct eigenvalues is a root of unity, then for all sufficiently large m the di-
mension representation pi(m)A : Aut(σ
m
A )→Aut(GAm ,G+Am ,δAm) is onto. Long [83] showed
the “elementary” construction method of [26, Theorem 6.8] is not in general sufficient to
reveal the full image of the dimension representation.
An automorphism α ∈ Aut(σA) is called inert if α lies in the kernel of piA, and we
denote the subgroup of inerts by
Inert(σA) = kerpiA.
The subgroup Inert(σA) is, roughly speaking, the heart of Aut(σA), and in general,
we do not know how to distinguish the subgroup of inert automorphisms among differ-
ent shifts of finite type. The following exercise shows that constructions using marker
methods or simple automorphisms always lie in Inert(σA).
Exercise 7.4.8. (Ap. 7.11.11) For any shift of finite type (XA,σA), we have Simp(σA)⊂
Inert(σA). (Hint: Use (Ap. 7.11.8))
Remark 7.4.9. As evidence that Inert(σA) contains much of the complicated algebraic
structure of Aut(σA), consider the case of a full shift over a prime number of symbols, i.e.
A = (p) for some prime p. In this case, Aut(Gp,G+p ,δp)∼= Z is generated by δp, and the
map
pip : Aut(σp)→ Aut(Gp,G+p ,δp)
is a split surjection, with a splitting map being given by δp 7→ σp. This shows Aut(σp)
is isomorphic to a semi-direct product of Inert(σp) and Z. Since σp lies in the center of
Aut(σp), in fact this semi-direct product is isomorphic to a direct product, and we have
Aut(σp)∼= Inert(σp)×Z.
7.5. Periodic point representation. For an SFT (XA,σA) and k ∈N we let Pk denote the
σA-periodic points of least period k, and Qk the set of σA-orbits of length k (both Pk and
Qk depend on σA of course - we suppress this in the notation since it’s usually clear from
context). For a shift of finite type, the set Pk is always finite, and we have
|Pk|= k|Qk|.
Let α ∈ Aut(σA) and let k ∈ N. Since α is a bijection which commutes with σA, α
maps Pk to itself and thus induces a permutation of Pk which we’ll denote by
ρk(α) ∈ Sym(Pk)
where Sym(P) of a set P denotes the group of permutations of P (we use the convention
that if P = /0 then Sym(P) is the group containing only one element).
It is straightforward to check that this assignment α 7→ ρk(α) defines a homomorphism
ρk : Aut(σA)→ Sym(Pk).
SYMBOLIC DYNAMICS AND STABLE ALGEBRA 89
The automorphism α must also respect σA-orbits, and it follows that α induces a per-
mutation of the set Qk which we denote
ξk(α) ∈ Sym(Qk).
Thus, we also get a homomorphism
ξ : Aut(σA)→ Sym(Qk).
These homomorphisms assemble into homomorphisms
(7.5.1)
ρ : Aut(σA)→
∞
∏
k=1
Sym(Pk)
ρ(α) = (ρ1(α),ρ2(α), . . .).
and
(7.5.2)
ξ : Aut(σA)→
∞
∏
k=1
Sym(Qk)
ξ (α) = (ξ1(α),ξ2(α), . . .).
The map ρ is called the periodic point representation of Aut(σA), and ξ is called the orbit
representation.
When A is irreducible, the map ρ is injective (this follows from the fact that for irre-
ducible A, periodic points are dense in (XA,σA) - see [81, Sec. 6.1]). Clearly ξ can not be
injective since σA ∈ ξ . However, it turns out σA generates the whole kernel of ξ , from a
theorem of Boyle-Krieger.
Theorem 7.5.3. If (XA,σA) is an irreducible shift of finite type, then kerξ = 〈σA〉.
Fix k ∈ N and α ∈ Aut(σA). The periodic point representation ρk(α) is obtained by
restricting α to the finite subsystem Pk of (XA,σA), and ρk(α) lies in the automorphism
group Aut(σA|Pk) of this finite system. It was observed in [25] that the automorphism
group Aut(σA|Pk) is isomorphic to the semidirect product (Z/kZ)Qk o Sym(Qk) (Ap.
7.11.12), and this leads to considering possible abelian factors of these automorphism
groups Aut(σA|Pk). This motivates the following gyration maps, which were introduced
by Boyle and Krieger in [25].
Definition 7.5.4. Fix k ∈ N. We define the kth gyration map gk : Aut(σA)→ Z/kZ as
follows. Let α ∈ Aut(σA), let Qk = {O1, . . . ,OI(k)} denote the set of orbits in Qk, and
choose, for each 1 ≤ i ≤ k, some representative point xi ∈ Oi. Then α(xi) ∈ Oξk(α)(i), so
there exists some r(α, i) ∈ Z/kZ such that α(xi) = σ r(α,i)n (xξk(α)(i)). Now define
gk =
I(k)
∑
i=1
r(α, i) ∈ Z/kZ.
Boyle and Krieger showed this map is independent of the choices of xi’s, and is a homo-
morphism, so we get homomorphisms
gk : Aut(σn)→ Z/kZ.
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Now we can define the gyration representation by
(7.5.5)
g : Aut(σn)→
∞
∏
k=1
Z/kZ
g(α) = (g1(α),g2(α), . . .).
Given k, consider signξk : Aut(σA|Pk)→ Z/2Z, the map ξk composed with the sign
map to Z/2Z. The gyration map gk, together with signξk, determines the abelianization
of Aut(σA|Pk): any other map from Aut(σA|Pk) to an abelian group factors through the
map
gk× signξk : Aut(σA|Pk)→ Z/kZ×Z/2Z
(see (Ap. 7.11.13)).
7.6. Inerts and the sign gyration compatibility condition. A priori, it would seem the
dimension representation and the periodic point representation need not have any rela-
tionship. Remarkably, this turns out not to be the case, and there is in fact a connection
between them: for inert automorphisms (recall inert automorphisms are precisely the
kernel of the dimension representation), there are certain conditions which relate the peri-
odic orbit representation and the periodic point representation of the automorphism. This
is formalized in the following way.
Definition 7.6.1. Say α ∈ Aut(σA) satisfies SGCC (sign-gyration compatibility condi-
tion) if the following holds: for every positive odd integer m and every non-negative
integer i, if n = m2i, then
gn(α) = 0 if
i−1
∏
j=0
signξm2 j(α) = 1
gn(α) =
n
2
if
i−1
∏
j=0
signξm2 j(α) =−1 .
The empty product we take to have the value 1.
Thus for α ∈ Aut(σA) satisfying SGCC, g(α) and signξ (α) determine each other.
An important step is to rephrase the SGCC condition in terms of certain homomor-
phisms, which we describe now. Consider now the sign homomorphisms as taking values
in the group Z/2Z (so if τ is an odd permutation, sign(τ) = 1 ∈ Z/2Z). Define for n≥ 2
the SGCC homomorphism
SGCCn : Aut(σA)→ Z/nZ
SGCCn(α) = gn(α)+
(n
2
)
∑
j>0
signξn/2 j(α)
where we define signξn/2 j(α) = 0 if n/2 j is not an integer. The following is immediate
to check, but very useful.
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Proposition 7.6.2. Let (XA,σA) be a mixing shift of finite type, and α ∈ Aut(σA). Then
α satisfies SGCC if and only if for all n≥ 2, SGCCn(α) = 0.
So which automorphisms satisfy SGCC? Amazingly enough, any inert automorphism
does. This fact was the culmination of results obtained over several years (see (Ap.
7.11.14)), and was finally proved by Kim and Roush in [61], using an important cocycle
lemma of Wagoner. A more complete picture was subsequently given by Kim-Roush-
Wagoner in [68]; we’ll describe this briefly here. The appropriate setting for a deeper
understanding is Wagoner’s CW complexes, which are the subject of the next lecture.
Suppose A=RS,B= SR is a strong shift equivalence overZ+, and let φR,S : (XA,σA)→
(XB,σB) be a conjugacy induced by this SSE. In [68], Kim-Rough-Wagoner showed that,
using certain lexicographical orderings on each set of periodic points, one can com-
pute SGCCm values, with respect to this choice of ordering on periodic points, analo-
gous to how the SGCCm homomorphisms are defined for automorphisms. Moreover, they
showed these values can be computed in terms of a (complicated) formula defined only
using terms from the matrices R,S. In fact, this formula makes sense even if we start
with a strong shift equivalence A = RS,B = SR over Z, and Kim-Roush-Wagoner showed
that these formulas can be used to define homomorphisms sgccm : Aut(GA,δA)→ Z/mZ.
Note that the domain of this homomorphism is Aut(GA,δA), i.e. automorphisms of the
pair (GA,δA) which don’t necessarily preserve the positive cone G+A . Altogether, Kim-
Roush-Wagoner proved the following.
Theorem 7.6.3 ([68]). Let (XA,σA) be a mixing shift of finite type. For every m≥ 2 there
exists a homomorphism sgccm : Aut(GA,δA)→ Z/mZ such that the following diagram
commutes
Aut(σA)
piA //
SGCCm &&
Aut(GA,δA)
sgccm

Z/mZ
In particular, if α ∈ Inert(σ()σA), then SGCCm(α) = 0.
An explicit formula for sgcc2 can be found in [68, Prop. 2.14], with a general formula
for sgccm described in [68, 2.31].
As shown in [61] and [68], that SGCC vanishes on any inert automorphism can be
used to rule out certain actions on finite subsystems of the shift system. For example,
the following was shown in [68] (based on a suggestion by Ulf Fiebig). Consider an
automorphism α of the period 6 points of the full 2 shift (X2,σ2) which acts by the shift
on one of the orbits, and the identity on the remaining orbits. It is immediate to compute
that SGCC6(α) = 1 ∈ Z/6Z. However Aut(G2,δ2) ∼= Z is generated by δ2, the image
of the shift σ2 under the dimension representation pi2, and sgcc6(δ2) = 3 ∈ Z/6Z; by
Theorem 7.6.3, this implies the image of SGCC6 in Z/6Z must be the subgroup {0,3} ⊂
Z/6Z, which does not contain 1. Thus α can not be the restriction of an automorphism in
Aut(σ2). This (along with an additional example given in [68]) resolved a long standing
open problem about lifting automorphisms from finite subsystems (see Problem 7.8.3 in
Section 7.8).
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7.7. Actions on finite subsystems. The SGCC conditions give necessary conditions for
the action of an inert automorphism on finite subsystems of the shift system. A natural
question is whether one can determine precisely what possible actions can be realized:
that is, what are sufficient conditions for an automorphism of a finite subsystem to be the
restriction of an inert automorphism? (Ap. 7.11.16) In [21], Boyle and Fiebig charac-
terized the possible actions of finite order inert automorphisms on finite subsystems of
the shift. Then, in [69, 70, 71], Kim-Roush-Wagoner settled this question completely, by
showing that the SGCC condition is also sufficient for lifting an automorphism of a finite
subsystem to an automorphism of the shift. Together with the Boyle-Fiebig classification
in [21], this is used in [69, 70, 71] to resolve (in the negative) a long standing problem
regarding finite order generation of the inert subgroup Inert(σA); see Section 7.8.
7.8. Notable problems regarding Aut(σA). There have been a number of questions and
conjectures that have been influential in the study of Aut(σA), and we’ll describe a few of
them here. This is by by no means intended to be an exhaustive list; instead, we simply
highlight some problems that have been important (both historically, and still), as well as
some problems that demonstrate the state of our ignorance regarding the group Aut(σA).
Some of these have been resolved in some cases, while some are open in all cases.
Given a group G, let Fin(G) denote the (normal) subgroup of G generated by elements
of finite order.
Recall for any shift of finite type (XA,σA), we have containments of subgroups Simp(σA)⊂
Fin(Inert(σA))⊂ Inert(σA). One general problem9 is the following:
Problem 7.8.1 (Finite Order Generation (FOG) Problem). When is it true that Inert(σA)=
Fin(Inert(σA))?
The FOG problem is an outgrowth of a conjecture, originally posed by F. Rhodes to
Hedlund in a correspondence, asking whether Aut(σ2) is generated by σ2 and elements
of finite order.
Kim, Roush and Wagoner in [70, 71] showed there exists a shift of finite type (XB,σB)
such that the containment Fin(Inert(σB)) ⊂ Inert(σB) is proper, showing the answer to
FOG is ‘not always’ (see the discussion in Section 7.7). Prior to this, in [116] Wagoner
considered a stronger form of FOG, asking whether it was always true that Simp(σA) =
Inert(σA); this was sometimes referred to as the Simple Finite Order Generation Conjec-
ture (SFOG). Kim and Roush in [62] showed (prior to their example showing FOG does
not always hold) that SFOG does not always hold, giving an example of a shift of finite
type (XA,σA) such that the containment Simp(σA)⊂ Inert(σA) is proper.
Expanding on FOG, we have the following more general problem:
Problem 7.8.2 (Index Problem). Given a shift of finite type (XA,σA), determine the index
of the following subgroup containments:
(1) Simp(σA)⊂ Inert(σA).
9What we call the Finite Order Generation Problem here was historically posed as a conjecture. Here we
opted instead for the word ’problem’, since this conjecture is known to be false in general.
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(2) Fin(Inert(σA))⊂ Inert(σA).
In particular, in each case, must the index be finite?
When Aut(GA) is torsion-free, every element of finite order in Aut(σA) lies in Inert(σA).
In this case, the FOG problem is equivalent to determining whether the answer to Part (2)
of the Index Problem is one.
In general, it is not known whether, for each part of the Index Problem, the index is
finite or infinite. As noted earlier, in [70] an example is given of a mixing shift of finite
type (XA,σA) for which the index of Fin(Inert(σA)) in Inert(σA) is strictly greater than
one. This relies on being able to construct an inert automorphism in Aut(σA) which can
not be a product of finite order automorphisms; this is carried out using the difficult con-
structions of Kim-Roush-Wagoner in [70, 71], in which the polynomial matrix methods
(introduced in Lecture 3) play an invaluable role (we do not know how to do such con-
structions without the polynomial matrix framework).
However, whether FOG or even SFOG might hold in the case of a full shift (Xn,σn) is
still unknown.
Finite order generation of the inerts for general mixing shifts of finite type is known to
hold in the “eventual” setting; see (Ap. 7.11.17).
Williams in [126] asked whether any involution of a pair of fixed points of a shift of
finite type can be extended to an automorphism of the whole shift of finite type. More
generally, this grew into the following problem (stated in [26, Question 7.1]) about lifting
actions on a finite collection of periodic points of the shift:
Problem 7.8.3 (General Lifting Problem (LIFT)). Given a shift of finite type (XA,σA)
and an automorphism φ of a finite subsystem F of (XA,σA), does there exist φ˜ ∈Aut(σA)
such that φ˜ |F = φ?
The answer to LIFT is also ‘not always’: Kim and Roush showed in [61], based on an
example of Fiebig, that there exists an automorphism of the set of periodic six points in
the full 2-shift which does extend to an automorphism of the full 2-shift.
Roughly speaking, the LIFT problem involves two parts: determining the action of
inert automorphisms on finite subsystems, and determining the range of the dimension
representation. The first part has been resolved by Kim-Roush-Wagoner in [70, 71]; see
Section 7.7. The second part, to determine the range of the dimension representation, is
still open in general (this was also stated in Problem 7.4.7 in Section 7.4):
Problem 7.8.4. Given a mixing shift of finite type (XA,σA), what is the image of the
dimension representation piA : Aut(σA)→ Aut(GA,G+A ,δA)? Is the image always finitely
generated?
In [68], Kim and Roush showed there exists a shift of finite type for which the dimen-
sion representation is not surjective.
In [26, Example 6.9], an example of a primitive matrix A such that Aut(GA,G+A ,δA)
is not finitely generated is given. This does not resolve the second part of Problem 7.8.4
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though, since the range of the dimension representation is not known.
Another question concerns the isomorphism type of the groups Aut(σA). It is straight-
forward to check that conjugate shifts of finite type have isomorphic automorphism groups,
and that Aut(σA) =Aut(σ−1A ) always holds (note there exists shifts of finite type (XA,σA)
which are not conjugate to their inverse; see for example Proposition 2.10.9 in Lecture 2).
In [26, Question 4.1] the following was asked:
Problem 7.8.5 (Aut-Isomorphism Problem). If Aut(σA) and Aut(σB) are isomorphic,
must (XA,σA) be conjugate to either (XB,σB) or (XB,σ−1B )?
A particular case of this which has been of interest is:
Problem 7.8.6 (Full Shift Aut-Isomorphism Problem). For which m,n are the groups
Aut(σm) and Aut(σn) isomorphic?
See Section 7.9 for some results related to Problem 7.8.6.
7.9. The stabilized automorphism group. Recently a new approach to the Aut-Isomorphism
Problem, and the study of Aut(σA) in general, has been undertaken in [54]. The idea is to
consider a certain stabilization of the automorphism group, using the observation that for
all k,m≥ 1, Aut(σ kA) is naturally a subgroup of Aut(σ kmA ). Define the stabilized automor-
phism group of (XA,σA) to be
Aut(∞)(σA) =
∞⋃
k=1
Aut(σ kA)
where the union is taken in the group of all homeomorphisms of XA. This is again a
countable group. Similar to the definition of Aut(∞)(σA), one defines a stabilized group
of automorphisms of the dimension group by
Aut(∞)(GA) =
∞⋃
k=1
Aut(GA,G+A ,δ
k
A).
The group Aut(∞)(GA) is precisely the union of the centralizers of δA in the group Aut(GA,G+A )
of all order-preserving group automorphisms of GA. Recall for a group G we let Gab de-
note the abelianization of G. In [54], the following is proved.
Theorem 7.9.1 ([54]). Let (XA,σA) be a mixing shift of finite type. The dimension repre-
sentation
piA : Aut(σA)→ Aut(GA)
extends to a stabilized dimension representation
pi(∞)A : Aut
(∞)(σA)→ Aut(∞)(GA)
and the composition
Aut(∞)(σA)
pi(∞)A−→ Aut(∞)(GA) ab−→ Aut(∞)(GA)ab
is isomorphic to the abelianization of the stabilized automorphism group Aut(∞)(σA). In
particular, if Aut(∞)(GA) is abelian, then the commutator of Aut(∞)(σA) coincides with
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the subgroup of stabilized inert automorphisms
Inert(∞)(σA) = kerpi
(∞)
A =
∞⋃
k=1
Inert(σ kA).
For example, in the case of a full shift A = (n), it follows that Aut(∞)(σn)ab is iso-
morphic to Zω(n), where ω(n) denotes the number of distinct prime divisors of n. As a
corollary of this, if ω(m) 6= ω(n), then Aut(∞)(σm) and Aut(∞)(σn) are not isomorphic.
The corresponding result for non-stabilized automorphism groups is not known. For ex-
ample, while the previously stated corollary implies Aut(∞)(σ2) and Aut(∞)(σ6) are not
isomorphic, it is not currently known whether Aut(σ2) and Aut(σ6) are isomorphic or
not.
For a mixing shift of finite type, the classical automorphism group Aut(σA) is always
residually finite. It turns out that in the stabilized case, Aut(∞)(σA) is never residually
finite [54, Prop. 4.3]. In fact, in stark contrast, the following was proved in [54]:
Theorem 7.9.2 ([54]). For any n≥ 2, the group of stabilized inert automorphisms Inert(∞)(σn)
is simple.
It would be very interesting to know whether the same result holds for all mixing shifts
of finite type.
Finally, we make a few comments about the connection between the stabilized setting
for automorphism groups described above and algebraic K-theory. In fact, the idea of
the groups Aut(∞)(σA) is partly motivated by algebraic K-theory, where the technique
of stabilization proves to be fundamental. Recall as outlined in Lecture 5, as a starting
point for algebraic K-theory, given a ringR, one can consider the stabilized general linear
group
GL(R) = lim−→GLn(R)
where GLn(R) ↪→ GLn+1(R) via A 7→
(
A 0
0 I
)
. Inside each GLn(R) lies the subgroup
Eln(R) generated by elementary matrices, and one likewise defines the stabilized group
of elementary matrices by
El(R) = lim−→Eln(R).
Whitehead showed (see Lecture 5) that, upon stabilizing, the explicitly defined subgroup
El(R) coincides with the commutator of GL(R). From this viewpoint, one may interpret
Theorem 7.9.1 as a Whitehead-type result for shifts of finite type. In particular, in the case
of a full shift (Xn,σn) (or more generally a shift of finite type (XA,σA) where Aut(∞)(GA)
is abelian), after stabilizing, the commutator subgroup of Aut(∞)(σA) coincides with the
subgroup Inert(∞)(σA)10.
10In fact, something stronger is true: the commutator of Aut(∞)(σA) coincides with the stabilized group of
simple automorphisms; see [54].
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7.10. Mapping class groups of subshifts. Recall from Section 3.1 that two homeomor-
phisms are flow equivalent if there is a homeomorphism of their mapping tori which takes
orbits to orbits and preserve the direction of the suspension flow. For a subshift (X ,σ), an
analog of the automorphism group in the setting of flow equivalence is given by the map-
ping class group M (σ), which is defined to be the group of isotopy classes of self-flow
equivalences of the subshift (X ,σ).
In [20] a study of the mapping class group for shifts of finite type was undertaken.
There it was shown that, for a nontrivial irreducible shift of finite type (XA,σA), the map-
ping class groupM (σA) is not residually finite. While the periodic point representations
do not exist for M (σA), a vestige of the dimension representation survives in the form
of the Bowen-Franks representation of M (σA). It was also shown that Aut(σA)/〈σA〉
embeds intoM (σA), and there is an analog of block codes, known as flow codes.
See also [109] for a study of the mapping class group in the case of a minimal subshift.
7.11. Appendix 7. This appendix contains some proofs, remarks, and solutions of vari-
ous exercises through Lecture 7.
Remark 7.11.1. Recall from Section 1.4 that for a subshift (X ,σ), we let Wn(X) denote
the set of X-words of length n. We define the complexity function (of X) PX : N→ N by
PX (n) = |Wn(X)|. Thus PX (n) simply counts the number of X-words of length n. For a
shift of finite type (Y,σ) with positive entropy, the function PY (n) grows exponentially
in n; for example, for the full shift (Xm,σm) on m symbols, PXm(n) = mn. For a subshift
(Xα ,σα) of the form given in Example 7.0.5, the complexity satisfies PXα (n) = n+1 (such
subshifts are called Sturmian subshifts). This is the slowest possible growth of complexity
function for an infinite subshift: a theorem of Morse and Hedlund [87] from 1938 shows
that for an infinite subshift (X ,σ), we must have PX (n)≥ n+1.
There has been a great deal of interest in studying the automorphism groups of sub-
shifts with slow-growing complexity functions. Numerous results show that such low
complexity subshifts often have much more tame automorphism groups, in comparison
to subshifts possessing complexity functions of exponential growth (e.g. shifts of finite
type). We won’t attempt to survey these results, but refer the reader to [36, 56, 31, 91,
107, 35, 33, 34].
Exercise 7.11.2. If (X ,σ) is a subshift whose periodic points are dense in X , then Aut(σ)
is residually finite.
Proof. Given n ∈N, let Pn(X) denote the set of points of least period n in X . Since X is a
subshift, |Pn(X)|< ∞ for every n. If α ∈ Aut(σ), then since α commutes with σ , for any
n the set Pn(X) is invariant under α . It follows there are homomorphisms
ρn : Aut(σ)→ Sym(Pn(X))
ρn : α 7→ α|Pn(X)
where Sym(Pn(X)) denotes the group of permutations of the set Pn(X). Now suppose
α ∈ Aut(σ) and ρn(α) = id for all n. Then α fixes every periodic point in X ; since the
periodic points are dense in X (by assumption) and α is a homeomorphism, α must be
the identity. This shows Aut(σ) is residually finite. 
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Remark 7.11.3. Any discrete group G possesses a maximal normal amenable subgroup
Rad(G) known as the amenable radical of G. By Ryan’s Theorem, the center of Aut(σA)
is the subgroup generated by σA, and hence is contained in Rad(G). In [44] it was shown
by Frisch, Schlank and Tamuz that, in the case of a full shift, Rad(Aut(σn)) is precisely the
center of Aut(σn), i.e. the subgroup generated by σn. In [128] Yang extended this result,
proving that for any irreducible shift of finite type (XA,σA), Rad(Aut(σA)) also coincides
with the center of Aut(σA) (in fact, Yang also proves the result for any irreducible sofic
shift as well).
Exercise 7.11.4. (1) Show that if (XA,σA) and (XB,σB) are irreducible shifts of finite
type such that Aut(σA) and Aut(σB) are isomorphic, then root(σA) = root(σB).
(2) Let (X2,σ2),(X4,σ4) denote the full shift on 2 symbols and on 4 symbols, respec-
tively. Show that root(σ2) 6= root(σ4). Use part (1) to conclude that Aut(σ2) and
Aut(σ4) are not isomorphic as groups.
Proof. For part (1), supposeΨ : Aut(σA)→Aut(σB) is an isomorphism and k∈ root(σA).
By Ryan’s Theorem, Ψ(σA) = σB or Ψ(σA) = σ−1B . Choose α ∈Aut(σA) such that αk =
σA. If Ψ(σA) = σB, then we have (Ψ(α))k = Ψ(αk) = Ψ(σA) = σB so k ∈ root(σB). If
Ψ(σA) = σ−1B , then we have (Ψ(α
−1)k =Ψ(α−k) =Ψ(σ−1A ) = σB so again k ∈ root(σB).
Thus root(σA)⊂ root(σB). The proof that root(σB)⊂ root(σA) is analogous.
For part (2), choose a topological conjugacy F : (X4,σ4)→ (X2,σ22 ). If we let s =
F−1σ2F ∈ Aut(σ4), then s ∈ Aut(σ4) and s2 = σ4, so 2 ∈ root(σ4). We claim 2 6∈
root(σ2). To see this, suppose toward a contradiction that β ∈ Aut(σ2) satisfies β 2 = σ2.
There are precisely two points x,y of least period 2 in (X2,σ2), so β 2 must act by the
identity on the points x,y. But σ2(x) = y, a contradiction. 
Exercise 7.11.5. When A = (n) (the case of the full-shift on n symbols), the triple
(Gn,G+n ,δn) is isomorphic to the triple (Z[ 1n ],Z+[
1
n ],mn), where mn is the automorphism
of Z[ 1n ] defined by mn(x) = x ·n.
Proof. The eventual range of A is Q. Given pq ∈ Q, 2k pq ∈ Z+ if and only if p ∈ Z+ and
q is a power of 2. 
Exercise 7.11.6. Let A be a primitive matrix and suppose Ψ is an automorphism of
(GA,δA). By considering GA as a subgroup of ER(A), show that Ψ extends to a linear
automorphism Ψ˜ : ER(A)→ ER(A) which multiplies a Perron eigenvector of A by some
nonzero real number λΨ. Show that Ψ is also an automorphism of the ordered abelian
group (GA,G+A ,δA) if and only if λΨ is positive.
Proof. That Ψ extends to a linear automorphism Ψ˜ of ER(A) is immediate: given v ∈
ER(A), write v = 1q w where w is integral, and define Ψ˜(v) =
1
qΨ(w). The linear map Ψ
commutes with δA on GA, so Ψ˜ commutes with δA as a linear automorphism of ER(A).
Since A is primitive, a Perron eigenvector vλA for λA spans a one-dimensional eigenspace
for δA, which hence must be preserved by Ψ˜. Thus vλA is also an eigenvector for Ψ˜, and
has some corresponding eigenvalue λΨ.
For the second part, we’ll use the following proposition (a proof of which we include
at the end).
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Proposition 7.11.7. Suppose A is an N ×N primitive matrix over R. Let the spectral
radius be λ and let v be a positive eigenvector, vA = λv. Given x in RN , let cx be the real
number such that x = cxv+ux, with ux a vector in the A-invariant subspace complemen-
tary to < v >. Suppose x is not the zero vector. Then xAn is nonnegative for large n iff
cx > 0.
To finish the exercise, suppose 0 6= w ∈G+A , and write w = cwvλA +uw as in the propo-
sition. Since w ∈G+A , cw > 0. Then Ψ˜(w) = cwλΨvλA + Ψ˜(uw). Since λΨ > 0, cwλΨ > 0,
so the proposition implies Ψ(w) ∈ G+A as desired.
Proof of Proposition 7.11.7. The Perron Theorem tells us the positive eigenvector
and complementary invariant subspace exist, with limn ||uxAn||1/n < λ . Consequently, for
large n, xAn is a positive vector if cx > 0 and xAn is a negative vector if cx < 0. Given
cx = 0 and x 6= 0, no vector w = uxAn can be nonnegative or nonpositive, because this
would imply limn ||xAn||1/n = limn ||wAn||1/n = λ , a contradiction. 
Remark 7.11.8. Consider an edge shift of finite type (XA,σA). Here is an outline of
Krieger’s construction of an ordered abelian group which is isomorphic to (GA,G+A ,δA);
our presentation follows the one given in [81, Sec. 7.5]. Recall we are assuming that A is
a k× k irreducible matrix.
By an m-ray we mean a subset of XA given by
R(x,m) = {y ∈ XA | y(−∞,m] = x(−∞,m]}
for some x∈ XA,m∈Z. An m-beam is a (possibly empty) finite union of m-rays. By a ray
we mean an m-ray for some m ∈ Z; likewise, by a beam we mean an m-beam for some
m. It is easy to check that if U is an m-beam for some m, and n ≥ m, then U is also an
n-beam. Given an m-beam
U =
j⋃
i=1
R(x(i),m),
define vU,m ∈ Zk to be the vector whose Jth component is given by
#{x(i) ∈U | the edge corresponding to x(i)m ends at state J}.
We define two beams U and V to be equivalent if there exists m such that vU,m = vV,m,
and let [U ] denote the equivalence class of a beam U . We will make the collection of
equivalence classes of beams into a semi-group as follows. Since A is an irreducible
matrix and 0 < htop(σA) = logλA, given two beams U,V , we may find beams U ′,V ′ such
that
[U ] = [U ′], [V ] = [V ′], U ′∩V ′ = /0,
and we let D+A denote the abelian monoid defined by the operation
[U ]+ [V ] = [U ′∪V ′]
where the class of the empty set serves as the identity for D+A . Now let DA denote the
group completion of D+A ; thus elements of DA are formal differences [U ]− [V ]. Then DA
is an ordered abelian group with positive cone D+A . The map dA : DA→ DA induced by
dA([U ]) = [σA(U)]
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is a group automorphism of DA which preserves D+A , and the triple (DA,D
+
A ,dA) is Krieger’s
dimension triple for the SFT (XA,σA).
The connection between Krieger’s triple (DA,D+A ,dA) and the ordered abelian group
triple (GA,G+A ,δA) is given by the following proposition.
Proposition 7.11.9 ([81], Theorem 7.5.3). There is a semi-group homomorphism θ : D+A →
G+A induced by the map
θ([U ]) = δ−k−nA (vU,nA
k), U an n-beam.
The map θ satisfies θ(D+A ) = G
+
A , and induces an isomorphism θ : DA → GA such that
θ ◦dA = δA ◦θ . Thus θ induces an isomorphism of triples
θ : (DA,D+A ,dA)→ (GA,G+A ,δA).
Remark 7.11.10. In [63], Kim and Roush describe how the problem of classifying gen-
eral (i.e. not necessarily irreducible) shifts of finite type up to topological conjugacy can
be broken into two parts: classifying mixing shifts of finite type up to conjugacy, and de-
termining the range of the dimension representation in the mixing shift of finite type case.
That the dimension representation need not always be surjective was also instrumental in
the Kim-Roush argument in [64] that shift equivalence over Z+ need not imply strong
shift equivalence over Z+ in the reducible setting.
Exercise 7.11.11. For any shift of finite type (XA,σA), we have Simp(σA)⊂ Inert(σA).
Proof. This is easiest seen using Krieger’s presentation (Ap. 7.11.8). First suppose α ∈
Simp(σA) is induced by a simple graph symmetry of ΓA. If U is an m-beam in XA, then
α(U) is an m-beam, and vα(U),m = vU,m. It follows that [U ] = [α(U)], so α acts by the
identity on the group DA, and hence on GA.
Now suppose β =Ψ−1αΨ where Ψ : (XA,σA)→ (XB,σB) is a topological conjugacy
and α ∈ Simp(σB) is induced by a simple graph symmetry of ΓB. If U is an m-beam in
XA, then by the previous part αΨ([U ]) = α([Ψ(U)]) = [Ψ(U)] =Ψ([U ]), so
β ([U ]) =Ψ−1αΨ([U ]) =Ψ−1Ψ([U ]) = [U ].
Thus β acts by the identity on GA. Since Simp(σA) is generated by automorphisms in the
form of β , this finishes the proof. 
Remark 7.11.12. Let us write Aut(Pk,σA) for Aut(σA|Pk). For each orbit q ∈ Qk choose
a point xq ∈ q. There is a surjective homomorphism
Aut(Pk,σA)
pi−→ Sym(Qk)
since any α ∈ Aut(Pk,σA) must preserve σA-orbits, and the map pi is split by the map
i : Sym(Qk)→ Aut(Pk,σA) defined by, for τ ∈ Sym(Qk), setting
i(τ)(σ iA(xq)) = σ
i
Axτ(q), 0≤ i≤ k−1.
The kernel of pi is isomorphic to (Z/kZ)Qk with an isomorphism given by
(Z/kZ)Qk → kerpi
g 7→ αg, αg(σ iAxq) = σ i+g(q)A xq, 0≤ i≤ k−1
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and it follows Aut(Pk,σA) is isomorphic to the semidirect product (Z/kZ)Qk oSym(Qk).
The action of Sym(Qk) on (Z/kZ)Qk is determined as follows. Let g ∈ (Z/kZ)Qk , so
g : Qk→ Z/kZ. Then αg ∈ kerpi , and given some i(τ) for some τ ∈ Sym(Qk),
i(τ)−1αgi(τ) = αg◦τ .
Remark 7.11.13. For a group G, let Gab denote the abelianization. Using the nota-
tion from 7.11.12, we have an isomorphismΦ : Aut(σA|Pk)→ (Z/kZ)QkoSym(Qk). The
abelianization of (Z/kZ)QkoSym(Qk) is isomorphic to Sym(Qk)ab×((Z/kZ)Qk)Sym(Qk),
where ((Z/kZ)Qk)Sym(Qk) is the quotient of (Z/kZ)
Qk by the subgroup generated by ele-
ments of the form τ−1gτ − g, τ ∈ Sym(Qk)ab,g ∈ (Z/kZ)Qkab . Now the abelianization of
Sym(Qk) is given by sign: Sym(Qk)→ Z/2, and the map
(Z/kZ)Qk → Z/kZ
g 7→ ∑
q∈Qk
g(q)
maps elements of the form τ−1gτ−g to 0, and induces an isomorphism
((Z/kZ)Qk)Sym(Qk)
∼=−→ Z/kZ.
Remark 7.11.14. SGCC, and the question of which automorphisms satisfy SGCC, has a
history spanning a number of years. The SGCC condition was introduced by Boyle and
Krieger in [25], where it was also proved that, in the case of many SFT’s, it holds for any
inert automorphism which is a product of involutions. This was followed up by a number
of more general results, summarized in the following theorem.
Theorem 7.11.15. Let (XA,σA) be a shift of finite type. An automorphism α ∈ Aut(σA)
satisfies SGCC if:
(1) (Boyle-Krieger in [25]) α is inert and a product of involutions (not for all SFT’s,
but many, including the full shifts).
(2) (Nasu in [88]) α is a simple automorphism.
(3) (Fiebig in [42]) α is inert and finite order.
(4) (Kim-Roush in [61], with a key ingredient by Wagoner) α is inert.
Remark 7.11.16. Williams first asked (around 1975) whether any permutation of fixed
points of a shift of finite type could be lifted to an automorphism. Williams was moti-
vated in part by the classification problem: he was studying an example of two shifts of
finite type which were shift equivalent, one of which clearly had an involution of fixed
points, while it was not obvious whether the other did. It is interesting to note that, many
years later, the automorphism groups proved instrumental in addressing the classification
problem.
Remark 7.11.17. In [116] Wagoner proved that the inert automorphisms are generated by
simple automorphisms in the “eventual” setting: namely, given a primitive matrix A and
inert automorphism α ∈ Inert(σA), there exists some m ≥ 1 such that, upon considering
α ∈ Aut(σmA ), α lies in Simp(σmA ). In [14] Boyle gave an alternative proof of this, and
also gave a stronger form of the result.
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8. WAGONER’S STRONG SHIFT EQUIVALENCE COMPLEX, AND APPLICATIONS
In the late 80’s, Wagoner introduced certain CW complexes as a tool to study strong
shift equivalence. These CW complexes provide an algebraic topological/combinatorial
framework for studying strong shift equivalence, and have played a key role in a num-
ber of important results in the study of shifts of finite type. Among these, one of the
most significant was the construction of a counterexample to Williams’ Conjecture in the
primitive case, which was found by Kim and Roush in [66]11. Wagoner independently
developed another framework for finding counterexamples, and in [120] gave a different
proof, using matrices generated from Kim and Roush’s method in [66], of the existence of
a counterexample to Williams’ Conjecture. Both the Kim and Roush strategy, and Wag-
oner’s strategy, take place in the setting of Wagoner’s strong shift equivalence complexes.
The goal in this last lecture is to give a brief introduction to these complexes. After
defining and discussing them, we’ll give a short introduction into how the Kim-Roush
and Wagoner strategies for producing counterexamples work. This will be very much an
overview, and we will not go into details.
In summary, our aim here is not to describe the construction of counterexamples to
Williams’ Conjecture in any detail, but instead to give an overview of how Wagoner’s
spaces are built, how the counterexample strategies make use of them, and where they
leave the state of the classification problem.
8.1. Wagoner’s SSE complexes. Suppose we have matrices A,B over Z+, and a strong
shift equivalence from A to B
A = A0∼
R1 ,S1A1∼
R2 ,S2 · · ·∼Rn−1 ,Sn−1An−1∼Rn ,SnAn = B
where for each i≥ 1, Ai−1∼Ri ,SiAi indicates an elementary strong shift equivalence
Ai−1 = RiSi, Ai = SiRi.
We can visualize this as a path (at the moment we use the term path informally; it will be
made precise later)
where each arrow in this picture represents an elementary strong shift equivalence. From
Williams’ Theorem (Theorem 1.8.4), there is a conjugacy C : (XA,σA)→ (XB,σB) given
by
C =
n
∏
i=1
c(Ri,Si)
where for each i, c(Ri,Si) : (XAi−1 ,σAi−1)→ (XAi ,σAi) is a conjugacy induced by the ESSE
Ai−1∼Ri ,SiAi.
11Earlier counterexamples to Williams’ Conjecture in the reducible case were found by Kim and Roush -
see [64].
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Now suppose, with the matrices A,B over Z+, we have two SSE’s from A to B. We
then have two paths of ESSE’s from A to B
and a pair of conjugacies corresponding to each path
C1 : (XA,σA)→ (XB,σB)
C2 : (XA,σA)→ (XB,σB)
and one may ask: when do two such paths induce the same conjugacy? Can we determine
this from the matrix entries in the paths themselves? Alternatively, is there a space in
which we can actually consider these as paths, in which two paths are homotopic if and
only if they give rise to the same conjugacy? Wagoner’s complexes are a way to do this,
and one of the key insights in Wagoner’s complexes is determining the correct relations on
matrices to accomplish this. These relations are known as the Triangle Identities. Since
the Triangle Identities lead directly to the definition of Wagoner’s Complexes (Ap. 8.7.1),
we’ll define both simultaneously.
Definition 8.1.1. LetR be a semiring. We define a CW-complex SSE(R) as follows:
(1) The 0-cells of SSE(R) are square matrices overR.
(2) An edge (R,S) from vertex A to vertex B corresponds to an elementary strong
shift equivalence overR from A to B:
where A = RS,B = SR.
(3) 2-cells are given by triangles
which satisfy the Triangle Identities:
(8.1.2) R1R2 = R3, R2S3 = S1, S3R1 = S2.
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The definition of SSE(R) makes sense for any semiring. For this lecture however, we
will consider the case whereR may be one of:
(1) ZO = {0,1}
(2) Z+
(3) Z.
Wagoner also defines n-cells in SSE(R) for n≥ 3 in [118], but we won’t need these in
this lecture.
Note that edges have orientations in SSE(R). Recall also that, for an edge from A
to B given by a SSE (R,S), we may choose an elementary conjugacy c(R,S) (see 1.8.5),
and this choice of c(R,S) does not only depend on R and S but also on some choice of
simple automorphisms. By Williams’ Decomposition Theorem (Theorem 1.8.4; see also
(Ap. 1.11.18)), if C : (XA,σA)→ (XB,σB) is a topological conjugacy, then there is a strong
shift equivalence
A = A0∼
R1 ,S1A1∼
R2 ,S2 · · ·∼Rn−1 ,Sn−1An−1∼Rn ,SnAn = B
such that
C =
n
∏
i=1
c(Ri,Si)s(i)
with each c(Ri,Si) an elementary conjugacy corresponding to the ESSE given by Ri,Si,
and s(i) = 1 if Ai−1 = RiSi,Ai = SiRi, while s(i) = −1 if Ai = RiSi,Ai−1 = RiSi. This
presentation C of the conjugacy gives us a path in SSE(Z+)
Note that some arrows are drawn in reverse, as needed so that the conjugacy C matches
the conjugacy given by following the path. Likewise, given a path γ in SSE(R) between
A and B
γ =
m
∏
i=1
(Ri,Si)
s(i)
there is a corresponding conjugacy
γ˜ =
m
∏
i=1
c(Ri,Si)s(i) : (XA,σA)→ (XB,σB).
In particular, vertices of SSE(Z+) correspond to specific presentations of shifts of finite
type (edge shift construction), and edges to specific conjugacies (elementary conjugacy
coming from an elementary strong shift equivalence). Note that any path between two
vertices in these complexes is homotopic to a path following a sequence of edges.
Recall from Lecture 1 that a matrix A is degenerate if it has a zero row or zero col-
umn; otherwise, it is nondegenerate. Following Wagoner, we only allow nondegenerate
matrices as vertices. It is at times important to work with the larger space SSEdeg(R)
which allows degenerate vertices; see for example [12]. It turns out that the inclusion
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SSE(Z+)→ SSEdeg(Z+) induces an isomorphism on pi0 [12] and also an isomorphism on
pi1 [40] for each path-component.
8.2. Homotopy groups for Wagoner’s complexes and Aut(σA). For a semiringR and
square matrix A overR, we let SSE(R)A denote the path-component of SSE(R) contain-
ing the vertex A. From Williams’ Theorem, the vertices A,B in SSE(Z+) are in the same
path-component if and only if the edge shifts (XA,σA) and (XB,σB) are topologically con-
jugate.
From the perspective of homotopy theory, the Triangle Identities dictate basic moves
for paths in SSE(R) to be homotopic. So why the Triangle Identities? The following
result of Wagoner explains their importance. In the statement of the theorem, given A,B
and two conjugacies φ1,φ2 : (XA,σA)→ (XB,σB), we say φ1∼simp φ2 if there exists simple
automorphisms γ1 ∈ Simp(σA),γ2 ∈ Simp(σB) such that γ2φ1γ1 = φ2 (∼simp defines an
equivalence relation on the set of conjugacies between (XA,σA) and (XB,σB)).
Theorem 8.2.1 ([118, 115, 117, 116]). For the spaces SSE(ZO),SSE(Z+) defined above,
both of the following hold:
(1) Given vertices A,B in SSE(ZO), two paths in SSE(ZO) from A to B are homo-
topic in SSE(ZO) if and only if they induce the same conjugacy from (XA,σA) to
(XB,σB).
(2) Given vertices A,B in SSE(Z+), two paths in SSE(Z+) from A to B are homo-
topic in SSE(Z+) if and only if they induce the same conjugacy from (XA,σA) to
(XB,σB) modulo the relation ∼simp.
Item (2) in the above is perhaps expected; recall the construction given in Section 1.8
of Lecture 1 for associating conjugacies with SSE’s over Z+ requires a choice of labels
for certain edges. This choice is where ambiguity up to conjugating by simple automor-
phisms may arise.
Theorem 8.2.1 gives the first two parts of the following theorem of Wagoner. For a
space X with point x ∈ X , let pik(X ,x) denote the kth homotopy group based at x.
Theorem 8.2.2 ([118, 115, 117, 116]). Let A be a square matrix over ZO. Then:
(1) Aut(σA)∼= pi1(SSE(ZO),A).
(2) Aut(σA)/Simp(σA)∼= pi1(SSE(Z+),A).
(3) Aut(GA,δA)∼= pi1(SSE(Z),A).
It is immediate from the definition of the SSE spaces that the set pi0(SSE(Z+)) may be
identified with the set of conjugacy classes of shifts of finite type. Moreover, pi0(SSE(Z))
may be identified with the set of strong shift equivalence classes of matrices over Z.
Upon using the identifications above, the composition map
pi1(SSE(ZO),A)→ pi1(SSE(Z+),A)→ pi1(SSE(Z),A)
induced by the natural inclusions SSE(ZO) ↪→ SSE(Z+) ↪→ SSE(Z) is isomorphic to the
dimension representation factoring as
Aut(σA)→ Aut(σA)/Simp(σA)→ Aut(GA),
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i.e. the diagram
pi1(SSE(ZO),A)
∼=

// pi1(SSE(Z+),A)
∼=

// pi1(SSE(Z),A)
∼=

Aut(σA) // Aut(σA)/Simp(σA) // Aut(GA,δA)
commutes.
Wagoner also proves that pik(SSE(ZO),A) = 0 for k ≥ 2. This implies SSE(ZO)A is
a model for the classifying space of Aut(σA), i.e. SSE(ZO)A is homotopy equivalent to
BAut(σA) (Ap. 8.7.2). Thus, for example, we have
Aut(σA)ab ∼= H1(Aut(σA),Z)∼= H1(SSE(ZO)A,Z).
It is worth remarking that, at the moment, we do not know what the abelianization
Aut(σA)ab is for any positive entropy shift of finite type (XA,σA) (however it is at least
known, from [26, Theorem 7.8], that Aut(σA)ab is not finitely generated).
Wagoner also introduced complexes SE(R) defined analogously to SSE(R) (see (Ap.
8.7.3) for a definition). Since an ESSE over R also gives an SE over R, there is a con-
tinuous inclusion map iR : SSE(R) → SE(R). Wagoner proved in [117] that, in the
case R is a principal ideal domain, this map iR is a homotopy equivalence, and that
pin(SSE(R),A) = pin(SE(R),A) = 0 for all n ≥ 2 and any A. The map iR cannot be a
homotopy equivalence for a general ringR (Ap. 8.7.5).
Wagoner’s complexes, and the results of Theorem 8.2.2, have recently been general-
ized to a groupoid setting in [40]. This setting simplifies some of the proofs and extends
Wagoner’s construction to shifts of finite type carrying a free action by a finite group, as
well as more general shifts of finite type over arbitrary finitely generated groups.
8.3. Counterexamples to Williams’ Conjecture. A counterexample to Williams’ Con-
jecture in the primitive case was given by Kim and Roush in [66]. In [120], Wagoner also
verified the counterexamples using a different framework. Both methods for detecting the
counterexamples take place in the setting of Wagoner’s SSE complexes, and build on a
great deal of work by many authors. We outline the techniques here; one may also see
Wagoner’s survey article [119] for an exposition regarding the counterexamples.
Since our goal is only to give a brief introduction to how these counterexamples arise,
we won’t actually list the explicit matrices involved; they can be found in [66] or [120]).
Instead, we focus on the strategy used to prove that they in fact are counterexamples.
To start, both strategies roughly follow the same initial idea. As mentioned in Sec-
tion 6.1, to find a counterexample to Williams’ Conjecture it is sufficient to find a pair
of primitive matrices which are connected by a path in SSE(Z), and show they cannot
be connected by a path through SSE(Z+). We can formalize this approach in terms of
homotopy theory (this is an important viewpoint, although not necessary to understand
the Kim-Roush counterexample, as we will see). Consider SSE(Z+) as a subcomplex of
SSE(Z), and, upon fixing a base point A in SSE(Z+), consider the long exact sequence in
homotopy groups based at A for the pair (SSE(Z),SSE(Z+)):
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· · ·pi1(SSE(Z),A)→ pi1(SSE(Z),SSE(Z+),A)→ pi0(SSE(Z+),A)→ pi0(SSE(Z),A).
Here pi1(SSE(Z),SSE(Z+),A) denotes the set of homotopy classes of paths with base
point in SSE(Z+) and end point equal to A, and the map pi1(SSE(Z),SSE(Z+),A)→
pi0(SSE(Z+),A) is defined by sending the homotopy class of a path γ to the component
containing γ(0) (details regarding this sequence can be found in [55, Ch. 4, Thm. 4.3]).
The last three terms in this sequence are not actually groups, but just pointed sets. Still,
exactness makes sense, by defining the kernel to be the pre-image of the base point. The
base point in pi1(SSE(Z),SSE(Z+),A) is given by the homotopy class of a path which lies
entirely in SSE(Z+). In particular, the set pi1(SSE(Z),SSE(Z+),A) has only one element
if and only if every path beginning in SSE(Z+) and ending at A is homotopic to a path
lying entirely in SSE(Z+).
In this setup, the goal is to now find a function
F : pi1 (SSE(Z),SSE(Z+),A)→ G
to some group G; for computability, we would like G abelian. Then to find a counterex-
ample, it would be enough to find matrices A and B and a path γ in SSE(Z) from A to B
such that F(γ) 6= 0, while F(β ) = 0 for any β ∈ pi1(SSE(Z),A). Note that from Theorem
8.2.2 we know pi1(SSE(Z),A) ∼= Aut(GA,δA), so in light of the long exact sequence in
homotopy written above, being able to compute generators for Aut(GA,δA) plays an im-
portant role here.
Put another way, we want to find some abelian group G, a primitive matrix A, and some
function F from edges in SSE(Z)A to G which satisfies all of the following:
F(α ?β ) = F(α)+F(β )(8.3.1)
If γ1 and γ2 are homotopic paths, then F(γ1) = F(γ2)(8.3.2)
F(γ) = 0 if γ lies in SSE(Z+)(8.3.3)
F(γA,B) 6= 0 for some path γA,B between some pair of matrices A,B(8.3.4)
where α ?β denotes concatenation of paths.
Kim and Roush, and independently Wagoner, found functions Fm each satisfying (8.3.1), (8.3.2), (8.3.3)
for G = Z/m for paths contained in any component of a matrix A satisfying tr(Ak) = 0
for all 1≤ k ≤ m. Finally, for m = 2, Kim and Roush found a pair of matrices A,B and a
path γA,B satisfying (8.3.4).
8.4. Kim-Roush relative sign-gyration method: Let (XA,σA) be a mixing shift of fi-
nite type, and recall from Section 7.6 the sign-gyration-compatability-condition homo-
morphisms
SGCCm : Aut(σA)→ Z/mZ
SGCCm = gm+
(m
2
)
∑
j>0
signξm/2 j .
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Given α ∈ Aut(σA), for any m, SGCCm(α) is defined in terms of the action of α on
the periodic points up to level m.
The idea behind the Kim and Roush technique is to define, for each m, a relative sign-
gyration-compatibility-condition map
sgcm : pi1(SSE(Z),SSE(Z+),A)→ Z/mZ.
To start, suppose A
(R,S)−→ B is an edge in SSE(Z+) given by a strong shift equivalence
A = RS,B = SR over Z+. Associated to this (by Theorem 1.8.4) is an elementary conju-
gacy
c(R,S) : (XA,σA)→ (XB,σB).
Recall this conjugacy c(R,S) is not determined by (R,S), but is only defined up to com-
position with simple automorphisms in the domain and range. Given m, choose some
orderings on the set of orbits whose lengths divide m, and a distinguished point in each
such orbit, for each of (XA,σA) and (XB,σB); in [68], these choices are made using certain
lexicographic rules on the set of periodic points. The conjugacy c(R,S) induces a bijection
between the respective periodic point sets for σA and σB, and we may define, with respect
to the choices of orderings and distinguished points in each orbit, the sign and gyration
maps, and hence define SGCCm(c(R,S)) ∈ Z/mZ. If RS 6= SR, the value SGCCm(c(R,S))
may depend on the choices of orderings and distinguished points.
In [68], Kim-Roush-Wagoner showed that for such a conjugacy c(R,S), there is a for-
mula sgccm(R,S) for SGCCm(R,S) in terms of the entries from the matrices R,S. This was
used to prove Theorem 7.6.3, that SGCC factors through the dimension representation. We
note that this formula for sgccm(R,S) in general depends on the choice of orderings on
the periodic points. Furthermore, the formulas defined in [68] are very complicated for
large m. In [66], Kim and Roush defined sgcm, a slightly different version (Ap. 8.7.6) of
sgccm, that also computes SGCCm in terms of entries from R and S; for m = 2, it takes the
form
sgc2(R,S) =∑
i< j
k>l
RikSkiR jlSl j +∑
i< j
k≥l
RikSk jR jlSli+∑
i, j
1
2
Ri j(Ri j−1)S2ji.
In other words, for an elementary strong shift equivalence A = RS,B = SR, we have
SGCCm(R,S) = sgcm(R,S). The formula given above for sgc2 uses orderings on the fixed
points and period two points defined by certain lexicographic rules given in [68]. For the
counterexamples to Williams’ Conjecture, only sgc2 is needed.
We can extend SGCCm from elementary conjugacies c(R,S) to paths in SSE(Z+):
given a path
γ =
J
∏
i=1
(Ri,Si)
s(i)
define
SGCCm(γ) =
J
∑
i
s(i)SGCCm(Ri,Si).
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Note from the above we also know that
SGCCm(γ) =
J
∑
i
s(i)sgcm(Ri,Si).
Now suppose we have a basic triangle in SSE(Z+)with edges (R1,S1),(R2,S2),(R3,S3).
If c(R3,S3) = c(R1,S1)c(R2,S2) then using the fact that SGCCm is defined in terms of dy-
namical data coming from the corresponding conjugacies, a calculation [68, Prop. 2.9]
shows that
SGCCm(R1,S1)+SGCCm(R2,S2) = SGCCm(R3,S3).
But by Theorem 8.2.1, up to conjugating by simple automorphisms, we do have c(R3,S3)=
c(R1,S1)c(R2,S2); since SGCCm vanishes on simple automorphisms (Theorem 7.6.3), this
gives an addition formula for SGCCm over triangles in SSE(Z+).
Now suppose we have an elementary strong shift equivalence A = RS,B = SR over
Z (so not necessarily in Z+). The sgcm formulas still make sense, so we can define
sgcm(γ) for any path γ in SSE(Z). If sgcm also satisfies an addition formula for triangles
in SSE(Z), then sgcm will give us an extension of SGCCm to SSE(Z). This turns out to be
the case, and is a consequence of the following Cocycle Lemma.
Lemma 8.4.1 ([68, 66]). If the edges (R1,S1),(R2,S2),(R3,S3) form a basic triangle in
SSE(Z), then
sgcm(R1,S1)+ sgcm(R2,S2) = sgcm(R3,S3).
The Cocycle Lemma was first proved in [68] in the case when the triangle contains
a vertex which is strong shift equivalent over Z to a nonnegative primitive matrix. The
version above, which does not require a primitivity assumption, was given in [66], with a
much shorter proof suggested by Mike Boyle.
Putting all of the above together, for a matrix A, the map
sgcm : pi1(SSE(Z),SSE(Z+),A)→ Z/mZ
satisfies (8.3.1) and (8.3.2).
Now suppose that A satisfies tr(Ak) = 0 for all 1 ≤ k ≤ m and (R,S) is an edge in
SSE(Z+) from A to B. Then both (XA,σA) and (XB,σB) have no points of period k for any
1≤ k ≤ m, and the dynamically defined SGCCm(R,S) must vanish; since sgcm = SGCCm
on edges in SSE(Z+), this implies sgcm(R,S) = 0. It follows that on path-components of
matrices A with tr(Ak) = 0 for all 1≤ k ≤ m, the map sgcm also satisfies (8.3.3).
Finally, using m = 2, in [66] Kim and Roush found two primitive matrices A,B and a
path γ in SSE(Z) from A to B such that all of the following hold:
(1) tr(A) = tr(A2) = 0.
(2) sgc2(α) = 0 for any α ∈ pi1(SSE(Z),A).
(3) sgc2(γ) 6= 0.
It follows these matrices A and B are strong shift equivalent over Z, but not strong shift
equivalent over Z+. The matrices A and B given in [66] are 7×7.
SYMBOLIC DYNAMICS AND STABLE ALGEBRA 109
8.5. Wagoner’s K2-valued obstruction map: Wagoner, influenced by ideas from pseudo-
isotopy theory, constructed a map F satisfying the three conditions 8.3.1 – 8.3.3 landing
in the K-theory group K2(Z[t]/(tm+1)). In [120] Wagoner then used this framework to
detect counterexamples with matrices found using the technique given by Kim and Roush
in [66]. The Kim-Roush relative-sign-gyration-compatability method of the previous sec-
tion enjoys the fact that it is motivated by dynamical data relating directly to the shift
systems, being based on ideas from sign-gyration. Wagoner’s method is not as easily
connected to the dynamics, but offers some alternative benefits, namely:
(1) Landing in K2, it connects directly with algebraic K-theory.
(2) It operates within the polynomial matrix framework.
(3) It is perhaps suggestive of more general strategies for studying the refinement
of strong shift equivalence over a ring by strong shift equivalence over the or-
dered part of a ring, i.e. part (3) in the picture in Lecture 6 describing Williams’
Problem.
So how does Wagoner’s construction work? We recall two facts about the group K2(R)
from Section 5.4:
(1) K2(R) is an abelian group.
(2) An expression of the form ∏ki=1 Ei = 1, where Ei are elementary matrices over
R, can be used to construct an element of K2(R).
For m ≥ 1, let SSE2m(Z+) denote the subcomplex of SSE(Z+) consisting of path-
components which have a vertex A such that tr(Ak) = 0 for all 1 ≤ k ≤ 2m. Wagoner’s
construction proceeds as follows:
(1) Consider an edge in SSE(Z) from A to B. As shown in Lecture 3, this gives
matrices E1,F1 in El(Z[t]) over Z[t] such that
E1(I− tA)F1 = I− tB.
(2) Suppose the matrix A satisfies tr(Ak) = 0 for all 1≤ k≤m. In [120, Prop. 4.9] it
is shown there exist matrices E2,F2 in El(Z[t]) and A′ over Z[t] such that E2(I−
tA)F2 = I− tm+1A′. Doing the same for B yields matrices E3,F3 in El(Z[t]) and
some B′ over Z[t] such that
E2(I− tA)F2 = I− tm+1A′
E3(I− tB)F3 = I− tm+1B′.
(3) Combining steps (1) and (2) we have matrices X ,Y in El(Z[t]) such that
X(I− tm+1A′)Y = I− tm+1B′.
Passing to Z[t]/(tm+1), we get
XY = I.
We can now use this expression to produce an element of K2(Z[t]/(tm+1)).
Wagoner shows this assignment defined above is additive with respect to concatenation
of paths given by two subsequent edges, so one can extend it to arbitrary paths. Thus,
given an edge γ in SSE(Z), applying the above gives an element F(γ) ∈ K2(Z[t]/(tm+1)).
Then, given a path γ between two vertices A and B in SSE2m(Z), Wagoner shows:
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(a) The element F(γ) in K2(Z[t]/(tm+1)) produced by the above construction is in-
dependent of the choices of elementary matrices made in the construction.
(b) If A,B are nonnegative and γ ′ is another path in SSE(Z) from A to B such that γ
and γ ′ are homotopic (with endpoints fixed), then F(γ)=F(γ ′) in K2(Z[t]/(tm+1)).
(c) If the path γ lies entirely in SSE2m(Z+), then the corresponding element F(γ) in
K2(Z[t]/(tm+1)) vanishes.
Altogether this defines a function
Φ2m : pi1(SSE(Z),SSE2m(Z+),A)→ K2(Z[t]/(tm+1))
satisfying the properties 8.3.1 – 8.3.3 for A in SSE2m(Z+).
Let K2(Z[t]/(tm+1),(t)) denote the kernel of the split surjection K2(Z[t]/(tm+1))→
K2(Z) induced by the ring map Z[t]/(tm+1)→ Z induced by t→ 0. Wagoner proved that
the maps Φ2m defined above actually lands in K2(Z[t]/(tm+1),(t)). This is a significant
fact, since van der Kallen proved in [114] that K2(Z[t]/(t2),(t))∼= Z/2. This calculation
by van der Kallen was used by Wagoner to explicitly compute [120, Eq. 1.21] Φ2, and to
detect some explicit counterexamples in [120].
8.6. Some remarks and open problems. At the m = 2 level, each method outlined
above gives a map
sgc2 : pi1(SSE(Z),SSE2(Z+),A)→ Z/2Z
Φ2 : pi1(SSE(Z),SSE2(Z+),A)→ K2(Z[t]/(t2),(t))∼= Z/2Z.
While these were developed independently, remarkably, it was shown by Kim and Roush
in the Appendix of [120] that Φ2 = sgc2. Wagoner explicitly poses the problem in [119,
Number 6] to determine, for larger m, the relationship between Φ2m and sgcm.
Finally, let us note that both the Kim-Roush method and Wagoner’s method rely on
the non-existence of periodic points at certain low levels. In Wagoner’s case, without
vanishing trace conditions, step (2) above can not be carried out. Moreover, step (3)
also relies on the vanishing trace conditions. As a result, Wagoner’s construction is only
defined in the case of shifts of finite type lacking periodic points of certain low order
levels. For the Kim-Roush technique, the non-existence of low-order periodic points
comes in when one wants to conclude that the assignment from edges to some element of
Z/m vanishes along any path through SSE(Z+): for an edge in SSE(Z+), the assignment
coincides with the relative sign-gyration numbers associated to a conjugacy, which, in the
absence of any periodic points of the given levels, must vanish.
In light of this, neither method is able to produce more than a finite index refinement
of the strong shift equivalence class of a given primitive matrix A over Z+, since (XA,σA)
will, above some level k depending on A, eventually contain periodic points at all levels
larger than k.
To finish, we highlight two open problems (Problem 8.6.2 below was mentioned infor-
mally in the discussion following Conjecture 1.10.1 in Lecture 1):
Problem 8.6.1. If A is shift equivalent over Z+ to the 1×1 matrix (n), must A be strong
shift equivalent over Z+ to (n)? In other words, does Williams’ Conjecture hold in the
case of full shifts?
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Problem 8.6.2. For a primitive matrix A, is the refinement of the SE-Z+-equivalence
class of A by SSE-Z+ finite?
Finally, we think the complexes SSE(ZO),SSE(Z+) and SSE(Z) probably have much
more to offer, and obtaining a deeper understanding of them would be valuable for study-
ing both strong shift equivalence and the conjugacy problem for shifts of finite type.
8.7. Appendix 8. This appendix contains some proofs, remarks, and solutions of various
exercises throughout Lecture 8.
Remark 8.7.1. Prior to considering the strong shift equivalence spaces SSE(R), Wagoner
also introduced a related ‘space of Markov partitions’ for a shift of finite type; we won’t
describe these here, and instead refer the reader to [118, 3, 40].
Remark 8.7.2. For a discrete group G, a classifying space is a path-connected space BG
such that pi1(BG)∼= G and pik(BG) = 0 for all k ≥ 2. The space BG has the property that
Hk(G,Z), the integral group homology of the group G, is isomorphic to Hk(BG,Z), the
integral singular homology of the space BG. See [122, 6.10.4] for details.
Remark 8.7.3. For a semiringR, the shift equivalence space SE(R) is the CW complex
defined as follows.
(1) The 0-cells of SE(R) are square matrices overR.
(2) An edge from vertex A to vertex B corresponds to a shift equivalence over R
from A to B, i.e. matrices R,S overR and k ≥ 1 such that
Ak = RS, Bk = SR, AR = RB, SA = BS.
(3) 2-cells are given by triangles
such that
(8.7.4) R1R2 = R3.
Higher cells are defined in the same way as for the SSE spaces. It is immediate from the
definition that pi0(SE(R)) is in bijective correspondence with the set of shift equivalence
classes of matrices overR.
Remark 8.7.5. We’ll show here that iR cannot in general be a homotopy equivalence.
The map iR induces a map of sets iR,∗ : pi0(SSE(R))→ pi0(SE(R)). We can identify
pi0(SSE(R)) with the set of SSE-classes of matrices over R and pi0(SE(R) with the set
of SE-classes of matrices over R, and upon making these identifications, the map iR,∗
agrees with the map pi given in (6.2.2). Theorem 6.4.1 from Lecture 6 gives a description
of the fibers of this map in terms of some K-theoretic data. In particular, from Corollary
6.4.2 we know that this map iR,∗ : pi0(SSE(R))→ pi0(SE(R)) is not always an injection.
Thus Wagoner’s result that iR is a homotopy equivalence when R is a principal ideal
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domain can not hold in the case NK1(R) 6= 0; as we see, it need not even induce an
injection on the level of pi0.
Remark 8.7.6. As pointed out in [66, Section 8], the maps sgcm and sgccm are not the
same in general. However, they do yield the same value on path-components containing a
primitive matrix whose trace is zero. The definition for sgccm requires a component with
a matrix which is shift equivalent to a primitive matrix, whereas the map sgcm does not.
See [66, Section 8] for more details regarding the difference between sgcm and sgccm.
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