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ABSTRACT
The behavior of thermal plumes discharged from staged diffusers has been inves­
tigated experimentally. A staged diffuser is a type of submerged multiport diffuser 
characterized by an offshore orientation of the individual nozzles. It is commonly 
employed for the discharge of heated water from coastal power plants into the ocean 
because of its effective mixing capability, which does not depend on the prevailing 
longshore-current directions.
Experiments have been performed to measure the temperature distribution of the 
plume in a quiescent receiving water. The three-dimensional thermal field is recon­
structed from the results of two groups of measurements, the centerline experiments 
in which the temperature in the vertical plane along the diffuser axis is measured, 
and the scanning experiments in which the lateral temperature profiles are measured. 
The emphasis is on a homogeneous ambient receiving water, but a few illustrative ex- 
periments with ambient stratification have been carried out. The number of variables 
associated with the problem is very large, making it difficult to perform a generic 
study. Nevertheless, five of the variables (the number of ports, n, the initial jet di- 
ameter, D0, the horizontal orientation of the jet, α, the total discharge flow rate, 
QT0, and the water depth, H) have been examined.
Experimental observations support the hypothesis of a near field dominated by
- vi -
momentum jet mixing, and an intermediate field dominated initially by turbulent 
mixing and eventually by gravitational spreading. H, n and D0 are the governing 
parameters in both the near field and the intermediate field. By coupling dimen- 
sional analysis with experimental results, several empirical relationships have been 
established to give a first-order approximation relating the mean characteristics of 
the plume to the governing parameters. It is found that the near-field dilution can be 
described adequately by the simple jet model with an adjustment factor based on n. 
The dilution in the intermediate field, however, is relatively insensitive to n. It is also 
concluded that the horizontal orientation of the jet, at ±25° to the diffuser axis, helps 
to spread the plume over a wider extent, thereby reducing the maximum temperature 
rise. Results from stratified experiments indicate that for weak stratification, the 
dynamics of the plume is not significantly modified.
This report was submitted to the California Institute of Technology in May 1990 as a 
thesis in partial fulfillment of the requirements for the degree of Doctor of Philosophy 
in Environmental Engineering Science. It is the final report to Southern California 
Edison Co. under purchase orders C0254902 and C0157902. The following major 
progress report was submitted previously to SCE:
Ng, K. Y. and Koh, R. C. Y. (1986) “Behavior of the SONGS Thermal Plume,
A Progress Report,” Tech. Memo. No. 86-1, W. M. Keck Laboratory of 
Hydraulics and Water Resources, California Institute of Technology, 68 pp.
- vii -
TABLE OF CONTENTS
Chapter Page
ACKNOWLEDGEMENTS................................................................................................................... iii
ABSTRACT.................................................................................... .. .................................................... V
TABLE OF CONTENTS................................................................................................................... vii
LIST OF TABLES....................................................... .. ................................................................ .. . xi
LIST OF FIGURES............................................................................................................................. xiii
LIST OF SYMBOLS............................. .............................................................................................. xxiv
1. Introduction ................................................................................................................... 1
1.1 Historical Background......................................................................................... 1
1.2 The Use of Multiport Diffusers for Thermal Outfalls.......................... 2
1.3 A Case Study........................................... .. ............................................................ 4
1.4 Objectives and Scope of this Study .............................................. .. ............. 6
1.5 Structure of the Thesis.............................................................. .. ...................... 8
2. Literature Review............ .. ................................. .. ................................................... 9
2.1 Introduction....................................................... ........................................ ............. 9
2.2 Different Types of Multiport Thermal Diffusers.................................... 10
2.3 The Induced Flow Field and the Zonal Division.................................... 13
- viii -
Chapter Page
2.4 Turbulent Buoyant Jets and Multiport Diffusers ................................... 15
2.4.1 Turbulent Jets and Plumes in Unconfined Environ-
ments ............................................................................................................ 15
2.4.2 Merging of the Individual Jets ......................................................... 18
2.4.3 Effect of Shallow Water and Instability ....................................... 20
2.4.4 Surface Buoyant Jets ............................................................................ 22
2.5 Laboratory Studies on Staged Diffusers ..................................................... 23
2.6 Predictive Models for Staged Diffusers ....................................................... 28
2.6.1 The Near Field ........................................................................................ 28
2.6.2 The Intermediate Field ........................................................................ 34
2.7 Summary ................................................................................................................... 36
3. Physics οf the Thermal Plume ........................................................................ 39
3.1 Introduction ............................................................................................................. 39
3.2 The Hypothetical Flow Field ........................................................................... 41
3.3 Dimensional Analysis .......................................................................................... 44
3.3.1 Assumptions and General Considerations .................................. 45
3.3.2 The Near Field ........................................................................................ 47
3.3.3 The Intermediate Field ........................................................................ 52
3.4 Summary ................................................................................................................... 54
4. Experimental Setup and Procedures ......................................................... 57
4.1 Objectives ................................................................................................................. 57
4.2 Experimental Setup ............................................................................................. 57
4.2.1 The Test Basin ........................................................................................ 57
4.2.2 The Warm Water Supply and Discharge System ................. 61
4.2.3 The Thermistor Probes ..................................................................... 63
4.2.4 The Data Acquisition System ........................................................ 65
4.2.5 The Photographic Equipment ........................................................ 69
4.3 Experimental Constraints ................... .. ........................................................ 72
- ix -
Chapter Page
4.4 Experimental Procedures ............................................................................. ..  . 74
4.5 Data Reduction .......................................................... .. .................................... ..  . 80
4.6 Experimental Uncertainties .................................... .. ....................................... 81
5. Experimental Results-Homogeneous Ambient .................. ................ 85
5.1 Scope of Experiments .......................................................................................... 85
5.2 Results of Two Sample Experiments ............................................................ 89
5.2.1 The Centerline Experiment-0816cl .................... .. ......................... 90
5.2.2 The Scanning Experiment-1122scan ............................................. 102
5.2.3 Photographs of Plume Growth ................................................. ..  . . 118
5.3 Summary of Plume Development . ........................................................  . . . 118
5.4 Comparison with Other Experiments .......................................................... 122
5.4.1 Significance of the Initial Horizontal Orientation of the
Jets "α" ...................................................................................................... 123
5.4.2 Significance of the Water Depth "H" ............... .. .......................... 129
5.4.3 Significance of the Discharge Flow Rate "QT0" ...................... 136
5.4.4 Significance of the Jet Diameter "D0" and the 
Number of Nozzles "n" ............................. .............. .. ......................... 136
5.5 Key Results ................. .. .............. .................................................. ......................... 148
5.6 Further Notes on Jet Diameter ....................................................................... 156
6. Discussion of Experimental Results ............................................................ 159
6.1 Introduction ............................................................................................................. 159
6.2 The Near Field ............................. .. ..................... .. ............................................... 160
6.2.1 Near-surface Temperature Increase along the Diffuser
Axis (ΔTc(x)/ΔT0) ............. .... .. ... .. .. .. .. .. .. .. ............. 160
6.2.2 Normalized Peak Temperature Increase (Tpeak) ..................... 169
6.2.3 Thickness of the Surface Layer at the End of the 
Diffuser (h1) ... .. .. .. .. ................................. ............................................... 174
6.2.4 Lateral Spreading Rate of the Plume (e) ................................... 175
6.2.5 Comparison with the Modified Simple Jet Model ................... 179
- x -
Chapter Page
6.3 The Intermediate Field ................................. ..................................................... 182
6.3.1 Normalized Asymptotic Surface Temperature Increase 
(Tasym) ......................................................................................................... 185
6.3.2 Intermediate-field Dilution (S2) ...................................................... 187
6.3.3 Transition Distance (xt) .................................................................... 191
6.3.4 Temperature Decrease at the Beginning of the Inter- 
mediate Field ............................................................................................ 191
6.4 Distance from End of Diffuser to ΔTc/ΔT0 ≤ 0.2 (x0.2) .................. 200
6.5 Comparison with Field Data ............................................................................ 200
6.6 Implication ............................................................................................................... 206
7. Conclusions and Recommendations ............................................................ 209
7.1 Conclusions .............................................................................................................. 209
7.2 Recommendations for Future Work ............................. ................................ 213
References......................................................................................................................................... 215
Appendix A Sample Data Acquisitum Program......................................... 223
Appendix B Sample Calibration Curves ................. .......................................... 227
Appendix C Experimental Results-Stratified Ambient ........................ 231
C.1 Motivation ............................................................................................ 231
C.2 Experimental Preliminaries .........................................................  231
C.3 Normalization of Measured Temperature Values .............. . 235
C.4 Results from Stratified Experiments ..................................... .. 237
Appendix D Parameters and Key Results............... ................................. 255
- xi -
LIST OF TABLES
Table Page
5.1 Range of typical diffuser parameters .......................................................................... 86
5.2 Studied range of dimensionless diffuser parameters ...................................... .. . 87
5.3 Experimental values of variables .................................................................................. 87
5.4 Variables and relevant parameters of the two experiments: 0816cl 
and 1122scan ......................................................................................................................... 90
5.5 Summary of the key results of experiments 0816cl and 1122scan 
(L = 90 cm, H = 4 cm; input variables are given in Table 5.4) ................... 157
C.1 Summary of the experiments with stratified ambient ........................................ 238
C.2 Calculated thickness of the blocking layer under various extent of 
ambient stratification, based on three-dimensional jet mixing due 
to momentum only and neglecting jet interference . . ....................................... 254
D.1 List of parameters and key results. a) centerline experiments; 
b) scanning experiments .................................................................................................. 256
D.2 List of parameters and key results. a) centerline experiments; 
b) scanning experiments . ............................................................................................... 257
D.3 List of parameters and key results. a) centerline experiments; 
b) scanning experiments ......................... .. ...................................................................... 258
D.4 List of parameters and key results. a) centerline experiments; 
b) scanning experiments . ............................................................................................... 259
- xii -
Table Page
D.5 List of parameters and key results. a) centerline experiments; 
b) scanning experiments .................................................................................................. 260
D.6 List of parameters and key results. a) centerline experiments; 
b) scanning experiments .................................................................................................. 261
D.7 List of parameters and key results. a) centerline experiments; 
b) scanning experiments .................................................................................................. 262
D.8 List of parameters and key results. a) centerline experiments; 
b) scanning experiments .................................................................................................. 263
- xiii -
LIST OF FIGURES
Figure Page
2.1 Different types of multiport diffusers ................ ................................................... ..  . 11
2.2 Postulated flow field and thermal field common to all theoretical 
models ...................................................................................................................................... 29
2.3 Comparison of theoretical models with observations from San 
Onofre physical model results — ΔT/ΔT0 along the diffuser axis 
(based on model quantities) ..................... .. ................................................................... 35
2.4 Comparison of theoretical models with observations from San 
Onofre physical model results — lateral ΔT/ΔT0 profile near end 
of the diffuser (based on model quantities) ................ .. .......................................... 35
3.1 Definition sketch of staged diffuser ............................................................................. 40
3.2 Schematic diagram of the plume at various times ............................................... 42
3.3 A section of the staged diffuser with α = 0°, showing the geometry 
of two adjacent jets used for deriving critical spacing for jet merging 
(Equation 3.12) ............................................... ............................................................ ..  . . 48
3.4 Critical s/H ratio versus β ................... .. ..................................................................... 48
4.1 Schematic diagram of the test basin layout ........................................................... 59
4.2 Photograph of the test basin ........... .. ........................................................................... 59
4.3 Schematic diagram of the false bottom structure. ............................................ 60
4.4 The warm water supply and discharge system ...................................................... 62
4.5 Staged multiport diffuser. a) Schematic diagram; b) Photograph ............... 64
-xiv-
Figure Page
4.6 Schematic diagram of a thermistor probe ............................................................... 66
4.7 Photograph of a thermistor probe ............................................................................... 67
4.8 Photograph of the thermistor for monitoring discharge temperature 
inside diffuser ........................................................................................................................ 67
4.9 Circuit diagram of a multiplexer unit ....................................................................... 68
4.10 Diagram of two bridge circuits for the thermistor probes ............................... 70
4.11 Signal flow path and the interconnection of components of the data 
acquisition system .............................................................................................................. 71
4.12 Probe arrangements for centerline experiments .................................................... 77
4.13 Probe arrangements for scanning experiments . .................................................. 79
5.1 Mean ambient temperature profiles (before startup) of centerline 
experiment-0816cl ......................... .................................................................................  . 92
5.2 Sample time series for the near-surface temperatures measured at 
four stations. a) x/L = 0.66; b) x/L = 1.67; c) x/L = 2.01; 
d) x/L = 2.35 ...................................................................................................................... 93
5.3a Longitudinal profiles of ΔTc/ΔT0 at near-surface levels ................................. 95
5.3b Longitudinal profiles of ΔTc/ΔT0 at midlevels .................................................... 96
5.3c Longitudinal profiles of ΔTc/ΔT0 at bottom level ............................................. 97
5.4 Vertical profiles of ΔTc/ΔT0 at four stations. a) x/L = 0.66; 
b) x/L = 1.05; c) x/L = 2.01; d) x/L = 2.35 .................................................... 99
5.5 Contour map of ΔTc/ΔT0 in the vertical plane along the diffuser 
axis. Vertical domain shown is 0.31 < z/H < 0.94. Contour 
intervals are indicated by letter code (in %) .......................................................... 101
5.6a Longitudinal profiles of variance of measured temperature at 
near-surface levels .......................................... .. ............................................................... 103
5.6b Longitudinal profiles of variance of measured temperature at 
midlevels .............................................................................................................................. 104
- xv -
Figure Page
5.6c Longitudinal profiles of variance of measured temperature at 
bottom level .................. .. ............................................................................ ......................... 105
5.7 Contour map of the variance of the measured temperature in the 
vertical plane along the diffuser axis. Vertical domain shown is
0.31 < z/H < 0.94. Contour intervals are indicated by letter code 
(in °C2) ................................................................................. .. .......................... .. .................. 106
5.8 Energy spectra of the near-surface temperature. a)x/L = 0.99; 
b)x/L = 1.67 ....................................................................................... .. .............................. 107
5.8 Energy spectra of the near-surface temperature. c) x/L = 2.35 ................. 108
5.9 Mean ambient temperature profiles before startup of the scanning 
experiment-1122scan ..................................................................... .. ................................ 109
5.10 Lateral profiles of ΔT/ΔT0. a) x/L = 0.56; b) x/L = 1.24 ......................... 111
5.10 Lateral profiles of ΔT/ΔT0. c) x/L = 3.27; d) x/L = 5.64 ......................... 112
5.11 Growth of plume half-width with downstream distance . ............................... 113
5.12 Contour map of ΔT/ΔT0 in the vertical planes across the diffuser 
axis. Vertical domain shown is 0.31 < z/H < 0.94. Contour 
intervals are indicated by letter code (in %). a) x/L = 0.56; 
b) x/L = 0.90; c) x/L = 1.23; d) x/L = 1.58 ..................................................... 115
5.12 Contour map of ΔT/ΔT0 in the vertical planes across the diffuser 
axis. Vertical domain shown is 0.31 < z/H < 0.94. Contour 
intervals are indicated by letter code (in %). e) x/L = 1.92; 
f) x/L = 2.26; g) x/L = 2.93; h) x/L = 3.27 ..................................................... 116
5.13 Contour map of near-surface ΔT/ΔT0 (z/H = 0.94).
a) 0.56 < x/L < 2.93; b) 3.27 < x/L < 5.64 ........................................................ 117
5.14 Overhead photographs of the diffuser plume after discharge. 
a) t = 0.5 min; b) t = 1.0 min ..................................................................................... 119
5.14 Overhead photographs of the diffuser plume after discharge. 
c) t = 0.5 min; d) t = 2.0 min ...................................................................................... 120
5.15 Dye tracings of diffuser plume boundaries ......................................... .. .................. 121
- xvi -
Figure Page
5.16a Comparison of longitudinal profiles of ΔTc/ΔT0 at near-surface 
levels of 2 cases: α = 0° (experiment-0816cl) and a = 25° 
(experiment-0827cl) .......................................................................................................... 124
5.16b Comparison of longitudinal profiles of ΔTc/ΔT0 at midlevels 
of 2 cases: α = 0° (experiment-0816cl) and a = 25° 
(experiment-0827cl) .......................................................................................................... 125
5.16c Comparison of longitudinal profiles of ΔTc/ΔT0 at bottom level 
of two cases: α = 0° (experiment-0816cl) and a = 25° 
(experiment-0827cl) .......................................................................................................... 126
5.17 Comparison of vertical profiles of ΔTc/ΔT0 of 2 cases: α = 0°
(experiment-0816cl) and a = 25° (experiment-0827cl).
a) x/L = 0.66; b) x/L = 1.05; c) x/L = 2.01; d) x/L = 2.35 .................... 127
5.18 Comparison of plume boundaries at various times for α = 0° 
(experiment-1122scan) and a = 25° (experiment-0828scan) ........................ 128
5.19a Comparison of longitudinal profiles of ΔTc/ΔT0 at near-surface 
levels for 2 cases: H = 4.0 cm (experiment-0816cl) and
H = 8.0 cm (experiment-0714cl) ................................................................................ 130
5.19b Comparison of longitudinal profiles of ΔTc/ΔT0 at midlevels for
2 cases: H = 4.0 cm (experiment-0816cl) and H = 8.0 cm 
(experiment-0714cl) .......................................................................................................... 131
5.19c Comparison of longitudinal profiles of ΔTc/ΔT0 at bottom level 
for 2 cases: H = 4.0 cm (experiment-0816cl) and H = 8.0 cm 
(experiment-0714cl) .......................................................................................................... 132
5.20 Comparison of vertical profiles of ΔTc/ΔT0 for H = 4.0 cm 
(experiment-0816cl) and H = 8.0 cm (experiment-0714cl) cases. 
a) x/L = 0.66; b) x/L = 1.05; c) x/L = 2.01; d) x/L = 2.35 ................... 133
5.21 Contour map of ΔTc/ΔT0 for H = 8.0 cm (experiment-0714cl) in 
the vertical plane along the diffuser axis. Vertical domain shown is
0.16 < z/H < 0.97. Contour intervals are indicated by letter code 
(in %) ..................................................................................................................................... 134
- xvii -
Figure Page
5.22 Contour map of near-surface ΔT/ΔT0 for H = 8.0 cm (experi- 
ment-1123scan). Contour intervals are indicated by letter code
(in %) ......... ............................ .. ......................................................... .................................. .. 134
5.23 Comparison of tracings of plume boundaries at various times 
for H = 4.0 cm (experiment-1122scan) and H = 8.0 cm 
(experiment-1123scan) ..................................................................................................  . 135
5.24a Comparison of longitudinal profiles of ΔTc/ΔT0 at near-surface 
levels for QT0 = 28.8 cm3/s (experiment-0816cl) and QT0 = 57.5 cm3/s 
(experiment-0628cl) .................................................... .. .............. .. .............. ............ .. . . 137
5.24b Comparison of longitudinal profiles of ΔTc/ΔT0 at midlevels for
QT0 = 28.8 cm3/s (experiment-0816cl) and QT0 = 57.5 cm3/s 
(experiment-0628cl) ............................ ..................... .. ...................................................... 138
5.24c Comparison of longitudinal profiles of ΔTc/ΔT0 at bottom level 
for QT0 = 28.8 cm3/s (experiment-0816cl) and QT0 = 57.5 cm3/s 
(experiment-0628cl) .......................................................................................................... 139
5.25 Comparison of vertical profiles of ΔTc/ΔT0 for QT0 = 28.8 cm3/s 
(experiment-0816cl) and QT0 = 57.5 cm3/s (experiment-0628cl). 
a) x/L = 0.66; b) x/L = 1.05; c) x/L = 2.01; d) x/L = 2.35.................... 140
5.26 Contour map of ΔTc/ΔT0 in the vertical plane along the diffuser 
axis for QT0 = 57.5 cm3/s (experiment-0628cl). Vertical domain 
shown is 0.31 < z/H < 0.94. Contour intervals are indicated by 
letter code (in %) ....................................................... ....................................... ............. 141
5.27 Contour map of near-surface ΔT/ΔT0 for QT0 = 57.5 cm3/s 
(experiment-1122scn2). Contour intervals are indicated by letter 
code (in %) ............................ .. ........... .. ............................................................................... 141
5.28 Comparison of tracings of plume boundaries at various times for
QT0 = 28.8 cm3/s (experiment-1122scan) and QT0 = 57.5 cm3/s 
(experiment-1122scn2) .................. ................ .. ............................................................... 142
5.29a Comparison of longitudinal profiles of ΔTc/ΔT0 at near-surface 
levels for n = 16 (experiment-0816cl) and n = 4 (experi- 
ment-0922cl2). (x/L = 0 at beginning of diffuser and L = 90 cm 
is used as the normalizing factor for both cases.) ............................................. 144
- xviii -
Figure Page
5.29b Comparison of longitudinal profiles of ΔTc/ΔT0 at midlevels for 
n = 16 (experiment-0816cl) and n = 4 (experiment-0922cl2).
(x/L = 0 at beginning of diffuser and L = 90 cm is used as the 
normalizing factor for both cases.) ........................................................................... 145
5.29c Comparison of longitudinal profiles of ΔTc/ΔT0 at bottom level 
for n = 16 (experiment-0816cl) and n = 4 (experiment-0922cl2).
(x/L = 0 at beginning of diffuser and L = 90 cm is used as the 
normalizing factor for both cases.) ........................................................................... 146
5.30 Contour map of ΔTc/ΔT0 in the vertical plane along the diffuser 
axis for n = 4 (experiment-0922cl2). L = 18 cm is used as the 
normalizing factor. Vertical domain shown is 0.31 < z/H < 0.94. 
Contour intervals are indicated by letter code (in %) ....................................... 147
5.31a Comparison of longitudinal profiles of ΔTc/ΔT0 at near-surface 
and midlevels for n = 16 (experiment-0816cl), n = 4 (experi- 
ment-0922cl2) and n = 1 (experiment-1101cl). x/L is referenced 
from the midpoint and L = 90 cm is used as the normalizing factor 
for all cases ............................................................................................................................ 149
5.31b Comparison of longitudinal profiles of ΔTc/ΔT0 at bottom level 
for n = 16 (experiment-0816cl), n = 4 (experiment-0922cl2) and 
n = 1 (experiment-1101cl). x/L is referenced from the midpoint 
and L = 90 cm is used as the normalizing factor for all cases ....................... 150
5.32a Comparison of longitudinal profiles of ΔTc/ΔT0 at near-surface 
and midlevels for n = 16 (experiment-0816cl), n = 4 (experi- 
ment-0922cl2) and n = 1 (experiment-1101cl). x/L is referenced 
from the end of diffuser and L = 90 cm is used as the normalizing 
factor for all cases ............................................................................................................... 151
5.32b Comparison of longitudinal profiles of ΔTc/ΔT0 at bottom level 
for n = 16 (experiment-0816cl), n = 4 (experiment-0922cl2) and 
n = 1 (experiment-1101cl). x/L is referenced from the end of 
diffuser and L = 90 cm is used as the normalizing factor for all 
cases .......................................................................................................................... .. ............ 152
5.33 Definition diagram of the key results in homogeneous environ- 
ment. For the case of only one jet (n = 1), L is arbitrarily taken 
as 90 cm ..................................................................................................................... .. 154
- xix -
Figure Page
6.1a Comparison of measured longitudinal profiles of temperature 
increase with Jirka's model for the near field — the present study ................ 163
6.2a Comparison of measured longitudinal profiles of dilution with 
Almquist and Stolzenbach's model for the near field — the present 
study ............................................................................................... ......................................... 163
6.1b Comparison of measured longitudinal profiles of temperature 
increase with Jirka’s model for the near field — SONGS hydraulic 
model study .. ............................................................ .......................................................... 164
6.2b Comparison of measured longitudinal profiles of dilution with 
Almquist and Stolzenbach’s model for the near field — SONGS 
hydraulic model study ............. ...................................... .. ............................................... 164
6.1c Comparison of measured longitudinal profiles of temperature 
increase with Jirka’s model for the near field — Almquist and 
Stolzenbach’s experimental study .................... .......................................................... 165
6.2c Comparison of measured longitudinal profiles of dilution with 
Almquist and Stolzenbach’s model for the near field — Almquist and 
Stolzenbach’s experimental study ................................ ................ .. ........................ .. 165
6.1d Comparison of measured longitudinal profiles of temperature 
increase with Jirka’s model for the near field — Campbell Station 
hydraulic model study ............. .. .. ................................. .. ............................................... 166
6.2d Comparison of measured longitudinal profiles of dilution with 
Almquist and Stolzenbach’s model for the near field — Campbell 
Station hydraulic model study .................. .................................................................. 166
6.1e Comparison of measured longitudinal profiles of temperature 
increase with Jirka’s model for the near field — Charlestown Station 
hydraulic model study ..................... .. .......................... .. ..................... ........................... 167
6.2e Comparison of measured longitudinal profiles of dilution with 
Almquist and Stolzenbach’s model for the near field — Charlestown 
hydraulic model study .............. .. .......................... .. ........................................................ 167
6.1f Comparison of measured longitudinal profiles of temperature 
increase with Jirka’s model for the near field — Somerset alternate 
site hydraulic model study ............................................................................................ 168
- xx -
Figure Page
6.2f Comparison of measured longitudinal profiles of dilution with 
Almquist and Stolzenbach’s model for the near field — Somerset 
alternate site hydraulic model study.......................................................................... 168
6.3 Comparison of normalized near-field peak temperature increase 
with the simple jet theory............................................................................................... 171
6.4 Comparison of normalized near-field peak temperature increase 
with n1/4ℓQ/(H/sin β) .................................................................................................. 173
6.5 Normalized thickness of the surface layer, h1/H, at the end of the 
diffuser ..................................................................................................................................... 176
6.6 Overhead photographs of the thermal plume with discharge condi- 
tion: n = 16, D0 = 0.25 cm, H = 12 cm and QT0 = 20.3 cm3/s. 
a) t = 2 min 50 sec; b) t = 3 min 50 sec ............................................................... 177
6.6 Overhead photographs of the thermal plume with discharge condi- 
tion: n = 16, D0 = 0.25 cm, H = 12 cm and QT0 = 20.3 cm3/s. 
c) t = 5 min 50 sec; d) t = 7 min 50 sec ............................................................... 178
6.7 Average lateral growth rate of the total plume width, ϵ ................................. 180
6.8 Comparison of various laboratory results with the modified simple 
jet model ............................................................... ................................................................. 181
6.9 Comparison of various laboratory results with the model of 
Almquist and Stolzenbach (1980) ............................................................................... 183
6.10 Comparison of various laboratory results with the model of Jirka 
(1982) ....................................................................................................................................... 184
6.11 Tasym (ΔTasym/ΔT0) versus ℓQ/H ..........................................................................  186
6.12 Tasym (ΔTasym/ΔT0) versus n ..................... .............................................................  188
6.13 Intermediate field dilution S2 (ΔTs1/ΔTasym) versus ℓQ/H ..................... 189
6.14 Intermediate field dilution S2 versus Ts1 (ΔTs1/ΔT0) .................... ............. 190
6.15 Transition distance xt of the surface-buoyant jet region .............................. 192
- xxi -
Figure Page
6.16 Three-parameter plot of the decay constant k, √nℓQ/H and 
ℓM/√nℓQ .............................. .................................................. .. ............................................ 194
6.17 Dependence of kH on √nℓQ/H for constant values of ℓm/√nℓQ ........... 196
6.18 Dependence of kH on ℓM/√nℓQ for constant values of √nℓQ/H ........... 197
6.19 Normalized temperature profiles Tc(x). a) n = 16; b) n = 4 .................... 198
6.19 Normalized temperature profiles Tc(x). c) n = 1, D0 = 1.03 cm; 
d) n = 1, D0 = 0.75 cm ................................................................................................... 199
6.20 x0.2/H versus (n1/4ℓQ)/H ..................... .. ............... .. .........................................  . . . 201
6.21 Tracklines of the August 29, 1985 thermistor chain data collected 
for the thermal plume of SONGS .............. .. ..................... ....................................... 203
6.22 Temperature contour map for the trackline marked E. Contour 
values indicated are in [ºC]. The vertical domain is from surface to
3 m depth ........................................ .. ....................... ..................................... .. ............ ..  . . 203
6.23 Ambient temperature profiles at the two sections, Y0 and Y1 . ............... 205
B.1 Sample calibration curves for two thermistors. Second-order regres- 
sion coefficients are denoted for each. a) ST1 — thermistor located 
inside diffuser to monitor discharge temperature; b) P1/T1 — bottom 
thermistor located on the first probe ..................... .. ................................................. 228
B.2 Sample calibration curve for the potentiometer which located the 
position of the carriage. First-order regression coefficients are 
denoted ................................................................................... ............................ .................... 229
C.1 Variations of the ambient temperature profile at x = 120.0 cm with 
time (first stratification process)................ ................... .. .................................. ..  . . 234
C.2 Variations of the ambient temperature profile at x = 120.0 cm 
along the diffuser axis with time (second stratification process)........ 236
C.3 Ambient temperature distribution of experiment 9307cl. P1-P8 
(at 30.5 cm spacing; P1 at x = -1.9 cm) are the positions of the 
thermistor probes ................ .. ........................................... .. ................... .. .............. ..  . . . 240
- xxii-
Figure Page
C.4 Ambient temperature distribution of experiment 9312cl. P1-P8 
(at 30.5 cm spacing; P1 at x = -1.9 cm) are the positions of the 
thermistor probes......................................................... .. .................................................... 240
C.5 Ambient temperature distribution of experiment 9312cl2. P1-P8 
(at 30.5 cm spacing; P1 at x = -1.9 cm) are the positions of the 
thermistor probes ................................................................................................................ 241
C.6a Comparison of normalized temperature excess along diffuser axis 
at near-surface levels for experiment 9307cl and the uniform 
experiment 0816cl .................. ............................................................................................ 242
C.6b Comparison of normalized temperature excess along diffuser axis 
at midlevels for experiment 9307cl and the uniform experiment 
0816cl ....................................................................................................................................... 243
C.6c Comparison of normalized temperature excess along diffuser axis 
at bottom level for experiment 9307cl and the uniform experiment 
0816cl ....................................................................................................................................... 244
C.7a Comparison of normalized temperature excess along diffuser axis 
at near-surface levels for experiment 9312cl and the uniform 
experiment 0816cl .............................................................................................................. 245
C.7b Comparison of normalized temperature excess along diffuser axis 
at midlevels for experiment 9312cl and the uniform experiment 
0816cl ............................................................................ .. ........................................................ 246
C.7c Comparison of normalized temperature excess along diffuser axis 
at bottom level for experiment 9312cl and the uniform experiment 
0816cl ...................................................... .. .............................................................................. 247
C.8a Comparison of normalized temperature excess along diffuser axis 
at near-surface levels for experiment 9312cl2 and the uniform 
experiment 0816cl ............................................................................................................ 248
C.8b Comparison of normalized temperature excess along diffuser axis 
at midlevels for experiment 9312cl2 and the uniform experiment 
0816cl ................................... .. .............................................................................................. 249
C.8c Comparison of normalized temperature excess along diffuser axis 
at bottom level for experiment 9312cl2 and the uniform experiment 
0816cl .......................................................................................................................... .. 250
- xxiii -
Figure Page
C.9 Vertical profiles of ΔT/ΔTob along diffuser axis for experiments 
9307cl, 9312cl and the uniform experiment 0816cl. a)x/L = 0.66; 
b) x/L = 1.04; c) x/L = 2.00; d) x/L = 2.40 ..................................................... 251
C.10 Calculated ΔT/ΔTob profiles of a three-dimensional jet in various 
stratified ambient conditions, based on mixing due to momentum 
only and neglecting jet interference ............................................................................ 253
C.11 Calculated (T(z) — Ta(H))/ΔTob profiles of a three-dimensional 
jet in various stratified ambient conditions, based on mixing due 
to momentum only and neglecting jet interference ............................................. 253
C.12 Calculated ΔT/ΔTob profiles of a three-dimensional jet in a 
strongly stratified ambient (1.0º C/cm), based on mixing due to 
momentum only and neglecting jet interference ................................................... 254
- xxiv -
LIST OF SYMBOLS
a1 empirically determined coefficient (3.3.2)
A0 area of individual jet at discharge (πD20/4) (6.2.1)
A0.1 surface area with ΔT/ΔT0 ≥ 10% (5.5)
A0.2 surface area with ΔT/ΔT0 ≥ 20% (5.5)
b nominal half-width of jets and plumes (2.6.1)
b0 discharge kinematic buoyancy flux per unit length of diffuser (used in Almquist 
and Stolzenbach's model) (2.4.3)
b1 width of plume at end of the diffuser zone, taken as the total width of the 
surface temperature profiles with ΔT/ΔT0 ≥ e-1(Ts1) (5.5) (6.2)
b2 the total plume width at xt (5.5)
bI0 characteristic width of the surface layer at the initial section of the intermediate 
field (3.3.3)
B width of equivalent slot orifice (D20π/4s) (2.4.2)
Bi0 initial buoyancy flux per individual jet (3.3.1) (5.1)
BI0 buoyancy flux at the initial section of the intermediate field (3.3.3)
BT0 total initial buoyancy flux per diffuser (3.3.1) (5.1)
c1 . . . c6 empirically-determined coefficients (Chapter 6)
Cc coefficient of contraction (5.6)
CD discharge coefficient (5.6)
Cp specific heat capacity (4.6)
d pipe diameter (5.6)
D0 initial diameter of individual jet (at vena contracta) (2.4.2) (3.1) (5.1)
D'0 orifice diameter (5.1) (5.6)
- xxv -
DT distance along the trajectory of the jet from the source to the water 
surface (6.2.2)
ET head of water (depth above the center level of the orifice) (5.6)
f', F general functions (3.3.1) (3.3.2)
Fr0 densimetric Froude number of individual jet (u0/√g'0D0) (3.3.2) (5.1)
g gravitational acceleration (981 cm/s2) (3.3)
g' reduced gravity (g∆ρ/ρ) (3.3.1) (4.3) (5.1)
g'0 initial reduced gravity of the discharge (4.3)
h depth of the mixed layer (4.6)
h characteristic thickness of the surface layer (4.3)
h1 characteristic thickness of the surface layer at end of the diffuser zone, defined 
as the depth from surface to ΔTc/ΔT0 = Tb1 + e-1(Ts1 - Tb1) (5.5) (6.2)
h2 the charcteristic thickness of the surface layer at xt (5.5)
hI0 characteristic thickness of the surface layer at the initial section of the 
intermediate field (3.3.3)
Η water depth above discharge level (2.4.3) (3.1) (5.1)
H' depth of water from the sea bottom to jet level (3.1)
k temperature decay constant (k = 1/x't) (6.3.4)
K diffuser parameter used by Jirka (1982) and Almquist and Stolzenbach (1980). 
(K = √4HL/nπD20 in Jirka’s model and = √(4HLcosαcosβ)/nπD20 in 
Almquist and Stolzenbach’s model) (2.6.1) (6.2.1)
Ke entrance loss coefficient (5.6)
Kh surface heat exchange coefficient (4.6)
ℓ characteristic length scale (1.4)
ℓ'B length scale for buoyancy in a stratified ambient (3.3.1)
ℓm momentum length scale for equivalent slot orifice used by Jirka (1982) and 
Almquist and Stolzenbach (1980) (2.4.3)
ℓ'M length scale for momentum in a stratified ambient (3.3.1)
ℓM momentum length scale of individual jet (3.3.1) (5.1)
ℓQ length scale for the size of a three-dimensional jet (3.3.1) (5.1) (6.2.1)
- xxvi -
L length of diffuser (L is 90 cm for 16-port diffuser, 18 cm for 4-port cases 
and again taken as 90 cm for the single-port case for normalizing purposes) 
(2.6.1) (5.1)
Lr geometric ratio (1.4)
Ls length scale for the temperature decline in the intermediate field defined as 
Ls = ℓM1/2(√nℓQ)1/6H1/3 (6.3.4)
m0 discharge kinematic momentum flux per unit length of diffuser (2.4.3) (2.6.1)
M(x) total integrated momentum flux at section x (2.6.1)
Mi0 discharge kinematic momentum flux for individual jet (3.3.1) (5.1)
MI0 kinematic momentum flux at the initial section of the intermediate field (3.3.3)
MT0 total discharge kinematic momentum flux per diffuser (3.3.1) (5.1)
n number of ports in the diffuser (2.6.1) (3.1) (5.1)
q0 discharge volumetric flux per unit length of diffuser (2.6.1)
Q flow rate discharging through a nozzle (in air) (5.6)
Qe entrained volumetric flux used by Almquist and Stolzenbach (1980) (2.6.1)
Qi0 discharge volumetric flux for individual jet (3.3.1) (5.1)
QI0 volumetric flux at the initial section of the intermediate field (3.3.3)
QT0 total discharge volumetric flux per diffuser (3.1) (5.1)
Re Reynolds number (ul/v) (1.4) (3.3.1)
Re0 discharge Reynolds number of individual jet (u0D0/ν) (1.4)
s spacing of jets (2.4.2) (3.1) (5.1)
S flux-averaged dilution (6.2.1)
S2 intermediate-field dilution (6.3)
Sa asymptotic value for dilution in the near field used by Jirka (1982) and 
Almquist and Stolzenbach (1980) (6.2.5)
Sc minimum near-field surface dilution, defined as (Tpeak)-1 (3.3) (6.2.1)
Sbulk volumetric bulk dilution (2.6.1) (3.3.2)
(s/H)cr critical spacing-to-depth ratio for jet merging (3.3.2) (6.6)
T temperature (3.3.1)
T0 discharge temperature of effluent (3.3)
- xxvii -
TkL Surface ΔTc/ΔT0 (along diffuser axis) at kL downstream of end of diffuser, 
for k = 1/2, 1, 2, 4. The length L is taken as the diffuser length for the 
l6-port experiments (90.0 cm = 15 spacings) and for the 4-port experiments 
(18.0 cm = 3 spacings). For the single jet experiments the length L was 
arbitrarily taken as 90.0 cm for data presentation. (5.5)
TmH Surface ΔTc/ΔT0 (along diffuser axis) at mH downstream of end of diffuser 
for m = 4, 8, 16, 32, 64, 128. (5.5)
Ta ambient temperature (3.3)
Tb1 centerline bottom ΔTc/ΔT0 at end of the diffuser zone (5.5)
Tb2 the bottom ΔTc/ΔT0 corresponding to Tasym (5.5)
Ts1 centerline surface ΔTc/ΔT0 at end of the diffuser zone (6.3.2)
Ta sym asymptotic value of ΔTc/ΔT0 beyond surface buoyant jet zone (5.5) (6.3)
Tpeak peak surface ΔTc/ΔT0 (along diffuser axis) (5.5) (6.2)
ΔT temperature excess of the plume relative to ambient temperature (T(x, y, z) - 
Ta(x, y, z)) (2.6.1)
ΔT(h1) temperature excess of discharge relative to ambient at the depth h1 (6.2.3)
ΔT0 initial temperature excess of discharge relative to ambient at discharge level 
(T0 - Ta) (2.6.1) (3.1) (5.1)
ΔTc(x) temperature excess of discharge relative to ambient along the centerline
(diffuser axis) (6.2.1)
∆Ts1 temperature excess of discharge relative to ambient at the end of the diffuser 
zone (5.5) (6.3.2)
 ∆Tasym asymptotic temperature excess of discharge relative to ambient in the 
intermediate field (6.3.1)
ΔTbottom temperature excess of discharge relative to ambient at the bottom of the water 
column (6.2.3)
ΔTpeak maximum temperature excess of discharge relative to ambient along the 
centerline (diffuser axis) (6.2.2)
ΔTsurface temperature excess of discharge relative to ambient at the water surface (6.2.3)
u characteristic discharge velocity (1.4)
u0 discharge velocity of an individual jet (3.3)
V gravitational spreading velocity (4.3)
- xxviii -
va cross-flow velocity (2.6.1)
Vt propagation velocity of the center of the radially spreading plume in the 
intermediate field (5.5)
ω1 . . . ω4 geometric distances between jet boundaries (3.3.2)
x downstream distance in the direction of the diffuser axis (2.6.1)
x' downstream distance referenced from the end of the diffuser; for single-port 
cases, end of diffuser is taken as the port itself (6.3.4)
x0.1 distance downstream from end of diffuser with ΔTc/ΔT0 ≥ 10% (5.5)
x0.2 distance downstream from end of diffuser with ΔTc/ΔT0 ≥ 20% (5.5) (6.4)
xt the "transition distance" from end of the near field to the corresponding 
longitudinal position of Tasym (5.5) (6.3)
xt distance from the end of the diffuser zone to the position 
where (ΔT(x) - ΔTasym)/(ΔTs1 - ΔTasym) = e-1 (6.3.4)
xT transition distance from three-dimensional flow field to two-dimensional flow 
field used by Almquist and Stolzenbach (1980) (2.6.1)
xν virtual source distance used in Jirka’s staged diffuser model (1982) 
(2.6.1) (6.2.1)
y lateral distance perpendicular to the diffuser axis (2.6.1)
z vertical distance from jet level (3.3)
a horizontal orientation of the jet with respect to the diffuser axis (2.2) (3.1) (5.1)
αp coefficient of thermal expansion (3.3)
β vertical angle of the jet up from horizontal (2.4.3) (3.1) (5.1)
βk spreading angle of the half-width of a 3-D simple jet (3.3.2)
δ -g/ρa(∂ρ/∂z) (3.3.1)
ϵ lateral growth rate of total plume width at surface (5.5) (6.2)
γ entrainment coefficient for a general buoyant jet (2.6.1) (6.2.1)
γc cross-flow entrainment coefficient (2.6.1)
γrj entrainment coefficient for round jet (2.4.1)
γrp entrainment coefficient for round plume (2.4.1)
γsj entrainment coefficient for slot jet (plane jet) (2.4.1)
γsp entrainment coefficient for slot plume (2.4.1)
- xxix -
κ spreading rate of the half-width of the concentration profiles of a three 
dimensional simple jet (2.6.1)
λ spreading ratio of heat versus momentum (6.2.1)
ν kinematic viscosity (1.4) (3.3)
φi variables representing mean characteristics of the plume (3.3)
ρ fluid density (4.6)
ρ0 density of the initial discharge effluent (3.3)
ρa density of the ambient water (3.3)
Δρ ρ - ρa (3.3.1)
∂ρ/∂z density gradient in the vertical direction (3.3)
∂ρa/∂z density gradient of the ambient in the vertical direction (3.3)
ξ1 . . . ξ7 empirically determined powers (Chapter 6)
- 1 -
1. Introduction
1.1 Historical Background
Waste-heat disposal has always been a concern in the electric power generation 
process. Because the overall efficiencies of nuclear and fossil-fueled power plants are 
between 30% to 40%, a vast quantity of unusable thermal energy is inevitably released 
to the environment. With the ever increasing global demand for electrical power and, 
at the same time, an increasing awareness of environmental impacts, the concern 
becomes more acute.
Cooling water recirculation systems such as closed-cycle cooling and once-through 
cooling have been developed to transfer the waste heat from condensers of power 
plants. In closed-cycle operations, the cooling water continuously recirculates in the 
system, and the disposal of the excess thermal energy relies on direct heat loss to the 
atmosphere from cooling ponds, or from wet or dry cooling towers. The once-through 
cooling alternative operates by withdrawing cool water from a large natural body 
of water and discharging heated water through an outfall back to the same water 
body. The excess heat (10° C to 20° C rise in temperature) in the effluent is reduced 
initially by turbulent mixing with the ambient water and eventually by heat transfer 
to the atmosphere. The once-through cooling method proves to be economically and
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technically viable when nearby receiving water bodies are available and sufficiently 
large.
Early designs of thermal outfalls for cooling water disposal in once-through sys- 
tems usually took the form of a surface discharge or a simple submerged discharge. 
The surface discharge employs an open channel which ends at a shoreline of a nearby 
beach, river or tidal estuary. The simple submerged discharge utilizes a single pipe 
that extends to the bottom of an adjacent lake or coastal ocean.
Because of the tremendous amount of waste heat to be rejected, thermal outfalls of 
inadequate design for mixing and dispersion can at times create stressful situations to 
sensitive aquatic environments. One problem often encountered with thermal outfalls 
in practice is localized areas of high temperature resulting from insufficient dilution of 
the effluent under low tide and/or slow current conditions. Another common problem 
is the attachment of a surface discharge thermal plume to the shoreline in the presence 
of a slight cross current, thus raising the temperature in the near-shore region. Such 
events may be undesirable because of their adverse impact on the ecological balance 
of the ambient environment, especially in smaller receiving water bodies which are 
less capable of assimilating the waste heat.
1.2 The Use of Multiport Diffusers for Thermal Outfalls
The history of thermal outfalls entered a new era in the early 1970's, when 
regulatory agencies imposed more stringent temperature standards on cooling water 
discharges. For example, the California water-quality control plan for thermal waste 
discharge in coastal waters (State Water Resources Control Board, 1975) specified 
that the maximum temperature of the discharge shall not exceed the natural temper- 
ature of the receiving water by more than 11.1° C (20° F). Furthermore, the resulting 
increase in the temperature of the receiving water should not exceed 2.2° C (4° F) at
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(a) the shoreline, (b) the surface of any ocean substrate, or (c) the ocean surface be- 
yond 305 m (1000 ft) from the discharge system. The surface-temperature limitation 
has to be complied with for at least 50% of the duration of any complete tidal cy- 
cle. Traditional open channel or submerged single-port outfalls do not meet the new 
standard for discharge mainly because the initial dilution is insufficient. Therefore, 
multiport diffusers were introduced for new projects.
A multiport diffuser is an outfall structure consisting of an array of nozzles 
through which the effluent is discharged to the receiving ambient as a row of in- 
dividual buoyant jets. The nozzles are usually risers protruding from a supply pipe. 
At the end of the risers are orifices for the discharge of the effluent. Multiport dif­
fusers have been utilized in sewage disposal for several decades. They have proved to 
be effective discharging devices because of the high initial dilution achieved.
On the basis of the arrangement of the individual nozzles, thermal diffusers can 
be classified into three general types: the unidirectional, staged, and alternating 
diffusers. The selection of a particular type of diffuser for a specific site depends on 
the temperature requirements and the characteristics of both the discharge and the 
receiving water, as well as on the physical configuration of the diffuser.
Predictive models of the induced flow field and temperature field of specific types 
of diffusers have been developed, but they are often overly simplified to be valid for 
general application. In addition, a unified analytical treatment for all diffuser types 
has not yet been derived because of the complexity of the problem. Since good the- 
oretical support is not available, almost every existing submerged thermal multiport 
diffuser has been designed with the assistance of hydraulic model experiments to 
ensure compliance with the thermal standards.
With the increasing number of thermal discharges, it is crucial that their impact 
on the receiving environment can be predicted and minimized. In view of this, regu-
- 4 -
latory authorities have mandated that some power production companies implement 
a series of field-monitoring programs to study the influence of their thermal outfalls. 
The collected data can also be used to evaluate the performance of the related hy- 
draulic model. Large amounts of field data have been gathered in recent years. These 
include continuous time-history data of current, temperature and water quality at 
fixed stations, infrared imagery, and towed thermistor chain data. Various types of 
information have been extracted in an ad-hoc manner; a systematic method of anal- 
ysis, such as a definitive model-to-prototype comparison standard, on the collected 
data set is not available.
1.3 A Case Study
The San Onofre Nuclear Generating Station (SONGS) is located on the Pacific 
coast approximately 80 km (50 miles) south of Los Angeles. Its proximity to the 
ocean makes it an excellent site to employ a once-through cooling water recirculation 
system with submerged outfalls for waste-heat disposal. SONGS has three units: 
Unit 1 produces 436 Mw(e) power and Units 2 and 3 produce 1100 Mw(e) power 
each. The nominal operational temperature increase (across the condenser) of the 
cooling water is 12.2° C (22° F) for Unit 1 and 11.1 ° C (20° F) for Units 2 and 3. 
The flow rates are 20.2 m3/s (713 cfs) for Unit 1 and 52.4 m3/s (1850 cfs) each for 
Units 2 and 3. The outfall system consists of a single submerged outlet for Unit 1 
and two staged diffusers, each 750 m (2462 ft) long with 63 ports, for Units 2 and 3. 
It is the first cooling water system that uses the staged diffuser concept. Both Unit 2 
and Unit 3 diffusers are perpendicular to the shoreline, with the individual nozzles 
oriented in an offshore direction with horizontal angles ±25° from the diffuser axes. 
The Unit 2 diffuser is located immediately offshore of the diffuser for Unit 3, but the 
two are separated by a longshore distance of about 305 m (1000 ft). The depth of
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water is approximately 10 m at the beginning of the Unit 3 diffuser and increases 
gradually in the offshore direction to about 15 m at the far end of the Unit 2 diffuser.
The design of the SONGS diffuser system was assisted by a hydraulic model 
study undertaken by the Keck Hydraulics Laboratory at the California Institute of 
Technology (Koh et al., 1974). The study was conducted to seek the optimal config- 
uration that would satisfy the stringent California thermal requirements. The model 
was based on internal Froude similitude and had a distortion ratio of 4:1, i.e., the 
horizontal scale (800:1) was different from the vertical scale (200:1). The ambient 
temperature in all experiments was homogeneous, but a variety of longshore current 
conditions, both steady and reversing, were simulated. Surface temperature distribu- 
tions were measured and the results were presented in isothermal maps of normalized 
temperature excess.
Physical oceanographic and water-quality data have been collected at predeter- 
mined stations in the vicinity of SONGS since the 1960's, spanning the preoperational 
and operational periods of the diffusers. The time series, for example, of current and 
temperature, have provided information on the short-term as well as on the long-term 
variations in the nearby coastal waters. Besides continuous measurements, thermis- 
tor chain data and infrared imagery have been collected for several scenarios, and the 
combination of the two has provided a reasonable approximation of a synoptic view 
of the thermal plume.
Comparison of prototype and model data (Ng and Koh, 1986) indicates that 
the hydraulic model has performed accurately. The diffusers at SONGS are found 
to be very effective in achieving rapid initial mixing so that the California thermal 
regulations are always satisfied. The high dilution efficiency supplied by the staged 
diffusers has resulted in an insignificant plume signal in the measured field data when 
compared to background variations.
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1.4 Objectives and Scope of this Study
Through carefully designed experiments, the present study investigates the 
mean behavior of the induced thermal field of submerged staged diffusers over a 
range of conditions. The objectives are to:
(1) understand the three-dimensional flow field and the physics of the un- 
derlying mixing processes;
(2) establish the governing parameters in staged diffuser discharge, and
(3) evaluate existing predictive tools and give suggestions in future formula- 
tions.
The results can be applied, in practice, to:
(1) provide guidelines in the future designs of thermal diffusers;
(2) assist in the design of more effective field monitoring programs, and
(3) provide information on the three-dimensional flow pattern to assist reg- 
ulators in formulating thermal standards.
In the experiments, temperature distributions were measured both at the surface 
and down through the water column in order to construct three-dimensional pictures 
of the thermal field. Because of the size limitation of the experimental setup, the 
effect of the Reynolds number can be significant in certain regions of the plume. 
(The Reynolds number of the thermal plume, Re, is defined as ul/v, where u and ℓ 
are the characteristic velocity and length scale, respectively, and ν is the kinematic 
viscosity of the plume fluid.) Laboratory values of Re are usually several orders 
of magnitude smaller than that in the field. For example, the discharge Reynolds 
number, Re0, of SONGS diffusers (prototype) is approximately 2.2 x 106 compared to 
2.2 x 103 of the model diffusers. (The ratio of the prototype Reynolds number to the
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model Reynolds number is proportional to(Lr)3/2, where Lr is the geometric ratio, 
provided that the kinematic viscosity of the fluid in the prototype and in the model is 
the same.) While the thermal plume in the field is fully turbulent, it is not generally 
true in the laboratory, especially at farther downstream locations where the plume 
velocity is largely reduced. The discharge Reynolds number of the present study 
ranges approximately from 103 to 104 (a few experiments with Re0 less than 103 are 
reported but their results are not included in the detail analysis). For a thermal plume 
with a typical velocity of 5 cm/s (laboratory value) at some downstream location 
(beyond 2 to 3 diffuser lengths) and a layer thickness of about 1 cm, the Reynolds 
number is on the order of 5 x 102, indicating a laminar flow field. The effect of the 
fluid viscosity, therefore, cannot be ignored in this flow regime. However, practical 
interests for plume characteristics usually focus on an area reasonably close (on the 
order of 2 to 3 diffuser lengths) to the structure, where the flow field is in general 
turbulent and momentum mixing is still active. Moreover, the laminar regime is 
usually not present in the field since the effect of the ambient current will dominate 
the flow field in the farther downstream region. Although temperature measurements 
were collected for a much larger extent (more than 7 diffuser lengths), the analysis of 
the results was emphasized on the turbulent region in the proximity of the diffuser.
The use of flow-visualization techniques enhanced the understanding of the plume 
behavior. Surface velocity was also surveyed in selected experiments to provide in­
formation on the induced flow field. Although the majority of the experiments were 
conducted for a uniform and quiescent ambient environment, a few exploratory tests 
were performed with stratified ambient conditions. However, the experiments were 
only partially successful because of the difficulties in creating a stratified receiving 
water body. As a result, the ambient stratifications obtained in those experiments 
were not sufficient to change the dynamics of the thermal plume as would be expected 
in a strongly stratified environment. The details and results of the stratified ambient
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experiments are discussed in Appendix C.
1.5 Structure of the Thesis
A review of the previous research on the related areas of buoyant jets and dif­
fuser discharges is presented in Chapter 2. A description of the physical processes 
taking place in the various regions of the induced flow field and the resulting temper- 
ature field of staged diffusers is given in Chapter 3. The experimental considerations, 
instrumentation, procedures and limitations are discussed in Chapter 4. A list of 
all the experiments and the experimental conditions are summarized in Chapter 5. 
Also presented in Chapter 5 are the complete results from one set of experiments 
in a homogeneous ambient fluid. In addition, the changes in the behavior of the 
thermal plumes under various diffuser and ambient configurations are examined. The 
interpretation and discussion of the experimental results are given in Chapter 6. Con- 
clusions for the present study and recommendations for future work are presented in 
Chapter 7. A sample program for data acquisition is listed in Appendix A, whereas 
examples of the calibration curves for the thermistors and potentiometers are given 
in Appendix B. Results of the stratified ambient experiments are presented and dis- 
cussed in Appendix C. Finally, the experimental variables and key results of the 
homogeneous ambient experiments are tabulated in Appendix D.
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2. Literature Review
2.1 Introduction
Multiport diffusers have first been introduced for municipal waste-water dis- 
posal in the ocean and are still widely used because of their effective mixing charac- 
teristics. A number of studies, both experimental and analytical, have been carried 
out to investigate the various fluid mechanical properties of sewage diffusers, including 
the initial dilution, the buoyant jet merging process and its significance, the waste- 
field thickness, the maximum height of rise of the submerged field in a stratified 
ambient fluid, and the effects of a cross-flow.
Submerged multiport diffusers have been employed in the disposal of waste heat 
from power generation plants since the early 1970's. The induced flow configurations, 
however, are found to be drastically different from those of sewage discharges because 
of the different ambient and discharge characteristics (generally, much larger dis- 
charges of less buoyancy, shallower depths and shorter distances offshore). One of the 
important differences is the instability sometimes observed in the immediate vicinity 
of a thermal diffuser versus a stable mixed zone over a sewage diffuser. Such obser- 
vations have been described by Jirka and Harleman (1973, 1979) and Andreopoulos 
et al. (1986).
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Because of the different dilution objectives (approximately 10 and 100 for ther­
mal and sewage discharges, respectively), submerged thermal outfalls can usually be 
located in shallower water bodies compared to sewage outfalls. Furthermore, the vol- 
umetric flow rate associated with thermal discharges is much larger than for sewage 
discharges. As a result, the discharge momentum flux is initially dominant in thermal 
outfalls, whereas buoyancy flux is more important for sewage outfalls. The coupling 
of a strong discharge momentum (a destabilizing factor) with a shallow water depth 
may result in instability in thermal discharges. Consequently, a different approach 
has to be employed in the analysis of the dynamics of thermal diffusers.
2.2 Different Types of Multiport Thermal Diffusers
On the basis of the orientation of individual nozzles that governs the over- 
all diffuser dynamics, existing thermal diffusers can generally be grouped into three 
catagories: staged, unidirectional, and alternating diffusers. Figure 2.1 is a schematic 
diagram of the common diffuser types for thermal discharge.
The mixing characteristics and hence the performance of multiport diffusers de- 
pend on various factors and physical processes. With a unidirectional diffuser for 
which the nozzles point in a direction perpendicular to the feeder pipe, the mixing is 
efficient under stagnant ambient conditions and is further improved with co-flowing 
current (i.e., current in the same direction as the jets from the nozzles). The perfor- 
mance, on the other hand, will decrease with flow parallel to the diffuser (i.e., ambient 
current perpendicular to the discharge angle) because of the reduction in the effective 
area for entrainment. Therefore, the unidirectional diffuser is best employed in sites 
where there is a predominant current direction as in a large river. The Fitzpatrick 
station, the Zion station and the Quad Cities station are examples of power plants 
that employ unidirectional diffusers for waste-heat disposal.
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Figure 2.1 Different types of multiport diffusers
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The nozzles in a staged diffuser point in an offshore direction (as does the main 
diffuser pipe), or at a small horizontal angle (±α) away from the diffuser axis. For 
example, α = ±25° for the staged diffusers for Units 2 and 3 of the San Onofre 
Nuclear Generating Station and for the diffuser at the Darlington Generating Station 
"A" (Ontario Hydro). Strong horizontal offshore momentum of the diluted thermal 
plume is generated by this nozzle arrangement, thus minimizing the shoreline impact. 
However, the large circulation generated may not be desirable in certain receiving 
water environments. The performance of staged diffusers increases typically with the 
strength of a longshore current (perpendicular to the diffuser).
An alternating diffuser introduces zero net horizontal momentum and therefore 
induces less large-scale net circulation of the environment. The dilution (or excess 
temperature) does not depend on the direction of the ambient current. In a quiescent 
ambient, however, the dilution is limited since there is no mechanism (e.g., offshore 
momentum) to carry the thermal plume away from the diffuser. Prototype exam- 
ples using alternating diffusers for discharging cooling water include the Shoreham 
station (never operated) and the Northport stations in Long Island Sound. Stolzen- 
bach et al. (1976), Adams and Stolzenbach (1977), and Paddock and Ditmars (1978) 
have commented on the relative merits of the different diffuser types under various 
ambient conditions.
The mixing processes involved in thermal diffusers in shallow water are very com- 
plicated, since the resulting flow and temperature fields are sensitive to the physical 
configurations. Studies on the fluid mechanical aspects require considerations of many 
factors, and a generalized treatment for all diffuser types has not yet been derived. 
The mean behaviors of unidirectional and alternating diffusers have been studied ex- 
perimentally by Lantz and Lisauskas (1972), Jain et al. (1971), Lee et al. (1977) and 
Harleman et al. (1971, 1973). Predictive models (Adams, 1972; Lee and Jirka, 1979;
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Jirka, 1982) have also been developed, but they will not be further elaborated here. 
Only previous investigations related to staged diffusers are reviewed in the following 
sections.
2.3 The Induced Flow Field and the Zonal Division
The earliest studies of staged diffusers have been the tests of various hydraulic 
models, which have been carried out as part of the design efforts for the outfalls of 
the cooling water recirculation systems for power-generating stations. Examples are 
the model studies for the San Onofre Nuclear Generating Station (Koh et al., 1974), 
the Perry Station (Acres American Inc., 1974) and the Darlington Generating Station 
"A" (Elsayed, 1981). Analytical studies of staged diffuser discharges, however, have 
appeared only recently, notably with Almquist and Stolzenbach (1980), Lee (1980), 
and Jirka (1982). Results from extensively studied turbulent buoyant jets and ob- 
servations from the hydraulic model studies have led to a general acceptance that 
the overall flow field can be divided into three zones, based on the local flow and 
temperature characteristics. These are the near, the intermediate, and the far fields.
(i) The near field
The near field is the region directly above the diffuser and is characterized by 
initial jet mixing and jet interactions. Individual jets entrain ambient water as they 
rise toward the surface and grow to sizes comparable to the nozzle spacing, causing the 
jets to merge. Furthermore, recirculation eddies in the vertical direction may form 
because of the deflection of the jets by the surface, resulting in re-entrainment of 
diluted discharge into the jets. This recirculation (in a vertical plane) often occurs in 
shallow ambient water and is referred to as being unstable. The near field is, therefore, 
highly three-dimensional with respect to the velocity and temperature distributions.
(ii) The intermediate field
The intermediate field begins slightly beyond the diffuser where the thermal jets 
have reached the surface. The plume forms a continuous surface layer, which propa- 
gates beyond the end of the diffuser and behaves essentially as a large surface buoyant 
jet. In the case of a vertically mixed near field, restratification usually occurs some 
distance beyond the diffuser because of the discharge buoyancy. Entrainment of the 
ambient water at the bottom of the buoyant layer, hence mixing in the vertical di- 
rection, is reduced because of the presence of the stable density gradient. The flow 
structure is characterized mainly by horizontal motions and interfacial shear. Both 
the momentum and the buoyancy forces play important roles in the intermediate 
field. The surface thermal plume propagates downstream because of the residual mo- 
mentum and, at the same time, spreads in the transverse directions because of the 
increasing significance of the buoyancy force. Eventually, gravitational spreading will 
dominate the mixing processes when the plume momentum has been dispersed or 
balanced by pressure gradients.
(iii) The far field
The far field is a zone of advection by the ambient current and of passive dispersion 
by the ambient turbulence. The transport and dispersion mechanisms in this region 
are entirely controlled by environmental factors. Net heat loss through the surface 
becomes more important.
A similar zonal classification has been adopted in studies of sewage discharge from 
multiport diffusers (Koh and Brooks, 1975; Roberts, 1979). However, the present 
study focuses on the mean behavior of the near and intermediate fields for thermal 
discharges from staged diffusers.
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2.4 Turbulent Buoyant Jets and Multiport Diffusers
Various aspects of turbulent buoyant jets related to the staged-diffuser discharge 
in shallow water will be discussed in the following sections. Since the mixing processes 
and the fluid dynamics vary in the three flow regions, it is more convenient to review 
the analytical development of each zone separately.
2.4.1 Turbulent Jets and Plumes in Unconfined Environments
The near-field region is comprised of a number of round buoyant jets, at 
prescribed spacing, that are mixing with the surrounding ambient fluid and interacting 
among themselves (Figure 2.1). The use of the three-dimensional turbulent jet theory 
to model the initial jet mixing zone in the near field of a staged-diffuser thermal plume 
has been proposed by Stolzenbach et al. (1976); however, the merging of individual 
jets and the effect of the confined water depth cannot be described accurately by the 
basic mechanics of a single round jet.
Turbulent buoyant jets in a uniform, stagnant, and yet unconfined receiving envi- 
ronment have been studied by numerous investigators. The related theoretical and ex- 
perimental works have been critically reviewed by Fan (1967), Koh and Brooks (1975), 
Jirka and Harleman (1973), and List (1982).
The gross behavior of turbulent jets along their trajectories has first been an- 
alyzed by Morton et al. (1956) and Priestley and Ball (1955) using integral tech- 
niques. Their analysis is based on the entrainment concept and a few assumptions 
pertaining to earlier laboratory observations and scaling arguments. These assump- 
tions include similar cross-sectional velocity and density-deficiency profiles along the 
jet path, boundary-layer behavior (the length scale in the lateral direction is small 
compared to that in the longitudinal direction), the Boussinesq approximation (small 
relative density differences), and hydrostatic pressure distribution throughout the flow
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field. Further assumptions of an unconfined, stagnant and uniform ambient condition 
simplify the analysis. By using similar profiles for the jet velocity and density, the 
governing equations (i.e., the conservation equations of mass, momentum and heat 
fluxes) can be integrated to obtain a set of ordinary differential equations. Using 
the entrainment hypothesis for closure and the discharge configuration (single jet) as 
the initial boundary conditions, the system of equations is then solved to yield the 
mean properties as explicit functions of the distance along the jet and the discharge 
parameters. Similar relationships can also be deduced from dimensional analysis for 
point sources. Detailed discussion of the integral method as applied to the analysis 
of jets and plumes has been given in Fischer et al. (1979).
Experimental results of Albertson et al. (1950) and Rouse et al. (1952) have 
demonstrated the linear expansion of the nominal boundaries of jets and plumes 
and the property of self-similarity. They have also indicated that the velocity and 
the tracer distributions are well fitted by Gaussian curves, which subsequently have 
become the most commonly used similarity profiles in jet and plume models.
The entrainment concept formulated by Morton et al. (1956) has assumed that 
the entrainment velocity (perpendicular to the direction of the jet axis) at the jet 
boundary (e-1 width) is proportional to the local centerline velocity. The propor- 
tionality constant is commonly referred to as the entrainment coefficient and has to 
be found empirically. For pure jets and plumes, most laboratory experiments (e.g., 
Albertson et al. (1950), Ricou and Spalding (1961) and Mih and Hoopes (1972) for 
jets; Rouse et al. (1952), and Lee and Emmons (1951) for plumes) confirm with slight 
variations that a constant entrainment coefficient for each flow configuration suffices.
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Although the analysis for a buoyant jet essentially follows the same integral tech- 
nique and also assumes Gaussian profiles, the entrainment coefficient is no longer 
a constant. Priestley and Ball (1955) have suggested that the entrainment coeffi- 
cient is a function of the local Richardson number. This result has been confirmed 
by List and Imberger (1973) using dimensional reasoning coupled with experimental 
observations. Additional investigators (e.g., Koh and Brooks, 1975) have proposed 
other forms for the entrainment functions. Abraham (1965) replaced the entrainment 
assumption with a constant rate of spreading of the jet (which also has to be found 
empirically from laboratory studies) and obtained results similar to others.
The works discussed so far are for a stagnant and uniform environment where the 
jets or plumes rise continuously until they reach the water surface and are redirected 
in the horizontal direction as a surface spreading layer. In a stratified ambient envi- 
ronment, if the density gradient is sufficiently strong, the horizontally spreading layer 
may stay submerged. Morton et al. (1956), Brooks and Koh (1965) and Fan (1967) 
have used the constant entrainment coefficient to analyze the plane and round jets 
in linearly stratified receiving water bodies. Fan (1967) has conducted experiments 
of round jets in a stratified environment, whereas Wright and Wallace (1979) and 
Chen (1980) experimented on plumes.
More recent experimental studies of Roberts and Matthews (1987) and Wong 
and Wright (1988) on horizontal buoyant jets in stagnant but linearly stratified flu-
Values commonly adopted for the entrainment coefficients (Fischer et al., 1979) are:
round jet : γrj = 0.057
slot jet : γsj = 0.068
round plume : γrp = 0.082
slot plume : γsp = 0.16.
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ids show that the entrainment is not significantly affected by the ambient density 
gradient until a collapse point, when the Froude number falls below a critical value. 
The critical point can be visualized as the bottom of the spreading layer. They have 
further observed that the entrainment continues for some distance beyond the col- 
lapse point. The resulting additional dilution, about 30% as observed by Roberts 
and Matthews (1987), is higher than suggested by Fischer et al. (1979) who have 
postulated that the entrainment terminated at the bottom of the spreading layer.
Turbulent buoyant jets in a cross-flow environment have been analyzed by Fan 
(1967), Hoult and Weil (1972), Abraham (1970), Hirst (1971), and later by Schatzman 
(1978, 1979). They used the same integral techniques and similarity assumptions, but 
with the addition of a drag term in the momentum equation to account for the unbal- 
anced pressure in the windward and leeward sides of the jet. Fan (1967) performed 
experiments on round buoyant jets in a cross-flow and found that the entrainment 
coefficient was larger than that in a quiescent ambient. Furthermore, the entrain- 
ment coefficient was found to be decreasing with increasing densimetric Froude num­
ber, but the drag coefficient was increasing with increasing Froude number. Wright 
(1977a) proposed a model using dimensional analysis. He suggested four length scales 
based on the jet and ambient current characteristics and four flow regimes controlled 
by the relative magnitudes of the appropriate length scales. The model predictions 
agreed satisfactorily with his own experimental results (Wright, l977b) and those of 
Fan (1967).
2.4.2 Merging of the Individual Jets
Previous studies on jet merging have focused on a row of round buoyant 
jets injecting fluid either vertically upwards or perpendicular to the diffuser axis as 
in a unidirectional diffuser (Figure 2.1). The mixing behavior after the individual 
jets have merged depends on the momentum and buoyancy fluxes per unit length of
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the diffuser (Jirka and Harleman, 1973; Koh and Fan, 1970). Thus, the width of the 
"equivalent" slot orifice (B) for preserving the momentum flux is found to be (for 
equal discharge areas) the jet area per unit length, or
(2.1)
where s is the spacing of the individual jets of diameter D0. The equivalent slot 
jet method is commonly accepted in the analysis of sewage discharge from multi- 
port diffusers. Although the staged diffuser has different configurations other than 
unidirectional, the concept is also widely used in its theoretical development.
The concept of the equivalent slot jet is examined by a comparison of the average 
dilution produced by a multiport diffuser and by an equivalent slot diffuser (Ceder- 
wall,l97l); the two are found to be close enough for practical purposes. However, 
experimental results of Liseth (1970) on sewage diffusers with horizontal discharges 
have shown that complete merging of the jets into a single, two-dimensional buoyant 
jet occurs at a depth-to-port spacing ratio (H/s) of 5 and that the center dilution is 
reduced in comparison with that of a single jet because of the merging.
For an unconfined flow field, a criterion for the merging of jets or the transition 
from round to slot buoyant jets was proposed by Koh and Fan (1970) to be when 
the jet width equals the port spacing or when the entrainment rate for the round 
jets equals that of the equivalent slot jet; the transition is based on conservation of 
momentum and buoyancy fluxes per unit length. Kannberg (1976) has carried out an 
experimental and analytical study on a similar problem. In a later numerical model 
study (Kannberg and Davis, 1977), Hirst’s model (1971) for turbulent buoyant jets has 
been modified such that the transition occurs when the jet width of the initial round 
jet equals that of a two-dimensional jet. Comparisons with experimental data were 
claimed to have better agreement than the previous treatment of the same problem.
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2.4.3 Effect of Shallow Water and Instability
In deep water bodies a buoyant jet will rise to the surface and will spread 
out horizontally as a surface buoyant layer in uniform ambient fluid, or will stay 
submerged as a subsurface layer in a stably-stratified environment. The thickness of 
the buoyant layer has been reported by numerous investigators. Rawn and Palmer 
(1929) have found the thickness to be 1/12 of the path length, while Frankel and 
Cumming (1965) have given an estimate of 1/4 of the water depth for a horizontal 
round buoyant jet. Hart (1961) has experimentally related the thickness to the jet 
diameter. Experiments by Liseth (1970) and Liu (1976), in which a manifold spanned 
the width of the test tanks, have resulted in surface thicknesses less than 30% of 
the depth while Buhler (1974) has reported a value of 40%. Roberts (1977) has 
found in experiments that line sources of pure plumes having a finite length in a 
large basin have field thicknesses that are 30% of the depth, in agreement with Koh's 
predictions (1976). Koh (1983) has proposed a model coupling the plume rise with the 
gravitational spreading and arrived at an explicit solution for two-dimensional plumes 
in uniform, as well as linearly stratified, environments. The predicted thicknesses are 
30% and 40-45% of the depth, respectively.
In shallow water, however, a stable gravitational spreading layer as described 
above does not always exist. Instead, an unstable situation with internal recircula- 
tions over the depth has been observed in experiments by Iamandi and Rouse (1969), 
Murota and Muraoka (1967), Jirka and Harleman (1979), and Andreopoulos et al. (1986). 
The instability of the near-field region is caused by a combination of high discharge 
momentum and shallow water depth. Jirka and Harleman (1979) have presented an 
analysis on the stability of vertical plane buoyant jets by considering the dynamics 
of a stable near field consisting of three regions: the buoyant jet, the surface im- 
pingement, and the internal hydraulic jump regions. A stability criterion stating that
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instability is attained when the inertia force (destabilizing) exceeds the buoyancy 
force (stabilizing) has been proposed and confirmed by the experimental results of 
Andreopoulos et al. (1986). In Jirka and Harleman's theory, this critical situation is 
achieved by decreasing the buoyancy flux until it is impossible to find the conjugate 
solution for the momentum equation of the internal hydraulic jump. By assuming 
that a two-dimensional flow section exists in the center portion of a multiport dif- 
fuser (i.e., the two-dimensional channel assumption), the criterion can be used to test 
for instability in multiport discharges. For the asymptotic case where the depth-to- 
equivalent-slot-width ratio is large (H/B ≥200), the proposed instability criterion of 
Jirka (1982) approaches:
where ℓm is the momentum length scale based on the plane jet formulation (m0/b02/3), 
m0 and b0 are the discharge momentum and buoyancy fluxes per unit length of 
diffuser, respectively, β is the vertical discharge angle (from the horizontal plane), and 
H is the water depth. Most typical thermal discharges, according to this criterion, 
fall into the unstable range whereas the sewage discharges are always stable. Such a 
two-dimensional section, however, never exists in a staged diffuser flow field. Using 
stratified flow theory, Jirka (1982) has proposed another similar instability criterion 
for a staged diffuser:
Although comparisons with experimental results and some existing thermal outfalls 
confirm the stability criterion, it does not predict the observed stratified near field in 
the case of the San Onofre model study (Koh et al., 1974).
(2.2)
(2.3)
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From the available laboratory data on staged diffusers, Almquist and Stolzenbach 
(1980) have postulated that the unstable or vertically well-mixed condition occurs 
when ℓm/H ≥ 2.0. Cederwall (1970) and Argue and Sayre (1973) have proposed 
other stability criteria.
2.4.4 Surface Buoyant Jets
Restratification beyond the near field may occur and is governed by the 
overall larger-scale geometry rather than by the discharge characteristics alone. The 
behavior resembles that of a three-dimensional surface buoyant jet. There have been 
extensive experimental investigations on the dynamics of surface buoyant jets under 
various flow situations. A detailed review has been given by Chu and Jirka (1986). 
According to Baddour and Chu (1978), the flow field of a three-dimensional surface 
buoyant jet is composed of a turbulent core characterized by turbulent entrainment 
and surrounded by a gravitational spreading field where density-driven spreading 
dominates. Experimental results from many investigators, Wiuff (1978) in particu- 
lar, indicate that the horizontal extent of the surface plume is large compared to the 
vertical extent. The experimental profiles of the velocity and buoyancy along the cen- 
terline in the longitudinal direction exhibit relatively rapid declines. The buoyancy 
profile also approaches a plateau value farther downstream. There have been efforts 
to delineate the mean and turbulent characteristics such as the extent of the turbu­
lent core, the Richardson number at the end of the turbulent core and the plateau 
buoyancy from the experimental data, but the results are not conclusive.
Mathematical models have been developed for the treatment of buoyant jets us- 
ing similar techniques including the integral method, entrainment hypothesis and 
assumed similarity profiles. Stolzenbach and Harleman (1971), Prych (1972), Koh 
and Fan (1970) and Wolanski and Koh (1973) have used the integral technique to 
model the buoyant spreading of surface discharges. Except for the formulations of the
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lateral spreading equation and the entrainment functions, these mathematical mod- 
els are alike. A problem that exists in the models of Prych (1972) and Stolzenbach 
and Harleman (1971) is the existence of singularities in a downstream location where 
the Froude number reaches a critical value. Neither model has suggested a method 
to solve the problem. There are a number of experimental studies to determine the 
entrainment at the bottom of the buoyant jet which is expected to be different from 
the submerged jets because of the presence of the density interface.
2.5 Laboratory Studies on Staged Diffusers
The majority of existing experimental data on staged diffusers come from seven 
hydraulic model studies — the San Onofre Nuclear Generating Station study (SONGS) 
(Koh et al., 1974), the Perry Station study (Acres American Inc., 1974), the Somerset 
alternate site study (Stolzenbach et al., 1976), the Campbell Station study (Roberge, 
1976), the Charlestown site study (Brocard, 1977), the Jamesport Station study 
(Kirby and Brocard, 1979), and the Darlington Generating Station "A" (Elsayed, 
1981). They have been performed to assist the determination of optimal diffuser con­
figurations (in terms of cost-effectiveness) in compliance with the thermal standards 
under prevailing receiving water conditions. Consequently, each of the tests focus on 
a particular set of candidate configurations. The documented results are primarily 
surface isotherms covering the near and intermediate fields. These model studies pro- 
vide useful primary information on the mean behavior of the induced thermal and 
flow field of staged diffuser discharges in coastal environments. A brief description 
for each of the hydraulic model studies is given.
(i) San Onofre Nuclear Generating Station study (1974)
The hydraulic model study was done in the Keck Hydraulics Laboratory at the
California Institute of Technology with a length-scale distortion of 4:1 (horizontal and
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vertical scales of 800:1 and 200:1, respectively). The study modelled two diffusers of 
750 m (2462 ft) in length with 63 ports each (16 ports only in the model diffusers 
based on the 4:1 distortion ratio) on a sloping bottom. The horizontal and vertical 
discharge angles were ±25° and 20°, respectively. The prototype discharge flow 
rate was 52.4 m3/s (1850 cfs) for each diffuser, and the initial temperature difference 
(ΔT0) was 11.1° C (l6.7° C in model). The diffusers were tested in both unidirectional 
and reversing current conditions. Maximum temperature rise and surface isothermal 
maps were reported along with selected vertical temperature profiles from a related 
undistorted sectional model study of scale 50:1. There were no velocity measurements 
involved. Major observations included a stratified near field and the decrease of 
maximum temperature rise with increased diffuser length and an increase of current 
strength under the unidirectional current conditions. The study optimized the length 
of the diffusers.
This study has the only distorted hydraulic model for staged thermal diffusers. 
The distortion provides proper modeling of the interfacial and bottom friction forces in 
the intermediate field. However, special care has to be exercised in the interpretation 
of the laboratory results in prototype dimensions. The plant has been in full operation 
for over five years with observed temperature increases below the model predictions 
(Ng and Koh, 1986).
(ii) The Perry Station study (1974)
The model was undistorted with a scale ratio of 75:1 and a sloping bottom topog- 
raphy. The model study was conducted for a proposed power station (Perry Nuclear 
Power Plant) which was to have an output of 2410 MW(e). The discharge flow rate 
was 72.5 m3/s (2560 cfs), and the ΔT0 was 16.1 °C. Surface temperature distributions 
were monitored under a variety of simulated current conditions and surface isotherm 
areas were reported. The study also included limited surface velocity measurements.
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The results indicated that the near field was mixed vertically and that the near-field 
dilution was insensitive to both the clearance of the nozzles from the bottom and 
the small angle of inclination of the nozzles. Detailed results from this study are not 
available and therefore are not included in the later analysis.
(iii) The Somerset Alternate site study (1976)
This 100:1 undistorted model had a uniform bottom slope of 1/75. The model 
study was carried out for the Cayuga Station fossil-fueled power plant of 850 MW(e) 
production. The discharge flow rate was 21.0 m3/s (740 cfs), and the ΔT0 was 
13.9° C. A staged diffuser of 122 m (400 ft) with 9 nozzles was chosen as the de- 
sign configuration. Each nozzle (0.7 m in diameter) was oriented at 0° in the vertical 
plane and ±25° from the diffuser axis in the horizontal plane.
In addition to surface temperature, some indirect surface-velocity measurements 
were taken. The diffuser performance in terms of the near-field dilution was generally 
observed to increase with the diffuser length and the strength of the cross-flow. In low 
current conditions, however, the individual jet mixing dominated and the cross-flow 
effect diminished. The explanation for this was the additional diluting capacity of 
the cross-flow by interception, which in turn increased with both the diffuser length 
and the current strength. The performance depended little on the jet spacing, the 
number of nozzles, and the horizontal discharge angle.
(iv) The Campbell station study (1976)
The undistorted model had a scale ratio of 65:1 and consisted of 4 units. The study 
was conducted for a proposed expansion of the Campbell Electric Generating Station 
by the addition of Units 3 and 4 (each 800 MW(e)) to the existing Units 1 and 2 
(combined capacity 647 MW(e)). The discharge flow rate was 19.0 m3/s (668 cfs) 
for both Units 1 and 2, and 20.4 m3/s (722 cfs) for each of Units 3 and 4. The 
discharge temperature difference was 16.2° C. The recommended configuration was
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a three-diffuser system. The first diffuser (for Units 1 and 2) was 53 m (175 ft) in 
length with 8 nozzles each 0.74 m (2.44 ft) in diameter. The second and third diffusers 
(for Units 3 and 4) were identical with 10 nozzles each 0.69 m (2.26 ft) in diameter, 
discharging at ±20° from the diffuser axis and 10° up from the horizontal plane. The 
second and third diffusers each had a length of 69 m.
Surface temperature distributions, selected temperature profiles in the vertical 
direction, and velocity measurements on the surface and the bottom were recorded. 
Steady current conditions were simulated and surface isotherms were reported as in 
the other studies. It was found that a greater dilution resulted from a higher discharge 
velocity and that the performance improved with increasing diffuser length and cur- 
rent speed in the same manner as reported in the Sommerset study. Furthermore, an 
increase of the water depth did not seem to improve the dilution.
(v) Charlestown site study (1977)
This model had an undistorted scale of 90:1 and consisted of 2 units, each having 
an electrical output of 1200 MW(e). The total discharge flow rate was 54.0 m3/s 
(1907 cfs) with an initial temperature difference of 20.6° C. The model was tested 
for both steady ambient-current condition and transient tidal-current condition. Re- 
sults and observations indicated that the performance (in terms of maximum rise in 
temperature in the modeled region) improved with lengths of the diffuser and mag- 
nitudes of the ambient current. However, changes in both the vertical and horizontal 
discharge angles did not appreciably affect the diffuser performance. Results and 
observations were similiar to the Somerset study and the Campbell study. The final 
configuration selected was a diffuser 366 m (1200 ft) in length, with 34 nozzles (each 
0.6 m in diameter) discharging at a vertical angle of 20° (from the horizontal plane) 
and a horizontal angle of ±20° from the diffuser axis. The diffuser was situated at a 
depth of 9 m to 10 m.
(vi) Jamesport Station (1979)
This 100:1 undistorted model consisted of 2 units, each having an electrical output 
of 1150 MW(e) and discharging 59.2 m3/s (2089 cfs) at a ΔT0 of 9.9° C. A staged 
diffuser of length 1308 m (4290 ft) with 127 nozzles having diameters from 0.3 m 
(1.0 ft) to 0.76 m (2.5 ft) was chosen. The discharge angle was 10° up from the 
horizontal and ±20° from the diffuser axis. Both surface and subsurface temperatures 
were measured at a better resolution than all previous hydraulic model studies. No 
velocity measurements, however, were available. The tests were performed with both 
steady longshore ambient current conditions and transient tidal cycles. Similar to the 
above studies, the diffuser performance improved with the increasing diffuser length. 
The heat-discharge-rate distribution along the diffuser was found to be an additional 
important parameter for performance.
(vii) The Darlington Station study (1981)
This 100:1 undistorted model study was conducted for the Darlington Generating 
Station "A" (4 units) in Lake Ontario. The total discharge rate was 121.3 m3/s at 
15.4° C above ambient temperature in the winter and 151.2 m3/s at 12.35° C above 
ambient in the summer. The reference design selected was a single 900 m long diffuser 
with 90 ports (0.6 m in diameter) oriented ±25° from the diffuser axis and 20° 
up from the horizontal. The model diffuser was tested in various ambient-current 
conditions. Significant improvement in the mixing was observed when the discharge 
buoyancy flux became negligible in winter and a two-layer stratified flow did not 
develop. The detailed experimental result of the study, however, was received too 
late to be included in the analysis in later chapters.
Most of these early measurements were not designed for thorough examinations 
of the mixing mechanisms in the various flow regions. A more detailed experi- 
mental study with higher spatial resolutions in measurements was undertaken by
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Almquist and Stolzenbach (1976) on staged diffusers under uniform and stagnant 
ambient conditions. Measurements were confined to the near-field region of the dif- 
fuser and only temperature was monitored. Normalized temperature rise along the 
diffuser axis and vertical temperature profiles at selected locations were reported. 
Long exposure photographs of the near field showed the resemblance of the entrain­
ment flow pattern to that of a two-dimensional free jet. Beyond an initial three- 
dimensional region near the beginning of the diffuser (i.e., after the jet reached the 
surface), the induced flow structure was vertically mixed and justified the assumption 
that a two-dimensional flow field existed. These two observations formed the basis 
for the development of some predictive models to be discussed in the next section. It 
was also observed that a core region with relatively stable surface temperature excess 
existed in the two-dimensional section of the near field.
2.6 Predictive Models for Staged Diffusers
2.6.1 The Near Field
Several mathematical models have been developed for thermal discharges 
from staged diffusers to predict the induced flow and temperature distribution in the 
near field (Almquist and Stolzenbach, 1976, 1980; Lee, 1980; Jirka, 1982; Brocard, 
1980; and Brocard et al., 1979). Jirka (1982) has presented a summary of the existing 
predictive models on multiport diffusers including not only staged diffusers, but also 
unidirectional and alternating types. Comparisons with published experimental data 
have been made in some cases for verification of the models. Figure 2.2 is a schematic 
diagram of the flow field and thermal field of Jirka (1982), which is common to all 
the models except for slight variations.
Almquist and Stolzenbach (1980) have proposed a model for staged diffusers in 
uniform and quiescent ambient water with B <  H << ℓm (i.e., large ℓm, meaning
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Figure 2.2 Postulated flow field and thermal field common to all theo- 
retical models.
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that discharge momentum flux is dominant compared to buoyancy flux). By modeling 
the diffuser as a line source of momentum (parallel to the axis of the diffuser) and 
using an entrainment hypothesis as in the case of a two-dimensional free turbulent jet, 
the governing equations—the conservation of mass and momentum—are integrated 
in the lateral direction to obtain an expression for the induced volume flux along the 
downstream direction of the diffuser. The derived governing equations are:
(1) conservation of momentum (M)
(2.4)
(2) conservation of volume flux (q0x + Qe, where Qe is the entrained flow)
Hence,
(2.5)
(2.7)
where q0 and m0 are the discharge volume flux and momentum flux per unit length 
of the diffuser, and γ is the entrainment coefficient which takes the value of 0.2. xT 
is the transition distance from the three-dimensional flow field to the two-dimensional 
(vertically mixed) flow field and has been found to be (3/2γ)H. The transition occurs 
when the nominal jet width b equals the depth. A volumetric dilution Sbulk is defined
(2.6)
(2.8)
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as the ratio of the total volume flux to the discharge volume flux up to a distance x 
downstream:
It assumed an asymptotic value of
(2.9)
at large x, where K = √H/(q20/m0) = √4HL cosαcosβ∕nπD0. Therefore, the 
model predicts a constant dilution at some distance downstream of the transition. 
The model compares satisfactorily with their experimental results (Almquist and 
Stolzenbach, 1976) but poorly with the San Onofre model study as shown in Figure 2.3 
(to be discussed subsequently).
Other major assumptions in the model are:
(1) Constant water depth.
(2) The induced flow field (and thermal field) is vertically well mixed, which leads 
to the use of the two-dimensional flow assumption except for a short three- 
dimensional region at the beginning where the jet has not reached the water 
surface. The transition is assumed to occur where the characteristic plume width 
was equal to the depth of water. This assumption has been supported by some 
laboratory model results (Section 2.4) and by the prediction of Jirka’s instability 
criteria (1979, 1982), and forms the basis for all other predictive models. However, 
there is still some reservation about the vertically well-mixed flow field because 
the results of the San Onofre study have indicated a stratified induced flow con- 
dition despite the prediction of an unstable condition by the stability criterion 
(which, however, does not strictly apply to the geometry of a staged diffuser).
(2.10)
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(3) The buoyancy effect is neglected by assuming that the temperature is a passive 
tracer and does not alter the dynamics of the mixing process, consistent with 
the fact that thermal discharges are almost always dominated by the discharge 
momentum flux rather than by buoyancy flux.
(4) Only side entrainment has been considered. The entrainment process has been 
claimed to be locally similar to a two-dimensional jet, and the dilution is due 
to side entrainment only. However, flow visualization photographs on the in- 
duced flow patterns clearly show entrainment from the back of the diffuser. It 
remains questionable to leave the back entrainment (additional momentum in 
the x-direction at x = 0) out of the formulation, since the models are based on 
integration along the diffuser axis.
(5) Self-similar profiles are assumed except in Jirka’s model (1982). Top hat profiles 
have been used in the models of both Almquist and Stolzenbach (1980) and Lee 
(1980).
(6) Bottom friction has not been considered.
The two-dimensional jet entrainment hypothesis as used in the model may not be a 
reasonable assumption. Experimental observations by Roberts (1977) have suggested 
that water is entrained from the bottom and that the plume is directed outward at 
the surface as a buoyant layer. Such a complex three-dimensional flow pattern will 
be greatly oversimplified by a two-dimensional assumption.
Using the same entrainment hypothesis and assumptions, Lee (1980) has devel- 
oped a model for staged diffusers parallel to the Almquist and Stolzenbach (AS) model 
while allowing a sloping bottom. Similar predictions to those of the AS model have 
resulted for the limiting case of constant water depth. Brocard (1980), on the other 
hand, has extended the AS model by adding a cross-flow entrainment term γcYaH 
to account for the increase in dilution that is due to a cross-flow; γc denoted the
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cross-flow entrainment coefficient and Va denoted the cross-flow velocity.
Jirka (1982) has presented a model for predicting the near-field dilution of a 
staged diffuser by using a lateral growth rate assumption instead of the entrainment 
hypothesis as used in other models. The diffuser is conceptualized as a line source 
of momentum with (m0/H)dx (depth averaged) in a distance dx per unit depth. 
Dilution is postulated to be caused by side-entrainment only. Assuming Gaussian 
velocity profiles, u(x, y) ∝ e-x_2/b_2, and since momentum is proportional to the square 
of the velocity profile, the total momentum profile at a distance x from the beginning 
of the diffuser can be found by the superposition of all the individual sources from 
0 to x. A main assumption is that each individual source has a constant growth rate, 
κ, and is equal to that for a simple momentum jet (a value of 0.154 was used). The 
velocity profile at a downstream distance x will therefore be the square root of the 
total momentum profiles, assuming no bottom friction as in the other models. The 
temperature distribution can be found in an analogous manner.
The model predicts a gradual transformation from an initial Gaussian distribution 
to the final self-similar shape with the centerline values growing constantly. The three- 
dimensional region existing at the beginning of the diffuser is taken care of by a virtual 
source distance, xν, defined as H/κ, where κ is assigned the value 0.133. This value 
lies between those observed for two-dimensional and three-dimensional jet spreading. 
The virtual source distance enters into the derivation and has been found to be very 
important in the evolution of the profiles. A volumetric (bulk) dilution Sbulk is again 
defined and has an asymptotic value at a large distance
(2.11)
This bulk dilution is about 50% larger than that predicted by the entrainment 
type models (Equation (2.10)).
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Results from both Almquist and Stolzenbach’s model and Jirka’s model have 
been compared with the San Onofre hydraulic model study (Ng and Koh, 1986). 
Figure 2.3 is the centerline temperature excess measured from the SONGS model 
study in comparison with predictions from the two models. It indicates that the 
prediction from Jirka’s model agrees very well with the physical model except at the 
end of the diffuser where the prediction slightly overestimates the ΔT. However, the 
AS model has predicted a much higher ΔT over the entire two-dimensional range. 
The lateral ΔT profile near the end of the diffuser is compared in Figure 2.4. The 
bell-shaped profile of the physical model spreads much wider than Jirka’s prediction, 
possibly because of the angle of the SONGS jets (±25° to the axis), which resulted 
in a larger lateral growth rate. Another explanation for the discrepancies is the 
oversimplication of the induced flow field and thermal field, including the definite 
thermal stratification observed in the physical model.
In summary, the existing models axe able to give reasonable predictions of the 
flow and temperature fields when the major assumptions are not violated. However, 
a more general model is needed to account for the density stratification, angled jets 
and cross currents, for example.
2.6.2 The Intermediate Field
Because of the density difference in the discharge, an unstable flow field may 
eventually restratify at some downstream distance, forming a surface flowing layer of- 
ten referred to as a thermal plume. It behaves essentially like a surface buoyant 
jet with both momentum and buoyancy effects governing the mixing and spreading. 
Relatively little attention has been paid to this intermediate region. Jirka (1982) has 
suggested that after an adjustment distance of about 1.5 times the diffuser length, 
the flow field will be practically the same as that of a unidirectional diffuser. (The 
unidirectional diffuser has been modeled by Adams and Stolzenbach (1977) and Lee,
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Figure 2.3 Comparison of theoretical models with observations from 
San Onofre physical model results — ΔT/ΔT0 along the dif­
fuser axis (based on model quantities).
Figure 2.4 Comparison of theoretical models with observations from 
San Onofre physical model results — lateral ΔT/ΔT0 profile 
near end of the diffuser (based on model quantities).
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Jirka and Harleman (1977, 1979) using slip-stream analysis and an entrainment hy- 
pothesis.)
Brocard et al. (1979) has proposed a model for the complete trajectory of the 
flow using an integral technique. Their analysis uses entrainment assumptions as in 
the AS model and a lateral spreading relationship adopted from the analysis of Prych 
(1972) on surface buoyant jets. The governing equations are the three conservation 
equations and two trajectory equations for the path of the jet. The near-field analysis 
follows the same principles as the AS model, but allows a lateral entrainment term 
that is due to the current and an adjustment for the bottom shear stress. The inter- 
mediate field, on the other hand, is treated in a similar way as the three-dimensional 
surface buoyant jets by Prych (1972), Koh and Fan (1970), and Stolzenbach and 
Harleman (1971). Parabolic and Gaussian profiles are assumed in the vertical and 
lateral direction, respectively; however, the vertical profiles in the near field are mod- 
ified to account for the momentum input from the bottom. Farther downstream in 
the far-field region where ambient turbulence is the dominating dispersion mecha- 
nism, the spreading relationship is replaced by a dispersion relationship derived from 
the dispersion coefficient and the "4/3 law." The model has showed generally good 
agreement with hydraulic model results (Campbell and Charlestown) in the higher 
ΔT region, but requires calibrations of several input coefficients. The transition from 
surface buoyant jet formulation to dispersion formulation is not detailed in the re- 
ports. The presence of singularities, as in the previous surface buoyant jet models, 
has not been resolved.
2.7 Summary
Laboratory data on staged thermal diffusers in shallow water come mainly from 
hydraulic model testings in the 1970's. Resolutions of the measurements are generally
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too low for detailed analysis. Almquist and Stolzenbach (1976) conducted a slightly 
more detailed experimental study, but a systematic set of laboratory results is still 
lacking. Numerical models have been developed that are based either on the slot jet 
entrainment hypothesis or by integration of the profiles of hypothetical source ele- 
ments along the diffuser. The models do not give sufficiently accurate predictions on 
the thermal and flow fields, but can provide guidelines in the preliminary configuring 
of diffusers. The biggest problem of the models is probably the assumption of verti- 
cally mixed profiles with no consideration of buoyancy and density stratification. The 
models do not give sufficiently accurate predictions on the thermal and flow fields, 
but can provide guidelines in the preliminary screening of diffuser configurations.
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3. Physics of the Thermal Plume
3.1 Introduction
This chapter describes the physical processes taking place in the general flow 
field of thermal discharge from a staged diffuser in shallow water. The significance 
of the derived dimensionless variables and length scales in the different flow regimes 
are discussed. Relationships of mean properties with respect to distance from the 
discharge are proposed, using scaling arguments.
The problem under consideration is the thermal discharge from a submerged 
staged multiport diffuser in a laterally unconfined but shallow receiving water body. 
Figure 3.1 is the definition sketch of the staged diffuser. The staged diffuser consists 
of a number of nozzles n, each with jet diameter D0 and separated by a center-to- 
center spacing, s. Each nozzle is oriented horizontally at an angle ±α from the axis 
of the diffuser and at an angle β up from the horizontal plane. Cooling water at an 
elevated temperature of ΔT0 is discharged from the diffuser at a total flow rate, QT0, 
which is distributed evenly among the nozzles. The ambient water has a uniform 
depth of H + H', where H is the water depth above the discharge level and H' is the 
elevation of the nozzles from the bottom. At this stage ambient current is excluded 
for simplification. The discussion in the following sections will focus on the ideal case
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Figure 3.1 Definition sketch of staged diffuser.
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of uniform ambient density, and the effect of stratification on the overall flow field 
will be considered in Appendix C.
3.2 The Hypothetical Flow Field
Figure 3.2 is a schematic diagram of the hypothetical flow field generated from 
the staged diffuser discharge. The flow structure is divided into two zones—the near 
field and the intermediate field—based on the inherent properties which vary with 
downstream distance.
(i) The near field
The near field is defined as the region in the immediate vicinity of the diffuser. 
Momentum and heat (buoyancy) fluxes are input to the receiving water body through 
the individual nozzles, thus keeping the near field in a development stage. This region 
is made up of a number of three-dimensional buoyant jets (momentum flux is domi- 
nant over buoyancy flux according to an order-of-magnitude analysis to be discussed 
in the next section) and is characterized by turbulent jet mixing and a certain extent 
of jet interaction (depending on the depth-to-spacing ratio). The entrainment pattern 
is highly three-dimensional and consequently yields complicated flow and temperature 
profiles because of the arrangement (geometry) and interference of the jets.
The flow field is further complicated by the shallow-water condition. Individual 
jets entrain ambient water along their upward paths through the water column. As 
the jets reach the surface, they are deflected by the air-water interface. In deep water, 
a surface layer that flows more or less horizontally away from the source will form, 
and there is little communciation between the jets and the layer. When the water 
depth is shallow, recirculating eddies may form (Jirka and Harleman, 1979), causing 
re-entrainment of diluted water back to the jets. The vertically mixed near field is 
referred to as being unstable. The existence and the extent of the instability depend
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Figure 3.2 Schematic diagram of the plume at various times.
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on the interplay or balance of the stabilizing buoyancy force and the destabilizing 
momentum force. Thus, a surface buoyant layer may not be well-defined because of 
the coupling of the dynamics of the entrainment flow toward the diffuser with the 
mixed flow away from the diffuser.
(ii) The intermediate field
Beyond the end of the diffuser where there is no further discharge of warm water, 
the thermal plume enters the intermediate regime. The flow field and temperature 
field will behave differently from the upstream region where the physical processes 
resemble those of a three-dimensional surface buoyant jet. The intermediate field has a 
more regular structure in terms of the induced velocity and temperature distributions 
compared to the near field. Because of the initial density difference between the 
discharge and the ambient, a surface layer usually forms either from the deflection 
of the jets (in the diffuser zone) by the water surface, or from stratification of an 
unstable near field. With the residual momentum flux carried over from the near 
field, the surface layer entrains ambient water and induces turbulent mixing as it 
flows downstream. At the same time, gravitational spreading takes place in the 
horizontal direction. The momentum mixing diminishes, while the buoyancy force 
becomes more significant with downstream distance. In other words, the fluid is in a 
deceleration state, and the flow field evolves gradually from a turbulent mixing zone 
with entrainment in both lateral and vertical directions to a gravitational spreading 
zone where activity is largely limited to the horizontal directions because of the stably 
stratified configuration with reduced shear stress.
The transition from turbulent mixing to horizontal spreading is, however, not 
only in the longitudinal direction. In the proximity of the centerline where velocity 
is the highest, momentum mixing is more significant, whereas at a lateral distance 
farther away from the diffuser axis, velocity decreases and buoyant spreading may
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become more important. The intermediate field therefore can consist of an inner 
core dominated by momentum mixing, and a surrounding outer region dominated by 
buoyant spreading. The inner core is steady in the mean, whereas the outer zone 
extends downstream as well as grows laterally with time as in Figure 3.2. The lateral 
decay in temperature and velocity is expected to be more rapid in the inner steady 
zone but to be relatively small in the outer spreading region. As the plume grows 
in size radially, the plume fluid closest to the near field has the possibility of being 
re-entrained into the plume, forming recirculation eddies in the horizontal plane on 
both sides of the near-field boundary. The occurrence and extent of this inundated 
situation are governed by the relative balance of the inertia force and buoyancy force.
The thermal plume progresses downstream until the inertial forces diminish, and 
gravitational spreading becomes the sole dominating process. Ambient turbulence 
will eventually be effective in dispersing the thermal plume, and this flow region will 
be referred to as the far field. The following discussions include only the near field 
and the intermediate field.
3.3 Dimensional Analysis
The basic variables governing the performance of thermal discharges from staged 
diffusers in a quiescent ambient are:
diffuser variables: D0, n, s, α, β;
discharge variables: u0, T0, ρ0;
ambient variables: Ta, ρa, Η, Η', (∂pa∣∂z);
and: g and ν.
The dependent variables in the system, denoted by Φ,∙, are the mean characteris­
tics of the thermal plume at a given cross section and are functions of the independent
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variables and the position of interest (x, y, z). The minimum surface dilution Sc, 
the lateral width and the depth of the plume, are some of the interesting and com- 
monly studied variables. No comprehensive analytical relationship for the problem 
has yet been derived.
3.3.1 Assumptions and General Considerations
The number of independent variables can be reduced by adopting several 
assumptions common to buoyant jet analysis:
(1) The near-field region is fully turbulent (Re ≥ 20,000); thus the direct effect of 
viscosity can be neglected.
(2) The density changes caused by the discharge are small compared to the ambient 
density and are important only in the gravitational force term (the Boussinesq 
approximation); the four variables, ρ0, ρa, ∂pa/∂z, and g are thus replaced by 
ρ0, Δρg, and g∂pa/∂z, where Δρ = ρ0 - ρa.
(3) The fluid density ρ and temperature T are related by a linear equation of state, 
ρ = ρa(l — αp(T - Ta)), where αp is the coefficient of thermal expansion. There- 
fore, only one of them may be considered as an independent variable. Further 
simplifications include the neglect of the slight heat transfer to the atmosphere 
in the regime considered, and the assumption of homogeneity of the ambient in 
the horizontal directions.
Previous analyses on buoyant jets have demonstrated the advantages of using flux 
variables in describing jet dynamics. The primary independent flux variables are the 
kinematic mass, momentum and buoyancy fluxes at the discharge and are defined as:
(3.2)
(3.1)
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kinematic buoyancy flux Bi0 = (Δρ∕ρa)gQi0 or g'Qi0, (3.3)
where the subscript (i0) represents flux from the individual nozzle, u0 is the discharge 
velocity and D0 is the initial diameter of the jets . Another set of flux variables can 
be defined for the entire diffuser:
Furthermore, according to Wright (1977), several length scales (three-dimensional) 
can be formed from the flux variables:
where δ is defined as -(g/ρa)(∂ρ/∂z). ℓ'B can also be rewritten as ℓ'B = ℓ'M3/2/ℓM1/2. 
Using the length-scale representations and applying the assumptions to simplify the 
problem, the overall flow field (the mean characteristics ϕi) can be described by the 
following dimensionless parameters (for steady state):
In the discharge configuration being considered, H' is assumed to be small (e.g., in 
the experiments, H'/H ≤ 0.13), such that the variable can be dropped from the 
analysis.
(3.4)
(3.5)
(3.6)
(3.7)
(3.8)
(3.9)
(3.10)
(3.11)
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3.3.2 The Near Field
The implications and significance of the dimensionless variables are dis- 
cussed in this section.
To justify a three-dimensional formulation, the s/H ratio is discussed first. It is, 
in many cases, an index for jet merging. In other words, it is a criterion for using 
the equivalent slot-jet assumption in the analysis of multiport diffusers. Figure 3.3 
illustrates two thermal jets, separated by a distance s, in a section of the staged 
diffuser. Each of the jets is assumed to be spreading at a rate equivalent to that of a 
three-dimensional pure jet. The commonly adopted value for the growth rate of the 
half-width is 0.127. This is equivalent to having a total jet-spreading angle of 2βk, 
where βk = 7.24°. The possibility of recirculating eddies in the vertical plane in the 
shallow-water condition is neglected in this analysis. Merging of the jets is assumed 
if, geometrically, the boundaries of the two jets interact within the water column. 
This is equivalent to having the minimum perpendicular distance between the jets, 
represented by ω4 in Figure 3.3, approaching zero. Hence, a criterion for jet merging 
can be derived:
(3.12)
The terms on the right-hand side of Equation (3.12) can be taken as a critical 
ratio (s/H)cr such that merging will occur when s/H of the diffuser is smaller than
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Figure 3.3 A section of the staged diffuser with α = 0°, showing the ge­
ometry of two adjacent jets used for deriving critical spacing 
for jet merging (Equation (3.12)).
Figure 3.4 Critical s/H ratio versus β.
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this critical value. Merging will always take place if β ≤ βk, including horizontal 
discharge, i.e., β = 0°. In other cases, the critical ratio decreases with an increasing 
discharge angle β for β ≥ 10° as shown in Figure 3.4.
Comparing the (s/H)cr and s/H ratios of the previous hydraulic model studies, 
both merging and non-merging conditions exist. Since the two-dimensional flow field 
assumption does not necessarily hold for the general case, the equivalent slot jet 
assumption cannot be used indiscriminately. A three-dimensional approach is thus 
proposed for subsequent analysis.
The second parameter to be discussed is ℓM/H. The momentum length scale 
ℓM is a measure of the distance over which the momentum force dominates over the 
buoyancy force. Hence, a decrease in the value of ℓM/H indicates an increasing ten- 
dency for plume-like flow to develop before the flow reaches the surface. Experimental 
results of Papanicolaou (1984) on vertical buoyant jets indicate that the limiting con- 
ditions for a pure jet and a pure plume are when ℓM/z ≥ 0.94 and ℓM/z ≤ 0.19, 
respectively, where z is the vertical distance above the source. For horizontal buoy- 
ant jets, Brooks (1980) shows that the asymptotic pure plume behavior occurs when 
ℓM/z ≤ 0.03. Reviewing the ℓM/H ratios in previous diffuser model studies shows 
that the range is from 1.2 to 2.8. However, for diffusers with an upward discharge 
angle β, the trajectory of the individual jets will be much longer than H. Assuming a 
straight trajectory, the effect of β can be taken into account by considering the ratio 
ℓM/(H/sinβ). This ratio is about 0.7 for the Darlington Station “A” diffusers and 
the Charlestown Station diffusers (both of which have β = 20°). For the Somerset 
site diffusers, which have β = 0°, the ℓM/H ratio is approximately 2.8. There are 
other thermal diffusers with ℓM/(H/sinβ) of around 0.3 to 0.4. These typical values 
suggest that momentum mixing is the dominant process in most cases (i.e., jet-like
flow).
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Further up the water column, the jets will be deflected by the buoyancy force. Fan 
and Brooks (1969) calculated the trajectory for turbulent buoyant jets. For thermal 
diffusers with a typical densimetric Froude number Fr0 of about 35 (the range is 
from 30 to 70), the assumption of a straight-line trajectory is only reasonable for 
ℓM/z ≥ 7 in a horizontal discharge case. For inclined jets, β is an important variable 
in determining the critical ℓM/z ratio for the straight-line trajectory assumption. 
For example, the critical ℓM/z ratio is approximately 2.7 for β = 15° and 1.6 for 
β = 30°. Comparing these critical ratios with the typical ℓM/H of 1.2 to 2.8 (this 
value does not include the reduction in the effective depth of water that is due to the 
surface layer), a limited amount of jet deflection is expected at the upper part of the 
water column.
The discussions on the s/H and ℓM/H ratios imply that the near field can be 
analyzed as a series of independent pure jets, neglecting the initial buoyancy flux. 
Furthermore, the typical range for the ratio ℓQ/H is from 0.02 to 0.1, and the typical 
ratio ℓQ/ℓM is approximately 0.025. The implication of small ℓQ/H and ℓQ/ℓM 
values is that the initial volume flux Qi0 is not significant dynamically. If buoyancy 
flux is neglected, ℓM → ∞ and will drop out. Only ℓQ remains from the dimensional 
analysis even though Qi0 is not important dynamically for a distance much larger 
than ℓQ. Defining a minimum surface dilution Sc in the diffuser region as a dependent 
variable, the controlling length scales in homogeneous ambient will then be H, ℓQ 
and s. Dimensional analysis results in:
where
(3.13)
(3.14)
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It is proposed that the near-field mean characteristics can be represented by the 
three-dimensional simple jet theory (Fischer et al., 1979) with an adjustment for jet 
merging controlled by s/H and n. For a certain a and H, the distance of the jet 
path (entrainment distance) is H/sinβ, assuming a linear trajectory. The minimum 
surface dilution Sc for diffusers with β > 10° (taken arbitrarily) will be:
(3.15)
where a1 is found empirically to be 0.18 ± 0.02 for a round jet. A minimum bulk 
dilution at the surface can also be defined as Sbulk ≡ Q(H)/Qi0 at downstream 
distance x, and similarly,
(3.16)
The simple jet theory presented, however, is applicable only to situations where 
the surface effect is not important (i.e., in deep water), and there is no jet interference. 
In the case of shallow water, deflection of the jets by the water surface results in 
recirculating eddies and possibly an unstable flow field. The formation of a surface 
layer will decrease the initial surface dilution by reducing the depth of the entraining 
ambient. The thickness of this layer is also expected to be a function of the parameter 
ℓQ/H, the number of ports n, and the jet spacing-to-depth ratio s/H, which is an 
important parameter governing jet merging characteristics. The theory, however, 
does not include any dependency on the horizontal angle of discharge (α). However, 
a change in α obviously leads to a change in the horizontal extent of the flow field. 
It may also modify the instability relationship by increasing the stability of the flow.
The effect of ambient stratification is measured by the parameter ℓ'M/H and 
ℓ'B/H. ℓM is a length scale for the momentum dominance of a round jet (of zero
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buoyancy) over the effect of a stratified environment, whereas ℓ'B is the length scale 
for buoyancy dominance of a pure plume in a stratified ambient. Again, order-of- 
magnitude analysis is used to determine the significance of the ambient stratification. 
For example, if the ambient is stably stratified with a 5.0° C temperature difference 
between surface and bottom (H = 10 m), the corresponding δ is approximately 
1.07 x 10-3 s-2. Using SONGS discharge momentum flux (Mi0 = 3.29 m4/s2), buoy- 
ancy flux (Bi0 = 0.023 m4/s3) and water depth (H = 10 m) for illustration, ℓ'M/H is 
about 0.75 and ℓ'B/H is about 0.5. Both ratios are of unit order indicating that the 
density stratification does not become dynamically important in the initial mixing 
process. In other words, the stratification changes only the density or the tempera- 
ture excess ΔT of the plume, but does not modify the dilution (i.e., the dynamics of 
the flow field).
Other quantities of interest are the characteristic growth rate of the plume, the 
characteristic width and the thickness of the plume at the end of the near field. Since 
momentum force is still the controlling factor, a similar functional dependency as for 
Sc on ℓQ/(H/sinβ), s/H and n should suffice.
3.3.3 The Intermediate Field
Shortly beyond the end of the diffuser, a surface buoyant layer will form and 
behave as a large surface buoyant jet. As discussed in Section 3.2, the intermediate 
field is comprised of a turbulent core region surrounded by a gravitational spreading 
field (Figure 3.2). Momentum mixing dominates the turbulent core with the ambient 
water being entrained from the sides as well as from the bottom of the layer. Be- 
cause of the absence of further inputs of momentum and heat, the velocity and the 
temperature will decrease with distance until the end of the core region. The width 
of the plume, at the same time, will grow with distance, whereas the thickness may 
increase slightly (less compared to the growth of the width because of the buoyancy,
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which keeps the layer flowing at the surface). In the gravitational zone, the motion 
is mainly in the horizontal directions; the buoyancy in the plume reduces activity in 
the vertical direction. The plume width-to-thickness ratio, as a result, will increase 
even further.
Depending on the discharge parameters and the ambient conditions, the extent 
of the turbulent mixing core region varies. Two limiting situations can be identified. 
The first condition is when momentum mixing dominates the region of interest, which 
is on the order of several diffuser lengths downstream. This will occur in shallow-water 
discharges with a large initial momentum flux, or ℓM/H >> 1. The other limiting 
case occurs in deeper water discharge with less initial momentum, ℓM/H << 1. The 
gravitational spreading zone may move back to the diffuser region and, therefore, 
dominates the entire region of interest.
The surface buoyant jet problem has been studied using laboratory experiments 
and mathematical models (Section 2.4.4). The analysis, however, cannot apply to 
the present situation, even with modification. The first reason is that the initial 
conditions of the intermediate field of a staged diffuser are very different from that 
of an idealized surface buoyant jet. The beginning section of the intermediate field is 
basically the end of the diffuser zone (near field). The initial velocity and temperature 
distributions (referenced to the intermediate field) are expected to be more or less 
Gaussian in shape (confirmed for temperature later in the presentation of the present 
experimental results, Chapter 5), whereas in surface buoyant jet analysis, the initial 
discharge is always assumed to be uniform across the exit section. Even if the initial 
conditions (of the intermediate field of a staged diffuser) can be idealized as being 
uniform, the volume flux, QI0, at this section (a sum of the source volume flux and 
the total entrained volume flux in the near-field region) is too large to be neglected 
for some distance. In addition, the characteristic width of the surface layer, bI0,
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at the beginning, is relatively large, and therefore the effect of the source geometry 
will remain for a long distance (compared to the distance of interest for thermal 
discharges). Hence, the mean characteristic ϕi is a function of many variables:
where the subscript I0 refers to the initial section of the intermediate field, M and 
B are the corresponding momentum and buoyancy fluxes and b and h are the char- 
acteristic width and thickness of the surface layer, respectively.
In the gravitational spreading zone further downstream, the flow field reduces to 
one that is similar to a continuous discharge of buoyancy. Buoyant discharge from a 
point source has been studied by Koh and Fan (1970) and Chen (1980). Analytical 
functions for buoyant spreading have been developed. However, the gravitational zone 
of a staged diffuser cannot be simplified as a point source because of the large plume 
width. Furthermore, at a greater distance away, heat transfer with the atmosphere 
will become more important, and the buoyancy of the plume will disappear.
The large number of significant independent variables involved in the problem 
makes the analysis of the intermediate field very difficult. In later chapters, efforts 
are focused on gaining a better qualitative understanding of this flow region from 
experimental observations.
3.4 Summary
On the basis of the experimental observations from previous laboratory studies 
on thermal discharge from multiport diffusers and surface buoyant jets, two distinct 
flow regions are postulated to exist in the flow field of a staged diffuser—the near field 
and the intermediate field. The near field is in the vicinity of the diffuser and is dom-
(3.17)
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inated by three-dimensional jet mixing and jet interactions. Dimensional reasoning 
and scaling arguments are used to show that the simple jet theory (with modifica- 
tions for n and s/H) can be used to describe the near-field mean characteristics. 
The intermediate field is a combination of a large surface buoyant jet and gravita- 
tional spreading plume. Even with simplifications, the large number of independent 
variables remaining in the problem make it very difficult to derive useful relationships 
for the flow-field characteristics at this stage.
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4. Experimental Setup and Procedures
4.1 Objectives
The objective of the experiments is to measure the temperature distribution 
resulting from warm water discharged through staged diffusers in a large body of 
receiving water. Horizontal and vertical temperature profiles of the discharge plume 
at various distances from the beginning of the diffuser have been measured. The 
experiments also involve some indirect surface velocity measurements. A complete 
statement of the research objectives is given in Chapter 1.
4.2 Experimental Setup
The setup can be divided into five subsystems: the test basin, the warm-water 
supply and discharge system, the thermistor probes, the data acquisition system, and 
the photographic devices. The equipment has been designed to monitor the three- 
dimensional thermal field adequately.
4.2.1 The Test Basin
The experiments were performed in a 6.1 m (20.0 ft) wide, 11.0 m (36.0 ft) 
long, and 0.4 m (15.0 in) deep basin located in the subbasement of the W. M. Keck
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Laboratory of Hydraulics and Water Resources (Figure 4.1). The walls of the basin 
were constructed of concrete blocks cemented together and mortared onto the labo- 
ratory floor. A plastic lining was shaped to cover the entire basin to prevent leakage. 
A survey of the basin floor revealed slight localized deviations (within 5.0 mm) from 
the mean level. No adjustment, was made however, in the experimental procedures 
or the data analyses that follow. Figure 4.2 is a photograph of the setup in the test 
basin.
The basin contained a false-bottom structure, consisting of a square plywood 
platform 5.4 m (17.75 ft) on a side, 7.6 cm (3.0 in) in height, with 1:3 sloping edges 
on the four sides, as shown in Figure 4.3. The finished level of the structure was 
8.9 cm (3.5 in) high with the top 1.3 cm (0.5 in) being covered and levelled with sand 
of 1.0 mm nominal diameter. The sand layer provided a level “false” bottom, even if 
the plywood might warp after extended immersion in water. The structure served to 
conceal the main pipe of the diffuser, leaving only the nozzles in the water column 
(to minimize H'). This was done to avoid the ambiguity of deceptive increases in 
the measured dilution that were due to the additional amount of water below the jet 
level. Such considerations are particularly important in shallow water experiments, 
since the expected range of water depth is comparable to the size of the diffuser pipe 
(5.1 cm in diameter).
Two carriages were mounted on rails along the side walls of the basin. One car- 
riage was used for equipment mounting (the instrument carriage), while the other 
served as an observation deck. The instrument carriage also had rails along its 
length to accommodate a traversely running probe carrier, which supported ther- 
mistor probes, depth probes and other accessories. While the two longitudinally 
running carriages were moved manually, the probe carrier was driven by a 1/4 horse- 
power motor equipped with a 100:1 speed reducer to increase the torque output and
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Figure 4.1 Schematic diagram of the test basin layout.
Figure 4.2 Photograph of the test basin.
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Figure 4.3 Schematic diagram of the false bottom structure.
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a Minarik speed controller to control remotely the speed of movement. The position 
of the carriages was measured by potentiometers. Attached to each carriage was a 
wheel (30.5 cm and 25.4 cm in diameter for the instrument carriage and the probe 
carrier, respectively) connected to the potentiometer. When the carriage moved, the 
wheel rotated and changed the resistance of the potentiometer. The resistance output 
was then calibrated to give the position of the carriage. Samples of the calibration 
curves for the lateral and longitudinal positions are presented in Appendix B. The 
horizontal position of the probe carrier could be located to within ±0.29 cm.
4.2.2 The Warm Water Supply and Discharge System
The arrangement of the warm water supply system is shown in Figure 4.4. 
It consisted of a 175-liter storage tank, a heater to maintain water at a designated 
temperature, and a flow meter (Fischer & Porter Co., model 10A1027) of 70.6 cm3/s 
(1.12 gpm) capacity to monitor the discharge flow rate. The warm water was cir- 
culated (with a Jabsco centrifugal pump) from the storage tank through a 1.27 cm 
(O.D.) hose to the diffuser for discharge. A dye bottle was connected to the outlet of 
the supply tank just downstream of the pump to color the effluent for flow visualiza- 
tion. Upstream of the inlet to the diffuser, a by-pass pipe was installed to drain away 
unusable discharge water, particularly that which had not yet attained the prescribed 
temperature prior to the start of the experiments.
Concealed in a precut slot in the false bottom structure, the diffuser was made of 
two concentric Plexiglas cylinders of 98.0 cm in length, 0.32 cm in wall thickness, and
5.1 cm and 3.8 cm in respective external diameters. The endplates were sealed with 
O-rings to keep the air space between the two cyclinders watertight for insulation. 
There were 16 aligned fittings at 6.0 cm spacing on the diffuser, capable of housing 
up to 16 nozzles of variable sizes and discharge angles. Located at the midsection of 
the diffuser was the inlet for warm water, and 24.0 cm from it was a special fitting for
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Figure 4.4 The warm water supply and discharge system.
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a single thermistor, which would monitor the water temperature inside the diffuser. 
A baffle plate (same length as the diffuser) with distributed holes 0.6 cm in diameter 
was placed inside the inner cylinder for a more evenly distributed flow among the 
nozzles. Dimensions of the diffuser with an enlarged section of a nozzle are shown in 
Figure 4.5a. Figure 4.5b is a photograph of the diffuser unit.
The nozzles were made of brass and were capped by sharp-edged orifices, which 
controlled the diameter of the discharge jet and could be replaced with other sizes. 
Friction-type joints with O-rings to guard against leakage were used in all connec­
tions to facilitate changes in the diffuser configuration (e.g., the number, size, and 
orientation of the jets).
While the sizes of the jets were predetermined, the diameters of the orifices had to 
be decided by trial and error processes to account for the jet contraction. The initial 
sizes of the orifices were estimated using the coefficient of contraction in the range of 
velocity ratios between the nozzles and the jets. Water was then discharged through 
the orifices (with the initial diameters), and the sizes of the jets at the contraction 
were measured with a caliper. The sizes of the orifices were then adjusted accordingly 
until they produced the designated jet sizes.
4.2.3 The Thermistor Probes
Temperature was measured with thermistors. A total of 160 thermistors 
assembled into eight probes were used to monitor the temperature of the discharge 
plume, with an additional thermistor inside the diffuser for detecting the discharge 
temperature. The experiments employed standard negative-temperature coefficient 
(NTC) thermistors 0.25 cm in diameter with a nominal temperature constant (T.C.) 
of 22 seconds. By transferring a thermistor rapidly from water of higher temperature 
to lower temperature and vice versa, however, the actual T.C. was found to be around 
0.5 second.
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Figure 4.5 Staged multiport diffuser. a) Schematic diagram; b) Photo- 
graph.
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The thermistor probe is depicted schematically in Figure 4.6, and in a photograph 
in Figure 4.7. Figure 4.8 is a photograph of the thermistor (to be placed inside the 
diffuser) for monitoring discharge temperature. The body of a thermistor probe was 
machined from a lucite block 0.5 cm x 1.5 cm x 17.75 cm to form an airfoil cross 
section to minimize the form drag in water. Twenty holes of 0.5 cm at 0.75 cm 
spacing were drilled in each probe to hold the thermistors. A slot was cut along the 
full length of the body to make room for the conductor wires, which ran from the 
thermistors to the top of the probe and ended in a snap connector. An acrylic cement 
(Weld-On #40 of Industrial-Polychemical Services) was used to fill the holes and the 
slots to retain the airfoil shape after assembly.
A brass rod crimped to a mounting bracket at one end was screwed to the top 
cover plate of the probe at the other end. The whole unit was then mounted onto 
the probe carrier described in Section 4.2.1.
4.2.4 The Data AcquisitiOn System
Experimental data were collected by an IBM PC (with 512K random access 
memory) equipped with an analog and digital I/O board (DT 2811, manufactured by 
Data Translation, Inc.). The I/O board provided 12-bit resolution of the input voltage 
and allowed 16 single-ended or 8 differential input channels for A/D (analog/digital) 
conversions at a throughput rate of 20kHz. In the experiments, 161 channels for the 
thermistors and 2 additional channels for longitudinal and lateral position tracking 
were needed. Therefore, 2 multiplexer units, each capable of multiplexing 8 channels 
into 128 channels were introduced into the system to sample all the inputs. Figure 4.9 
is the circuit diagram of one channel (out of 8) in a multiplexer unit.
The raw signals from the thermistors and the potentiometers were in units of 
resistance and were converted to voltages before being transmitted to the A/D con- 
verter. This was achieved by connecting all the raw signals (in resistance) to bridge
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Figure 4.6 Schematic diagram of a thermistor probe.
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Figure 4.7 Photograph of a thermistor probe.
Figure 4.8 Photograph of the thermistor for monitoring discharge tem- 
perature inside diffuser.
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Figure 4.9 Circuit diagram of a multiplexer unit.
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circuits, one for each individual thermistor and potentiometer. Since there were 20 
thermistors in each probe, it was more convenient to arrange the 20 bridge circuits 
into a compact unit referred to as a bridge box. Figure 4.10 is an example of two 
bridge circuits (out of 20) for the thermistor probe. All components are connected 
by shielded cables to minimize noise.
A computer program written in Turbo Basic language (Borland) issued a soft- 
ware trigger to initiate the conversion and collection procedures at the start of an 
experiment. The same program was responsible for signalling the end of the data 
acquisition procedures and storing the digital data to files in convenient formats for 
future retrieval and analysis. Figure 4.11 illustrates the signal flow-path and the in- 
terconnection of components of the data acquisition system. A sample data collection 
program is listed in Appendix A.
4.2.5 The Photographic Equipment
A Nikon F camera mounted about 3.7 m above the water surface was used 
to obtain the overhead pictures of the advancing thermal plume. The camera was 
equipped with a 28 mm wide-angle lens and could be triggered through the use of 
a motor drive. Color films of ASA-400 film speed were used. Kriegrocine red B 
concentrate dye (Special-T/Califomia) was mixed with the discharge to differentiate 
the plume from the ambient water and to enhance visualization .
An array of grid lines at 30.5 cm apart were set up on the sand surface of the 
false-bottom structure to provide a reference system for the physical dimensions of 
the growing plume. Photographs were taken at predetermined time intervals to give 
an estimate on the frontal celerity of the plume. In some experiments, paper parti- 
cles were added to enhance the indirect measurement of surface velocity at selected 
locations.
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Figure 4.10 Diagram of two bridge circuits for the thermistor probes.
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Figure 4.11 Signal flow path and the interconnection of components of 
the data acquisition system.
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4.3 Experimental Constraints
There are several constraints concerning the experimental setup that should be 
addressed. The first constraint is the time duration allowed for each experiment. The 
duration is taken as the time interval between the start of the discharge and the time 
when the plume reaches the basin’s walls, or the time when the plume recirculates 
back to the diffuser regime. This is directly governed by the size of the test basin 
and the discharge characteristics. A simple estimate can be made by considering 
the gravitational spreading velocity v ∝ √g'h and the horizontal dimensions of the 
basin, which are 11.0 m and 6.1 m. For a typical g'0 of approximately 4.0 cm/s2 (cor- 
responding to an initial temperature difference of l6°C), a dilution of the order of 10 
and a plume thickness of around 1 cm in the experiments, two estimates resulted: 30 
minutes in the longitudinal and 8 minutes in the lateral direction. In practice, it was 
found that the duration was mostly between 20 minutes and 40 minutes. This time 
constraint limited the number of operations and hence the amount of information that 
could be acquired in one single experiment. Therefore, measurements were designed 
to be completed within the above time period or, when necessary, the procedures 
were separated into two independent operations for running the test twice.
The maximum possible sampling rate offered by the data acquisition system can 
be another constraint. It is stated in Section 4.2.4 that the A/D board provides a 
throughput rate of 20 kHz. The ultimate sampling rate, however, is limited by the 
clock speed of the system computer and the software, and is much lower than 20 kHz. 
Using the previously described system, the gross rate was found to be approximately 
200 samples per second (i.e., 2 samples per second for 100 input channels to be 
monitored). This sampling rate did not generally present a problem when dealing 
with mean characteristics of the thermal field, but required extra caution in cross- 
scanning experiments when the probes were moving at a certain scanning rate across
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the test basin. In the latter situation, the scanning rate was carefully selected to 
be slow enough to provide sufficient resolution for the cross-sectional temperature 
profiles and yet fast enough to complete the scanning before recirculation occurs. A 
number of tests had been carried out by moving the probes across the tank at different 
scanning speeds while sampling at the maximum possible rate. By comparing the time 
series obtained and their energy spectrums, it was concluded that speeds ranging from 
0.6 cm/s to 0.8 cm/s provided good resolution and an acceptable vibrational level.
Another constraint is that each thermistor probe has been designed to measure 
temperature only over a water depth of 10.75 cm. Hence, for experiments requiring 
more extended coverage, the probes were positioned to monitor the upper 10.75 cm 
of the water column. The surface portion was sampled because more activities were 
expected in the surface layer than in the bottom; this was because of the stratification 
of the thermal plume, especially in deep-water discharge cases. An alternative was 
to conduct the experiment in two parts; one sampled the top portion of the water 
column, while the other sampled the bottom.
A final constraint to be addressed is the environmental factors over which there 
is little control. The relative humidity in the laboratory and the equilibrium tem- 
perature of water in the test basin are important since they govern the amount of 
heat loss in the system. Although it is impossible to control these environmental 
conditions with the facilities available in the laboratory, one can estimate the heat 
loss by monitoring the air temperature, water temperature and relative humidity. A 
serious limitation, nevertheless, existed because of the lack of precise control over 
the discharge temperature at the diffuser; only the water temperature in the supply 
tank could be controlled. However, as the warm water flows from the supply to the 
discharge end, heat energy is continuously dissipated to the surrounding because of 
an inevitable temperature gradient. Since the amount of heat loss varied according
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to the ambient and supply conditions, it was very difficult to make a precise ad- 
justment for it. Therefore, the water temperature at the storage tank was targeted 
at 2.0° C to 3° C (depending on individual experimental conditions) higher than the 
desired discharge temperature to compensate (approximately) for the heat loss. The 
final discharge temperature deviated slightly from the target value but was monitored 
throughout each experiment by the thermistor located inside the diffuser. In prac- 
tice, it was difficult to duplicate experiments with identical, initial, elevated discharge 
temperatures (ΔT0). The variation in ΔT0 from target values ranges from 0.1 °C to 
1.5° C.
4.4 Experimental Procedures
In this study, experiments were performed under quiescent ambient conditions, 
with either a homogeneous or stratified water column. The experimental procedures 
are similar except for the preparation of the appropriate ambient density gradient. 
The details of preparing the stratification in the receiving water are explained in 
Appendix C, while this section describes the general procedures.
Typically, there were two groups of measurements conducted, and the experimen- 
tal procedures for them varied accordingly. The first group measured temperature 
along the axis of the diffuser; the second measured the lateral temperature profiles 
by scanning across the diffuser. The two sets of measurements had to be carried 
out in separate experiments because of the limited time available before recirculation 
became significant. For most experiments, this duration was approximately 20 min- 
utes, a time period too short to measure with sufficient resolution the temperature 
distribution over the entire basin. The sampling objective was to obtain a maximum 
amount of information on the temperature field within the constraints of time and 
the capacity of the A/D and computing system to process the real-time data.
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Measurements along and downstream of the diffuser axis provided significant rep- 
resentations of the thermal field. Therefore, most of the experiments focused on the 
centerline measurements, and are referred to as the centerline experiments. How- 
ever, this type of measurement alone would not reveal sufficient details of the three- 
dimensional temperature field necessary for understanding the complicated mixing 
processes and entrainment patterns. The cross-scanning experiments were there- 
fore designed to get cross-sectional temperature profiles for selected cases. It should 
be noted that the centerline measurements produced time-averaged values, since the 
probes were fixed in one particular position for a predetermined period of time (usually 
1 minute). The scanning measurements, however, were instantaneous with respect to 
both time and space.
Prior to all experiments, the test basin was filled with water to a predetermined 
level. The water depth was checked using two depth probes mounted on the probe 
carrier. The 8 thermistor probes were mounted on the same carrier at a 30.5 cm 
spacing. The elevations of the probes were adjusted so that the first thermistor (from 
the bottom) in each probe was about 1 cm above the nozzles to avoid collision when 
the carrier moved. The carriages and the carrier were secured in their initial positions, 
which were different for the centerline and scanning experiments. The basin water 
was then allowed to sit undisturbed for a minimum of three hours until the ambient
turbulence and residual currents died off. At least 20 minutes before the start of 
an experiment, the electronic system was switched on to ensure that stability was 
established by the time measurements began. Shortly before each experiment, the 
ambient temperature was recorded with both thermistor probes and a thermometer 
to provide a background reference. The relative humidity was also recorded using 
a psychrometer. The discharge water was heated to a prescribed temperature, i.e., 
l6.0°C above the ambient plus an adjustment for the heat loss as explained in the 
previous section. The warming of discharge water was accomplished by recirculating
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water between the storage tank and the heater unit until the designated temperature 
was reached. A red-dye solution was prepared in a dye bottle to be added to the 
discharge water.
During an experiment, warm water was continuously pumped from the storage 
tank to the diffuser. The volumetric flow rate was regulated by two valves and 
monitored with the flow meter. The first few liters of warm water exiting through 
the diffuser had an irregular temperature because of cooler water already residing in 
the diffuser. Just before the start of the experiment, flow was initiated through a 
by-pass drain installed before the inlet of the diffuser to discard the partially cooled 
initial flow of water. A thermometer was used to monitor the water temperature at 
the by-pass drain until it turned relatively stable. The by-pass drain was then shut 
off and the warm water was redirected to the diffuser, thus signalling the start of the 
experiment.
(i) Centerline experiments
The aforementioned operations applied to both centerline and scanning exper- 
iments, but the measurement procedures were different for each. In the centerline 
experiments, the lateral position of the probe-carrier was always aligned with the axis 
of the diffuser. The arrangements are best illustrated by the diagram in Figure 4.12. 
The instrument carriage bearing the probe carrier and the scanning mechanism was 
initially positioned such that the first thermistor probe in the row of eight probes was 
2.0 cm upstream of the first nozzle in the diffuser with 16 or 4 jets, and at 1.5 cm 
downstream of the nozzle in single jet cases. The eight probes were spaced 30.5 cm 
apart along a line as indicated by numbers 1 through 8. Each experiment was com- 
pleted with seven more measurement positions, giving a total of 64 vertical profiles at 
different positions along the diffuser plume. The computer began to collect data at 
the start of the discharge. The probes were kept stationary in their positions during
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Figure 4.12 Probe arrangements for centerline experiment.
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the data acquisition period, which was normally five minutes for the first probe po- 
sition, and one minute for all the others. The first measurement period was assigned 
five minutes in order to provide time for the plume to develop fully. When the mea­
surement for a position was finished, the carriage was moved 5.08 cm downstream. 
Once again, the computer triggered another data collection and conversion cycle with 
the probes in their new positions. This procedure was repeated until the 7th and the 
8th positions, when the probes were moved 256.0 cm downstream instead of 5.08 cm. 
Throughout the course of the experiment, the flow rate and the temperature at the 
storage tank were closely monitored.
(ii) Scanning experiments
A different strategy was employed for the cross-scanning experiment. Figure 4.13 
is a schematic diagram illustrating the probe positions and scanning sequences for 
the cross-scanning experiments. The initial position of the probes was not on the 
centerline, but was approximately 180.0 cm away in the lateral direction. The initial 
longitudinal position was chosen such that the first probe in the carriage was 5.4 cm 
downstream of the center point of the diffuser. Again, each probe was 30.5 cm apart. 
Contrary to the centerline case, measurements did not take place until the plume 
had grown to a definite shape and the front had passed the last thermistor probe. 
The scanning mechanism was then turned on to drive the probe-carrier across the 
warm-water plume, and at the same time, the data acquisition routine was activated. 
It took about ten minutes for the carriage to cover the full width of the tank, but only 
half of the width was necessary because of the approximate symmetry of the plume. 
For most experiments, six minutes were allowed for scanning and measurements to 
ensure coverage of at least half of the plume. When measurements of the first position 
were completed, the procedures for scanning and the data acquistion were repeated 
at 283.0 cm downstream of the first position, with the probes then moving in the
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Figure 4.13 Probe arrangements for scanning experiments.
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reverse direction.
In some cases, photographs of the diffuser plume were taken at specified time 
intervals during the time lapse between the start of the discharge and the start of 
measurements. The series of photographs gave estimates on the speed of the advanc- 
ing front and the geometry of the thermal plume.
4.5 Data Reduction
At the end of each experiment, the acquired data were retrieved from the virtual 
disk of the IBM PC and transferred to floppies in ASCII format. The remaining data 
processing was carried out with IBM AT and PS2 computers. Since the raw data 
were in digital form, they had to be converted to temperature or position values 
for analysis. Calibration curves were prepared for the conversions. The thermistors 
were calibrated individually by immersing the probes into a water bath of known 
temperature. The probes were left undisturbed for a few minutes to obtain stable 
readings. The computer was then activated to read signals for two minutes; thus a 
time averaged value for each thermistor was obtained. This procedure was repeated 
for a range of water temperatures likely to be encountered in the experiments. Second- 
order regression analysis of the calibration data yielded zero-, first-, and second- 
order constants of the regression equation. Since the thermistors had slightly varying 
characteristics among themselves, a separate curve was required for each one. The 
calibration for potentiometers was done in a similar fashion for relative lateral and 
longitudinal positions. A first-order regression was found to be sufficient. Samples 
of the calibration curves and their associated regression equations are included in 
Appendix B.
From deduced positions and temperatures (i.e., the ambient, the discharge, and 
the plume) one could calculate the normalized temperature excess resulting from the
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diffuser discharge under a particular set of experimental conditions. Relevant param- 
eters including the discharge Froude number, discharge buoyancy and momentum 
fluxes, and various length scales could also be found.
4.6 Experimented Uncertainties
Sources of experimental uncertainties need to be addressed. An emphasis is 
placed on temperature measurements. The analog-to-digital converter (A/D) had 
a resolution of 12 bits, which provided 4096 levels of difference. According to cal- 
ibrations, this was designed to represent a temperature difference of 26.0° C (the 
difference varied slightly among thermistors). Hence the resolution of the A/D con- 
verter in temperature units was approximately 0.006° C. The noise associated with 
the electronic system contributed to part of the uncertainty. The time history of 
the raw data often reflected fluctuations about certain mean values, with standard 
deviations ranging from 0.004° C to 0.006o C while stationary and from 0.006° C to 
0.014° C while scanning. The calibration procedures introduced another uncertainty. 
The thermometer used for the calibration was graduated at 0.1° C and was estimated 
to be accurate within 0.025° C . The root mean-square value of the random errors for 
temperature difference, ΔT, amounted to 0.026° C (stationary) and 0.029° C (scan- 
ning). The fluctuation of the water temperature in the supply tank was of the order 
±0.5° C during the time duration of each experiment.
For the potentiometric measurements of position, the 12 bits A/D board provided 
a resolution of 0.25 cm. Results from a number of tests indicated that the standard 
deviations for the two potentiometers were 0.066 cm and 0.14 cm for the lateral and 
horizontal positions, respectively.
Other errors were introduced during the course of the experiment. One source 
was the self-warming of the thermistors; this factor was 1 milliwatt/°C, according to
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the manufacturer’s specifications. The current that generated from the bridge circuit 
and flowed through the thermistors was about 0.25 milliwatt, hence the reading was 
0.25° C higher than it should have been. This is a systematic error in the temperature 
measurements, and will cancel itself in the calculation of ΔT.
Another problem came from the thermistor probes. Although the cross-sectional 
area of the probes was shaped to be aerodynamic, its disturbance to the flow field 
could still be great, especially at locations where the principal axes of the flow were at 
an angle to the airfoils. Furthermore, the flow generated a wake region behind each 
probe, and the next probe lying in that wake would be very likely affected, thus giving 
an incorrect temperature readings. In cross-scanning experiments, the vibration of 
the probes upon moving also induced an additional amount of energy for mixing, 
thus affecting the accuracy of the results. The speed of the carriage was therefore 
reduced to the slowest viable rate to minimize the problem. The nominal speed of 
the scanning was 0.8 cm/s, whereas the fluid velocity of the plume was on the order 
of 5 cm/s near the diffuser, to around 1 cm/s at a few diffuser lengths downstream. 
The measurements at the downstream end were therefore more seriously affected.
Finally, the amount of heat transfer through the air-water interface is not taken 
into account in the data-reduction process. The rate of heat transfer can be es- 
timated from Kh/(ρCph), where Kh is the surface heat exchange coefficient, ρ is 
the fluid density, Cp is the specific heat capacity and h is the depth of the mixed 
layer. Results from a previous Keck Laboratory study on heat transfer from the 
test basin show Kh has a value of 16 (ω/m2)/° C ±20%. If a value of 3 cm is as- 
sumed for the mixed layer (the water depth is from 4 cm to 12 cm), Kh/ρCph will 
be 1.27 x 10-4 sec-1. The characteristic time for the temperature decay that is due to 
heat transfer only is thus 2 hr 11 min. This is much longer than the duration of each 
experiment (approximately 20 min). A calculation using the laboratory-determined
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value for Kh (16 (ω/m2)/° C) has been performed to estimate the total amount of 
heat transfer to the atmosphere within an appropriate time required to complete in- 
dividual experiments. This compares the observed rate of temperature decrease in 
several experiments having different initial conditions to the estimated rate of tem­
perature decay that is due solely to heat loss. The rate of temperature drop that is 
due to heat loss only is found to be approximately 1/6 to 1/12 of the total rate of 
heat reduction.
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5. Experimental Results — Homogeneous Ambient
5.1 Scope of Experiments
The objectives of the study are, through the use of experimental techniques, to 
further the understanding of the mixing and entrainment processes taking place in 
thermal discharges from staged diffusers, and to establish quantitative relationships 
regarding mean characteristics of the plume. To accomplish the objectives, a variety 
of discharge and ambient configurations were investigated. While the majority of the 
experiments were conducted in homogeneous ambient conditions, several exploratory 
experiments have been carried out for a stratified ambient. This chapter presents the 
results of the uniform ambient experiments. The stratified experiments are described 
in Appendix C.
Physical variables that characterize submerged thermal discharges and ambient 
conditions include the number of ports n, jet diameter D0, port spacing s, total dis­
charge flow rate QT0, initial temperature excess ΔT0, horizontal and vertical orienta­
tions of the jets a and β, and the depth of water above the level of the discharge H. 
The initial buoyancy of the discharge is g' = ∆ρg/ρ per unit mass, as determined 
from ΔT0 and the ambient temperature.
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The independent variables can be reduced to a set of dimensionless parameters:
where ℓM denotes the discharge-momentum length scale per jet, defined as M3/4i0/B1/2i0 
where Mi0 and Bi0 are the discharge momentum and buoyancy fluxes of the indi- 
vidual port; L = (n - l)s denotes the length of the diffuser; ℓQ is a length scale 
of the jet size and is defined as Qi0/M1/2i0, where Qi0 represents the discharge from 
each port. The discharge Froude number Fr0 = u0√g'0D0 can also be written as 
(π/4)1/4(ℓM/ℓQ).
In practice, most submerged thermal outfalls are located in shallow water, and 
the discharges are momentum- rather than buoyancy-dominated. The overall ranges 
of the relevant dimensionless parameters in the prototypes are shown in Table 5.1. 
The experimental parameters were chosen in order to cover a range of plume config- 
urations, i.e., from shallow to deep water, multiports to single port, and strongly to 
moderately momentum-dominated discharges. The studied ranges and their signif­
icances are shown in Table 5.2. To achieve these ranges, the experimental controls 
shown in Table 5.3 were used (with occasional variations).
Parameter Typical Range
Fr0 20-80
L/H 1-30
s/H 1-5
ℓM/K 1-12
ℓQ/H 0.05-0.10
n 10-63
Table 5.1 Range of typical diffuser parameters.
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Table 5.2 Studied range of dimensionless diffuser parameters.
Parameter Studied Range
Fr0 5-90
L/H 0.5-6
s/H 0.5-6
ℓM/H 0.5-12.5
ℓQ/H 0.018-0.33
Table 5.3 Experimental values of variables.
Experimental Variable Experimental Value
Number of ports n 16
4
1
Diameter of jet D0 (at vena contracta) 0.25 cm (n=l6)
0.52 cm (n=4)
0.75 cm (n=l)
1.03 cm (n=l)
Orifice Diameter D'0 
(see Section 5.6)
0.335 cm (n=l6)
0.559 cm (n=4)
0.759 cm (n=l)
1.014 cm (n=l)
Port spacing s 6.0 cm
24.0 cm
Discharge flow rate QT0 20.3 cm3/s
28.8 cm3/s
40.7 cm3/s
57.5 cm3/s
Depth of water above discharge level H 2.00 cm
4.00 cm
8.00 cm
12.00 cm
Horizontal orientation of nozzle α 0°
±25°
Vertical orientation of nozzle β 25°
Initial temperature difference ΔT0 16.0° C
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In determining the control values, reference was made to the 1974 San Onofre 
diffuser model study (Koh et al., 1974), which consisted of two diffusers, each with 
16 ports having a 0.25 cm jet diameter and a spacing of 6.0 cm. The nozzles were 
oriented upward at 20° from the horizontal and at ±25° from the diffuser axis. The 
bottom topography in the model showed a continuously changing slope from 4.05% 
near the shoreline to 1.05% in the diffuser region, then increasing to 5.2% farther 
offshore. (Note: Because the model was distorted 4:1, prototype slopes are four times 
less.) The water depth was 4.0 cm at the beginning of the diffuser, which was closer 
to the shore. The total discharge flow rate for each diffuser was 28.8 cm3/s. The 
SONGS model configuration was repeated in the present study, but only one diffuser 
was used. Other discharge flow rates at 20.3 cm3/s, 40.7 cm3/s, and 57.6 cm3/s 
were selected to produce discharge momentum fluxes at half, two, and four times, 
respectively, of the original experiment.
The initial temperature difference ΔT0 and the vertical orientation of the noz- 
zles were held constant in all experiments. Because of the fluctuation of heat losses 
from the warm water supply system to the surroundings (an experimental difficulty 
explained in Section 4.2.2), it is difficult to have precise control over the discharge 
temperature. The final values of ΔT0 varied from l4.0° C to 17.0° C.
In general, only one of many control variables, excluding the number of ports and 
the diameter of jets, was varied in each experiment. A relationship was established 
between n and the corresponding D0 such that, for a chosen discharge flow rate QT0, 
the total initial momentum and buoyancy fluxes were preserved in experiments with 
diffusers of different n. Since Mi0 ∝ u20D0 and Bi0 ∝ g'0u0D20, and g'0 is supposed to 
be a constant in all the experiments (because of constant ΔT0), it follows that for
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different numbers of ports n1 and n2,
and
for constant MT0, RT0 and QT0. Therefore,
Among the large number of independent variables in the system, the depth of wa- 
ter, the number of ports, the diameter of jets, and the discharge rate were expected 
to be most significant in controlling the plume behaviors, and were studied in greater 
detail. Variables such as s and α were kept unchanged at 6.0 cm and 0°, respec- 
tively, for most experiments, and varied only occasionally for qualitative comparison 
purposes. A tabulation of the performed experiments and the related physical and 
dimensionless parameters is presented in Appendix D.
5.2 Results of Two Sample Experiments
The thermal plumes from the 55 experimental configurations displayed similar 
overall features but varying details, according to different testing conditions. In this 
section, the complete results from a centerline experiment (0816cl) and a scanning 
experiment (1122scan) are presented and discussed with an emphasis on the mean 
characteristics of the thermal structures. Comparisons with other experiments are 
made when significant modifications in the plume behavior are observed. The two
(5.1)
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experiments, 0816cl and 1122scan, had nearly identical initial discharge and ambient 
conditions, except for environmental factors such as air temperature, humidity, and 
the equilibrium temperature of water in the test basin. In addition, the temperature 
excess at the discharge ΔT0 differed by 0.6° C in the two experiments. The physical 
variables and the relevant parameters of the two experiments are shown in Table 5.4. 
All the variables have been defined in Section 3.1, Section 3.3.1 and in the List of 
Symbols.
Table 5.4 Variables and relevant parameters of the two experiments: 
0816cl and 1122scan.
Variable/Parameter Centerline Expt. (08l6cl) Scanning Expt. (1122scan)
n 16 16
D0 [cm] 0.25 0.25
s [cm] 6.0 6.0
α [°] 0 0
β [°] 25 25
H [cm] 4.0 4.0
QT0 [cm3/s] 28.8 28.8
ΔT0 [°C] 16.1 16.7
Fr0 35 34
Miθ(MT0) [cm4/s2] 65.8(1052.5) 65.8(1052.5)
Biθ(BT0) [cm4/s3] 8.1(129.3) 8.5(135.4)
ℓM [cm] 8.13 7.94
ℓQ [cm] 0.22 0.22
ℓM/H 2.04 2.00
ℓQ/H 17.10 17.10
Re0 1260 1260
5.2.1 The Centerline Experiment-0816cl
Vertical profiles of time-averaged temperature were measured at 64 sta- 
tions along the axis of the diffuser, 48 of which were at 5.08 cm apart and the rest 
at 30.48 cm apart. At a vertical spacing of 5.0 mm, six thermistors were used to 
cover the top 2.75 cm of the water column of which the total depth is 4.0 cm. The 
arrangement of the measurement positions has been given previously in Figure 4.12.
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All measurements and observations were taken along the diffuser axis.
Just before the experiment was started, ambient temperatures were measured at 
eight locations equally spaced at an interval of 30.48 cm from the beginning of the 
diffuser. The mean-temperature profiles of Figure 5.1 suggest a reasonably homoge- 
neous water column with 20.21° C near the surface and 20.23° C at the lower levels 
(x/L is the longitudinal distance normalized by the diffuser length, which is 90.0 cm 
for the 16-port diffuser, based on 15 spaces at 6.0 cm; x = 0 is taken at the beginning 
of the diffuser).
Figures 5.2a to 5.2d are samples of the time series for the temperature near 
the surface (0.25 cm below water surface) measured at four stations located directly 
above, near the end and beyond the diffuser. All four of the series exhibit similar 
transient structures. Initially, when the plume is still upstream of the thermistor 
probes, the temperature is equivalent to the ambient value. Upon the arrival of the 
plume, a transition period begins with an abrupt increase in temperature. The curves 
gradually levell off at the end of the transition, which is followed by a pseudosteady 
period when the temperature fluctuated about a relatively stable mean value.
Despite the similarities among the time series, the temperature rise and the fluctu- 
ations decrease with distance downstream. This is expected; as the plume progresses 
beyond the end of the diffuser, there is no further supply of heat flux and momentum 
flux, but the thermal and turbulent energies continue to disperse or decay similarly 
to the diffuser region.
(i) Longitudinal profiles of normalized temperature excess ΔT∕ΔT0
The time-averaged value in the pseudosteady-state period is extracted from each
temperature record (a total of 384) to describe the thermal characteristics along the
axis of the diffuser. Figures 5.3a, 5.3b and 5.3c illustrate the longitudinal profiles of
the normalized, time-averaged temperature excess ΔT∕ΔT0 at different levels. The
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Figure 5.1 Mean ambient temperature profiles (before startup) of cen- 
terline experiment-0816cl.
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Figure 5.2 Sample time series for the near-surface temperatures mea- 
sured at four stations. a) x/L = 0.66; b) x/L = 1.67; 
c) x/L = 2.01; d) x/L = 2.35.
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temperature structure directly above the diffuser is distinguished by a number of 
peaks and troughs. Such irregularities are signatures of the individual jets and are 
magnified in the profiles near the bottom.
Merging of the jets may have occurred near the surface; however, because of the 
shallow water depth, the potential travel distance of each jet is too short for it to lose 
its identity. Accordingly, there should be 16 peaks of temperature rise corresponding 
to the 16 ports of discharge. The spacing of the measuring stations (5.08 cm in 
the diffuser region), however, is not sufficient to resolve the detailed structures of 
individual jets. Instead, the profiles reflect the general complexities exhibited in this 
near-field region. Further observation indicates that the last peak of temperature is 
located slightly beyond the end of the diffuser. The extra distance corresponds to 
that required for the last jet to reach the water surface and is found to be 8.6 cm for 
the experimental configuration.
The temperature drops drastically immediately downstream of the diffuser. For 
instance, the near-surface ΔT∕ΔT0 decreases from a peak value of 22% to 13% in a 
distance of one diffuser length (L), i.e., 90.0 cm. It continues to decline afterward 
but at a much slower rate of 5% in 4L. The mid-depth profile shows an even more 
abrupt drop at the end of the diffuser from 28% to 8% in less than 0.1 L. Instead 
of decreasing further, the profile rebounds to 9% at 1.6 L; afterward it continues to 
decrease at a rate of 1.0%/L until x = 5.0L. The bottom profile also displays a 
temperature drop in the corresponding position, but the ΔT/ΔT0 stays below 2% 
after 2.0 L. This indicates that the plume has detached from the bottom and drifted 
downstream, behaving essentially as a surface buoyant jet. The temperature reversal 
(or the rebound) in the lower levels is evidence for circulation caused by the last jet 
when it hits the water surface and is deflected back down the water column. This 
action thickens the surface layer for a short distance and also induces eddies that draw
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Figure 5.3a Longitudinal profiles of ΔTc/ΔT0 at near-surface levels.
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Figure 5.3b Longitudinal profiles of ΔTc/ΔT0 at midlevels.
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Figure 5.3c Longitudinal profiles of ΔTc/ΔT0 at bottom level.
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the warmer water from the surface to the lower part of the water column, resulting 
in an increase of ΔT/ΔT0.
The extent and magnitude of the temperature reversal depend on the depth of 
water as well as the momentum flux of the jet. Because of faulty thermistors, part 
of the bottom profiles are missing; it is uncertain whether the rebound has extended 
all the way to the lowest level. At the downstream end where the stations are in 
the proximity of the edge of the advancing plume, there is another rapid drop in the 
surface profile. It marks the front edge of a pseudosteady-state zone. The ΔT/ΔT0 
in this region, however, should not be interpreted as mean values because of the 
unsteady characteristics of gravitational spreading.
(ii) Vertical distribution of normalized temperature excess ΔT/ΔT0
Figures 5.4a to 5.4d provide more quantitative information on four profiles at 
x/L = 0.66 (diffuser region), x/L = 1.05 (end of diffuser), and x/L = 2.01 and 
x/L = 2.35 (both downstream of diffuser). For example, in Figure 5.4b the tem- 
perature rise is high both at the level of 0.44 H and at levels near the surface. This 
indicates that at the lower level the probe has caught the jet in front of it, while near 
the surface the probe has encountered the flow from all preceding jets. Profiles (c) 
and (d) resemble each other closely; both decrease in a simple manner from 12.3% 
near the surface to 2.5% near the bottom. In fact, it is noticed that beyond a certain 
distance, the vertical ΔT/ΔT0 profiles from the stations downstream essentially col- 
lapse to a single curve (within an experimental uncertainty of 2.0%). In experiment 
0816cl, this occurs at 1.8 L from the end of the diffuser. Such a resemblance in tem- 
perature structures, nevertheless, ceases as the x-value progresses to the unsteady 
zone at the plume front.
(iii) Vertical isothermal maps
Figure 5.5 shows the isotherms (ΔT/ΔT0) constructed from the 64x6 matrix
Figure 5.4 V
ertical profiles of Δ
Tc/Δ
T0 at four stations.a) 
x/L = 0.66; b) x/L = 1.05; c) x/L = 2.01; d) x/L = 2.35.
-
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of mean temperature along the diffuser axis. In the vicinity of the diffuser, the 
contours are condensed and steep. Some jet structures are revealed; however, the 
individual jets cannot be identified because of the limited resolution of measurement, 
as discussed previously. In general, this near-field region is dominated by complicated 
interactions of jets among themselves and with the water surface. It is potentially 
unstable (especially with large efflux of momentum) with some portion of the diluted 
warm water being circulated back to the jet efflux.
After a short distance, the contours detach from the bottom, e.g., lifting past 
z/H = 0.31 for 7.5% at 1.2 L and 5.0% at 1.5 L, and apparently form a stratified 
surface layer. Since the temperature gradient and the concomitant density gradient 
down the water column are continuous and smooth, the surface layer in this context 
is loosely defined as the portion of the diluted plume water that has a ΔT/ΔT0 
greater than, for instance, 2.0%. The layer gets thinner as it advances downstream, 
as indicated by the sloping of the 5.0% and 7.5% contours, at a very gentle rate 
of approximately 1:600 for the 5.0% contour (the horizontal and vertical scales are 
greatly distorted at a ratio (horizontal/vertical) of approximately 120).
At the downstream end close to the edge of the front, the contours resume steeper 
angles and are shaped like the front of a density current. Since the flow is unsteady 
in this region, the values should not be considered as time averages. Nevertheless, 
it qualitatively marks the boundary between the frontal head and the external flow. 
The general flow pattern near the head of the front has been studied by Simpson 
(1982) and confirmed by Imberger (1983) with field data.
(iv) Fluctuation characteristics
Besides the mean properties, the variances obtained from the temperature records 
(again referring to the pseudosteady period) deserve some attention as they are in- 
dices of the fluctuation energy in the thermal and flow fields. Figures 5.6a to 5.6c are
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Figure 5.5 Contour map of ΔTc/ΔT0 in the vertical plane along the 
diffuser axis. Vertical domain shown is 0.31 < z/H < 0.94. 
Contour intervals are indicated by letter code (in %).
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variances of the measured temperature along longitudinal distance at various levels. 
The variances demonstrate patterns similar to that of the mean ΔT/ΔT0 with a 
number of irregularities in the diffuser region, and have higher values closer to the 
discharge level. Unlike the mean profiles, the variances do not decrease thereafter 
in a smooth manner, but rather the fluctuations continue until about 2.2 L, suggest- 
ing some turbulent activities (e.g., momentum mixing). Eventually, the variances 
decrease to insignificant values, indicating that there is essentially no fluctuation in 
the thermal field (at all levels) downstream of 2.2 L. A contour map of the variances 
shown in Figure 5.7 depicts a complicated diffuser zone, features of the liftoff and the 
surface flowing layer, and an inactive downstream region.
Spectral analysis was performed for the near-surface temperature records at lon- 
gitudinal positions 0.99 L, 1.67 L, and 2.35 L, to study the frequency distributions 
of the thermal energy. The spectra in logarithmic scales are shown in Figures 5.8a 
to 5.8c. In addition to the decrease in the variance (the area under the curve) with 
downstream distance, the energy spectrum apparently shifts from high frequencies to 
low frequencies. In other words, the smaller eddies either dissipate at a faster rate, 
or merge into the larger ones.
5.2.2 The Scanning Experiment-1122scan
Figure 4.13 shows the arrangement of the probe measuring positions dur- 
ing the cross-scanning experiment which produces 16 continuous lateral temperature 
profiles at each of 6 depths (5.08 cm spacing down the water column), at a spacing of 
30.5 cm in the downstream direction. The mean ambient temperature in Figure 5.9 
shows more variations (0.1° C in 2.37 L) than that of experiment-0816cl, but is still 
considered to be fairly homogeneous.
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Figure 5.6a Longitudinal profiles of variance of measured temperature 
at near-surface levels.
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Figure 5.6b Longitudinal profiles of variance of measured temperature 
at midlevels.
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Figure 5.6c Longitudinal profiles of variance of measured temperature 
at bottom level.
Figure 5.7 Contour map of the variance of the measured temperature 
in the vertical plane along the diffuser axis. Vertical do- 
main shown is 0.31 < z/H < 0.94. Contour intervals are 
indicated by letter code (in °C2).
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Figure 5.8 Energy spectra of the near-surface temperature. 
a) x/L = 0.99; b) x/L = 1.67.
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Figure 5.8 Energy spectra of the near-surface temperature. 
c) x/L = 2.35.
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Figure 5.9 Mean ambient temperature profiles before startup of the 
scanning experiment-1122scan.
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(i) Lateral profiles of normalized temperature excess ΔT/ΔT0
In contrast to the centerline experiments, the temperature measurements are 
instantaneous with respect to both time and space. Furthermore, by assuming sym- 
metry about the diffuser axis, only half (or slightly over half) of the plume has been 
surveyed in each scan. Samples of the profiles at different downstream locations are 
given in Figures 5.10a to 5.10d. While the peak temperature decreases, the lateral 
extent of the plume increases with distance downstream. The growth of the half- 
width of the plume is shown in Figure 5.11. The half-width is defined as the distance 
from the diffuser axis to the position where ΔT∕ΔT0 ≤ e-1 of the peak values (the 
supposed centerline values).
In Figure 5.10, it is observed that the profiles are not perfectly symmetric; the 
windward side (the side facing the moving probes) often has a steeper slope of tem- 
perature increase than the leeward side. This may be attributed to the response 
characteristics of the thermistors; however, the time constant, found to be about 
0.5 s, should not cause such discrepancies. A more plausible explanation is that the 
probes mobilize a small amount of water as they move to scan across the basin, thus 
changing the thermal characteristics as well as the dynamics of the plume. The sig- 
nificance of the disturbance grows with downstream distance as the velocity of the 
plume decreases to smaller values compared to the speed of the probes. The scanning 
speed of the thermistor probes has therefore been carefully chosen to minimize this 
adverse effect (Section 4.3).
(ii) Isotherms in vertical planes across diffuser axis
Figures 5.12a to 5.12h illustrate the contour maps of ΔT/ΔT0 in the transverse 
vertical planes along some of the scannings. The influence of the diffuser in the lateral 
direction grows with downstream distance in agreement with the previous discussion 
and is surprisingly uniform in the vertical direction until 1.92 L (Figure 5.12e). As
- 111 -
Figure 5.10 Lateral profiles of ΔT/ΔT0. a) x/L = 0.56; b) x/L = 1.24.
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Figure 5.10 Lateral profiles of ΔT/ΔT0. c) x/L = 3.27; d) x/L = 5.64.
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Figure 5.11 Growth of plume half-width with downstream distance.
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indicated by the almost vertical inclinations of the 2.5% and 5.0% contours, the water 
column appears to be fairly well mixed. The contours begin to show signs of a stably 
stratified region at 2.26L (Figure 5.12f), where fluctuations are high but smooth out 
with travelled distance. At 2.26 L and beyond, the top portion of the 2.5% contour 
extends farther away from the diffuser axis than does the bottom portion, which 
indicates the lateral spreading of a surface layer. This is confirmed by Figure 5.12g 
at 2.93 L, where the 2.5% contour lifts off from the bottom. The front advances 
laterally further until 3.27L (Figure 5.12h), where the 2.5% contour extends beyond 
the course of the scanning.
(iii) Isotherms of near-surface ΔT/ΔT0 distribution
Figures 5.13a and 5.13b show the isothermal maps of the near-surface (z/H = 
0.94) ΔT/ΔT0 from 0.56 L to 2.93 L and from 3.27 L to 5.64 L, respectively. Two 
maps are illustrated because of a time lapse of about seven minutes between the two 
set of measurements. Figure 5.13a corresponds to the plume at t = 5 min 30 sec from 
the start of the discharge, whereas Figure 5.13b corresponds to t = 12 min 12 sec. 
Since part of the thermal field is dominated by unsteady processes, the plume has 
grown to a different size between the first (forward) and the second (backward) scan- 
ning. Hence, a single plot of the time-lagged data sets may be misleading. In Fig- 
ure 5.13a, where only the latter half of the diffuser zone is included, the unsteadiness 
can easily be identified from the shape of the contours. The 2.5% and 5.0% con- 
tours suggest that the width increases at an approximately constant rate until it 
reaches 1.6 L where the plume widens drastically. The contours turn toward the dif- 
fuser axis after some distance, reflecting a radial spreading pattern. The isotherms 
in Figure 5.13b do not reveal as clearly the radial pattern seen in Figure 5.13a. The 
temperature also has much less variation in Figure 5.13b, about 5.0% over the entire
area.
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Figure 5.12 Contour map of ΔT/ΔT0 in the vertical planes across the 
diffuser axis. Vertical domain shown is 0.31 < z/H < 0.94. 
Contour intervals are indicated by letter code (in %). 
a) x/L = 0.56; b) x/L = 0.90; c) x/L = 1.23; d) x/L = 1.58.
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Figure 5.12 Contour map of ΔT/ΔT0 in the vertical planes across the 
diffuser axis. Vertical domain shown is 0.31 < z/H < 0.94. 
Contour intervals are indicated by letter code (in %). 
e) x/L = 1.92; f) x/L = 2.26; g) x/L = 2.93; h) x/L = 3.27.
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Figure 5.13 Contour map of near-surface ΔT/ΔT0 (z/H = 0.94). 
a) 0.56 ≤ x/L ≤ 2.93; b) 3.27 ≤ x/L < 5.64.
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5.2.3 Photographs of Plume Growth
Overhead photographs of the plume (enhanced with dye), as shown in Fig­
ures 5.14a to 5.14d, were taken at various times after discharge to study the growth 
of the plume and the frontal propagation. Figure 5.15 illustrates the tracings of the 
plume boundary from the whole sequence of overhead photographs. As clearly demon- 
strated, the frontal region propagates downstream and spreads radially with time. 
The width of the plume above the diffuser attains steady state about 3 min 15 sec 
after the start of the discharge. It grows linearly with distance until the spreading 
process begins to dominate.
5.3 Summary of Plume Development
The discussion of the results of the two model experiments support the hypo- 
thetical zoning of the flow field as proposed in Chapter 3. The overall structure of 
the thermal plume can be divided into three zones: near field (the diffuser zone), 
intermediate field (the turbulent mixing zone and the gravitational spreading zone), 
and the far field, which is not included in this discussion.
(i) Near field—the diffuser zone
The region directly above the diffuser is dominated by the mixing process of a 
number of three-dimensional jets and is very complex because of the interactions 
among jets. The water column is partially mixed and is potentially unstable (when 
a shallow water condition is combined with a large discharge momentum flux) with 
recirculation of diluted warm water back to the jet efflux. The width of the plume 
increases more or less linearly with distance downstream. The temperature across the 
diffuser shows a bell-shaped distribution, but is rather irregular in the longitudinal 
direction, reflecting the influence of the individual jets. The resolution of the mea-
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Figure 5.14 Overhead photographs of the diffuser plume after discharge. 
a) t = 0.5 min; b) t = 1.0 min.
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Figure 5.14 Overhead photographs of the diffuser plume after discharge. 
c) t = 1.5 min; d) t = 2.0 min.
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Figure 5.15 Dye tracings of diffuser plume boundaries.
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suring stations, however, is not adequate for a detailed investigation of the thermal 
structure in this zone.
(ii) Intermediate field—the turbulent mixing zone
At a short distance from the diffuser, the plume lifts off from the bottom and 
drifts downstream as a buoyant surface layer. Since momentum and heat fluxes are 
not replenished beyond the diffuser, the buoyancy force becomes progressively more 
important with distance downstream. The temperature declines exponentially at the 
beginning of the surface buoyant jet zone when turbulent mixing still dominates, but 
approaches a plateau value at some farther distance when the inertial force diminishes.
(iii) Intermediate field—the gravitational spreading zone
Farther downstream, the turbulent mixing energy is largely reduced because of 
the dispersion of momentum through interfacial friction loss. Hereafter, the plume is 
in the gravitational spreading zone where the driving force is the density difference 
between the plume and its immediate surrounding. The plume propagates forward 
with the residual momentum from the buoyant jet zone and simultaneously spreads 
radially. Because of the nature of the spreading process, the plume characteristics, 
such as the temperature distribution and the size of the cloud, are unsteady. In the 
inner region of this zone, the temperature stays relatively stable and steady provided 
that heat loss is not a significant factor (discussed in Section 4.6). This region will 
extend laterally as well as in the downstream direction with time; however, the area 
of growth in the experiments is limited by the size of the test basin.
5.4 Comparison with Other Experiments
The plume characteristics are governed to various extents by the control fac- 
tors. This section is devoted to a study of such behavioral dependencies on four
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of the physical variables. Selected experiments, one for each variable, have identi- 
cal configurations as experiments 0816cl and 1122scan except for the variable under 
examination.
5.4.1 Significance of the Initial Horizontal OrientatiOn of the Jets "a"
The comparison between cases of α = 0° and a = ±25° (experiments 0827cl 
and 0828scan) is aided by Figures 5.l6a to 5.l6c, which illustrate the distributions 
of ΔT/ΔT0 along the diffuser axis at various levels. In the diffuser zone, the stag- 
gered diffuser (with α = ±25°) produces temperature profiles of steady increase at 
all levels, while the unidirectional diffuser produces irregular ones. This is attributed 
to the fact that for the staggered diffuser, the nozzles are pointing away from the 
thermistor probes and therefore the measured temperature excess on the centerline is 
lower. Soon after the end of the diffuser, the two sets of profiles essentially collapse 
together until farther downstream where the plumes are no longer steady.
The vertical profiles shown in Figures 5.17a to 5.17c confirm these findings of 
the differences in the diffuser zone and the similarities in the surface buoyant jet 
zone. However, in Figure 5.17d (x/L = 2.35), the profile is more uniform in the 
α = 25° case; the difference between near-surface and near-bottom ΔT/ΔT0 is 6% 
(compared to 10% in the α = 0°). Detailed lateral temperature profiles are not 
available for comparison on the horizontal extent of the plume; however, the tracings 
of the plume boundaries given in Figure 5.18 show, in the 25° case, a wider plume 
with a slower speed of propagation. Both of these features are expected since the jets 
are discharging at an angle away from the diffuser axis, thereby expanding the lateral 
reach of the plume; furthermore, the forward momentum and therefore the speed of 
propagation is only a component in the downstream direction of the total discharge
momentum.
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Figure 5.16a Comparison of longitudinal profiles of ΔTc/ΔT0 at near- 
surface levels of 2 cases: α = 0° (experiment-0816cl) and 
α = 25° (experiment-0827cl).
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Figure 5.16b Comparison of longitudinal profiles of ΔTc/ΔT0 at midlevels
of 2 cases: α = 0° (experiment-0816cl) and α = 25° (experiment- 
0827cl).
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Figure 5.16c Comparison of longitudinal profiles of ΔTc/ΔT0 at bottom 
level of two cases: α = 0° (experiment-0816cl) and α = 25° 
(experiment-0827cl).
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Figure 5.17 Comparison of vertical profiles of ΔTc/ΔT0 of 2 cases:
α = 0° (experiment-0816cl) and α = 25° (experiment- 
0827cl). a) x/L = 0.66; b) x/L = 1.05; c) x/L = 2.01; 
d) x/L = 2.35.
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Figure 5.18 Comparison of plume boundaries at various times for α = 0° 
(experiment-1122scan) and α = 25° (experiment-0828scan).
- 129 -
5.4.2 Significance of the Water Depth "H"
The depth of water is definitely one of the most important controlling fac- 
tors on the behavior of plumes, as noted in the ΔT/ΔT0 profiles in Figures 5.19a to 
5.19c for experiments with H = 8 cm (experiment 0714cl) and H = 4 cm (experi- 
ment 0816cl). The temperature excess decreases in all regimes with increasing water 
depth. The vertical profiles in Figures 5.20a to 5.20d provide an interesting compar- 
ison; the distributions of ΔT/ΔT0 for the two depths differ by a factor of about 2, 
especially downstream of the diffuser as seen in Figures 5.20c and 5.20d. A contour 
map of ΔT/ΔT0 in the vertical plane along diffuser axis for the H = 8 cm case (Fig- 
ure 5.21) clearly exhibits the existence of the liftoff and the surface layer structures. 
To show the horizontal extent of the plume, a surface isothermal map is constructed 
from the scanning measurements of the H = 8 cm experiment (1123scan), as pre- 
sented in Figure 5.22. The map covers a longitudinal distance from 0.56L to 2.93L, 
but not the unsteady region from 3.27 L to 5.64 L. It shows, when compared to the 
surface isothermals for the H = 4 cm case (Figure 5.l3a), a much wider plume, as 
indicated by the 2.5% and 5% contours, and a more uniform thermal distribution. 
Because of the additional depth of water available for mixing in the diffuser zone, 
the jet velocity at the surface is smaller than for the case of shallow water discharge. 
This results in a more slowly propagating plume and therefore a radial spreading zone 
much closer to the diffuser; it is so close in fact that the surface buoyant jet zone is 
virtually nonexistent (the inundated condition). The tracings in Figure 5.23 illustrate 
both the differences caused by the change of the water depth and the absence of the 
surface buoyant jet zone in the H = 8 cm case.
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Figure 5.19a Comparison of longitudinal profiles of ΔTc/ΔT0 at near- 
surface levels for 2 cases: H = 4.0 cm (experiment-0816cl) 
and H = 8.0 cm (experiment-0714cl).
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Figure 5.19b Comparison of longitudinal profiles of ΔTc/ΔT0 at midlevels 
for 2 cases: H = 4.0 cm (experiment-08l6cl) and 
H = 8.0 cm (experiment-0714c1).
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Figure 5.19c Comparison of longitudinal profiles of ΔTc/ΔT0 at bottom 
level for 2 cases: H = 4.0 cm (experiment-0816cl) and 
H = 8.0 cm (experiment-0714cl).
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Figure 5.20 Comparison of vertical profiles of ΔTc/ΔT0 for H = 4.0 cm 
(experiment-0816cl) and H = 8.0 cm (experiment-0714cl) 
cases. a) x/L = 0.66; b) x/L = 1.05; c) x/L = 2.01; 
d) x/L = 2.35.
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Figure 5.21 Contour map of ΔTc/ΔT0 for H = 8.0 cm (experiment- 
07l4cl) in the vertical plane along the diffuser axis. Vertical 
domain shown is 0.16 < z/H < 0.97. Contour intervals are 
indicated by letter code (in %).
Figure 5.22 Contour map of near-surface ΔT/ΔT0 for H = 8.0 cm
(experiment-1123scan). Contour intervals are indicated by 
letter code (in %).
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Figure 5.23 Comparison of tracings of plume boundaries at various times 
for H = 4.0 cm (experiment-1122scan) and H = 8.0 cm 
(experiment-1123scan).
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5.4.3 Significance of the Discharge Flow Rate "QT0"
The distribution of ΔT/ΔT0 along the diffuser axis in separate experiments 
with discharge rates 28.8 cm3/s (experiment-0816cl) and 57.5 cm3/s (experiment- 
0628cl) are compared in Figures 5.24a to 5.24c. The profiles agree reasonably well 
in the diffuser region, at least for the upper half of the water column. In the surface 
buoyant jet zone, the temperature curve for the 57.5 cm3/s discharge has a different 
rate of decay from the 28.8 cm3/s case; the temperature of the former case is lower 
near the surface but higher near the bottom. At certain levels (e.g., 0.69 H and 
0.56 H) the profiles collapse into one for most of the distance.
Figures 5.25a to 5.25d show that the plume of the larger QT0 experiment extends 
to deeper levels and has a more uniform vertical distribution in the surface buoyant 
jet zone, even though there are little differences in the diffuser region,. The increase 
in momentum flux (by four times) apparently induces a better mixed (vertically) 
downstream area, and the plume stays attached to the bottom (see contour map in 
Figure 5.26) even though the flow rate and buoyancy flux are each doubled. The width 
of the plume at a distance from the diffuser, however, does not necessarily become 
larger with increasing discharge rate because the extra momentum will drive the 
plume faster and also farther downstream before the gravitational process takes over. 
This is clearly illustrated in Figure 5.27 (constructed from measurements of scanning 
experiment-1122scn2), the isothermal map of surface ΔT/ΔT0 for QT0 = 57.5 cm3/s, 
and Figure 5.28, the comparison of the plume boundaries at various time intervals 
for the two cases.
5.4.4 Significance of the Jet Diameter "D0" and the Number of Νοz- 
zles "n"
A 4-port discharge system with D0 = 0.52 cm is compared to the one with 
16 ports (D0 = 0.52 cm). The efflux from the individual jets of the former is therefore
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Figure 5.24a Comparison of longitudinal profiles of ΔTc/ΔT0 at near- 
surface levels for QT0 = 28.8 cm3/s (experiment-0816cl) 
and QT0 = 57.5 cm3/s (experiment-0628cl).
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Figure 5.24b Comparison of longitudinal profiles of ΔTc/ΔT0 at midlevels
for QT0 = 28.8 cm3/s (experiment-0816cl) and QT0 = 57.5 cm3/s 
(experiment-0628cl).
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Figure 5.24c Comparison of longitudinal profiles of ΔTc/ΔT0 at bottom 
level for QT0 = 28.8 cm3/s (experiment-0816cl) and 
QT0 = 57.5 cm3/s (experiment-0628c1).
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Figure 5.25 Comparison of vertical profiles of ΔTc/ΔT0 for QT0 = 28.8 cm3/s 
(experiment-0816cl) and QT0 = 57.5 cm3/s (experiment- 
0628cl). a) x/L = 0.66; b) x/L = 1.05; c) x/L = 2.01; 
d) x/L = 2.35.
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Figure 5.26 Contour map of ΔTc/ΔT0 in the vertical plane along the dif- 
fuser axis for QT0 = 57.5 cm3/s (experiment-0628cl). Verti- 
cal domain shown is 0.31 < z/H < 0.94. Contour intervals 
are indicated by letter code (in %).
Figure 5.27 Contour map of near-surface ΔΤ/ΔT0 for QT0 = 57.5 cm3/s 
(experiment-1122scn2). Contour intervals are indicated by 
letter code (in %).
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Figure 5.28 Comparison of tracings of plume boundaries at various times 
for QT0 = 28.8 cm3/s (experiment-1122scan) and 
QT0 = 57.5 cm3/s (experiment-1122scn2).
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greater since the total discharge rate and momentum flux are the same in both cases. 
The spacing is kept the same, so the diffuser length for the 4-port system is reduced to 
(n — l)s = 3s (instead of 15 s). Figures 5.29a to 5.29c show the longitudinal profiles 
of ΔT/ΔT0 for the two cases (experiment-0922cl2 with n = 4 and experiment- 
0816cl with n = 16). The comparison is obscured because of the difference in the 
diffuser length (18.0 cm for n = 4 vs 90.0 cm for n = 16). For proper comparison, 
the downstream distance has to be normalized by a common length. The length 
of the long diffuser Ln= 16, which is equivalent to 90.0 cm, is used as the common 
normalization factor, and x/L = 0 is referenced from the beginning of the diffuser. 
The peak ΔT/ΔT0 is higher for the 4-port discharge than for the l6-port discharge. 
However, for the n = 4 case, the temperature in the region immediately after the 
diffuser zone declines much faster and the temperature excess remains lower for the 
rest of the downstream region. The deviation is less obvious in levels below 0.56 H 
and minimal beyond the diffuser zone. The higher peak of ΔT/ΔT0 in the n = 4 
experiment can be explained by its larger ℓQ/H value. Furthermore, the faster drop 
of temperature excess in the surface buoyant jet zone reflects more dilution, which 
is probably caused by the higher residual momentum in the plume, even though 
the total initial momentum flux is the same for the two cases. This is because the 
discharge momentum flux per jet is four times smaller in the 16-port diffuser and the 
jets are distributed over a longer distance (five times compared to the 4-port case). 
The residual momentum from the jets near the beginning of the long diffuser has 
more or less dissipated by the time the plume reaches the intermediate-field region.
The higher momentum also induces a more uniform water column compared to 
the n = 16 experiment. Figure 5.30 shows the isothermal contours of ΔT/ΔT0 along 
the diffuser axis of the 4-port discharge. After the diffuser zone, which is characterized 
by steep and intensive contours similar to the 16-port case, the 5.0% contour remains 
close to the bottom for some distance before it starts to rise to the surface. This is an
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Figure 5.29a Comparison of longitudinal profiles of ΔTc/ΔT0 at near- 
surface levels for n = 16 (experiment-0816cl) and n = 4 
(experiment-0922cl2). (x/L = 0 at beginning of diffuser 
and L = 90 cm is used as the normalizing factor for both 
cases.)
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Figure 5.29b Comparison of longitudinal profiles of ΔTc/ΔT0 at midlevels 
for n = 16 (experiment-0816cl) and n = 4 (experiment- 
0922cl2). (x/L = 0 at beginning of diffuser and L = 90 cm 
is used as the normalizing factor for both cases.)
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Figure 5.29c Comparison of longitudinal profiles of ΔTc/ΔT0 at bottom 
level for n = 16 (experiment-0816cl) and n = 4 (experiment- 
0922cl2). (x/L = 0 at beginning of diffuser and L = 90 cm 
is used as the normalizing factor for both cases.)
Figure 5.30 Contour map of ΔTc/ΔT0 in the vertical plane along the 
diffuser axis for n = 4 (experiment-0922cl2). L = 18 cm 
is used as the normalizing factor. Vertical domain shown 
is 0.31 < z∣H < 0.94. Contour intervals are indicated by 
letter code (in %).
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indication of a vertically mixed plume, which eventually stratifies farther downstream, 
with the dissipation of the destabilizing momentum.
An additional experiment using a single-port discharge with a jet diameter of 
1.03 cm was performed with the same momentum flux and discharge. The tempera- 
ture distributions at near-surface, mid-depth, and near-bottom levels from all three 
experiments (n = 1 (experiment-1101cl), n = 4 (experiment-0922cl2) and n = 16 
(experiment-0816cl)) are compared in Figures 5.31a and 5.31b; the downstream dis- 
tance is referenced from the middle of the respective diffuser. For the single-port case, 
the midpoint is considered to be the position of the jet itself. The downstream dis- 
tance for all cases is normalized by the length of the 16-port diffuser, Ln = 16 = 90.0 cm 
as in the previous comparison figures for n = 4 and n = 16 experiments. The peak 
ΔT/ΔT0 definitely increases with a decreasing number of ports. The profiles of the 
single-port and 4-port cases agree very well at the upper levels (surface to 0.56H), 
while the profile of the 16-port case has higher values near the surface, but coincides 
with the other two curves at level 0.56 L. At the bottom level, the single-jet case in 
turn has the highest ΔT/ΔT0. The same profiles are shown again in Figures 5.32a 
and 5.32b, with the reference point moved to the end of the diffuser; for the case 
of n = 1, the end of the diffuser is defined as the position of the jet itself. Similar 
conclusions can be drawn from the comparison.
5.5 Key Results
From the discussion above, it is evident that the results of each experiment 
describe plume behaviors pertaining only to the specific testing conditions. A sys­
tematic method of treatment is therefore required to unify the results from all the 
experiments and to provide key representations of the thermal structure under vari- 
ous circumstances. Among the large volume of test results, some have more practical
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Figure 5.31a Comparison of longitudinal profiles of ΔTc/ΔT0 at near- 
surface and midlevels for n = 16 (experiment-08l6cl), 
n = 4 (experiment-0922cl2) and n = 1 (experiment-1101cl). 
x/L is referenced from the midpoint and L = 90 cm is used 
as the normalizing factor for all cases.
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Figure 5.31b Comparison of longitudinal profiles of ΔTc/ΔT0 at bottom 
level for n = 16 (experiment-0816cl), n = 4 (experiment- 
0922cl2) and n = 1 (experiment-1101c1). x/L is referenced 
from the midpoint and L = 90 cm is used as the normalizing 
factor for all cases.
- 151 -
Figure 5.32a Comparison of longitudinal profiles of ΔTc/ΔT0 at near- 
surface and midlevels for n = 16 (experiment-0816cl), 
n = 4 (experiment-0922cl2) and n = 1 (experiment-1101cl). 
x/L is referenced from the end of diffuser and L = 90 cm is 
used as the normalizing factor for all cases.
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Figure 5.32b Comparison of longitudinal profiles of ΔTc/ΔT0 at bottom 
level for n = 16 (experiment-08l6cl), n = 4 (experiment- 
0922cl2) and n = 1 (experiment-1101cl). x/L is referenced 
from the end of diffuser and L = 90 cm is used as the nor- 
malizing factor for all cases.
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interest, while others are crucial in understanding the underlying physics concerning 
mixing in diffuser discharges. Referred to as the key results, these critical quantities 
are identified for each set of experimental results and are used for model comparison, 
verification of hypotheses and development of empirical relationships. These results, 
together with the corresponding experimental conditions, are presented in tables in 
Appendix D. Details are analyzed and discussed in Chapter 6.
A total of 27 key results are chosen as defined in Figure 5.33 and below. In the 
following, “surface” is defined as the level at 0.25 cm below the mean water surface; 
"bottom" is defined as the level at the centerline of the nozzles; and "end of the 
diffuser zone" is defined as the longitudinal position at which the last jet in the 
diffuser reaches the water surface. This corresponds to x ≈ 90 + (H/ tan β) (cm) for 
n = 16; x ≈ 18 + (H/tan β) (cm) for n = 4; and x ≈ H/tan β (cm) for n = 1.
(i) Near field
• Tpeak — peak surface ΔT/ΔT0 along diffuser axis
(from centerline experiments)
• ϵ — lateral growth rate of total plume width at surface
(from time lapse photographs)
• Ts1 — centerline surface ΔT/ΔT0 at end of the diffuser zone
(from centerline experiments)
• Tb1 — centerline bottom ΔT/ΔT0 at end of the diffuser zone
(from centerline experiments)
• h1 — thickness of the surface layer at end of the diffuser zone, defined as
the depth from surface to ΔT/ΔT0 = Tb1 + e-1(Ts1 - Tb1)
(from centerline experiments)
• b1 — width of plume at end of the diffuser zone, taken as the total width of the
surface temperature profiles with ΔT/ΔT0 ≥ e-1Ts1 
(from scanning experiments)
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Figure 5.33 Definition diagram of the key results in homogeneous
experiments. For the case of only one jet (n = 1), L is 
arbitrarily taken as 90 cm.
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(ii) Intermediate field—surface buoyant jet zone
• Tasym— asymptotic value of surface ΔT/ΔT0 beyond surface buoyant jet zone
(from centerline experiments)
• Tb2 — the bottom ΔT/ΔT0 corresponding to Tasym
(from centerline experiments)
• xt — the “transition distance” from end of the near field to the corresponding
longitudinal position of Tasym 
(from centerline experiments)
• b2 — the total plume width at xt
(from scanning experiments)
• h2 — the thickness of the surface layer at xt
(from centerline experiments)
(iii) Intermediate field — gravitational spreading zone
• Vt — propagation velocity of the center of the radially spreading plume
(from time lapse photographs)
(iυ) Overall
• TkL — surface ΔT/ΔT0 along diffuser axis at kL downstream of end of
diffuser, for k = 1/2, 1, 2, 4. The length L is taken as the diffuser 
length for the 16-port experiments (90.0 cm = 15 spacings) and for 
the 4-port experiments (18.0 cm = 3 spacings). For the single-jet 
experiments the length L was arbitrarily taken as 90.0 cm 
for data presentation.
(from centerline experiments)
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• TmH — surface ΔT/ΔT0 along diffuser axis at mH downstream of end of
diffuser for m = 4, 8, 16, 32, 64, 128 
(from centerline experiments)
• x0.1 — distance downstream from end of diffuser with ΔT/ΔT0 ≥ 10%
(from centerline experiments)
• x0.2 — distance downstream from end of diffuser with ΔT/ΔT0 ≥ 20%
(from centerline experiments)
• A0.1—surface area with ΔT/ΔT0 ≥ 10%
(from scanning experiments)
• A0.2 — surface area with ΔT/ΔT0 ≥ 20%
(from scanning experiments)
The key results for the two experiments (0816cl and 1122scan) are summarized 
in Table 5.5; for experimental input variables, see Table 5.4 or Tables D.1a and D.lb. 
The complete listing for the 91 experiments (55 centerline experiments and 36 scan- 
ning experiments) is presented in Appendix D. These results will be discussed in 
Chapter 6.
5.6 Further Notes on Jet Diameter
After the completion of the data analysis and the preparation of the thesis, a 
further confirmation of the jet diameters was undertaken. The jet diameters (D0) 
reported in Table 5.3 were based on visual measurements of the contracted jets dis- 
charging in air using a calipers and a micrometer. These values were used throughout 
the thesis and in the analyses.
The confirming tests were made by measuring the flow rate Q discharging in air 
from a single straight nozzle (orifice diameter D'0) with a head of water ET (depth 
of water above the center level of the orifice) in the supply tank. The discharge
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Table 5.5 Summary of the key results of experiments 0816cl and 1122scan 
(L = 90 cm, H = 4 cm; input variables given in Table 5.4).
Key Results Values
Tpeak[%] 21.2
ϵ 0.52
Ts1 [%] 21.0
Tb1 [%] 4.3
h1 [H] 0.33
b1 [L] 0.51
Tasym [%] 13.0
Tb2 [%] 3.0
b2 [L] 0.60
h2 [H] 0.35
xt [L] 1.01
Vt [cm/s] 0.48
TL/2 [%] 15.0
TL [%] 13.5
T2L [%] 11.0
T4L [%] 9.0
i% 18.0
T8H [%] 15.8
T16H [%] 14.0
T32H [%] 13.0
T64H [%] 10.3
x0.1 [L] 2.33
x0.2 [L] 0.12
A0.1 [L2] 2.81
A0.2 [L2] 0.08
coefficient CD can be calculated according to:
(5.2)
Jet diameters can therefore be estimated from the observed discharge coefficient since 
the coefficient of contraction Cc =(D0/D'0)2 is related to CD by:
(5.3)
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where Ke is the entrance loss coefficient to the short nozzle (1.06 cm diameter) ahead 
of the orifice and d is the diameter of the pipe. The calculations of CD and Cc have 
been carried out for the three orifices with diameters of 0.335 cm, 0.559 cm and 
1.014 cm. The estimated contracted jet diameters are 0.28 cm, 0.47 cm and 1.01 cm, 
respectively, corresponding to calculated contraction coefficients of 0.69, 0.69 and 1.00 
for the three orifice sizes. (A value of 0.4 is used for Ke in all cases.)
Although the jet diameters determined by these two methods agreed within a few 
hundredths of a centimeter, the calculated values of ℓQ and ℓM would differ by up to 
10% and 15%, respectively. However, these differences are within the range of other 
uncertainties and are believed not to change the conclusions.
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6. Discussion of Experimental Results
6.1 Introduction
The overall behavior of the thermal plume observed in this study has been 
described in Chapter 5. This chapter will examine in detail the changes in plume 
behavior by varying source and ambient parameters. Attention is focused on the 
more important characteristics such as the minimum initial dilution and the asymp- 
totic dilution beyond the diffuser region. Controlling parameters in the near- and 
intermediate-flow regimes will be identified, and they will be used to devise a system- 
atic way to summarize and describe the important plume behaviors.
The results of the present study will be compared with those from previous labo- 
ratory studies and with predictions from existing mathematical models. Comparison 
with the thermistor chain field data collected for SONGS is also included. The pos- 
sibility of extrapolating the obtained set of experimental results to a wider range of 
discharge and ambient conditions will be examined. The definitions of the key results 
of the near field and intermediate field are given in Figure 5.33.
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6.2 The Near Field
The longitudinal temperature profiles along the diffuser axis at near-surface 
level will be discussed first by comparing with predictions from mathematical models. 
Other near-field key results to be examined include the peak surface-temperature 
increases (Tpeak), the lateral growth rate of the total width of the plume (e), the 
width of the plume (b1) and the thickness of the surface buoyant layer at the end of 
the diffuser zone (h1).
6.2.1 Near-surface Temperature Increase along the Diffuser Axis 
(ΔTc(x)/ΔT0)
The mathematical models proposed by both Jirka (1982) and Almquist and 
Stolzenbach (1980) give predictions of the temperature increase along the centerline 
of a diffuser in the near-field region. The models are based on the equivalent slot 
diffuser concept and the integral technique, and are reviewed in Chapter 2. The 
governing parameter in both theories is K, which is equivalent to √4HL/nπD20 
in Jirka’s model, where H is the depth above nozzle centerline. In Almquist and 
Stolzenbach’s model, K is defined as √(4HL cos α cos β)/nπD20. For α = β = 0°, 
this gives the same value as Jirka’s definition of K. An asymptotic dilution has been 
formulated in the two mathematical models and will be compared with the present 
experimental results as well as with other laboratory results described in Section 6.2.5. 
In the following set of Figures 6.1a through 6.1f and 6.2a through 6.2f, the Figure 6.1 
graphs are at the top of the pages while the Figure 6.2 graphs are on the bottom to 
facilitate model comparison for the same data sets.
Figure 6.1a shows the comparison of the surface ΔTc(x)/ΔT0 profiles in the 
diffuser region of the present study with Jirka’s model (ΔTc(x) = centerline excess 
temperature). The extent of agreement between the laboratory data and the model
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varies with testing conditions. While Jirka’s model predicts a universal profile (of 
the temperature excess multiplied by K versus the longitudinal distance normalized 
by xv, the virtual source distance, which is taken as 7.5 H), the experimental results 
spread over a range of values. The profiles are truncated at the end of the diffuser. 
Profiles from experiments of the same ℓQ and H, however, agree closely. (The variable 
ℓQ is defined as Qi0/√Mi0 and is equivalent to √A0 or √π/4D0; for diffusers of 
equal volume and momentum fluxes, D0√n is a constant, thus giving D0 ~ 1/√n.) 
This indicates that ℓQ/H is a potentially important parameter in the near field, 
supporting the argument of the simple jet hypothesis.
The discrepancy between the prediction and the measurements can be partly ex- 
plained by the model assumptions, which include a vertically-mixed flow field and 
the slot jet approach. Furthermore, the diffuser configuration for the model devel­
opment differs from that for the experiments; the former is composed of a series of 
jets discharging horizontally (i.e., β = 0°), while the latter has jets discharging at an 
upward angle of β = 25°. The figure is based on xv = 7.5 H as specified by Jirka; 
however, if xv is adjusted to smaller values (being expected because of the upward 
jet angle), then the measured profiles would have been stretched out to higher values 
of x/xv.
Figure 6.1b shows the comparison of Jirka’s model with the result of the hydraulic 
model study of the SONGS diffusers (Koh et al. 1974). It presents a very good
agreement with the model, although the diffuser configuration is similiar to that of
∖
the experiments of the present study for which α = ±25° (horizontal angle of the 
jets from the diffuser axis).
Figures 6.1c through 6.1f are similiar comparisons of the results from the various 
laboratory studies with Jirka’s prediction. The agreement between predictions and 
measurements varies with different experiments, but is not particularly satisfactory.
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Among the laboratory results, Jirka’s prediction has the best agreement with the 
SONGS study, the Somerset study, and the Charlestown study. In general, Jirka’s 
model describes reasonably well the overall trend of increasing temperature along the 
diffuser.
Subsequent comparisons are made between the laboratory results and the model 
of Almquist and Stolzenbach (1980), as shown in Figures 6.2a to 6.2f. The mathemat- 
ical model proposed a universal curve for the volumetric dilution S (modified after 
(S - 1)(γV1/2K)-1, where γ is an entrainment coefficient taken as 0.2; K is the dif- 
fuser parameter as defined in Section 6.2.1) along the diffuser axis, which is different 
from the centerline initial dilution obtained in experiments. Hence, for the purpose 
of comparison, the mathematical model is adjusted to give an equivalent centerline 
dilution Sc in terms of the flux-averaged dilution S by the relation:
where λ is the spreading ratio of heat versus momentum and self-similar Gaussian 
profiles for the lateral temperature and velocity distributions are assumed. The cen- 
terline dilution for the experimental results is defined as the reciprocal of ΔTc/ΔT0.
In all cases, Almquist and Stolzenbach’s theory does not predict accurately the di- 
lution for the beginning portion of the diffuser region. As in the case of Jirka’s theory, 
this model is developed for horizontally discharged jets parallel to the diffuser axis. 
There is a transition distance (approximately 7.5 H from the beginning of the diffuser 
as proposed by the model), where the thermal plume has not yet reached the surface. 
The predicted dilution is depth-averaged, whereas the measurements are obtained 
at near-surface level, resulting in a large discrepancy within the transition distance. 
More realistic predictions are obtained at considerable distance downstream (but still 
within the diffuser region), where the plume has more fully developed over the depth.
(6.1)
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Figure 6.2a Comparison of measured longitudinal profiles of dilution with 
Almquist and Stolzenbach’s model for the near field—the 
present study.
Figure 6.1a Comparison of measured longitudinal profiles of temperature 
increase with Jirka’s model for the near field—the present 
study.
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Figure 6.2b Comparison of measured longitudinal profiles of dilution with
Almquist and Stolzenbach’s model for the near field—SONGS
hydraulic model study.
Figure 6.1b Comparison of measured longitudinal profiles of tempera- 
ture increase with Jirka’s model for the near field—SONGS 
hydraulic model study.
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Figure 6.1c Comparison of measured longitudinal profiles of temperature 
increase with Jirka’s model for the near field—Almquist and 
Stolzenbach’s experimental study.
Figure 6.2c Comparison of measured longitudinal profiles of dilution with
Almquist and Stolzenbach’s model for the near field—Almquist
and Stolzenbach’s experimental study.
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Figure 6.1d Comparison of measured longitudinal profiles of tempera- 
ture increase with Jirka’s model for the near field—Campbell 
Station hydraulic model study.
Figure 6.2d Comparison of measured longitudinal profiles of dilution with
Almquist and Stolzenbach’s model for the near field—Campbell 
Station hydraulic model study.
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Figure 6.1e Comparison of measured longitudinal profiles of temperature 
increase with Jirka’s model for the near field—Charlestown 
Station hydraulic model study.
Figure 6.2e Comparison of measured longitudinal profiles of dilution with
Almquist and Stolzenbach’s model for the near field—Charlestown 
hydraulic model study.
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Figure 6.1f Comparison of measured longitudinal profiles of tempera- 
ture increase with Jirka’s model for the near field—Somerset 
alternate site hydraulic model study.
Figure 6.2f Comparison of measured longitudinal profiles of dilution with 
Almquist and Stolzenbach’s model for the near field—Somerset 
alternate site hydraulic model study.
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The model suggests an asymptotic dilution depending solely on the diffuser param- 
eter K at large distance. Slight differences in the receiving water conditions, such 
as sloping bottoms in some of the laboratory models versus the idealized flat bottom 
assumption in the theory, also contribute to variations between the measurements 
and the predictions.
Although neither existing mathematical model provides accurate predictions of 
the temperature profiles, each gives reasonable descriptions on the overall behavior 
and the ranges of dilution at the downstream end of a staged multiport diffuser. This 
makes them useful as guidelines in the preliminary stage of future thermal diffuser 
design.
6.2.2 Normalized Peak Temperature Increase (Tpeak)
The normalized peak temperature rise Tpeak (defined as the maximum cen- 
terline ΔTc/ΔT0, which should also be the peak value anywhere in quiescent receiving 
water, even for the case with a = ±25° as found from experimental observations) at 
the surface is chosen as the characteristic representation of the temperature distribu- 
tion in the near-field region. A definition diagram of the peak temperature rise and 
other important plume characteristics is illustrated in Figure 5.33. A minimum ini­
tial dilution based on this peak temperature increase is defined as ΔT0/ΔTpeak. The 
hypothesis that the near-field peak-temperature rise or the minimum initial dilution 
can be described by the simple jet theory has been discussed in Chapter 3. According 
to the three-dimensional turbulent jet theory,
(6.2)
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c1 is an empirically determined coefficient, and DT is the distance along the trajectory 
of the jet from the source. For all the experimental results, DT is taken as H/ sin β, 
equivalent to the distance travelled by the individual jet to reach the water surface. 
However, when β = 0 or is very small, DT is essentially undefined (according to the 
above definition). In subsequent discussions, Equation (6.2) is considered to be valid 
for β ≥ 10°, an arbitrarily assigned value. The temperature increase is controlled, 
therefore, by the governing parameter (ℓQ/H.
The measured values of Tpeak (i.e., ΔTpeak/ΔT0) versus ℓQ/(H/sin β) of the 
present study, along with the prediction of the simple jet theory are shown in Fig- 
ure 6.3. In addition, two lines representing ± 20% of the simple jet prediction are 
given. The experimental values of Tpeak agree fairly well with the simple jet the- 
ory; this confirms the hypothesis that ℓQ/H is the governing parameter and that the 
individual jet characteristics are most significant in the near field for this data set. 
However, there is a slight but consistent shift from the theory prediction for different 
groups of data. The discrepancy is found to be dependent mainly on the number of 
ports, n (or in other words, ℓQ = √π/4D0 ~ n-1/2 for fixed total discharge).
For the data plotted in Figure 6.3, the following linear relationships were fitted 
for each subgroup with the same value of n:
(6.3)
with
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Figure 6.3 Comparison of normalized near-field peak temperature 
increase with the simple jet theory.
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A good overall approximation is found to be:
(6.4)
Figure 6.4 shows the measured values of Tpeak versus n1/4ℓQ(H/sin β). There is 
much less scatter of the data than in Figure 6.3.
The deviation of the experimental data from the simple jet theory can be ex­
plained by the nonlinear interaction among individual jets and the possible existence 
of a surface-blocking layer. The interaction of jets is largely a function of the jet 
spacing and water depth, i.e., s/H. However, the significance of the ratio s/H on 
the plume behavior is not studied in the experiments. Dilution is more or less in- 
hibited in the blocking layer because the jets are entraining the diluted water in the 
layer rather than the ambient water. The formation and perseverance of this layer 
is expected to be governed by the relative strength of the stabilizing (buoyancy) and 
destabilizing (momentum) forces.
The observation that the difference between the experimental data and the theory 
is a function of n or ℓQ suggests that the thickness of the blocking layer depends on 
ℓQ, also. It should be noted that n and D0 are chosen such that the momentum and 
buoyancy fluxes are preserved in experiments of equal volumetric flow rates, with the 
exception of the group of experiments for n = 1 and D0 = 0.75 cm. As the number of 
ports increases, the fluxes per individual jet decrease. For thermal discharges, where 
the momentum flux is the dominant factor of the mixing process in the near field, 
the stability of the surface-blocking layer is expected to decrease with an increase of 
discharge momentum flux per jet. In the extreme case of n = 1 and for the most 
shallow water discharge (H = 2 cm), the jet physically shoots out of the ambient 
water and then falls back. The re-entry induces additional mixing by the generation 
of large-scale eddies in the water column. As a result, the observed minimum dilutions
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Figure 6.4 Comparison of normalized near-field peak temperature 
increase with n1/4ℓQ/(H/sin β).
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of the single-port experiments are higher than theoretical predictions.
The combined effects of the surface-blocking layer and jet interactions can be 
described, apparently, by modifying the dilution relationship (Equation (6.4)) of the 
simple jet model with an empirically determined factor, n1/4. As a result, the im- 
provement in the initial dilution by increasing the number of ports is less than that 
predicted by the simple jet theory (S ∝ n1/4 in the experiments versus S ∝ n1/2 in 
the simple jet theory).
6.2.3 Thickness of the Surface Layer at the End of the Diffuser (h1)
The term "blocking layer" can be misleading since such a layer is not well 
defined in the diffuser zone. In experiments with shallow-water depth and strong- 
discharge momentum fluxes that cause instability, the layer is nonexistent. Even in 
the stable configurations where there is no interaction of the diluted water and the 
jet, the discrete inputs of warm water along the diffuser makes it difficult to define a 
characteristic layer thickness. The thickness of the blocking layer fluctuates because 
of both the input manner and the interactions among individual jets. Therefore, 
the simple jet model gives better predictions for cases with wider jet spacing and in 
deeper ambient water. Shortly beyond the diffuser zone, the surface layer is much 
better defined.
In the following discussion, the thickness of the layer at the end of the diffuser zone 
is taken as the characteristic thickness of the surface-blocking layer in the near field. 
The thickness h1 is defined as the distance from the water surface to the position 
where
(6.5)
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for the experimental range of 0.015 < ℓQ/H < 0.25.
6.2.4 Lateral Spreading Rate of the Plume (e)
The average rate of spreading of the total plume width, ϵ, is measured 
from the overhead photographs taken during the experiments (definition diagram in 
Figure 5.33). The width of a plume is taken as the width of the visual boundary of 
the dye cloud.
In cases of deep receiving water and small volume flux (or momentum flux) per 
individual jet, the plume width in the near field may become unsteady, and grows 
slowly with time at a particular location. The unsteadiness is an indication that 
the effect of gravitational spreading at the end of the intermediate field propagates 
back to the diffuser zone. Eventually, the plume water will be re-entrained by the 
diffuser, creating an unsteady near field, equivalent to a submergence of the source 
in an open channel discharge. The experimental data indicate that this unsteady 
condition will occur when ℓM/H ≤ 1.025, where ℓM = M13/4/B1/2i0. Under such 
conditions, the spreading rate of the plume is undefined and will not be included in 
the discussion. Figures 6.6a to 6.6d show overhead photographs of the unsteady near 
field of a plume with the experimental conditions: n = 16, D0 = 0.25 cm, H = 12 cm 
and QT0 = 20.3 cm3/s, at various times after starting the heated water discharge .
Figure 6.7 plots the measured ϵ versus √nℓQ/H of the present study. For small
(6.6)
Thus, it is a length scale of the vertical temperature distribution in the water col- 
umn, rather than the physical thickness of the surface layer. The normalized thick- 
ness, h1/H, is plotted against the governing parameter of the near field, ℓQ/H, in 
Figure 6.5. An approximate equation is obtained:
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Figure 6.5 Normalized thickness of the surface layer, h1/H, at the end 
of the diffuser.
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Figure 6.6 Overhead photographs of the thermal plume with discharge 
condition: n = 16, D0 = 0.25 cm, H = 12 cm and QT0 =
20.3 cm3/s. a) t = 2 min 50 sec; b) t = 3 min 50 sec.
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Figure 6.6 Overhead photographs of the thermal plume with discharge 
condition: n = 16, D0 = 0.25 cm, H = 12 cm and QT0 =
20.3 cm3/s. c) t = 5 min 50 sec; d) t = 7 min 50 sec.
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6.2.5 Comparison with the Modified Simple Jet Model
The simple jet hypothesis requires a finite vertical discharge angle in order 
to define the distance travelled by individual jets until they reach the water sur- 
face. Since the laboratory studies of the Somerset site (Stolzenbach et al., 1976) 
and Almquist and Stolzenbach (1976) were conducted on diffusers with horizontal 
discharges, the simple jet model cannot be compared to the results of these studies.
Figure 6.8 compares the minimum dilutions measured in this study and in some 
previous laboratory studies with the prediction of the modified simple jet model. The 
comparison is, in general, satisfactory and justifies the use of the simple jet model as 
an aid to predict the performance of a staged diffuser in early design stages.
The model of Almquist and Stolzenbach (1980) predicted an asymptotic cen- 
terline value for dilution in the near field to be attained after a certain distance
√nℓQ/H, corresponding to a deep ambient condition, the spreading rates of the plume 
among experiments with various n or ℓQ agree closely. However, for large √nℓQ/H 
(i.e., a shallow-water depth condition) there is a higher degree of scattering. This 
indicates that the size of the individual jet has an influence on the growth of the 
plume. An approximate curve to fit the data can be represented by:
(6.7)
This formulation of the near-field spreading rate presents an alternative to the one 
proposed by Lee (1980) who derived the spreading rate as a function of the entrain- 
ment coefficient (7) and K for α = 0°:
(6.8)
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Figure 6.7 Average lateral growth rate of the total plume width, ϵ.
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Figure 6.8 Comparison of various laboratory results with the modified 
simple jet model.
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(Equation (2.10)) or in terms of K:
(6.9)
where
In Figure 6.9, this asymptotic near-field dilution is compared with the minimum 
initial dilution from the present study as well as from various previous experimental 
studies. The overall trend of the laboratory results agrees with that predicted, with 
experimental deviations from the theory of up to about ±50%.
Jirka (1982) also derived an asymptotic dilution for the near field of a staged 
diffuser, Equation (2.11) which can be rewritten as:
where K = √4HL/nπD20. This dilution prediction is also compared with various 
experimental results as shown in Figure 6.10.
6.3 The Intermediate Field
The intermediate-field key results to be discussed are the temperature rise at 
the end of the surface buoyant jet region (designated as the asymptotic temperature 
rise Tasym) and the dilution achieved in this turbulent mixing zone, S2. Beyond the 
surface buoyant jet regime, the temperature rise is approximately constant except 
near the initial front, where the temperature is unsteady. The transition distance xt
(6.10)
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Figure 6.9 Comparison of various laboratory results with the model of 
Almquist and Stolzenbach (1980).
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Figure 6.10 Comparison of various laboratory results with the model of 
Jirka (1982).
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(length of the surface buoyant jet zone from the end of the diffuser) is also studied. 
The definitions of the various relevant results are again illustrated in Figure 5.33.
6.3.1 Normalized Asymptotic Surface Temperature Increase (Tasym)
When the thermal plume leaves the diffuser region, the ΔTc(x) drops 
rapidly with distance travelled (x) and reaches a plateau value eventually signalling 
the end of the surface buoyant jet zone. The normalized asymptotic temperature rise 
Tasym (defined as ΔTasym/ΔT0) is extracted from the longitudinal temperature pro- 
files measured in the centerline experiments. Figure 6.11 shows the measured Tasym 
versus the source parameter ℓQ/H . The asymptotic temperature rise has a similar 
dependency on ℓQ/H as the peak temperature rise; i.e.,
(6.11)
Instead of being a constant as ξ2 is for Tpeak (Equation (6.3)), both c3 and ξ3 are 
themselves functions of n, resulting in a complex relationship.
The mixing in the intermediate field, and hence Tasym, is expected to depend 
on characteristics such as the dilution, the depth and width of the plume at the end 
of the diffuser zone, and the lateral and vertical temperature distributions. All of 
these characteristics are functions of the near-field governing parameter ℓQ/H, n 
and possibly s/H. Since Tasym depends on the interplay of the various properties, 
it changes according to ℓQ/H in a complex manner. The best-fit curves for the data 
can be approximately represented by:
(6.12)
for cases with √nℓQ = 0.887 cm (these include all experiments except those with
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Figure 6.11 Tasym (ΔTasym/ΔT0) versus ℓQ/H.
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n = 1 and D0 = 0.75 cm). The function is not universal since the coefficient changes 
with √nℓQ, and because it does not include the dependency on s/H (s is fixed at 
6 cm for all multiport experiments); a generalized relationship is not yet available.
While the peak temperature rise always decreases with increasing n, ΔTasym 
does not necessarily behave similarly. For the measured Tasym (ΔTasym/ΔT0) vs n, 
Figure 6.12 shows that the performance of the diffuser, in terms of the asymptotic 
temperature increase, does not improve with increasing n beyond n = 4. This 
leads to the conclusion that the asymptotic dilution achieved in this zone is relatively 
insensitive to n. However, a complete picture of the mixing process has to include 
the length of the turbulent mixing zone and the ΔTc/ΔT0 profile with downstream 
distance (Section 6.3.3 and Section 6.3.4).
6.3.2 Intermediate-field DilutiOn (S2)
The intermediate-field dilution S2 is defined as (ΔTasym/ΔTs1)-1, where 
ΔTs1 is the temperature rise at the end of the diffuser zone. Figure 6.13 shows the 
experimental values of S2 vs ℓQ/H. Since ℓQ is constant for typical experiments, 
the horizontal axis varies essentially as H-1. The intermediate-field dilution actually 
increases with decreasing water depth, although not as much in the n = 16 cases as 
for smaller n cases. The intermediate-field dilution has the same form of dependency 
as Tasym:
and ξ4 varies from 3/8 for n = 1 to approximately 1/8 for n = 4 and to 1/16 
for n = 16 cases, c4 is a function of n, also. Therefore, it is conceivable that S2 
depends on Ts1 (ΔTs1/ΔT0), which affects the rate of lateral gravitational spreading. 
Figure 6.14 shows that this dependency is, in addition, a function of n.
(6.13)
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Figure 6.12 Tasym (ΔTasym/ΔT0) versus n.
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Figure 6.13 Intermediate field dilution S2 (ΔTs1/ΔTasym) versus ℓQ/H.
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Figure 6.14 Intermediate field dilution S2 versus Ts1 (ΔTsl/ΔT0).
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6.3.3 TransitiOn Distance (xt)
The transition distance is measured from the end of the diffuser to a down- 
stream position after which the vertical temperature distribution follows the same 
profile with the surface values equivalent to Tasym. The transition distance should be 
proportional to ℓQ and inversely proportional to H and n, given the same volume 
flux, momentum flux and buoyancy flux. Figure 6.15 shows the measured values of 
xt/(√nℓQ) versus ℓQ/H. There is a fair amount of scatter in the data; however, the 
overall dependency is approximately
(6.14)
where ξ5 is in the range of 1/4 to 3/8, while the corresponding range for c5 is 200 
to 270. In the unsteady case for which the thermal plume propagates backward in 
an arc to the source region, xt is undefined. Hence, Equation (6.14) is valid only for 
ℓQ/H > 1.0, the criterion for a steady near field.
6.3.4 Temperature Decrease at the Beginning of the Intermediate
Field
As the thermal plume leaves the diffuser zone and enters the intermediate 
field, the temperature excess decreases rapidly initially and eventually reaches an 
asymptotic value at some farther distance in the longitudinal direction as illustrated 
in Figure 5.33. The varying rate of temperature decline apparently follows a form of 
exponential decay with the decay parameter being a function of the discharge and am- 
bient variables. In experiments with a small discharge flow rate and large water depth, 
such an exponential decay profile may not exist. This is because the radial gravita- 
tional spreading mechanism takes over relatively earlier (i.e., closer to the source), 
and the plume water very likely propagates back to the diffuser zone where it is en-
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Figure 6.15 Transition distance xt of the surface-buoyant jet region.
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trained back into the plume (re-entrainment and the submerged source condition). 
This is equivalent to the unsteady near-field condition defined in Section 6.2.4.
In cases where the initial decay profile is defined, the normal temperature excess 
at a distance x' downstream of the end of the diffuser can be represented by
where k is the decay constant pertinent to the discharge and ambient characteristics 
and x' is the downstream distance referenced from the end of the diffuser (i.e., x' = 
x — 90 cm for thel6-port diffuser, x — 18 cm for the 4-port cases, and is taken as x for 
the single-port case). The decay constant k can be determined empirically for each 
measured temperature profile by taking the reciprocal of x't (k = 1/x't) where x't is 
the distance from the end of the diffuser zone to the position where
(6.16)
The parameters that are expected to play an important role in the rate of temperature 
decay are H, ℓM and √nℓQ.
Figure 6.16 is a three-parameter plot of kH, √nℓQ/H and ℓM/√nℓQ; it shows 
the dependency of the empirically determined k on the other two parameters. For 
constant values of kkH is approximately proportional to (√nℓQ/H)-2/3
as shown in Figure 6.17. Likewise, for constant values of √nℓQ/H, Figure 6.18 shows 
kH to be approximately proportional to (ℓM/√nℓQ)-1/2.
An equation for kH can therefore be formed based on approximate fittings to the 
data:
(6.15)
- 194 -
Figure 6.16 Three-parameter plot of the decay constant k, √nℓQ/H and 
ℓM/√nℓQ.
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for the temperature decay in the intermediate field. A universal profile for the tem­
perature decline can be obtained by scaling the longitudinal distance with Ls, since
(6.19)
Figures 6.l9a to 6.l9d are measured temperature profiles Tc(x') normalized ac- 
cording to Equation (6.19) for four groups of experiments, namely, n = 16, 4, 1 
and the special case of n = 1 with D0 = 0.75 cm. The longitudinal distance is nor- 
malized by Ls. Each set of temperature data has been smoothed, using a filter to 
remove the minor irregularities in the raw profiles. The irregularities are the result of 
uncertainties in the experimental and data-reduction procedures; their presence may 
lead to a spurious conclusion. In all cases, the (smoothed) normalized profiles agree 
satisfactorily with one another, and the slopes of the approximate fittings for each 
group of data give:
The close agreement of the ξ7's from different data sets validates the length-scale Ls
(6.17)
Equation (6.17) suggests a length-scale Ls, which equals
(6.18)
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Figure 6.17 Dependence of kH on √nℓQ/H for constant values of ℓM/√nℓQ.
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Figure 6.18 Dependence of kH on ℓM/√nℓQ for constant values of √nℓQ/H.
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Figure 6.19 Normalized temperature profiles Tc(x'). a) n = 16; 
b) n = 4.
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Figure 6.19 Normalized temperature profiles Tc(x')∙ c) n = 1 and 
D0 = 1.03 cm; d) n = 1 and D0 = 0.75 cm.
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and confirms the hypothesized existence of a universal decay profile of temperature 
excess at the beginning of the intermediate field. The behavior of the temperature 
decline (at a rate initially rapid and later steady at a plateau value) is very similiar to 
that documented for surface thermal buoyant jets (Chu and Jirka, 1986). The length 
scales used for the surface buoyant jet, however, are very different because of the 
departure in the flow-field characteristics at the initial section. The surface-buoyant 
jet case has well-defined source conditions that are also the beginning of the flow 
field. In a diffuser plume, the start of the intermediate field or the decay section 
is not the well-defined source conditions, but rather, are the exit conditions of the 
diffuser zone. The characteristics at the initial section of the intermediate field section 
are themselves functions of the source parameters and the ambient parameters.
6.4 Distance from End of Diffuser to ΔTc/ΔT0 ≤ 0.2 (x0.2)
The last key result to be discussed is x0.2, which is defined as the longitudinal 
distance (from the end of the diffuser) within which the temperature increase above 
ambient value is more than 20%. Figure 6.20 shows the dependency of x0.2/H versus 
(n1/4ℓQ)/H. A best-fit curve can be represented approximately by
In experiments with high near-field dilution, x0.2 may not exist (or may turn nega- 
tive). The experimental data indicate that this zero condition occurs when 
(n1/4ℓQ)/H < 0.1.
6.5 Comparison with Field Data
A set of prototype data available and appropriate for comparison with the ex-
(6.20)
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Figure 6.20 x0.2/H versus (n1/4ℓQ)/H.
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perimental results and the simple jet hypothesis is the thermistor chain data collected 
for the thermal plume of SONGS. Two surveys were conducted on August 27, 1985, 
and August 29, 1985. Figure 6.21 shows the tracklines of the August 29 survey. 
Each trackline spans approximately 2200 m (7200 ft) across the Unit 2 and Unit 3 
diffusers. The vertical coverage of the thermistor chain is about 3 m (10 ft) from the 
water surface. Continuous current measurements at fixed stations near the diffusers 
indicated a weak downcoast current of about 5 cm/s (0.1 knot) at the time of the 
survey. Furthermore, in summer months when the survey has been carried out, there 
is usually a natural thermal stratification in the water column. The current and the 
stratification deviate from the idealized conditions of the experiments.
Contour maps of the vertical temperature distribution can be produced from the 
measurements of each trackline. Figure 6.22 shows the temperature contour map for 
the trackline marked E. Detailed descriptions of the contours are given in the progress 
report of SONGS (Koh et al., 1973). The prominent feature observed in the vertical 
contour map is the presence of a cold plume instead of a warm one at the surface. 
This is due to the ambient stratification. The jet pushes the relatively cold water from 
the bottom to the top and this could result, depending on the ambient temperature 
profiles, in a cold surface plume which later sinks away from the diffuser.
The simple jet theory so far has no provision for stratification. However, it is 
widely accepted that the near field of thermal discharges is dominated by momentum 
force and that the buoyancy that is due to the temperature difference carried by the 
plume becomes important only farther downstream in the intermediate field. The 
relative importance of the momentum force, the buoyancy force and the ambient 
stratification is discussed in Chapter 3. Using SONGS diffusers and a typical summer 
ambient-temperature gradient (≈ 0.5°/m) as an example, it is found that ℓ'M/H and 
ℓ'B/H are approximately 0.7 and 0.5, suggesting that stratification ("typical" range)
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Figure 6.21 Tracklines of the August 29, 1985 thermistor chain data col- 
lected for the thermal plume of SONGS.
Figure 6.22 Temperature contour map for the trackline marked E. Con- 
tour values indicated are in [°C]. The vertical domain is from 
surface to 3 m depth.
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may not affect the dynamics of the near-field plume. This hypothesis, if valid (for the 
prevailing configurations), suggests that the dilution in a weakly stratified receiving 
water body may be predicted by applying the simple jet theory to discrete layers of 
the water column.
Accordingly, the modified simple-jet model is used to calculate the surface tem- 
perature above the Unit 3 diffuser (trackline E, Figure 6.22). Because there was a 
natural variation of temperature in the lateral directions (Figure 6.21), it was difficult 
to define an ambient-temperature profile. In view of this, the temperature gradient 
at two sections, Y0 and Y1, approximately 1000 m (3310 ft) and 400 m (1307 ft) 
upcoast of the diffuser were chosen as the ambient profiles (Figure 6.23). The aver- 
age temperature gradient (from surface to 3 m down the water column) at the two 
selected sections is approximately 0.7°C/m, which is stronger than the typical val- 
ues. Although the simple jet model gives predictions of the temperature increase 
along the jet trajectory, which departs from the vertical depending on the horizontal 
and vertical jet initial angles, a and β, comparison with the measured tempera- 
ture (which is in the vertical plane) is possible only at the near-surface level. The 
surface-temperature increase corresponding to the Y0 and Y1 ambient profiles can 
be calculated (based on an initial temperature difference of 11.1 °C at the discharge 
level). The comparison is:
measured surface temperature above Unit 3 = 22.3° C,
prediction based on Y0 ambient profile = 22.2° C,
prediction based on Y1 ambient profile = 22.4° C.
Both predictions agree very well with the field-measured temperature; hence it is 
reasonable to assume that the stratification does not alter the dilution of the jets, even 
though the resulting temperature distribution is different. However, the above com- 
parison is only approximate; temperature measurement from only one cross-section
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Figure 6.23 Ambient temperature profiles at the two sections, Y0 and 
Y1.
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is available (i.e., only one centerline surface temperature measurement), and factors 
such as the the surface layer and the ambient current are not considered. More ob- 
servations (both laboratory and prototype) with stratified ambient fluids are required 
before conclusive statements can be made.
6.6 Implication
The relationships for the mean characteristics developed in the previous sections 
can be used to assist in the hydraulic design of future thermal diffusers. The most 
important characteristics to be considered during designs of diffusers are the near-field 
and intermediate-field dilutions. For a proposed power plant with a total volumetric 
flow rate of QT0, an initial elevated temperature of ΔT0, a typical water depth (at 
the proposed site) of approximately H, and a dilution objective of S, the simple jet 
model for the near-field dilution, Equation (6.2), can be used to determine the size 
of the individual jet, D0, if β is provided. The choice of β depends on two factors. 
The first is the effective distance of ambient entrainment which is essentially the 
length of the jet trajectory, DT, before reaching the water surface. For a straight-line 
trajectory, DT = H/sin β and therefore smaller values of β seem more preferable. 
However, for a smaller angle, the bottom is more susceptible to scouring, which may 
not be desirable in many sites, especially those with turbidity problems. Values from 
10° to 20° for β, as used in practice, are recommended. When the design size of the 
jets is chosen (approximately equal to calculated D0), the number of jets required to 
discharge QT0 within a normal range of discharge velocity (in the order of 5 m/s or 
less) can also be found. The actual nozzle diameter must be of the size such that the 
jet diameter at the vena contracta is D0.
The modified simple-jet model, Equation (6.4), can be used for a more accu-
rate prediction of the near-field dilution for a diffuser with the selected numbers of
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ports, and adjustments of D0 and n can be made as needed. For minimal jet inter- 
actions, the port spacing can be selected according to the (s/H)cr, as discussed in 
Section 3.3.2 (Figure 3.4). Finally, the effect of the horizontal discharge angle from 
the diffuser axis, α, on the temperature distribution is not included in the empirical 
relationships. However, experimental observations indicate that α helps to distribute 
the heat over a wider area and the resulting temperature field (both horizontally and 
vertically) is more uniform compared to α = 0° discharge. The maximum increase 
in temperature is therefore less than that of α = 0°.
An Illustrative Example
This example is to demonstrate the use of the modified simple jet theory in the 
preliminary design of a thermal diffuser, given the total discharge flow rate, the typical 
depth of water at the proposed site and the dilution objective. The discharge and 
ambient characteristics of SONGS are used for the illustration:
Since ℓQ = √QT0/(u0n) where u0 is the discharge velocity of the individual jet, 
Equation (6.4) can be rewritten as:
For a given dilution objective, e.g., 5:1, n can be determined from Equation (6.4):
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Choosing β = 20°, α = ±25° as recommended in the last section (also used in the 
SONGS diffusers) and u0 = 5 m/s, n is found to be 46 for the required dilution of 
5:1. This corresponds to a jet diameter D0 (D0 = √π/4(QT0/nu0)) of 0.54 m. The 
value can be considered only approximate, however, since n = 46 is outside the range 
of experiments. According to Figure 3.5, for β = 20°, it is suggested that the jet- 
spacing-to-depth ratio (s/H) be greater than or equal to 2.3 to prevent jet merging. 
This means that the spacing of the jets s should approximately be 23 m for minimal 
jet interference. The length of the diffuser (for n = 46) is therefore 1035 m.
Comparing these values to the SONGS diffusers for Units 2 and 3, each of which 
have 63 ports with a jet diameter of 0.52 m and a jet spacing of 12.10 m, the modified 
simple jet theory estimates that fewer ports (but a similar jet size) are required. The 
estimated length of the diffuser (1035 m) is longer than that of the prototype (750 m) 
because a larger spacing was used to prevent jet merging in the above calculation. 
The predicted values from the modified simple jet theory differ from the hydraulic 
model study of the SONGS diffusers because the latter has been based on a more 
conservative dilution objective of 8:1. Further differences include the use of a sloping 
bottom (which gave an average water depth of 13 m compared to 10 m used in this 
example) and an unsteady tidal flow in the hydraulic model.
Use of the modified simple jet theory can be beneficial in the preliminary design of 
a thermal diffuser. However, an analysis of this type is intended only for preliminary 
screening and is not a substitute for a hydraulic model in the final design process.
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7. Conclusions and Recommendations
7.1 Conclusions
Experiments were performed to determine the three-dimensional temperature 
distribution of the thermal field for submerged staged multiport diffusers in quiescent 
receiving water bodies. The experiments emphasized homogeneous ambient condi- 
tions, although a few exploratory experiments were carried out to investigate the 
influence of ambient stratification on the plume dynamics. By monitoring the change 
in behavior of the thermal plume in response to the changes in diffuser configurations, 
discharge characteristics and ambient conditions, the study aimed at gaining a bet- 
ter understanding of the physics of the thermal plume. However, the extraordinary 
number of variables involved in diffuser discharge (discussed in Chapter 3) makes a 
generic study difficult. The variables examined were the number of jets (n), jet di- 
ameter (D0), water depth (H), horizontal angle of jet from the diffuser axis (α) and 
the total discharge flow rate (QT0); the port spacing, although important, was not 
varied in this set of experiments. Also, no experiments were made with an imposed 
ambient current.
Experimental observations support the hypothesis that the thermal plume can be 
divided into two regions: a near field (diffuser zone) in the vicinity of the diffuser and
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an intermediate field (turbulent mixing zone surrounded by a gravitational spreading 
zone) downstream of the diffuser. The far field, characterized by passive dispersion, 
is excluded from the analysis because of the size limitation of the test basin.
The near field is dominated by momentum mixing and interaction of a number 
of three-dimensional jets. The width of the plume grows more or less linearly with 
downstream distance. The water column is partially mixed and potentially unstable 
(in shallow-water conditions) with diluted warm water recirculating to the jet efflux. 
The entrainment flow is highly three-dimensional. The lateral temperature profiles 
(across the diffuser) appear to have Gaussian distributions, but are relatively irreg- 
ular in both the longitudinal and vertical directions, reflecting the influence of the 
individual jets.
Beyond the diffuser into the intermediate field, a surface buoyant layer usually 
forms either from deflection of the jets in the diffuser zone, or from stratification of an 
unstable near field. At the beginning of the intermediate field, turbulent mixing is still 
the dominant process and the layer behaves like a large surface buoyant jet. This is 
referred to as the turbulent mixing zone. The temperature profile in the longitudinal 
direction declines exponentially, and eventually approaches a plateau value at some 
farther distance where the inertial force diminishes. Since the momentum and heat 
fluxes are not replenished beyond the diffuser, the buoyancy force becomes progres- 
sively more important with downstream distance. The flow field evolves gradually 
from a turbulent mixing zone with entrainment in both lateral and vertical directions 
to a gravitational spreading zone where activity is largely limited to the horizontal 
directions. The plume propagates forward because of the residual momentum from 
the turbulent mixing zone, and spreads radially because of the density difference 
between the plume and its immediate surroundings. Thus, this region will extend 
laterally as well as in the downstream direction with time. Temperature in this zone
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is relatively stable and steady, except near the front of the plume, provided heat loss 
is not significant. In cases of deep receiving water and small discharge momentum, 
the plume fluid in the gravitational spreading zone may eventually move back to the 
diffuser zone and result in the unsteadiness in the near-field region.
By coupling the experimental results with dimensional reasoning, the following 
conclusions can be drawn:
(1) The number of ports, n, and the length scales ℓQ (∝ D0) and H are the 
significant governing parameters of the mean characteristics in both the 
near and the intermediate fields, providing that there is some buoyancy. 
The spacing of the jets has not been studied in detail, but it is also 
expected to be an important control.
(2) Comparison with previous theoretical models of staged diffusers indicates 
that the assumption of a vertically-mixed near field is not generally jus- 
tified. Furthermore, the integral technique employed by those models 
gives only a first-order approximation of the dilution in the near field.
(3) The near-field dilution can be described reasonably well by the simple-jet 
model adjusted by a factor (function of n), to correct for the contribution 
from neighboring jets. The dependency of the factor on n has been 
established (as shown in Section 6.2.2):
Comparisons with previous hydraulic model results show that the mod­
ified simple jet theory gives conservative prediction for the near-field 
dilution. This can be explained by the effect of the jet angle from the 
diffuser axis, α, which ranges from ±20° to 25° in the various model
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diffusers of the previous hydraulic model studies, but the analysis of the 
experimental results is based primarily on experiments with α = 0°.
(4) The additional dilution in the intermediate field has been found to be 
relatively insensitive to the number of ports (Section 6.3.1).
(5) Approximate relationships of the other mean characteristics such as the 
lateral spreading rate of the plume, the characteristic thickness of the 
surface buoyant layer, the transition distance of the turbulent mixing 
zone in the intermediate field and asymptotic temperature excess have 
been established (Chapter 6). These relationships take the general form:
where ci and ξi are empirically-determined constants.
(6) The excess temperature profiles at the beginning of the intermediate field 
decline exponentially. A new length scale Ls has been established as a 
function of ℓM, √nℓQ and H by fitting of experimental data:
By normalizing the downstream distance with Ls, the centerline tem- 
perature excess profiles of the experiments collapse approximately to a 
common exponential decay profile.
(7) The horizontal orientation of the jets at α = ±25° to the axis of the 
diffuser helps to reduce the near-field jet interference and spreads the 
plume over a wider area, thereby reducing the maximum temperature 
increase.
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(8) Limited experiments with a stratified ambient (Appendix C) indicate 
that for weak stratification the near-field behavior is still dominated by 
the discharge momentum, and the ambient stratification does not signif­
icantly modify the dynamics of the plume mixing.
7.2 Recommendations for Future Work
The results regarding the effects of the diffuser length (L), the jet spacing (s), 
the horizontal as well as the vertical discharge angles (α and β) are not conclusive, 
and further laboratory investigations on these aspects are recommended. The insen- 
sitivity of the diffuser dilution on the number of ports (n) suggests that future model 
investigations should focus on smaller numbers of jets (i.e., in the range of 5-25), 
instead of on the large numbers as in some recent outfalls (e.g., n = 63 for SONGS).
Velocity measurements will help to resolve some of the uncertainties encountered 
in the analysis, such as the scaling problem caused by the Reynolds number effect. 
They will also be useful in determining the reduction in the dilution that is due to 
recirculation of diluted water to the plume, especially in the near field of a shallow 
water discharge.
The present analysis of the experimental data focuses on the centerline measure- 
ments only. Detailed analysis of the lateral temperature profiles obtained from the 
scanning experiments is recommended to gain a complete three-dimensional picture 
on the mixing of thermal plumes.
Collection of prototype data is strongly recommended to provide an adequate data 
base for model-to-prototype comparisons. The results will be useful in the evaluation 
of the performance of hydraulic model studies, e.g., the distorted models versus the 
undistorted models, and the role of Reynolds number in laboratory studies. The 
possibility of extrapolating the experimental results to a wider range of discharge and
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ambient conditions for future design should be examined. Since there is almost always 
some ambient stratification of various degrees in the field, data from a systematic set 
of stratified experiments are required for appropriate comparisons.
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APPENDIX A. Sample Data Acquisitum Program
This appendix contains a sample computer program which was used to collect the 
experimental data as previously described in Section 4.2.4. The software was used 
with an IBM PC which had a 512K random access memory and was equipped with an 
analog and digital input/output board to convert the voltage signals into digital data. 
The program, written in Turbo Basic language (Borland), issues a software trigger 
to initiate the conversion and collection procedures at the start of each experiment. 
The program also signals the end of the data acquisition and stores the digital data 
in files for future retrieval and analysis.
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Sample Program for Data Acquisition and Control
'Program : modify5.bas (updated modify4.bas)
Dim gcr%(8,20),adr%(8,20)
cls
print " *** Data Acquisition with position tracking ***"
print " Channel10 (lateral) and Channell2 (longitudinal) "
Line Input "Experiment : ; Title$
Input "Starting Probe : PStart%
Input "Ending Probe :"; PMany%
input "Number of thermistors in each probe to monitor :";Tmany% 
Input "gain desired (1,2,4,8) :" ,∙gain%
Input "Output Data Filenames (1&2) Fileout1$, Fileout2$
Input "Time of Experiment (Minute) Durmin
Badr=&H218 'ADCSR-control/status
Badrl=Badr+l 'ADGCR-gain/channel
Badr2=Badr+2 'ADDAT-low byte
Badr3=Badr+3 'ADDAT-high byte
Badr6=Badr+6 'Digital input/output port (0/1)
Badr7=Badr+7 'TMRCTR-timer/counte
open Fileout1$ for output as 1
open fileout2$ for output as 2
Print #1, "Experiment : Title$
Print #1, "Date : Date$
Print #1, "Starting Probe : ";PStart%
Print #1, "Ending Probe : PMany%
Print #1, "Number of Thermistors in each probe to monitor :";Tmany%
print #1, "Gain Selected Gain%
print #1, "Output filenames :";Fileout1$;Fileout2$
Dursec=durmin*60
Durno%=Int(Dursec/(pmany%*tmany%/114)) 'approx 114s/s
print "No of cycle : ";durno%
print #1, "No of Cycle : ";durno%
durnoa%=int(durno%/2)
durnob%=durno%-durnoa%
if qain%=0 then gainratio%=0
if gain%=2 then gainratio%=64
if gain%=4 then gainratio%=128
if gain%=8 then gainratio%=192
for P%=pstart% to pmany%
ch%=p%-l
if p% >= 5 then ch%=p%
gcr%(p%,1)=ch%+gainratio%
adr%(p%,1)=ch%*4
if P% >= 5 then adr%(p%,1)=(ch%-5)*4
for T%=2 to Tmany%
gcr%(p%,t%)=gcr%(p%,t%-l)
adr%(p%,t%)=adr%(p%,t%-l)+1
if adr%(p%,t%)<= 15 goto 3
adr%(p%,t%)=adr%(p%,t%)-16
gcr%(p%,t%)=gcr%(p%,1)+1
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3 next T% 
next p%
Stlgcr%=11+gainratio% 'channel 11 devoted to ST1
out Badr,&H0 'Board initialisation
For I%=0 to 100
Next I%
LowByte=Inp(Badr2)
HighByte=Inp(Badr3)
Csr=&H10
Out Badr, Csr 
Out Badr6, 0
Print "Strike any key to initiate conversion ! ! !"
10 Dump$=Inkey$ :
if Dump$="" then goto 10 
print "Time Started :";Time$
Print #1, "Time Started :"; Time$
For k%=1 to Durnoa%
Out Badr1, 74 'gcr=10+64, channel 10 and gain 2
call takedata (l,Badr, Badr2, Badr3)
out badr1,76 'gcr=12+64, channel 12 and gain 2
call takedata (l,badr,badr2,badr3) 
out Badr1, st1gcr%
call takedata (1,badr,badr2,badr3) 
print #1,
For t%=l to tmany% 
for p%=pstart% to Pmany% 
out Badr6,adr%(p%,T%)
Out Badr1,gcr%(p%,t%)
call takedata (1,Badr, Badr2, Badr3)
Next p% :print #1,
Next t%
Next K%
For k%=1 to Durnob%
out Badr1, 74 'gcr=10+64, channel 10 and gain 2
call takedata (2,Badr, Badr2, Badr3)
Out Badr1, 76 'gcr=12+64, cahnnel 12 and gain 2
call takedata (2,badr,badr2,badr3) 
out badrl,stlgcr%
call takedata (2,badr,badr2,badr3) 
print #2,
For t%=l to tmany% 
for P%=pstart% to pmany% 
out Badr6,adr%(p%,T%)
Out Badr1,gcr%(p%,t%)
call takedata (2,Badr, Badr2, Badr3)
Next p% :print #2,
Next t%
Next K%
40 Print #2,
print "Time Finished : ";Time$
Print #2, "Time Finished :" ;Time$ 
goto 50
ADError:
Print "A/D Error !!!"
Print "Reduce Base Frequency"
Stop
50 Close #1 :close #2
sub takedata (io%,Badr, badr2, badr3)
20 Csr=Inp(Badr)
Mask=&HC0
- 226 -
A=Csr and Mask
If (A=&HC0) or (A=&H40) Then goto ADError 
If A=&H80 Then 30 
goto 20
30 LowByte=Inp(Badr2)
HighByte=Inp(Badr3) 
total=highByte*256+lowbyte 
print #io%, using "####"; total; 
end sub
End
- 227 -
APPENDIX B. Sample Calibration Curves
Sample calibration curves for the thermistors and potentiometers are presented 
in this appendix. The calibration procedures have been described previously in Sec- 
tion 4.5 and are only summarized here.
The thermistors were calibrated individually by immersing the thermistor probes 
into a water bath of known temperature for a period of time (1 to 2 minutes) until 
stable readings were obtained. This procedure was then repeated for the range of ex- 
perimental temperatures expected. Second-order regression analysis of the calibration 
data yielded zero-, first-, and second-order constants of the regression equation:
where D is the averaged digital reading over the time period with relatively stable 
signals. Since the characteristics of thermistors varied from one another, a separate 
calibration curve was required for each one. Figure B.1a is the calibration curve for 
the thermistor which was located inside the diffuser (in order to monitor the discharge 
temperature), while Figure B.1b is the curve for the bottom thermistor of the first 
probe. Correlation coefficients (R2 values) were better than 0.998.
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Figure B.1 Sample calibration curves for two thermistors. Second-order
regression coefficients are denoted for each. a) ST1 — thermistor 
located inside diffuser to monitor discharge temperature; 
b) P1/T1 — bottom thermistor located on the first probe.
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The calibration for the potentiometers was done similarly for relative lateral and 
horizontal positions. A first-order regression equation was found to be sufficient:
Figure B.2 is the calibration curve for the potentiometer located on the carriage. 
Again, correlation coefficients were better than 0.998.
Figure B.2 Sample calibration curve for the potentiometer which lo- 
cated the position of the carriage. First-order regression 
coefficients are denoted.
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APPENDIX C. Experimental Results — Stratified Ambient
C.1 Motivation
A few experiments have been performed where the receiving water in the basin 
is thermally stratified rather than homogeneous as for the previously described exper- 
iments. The water columns of inland and coastal waters are often thermally stratified 
in the summer, with higher temperature near the surface. For example, in the vicinity 
of the SONGS outfalls, the average temperature gradient between surface and bottom 
temperatures can be as high as 0.5° C/m from May to September. With the presence 
of such stratification, field monitoring of the discharges frequently results in surface 
plume manifestations cooler than the surroundings. Since a truly uniform ambient 
condition rarely exists in the field as in the main set of experiments, it has been de- 
cided to conduct a few exploratory experiments to study the effect of stratification on 
the dynamics of mixing in thermal discharges. However, the purpose is not to model 
a particular observed field temperature profile, which is a more difficult procedure 
than time permitted.
C.2 Experimental Preliminaries
Except for the preparation of a thermally stratified ambient, the experimental
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procedures were similar to the experiments with uniform ambient conditions. The 
reference for the longitudinal distance (x = 0), and the measurement positions of 
the thermistor probes were also the same as in the uniform experiments (Chapter 5). 
Ambient currents were not examined. A stratified ambient was created by preparing 
two layers of water of different temperatures. The bottom layer was made colder 
than the equilibrium temperature by mixing water at room temperature with ice. 
The required amount of ice depended on the desired temperature difference between 
the two layers, the thickness of each layer and other factors such as the rate of heat 
gains and losses. When the ice melted and the water in the basin was uniformly mixed, 
water of normal temperature was added slowly at the surface to minimize mixing with 
the colder bottom water. This was done in the laboratory with the use of floating 
wooden boards about 1.0 m by 1.0 m in size. Water was introduced at a controlled 
rate to the center of the boards and allowed to flow from the edges to the top of the 
cold layer, thus reducing the entrance velocity. Assuming little mixing was induced 
during the process, a nearly two-layered thermal structure should theoretically be 
formed. The basin was then allowed to sit undisturbed for approximately three to 
five hours and during this period, heat exchange with the environment as well as 
thermal diffusion would occur, modifying the temperature gradient. The nearly two- 
layered profile would gradually evolve over time to form a smooth and continuous 
profile. The dynamic situation required that the ambient temperature distribution in 
the basin be monitored at frequent intervals to determine if the stratification pattern 
was suitable for the designated experiment.
Three different stratified basin experiments were made, but the desired stratifica- 
tion of 1.0° C/cm was not achieved. With a 200:1 scaling in the vertical direction and 
a g'r (g'p/g'm ratio) of 0.75, this corresponds to 0.38° C/m in the prototype, a reason- 
able simulation of the field conditions. The first stratification pattern was prepared 
using approximately 800 lb of crushed ice mixed with water initially at 18.6° C. The
- 233 -
total depth of water after the ice melted was 11.0 cm (2.0 cm above the discharge 
level because of the presence of the false bottom shown in Figure 4.2) and the tem­
perature of the mixture when uniformly mixed was calculated to be 14.5° C, allowing 
10% for heat gain. A surface layer of 2.0 cm at 18.2° C was added as described. The 
idea was to construct an ambient with 2.0 cm of warmer water on the surface (about 
l8.6° C) and 2.0 cm of colder water (about l3.5°C) below forming a stratified water 
column of 4.0 cm above the discharge level.
In the experiment, the initial two-layered structure was not observed due to prac- 
tical problems such as insufficient mixing within the 11.0 cm cold bottom layer before 
addition of the surface layer, heat gains from the walls and floor of the basin and heat 
loss from the surface during the settling period. Furthermore, the evolution of the 
temperature profiles with time shown in Figure C.1 suggests that the introduction 
of the surface layer generated significant mixing throughout the entire water column, 
thus weakening the stratification. Experiments 9307cl and 9307scan were performed 
at the end of the five-hour settling period and the final ambient profiles had only 
about 0.7°C temperature difference over the 4.0 cm water depth (0.07°C∕m in the 
prototype). Thus, the water column could be considered only weakly stratified, much 
less than most field situations.
A second attempt was conducted to create a more significant stratification. The 
amount of ice used was increased to 2200 lb and the bottom layer was also raised to 
12.0 cm, thus leaving 1.0 cm for the top layer. The resulting temperature pattern had 
a slightly stronger stratification of 1.4 ° C from the surface to the jet level (correspond- 
ing to 0.13° C/m in the prototype). Experiments 9312cl and 9312scan were carried 
out under this ambient condition, and 5½ hours later when the residual current in 
the basin was negligible, another experiment (9312cl2) was performed. The ambient 
by then had developed into a much weaker stratification as in experiment 9307cl.
- 234 -
Figure C.1 Variations of the ambient temperature at x = 120.0 cm with 
time (first stratification process).
- 235 -
Figure C.2 is the variation of the ambient temperature distribution with time in this 
operation and similar behavior as before was observed. It is therefore concluded that 
the method employed in creating the ambient stratification needs to be improved. It 
is likely that the desired l.0° C/cm (0.38° C/m prototype) temperature gradient can 
not be achieved in practice with such a shallow water depth over a large basin area 
using the procedures employed.
Future attempts would be more successful using water at room temperature in 
the lower layer, overlain with a layer of hot water heated well above the target; the 
water would then gradually cool and mix down to the thermocline. When the target 
surface temperature was reached, the experiment would begin.
C.3 Normalization of Measured Temperature Values
Before discussing the observations of the stratified ambient experiments, it is 
important to note that the normalized excess temperatures were obtained by sub- 
tracting the ambient temperature (which varied with depth) from the induced tem- 
perature field, and then normalizing with the temperature excess of the effluent over 
the ambient temperature at the discharge level, i.e.,
This is straightforward for the uniform case since the ambient temperature was 
the same everywhere, but for stratified experiments, there are two possible sources 
of confusion: (a) the profile of ΔT∕ΔT0b depicts the temperature relative to the 
ambient stratification, and can be negative (the shape of the profile is not like that 
of the temperature itself); and (b) the temperature excess of the effluent over that of 
the ambient could be specified at other levels giving different results. For example,
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Figure C.2 Variations of the ambient temperature at x = 120.0 cm 
along the diffuser axis with time (second stratification proc- 
ess).
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if the measurements were normalized with respect to the ambient temperature at 
the surface, the resulting normalized profiles would be larger than the present values 
because the ambient was warmer at the surface, giving a smaller denominator in the 
equation above. The reason for presenting the results this way is that regulations 
on thermal waste in coastal oceans usually refer to the temperature excess as the 
temperature above the ambient value at the same level.
C.4 Results from Stratified Experiments
Three centerline experiments (9307cl, 9312cl, 9312cl2) and two scanning exper- 
iments (9307scan, 9312scan) experiments were conducted under two ambient strati- 
fication conditions—weak (0.18 - 0.21° C/cm) and small (0.35° C/cm). Experiments 
9307cl/9307scan and 9312cl/9312scan were based on the same diffuser configuration 
with 16 ports of 0.25 cm jet diameter, aligned in the offshore or downstream direc- 
tion, and a discharge flow rate of 28.8 cm3/s. With the same configuration as the 
others, experiment 93l2cl2 was tested with a flow rate of 57.5 cm3/s. The water 
depth used in all the experiments was 4.0 cm. The experimental conditions and the 
relevant parameters of each test are listed in Table C.1.
(i) The ambient temperature field
The initial temperature distributions in the basin are presented in Figure C.3 
to Figure C.5 for experiments 9307cl/9307scan, 9312cl/9312scan and 9312cl2, re- 
spectively. With the exception of the 9307cl/9307scan profiles, the ambient of the 
experiments indicates the existence of lateral temperature gradients in addition to the 
vertical stratifications. The horizontal variations in temperature range from 0.25° C 
to 0.4° C and may have been caused by incomplete mixing in the bottom layer before 
introducing the surface layer.
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Table C.1 Summary of the experiments with stratified ambient.
Parameter 9307cl∕9307scan 9312cl/9312scan 9312cl2
n 16 16 16
D0 0.25 cm 0.25 cm 0.25 cm
s 6.0 cm 6.0 cm 6.0 cm
α 0° 0° 0°
β 25° 25° 25°
H 4.0 cm 4.0 cm 4.0 cm
ΔTa/ΔH 0.18° C/cm 0.35° C/cm 0.21° C/cm
QT0 28.8 cm3/s 28.8 cm3/s 57.5 cm3/s
ΔT0(z = 0) 15.3° C 19.6° C 19.8° C
Fr0 37 33 64
Mi0(MT0) 65.8(1053) cm4/s2 65.8(1053) cm4/s2 263(4205) cm4/s2
Bi0(BT0) 7.0(112) cm4/s3 8.7(139) cm4/s3 18.9(303) cm4/s3
ℓM 8.72 cm 7.85 cm 15.0 cm
ℓQ 0.22 cm 0.22 cm 0.22 cm
ℓM/H 2.17 1.96 3.70
ℓQ/H 0.058 0.058 0.058
Re0 1260 1260 2530
-(g/dz)(dρa/ρ0) 2.3 x 10-2 s-2 5.0 x 10-2 s-2 3.4 x 10-2 s-2
(Δρ/ρ)0 4.0 x 10-3 5.0 x 10-3 5.4 x 10-3
(ii) The induced temperature field
The resulting temperature distributions are presented with comparisons to their 
counterparts in uniform ambient conditions. Figures C.6a to C.6c are the normalized 
longitudinal temperature distributions of the experiment 9307cl, the weakly stratified 
case with a thermal gradient of 0.7° C over the 4.0 cm water depth. Throughout 
the entire region of measurements, which starts from the beginning of the diffuser 
to approximately 7.5 times the diffuser length, the surface profile indicates a lower 
ΔT∕ΔTob, by an average of 2.0%, compared to the uniform ambient results. Going 
down the water column, the difference decreases until z∕H=0.56 where the profiles 
(at x/L ≤ 2) essentially coincide. Below this level, the 9307cl profiles increase 
continuously with depth compared to the uniform profiles, and the difference is as 
large as 4% near the bottom.
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A very similar phenomenon is observed in the 9312cl experiment (Figures C.7a 
to C.7c) but with a larger difference, from 3.0% to 6.0%, in response to the more 
stratified ambient (1.4°C∕4 cm). The increase in the difference, however, should not 
be interpreted as the physical realization of the difference in temperature, as discussed 
in Section C.3. It is, in fact, a result of the normalization scheme (Section C.3), since 
Ta(H) is higher in the case of a stronger stratification, and therefore, T(H) - Ta(H) 
is smaller compared to the weaker stratified case and the uniform case. The dis- 
crepancy between the normalized profiles in Figures C.7 diminishes at approximately 
z∕H=0.56. Comparison of the ΔT∕ΔTob profiles of the third experiment (9312cl2) 
and the uniform case in Figures C.8a to C.8c reveals an average difference of 3.5% over 
the entire measurement region despite a weaker initial stratification of 0.9° C/4.0 cm.
Examples of the normalized temperature excess in the vertical direction at various 
downstream positions (x∕L) are shown in Figures C.9a to C.9d for 9307cl and 9312cl, 
together with the results of the uniform ambient experiment 0816cl. The profiles in 
the diffuser zone (Figures C.9a and C.9b) have similar geometry over the full depth, 
but the magnitudes decrease with an increasing degree of stratification.
Beyond the diffuser region, the stratified experiments have similar ΔT/ΔTob dis- 
tributions with the 93l2cl profiles constantly staying lower than the 9307cl profiles. 
Near the surface, the ΔT/ΔTob varies with the strength of the ambient stratifica- 
tion as previously discussed. The profiles of the uniform case, however, have steeper 
gradients (because of the normalization method) and therefore become smaller in 
magnitude than the 9307cl and 93l2cl experiments shortly down the water column. 
The normalized profiles, again, should not be taken as that of the resulting temper- 
ature (which may be very different in shape).
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Figure C.3 Ambient temperature distribution of experiment 9307cl.
P1 - P8 (at 30.5 cm spacing; P1 at x = -1.9 cm) are the 
positions of the thermistor probes.
Figure C.4 Ambient temperature distribution of experiment 93l2cl.
P1 - P8 (at 30.5 cm spacing; P1 at x = -1.9 cm) are the 
positions of the thermistor probes.
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Figure C.5 Ambient temperature distribution of experiment 93l2cl2.
P1 - P8 (at 30.5 cm spacing; P1 at x = -1.9 cm) are the 
positions of the thermistor probes.
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Figure C.6a Comparison of normalized temperature excess along diffuser 
axis at near-surface levels for experiment 9307cl and the uni- 
form experiment 0816cl.
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Figure C.6b Comparison of normalized temperature excess along diffuser 
axis at midlevels for experiment 9307cl and the uniform ex­
periment 0816cl.
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Figure C.6c Comparison of normalized temperature excess along diffuser 
axis at bottom level for experiment 9307cl and the uniform 
experiment 0816cl.
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Figure C.7a Comparison of normalized temperature excess along diffuser 
axis at near-surface levels for experiment 93l2cl and the uni- 
form experiment 0816cl.
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Figure C.7b Comparison of normalized temperature excess along diffuser 
axis at midlevels for experiment 9312cl and the uniform ex­
periment 0816cl.
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Figure C.7c Comparison of normalized temperature excess along diffuser 
axis at bottom level for experiment 9312cl and the uniform 
experiment 0816cl.
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Figure C.8a Comparison of normalized temperature excess along diffuser 
axis at near-surface levels for experiment 9312cl2 and the 
uniform experiment 0816cl.
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Figure C.8b Comparison of normalized temperature excess along diffuser 
axis at midlevels for experiment 9312cl2 and the uniform 
experiment 0816cl.
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Figure C.8c Comparison of normalized temperature excess along diffuser 
axis at bottom level for experiment 9312cl2 and the uniform 
experiment 0816cl.
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Figure C.9 Vertical profiles of ΔT/ΔTob along diffuser axis for exper- 
iments 9307cl, 9312cl and the uniform experiment 0816cl. 
a) x/L = 0.66; b) x/L = 1.04; c) x/L = 2.00; d) x/L = 2.40.
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(iii) Interpretations
The similarities in the normalized temperature excess profiles between the strati- 
fied and uniform ambient experiments suggest that weak stratifications do not signif- 
icantly alter the dynamics of the diffuser mixing. This is a reasonable assumption in 
the near field where momentum is the dominant factor. Figure C.10 is the hypothet- 
ical vertical profiles of the peak normalized temperature excess (T(z) - Ta(z))/(T0 - 
Ta(0)) of a three-dimensional pure jet (assuming a Gaussian distribution in the lat- 
eral direction and no dynamic effect of stratification) under the four different ambient 
conditions in the aforementioned experiments. All four curves agree closely with each 
other in the lower levels ( z/H ≤ 0.4) and depart gradually towards the surface as 
in the normalized longitudinal profiles discussed above, i.e., the stronger the ambient 
stratification, the lower will be the temperature excess. However, the hypothetical 
ΔT/ΔTob at the surface is smaller than the peak values obtained from the experi- 
ments. An explanation for this discrepancy is the existence of a surface-blocking layer 
as the individual jets reach the surface and are deflected. Some researchers (Fischer et 
al., 1979) believe that the dilution process ceases at the bottom of the blocking layer. 
Koh (1983) calculated the thickness of the layer for a pure plume in a uniform ambi- 
ent and a stratified ambient to be approximately 30% and 40% to 45%, respectively, 
of the depth of the receiving water. Figure C.11 which contains the hypothetical 
(T(z) - Ta(H))/(T0 - Ta(0)) profiles is produced. By matching the surface ΔT/ΔTob 
from the experiments with the respective curves, it is possible to find the hypothetical 
level at which dilution ceased and therefore a characteristic thickness of the blocking 
layer. Table C.2 gives the hypothetical thickness of the blocking layer found by this 
method for the different experiments. Based on the above argument, a cold surface 
plume as in Figure C.12 (hypothetical stratification of 1.0° C/cm) could have resulted 
in strongly stratified water bodies such as those encountered in the field.
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Figure C.10 Calculated ΔT/ΔTob profiles of a three-dimensional jet in 
various stratified ambient conditions, based on mixing due 
to momentum only and neglecting jet interference.
Figure C.11 Calculated (T(z) - Ta(H))/ΔTob profiles of a three-dimensional
jet in various stratified ambient conditions, based on mixing 
due to momentum only and neglecting jet interference.
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Table C.2 Calculated thickness of the blocking layer under various am- 
bient stratification conditions, based on three-dimensional 
jet mixing due to momentum only and neglecting jet inter- 
ference.
Experiment 0816cl 9307cl 9312cl 0628cl2 9312cl2
ΔTa/H
thickness/H
uniform
0.40
0.18° C/cm
0.49
0.35° C/cm
0.47
uniform
0.38
0.21° C/cm
0.38
Figure C.12 Calculated ΔT/ΔTob profiles of a three-dimensional jet in 
a strongly stratified ambient (1.0°C∕cm), based on mixing 
due to momentum only and neglecting jet interference.
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APPENDIX D. Parameters and Key Results
This appendix contains the list of parameters and key results of all the exper- 
iments performed as described in Section 5.5. The definitions for all the variables 
are found in the List of Symbols and in Section 5.5. The length L is taken as the 
diffuser length for the 16-port experiments (90.0 cm = 15 spacings) and for the 4- 
port experiments (18.0 cm = 3 spacings). For single jet experiments the length L 
was arbitrarily taken as 90.0 cm for data presentation and normalization. For data 
indicated in units [L] or [L2], these values of L were used for normalization.
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Table D1a List of parameters and key results of centerline experiments
Experiment: 0816cl 0627cl 0628cl 0628cl2 0714cl 0714cl2 0715cl
n 16 16 16 16 16 16 16
D0 [cm] .25 .25 .25 .25 .25 .25 .25
a [°] 0. 0. 0. 0. 0. 0. 0.
H [cm] 4.0 4.0 4.0 4.0 8.0 8.0 8.0
ΔT0 [°C] 16.0 15.6 14.9 13.7 13.6 16.4 17.0
g'0 [cm/s2] 4.49 4.35 4.25 3.74 3.77 4.67 4.78
QT0 [cm3/s] 28.8 40.7 57.5 20.3 28.8 40.7 57.5
MT0 [cm4/s2] 1052.5 2109.1 4204.8 524.7 1052.5 2109.1 4204.8
BT0 [cm4/s3] 129.3 176.8 244.1 76.1 108.6 189.8 273.8
ℓM [cm] 8.13 11.70 16.70 6.28 8.86 11.30 15.80
ℓQ [cm] .22 .22 .22 .22 .22 .22 .22
Fr0 35. 50. 71. 27. 38. 48. 67.
Re0 1260. 1790. 2530. 890. 1260. 1790. 2530.
Tpeak [%] 21.2 21.0 21.0 41.0 11.0 12.5 12.5
TL/2 [%] 15.0 11.8 11.5 20.5 8.0 9.5 9.5
TL [%] 13.5 10.5 10.0 17.5 6.0 8.0 6.5
T2L [%] 11.0 9.8 8.5 13.3 5.0 7.0 6.3
T4L [%] 9.0 8.8 8.5 * * 6.0 5.5
T4H [%] 18.0 16.0 15.5 22.0 8.0 10.5 10.3
T8H [%] 15.8 12.3 11.8 21.3 7.0 9.0 7.0
T16H [%] 14.0 11.0 10.0 19.0 5.0 7.3 6.3
T32H [%] 13.0 10.0 9.0 16.0 5.0 6.5 6.0
T64H [%] 10.3 9.8 8.5 11.0 * 6.0 5.5
  T128H [%] * 8.8 8.5 * * * *
x0.1 [L] 2.33 2.22 1.00 22.98 .00 .41 .46
x0.2 [L] .12 .13 .14 .56 .00 .00 .00
Ts1 [%] 21.0 21.0 20.8 23.5 10.0 12.0 12.0
Tb1 [%] 4.3 8.0 11.0 .5 .0 2.0 4.5
h1 [cm] 1.3 1.2 1.3 .5 2.0 2.2 2.3
xt [L] 1.01 .82 .53 * .67 .53 .72
Tasym [%] 13.0 9.8 10.0 * 4.0 8.0 6.3
Tb2 [%] 3.0 5.8 7.8 * .0 .0 3.0
h2 [cm] 1.4 1.6 1.0 * 2.2 3.0 2.5
Table D1b List of parameters and key results of scanning experiments
Experiment: 1122scan no data 1122scn2 no data 1123scan no data 1123scn2
n 16 16 16 16
D0 [cm] .25 .25 .25 .25
a [°] 0. 0. 0. 0.
H [cm] 4.0 4.0 8.0 8.0
ΔT0 [°C] 16.6 18.5 15.7 18.5
g'0 [cm/s2] 4.70 5.43 4.48 5.43
QT0 [cm3/s] 28.8 57.5 28.8 57.5
MT0 [cm4/s2] 1052.5 4204.8 1052.5 4204.8
BT0 [cm4/s3] 135.4 312.0 129.0 312.0
ℓM [cm] 7.94 14.80 8.13 14.80
ℓQ [cm] .22 22 .22 .22
Fr0 34. 63. 35. 63.
Re0 1260. 2530. 1260. 2530.
b1 [L] .26 .21 2.32 .43
b2 [L] .60 1.00 2.70 1.30
A0.1 [L2] 1.40 .70 .14 .00
A0.2 [L2] .04 .00 .00 .00
ϵ .52 .35 .72 *
vt [cm/s] .48 .63 .23 *
† - no steady-state * - data not recorded/not applicable
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Table D2a List of parameters and key results of centerline experiments
Experiment: 0811cl 0818cl 0818cl2 0819cl 0819cl2 0823cl 0823cl2
n 16 16 16 16 16 16 16
D0 [cm] .25 .25 .25 .25 .25 .25 .25
α [°] 0. 0. 0. 0. 0. 0. 0.
H [cm] 8.0 2.0 2.0 2.0 2.0 12.0 12.0
ΔT0 [°C] 12.9 15.0 15.4 16.2 18.4 15.9 16.3
g'0 [cm/s2] 3.14 4.18 4.33 4.59 5.41 4.65 4.72
QT0 [cm3/s] 20.3 28.8 20.3 40.7 57.5 28.8 57.5
MT0 [cm4/s2] 524.7 1052.5 524.7 2109.1 4204.8 1052.5 4204.8
BT0 [cm4/s3] 63.8 120.4 88.0 186.4 310.6 133.9 271.0
ℓM [cm] 6.85 8.42 5.84 11.40 14.80 7.98 15.90
ℓQ [cm] .22 .22 .22 .22 .22 .22 .22
Fr0 29. 35. 25. 48. 63. 34. 67.
Re0 890. 1260. 890. 1790. 2530. 1260. 2530.
Tpeak [%] 19.5 45.0 54.0 38.5 37.0 6.0 8.0
TL/2 [%] 10.0 22.0 27.0 21.5 17.0 3.5 6.5
TL [%] 8.5 21.0 22.0 20.0 15.0 3.0 5.0
T2L [%] 7.0 19.0 18.0 17.5 14.0 3.0 4.5
T4L [%] 4.5 14.0 9.0 15.0 12.0 3.0 3.8
T4H [%] 11.0 34.0 48.0 32.5 31.0 3.5 6.0
T8H [%] 9.0 19.5 42.0 28.0 26.0 3.0 4.8
T16H [%] 7.8 22.0 28.0 25.0 20.0 3.0 4.0
T32H [%] 6.0 21.0 24.8 21.5 16.3 3.0 3.8
T64H [%] 4.5 19.0 19.5 18.0 14.5 * *
T128H [%] * 16.0 13.5 16.0 12.3 * *
x0.1 [L] .50 5.33 3.90 6.40 5.70 .00 .00
x0.2 [L] .00 2.00 1.33 1.00 .39 .00 .00
TS1 [%] 11.5 45.0 54.0 38.5 37.0 6.0 7.8
Tb1 [%] .0 18.0 13.0 22.0 16.3 .0 2.0
h1 [cm] 1.7 .9 .6 1.0 1.1 3.1 3.3
xt [L] .33 * * * .86 .28 .67
Tasym [%] 5.0 * * * 14.0 2.5 5.0
Tb2 [%] .0 * * * 12.0 .0 .0
h2 [cm] 2.5 * * * 1.6 3.7 6.7
Table D2b List of parameters and key results of scanning experiments
Experiment: no data no data no data no data no data no data no data
n
D0 [cm]
α [°]
H [cm]
ΔT0 [°C]
g'0 [cm/s2]
QT0 [cm3/s]
MT0 [cm4/s2]
BT0 [cm4/s3]
ℓM [cm]
ℓQ [cm]
Fr0
Re0
b1 [L]
b2 [L]
A0.1 [L2]
A0.2 [L2]
ε
Vt [cm/s]
† - no steady-state * - data not recorded/not applicable
- 258 -
Table D3a List of parameters and key results of centerline experiments
Experiment: 0824cl 0824cl2 0827cl 0828cl 0829cl 0829cl2 0830cl
n 16 16 16 16 16 16 16
D0 [cm] .25 .25 .25 . .25 .25 .25 .25
α [°] 0. 0. 25. 25. 25. 25. 25.
H [cm] 12.0 12.0 4.0 4.0 8.0 8.0 2.0
ΔT0 [°C] 16.3 15.6 15.1 15.7 14.1 16.3 15.5
g'0 [cm/s2] 4.61 4.4(1 4.27 4.45 3.96 4.67 4.33
QT0 (cm3/s] 40.7 20.3 28.8 57.5 28.8 57.5 28.8
MT0 [cm4/s2] 2109.1 524.7 1052.5 4204.8 1052.5 4204.8 1052.5
BT0 (cm4/s3] 187.5 89.4 123.0 255.3 114.1 268.1 124.8
ℓM [cm] 11.40 5.80 8.30 16.30 8.65 16.00 8.27
ℓQ [cm] .22 .22 .22 .22 .22 .22 .22
Fr0 48. 2S. 35. 69. 37. 68. 35.
Re0 1790. 890. 1260. 2530. 1260. 2530. 1260.
Tpeak [%] 7.2 7.0 15.0 13.5 8.0 9.0 20.0
TL/2 [%] 4.8 4.0 14.5 12.5 7.5 8.5 17.0
TL [%] 4.3 3.5 13.0 11.5 7.0 7.0 16.0
T2L [%] 3.8 3.0 11.0 10.8 5.8 6.7 14.8
T4L [%] 3.0 3.0 10.0 10.4 3.5 5.7 12.0
T4H [%] 4.8 4.0 14.8 13.5 7.6 8.5 19.0
T8H [%] 4.5 3.0 13.5 13.0 7.3 7.6 19.0
T16H [%] 4.0 3.0 13.3 12.0 6.0 6.6 17.5
T32H [%] 3.0 * 12.0 11.0 4.0 6.0 16.8
T64H [%] * * 10.0 10.8 * 4.5 16.0
T128H [%] * * * 10.3 * * 13.8
x0.1 [L] .00 .00 2.89 4.56 .00 .00 4.56
x0.2 [L] .00 .00 .00 .00 .00 .00 .00
TS1 [%] 6.5 4.0 14.0 13.5 8.0 9.0 20.0
Tb1 [%] .0 .0 6.5 11.0 .0 5.0 13.8
h1 [cm] 2.8 3.3 2.1 1.6 3.7 4.1 1.4
xt [L] .28 .22 .90 .90 .50 .90 †
Tasym [%] 5.0 4.0 12.0 12.0 7.0 7.0 †
Tb2 [%] .0 .0 3.0 9.0 .0 2.5 †
h2 [cm] 4.3 3.2 2.0 1.1 3.0 4.1 †
Table D3b List of parameters and key results of scanning experiments
Experiment: no data no data 0828scan 0829scan 0830scan 0830scn2 0830scn3
n 16 16 16 16 16
D0 [cm] .25 .25 .25 .25 .25
α[°] 25. 25. 25. 25. 25.
H [cm] 4.0 4.0 8.0 8.0 2.0
ΔT0 [ºC] 16.1 16.9 15.8 17.5 16.1
g'0 [cm/s2] 4.55 4.62 4.48 5.04 4.35
QT0 [cm3/s] 28.8 57.5 28.8 57.5 28.8
MT0 [cm4/s2] 1052.5 4204.8 1052.5 4204.8 1052.5
BT0 [cm4/s3] 131.0 265.4 129.0 289.5 125.3
ℓM [cm] 8.07 16.00 8.13 15.30 8.25
ℓQ [cm] .22 .22 .22 .22 .22
Fr0 34. 68. 35. 65. 35.
Re0 1260. 2530. 1260. 2530. 1260.
b1 [L] 1.11 .60 1.44 .72 .75
b2 [L] 1.20 1.45 2.00 1.40 †
A0.1 [L2] † 1.24 .00 .00 5.72
A0.2 [L2] .00 .00 .00 .00 .20
ε 1.08 .88 † * *
Vt [cm/s] † .76 .30 * *
† - no steady-state * - data not recorded/not applicable
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Table D4a List of parameters and key results of centerline experiments
Experiment: 0830cl2 0909cl 0909cl2 0910cl 0912cl 0913cl 0913cl2
n 16 1 1 1 1 1 1
D0 [cm] .25 .75 .75 .75 .75 .75 .75
α [°] 25. 0. 0. 0. 0. 0. 0.
H [cm] 2.0 4.0 4.0 4.0 8.0 8.0 8.0
ΔT0 [°C] 17.6 15.6 14.4 17.6 15.9 15.2 17.9
g'0 [cm/s2] 5.09 4.34 4.28 4.98 4.52 4.27 5.22
QT0 [cm3/s] 57.5 28.8 20.3 57.5 28.8 20.3 57.5
MT0 [cm4/s2] 4204.8 1871.0 932.8 7486.5 1871.0 932.8 7486.5
BT0 [cm4/s3] 292.6 124.8 86.9 286.6 129.9 86.7 300.2
ℓM [cm] 15.30 25.50 18.10 47.50 25.00 18.10 46.50
ℓQ [cm] .22 .66 .66 .66 .66 .66 .66
Fr0 65. 36. 26. 67. 35. 26. 66.
Re0 2530. 6740. 4760. 9990. 6740. 4760. 9990.
Tpeak [%] 18.0 29.0 29.0 27.0 16.3 16.0 15.2
TL/2 [%] 15.0 10.0 10.8 11.0 9.0 8.5 9.0
TL [%] 13.0 6.5 7.3 6.5 5.0 5.5 4.5
T2L [%] 11.5 5.3 6.0 5.0 4.0 4.0 3.0
T4L [%] 11.5 4.2 4.5 4.3 3.3 3.0 2.5
T4H [%] 17.5 24.8 24.5 23.8 11.5 9.0 9.3
T8H [%] 17.0 13.0 14.5 14.3 6.5 6.5 5.8
T16H [%] 15.3 8.0 9.0 8.5 4.5 4.8 4.0
T32H [%] 14.0 6.0 6.3 6.0 3.5 4.1 3.0
T64H [%] 13.0 5.0 5.8 4.5 3.0 2.8 2.5
T128H [%] 11.0 3.8 4.0 3.5 * * *
x0.1 [L] 5.90 .43 .58 .56 .44 .36 .33
x0.2 [L] .00 .21 .22 .23 .00 .00 .00
TS1 [%] * 29.0 29.0 27.0 16.3 16.0 15.2
Tb1 [%] * .0 .0 1.0 .0 .0 .0
h1 [cm] * 2.1 2.0 2.2 3.0 2.7 3.4
xt [L] * .85 .93 1.11 .93 .93 .88
Tasym [%] * 6.0 6.5 5.3 5.3 5.3 4.3
Tb2 [%] * 4.0 4.0 4.0 2.0 1.0 4.0
h2 [cm] * 1.5 1.6 3.2 3.2 4.2 8.0
Table D4b List of parameters and key results of scanning experiments
Experiment: 0831scan 0911scn2 0911scan 0912scan 0914scan 0913scan no data
n 16 1 1 1 1 1
D0 [cm] .25 .75 .75 .75 .75 .75
α [°] 25. 0. 0. 0. 0. 0.
H [cm] 2.0 4.0 4.0 4.0 8.0 8.0
ΔT0 [°C] 17.4 15.7 14.3 17.8 16.0 15.6
g'0 [cm/s2] 5.00 4.41 3.91 5.16 4.51 4.38
QT0 [cm3/s] 57.5 28.8 20.3 57.5 28.8 20.3
MT0 [cm4/s2] 4204.8 1871.0 932.8 7486.5 1871.0 932.8
BT0 [cm4/s3] 287.6 126.7 79.3 296.8 129.8 88.8
ℓM [cm] 15.40 25.30 18.90 46.70 25.00 17.90
ℓQ [cm] .22 .66 .66 .66 .66 .66
Fr0 65. 36. 27. 66. 35. 25.
Re0 2530. 6740. 4750. 9990. 6740. 4750.
b1 [L] .91 .04 .03 .03 * *
b2 [L] * .43 .52 .50 .92 .88
A0.1 [L2] 5.70 .05 .04 .04 .04 .04
A0.2 [L2] .06 .00 .00 .00 .00 .00
ε .37 .67 .63 .61 .78 .81
Vt [cm/s] .70 .68 † 1.50 .34 .25
† - no steady-state * - data not recorded/not applicable
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Table D5a List of parameters and key results of centerline experiments
Experiment: 0914cl 0915cl 0915cl2 0916cl 0916cl2 0917cl 0917cl2
n 1 1 1 1 1 1 I
D0 [cm] .75 .75 .75 .75 .75 .75 .52
α [°] 0. 0. 0. 0. 0. 0. 0.
H [cm] 2.0 2.0 2.0 11.0 11.0 11.0 11.0
ΔT0 [°C] 14.2 15.8 16.6 13.8 15.4 17.2 15.5
g'0 [cm/s2] 3.90 4.48 4.70 3.97 4.45 5.02 4.45
QT0 [cm3/s] 20.3 28.8 57.5 20.3 28.8 57.5 5.4
MT0 [cm4/s2) 932.8 1871.0 7486.5 932.8 1871.0 7486.5 138.2
BT0 [cm4/s3] 79.0 128.8 270.3 80.5 127.9 288.7 24.1
ℓM [cm] 19.00 25.10 49.00 18.90 25.20 47.40 8.21
ℓQ [cm] .66 .66 .66 .66 .66 .66 .46
Fr0 27. 36. 69. 27. 36. 67. 17.
Re0 4760. 6740. 9990. 4760. 6740. 9990. 1830.
Tpeak [%] 47.0 47.0 38.0 12.5 12.0 11.0 14.0
TL/2 [%] 12.5 11.5 13.0 7.8 8.0 8.0 6.5
TL [%] 9.2 8.3 8.5 4.0 4.0 4.0 5.5
T2L [%] 8.0 6.3 7.0 3.5 3.0 2.5 3.0
T4L [%] 6.0 6.3 6.0 2.0 2.5 2.0 *
T4H [%] 33.0 34.5 38.0 7.8 8.0 8.0 6.5
T8H [%] 22.5 22.5 27.0 4.0 4.0 4.0 5.5
T16H [%] 14.0 14.0 15.5 3.5 3.0 2.5 3.0
T32H [%] 9.0 8.5 8.3 2.0 2.3 2.0 *
T64H [%] 8.5 8.2 8.0 * * * *
T128H [%] 8.0 6.3 6.0 * * * *
x0.1 [L] .67 .64 .66 .31 .32 .33 .28
x0.2 [L] .14 .20 .22 .00 .00 .00 .00
TS1 [%] 47.0 47.0 38.0 12.0 12.0 11.0 14.0
Tb1 [%] 3.0 3.8 4.0 .0 .0 .0 .0
h1 [cm] 1.4 1.3 1.3 3.3 4.2 4.6 2.0
xt [L] .88 .88 2.70 .60 .83 1.45 †
Tasym [%] 8.0 7.5 7.0 5.0 5.0 3.0 †
Tb2 [%] 6.5 7.0 7.0 .0 1.0 2.0 †
h2 [cm] 2.0 2.0 2.0 3.7 4.0 11.0 *
Table D5b List of parameters and key results of scanning experiments
Experiment: 0915scan 0915scn2 0915scn3 no data no data no data no data
n 1 1 1
D0 [cm] .75 .75 .75
α [°] 0. 0. 0.
H [cm] 2.0 2.0 2.0
ΔT0 [°C] 14.4 15.7 16.8
g'0 [cm/s2] 4.00 4.45 4.83
QT0 [cm3/s] 20.3 28.8 57.5
MT0 [cm4/s2] 932.8 1871.0 7486.5
BT0 [cm4/s3] 81.1 128.1 278.0
ℓM [cm] 18.70 25.10 48.30
ℓQ [cm] .66 .66 .66
Fr0 27. 36. 68.
Re0 4750. 6740. 9990.
b1 [L] .07 .06 .06
b2 [L] .42 .48 2.14
A0.1 [L2] .08 .07 .06
A0.2 [L2] .01 .01 .01
ε .51 .50 .50
Vt [cm/s] .42 .85 2.15
† - no steady-state * - data not recorded/not applicable
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Table D6a List of parameters and key results of centerline experiments
Experiment: 0917cl3 0918cl 0919cl 0920cl 0920cl2 0922cl 0922cl2
n 1 1 4 4 4 4 4
D0 [cm] .52 .52 .52 .52 .52 .52 .52
α [°] 0. 0. 0. 0. 0. 0. 0.
H [cm] 11.0 11.0 2.0 2.0 2.0 4.0 4.0
ΔT0 [°C] 14.7 15.0 13.6 15.4 17.7 14.5 15.7
g'0 [cm/s2] 4.10 4.23 3.77 4.45 5.28 4.10 4.50
QT0 [cm3/s] 20.3 28.8 20.3 28.8 57.5 20.3 28.8
MT0 [cm4/s2] 1940.4 3892.1 485.6 973.4 3892.1 485.6 973.4
BT0 [cm4/s3] 83.2 121.5 76.7 128.0 303.7 83.4 129.5
ℓM [cm] 32.00 44.70 8.35 10.90 20.00 8.02 10.80
ℓQ [cm] .46 .46 .46 .46 .46 .46 .46
Fr0 66. 91. 17. 22. 41. 16. 22.
Re0 6870. 9720. 1720. 2430. 4860. 1720. 2430.
Tpeak [%] 11.0 11.0 39.0 38.5 39.0 24.5 25.0
TL/2 [%] 6.5 7.0 28.0 30.0 28.0 24.0 24.0
TL [%] 3.0 3.5 19.5 19.5 18.5 20.3 20.0
T2L [%] 2.5 2.0 16.0 15.0 14.0 12.5 11.5
T4L [%] 2.0 2.0 13.0 12.5 12.5 11.5 9.5
T4H [%] 6.5 7.0 29.0 30.5 28.8 21.5 20.8
T8H [%] 3.0 3.5 20.0 20.0 20.0 15.3 14.0
T16H [%] 2.5 2.0 16.5 15.0 13.8 11.0 9.0
T32H [%] 2.0 2.0 13.0 13.0 11.2 10.5 9.0
T64H [%] * * 12.8 12.0 10.5 8.0 6.8
T128H [%] * * 9.3 10.0 9.0 6.3 6.0
x0.1 [L] .31 .33 16.10 24.20 12.80 2.89 2.31
x0.2 [L] .00 .00 .97 1.10 .83 1.10 1.11
TS1 [%] 11.0 11.0 39.0 38.5 39.0 24.0 25.0
Tb1 [%] .0 .0 15.0 15.0 13.5 6.5 6.3
h1 [cm] 3.1 3.6 .9 .9 .9 1.7 1.6
xt [L] .83 .88 6.39 4.12 4.12 5.10 5.39
Tasym [%] 5.3 4.0 14.3 11.8 10.5 10.8 8.5
Tb2 [%] .0 1.0 8.0 10.0 10.0 2.0 5.0
h2 [cm] 4.7 5.7 1.5 2.0 2.0 1.6 1.9
Table D6b List of parameters and key results of scanning experiments
Experiment: no data no data 0921scan 0921scn2 0921scn3 0922scan 0922scn2
n 4 4 4 4 4
D0 [cm] .52 .52 .52 .52 .52
α [°] 0. 0. 0. 0. 0.
H [cm] 2.0 2.0 2.0 4.0 4.0
ΔT0 [°C] 14.1 16.2 17.5 14.8 15.4
g'0 [cm/s2] 3.95 4.68 5.11 4.14 4.33
QT0 [cm3/s] 20.3 28.8 57.5 20.3 28.8
MT0 [cm4/s2] 485.6 973.4 3892.1 485.6 973.4
BT0 [cm4/s3] 80.3 134.5 294.0 84.0 124.5
ℓM [cm] 8.16 10.60 20.30 8.00 11.00
ℓQ [cm] .46 .46 .46 .46 .46
Fr0 17. 22. 42. 16. 23.
Re0 1720. 2430. 4860. 1720. 2430.
b1 [L] t † † † †
b2 [L] 4.45 3.00 2.23 5.20 4.50
A0.1 [L2] 64.80 25.70 20.40 8.00 3.30
A0.2 [L2] 1.38 .38 .38 .32 .32
ε .42 .42 .46 .65 .56
Vt [cm/s] .35 .75 1.70 .31 .65
† - no steady-state * - data not recorded/not applicable
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Table D7a List of parameters and key results of centerline experiments
Experiment: 0922cl3 0924cl 0924cl2 0925cl 1101cl 1102cl 1102cl2
n 4 4 4 4 I 1 1
D0 [cm] .52 .52 .52 .52 1.03 1.03 1.03
α [°] 0. 0. 0. 0. 0. 0. 0.
H [cm] 4.0 8.0 8.0 8.0 4.0 4.0 4.0
ΔT0 [°C] 17.4 14.0 16.0 16.9 15.2 14.2 14.4
g'0 [cm/s2] 5.09 3.93 4.61 4.92 4.35 4.00 4.02
QT0 [cm3/s] 57.5 20.3 28.8 57.5 28.8 20.3 57.5
MT0 [cm4/s2] 3892.1 485.6 973.4 3892.1 992.0 494.6 3968.0
BT0 [cm4/s3] 292.5 79.9 132.6 283.2 125.2 81.2 231.2
ℓM [cm] 20.40 8.20 10.70 20.70 15.80 11.60 32.90
ℓQ [cm] .46 .46 .46 .46 .91 .91 .91
Fr0 42. 17. 22. 42. 16. 12. 34.
Re0 4860. 1720. 2430. 4860. 4910. 3470. 9810.
Tpeak [%] 26.5 15.0 15.5 16.0 42.0 41.0 43.0
TL/2 [%] 24.0 15.0 15.5 16.0 14.0 15.5 14.0
TL [%] 20.0 13.8 15.0 15.8 9.8 12.0 11.0
T2L [%] 11.0 10.5 10.5 10.0 8.0 9.5 8.0
T4L [%] 9.0 9.0 7.5 5.5 6.2 6.5 7.0
T4H [%] 21.3 11.0 11.0 11.0 29.5 29.0 31.0
T8H [%] 14.0 9.0 8.0 6.5 19.3 19.0 19.8
T16H [%] 9.0 7.0 7.0 5.0 12.0 13.0 12.5
T32H [%] 8.3 4.0 4.5 4.0 8.0 10.5 9.0
T64H [%] 6.8 3.8 4.0 4.0 7.8 8.5 8.0
T128H [%] 6.1 * * * 6.2 6.3 6.3
x0.1 [L] 2.32 2.33 2.21 2.22 .89 1.44 1.33
x0.2 [L] 1.12 .00 .00 .00 .32 .33 .37
TS1 [%] 25.5 15.0 15.5 16.0 42.0 41.0 43.0
Th, t%] 6.8 .0 .0 .0 1.0 .0 1.5
h1 [cm] 1.7 2.3 2.6 3.0 2.2 2.0 2.3
xt [L] 3.70 5.40 2.85 3.69 1.90 1.22 1.27
Tasym [%] 8.0 6.8 6.5 5.5 8.0 9.0 8.0
Tb2 [%] 7.0 .0 .0 4.0 2.0 1.0 6.0
h2 [cm] 4.0 3.1 3.7 4.9 3.1 2.3 4.0
Table D7b List of parameters and key results of scanning experiments
Experiment: 0923scan 0925scan 0925scn2 0926scan 1103scn2 1103scan 1104scan
n 4 4 4 4 1 1 1
D0 [cm] .52 .52 .52 .52 1.03 1.03 1.03
α [°] 0. 0. 0. 0. 0. 0. 0.
H [cm] 4.0 8.0 8.0 8.0 4.0 4.0 4.0
ΔT0 [°C] 17.2 14.5 16.1 15.9 15.1 13.0 16.9
g'0 [cm/s2] 5.00 4.04 4.58 4.52 4.26 3.57 4.93
QT0 (cm3/s] 57.5 20.3 28.8 57.5 28.8 20.3 57.5
MT0 [cm4/s2] 3892.1 485.6 973.4 3892.1 992.0 494.6 3968.0
BT0 [cm4/s3] 287.5 82.1 131.7 260.0 122.5 72.5 283.5
ℓM [cm] 20.50 8.08 10.70 21.60 16.00 12.30 29.70
ℓQ [cm] .46 .46 .46 .46 .91 .91 .91
Fr0 42. 17. 22. 44. 17. 13. 31.
Re0 4860. 1720. 2430. 4860. 4910. 3470. 9810.
b1 [L] † † † † .09 .05 .02
b2 [L] 3.06 10.90 5.00 2.80 1.10 .56 .70
A0.1 [L2] 1.46 4.30 2.40 2.10 .23 .78 .05
A0.2 [L2] .52 .00 .00 .00 .01 .01 .00
ε .52 † .78 .67 .62 .60 .54
Vt [cm/s] 1.65 .20 .34 .60 .42 .30 1.20
† - no steady-state * - data not recorded/not applicable
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Table D8a List of parameters and key results of centerline experiments
Experiment: 1107cl 1107cl2 1108cl 1110cl 1111cl 1111cl2
n 1 1 1 1 1 1
D0 [cm] 1.03 1.03 1.03 1.03 1.03 1.03
α [°] 0. 0. 0. 0. 0. 0.
H [cm] 8.0 8.0 8.0 12.0 12.0 12.0
ΔT0 [°C] 13.9 15.3 17.0 15.2 14.2 15.1
g'0 [cm/s2] 3.90 4.35 4.96 4.33 4.00 4.27
QT0 [cm3/s] 20.3 28.8 57.5 57.5 20.3 28.8
MT0 (cm4/s2] 494.6 992.0 3968.0 3968.0 494.6 992.0
BT0 [cm4/s3] 78.7 125.1 285.2 249.0 81.0 122.8
ℓM [cm] 11.80 15.80 29.60 31.70 11.70 16.00
ℓQ [cm] .91 .91 .91 .91 .91 .91
Fr0 12. 16. 31. 33. 12. 17.
Re0 3470. 4910. 9810. 9810. 3470. 4910.
Tpeak [%] 24.5 23.5 21.8 14.3 18.0 17.0
TL/2 [%] 12.0 12.3 14.0 13.5 10.0 11.8
TL [%] 10.0 9.0 8.0 6.5 7.0 6.5
T2L [%] 8.0 7.0 5.5 4.0 6.0 5.5
T4L [%] 4.8 5.3 4.5 3.5 4.0 3.8
T4H [%] 15.5 14.8 16.5 11.5 8.0 10.0
T8H [%] 13.0 10.0 10.5 6.0 7.0 6.3
T16H [%] 9.5 8.0 7.3 4.0 6.0 5.5
T32H [%] 6.0 6.5 4.8 3.5 4.0 3.8
T64H [%] 4.8 5.0 4.5 * * *
T128H [%] * * * * * *
x0.1 [L] 1.11 .89 .72 .67 .44 .56
x0.2 [L] .28 .27 .26 .00 .00 .00
TS1 [%] 24.5 23.5 21.8 14.3 18.0 17.0
Tb1 [%] .0 .0 .0 .0 .0 .0
h1 [cm] 2.6 3.3 3.6 4.8 4.0 3.9
Xt [L] 1.05 2.69 1.27 1.27 .99 1.45
Tasym [%] 8.5 6.0 6.0 5.0 6.0 6.0
Tb2 [%] .0 .0 3.5 1.8 .0 .0
h2 [cm] 2.5 2.1 3.7 6.2 2.3 2.7
Table D8b List of parameters and key results of scanning experiments
Experiment: 1109scan 1109scn2 1110scan 1113scan 1112scan 1112scn2
n 1 1 1 1 1 1
D0 [cm] 1.03 1.03 1.03 1.03 1.03 1.03
α [°] 0. 0. 0. 0. 0. 0.
H [cm] 8.0 8.0 8.0 12.0 12.0 12.0
ΔT0 [°C] 14.4 16.1 18.1 16.2 13.1 15.1
g'0 [cm/s2] 4.00 4.55 5.32 4.66 3.57 4.22
QT0 [cm3/s] 20.3 28.8 57.5 57.5 20.3 28.8
MT0 [cm4/s2] 494.6 992.0 3968.0 3968.0 494.6 992.0
BT0 [cm4/s3] 81.2 130.9 305.9 267.9 72.5 121.4
ℓM [cm] 11.60 15.50 28.60 30.50 12.30 16.00
ℓQ [cm] .91 .91 .91 .91 .91 .91
Fr0 12. 16. 30. 32. 13. 17.
Re0 3470. 4910. 9810. 9810. 3470. 4910.
b. [L] † † † † † †
b2 [L] † 2.00 .72 1.35 2.08 2.67
A0.1 [L2] † .2(1 .14 .10 .08 .06
A0.2 [L2] † .00 .00 .00 .00 .00
ε .70 .75 .67 * .83 .82
Vt [cm/s] .30 .45 .68 * .36 .43
† - no steady-state * - data not recorded/not applicable

