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Using time-dependent density-matrix renormalization group, we study the time evolution of elec-
tronic wave packets in the one-dimensional extended Hubbard model with on-site and nearest neigh-
bor repulsion, U and V , respectively. As expected, the wave packets separate into spin-only and
charge-only excitations (spin-charge separation). Charge and spin velocities exhibit non-monotonic
dependence on V . For small and intermediate values of V , both velocities increase with V . How-
ever, the charge velocity exhibits a stronger dependence than that of the spin, leading to a more
pronounced spin-charge separation. Charge fractionalization, on the other hand, is weakly affected
by V . The results are explained in terms of Luttinger liquid theory in the weak-coupling limit, and
an effective model in the strong-coupling regime.
PACS numbers: 71.10.Fd, 71.10.Pm, 75.40.Gb
I. INTRODUCTION
Interacting electrons confined to one-dimensional (1D)
geometries exhibit several exotic properties. In higher di-
mensions, electronic properties can often be successfully
described by the Fermi liquid theory of non-interacting
quasi-particles. However, this description breaks down
in 1D. The low-energy behavior of interacting electrons
is universally described by the Luttinger liquid (LL) the-
ory.1,2 Unlike in the Fermi liquid theory, the low-energy
excitations are collective, and obey bosonic statistics.
One of the most remarkable properties of interact-
ing electrons in 1D is the spin-charge separation (SCS)
phenomenon. Luttinger liquid theory predicts that the
low-energy excitations decouple into spin (spinons) and
charge (holons) excitations that move at different veloc-
ities and at different energy scales.1–3 SCS has been ob-
served experimentally in semiconductor quantum wires,4
organic conductors,5 carbon nanotubes,6 and quantum
chains on semiconductor surfaces.7 It has also been pre-
dicted that SCS can be achieved in optical lattices of
ultracold atoms.8 More recently, SCS has been observed
in photoemission experiments on the quasi-1D cuprate
SrCuO2,
9 and in electrostatically gated quantum wires
deposited on a 2D electron gas.10
In addition to SCS, LL theory predicts charge fraction-
alization: when an electron (or hole) wave packet with
a given momentum is injected into the system, the wave
packet splits into left- and right-moving excitations car-
rying fractional charges. The charge ratio of these frac-
tional excitations is determined by the correlation expo-
nent Kρ which completely characterizes the LL and is
defined in terms of the microscopic couplings of the sys-
tem.2 Charge fractionalization is caused by many-body
interactions and the restricted phase space available for
scattering in 1D. Indeed, for non-interacting electrons,
all the charge moves in one direction, and no fraction-
alization is expected. Experimentally, charge fractional-
ization has been observed in quantum wires,11 where an
imbalance in the currents at the two drains of the wire
was detected when an electron with definite momentum
was injected in the bulk of the wire.
The basic lattice model used to describe interacting
electrons in 1D is the Hubbard Hamiltonian12 which
incorporates nearest-neighbor hopping and an on-site
Coulomb repulsion. The low-energy properties of this
model are well described by the LL theory. There-
fore, SCS and charge fractionalization is expected in this
model, at least in the long-wavelength limit.1,2 By re-
sorting to numerical techniques, it has been shown that
the SCS persists even beyond the LL regime in finite sys-
tems.8,13–17 Previous studies of the real-time dynamics of
wave packets in periodic Hubbard chains13 showed that
the time evolution of charge and spin densities dispersed
with different velocities as an immediate consequence
of SCS. In strongly correlated models for nanoscopic
rings,16 numerical calculations of the conductance re-
vealed minima as a function of an applied magnetic flux
at fractional values due to SCS. These fractional values
correspond to the velocity ratio of spin and charge exci-
tations. The extension of these results to quasi-1D sys-
tems has also been considered,17 and similar results to
the 1D scenario were found. Recent studies on charge
fractionalization in the 1D t-J model have shown that
different fractionalization patterns emerge at higher en-
ergy scales.18
Studying lattice models beyond the low-energy limit is
important because in many materials, electronic interac-
tions fall in the intermediate or strong coupling regimes.
In addition, longer range interactions may become rele-
vant leading to new physics with several types of order.
Typical materials are ferroelectric perovskites,19 proto-
type molecules such as tetrathiafulvalene-p-chloranil,20
charge transfer organic salts,21 organic compounds,22 etc.
In this paper, we focus on a simple but interesting ex-
tension to the Hubbard model: the addition of nearest-
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2neighbor (NN) repulsion. Such a term gives rise to the
so-called extended Hubbard model. This model displays
a richer phase diagram23–30 and dynamics31–33 than that
of the Hubbard model (see discussion below).
Using time-dependent density-matrix renormalization
group (tDMRG),34–36 we study the time-evolution of
wave packets created in a 1D extended Hubbard chain
with onsite and NN repulsion U and V , respectively.
The results show that V enhances spin-charge separation
while weakly affecting charge fractionalization. The main
findings can be summarized as follows. (i) Both charge
and spin velocities (vc and vs, respectively) show non-
monotonic dependence on V . (ii) For small and interme-
diate values of V , vc increases faster with V and SCS is
enhanced. (iii) The results are qualitatively similar in the
weak- (small U) and strong-coupling (large U) regimes,
but the underlying mechanisms are different in the two
regimes.
The rest of the paper is organized as follows. Sec-
tion II introduces the model and numerical technique.
In Sec. III we present a strong-coupling analysis of the
model and predict the effect of NN repulsion on SCS. In
section IV we show the bosonization equations for charge
and spin velocities and discuss the effect of V in the weak
coupling limit. In Sec. V we present the tDMRG results
for the time evolution of spin and charge densities. Final
remarks and conclusions are given in Sec. VI.
II. MODEL AND TECHNIQUE
We investigate an open Hubbard chain of L sites with
on-site and NN Coulomb repulsion. The extended Hub-
bard Hamiltonian is given by
H =− th
∑
i,σ
(
c†iσci+1σ + H.c.
)
+ U
∑
i
(
ni↑ − 1
2
)
×
(
ni↓ − 1
2
)
+ V
∑
i
(ni − 1) (ni+1 − 1) ,
(1)
where th is the hopping integral and U and V are the on-
site and NN repulsion, respectively. The rest of the no-
tation is standard. At half-filling, the ground state (GS)
phase diagram of this model is well understood.23–30 Both
analytical23,24,26,28 and numerical25,27,29,30 methods have
been used to reveal several nontrivial phases of Eq. (1).
The global phase diagram is as follows. For V < U/2,
the GS of H is a spin density wave (SDW) with antifer-
romagnetic (AF) quasi-long-range order. For V > U/2,
the GS is a charge density wave (CDW) with alternat-
ing doubly-occupied and empty sites. For small U and
U ∼ V , an intermediate bond-ordered wave state exists
for a narrow range of V at the phase boundary between
the SDW and CDW phases.28 As the SDW state is doped
away from half-filling, the holes introduce anti-phase do-
main walls in the AF order parameter. Similar behavior
is expected for the CDW state upon doping. Hence, for
slightly doped chains, the SDW-CDW competition is ex-
pected to persist.
In our calculations we use L = 50 sites close to half-
filling. The number of electrons per spin is set to N↑ =
N↓ = 23. The ground state |Ψ0〉 is calculated using static
DMRG.37 Then, a hole Gaussian wave packet with spin
σ and average crystal momentum k0 is created in the
system by applying the operator
h†σ(k0) =
∑
j
αj e
ik0j cjσ
= A
∑
j
e−(j−j0)
2/2σ2x eik0j cjσ (2)
to |Ψ0〉. The coefficients αj are chosen to generate a
Gaussian wave packet centered at site j0 with width σx.
The prefactor A is a normalization constant. In momen-
tum space, the wave packet is centered at momentum k0
with width σk = 1/σx. We use k0 = 0.46pi − 4σk and
σk = 0.075; i.e. k0 is set close to the Fermi momentum
which lies within the linear dispersion regime.
The excited state |Ψe〉 = h†↑(k0)|Ψ0〉 is time-evolved
under H: |Ψ(t)〉 = e−iHt|Ψe〉, where H is given by
Eq. (1). We follow the time evolution of the charge
and spin densities ni(t) = ni↑(t) + ni↓(t) and si(t) =
(ni↑(t)− ni↓(t))/2, respectively, with
niσ(t) = 〈Ψ(t)|niσ|Ψ(t)〉 − 〈Ψ0|niσ|Ψ0〉 (3)
so that in the results shown, the GS expectation values
are subtracted from the time-dependent measurements.
By performing this subtraction, we avoid characteristic
oscillations of the GS of the system. The algorithm im-
plemented for the time-dependent part of DMRG is based
on the Krylov space decomposition algorithm. An im-
plementation can be found in Refs. 36 and 38. In the
time-evolution calculations, 600-800 states per block are
kept. The results are well converged with this number of
states.
III. STRONG COUPLING LIMIT
We present first an intuitive picture of H in the strong-
coupling limit U  th and predict the effect of V on SCS.
For U  th and V = 0, the low-energy physics of H is
described by an effective th-J model with AF coupling
J = 4t2h/U . The holes move with hopping th. In this
limit, the charge and spin velocities are determined by the
holon and spinon bandwidths, respectively. vc ∝ th and
vs ∝ J . For finite but small V (V < U/2), a qualitatively
similar behavior is expected. In order to understand the
effect of V quantitatively, we discuss the charge and spin
sectors separately.
In the spin sector, it is easy to see that V renormalizes
the AF spin coupling to J = 4t2h/(U − V ). Thus J ,
and consequently vs, increase slowly as V increases in
the range V < U/2. This is observed in the numerical
3results. More precisely, using Bethe-ansatz results for the
strong-coupling limit,39 we have for the spin excitations
velocity
vs = piJ
(
1− sin 4kF
4kF
)
≈ piJ (1 + δ) , (4)
where we have considered a slightly doped half-filled band
with 2kF = pi(1− δ), and δ  1 is the density of holes.
The effect of V is more pronounced in the charge sec-
tor. We start with the V = 0 case in which the model
can be mapped into the AF th-J model as described
above. To simplify the discussion and in order to focus
on the charge sector, we assume that the spin interaction
is Ising-like, i.e., we consider a th-Jz model. This model
can be mapped exactly into a spinless fermions model
with hopping th and NN attraction Jz/4 = t
2
h/U .
40 The
effect of V is easy to see in this model. When V > 0,
the NN interaction between spinless fermions becomes
V − Jz/4 = V − t2h/U . The bosonization analysis of this
model gives the charge velocity1,2
vc = vF
√
1 +
2
pi
V − t2h/U
vF
(1− cos 2kF ), (5)
where vF = 2th sin kF . For a band close to half-filling in
the extended Hubbard model H, 2kF = pi(1 − δ). The
charge velocity can then be written as
vc ≈ vF
√
1 +
2
pi
V − t2h/U
vF
(
2− pi
2δ2
2
)
. (6)
These equations show that vc increases with V in the
strong-coupling limit faster that the spin velocity vs
shown in Eq. (4).
Based on the above arguments, vc and vs have a non-
monotonic dependence on V with a maximum around
intermediate V . SCS is enhanced for small V ≈ 2th.
IV. WEAK COUPLING LIMIT
In the weak coupling limit, U, V  vF , we can resort to
bosonization formulas for charge and spin velocities in the
presence of U and V . These couplings give rise to differ-
ent effective interactions in each sector: Uc and Us.
2 The
expressions for the velocities are vc = vF (1+Uc/pivF )
1/2,
and vs = vF (1 − Us/pivF )1/2. The weak-coupling inter-
actions are given by Uc = U + 2V (1 − 2 cos(2kF )) and
Us = U + 2V cos(2kF ).
Close to half-filling, the equations simplify to
vs ≈ vF
√
1− U
pivF
+
2V
pivF
(
1− pi
2δ2
2
)
(7)
and
vc ≈ vF
√
1 +
U
pivF
+
2V
pivF
(3− pi2δ2). (8)
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FIG. 1. Charge and spin propagation in the weak-coupling
limit (U = 2th and V = 0). ni (circles) and si (squares) are
shown at different times. At t = 0, the wave packet with
charge and spin is created centered at j0 = 30. The spin and
most of the charge move in the same direction but at different
velocities. SCS is evident starting at t = 3, as is the charge
fractionalization since a small fraction of the charge moves
in the opposite direction. As expected in this limit, charge
fractionalization is small (see text).
Thus, the velocities for both excitations increase with
V and, as in the case of the strong-coupling limit, they
are only slightly affected by doping effects. SCS is then
enhanced for small V . For the large V regime, the ground
state exhibits CDW, and SCS is suppressed as in the
strong-coupling limit (see below).
V. RESULTS
Figure 1 shows snapshots of ni and si for U/th = 2 and
V = 0 at different times. At t = 0, a wave packet with
charge and spin, is created centered at j0 = 30. The spin
and charge move in the same direction but at different
velocities (see Eqs. (7) and (8) with V = 0). SCS and
charge fractionalization, as predicted by the LL theory,
are evident starting at t = 3. The charge splits into
left- and right-moving packets. Note, however, that the
fractionalization is small and most of the charge moves
to the left, as expected for small U . LL theory predicts
that charge fractionalizes according to the formula q =
qL + qR where qL = q(1 + Kρ)/2 and qR = q(1 −Kρ)/2
are the left- and right-moving charges, respectively, and
Kρ = (1+U/pivF )
−1/2 is the LL parameter. For small U ,
Kρ ≈ 0.87 and most of the charge moves in one direction.
Using Eqs. (7) and (8), the ratio of the velocities in this
limit is vc/vs ≈ 1 + U/pivF & 1 in agreement with the
numerical results in Fig. 1.
Figure 2 shows the results for U/th = 2 and different
values of V . For each V , ni and si are shown at times
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FIG. 2. Charge and spin propagation in the weak-coupling
limit (U = 2th) for different values of V . For each V , ni
(circles) and si (squares) are shown at times t = 0 and t = 6.
For V/th ≤ 0.6, both vc and vs increase with V (see Eqs. (7)
and (8)). vc has a stronger dependence on V and SCS is
enhanced (see Eq. (8)). Charge fractionalization, on the other
hand, is weakly affected by V . As V approaches U/2, both
velocities decrease and SCS is suppressed.
t = 0 and t = 6. For V/th ≤ 0.6, both vc and vs increase
with V as predicted by the weak-coupling analysis based
on field-theoretical formulas of Sec. IV. Note, however,
that vc has a stronger dependence on V than vs and
SCS is enhanced as shown by Eqs. (7) and (8). Indeed,
the ratio vc/vs ≈ 1 + (U + 2V )/pivF shows explicitly
an increase of the SCS in the weak-coupling regime. It is
interesting to point out that, in spite of the effect on SCS,
the charge fractionalization is weakly affected by V . This
trend can be explained by looking at the bosonization
equations for qL and qR. In this regime and for the half-
filled case, Kρ = [1 + (U + 6V )/pivF ]
−1/2
. For U = 2th,
the numerical value, obtained from Kρ, of the left-moving
charge fraction is qL/q ≈ 0.94 for V = 0. This fraction
decreases slightly to qL/q ≈ 0.85 for V = 0.8th.
The results for large U , more specifically U = 8th and
V = 0, are shown in Fig. 3. SCS and charge fractional-
ization are observed in the strong-coupling limit as well.
This is shown in snapshots starting at t = 3. The spin ve-
locity is much smaller than that of the charge, as shown
by Eqs. (4) and (6). SCS is clearly seen at even earlier
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FIG. 3. Charge (circles) and spin (squares) densities in the
strong-coupling limit (U = 8th and V = 0). The wave packet,
with charge and spin, is created at t = 0 centered at j0 = 30.
SCS and charge fractionalization are observed before t = 3.
The spin velocity is much smaller than that of the charge.
Note that the spin excitation is almost completely localized
(see Eqs. (4) and (6) with V = 0). Charge fractionalization is
stronger than in the weak-coupling case and it approaches the
behavior expected for the strong-coupling regime (see text).
times. In the strong-coupling limit this may be related to
the velocity ratio vc/vs ≈ th/J  1, which is remarkably
larger than in the weak-coupling case. Charge fraction-
alization is also more pronounced in this limit. The left-
and right-moving charge fractions are comparable. In
other words, the charge splits into almost equal fractions
moving in opposite directions. In the limit U/pivF  1
and close to half-filling, as in this case, the relevant low-
energy physics is dictated by the motion and effective
interaction of holes. A crossover in the correlations of
these holes between power-law and long-range behavior
is expected depending on the energy scale. This crossover
is associated with the opening of a gap in the charge sec-
tor at half-filling. If the correlations are long-ranged, one
expects an effective correlation exponent close to zero
giving rise to an almost even charge fractionalization (see
Eq. (3.10) in Ref. 41).
Figure 4 shows the charge and spin densities, ni and
si for the strong-coupling limit (U = 8th) and different
values of V . For each V , the results are shown at t = 0
and t = 5. The spin velocity is small and increases slowly
with V in agreement with Eq. (4). The charge velocity
also increases with V displaying a stronger dependence
than that of vs. This is in agreement with the strong-
coupling analysis presented in Sec. III (see Eq. (6)). As a
consequence of this strong dependence on the NN repul-
sion, SCS is therefore enhanced. The velocity ratio of the
excitations is vc/vs ≈ (vF /piJ)(1 + 2V/pivF ) leading to a
substantial increase of the SCS. The charge fractionaliza-
tion, however, is very weakly affected as can be expected
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FIG. 4. Charge and spin densities, ni (circles) and si
(squares) for large U , U = 8th, and different values of V .
For each V , the results are shown at t = 0 and t = 5. The
spin velocity is small and increases slowly with V as shown
by Eq. (4). On the other hand, the charge velocity exhibits a
strong dependence on V , see Eq. (6). Note that increasing V
from 0 to 2th leads to a substantial enhancement of the SCS.
The charge fractionalization, however, is weakly affected.
from the value of the correlation exponent for the spin-
less fermions model, Kρ ≈ [1 + 2pi V−t
2
h/U
vF
(2− pi2δ22 )]−1/2.
This equation is derived using the same reasoning as in
Sec. III.
For the large V limit, the CDW fluctuations become
dominant. In the half-filling regime and for V > U/2,
the ground state is a band insulator with alternating
empty and doubly-occupied sites. As expected for band
insulators, SCS is suppressed. An electron (or hole)
added in the system moves with an effective hopping
t˜ ∝ t2h/(V − U/2). In this regime, vc ≈ vs and both
velocities are proportional to t˜. This has been observed
in the numerics (not shown) for large V .
It is also worthwhile to point out that the presented re-
sults can be extended to models with a similar GS phase
diagram such as the Hubbard model with an ionic poten-
tial ∆.42 This model at half-filling also exhibits an SDW
for U > ∆ where SCS and charge fractionalization are
expected. For U < ∆, a CDW develops and therefore
there is no SCS or fractionalization. In the vicinity of
U ∼ ∆, the system shows a spin dimerized phase simi-
lar to the bond-ordered phase of the extended Hubbard
model.
VI. CONCLUSIONS
Using tDMRG, we have studied the spin-charge sepa-
ration in the extended Hubbard model focusing on the
effect of nearest-neighbor repulsion. The excitation, in-
troduced in the system by creating a Gaussian wave-
packet, carries charge and spin. We have studied both
the weak- and strong-coupling regimes. In both regimes,
the effect of V is to enhance spin-charge separation ten-
dencies. For small and intermediate V , both spin and
charge velocities increase with V , but charge velocity
has a stronger dependence, and spin-charge separation
is more pronounced. As V is increased further, and the
ground state approaches the CDW regime, the ratio of
the velocities vc/vs ∼ 1 and spin-charge separation and
charge fractionalization are suppressed.
Notwithstanding the qualitative similarity between re-
sults in the weak- and strong-coupling regimes, their
explanations differ. The results in the weak-coupling
regime can be explained using bosonization equations.
In the strong-coupling regime, on the other hand, the re-
sults are better understood by mapping the Hamiltonian
into an effective low-energy model, and studying the spin
and charge sectors independently. Our numerical results
also show that spin-charge separation goes beyond the
asymptotically low-energy theory of LLs for the extended
Hubbard model. We would like to remark the weak ef-
fect of V on charge fractionalization. Both in the weak-
and strong-coupling regimes, charge fractionalization in-
creases only slightly as V increases. Similar results (not
shown here) are obtained in the intermediate coupling
regime, U ≈ 4th.
tDMRG should enable future work extending the
present study to include more complicated geometries
and systems, such as ladders, multiorbital models,43 and
materials with strong electron-phonon coupling.
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