Abstract: A 3-D numerical model has been developed to investigate the transient thermal, electrical, and optical output performance of a single-chip light-emitting diode (LED) with an interdigitated mesa geometry under dc operation and a multimicrochip LED under either dc or full-wave operation. These two LED chips are fabricated on the same sapphire wafer. The junction temperature, the light output power, and the electroluminescence intensity of both LEDs are measured under dc to prove the results of the numerical simulations. The numerical simulation results are in good agreement with the experimental ones. The numerical results indicate that the multimicrochip LED under dc operation will demonstrate the best thermal and light output performance. Utilizing the input power considered in the present computation, the light output power for the multimicrochip LED, under either dc or full-wave operation, is raised continuously. On the other hand, the saturation of the light output is observed for the single-chip LED with interdigitated mesa geometry.
Introduction
The progress made in the development of solid-state lighting technology over the last decade has increased its applications in light-emitting diodes (LEDs). The many advantages of LEDs, such as their narrow spectrum, long lifetime, and good mechanical stability [1] , have led to them gradually replacing some conventional light sources. High-brightness LEDs have demonstrated excellent ability to function in back and general lighting applications [2] . In addition, the superior heat dissipation and better current spreading of the LED make it able to operate under higher power conditions. There are some methods to increase the light output of a LED chip, e.g., to design a better electrode pattern for a single LED chip [1] , [3] - [6] and to manufacture a monolithic LED chip array [7] , [8] . When the input power of a LED chip is enlarged, it results in an increase in the current and heat crowding. Therefore, some methods have been developed to improve the current spreading and heat transfer in LED chips by means of the optimum design of the electrode pattern and the geometry of the epitaxial structure [3] - [6] . Chakraborty et al. [7] fabricated an interdigitated multipixel array (IMPA) chip, which can suppress the current crowding and thereby improve the LED performance at high current injection. The chip array employed in the LED can increase the energy utilization efficiency and reliability [9] . The current distribution in the LED chip is affected by the size and pattern of the electrode, as well as the material properties of the chip [5] , [10] - [12] and cannot be measured directly but is usually estimated from the light output. A better design for the electrode pattern in monolithically integrated LED arrays can also increase the light emitting ratio and decrease the thermal burden [8] . This device will have excellent performance even when operating at high power. The efficiency droop in nitride-based LEDs [3] , [13] - [15] still presents an important limitation for achieving high-power and low-cost emitters. Besides, the recent progress in the development of InGaN-based LEDs also includes enhancement of their internal quantum efficiency [16] - [18] , improvement of material quality [19] - [21] , and novel methods to achieve improved light extraction from resultant devices [22] - [24] . In addition, the potential of using integrated III-Nitride alloy as monolithic thermoelectric devices for achieving active solid state cooling in high-power LEDs has been examined in recent work [25] - [27] .
Many different structures of LED chips have been designed and fabricated in the search for superior LED performance [1] , [5] , [7] , [28] . However, this procedure is expensive and time consuming. To save expense and time, the use of analytical models has been proposed to explain the current spreading phenomenon and then to design a better device structure of LEDs [29] , [30] . A 2-D numerical model was developed by Guo et al. [31] that incorporated the interdigitated mesh pattern into the LED to obtain a more uniform current spreading. Hwang et al. [32] developed a 3-D numerical simulation model incorporating the concept of series and parallel connections to investigate the current spreading in a LED. Recently, the finite-element scheme has been utilized to compute the electric potential and current density distribution in the LED chip directly, through the continuity equation of electronic transport [6] , [33] . With this approach, the simulation of complex LED structures becomes possible.
The influence of the thermal effect on the performance of the LED has been considered in numerous studies [5] , [10] , [11] , [28] , [29] , [32] . Kim et al. [5] showed in their experiments that, in the case of a small electrode, the output power saturation may occur for higher input power, and they have conjectured that the degradation of output power may be due to the enhancement of device resistance from the thermal effect. A higher temperature in the LED will reduce the voltage drop across the contact and the junction [28] and degrade the lifetime of the LED device [29] , [34] . The heat causes a decline in the luminous efficacy [10] , [11] , [32] and a change in the color rendering index, with a shift of the point of chromaticity toward the blue end of the spectrum, raising the color temperature [34] , [35] . Heat from nonradiative recombination and Joule heating are the two main sources of the thermal effect in LED chips [11] , [28] , [29] , [32] . The nonradiative recombination in the active region is the dominant source of heat at lower current conditions. However, the Joule heating becomes significantly more important at higher current conditions since the Joule heating is proportional to the square of current [36] . However, the size of the LED chip is so tiny that the temperature distribution and the local current density in each layer are difficult to measure. At the present time, the junction temperature of LEDs is commonly measured by the forward-voltage method [36] - [39] . Bogdanov et al. proposed a numerical model based on the finite volume method, which was used to simulate an IMPA LED and a conventional lateral injection LED [40] , [41] . The IMPA LED was designed with the parallel connection idea to avoid the problem of current crowding and overheating in the active region. They compared the numerical results with the experimental results obtained by Chakraborty et al. [7] and obtained a good agreement in the output optical power but had some errors in current-voltage (I-V ) characteristics. Hwu et al. [42] extended the numerical model proposed by Chen and his coworkers [6] , [33] to include the thermal effect. A simulation was performed for vertical LED chips with different n-electrode areas taking into account the effect of current blocking layer size. The results are in good agreement with the experimental ones obtained by Kim et al. [5] . Tu et al. [1] fabricated high-power ThinGaN LED chips with different electrode patterns and employed the numerical simulation tool developed by [6] , [33] to investigate the electrical characteristics of these samples. At the present time, there is no numerical model able to simulate a transient problem or account for the saturation effect of light output.
Nowadays, LEDs driven by alternating current (ac) are receiving much attention due to their characteristics of high voltage (HV) and low current [38] , [39] , [43] , [44] . They are also convenient to operate in an ac utility system. In contrast, the traditional dc LED chip can be powered by a few volts of direct current, but a transformer and a rectifier are needed for operation in the utility system. A novel LED chip array, usually known as a HV LED, can be driven by either an ac or a dc source through a full-wave rectifier [45] . Under ac source operation, all microchips for the HV LED are simultaneously turned on according to the ac cyclic when the threshold voltage is reached. This can improve the drawback of an ac LED where only part of the radiation area is turned on in each bias direction. However, the transient characteristics of the temperature, electrical, and light output of HV LEDs are difficult to observe under ac operation. Therefore, it is necessary to develop a proper unsteady numerical model to understand these characteristics.
In this paper, the numerical model developed in our previous work [6] , [33] , [42] has been modified and expanded to be capable of accounting for the transient behavior and the saturation effect of the light output power. A numerical simulation has been performed to investigate the thermal, electrical, and light output performances of the HV LED and the single-chip LED with an interdigitated mesa structure under different input powers. To verify the numerical results, the junction temperature, the light output power, and the electroluminescence (EL) intensity are measured under dc operation. Besides, the transient behavior of the HV LED under the full-wave operation is predicted through a series of numerical simulation.
Simulation and Experiment

Numerical Model
An HV LED chip with 16 series-connected microchips and a single-chip LED with an interdigitated mesa geometry are analyzed, as shown in Fig. 1 (a) and (b), respectively. The full chip dimensions are 1:2 mm Â 1:2 mm Â 106 m in both cases. Each microchip in the top and bottom rows is 0.22 mm Â 0.35 mm, while those in the middle row are 0.18 mm Â 0.43 mm. Photographs were taken using a digital camera (E-420, Olympus) with the ISO value set to 200 through an optical microscope (BX60, Olympus). In order to ensure that the two LED chips have the same material properties and epitaxial structure, the GaN LED chips are fabricated on the same wafer. They are mounted on a copper lead frame with an aluminum heat-dissipating fin (39 mm Â 37 mm Â 17 mm), as shown in Fig. 2 . A schematic representation of a cross section in the lateral direction of the LED chips is shown in Fig. 3 . The thicknesses of the ITO layer, p-type GaN layer, active layer, n-type GaN layer, and sapphire are 0.5, 0.2, 0.8, 4.5, and 100 m, respectively.
The continuity equation for electronic transport in a LED chip is
where " is the relative dielectric constant (8.9 for GaN) [36] , t is the time, is the conductivity, and V is the electrical potential. The resistivities ð ¼ 1=Þ of the electrodes, ITO, p-GaN, and n-GaN are 7:25 Â 10 À6 Á cm, 1 Â 10 À3 Á cm, 14 Á cm, and 1 Â 10 À2 Á cm, respectively. Following our previous work [42] , the current through the active layer is assumed to be in the direction perpendicular to the layer. Otherwise, the specific p-and n-contact resistances are also following our previous work [42] . The equation for calculating the electrical potential in the LED is solved using the finite-element method (FEM). The equivalent conductivity for each element in the active layer is proposed by
where l e is the elemental thickness of the mesh, V j is the voltage drop between the active layer, and J e is the elemental current density. The current behavior through the active layer of the LED chip is dominated by the Shockley equation
where J 0 is the saturation current density, e is the elementary charge ð1:6 Â 10 À19 coulÞ, n is the ideality factor, k is the Boltzmann constant ð1:38 Â 10 À23 J/KÞ, and T is the absolute temperature. It is well known that J 0 and n are dependent on the material quality and/or device structure. Therefore, the values of J 0 and n are calculated using our measurement of the I-V characteristics. The p-pad is set to have a uniform input current, and the n-pad is set as the ground. With the exception of the electrodes, the rest of the boundaries in the LED chip are all assumed to be insulated.
The equation of conduction heat transfer with the heat source is
where D is the density, C p is the specific heat, and k c is the thermal conductivity. Based on the law of energy conservation, the input electrical power is transferred into two major parts: one is the light output power ðP out Þ, and the other is the heat generation. The ratio of the light output power to the input electrical power in the active layer is known as the conversion efficiency [46] ,
where I is the current. The CE used in our numerical simulation are determined from the experiment by measuring the P out and I. And the V j is calculated by deducting the product of current and series resistance [10] of LED from the forward voltage obtained by the measurement of the I-V characteristics. Thus, we propose the heat generation term _ q in the active layer as follows:
The heat generation term per unit volume _ q due to Joule heating in the layers of the LED chip except the active one is
The heat from the absorption of light output power in LED chip is considered in the term of active layer. The thermal conductivities of the materials inside the LED are summarized in Table 1 [40] , [46] - [48] .
The thermal boundary condition at the surface of the LED packaged with an aluminum heatdissipating fin (see Fig. 2 ) is assumed to bê
wheren is the unit normal vector of the interface, T inf is the air temperature, and h is the convective heat transfer coefficient. Here, we select h ¼ 5 W/m 2 Á K and T inf ¼ 290 K since the LED is under the natural convection environment.
The thermal and electrical equations mentioned above are solved with the FEM method to obtain the temperature, the electrical potential, and the current density in the LED chip. The mesh for each layer is made up of pentahedron elements. Convergence testing of a LED chip with an interdigitated mesa structure has been performed for element numbers of the entire packaging with 120483, 152104, 351189, and 459695. The simulation results for temperature, current density, and voltage are almost the same as for the cases of 351189 and 459695. To save on computational memory and the computation time, the number of finite elements is chosen to be 351189 for the entire packaging domain, and the relative tolerance is selected to be 1 Â 10 À3 for the variables of temperature and voltage. Fig. 4 shows the element structure for the LED chip with an interdigitated mesa structure and the heat-dissipating fin. Convergence testing is also carried out for the case of the HV LED, with the number of finite elements chosen to be 344026.
Experimental Setup for Measuring the Junction Temperature
A system based on the forward-voltage method [36] , [39] has been constructed to measure the junction temperature of the present LEDs, as shown in Fig. 5 . This system consists of a temperature-controlled oven (BC-02, Poworld), a source meter (2400, Keithley), a computer, a temperature sensor with a T-type thermocouple, and a sample testing room (EIA/JESD 51-2 Industrial Standards). For calibration measurement, the LED is placed in a temperature-controlled oven. The calibration is executed in a pulsed low current mode to avoid heat generation in the LED. The forward voltages are measured at different oven temperatures. During the calibration process, the linear relationship between the forward voltage and the junction temperature is obtained. This relationship provides a constant slope, called the K-factor. Subsequently, the LED is placed in the sample test room and driven by a working current. The forward voltage is measured when thermal equilibrium is reached. The forward voltage is again measured after switching to the low current. The difference in forward voltages between the working current and the low current is divided by the K-factor to obtain the temperature difference. The junction temperature is equal to the temperature difference plus the ambient temperature. Otherwise, the values of J 0 and n are determined from the I-V characteristics of the two types of LED under dc operation and are shown in Table 2 .
Experimental Setup for Measuring the EL Intensity and Light Output Power
The system for measuring the EL intensity of the LED is comprised of an optical microscope (BX60, Olympus) and a camera (SP620U, Ophir) with a charge coupled device (CCD; Fig. 6 ). The EL intensity is transferred into the digital signal and is then shown on the computer monitor. An integrating sphere (12.5 in, Sphere Optics) and a spectroscope (USB2000, Ocean Optics) are set up to measure the light output power from the LED (see Fig. 7 ).
TABLE 2
Values of J 0 and n for the LED chips Figs. 9 and 10 show the EL intensity at the chip surface and the simulated current density and temperature distributions at the active layer for the two LED chips for a 4-W input power under dc operation. For the single-chip LED, the current crowding appears in the region near the apex of the p electrode. On the other hand, the current crowding for the multimicrochip LED occurs in the region near the n electrode. The EL intensity and the temperature are higher in these regions. The difference between the higher and lower current densities for the multimicrochip LED is higher than that for the type with a single chip, but the current distribution in the multimicrochip LED is more uniform than that in the single-chip LED with an interdigitated mesa geometry. Therefore, the EL distribution of the multimicrochip LED is also more uniform than that of single-chip one. The maximum junction temperatures for the single chip and the multimicrochip are 382 K and 369.4 K, respectively. The differences between the maximum and minimum junction temperatures of the single-chip LED and the multimicrochip LED are 11.4 K and 6.3 K, respectively. The lower junction temperature difference for the multimicrochip LED can be expected since the current density distribution is more uniform than that of the single-chip LED.
Results and Discussion
The average junction temperatures under different input powers for the two different LED chips obtained from the numerical simulation are compared with the experimental temperatures, as shown in Fig. 11 . The numerical results are in good agreement with the experimental ones. The junction temperature increases almost linearly as the input power increases. The difference of the junction temperature between two LED chips is more significant for higher temperatures. The conversion efficiency decreases as the junction temperature becomes higher. Hence, the experimental Fig. 9 . Distribution of (a) EL intensity at the chip surface (measured), (b) current density (simulated), and (c) temperature (simulated) at the active layer of the single-chip LED. Fig. 10 . Distribution of (a) EL intensity at the chip surface (measured), (b) current density (simulated), and (c) temperature (simulated) at the active layer of the multimicrochip LED. light output power difference between two LED chips increases when the input power is higher (see Fig. 12 ). Fig. 12 shows that the light output increases as the input power increases. The rate of increase decreases for higher input powers. This can be expected because of the poorer conversion efficiency at higher temperatures.
The normalized EL intensities at the chip surface along a certain line for the two different LED chips are compared with the normalized current densities and the normalized light output power intensities in the active layer as obtained from the numerical simulation for different input powers of 1 W, 2 W, 3 W, and 4 W, as shown in Fig. 13 . The results show that the trend of the variation of the normalized current density and the normalized light output intensity with the position for the present numerical simulation. They are similar to that with the normalized EL intensity from the LED chip. In both the experimental and numerical simulation results, the increment decreases gradually when the input power increases. This phenomenon may be a result of the lower conversion efficiency due to thermal effects. The results of the normalized light output power intensity of the numerical computation have already extracted the heat loss from the nonradiative recombination since the conversion efficiency is taken into account in our model. Therefore, the magnitude of the normalized light output power intensities is closer to that of the normalized EL intensities in comparison with the normalized current density case.
A numerical simulation of the multimicrochip LED operated under a full-wave condition was performed. The apparent power is usually employed for the multimicrochip LED under the full-wave operation. For the alternating current condition, the apparent power is computed by multiplying the root-mean-square current ðI rms Þ by the root-mean-square voltage ðV rms Þ. When the impedance is a pure resistance, the apparent power is the same as the true power. The LED is driven when the voltage is over the threshold. Under the threshold voltage, the forward current is not functional. Therefore, the true power is less than the value of apparent power. Fig. 14 shows the simulated instant average junction temperature under an apparent power of 6 W for full-wave operation after the quasi-steady state has been reached. The range of oscillation of the junction temperature between the maximum and minimum values is about 30 K. The time average junction temperature under this apparent power is about 400 K, which is lower than the junction temperature for the same multimicrochip LED under the same input power under dc operation (410.9 K). However, the instant maximum junction temperature under the full-wave operation (about 415 K) is still higher than the junction temperature under dc operation.
In this paper, the experiments do not go beyond a 4-W input power since the junction temperature at this point is near 380 K. However, a numerical simulation is still carried out to investigate the saturation effect under higher input powers. Fig. 15 shows the difference between the maximum junction temperature and minimum junction temperature in the active layer of both LED chips under different operating conditions. The time average junction temperature is used for the multimicrochip LED under full-wave operation. The temperature difference in the multimicrochip LED under fullwave operation is about 10 K at an apparent power of 8 W, while that in the single-chip LED under dc operation is about 27 K. It is due to the value of apparent power (8 W) higher than the true power under full-wave operation. Otherwise, the current crowding problem is more serious in the single-chip LED under dc operation. The temperature difference for the multimicrochip LED under the full-wave operation is the smallest. A higher temperature difference on a LED chip will induce more serious thermal stress effects and reduce the lifetime of the LED chip. Therefore, in terms of the time averaged junction temperature, the junction temperature of the multimicrochip LED under full-wave operation will not only be lower, but the temperature difference in the active layer will also be lower under the same input power operation. The difference in the instant maximum and minimum junction temperatures is 30 K at an apparent power of 6 W, but this is still higher than the temperature difference in the active layer of the single-chip LED (20.3K). The lifetime of the multimicrochip LED under full-wave operation may be reduced due to the nonuniformity of the temperature difference in this time frame.
The light output power is calculated for different input (apparent) powers under dc and full-wave operation, as shown in Fig. 16 . The light output power first increases quickly and then more slowly as the input power increases. Due to the poorer conversion efficiency, the light output power of the single-chip LED becomes saturated when the input power exceeds 6 W. When the light output power reaches the saturation stage, the increase in energy due to increasing the input power mainly contributes to heating the LED chip leading to thermal failure of the LED chip. From Fig. 16 , we can see that the light output power of the multimicrochip LED whether driven by dc or full-wave operation does not reach the saturation stage for the input power considered here. Since the value of apparent power of the multimicrochip LED under full-wave operation is higher than the true power, the light output power of the multimicrochip LED driven under full-wave operation is lower than for the dc driven one. The true power is calculated for different apparent powers. The wall plug efficiency is defined as the ratio of the light output power to true power. It is shown in Fig. 17 . When the input power is higher, the wall plug efficiency decreases. The single-chip LED has a lower wall plug efficiency than the multimicrochip LED. The wall plug efficiency of the multimicrochip LED driven by full-wave operation is almost the same as that driven by dc power at an input power of 1 W. The true power is lower than the apparent power under the full-wave operation. When the input power is larger, the wall plug efficiency of the multimicrochip LED driven under full-wave operation becomes smaller than that driven by the dc power and the difference becomes large.
Conclusion
In this paper, a 3-D numerical model taking into account the coupling effect of the thermal and electrical characteristics has been developed to investigate two types of lateral-injection GaNbased LED chip with multimicrochip and single-chip configurations with interdigitated mesa geometry. Moreover, the junction temperature, EL intensity, and light output power have been measured under dc operation. There is a good agreement between the light output power intensity distribution obtained from the present numerical simulations with consideration of the thermal effect and the EL intensity distribution from the experimental measurements. A numerical simulation has been also carried out for the multimicrochip LED under full-wave operation. In terms of thermal performance, the calculated junction temperature of the multimicrochip LED under dc operation is the most uniform. The junction temperature and the nonuniformity of the temperature in the LED chip increases as the input power increases. The multimicrochip LED under dc operation also has the highest light output power and best wall plug efficiency. Therefore, it has the best light output performance. For the single-chip LED with the interdigitated mesa geometry, the light output power has been saturated at lower input powers. On the other hand, when the input power increases, the light output power of the multimicrochip LED under both dc and full-wave operation increases continuously for the input power considered in this paper.
