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ABSTRACT
Energy efficiency and operating range of an electric vehicle (EV) are strongly affected by the performance of thermal
management for its battery pack and cabin environment. By use of air-source heat pump (ASHP) with multiple
evaporators/condensers, integral thermal management system (ITMS) can synchronize the cabin and battery thermal
management efficiently. In this paper, we propose a nonlinear model predictive control (NMPC) strategy for ASHPITMS for EV with all-cooling operation. The NMPC is designed to optimize the overall efficiency while regulating
thermal requirements based on driving cycle information. For NMPC design, a nonlinear autoregressive model with
exogenous inputs using recurrent neural network (NARX-RNN) is adopted, in which the states include cabin supply
air temperature, and battery return liquid temperature, and the outputs include COP and superheats of the battery and
cabin evaporators. A model selection procedure that fits the RNN structure is applied to obtain structurally
parsimonious model to reduce computational load of NMPC design. The proposed control strategy is evaluated with
a Modelica model of EV ASHP-ITMS. With the NMPC is designed and implemented in Python, a Modelica-Python
co-simulation platform is developed using the Functional Mockup Interface (FMI). Simulation study is performed to
validate the effectiveness of the proposed strategy.

1. INTRODUCTION
Electric vehicles (EVs) have a great potential for high-performance mobility with energy and environmental
sustainability (Bottiglione et al., 2014), as well as a source for grid support (Brown et al., 2010). Thermal management
is deemed a primary aspect for EV design and operation, important for battery health and performance, energy
efficiency and operating range, besides onboard environmental regulation. EV battery cooling is critical and
challenging, mainly due to the high power density nature of vehicle-propulsion battery units, and the
charging/discharging induced cooling load patterns featuring large variations and fast transients; thus, heat pump with
liquid cooling has been well adopted. For Li-ion battery packs, 15-35°C is considered as suitable temperature range
(Masoudi et al., 2016). For cabin heating in winter, heat pump is more efficient than the conventional PTC heating.
With proper control of refrigerant flow, a heat pump can sustain simultaneous heating and cooling operations for cabin
and battery, taking advantage of heat recovery (Shen et al. 2020).
Besides system design, different control methods have been proposed. Optimal control is a natural choice in light
of the energy efficiency requirement. To address all the aforementioned problems, an integrated thermal management
system (ITMS) model with detailed HVAC, and cabin environment dynamic models is highly needed. In recent work,
model predictive control (MPC) strategies have been studied for thermal management of EVs (He et al., 2018, and
Liu et al., 2021), as they offer solutions to receding-horizon optimal control problems for multivariable dynamic
systems with rigorous handling of operational constraints. Two-layer MPC strategies were proposed for battery
thermal and energy management to synergize trip-prediction based control and onboard equipment operation (Amini
et al. 2018; Zhao et al. 2021). Nonlinear MPC has been studied for cabin climate control (Wang et al. 2018, Glos et
al. 2021) without or with air quality consideration. Schaut et al. (2020) designed an MPC strategy for cabin climate
control with both thermal and air quality regulation, using Koopman linearization to handle some nonlinear aspect.
In this study, an MPC strategy is designed and simulated. For the NMPC design, a nonlinear autoregressive model
with exogenous inputs recurrent neural network (NARX-RNN) model is obtained. This control-oriented model
includes manipulated inputs as the compressor speed and the EEV opening for the cabin and battery evaporators, states

19th International Refrigeration and Air Conditioning Conference at Purdue, July 10 - 14, 2022

2484, Page 2
as cabin supply air temperature, and battery return liquid temperature, and the outputs as COP for optimization and
superheats of the battery and cabin evaporators. The cost function has both COP optimization and battery thermal
management with cabin thermal constraints for the entire system thermal regulation. The constraints for outputs are
adopted for safety operation, while other related variables as suction and discharge pressures of the compressor,
compressor discharge temperature, condenser outlet air temperature are ignored in this study to reduce the complexity
of NARX-RNN models. Before the MPC design, the optimal neural network selection (Fogel 1991) is implemented
to determine a proper time delay orders and hidden layer in neural network models. This MPC based energy
management optimizes the overall energy efficiency and satisfies the regulation requirements by considering the
weather and trip forecast information, and various operational constraints can be naturally included into the
constrained receding-horizon dynamic optimization problems. A Modelica-based simulation platform for integrated
energy management of EVs that involves coupled thermal and power managements is adopted in Dymola (Dassault
Systems, 2019) with TIL Library (TLK-Thermo, 2015) as schematic in Figure 1. In addition to simulate with a real
transportation driving cycle, a powertrain system of EVs is also modeled with VeSyMA Library (Dassault Systems,
2019). Therefore, the MPC control strategy is coupled with the plant simulation model via the development of a
Functional Mockup Interface (FMI) as a co-simulation mechanism.
The remainder of this paper is organized as follows. The air source heat pump based integrated thermal
management system (ASHP-ITMS) is described in Section 2. Then, an MPC strategy is designed to regulate the cabin
supply air temperature, battery return liquid temperature, and efficiency optimization, and model selection for NARXRNN models is processed in Section 3. Finally, an FMI based co-simulation framework and results are presented in
section 4 with known forecasting driving cycle. The last section concludes the paper and presents some possible future
work.

2. EV INTEGRATED THERMAL MANAGEMENT SYSTEM MODELING
The schematic of the integrated thermal system model for EV is shown in Figure 1, which consists of subsystems of
a heat pump, a cabin, a battery liquid cooling, and a vehicle powertrain system. These subsystems will be described
in detail in the remainder of this section.

(a) Mode #1: 2C of cabin and battery
(b) Mode #2: 1H for cabin and 1C for battery
Figure 1: Schematic of the integrated energy management system for electric vehicle operation.
In this study, an air source heat pump (ASHP) system is developed as a unified source for cabin environment
control and battery thermal management, to reduce the power cost and improve the overall efficiency. The ASHP
model includes a compressor, three heat exchangers (a condenser heat exchanger, a gas cooling heat exchanger for
cabin and a liquid cooling heat exchanger for battery cooling respectively), two electronic expansion valves (EEV)
(one for cabin evaporator and one for battery evaporator), an air handling unit (AHU) for cabin, two bypass valves
and a 4-way valve for switching modes, and a cooling plate that is attached onto the battery pack to absorb the ohmic

19th International Refrigeration and Air Conditioning Conference at Purdue, July 10 - 14, 2022

2484, Page 3
heating during the EV operation. There are two optional work modes by switching valves. One is both cooling
operation at battery loop and cabin loop (Mode #1); while another is battery loop remains cooling operation, but cabin
loop operates heating mode (Mode #2). For illustrative purpose, summer operation (Mode #1 is mainly discussed in
the remaining research) is assumed, i.e. cooling is required for both cabin air conditioning and battery cooling. The
two cooling loops are sustained with one heat pump compressor. The battery cooling is enabled with a liquid cooling
unit, while the cabin air conditioning is realized with an air-handling unit.
Most of the components are derived from the modules in the VeSyMA Library and TIL Library. The TIL Library
provides the modules for ASHP, and the VeSyMA Library provides the modules for vehicle powertrain. The
compressor model is efficiency based static model with ideal isentropic compression based on the module of
TIL.VLEFluidComponents.Compressors.EffCompressor. The EEV is modeled as isenthalpic process by the module
of TIL.VLEFluidComponents.Valves.OrificeValve, in which the mass flow rate through the valve is determined based
on the effective flow area. The gas cooling and condenser heat exchangers are Multi-Port Extruded Tubes (MPET)
types modeled with TIL.Automotive.HeatExchangers.MPET.MoistAirVLEFluid.DetailedCrossFlowHX, and liquid
cooling
heat
exchanger
is
a
parallel
plate
heat
exchanger
model
with
module
of
TIL.HeatExchangers.Plate.VLEFluidLiquid.ParallelFlowHX. The dimensions are 0.26m × 0.035m × 0.23m (L ×
W × H) for cabin heat exchanger, 0.55m × 0.016m × 0.4m (L × W × H) for front heat exchanger and 20 cooling
plates of 1m × 0.1m (L × W) for liquid evaporator. The vehicle powertrain model is modified by a dual-motor
electric vehicle model in VeSyMA Library. This drivetrain system model contains a Li-Ion 18650 battery model,
which can simulate battery thermal performance during driving cycle with reduced electrical model or experimental
data from existing battery storage, a PMSM electric motor mode, a driveline mode, a chassis model, a brake system
model and also a driver model to simulate drivers’ behavior.

3. NARX-RNN BASED MPC FOR ASHP-ITMS
This section describes the NMPC strategy proposed for the ITMS operation, as well as NARX-RNN model for
control design. As a simple treatment, the battery power consumption is assumed known. In the current stage of work,
the heat pump system is restrained to Mode #1 operation only, i.e. both cabin and battery are subject to cooling
operation. Under such operation mode, the radiator heat exchanger works as a condenser, while the heat exchangers
for cabin and battery cooling both work as evaporator.

3.1 Problem Formulation
For the EV-ITMS system, the manipulated inputs include the compressor speed (Ω𝑐𝑐𝑐𝑐𝑐𝑐 ), the EEV openings for
cabin evaporator (𝐴𝐴𝑐𝑐,𝐸𝐸𝐸𝐸𝐸𝐸 ) and battery evaporator (𝐴𝐴𝑏𝑏,𝐸𝐸𝐸𝐸𝐸𝐸 ), respectively. Two measured states, cabin supply air
temperature (𝑇𝑇𝑐𝑐,𝑠𝑠𝑠𝑠 ) and battery return liquid temperature (𝑇𝑇𝑏𝑏,𝑟𝑟𝑟𝑟 ), are considered. As the ASHP system features faster
response than the typical changes of ambient condition, only the battery cooling rate (𝑄𝑄̇𝑏𝑏𝑏𝑏𝑏𝑏 ) is considered as external
disturbance. As a simple treatment, a fixed condition of the cabin cooling load is considered, thus the cabin load is not
included in the control-oriented modeling process. The ambient condition has dry-bulb temperature of 30°C and at
60% relative humidity (RH), and solar irradiation is fixed at 200 W. Impacts of wind induced convective heat transfer
are ignored. The cabin is assumed to have 5 adult passengers. As for the goal of optimizing the ASHP efficiency, to
facilitate solving for a cost minimization problem, the Inverse COP (ICOP) is defined as a key output variable, which
is simply the reciprocal of the COP in the standard sense, i.e.
𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 =

𝑃𝑃𝑐𝑐𝑐𝑐𝑐𝑐 +𝑃𝑃𝑓𝑓,𝑐𝑐 +𝑃𝑃𝑓𝑓,𝑐𝑐𝑐𝑐𝑐𝑐 +𝑃𝑃𝑝𝑝𝑝𝑝𝑝𝑝
𝑄𝑄𝑐𝑐 +𝑄𝑄𝑏𝑏

(1)

where 𝑄𝑄𝑐𝑐 and 𝑄𝑄𝑏𝑏 denote the cooling rates of the cabin and battery evaporators, respectively, 𝑃𝑃𝑐𝑐𝑐𝑐𝑐𝑐 , 𝑃𝑃𝑓𝑓,𝑐𝑐 , 𝑃𝑃𝑓𝑓,𝑐𝑐𝑐𝑐𝑐𝑐 , and
𝑃𝑃𝑝𝑝𝑝𝑝𝑝𝑝 denote the power consumption by compressor, cabin fan, condenser fan and liquid pump, respectively. In
addition, the degrees of superheat for refrigerant outlet of the cabin and battery evaporators (𝑇𝑇𝑐𝑐,𝑆𝑆𝑆𝑆 and 𝑇𝑇𝑏𝑏,𝑆𝑆𝑆𝑆 ) are
selected as outputs, which are constrained for the sake of operational safety. Despite the compressor discharge
temperature and suction pressure are also crucial for system safety, they are not included for reducing the variable
number, since the computational load of nonlinear control-oriented model is heavy. The nonlinear dynamic model for
the ASHP-ITMS is defined as:
𝑥𝑥𝑘𝑘+1 = 𝑓𝑓(𝑥𝑥𝑘𝑘 , 𝑢𝑢𝑘𝑘 , 𝑤𝑤𝑘𝑘 )
𝑦𝑦𝑘𝑘 = 𝑔𝑔(𝑥𝑥𝑘𝑘 , 𝑢𝑢𝑘𝑘 , 𝑤𝑤𝑘𝑘 )
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where the state vector is 𝑥𝑥 = [𝑇𝑇𝑐𝑐,𝑠𝑠𝑠𝑠 𝑇𝑇𝑏𝑏,𝑟𝑟𝑟𝑟 ], the input vector is 𝑢𝑢 = [Ω𝑐𝑐𝑐𝑐𝑐𝑐 𝐴𝐴𝑐𝑐,𝐸𝐸𝐸𝐸𝐸𝐸 𝐴𝐴𝑏𝑏,𝐸𝐸𝐸𝐸𝐸𝐸 ], the disturbance is 𝑤𝑤 =
𝑄𝑄̇𝑏𝑏𝑏𝑏𝑏𝑏 , and the output vector is 𝑦𝑦 = [𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝑇𝑇𝑐𝑐,𝑆𝑆𝑆𝑆 𝑇𝑇𝑏𝑏,𝑆𝑆𝑆𝑆 ]. The command inputs of EEV opening (𝐴𝐴𝑐𝑐,𝐸𝐸𝐸𝐸𝐸𝐸 and 𝐴𝐴𝑏𝑏,𝐸𝐸𝐸𝐸𝐸𝐸 )
are defined as the percentage of its maximal opening area (which is 1.6 mm2). In this study, the nonlinear dynamic
plant model adopts the NARX-RNN structure, which will be described in Section 3.2.
A nonlinear MPC is then designed for the optimal energy management for the ASHP-ITMS, for which the control
objective is minimizing the inverse COP while regulating the battery-return-liquid temperature to its setpoint. The
associated receding-horizon constrained optimization problem can be formulated as:
s.t.

2
min 𝐽𝐽 ≜ ∑𝑁𝑁
𝑘𝑘=0�𝑅𝑅⋅ 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼(𝑘𝑘) + 𝑄𝑄⋅�𝑇𝑇𝑏𝑏,𝑟𝑟𝑟𝑟 (𝑘𝑘 + 1) − 𝑇𝑇𝑏𝑏,𝑟𝑟𝑟𝑟,𝑟𝑟𝑟𝑟𝑟𝑟 (𝑘𝑘 + 1)�(𝑇𝑇𝑏𝑏,𝑟𝑟𝑟𝑟 (𝑘𝑘 + 1) − 𝑇𝑇𝑏𝑏,𝑟𝑟𝑟𝑟,𝑟𝑟𝑟𝑟𝑟𝑟 (𝑘𝑘 + 1)) � (3a)
U

𝑥𝑥𝑘𝑘+1 = 𝑓𝑓(𝑥𝑥𝑘𝑘 , 𝑢𝑢𝑘𝑘 , 𝑤𝑤𝑘𝑘 ), 𝑘𝑘 = 0, … , 𝑁𝑁 − 1

𝑦𝑦𝑘𝑘 = 𝑔𝑔(𝑥𝑥𝑘𝑘 , 𝑢𝑢𝑘𝑘 , 𝑤𝑤𝑘𝑘 ), 𝑘𝑘 = 0, … , 𝑁𝑁 − 1

(3b)
(3c)

𝑆𝑆𝑆𝑆 ≤ 𝑇𝑇𝑐𝑐,𝑆𝑆𝑆𝑆 , 𝑘𝑘 = 0, … , 𝑁𝑁

(3d)

𝑙𝑙𝑙𝑙
𝑢𝑢𝑢𝑢
𝑇𝑇𝑐𝑐,𝑠𝑠𝑠𝑠
≤ 𝑇𝑇𝑐𝑐,𝑠𝑠𝑠𝑠 ≤ 𝑇𝑇𝑐𝑐,𝑠𝑠𝑠𝑠
, 𝑘𝑘 = 0, … , 𝑁𝑁

(3f)

𝑆𝑆𝑆𝑆 ≤ 𝑇𝑇𝑏𝑏,𝑆𝑆𝑆𝑆 , 𝑘𝑘 = 0, … , 𝑁𝑁

(3e)

𝑢𝑢𝑢𝑢
Ω𝑙𝑙𝑙𝑙
𝑐𝑐𝑐𝑐𝑐𝑐 ≤ Ω𝑐𝑐𝑐𝑐𝑝𝑝 ≤ Ω𝑐𝑐𝑐𝑐𝑐𝑐 , 𝑘𝑘 = 0, … , 𝑁𝑁

(3g)

𝑢𝑢𝑢𝑢
𝐴𝐴𝑙𝑙𝑙𝑙
𝑐𝑐,𝐸𝐸𝐸𝐸𝐸𝐸 ≤ 𝐴𝐴𝑐𝑐,𝐸𝐸𝐸𝐸𝐸𝐸 ≤ 𝐴𝐴𝑐𝑐,𝐸𝐸𝐸𝐸𝐸𝐸 , 𝑘𝑘 = 0, … , 𝑁𝑁

𝐴𝐴𝑙𝑙𝑙𝑙
𝑏𝑏,𝐸𝐸𝐸𝐸𝐸𝐸

≤ 𝐴𝐴𝑏𝑏,𝐸𝐸𝐸𝐸𝐸𝐸 ≤

𝐴𝐴𝑢𝑢𝑢𝑢
𝑏𝑏,𝐸𝐸𝐸𝐸𝐸𝐸 , 𝑘𝑘

= 0, … , 𝑁𝑁

(3h)
(3i)

where superscript ‘lb’ and ‘ub’ denote the lower bound and upper bound of the associated variable, respectively. 𝑆𝑆𝑆𝑆
denotes the lower bound of superheat, N denotes the prediction horizon, Q and R are the weights, and subscript ‘ref’
refers to setpoint. U = [u1, …., uN] is the control input sequence within the prediction horizon.
The cabin supply-air temperature has setpoint of 19°C (assumed to be set by the passengers), and the allowable
interval is set as ± 3°C about the setpoint, i.e., the cabin supply air temperature is constrained to [16, 22]°C. The
compressor speed is operating in the range of 50 to 90 Hz, and the EEV openings for the two evaporators are restrained
to 40% ~ 90%.

3.2 NARX-RNN Modeling of EV-ITMS
To perform the NMPC design for the EV-ITMS, the NARX-RNN model is used to approximate the plant model
in Eq. (2), based on the operational data from Modelica simulation. The NARX-RNN has been received being more
effective than other recurrent architectures with “hidden states” (Lin et al., 1997). As shown in Fig. 2, the NARXRNN model structure can be deemed as multi-layer perceptron (MLP) with inputs consisting of the current and Du
past inputs, as well as Dy past outputs, i.e.
𝑥𝑥𝑡𝑡 = ϕ1 (𝑥𝑥𝑡𝑡−1 , 𝑥𝑥𝑡𝑡−2 , … . , 𝑥𝑥𝑡𝑡−𝐷𝐷𝑦𝑦 , 𝑢𝑢𝑡𝑡−1 , 𝑢𝑢𝑡𝑡−2 , … . , 𝑢𝑢𝑡𝑡−𝐷𝐷𝑢𝑢 )

(4)

𝑦𝑦𝑡𝑡 = ϕ2 (𝑥𝑥𝑡𝑡 , 𝑢𝑢𝑡𝑡 )

(5)

where y, u denote the output and input at time t, and 𝐷𝐷𝑦𝑦 and 𝐷𝐷𝑢𝑢 represent the input-memory and output-memory order.
While the outputs are modeled as static variables with current measure, the time delay is ignored as Eq. (5).
Fig. 2 shows an example of NARX-RNN with 3 hidden layers. The input and output memories are retrieved with
tapped delay lines (Xie et al., 2009). Each neuron is a subset of a statistical autoregressive model of activation function.
The sigmoidal activation function is employed in this study. There are two training modes in NARX-RNN models: 1)
the series-parallel (SP) mode, if the true output is fed back to the output tapped delay line, and 2) the parallel (P) mode,
if the estimated output is fed into the training process with the topology shown in Fig. 2 (Xie et al., 2009). The P mode
is adopted in this study. The primary problem for NARX-RNN is how to determine the hidden layers and the memory
order for inputs and output. In contrast with trial-and-error efforts, we have considered a model selection method for
determining memory order for inputs and outputs and the number of hidden layers.
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Figure 2: NARX neural network with three hidden layers.
For data-driven modeling, model selection is a crucial step to come up with appropriate model complexity for
computational efficiency without significant sacrifice in model accuracy (Ding et al., 2018). Basically, a given
candidate model structure is obtained by minimizing the loss function l(𝑝𝑝, 𝑧𝑧𝑡𝑡 ) from measurement data 𝑧𝑧 = [𝑧𝑧1 , 𝑧𝑧2 , …,
𝑧𝑧𝑛𝑛 ]. Each 𝑝𝑝 represents a distribution for the measurement data. For a fitted model, the prediction performance is
considered on the validation data (𝒁𝒁). Then, the model selection process can be defined as one minimizing the
validation data prediction loss. Several criteria have been developed, such as Akaike Information Criterion (AIC)
(Akaike, 1969), Bayesian Information Criterion (BIC) (Schwarz, 1978), Deviance Information Criterion (DIC)
(Spiegelhalter et al., 2002), Generalized Cross-Validation (GCV) (Golub et al., 1979), among others. These
information criteria are widely used in order selection for polynomial autoregressive (AR) models. In addition, finitesample corrected AIC (AICc) (Hurvich et al., 1989) was proposed as a corrected version of the AIC for small-sample
study. For polynomial AR models, the selection criterion is based on the maximum likelihood estimator (MLE)
defined as a normalized sum-of-squared-error of model prediction. However, for neural network models, the MLE
cannot follow such simple formulation. For model selection for general feedback neural network, Fogel (1991)
extended AIC methods into selecting optimal neural network model structure design, which is not included exogenous
inputs. Therefore, an implementation of Fogel’s method is suitable for this special structure. In the k-th layer, −𝛽𝛽𝑖𝑖𝑖𝑖
denotes the output from its i-th neuron, passed through the sigmoid filter (1 + exp (𝛽𝛽𝑖𝑖𝑖𝑖 ))−1 . Suppose a binary decision
ti = 0/1 is used to determine the absence/presence of this neuron in the network. Let 𝛽𝛽𝑡𝑡 represents the output. Since
𝛽𝛽𝑡𝑡 ~𝑁𝑁(𝜇𝜇𝛽𝛽𝑡𝑡 , 𝜎𝜎𝛽𝛽2𝑡𝑡 ) as Gaussian distribution, the distribution of exponential function (𝛽𝛽𝑡𝑡′ = exp ( −𝛽𝛽𝑡𝑡 )) is lognormal, i.e.,
−1

𝑓𝑓(𝛽𝛽𝑡𝑡′ ) = �𝜎𝜎𝛽𝛽𝑡𝑡 𝛽𝛽𝑡𝑡′ (2𝜋𝜋)1/2 � exp �−

and the distribution of 𝑎𝑎 = (1 + 𝑓𝑓(𝛽𝛽𝑡𝑡′ ))−1 is
𝑓𝑓(𝑎𝑎) = ��

1−𝑎𝑎
𝑎𝑎

� 𝜎𝜎𝛽𝛽𝑡𝑡 𝑎𝑎2 (2𝜋𝜋)1/2 �

−1

�ln�𝛽𝛽𝑡𝑡′�−𝜇𝜇𝛽𝛽𝑡𝑡 �

exp �

2
2𝜎𝜎𝛽𝛽

𝑡𝑡

2

(6a)

�

2

1−𝑎𝑎

−�ln� 𝑎𝑎 �−𝜇𝜇𝛽𝛽𝑡𝑡 �
2
2𝜎𝜎𝛽𝛽
𝑡𝑡

�

Introduce two random variables: 𝑟𝑟0 being the residual error at 𝑡𝑡 = 0, and 𝑟𝑟1 being the residual error at 𝑡𝑡 = 1, i.e.
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ln�∏𝑣𝑣1 𝑓𝑓(𝑟𝑟1 ) ∏𝑣𝑣0 𝑓𝑓(𝑟𝑟0 )� = −

𝑣𝑣1
2

1

𝑟𝑟 = 1 − 𝑎𝑎
�1
𝑟𝑟0 = 𝑎𝑎

ln 2𝜋𝜋𝜎𝜎𝛽𝛽21 −

2
2𝜎𝜎𝛽𝛽
0

0
∑𝑣𝑣𝑗𝑗=1
�ln

1

2
2𝜎𝜎𝛽𝛽
1

𝑟𝑟0𝑗𝑗

1−𝑟𝑟0𝑗𝑗

𝑡𝑡 = 1
𝑡𝑡 = 0

1
∑𝑣𝑣𝑖𝑖=1
�ln

2

(7)

𝑟𝑟1𝑖𝑖

1−𝑟𝑟1𝑖𝑖

𝑣𝑣

2

𝑣𝑣

1
− 𝜇𝜇𝛽𝛽1 � + ∑𝑖𝑖=1
ln �

0
− 𝜇𝜇𝛽𝛽0 � + ∑𝑗𝑗=1
ln �

1

�

1

�−

𝑟𝑟1𝑖𝑖 (1−𝑟𝑟1𝑖𝑖 )

𝑟𝑟0𝑗𝑗 �1−𝑟𝑟0𝑗𝑗 �

𝑣𝑣0
2

ln 2𝜋𝜋𝜎𝜎𝛽𝛽20 −

(8)

where the asymptotic distributions 𝛽𝛽0 and 𝛽𝛽1 are Gaussian with means 𝜇𝜇𝛽𝛽0 and 𝜇𝜇𝛽𝛽1 and variance 𝜎𝜎𝛽𝛽20 and 𝜎𝜎𝛽𝛽21 by the
central limit theorem, respectively. In this work, these statistical parameters are determined from the output data of
the data-driven models being considered. Eq. (8) is defined as intermediate quantity (IQ). Thus, the Final Information
Statistic (FIS) is defined as:
(9)

FIS = −IQ + nw

where nw is the number of independently adjustable weights and bias terms in the neural network model. The “best”
network occurs at the minimal FIS. In this study, the memory orders of input (𝐷𝐷𝑢𝑢 ) and output (𝐷𝐷𝑦𝑦 ) are test as
synchronous change. In addition, the outputs models don’t contain the past inputs and outputs, so the only change of
hidden layer is compared by FIS.
The NARX-RNN model is trained using the Levenberg-Marquardt (LM) algorithm in MATLAB deep learning
toolbox (Mathworks, 2018b). One hidden layer is selected for the NARX-RNN. The order of the tapped delay line
was determined by a model selection method. For the output of inverse COP, superheat after cabin and battery
evaporators, neural network models without tapped delay line is derived with current measured states and input. Based
on the developed Modelica dynamic simulation model, open-loop tests are performed for data collection by using
Pseudo Random Binary Sequence (PRBS) with interval of 30 seconds for each input, which obeys truncated normal
distribution. The sampling time of data acquisition is 1 second. Thus, 70% of the simulation data was utilized for
model training, 15% for model validation and 15% for testing the performance of the trained neural networks.
In this study, the values of 𝐷𝐷𝑢𝑢 and 𝐷𝐷𝑦𝑦 are tested with 1, 2 and 3 respectively, while the number of hidden layers
remains 1 for state dynamics in Eq. (4). In addition, the output dynamics in Eq. (5) do not contain the past inputs and
outputs, so the impacts of having 1, 2 and 3 hidden layers are determined by comparing the FIS values. The comparison
results for all models based on training data are shown in Table 1 and Table 2, for evaluating the impacts of memory
order and number of hidden layers, respectively.

Hidden
Layer

𝑫𝑫𝒖𝒖

𝑫𝑫𝒚𝒚
1

1

2

2

3

3

1

Table 1: FIS for NARX-RNN of 𝑇𝑇𝑐𝑐,𝑠𝑠𝑠𝑠 and 𝑇𝑇𝑏𝑏,𝑟𝑟𝑟𝑟
IQ

𝑻𝑻𝒄𝒄,𝒔𝒔𝒔𝒔

𝑻𝑻𝒃𝒃,𝒓𝒓𝒓𝒓

FIS

IQ

83.7829

-74.7829

111.9664

-102.9664

1

65.4986

-50.4986

99.1331

-84.1331

1

39.1986

-18.1986

62.7405

-41.7405

Table 2: FIS for NARX-RNN of 𝑇𝑇𝑐𝑐,𝑆𝑆𝑆𝑆 , 𝑇𝑇𝑏𝑏,𝑆𝑆𝑆𝑆 , and ICOP

Hidden
Layer

IQ

1

𝑻𝑻𝒄𝒄,𝑺𝑺𝑺𝑺

FIS

IQ

129.0670

-120.0670

2

122.9283

3

105.9192

𝑻𝑻𝒃𝒃,𝑺𝑺𝑺𝑺

FIS

𝐈𝐈𝐈𝐈𝐈𝐈𝐈𝐈

FIS

IQ

FIS

184.7244

-175.7244

173.2966

-160.2966

-105.9283

136.2142

-119.2142

156.2378

-131.2378

-80.9192

142.6219

-117.6219

156.4870

-119.4870

As shown in Table 1, Du = Dy =1 has the minimal FIS value, thus selected for the ultimate modeling. Likewise, a
single hidden layer is adopted for the models of 𝑇𝑇𝑐𝑐,𝑆𝑆𝑆𝑆 , 𝑇𝑇𝑏𝑏,𝑆𝑆𝑆𝑆 , and ICOP, with the minimal FIS value. The validations
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of these models are shown in Fig. 3 with 15 % of data, notice that the data is normalized between 0 to 1. The rootmean-square error (RMSE), mean absolute percentage error (MAPE), and coefficient of determination (R2) are
calculated as shown in Table 3 as Eq. (11),
1

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = � ∑𝑗𝑗 �𝑧𝑧𝑗𝑗 − 𝑧𝑧̂𝑗𝑗 �
1

𝑛𝑛

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = ∑𝑗𝑗 ��
𝑛𝑛

𝑅𝑅2 = 1 −

𝑧𝑧𝑗𝑗 −𝑧𝑧̂ 𝑗𝑗
𝑧𝑧𝑗𝑗

2

(11a)

�� 100

(11b)

2

∑𝑗𝑗�𝑧𝑧𝑗𝑗−𝑧𝑧̂ 𝑗𝑗 �
2

∑𝑗𝑗�𝑧𝑧̂ 𝑗𝑗 �

(11c)

where 𝑛𝑛 is the sample size, 𝑧𝑧 is the target value, and 𝑧𝑧̂ is the observation value.

Table 3: Quality evaluation for NARX-RNN approximations of state dynamics and static output models

RMSE

MAPE
R2

𝑻𝑻𝒄𝒄,𝒔𝒔𝒔𝒔

0.0045

𝑻𝑻𝒃𝒃,𝒓𝒓𝒓𝒓

0.0022

𝑻𝑻𝒄𝒄,𝑺𝑺𝑺𝑺

0.0434

𝑻𝑻𝒃𝒃,𝑺𝑺𝑺𝑺

𝐈𝐈𝐈𝐈𝐈𝐈𝐈𝐈

0.0398

0.0168

0.0004506

0.0002864

0.0188

0.0154

0.0079

0.9992

0.9998

0.9278

0.9193

0.9879

(a) Validation of cabin supply air Temperature (𝑇𝑇𝑐𝑐,𝑠𝑠𝑠𝑠 ) and battery return liquid temperature (𝑇𝑇𝑏𝑏,𝑟𝑟𝑟𝑟 )

19th International Refrigeration and Air Conditioning Conference at Purdue, July 10 - 14, 2022

2484, Page 8

(b) Validation of superheat after cabin evaporator (𝑇𝑇𝑐𝑐,𝑆𝑆𝑆𝑆 ) and battery evaporator (𝑇𝑇𝑏𝑏,𝑆𝑆𝑆𝑆 )

(c) Validation of inverse COP (𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼)
Figure 3: Evaluation of trained NARX model with validation data
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4. FMI Co-Simulation Platform and Simulation Results
Based on the MPC strategy proposed in Section 3, a co-simulation platform between Dymola and proposed MPC
controller is established via FMI by Python. In the co-simulation structure, the MPC controller optimizes the cost
function with known future disturbance. Then, the optimal inputs are transferred into FMI model to obtain the state at
next time. In return, the states update the initial control variables for next sampling time MPC optimization. The
procedure for this closed-loop co-simulation is shown in Fig. 4.

Figure 4: Illustrative schematic for FMI based co-simulation for simulation of MPC control of EV-ITMS
As indicated in Section 2, Mode #1 is processed in the co-simulation. Both heat exchanger in cabin and battery
loop operates as evaporators, and front heat exchanger works as a condenser. The passenger number is 5 in sedan.
Ambient temperature is 30 °C and relative humidity is 60%. The recirculated cabin air ratio is set at 60% by AHU
unit. The initial settings of inputs are 70 Hz, 1e-6 m2, and 1.4e-6 m2 for compressor speed, cabin EEV opening and
battery EEV opening respectively as Fig. 5. The default cooling rate on battery is 2500 W. The reference of battery
return liquid temperature is 25 °C. Cooling load from battery is obtained by vehicle powertrain model with Artemis130 drive cycle profile, and is applied from 100 s. The sampling time is 1 s, and the predictive horizon is 30 s. The
total simulation time is 400 s, and MPC is on from 100 s. For each optimization step, the computational time is about
30 s, thus the total simulation computational time is about 2.5 hours. The tuned weight coefficients of 𝑅𝑅 and 𝑄𝑄 are 1
and 100 respectively.
The comparison of closed-loop co-simulation and open-loop simulation is in Fig. 6. After opening MPC
controller, cabin supply air temperature increased to the upper limit, 22.5 °C. The convergence time is about 60
seconds. While the cooling load varying, the MPC controller is trying to regulate the battery return liquid temperature
around the reference, 25 °C. The mean value of the battery temperature in closed-loop co-simulation is 24.7799 °C,
and the RMSE of battery temperature between closed-loop and open-loop simulation is 0.3949. The mean value of
COP after opening MPC controller is 3.4602, compared to the steady state value of 3.106. During the simulation, both
superheat after the cabin and battery evaporators remain above the zero, which meets the requirements of safety.

19th International Refrigeration and Air Conditioning Conference at Purdue, July 10 - 14, 2022

2484, Page 10

(a) Compressor speed (Ω𝑐𝑐𝑐𝑐𝑐𝑐 ), EEV openings for cabin evaporator (𝐴𝐴𝑐𝑐,𝐸𝐸𝐸𝐸𝐸𝐸 ) and battery evaporator (𝐴𝐴𝑏𝑏,𝐸𝐸𝐸𝐸𝐸𝐸 )

(b) Battery cooling rate (𝑄𝑄̇𝑏𝑏𝑏𝑏𝑏𝑏 )

Figure 5: Inputs and disturbance in co-simulation of MPC operation of EV-ITMS
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(a) Cabin supply air temperature (𝑇𝑇𝑐𝑐,𝑠𝑠𝑠𝑠 ), and battery return liquid temperature (𝑇𝑇𝑏𝑏,𝑟𝑟𝑟𝑟 )

(b) Superheat for refrigerant outlet of the cabin and battery evaporators (𝑇𝑇𝑐𝑐,𝑆𝑆𝑆𝑆 and 𝑇𝑇𝑏𝑏,𝑆𝑆𝑆𝑆 ), and COP
Figure 6: States and output in co-simulation

6. CONCLUSIONS
An integral thermal management system (ITMS) for EVs is proposed for MPC optimization, along with the liquid
cooling system for battery and optional cooling and heating switch for cabin. Specially, a dual cooling mode is
discussed in this study. NARX-RNN based control-oriented model is obtained by the Modelica dynamic system
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simulation data and justified by a proposed MPC strategy. This MPC optimized the COP with regulating the battery
temperature. The co-simulation results validate the effectiveness of proposed strategy on predictive load derived from
Artemis 130 drive cycle profile. However, a NARX-RNN based nonlinear MPC is less efficient in computation load.
A proper linearization method investigation is included in the future study.

NOMENCLATURE
The nomenclature should be located at the end of the text using the following format:
A
aera
(m2)
COP
coefficient of performance
(–)
P
power
(W)
Q
heat rate
(W)
T
temperature
(°C)
ω
speed
(Hz)
Subscript
b
c
cnd
cmp
EEV
f
pmp
sa
SH

battery
cabin
condenser
compressor
electric expansion valve
fan
return liquid
supply air
superheat
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