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Zusammenfassung
Das Ziel dieser Arbeit ist die Studie und Analyse von Fluid-Struktur
Interaktion die in selbstreinigende Mechanismen stattfinden. Solche
Mechanismen sind in natu¨rliche sowie ku¨nstlichen hydrophoben
Oberfla¨chen zu beobachten. Diese Oberfla¨chen haben eine hierar-
chische Struktur, die ihre Mehrskaligkeit darstellt. Daher ist die
Analyse der Benetzung dieser Oberfla¨chen ein anspruchsvolles Prob-
lem, welches eine numerische Behandlung beno¨tigt. In dieser Ar-
beit werden robuste Modelle entwickelt, welche in der Lage sind, die
quasi statische Wechselwirkungen zwischen Wassertropfen, multiskale
Substratoberfla¨chen und Schmutzpartikeln zu erfassen. Daru¨ber hin-
aus ist die Stro¨mung von du¨nnen Flu¨ssigkeitsfilmen auf gekru¨mmten
Oberfla¨chen modelliert und in krummlinigen Koordinaten formuliert.
Die eingefu¨hrte Modelle stu¨tzen sich auf kontinuumsmechanische For-
mulierungen, die dann durch die Finite Elemente Methode (FEM)
diskretisiert sind. Nach diesen Modellen, wird der Einfluss der Sub-
stratoberfla¨chen Parametern, sowie des Wassertropfens und der
Schmutzpartikeln auf die Benetzung der hydrophoben multiskalen
Oberfla¨chen untersucht. Die validierte Ergebnisse zeigen wie wichtig
die Betrachtung von multiskalen Oberfla¨chenrauhigkeit bei der Mod-
ellierung der selbstreinigenden Oberfla¨chen ist.
Die vorgelegte Studie liefert geeignete Erkla¨rungen u¨ber den selb-
streinigenden Mechanismus und hilft bei der Fo¨rderung der bedeu-
tenden Selbstreinigungseigenschaft in hergestellten Oberfla¨chen und
Beschichtungen. Daru¨ber hinaus ko¨nnen die eingefu¨hrte Modelle auf
Grund der allgemeinen Formulierungen erweitert werden, um dynamis-
che Effekte zu beru¨cksichtigen.
Abstract
The aim of this work is to study and analyze the fluid-structure inter-
actions taking place in self-cleaning mechanisms observed in natural
and fabricated hydrophobic surfaces. These surfaces have a hierarchi-
cal structure representing its multi-scale nature which is a character-
istic feature of self-cleaning surfaces. Analyzing the wetting behavior
on such surfaces, therefore, becomes a challenging problem which re-
quires a numerical treatment. We propose robust models which are
able to capture the interactions between liquid droplets, multi-scale
substrate surfaces, and contaminant particles, under quasi-static con-
ditions. Furthermore, the flow of thin liquid films on curved surfaces
is modeled and formulated in curvilinear coordinates. The introduced
models are based on continuum mechanical formulations that are dis-
cretized using the finite element method (FEM). Based on these mod-
els, we investigate the effect of substrate surface parameters, as well
as the droplet and contaminant particles, on the wetting behavior of
multi-scale hydrophobic surfaces. Results highlight the importance
of considering the multi-scale surface roughness while modeling self-
cleaning surfaces. The presented study provides convenient explana-
tions about the self-cleaning mechanism and helps in promoting the
distinguished self-cleaning property in fabricated surfaces and coat-
ings. Furthermore, the introduced models can be extended to account
for dynamic effects, based on the provided general formulations.
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Chapter 1
Introduction
1.1 Self-Cleaning Mechanisms
Biologically inspired computations have recently gained a substantial interest on
both the research and industrial domains. This is because natural phenomena
provide new ideas and solutions to several scientific and daily-life problems. For
example, self-cleaning mechanisms observed in bird feather and lotus leaf, have
inspired the development of numerous applications such as: water-proof textiles
and surfaces, hydrophobic paints which significantly reduce drag for ships [29],
glass coatings to improve visibility and self-cleaning, micro-fluidic devices used
in surface-based bio-analysis, and medical diagnostic slides to keep them dry
and clean. All of these applications are based on the principle of ”Lotus effect”
which was first described by Barthlott and Ehler [9] in 1977, who observed the
remarkable self-cleaning mechanism in lotus leaves. When water falls on such
surfaces, it splits into small semi-spherical droplets, which can easily roll off at
small inclination, and sweep away dirt particles. The key to such mechanisms
is the surface microstructure, which minimizes the contact with liquid interfaces
by imposing a large contact angle θc. This angle characterizes the wettability
of the surface, and determines whether the surface is hydrophobic (θc>90
◦), or
hydrophilic (θc ≤ 90◦). The contact angle is related to the interfacial free ener-
gies by the Young equation, which governs the contact line at the three phase
interface. The surface microstructure affects the contact angle, which is captured
Introduction
by the equations of Wenzel and Cassie [22]. According to Cassie, air is trapped
between the asperities of the substrate while according to Wenzel [106] the gaps
between the asperities are filled with liquid. Self-cleaning surfaces are superhy-
drophobic surfaces [21] which are characterized by a contact angle greater than
150◦ and have a very low roll-off angle.
The continuously growing demand to develop and promote the self-cleaning
property in artificial super-hydrophobic surfaces calls for a proper understanding
of the physical phenomenon, and motivates the research in the field of modeling
and simulation of such mechanisms. Since the hydrophobicity is mainly influ-
enced by the surface morphology, a special attention has been recently given to
manipulating the surface structure over different length-scales [66, 67]. Although
the phenomenon might seem simple, yet the physics behind it is not fully under-
stood. The underlying mechanical principles are very complex, as they involve
coupling of several challenging problems: contact on multi-scale rough surfaces,
fluid flow inside droplets, droplet membrane deformation, wettability and contact
angle, and the interaction between droplet and pollutant particles. Incorporating
these problems together in a system model allows for a computational analysis
based on numerical methods. Experimentally validated simulations provide clear
interpretations of the physical phenomena, and serve as guidelines for the design
and fabrication of artificial self-cleaning surfaces [27, 38, 56].
1.2 State of the Art
A detailed literature survey is presented in this section, highlighting the the-
oretical, experimental and computational aspects of the current study. When
self-cleaning mechanisms are modeled, it is quite common in literature to con-
sider a system of a liquid droplet in contact with a substrate surface, and rigid
pollutant particles. The survey is therefore classified into the following topics:
1) liquid droplet models, 2) multi-scale surface roughness, 3) interaction between
liquid droplets and rigid pollutant particles, and 4) flow of fluid films.
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1.2.1 Hydrophobicity and Droplet Models
The term hydrophobicity evaluates the ability of a surface to repel water, through
minimizing the wetting area. Hydrophobicity of surfaces is influenced by several
factors such as surface energy, electro-magnetism [88], surface chemistry [99], sur-
factants [61], surface topography, contact angle, and droplet size. The last three
factors, which are structural aspects, are the most commonly investigated in liter-
ature [71]. The first fundamental equation that quantifies the static contact angle
of a liquid droplet on a solid flat surface was proposed by Young [115] in 1805.
However, he did not account for surface roughness captured at the microscopic
scale. Wenzel [106] extended the Young equation to account for surface roughness,
and modeled a droplet in intimate contact with a rough surface (non-composite
state). Cassie and Baxter [22] introduced the composite contact state, where air
is trapped between the droplet and the rough surface. They observed that the
hydrophobicity of the surface is enhanced by increasing the air-surface fraction.
Surface properties which influence the wetting state were investigated by Johnson
and Dettre [46]. They argued that surfaces of higher roughness are more likely
to be in composite state. They developed a theoretical model based on experi-
ments on glass beads coated with paraffin or PTFE telomer. Yoshimitsu et al.
[114] studied the sliding motion of water droplets on hydrophobic pillar-like and
groove structured surfaces. They found that the dominant hydrophobicity mode
is given by Cassie’s model and argue that the design of the surface microstructure
is important for achieving the hydrophobic effect.
An experimental study of drops on inclined surfaces was performed by ElSherbini
& Jacobi [34], and Extrand & Kumagai [37]. They investigated the geometry of
drops on various surfaces, for different inclinations, contact angles, contact lines,
volumes, and surface conditions. Callies & Que´re´ [19], and Zhang et al. [117]
discuss the recent advances in water repellency, and examine wetting of surfaces
on the micro-scale, experimentally.
The numerical treatment of wetting problems becomes more important as
complex surfaces and geometries are considered, in particular on small length-
scales, when experiments are extremely expensive or even impossible [36]. Due
to the high non-linearities involved with the self-cleaning model, the following
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lines discuss formulations and implementations based on non-linear finite ele-
ment (FE) approaches. The internal flow of moving/sliding droplets within self-
cleaning mechanisms can be studied using the 3D stokes flow equations as done
by Muldowney & Hidgon [62]. A Stokes flow assumption has also been considered
in the study by Hodges et al. [42] and Wang & Dimitrakopoulos [105]. One of the
first numerical formulations for static droplets in contact with flat surfaces was
introduced in the early 1980’s by Brown & Scriven [17], Brown et al. [18], Lawal
and Brown [54, 55], and Rotenberg et al. [85]. They computed the membrane
shape of a droplet resting on flat surfaces, by solving the Young-Laplace equa-
tion, based on the finite element method (FEM). The bulk liquid is considered
stationary. Coupling models for fluid-structure interaction have been considered
for shells and membranes by Tallec & Mouro [100], and also Rumpel et al. [86].
For more general representation of membrane surfaces, differential geometry
based formulations were introduced by Steigmann et al. [97, 98], Agrawal and
Steigmann [2, 3], Sauer et al. [92], and Sauer [90]. A relevant science often asso-
ciated with modeling of membranes is computational contact mechanics which is
thoroughly discussed in the recent textbooks of Laursen [53] and Wriggers [109].
Both authors consider nonlinear finite elements in their formulations. In case of
the droplet membrane, a sharp contact angle can appear at the contact line. For
this, a formulation based on rotational discontinuities within a finite element is
needed. Such formulations have been considered for structural beams in [33, 65]
and for plates in [4]. Apart from inner-element discontinuities, the smoothness
between elements is a relevant subject as it strongly affects the accuracy of slopes
and curvatures. Common finite element formulations are C− 0, i.e., not differen-
tiable, on the element interface. Some differentiable, e.g. C − 1, formulations are
available for special cases, e.g. see Dhatt & Touzout [26]. The dynamics of drops
moving across a tilted superhydrophobic surface are numerically investigated by
Dupuis & Yeomans [30], using a free energy lattice Boltzmann approach. The
authors discuss the influence of the surface microstructure on the drop motion.
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1.2.2 Multi-Scale Roughness
The self-cleaning property of superhydrophobic micro-structured surfaces was in-
troduced by Barthlott & Neinhuis [9] in 1977 for the first time as the ”lotus
effect”. Kavousanakisa et al. [47] quantify the effect of geometric characteristics
of micro-structured solid surfaces on the wetting state, considering single-level
roughness. A related study was performed by Raeesi et al. [78] for tubes of uni-
form cross-section. Bittoun & Marmur [13] theoretically investigate the effect of
multi-scale roughness on the hydrophobicity of Lotus leaves. They study vari-
ous patterns of surface roughness over different length-scales. Gao & McCarthy
[40] have explained why two different length scales of the surface microstructure
are necessary to achieve self-cleaning. They argue that a second layer of mi-
crostructure is important to raise the contact angles of the droplet close to 180◦
and increase the Laplace pressure at the droplet surface. Recently, this has been
demonstrated by the experiments of Lee et al. [57] and further analyzed theoreti-
cally by Nosonovsky & Bhushan [68]. The properties of artificially manufactured
self-cleaning surfaces are thoroughly studied in the literature. Among those are
the works of [1, 14, 38, 39, 51, 84, 116]. On the nano-level, Lee et al. [57] observed
that nano-protrusions decrease the contact area between a water droplet and the
surface, causing the contact angle to increase considerably, and thus enhance the
hydrophobicity. They observed that contact angles change considerably among
different length-scales of a multi-scale structured surface. Static and dynamic
wetting on nano-topographical surfaces were recently investigated by Ramiasa
et al. [79].
At very small length-scales (below nano-level) molecular dynamics simulations
are often used. These are based on modeling the molecular interactions and
do not need to consider the Young-Laplace equation, as most other models do.
Molecular dynamics simulations have been used by [23, 58, 75, 101, 113] to model
the behavior of water on rough surfaces. Pal et al. [75] provide a molecular
dynamics simulation of the interaction between water and a hydrophobic, nano-
structured surface. They observe that the surface hydrophobicity increases due
to the considered nanostructure.
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1.2.3 Particle-Droplet Interaction
Self-cleaning occurs when pollutant particles are lifted off from the substrate
surface to the water droplet. This only happens when the adhesion forces pulling
the particles towards the droplet are higher than that pushing them away from it.
Scheludko et al. [93] studied the adhesion of small spherical particles to a liquid
surface. A detailed analysis of the forces acting on macro-scaled rigid particles
is found in the textbook of Schulze [94]. Kralchevsky & Nagayama [48] discuss
the force analysis involved in attachment/detachment of small pollutant particles
to/from large liquid droplets under the assumption of a pre-defined location of
the contact line as a boundary condition, and flat non-deformable liquid surface.
Mahadevan [60] and Aussillous & Que´re´ [5] have discussed the properties of the
so called liquid marbles, which are powder-coated liquid drops. The subject has
been further examined in [6, 76, 77]. Krasovitski & Marmur [49] investigated
the adhesion of large particles to drops. Vafaei et al. [104] studied the change in
the contact angle of sessile fluid droplets due to dispersed nano-particles. The
authors observed that the contact angle strongly depends on the the nano-particle
concentration.
1.2.4 Fluid Film Flow on Rough Surfaces
The flow of thin films occurs over a wide range of length scales such as the
corneal fluid film in the eye and, at the other extreme, large scale lava or conti-
nental ice sheet flows. These flows have attracted considerable attention in the
literature, which have resulted in significant developments in the research in this
area, particularly in the numerical treatments of such flow problems. Donea and
Huerta [28] have written a textbook on finite element methods for flow problems,
which provides numerical techniques for the solution of the Navier-Stokes equa-
tion. Gurtin and Murdoch [41] developed a general mathematical framework for
modeling elastic material surfaces based on balance laws. An intensive survey on
recent advances in the dynamics of fluid films is introduced by Craster & Matar
[24]. They discuss general formulations and methods used to study the stability
and flow of thin fluid films. Myersy [64] provides a review on surface driven flows
of thin fluid films. He highlights relevant mathematical models and approaches
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used to describe such problems. Huh & Scriven [44] modeled the flow of a fluid
interface on a flat surface, using a creeping flow approximation. They studied
the movement of the contact line at the boundary of the flow, which violates the
no-slip boundary condition. L.W. Schwartz [59] extended this study and modeled
coating flows on arbitrary curved surfaces. Based on an integral boundary layer
approach, Sadiq et al. [87] modeled liquid films on sinusoidal longitudinal grooved
surfaces. They also studied the stability of such films under the effect of iner-
tia. Ramos [80] studied the stability of planar liquid membranes, and formulated
the flow equations in cartesian coordinates. Due to the high geometrical non-
linearities associated with the flow of fluid films over curved surfaces, a suitable
coordinate system is necessary for surface and kinematic description. Therefore,
considerable attention is drawn to flow formulations based on general curvilinear
coordinates. Foundations of fluid dynamics described in differential geometry are
discussed by Truesdell [103]. Scriven [95] reviewed the dynamics of fluid inter-
faces, and introduced a robust formulation based on differential geometry. The
flow of viscoelastic membranes in viscous fluids is discussed by Secomb and Skalak
[96]. They assumed slow flows with negligible inertial effects. Relevant study is
performed by Rangamani et al. [81] who modeled viscous flows on lipid mem-
branes, based on the model introduced by Scriven [95]. They developed robust
models accounting for the intra-membrane viscosity, and the elastic resistance to
flexure.
In summary, a large class of descriptive studies for self-cleaning mechanisms
can be found in the literature that are based on experimental and theoretical
approaches, but only few numerical treatements exist, especially such that use
a finite element model, which we see as the most suitable technique to model
droplets on rough surfaces. To the best of the authors’ knowledge, no detailed
mechanical simulations of the static and dynamic interactions between water
droplet, pollutant particle and multi-scaled substrate surface during self-cleaning
have been considered in the literature. The following section highlights the scope
of the presented work and discuss its contributions towards an enhanced under-
standing of the mechanics of self-cleaning mechanisms.
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1.3 Objectives and Scope
The main objective of this thesis is to introduce a full model which describes
the self-cleaning mechanism within the framework of continuum mechanics and
nonlinear finite element methods 1. The system model involves several interdis-
ciplinary fields such as structural mechanics, contact mechanics, and fluid me-
chanics. Thus, to be able to model and comprehend the underlying physics, it
is necessary to invoke concepts such as surface description, curvatures, and bal-
ance laws in solid- and fluid mechanics. We therefore briefly present the relevant
framework of continuum mechanics, fluid mechanics and differential geometry of
surfaces in Chapter 2. Furthermore, we discuss some of the frequently encoun-
tered calculus and tensor operations defined on a surface. Chapter 3 illustrates
the sub-models which describe the self-cleaning system: (1) droplet membrane
model, (2) multi-scale contact model, (3) pollutant particle model, and (4) fluid
flow model. The Hypothesis and approaches adopted in each model are high-
lighted, and the connection between them is established.
Brown et al. [18] developed a mathematical membrane formulation, for static
droplets on inclined surfaces. However the formulation has three major draw-
backs: (1) it only models the free surface of droplets (denoted as open droplets)
and does not account for the surface contact, which limits the application to
smooth surfaces, (2) it treats the contact line as a boundary condition defined
by the contact angle, which yields a non-unique solution depending on the pre-
defined location of the contact line, (3) large deformations can not be uniquely
computed, and therefore certain problems, where the deformed geometry is com-
plex (as in rough surfaces) can not be solved by this approach. The new developed
droplet model introduced in this thesis overcome these drawbacks and provides
additional advantages, through the following contributions, discussed in detail in
Chapter 4:
(1) a general differential-geometry-based formulation for 3D droplet membranes
(closed droplet ) is developed, in order to capture arbitrary large deformations.
Furthermore, in contrast to classical approaches, no transformation of coordinates
is required in the numerical setup, due to the use of curvilinear coordinates,
1Dynamical, atomistic and non-mechanical behavior are outside the scope of this thesis.
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(2) a surface contact algorithm is developed and incorporated in the membrane
model, allowing for the description of the surface contact at 3 different length-
scales, introducing local contact regions at the individual asperities of the rough
surfaces,
(3) new approaches are used to represent the contact line as an internal sharp
boundary within the closed domain of the droplet membrane, and not as a bound-
ary condition. This allows a more physical interpretation of the contact line,
which comes naturally from the solution,
(4) the developed contact algorithm is used to study the interaction of pollutant
particles with the droplet, and
(5) a separate flow model for thin fluid films on curved surfaces is developed,
which represents the Wenzel wetting state on rough surfaces.
Being able to capture the surface roughness at finer scales allows the distinc-
tion between the Wenzel and Cassie-Baxter wetting states. The hydrophobicity
can then be quantified and evaluated through contact regions detected at the as-
perities of the rough surface. The interaction between pollutant particles and the
droplet membrane is studied in Chapter 4. The performed force analysis allows
to determine whether the self-cleaning effect works or not, based on given droplet
and particle parameters. Molecular and adhesion forces are not considered.
The last model introduced in this study describes the flow of a thin Newto-
nian fluid film on 3D curved surfaces. Again, curvilinear coordinates are used
to formulate Navier-Stokes equations, discussed in Chapter 4. We develop a nu-
merical formulation for flow on curved surfaces, based on the well-established
interfacial mathematical flow model introduced by Scriven [95]. We also develop
necessary adjustments to the equilibrium and boundary conditions, in order to
adapt the model to incompressible fluid flows. The numerical model introduced
in this thesis generalizes the interface flow model discussed by Rangamani et al.
[81], and provides solutions to viscous fluid flows on curved surfaces, based on an
FE platform.
The discretization of the introduced formulations is performed using FEM in
Chapter 5, where related numerical aspects are discussed in detail. After that,
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the implemented numerical models are validated in Chapter 6 against analyti-
cal, numerical and experimental cases. Convergence studies are also performed
to evaluate the applied numerical schemes. Numerical examples then follow to
illustrate the theory and physics of the self-cleaning mechanism. The effect of
the involved model parameters on the hydrophobicity is studied in detail. The
main question in this research was answered through the example in Section 6.4:
when does self-cleaning work?
Finally, conclusions are drawn in Chapter 7, and some possible avenues for
future investigation are discussed.
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Fundamentals
In this chapter, a brief overview on continuum mechanics is given, highlighting
concepts and principles relevant to the presented study. Section 2.1 reviews the
differential geometry of two-dimensional surfaces in three-dimensional Euclidean
space, based on the books [20, 50] and lecture notes [32]. Mathematical and
numerical approaches in contact mechanics are discussed in Section 2.2, guided
by the book [109] and lecture notes [89]. These approaches are used in modeling
the contact behavior between liquid membranes and solid surfaces. In Section
2.3, Navier-Stokes equations are derived in terms of curvilinear coordinates to
model the flow of thin films on curved surfaces.
2.1 Differential Geometry of Surfaces
Curvilinear coordinate systems are general coordinates in Euclidean space, whose
axis may be curved. Unlike the standard Cartesian coordinates, the basis vectors
that represent curvilinear coordinates are generally non-orthogonal. This impor-
tant feature provides high precision in the description of curved domains and
boundaries. Such a description requires employing tools of differential geometry,
which are discussed in this section.
Fundamentals
2.1.1 Surface Description
Let us consider a two-dimensional surface S embedded in three-dimensional space
and labeled by a general set of coordinates (ξ1, ξ2) as in figure 2.1.
Figure 2.1: Surface description in curvilinear coordinates.
A vector x = x(ξ1, ξ2) defines the position of the point x(ξ1, ξ2) in the pa-
rameter domain P. The pair of tangent vectors at (ξ1, ξ2) read
aα =
∂x
∂ξα
, α = 1, 2. (2.1)
These vectors are generally not normalized and not orthonormal. Here and sub-
sequently, Greek indices take values in 1, 2 and Latin indices take values in 1,
2, 3. Repeated indices are summed. The length dx of an infinitesimal in-plane
vector dx = aαdξ
α is obtained from dx2 = aαβdξ
αdξβ, where
aαβ := aα · aβ. (2.2)
The coefficients aαβ are the co-variant components of the metric tensor (also called
fundamental tensor) which characterizes the basis for the tangent plane at x. At
regular points of the surface, the metric tensor is positive definite and symmetric.
The inverse of the metric tensor defines its contra-variant components
aαβ := [aαβ]
−1. (2.3)
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The local orientation of the surface at any regular point is given by the unit
normal vector,
n =
a1 × a2√
det(aαβ)
, (2.4)
where
det(aαβ) =‖ a1 × a2 ‖2 . (2.5)
The contra-variant pair of in-plane vectors can be defined in terms of aαβ as
aα = aαβaβ, (2.6)
which satisfy aα · aβ = aαβ. Then it can be easily shown that
aα · aβ = δαβ , (2.7)
where δαβ is the Kronecker symbol. From the definitions of aαβ and a
αβ in Eqs.(2.2)
and (2.3), it follows that
aαβaαγ = δ
β
γ . (2.8)
The basis {a1,a2,n} constitute a dual basis on the tangent plane, where aαβ
is the dual metric.
This completes the discussion of geometry at a single point. Now we compute
the derivatives of the defined quantities to obtain the curvature. The derivative
of the normal vector can be expressed in {a1,a2,n} basis as:
n,α :=
∂n
∂ξα
= (aβ · n,α)aβ + (n,α · n)n. (2.9)
Since n · n = 1, then
n,α · n = 0. (2.10)
Using Weingarten formula for the co-variant components of the curvature tensor
bαβ = −n,α · aβ, together with Eq.(2.10), we can express Eq.(2.9) as
n,α = −bαβaβ. (2.11)
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Furthermore, since n · aα = 0, then
n · aα,β = −n,β · aα, (2.12)
and bαβ reads
1
bαβ = −n,α · aβ = n · aα,β. (2.13)
The eigenvalues of the curvature tensor b = bαβ(a
α ⊗ aβ) are the principal cur-
vatures of the surface S. The mean curvature 2H can be defined as
2H := bαα. (2.14)
Similar to Eq.(2.9), aα,β can be defined in {aα,n} basis as
aα,β :=
∂aα
∂ξβ
= (aγ · aα,β)aγ + (n · aα,β)n. (2.15)
Introducing the Christoffel symbols of the second kind Γγαβ = a
γ · aα,β = Γγβα,
and using Eq.(2.13), we can rewrite Eq.(2.15) as
aα,β = Γ
γ
βαaγ + bαβn. (2.16)
Similarly the derivative of aα reads
aα,β = Γ
α
βγa
γ + bαβn, (2.17)
where bαβ is the mixed component of the curvature tensor.
Next, we define the so-called co-variant derivatives of aα and a
α, respectively as
aα;β := aα,β − Γγαβaγ = bαβn, (2.18)
aα;β := a
α
,β − Γαβγaγ = bαβn. (2.19)
1note that bαβ = bβα,aα,β = aβ,α, due to the symmetry of the metric tensor.
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Introducing the identity tensor on S
Is = aα ⊗ aα = aα ⊗ aα = I− (n⊗ n), (2.20)
where I is the standard identity tensor in R3, Eq.(2.18) can be rewritten as
aα;β = (n⊗ n)aα,β. (2.21)
A vector v in R3 can then be described using both bases {a1,a2,n} and
{a1,a2,n} as,
v = vβaβ + vnn = vβa
β + vnn, (2.22)
where vβ and v
β are respectively the co-variant and contra-variant components
of the vector v, defined as
vβ = v · aβ and vβ = v · aβ. (2.23)
The co- and contra-variant components are related through
vβ = aβαvα and vβ = aβαv
α. (2.24)
The vector v is a surface vector if its out-of-plane (normal) component vn van-
ishes. Using the definitions in Eqs.(2.22),(2.16) and (2.11), we can express the
derivatives of v using the chain rule as
v,α = (v
β
;α − vnbβα)aβ + (vβbαβ + vn,α)n, (2.25)
where
vβ;α = v
β
,α + v
γΓβαγ. (2.26)
Alternatively, Eq.(2.25) can be expressed in terms of the co-variant components
as
v,α = (vβ;α − vnbβα)aβ + (vβbβα + vn,α)n, (2.27)
where
vβ;α = vβ,α + vγΓ
γ
βα. (2.28)
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A second order tensor σ can be expressed in orthonormal basis as
σ = σαβ(aα ⊗ aβ) + σ3α(n⊗ aα) + σα3(aα ⊗ n) + σ33(n⊗ n) (2.29)
= σαβ(a
α ⊗ aβ) + σ3α(n⊗ aα) + σα3(aα ⊗ n) + σ33(n⊗ n). (2.30)
Similarly, σ is a surface tensor if the components associated with n vanishe,
yielding the form
σ = σαβ(aα ⊗ aβ) = σαβ(aα ⊗ aβ). (2.31)
Now, we discuss some of the main operators of tensors and vectors, encountered
in the study of contact mechanics and fluid mechanics. The Nabla operator for
general 3D setting in curvilinear coordinates is defined as
∇ = ∂
∂ξi
ai, i = 1, 2, 3, (2.32)
while for 2D surfaces in 3D Euclidean space
∇s = ∂
∂ξi
aα, α = 1, 2. (2.33)
The surface gradient of a scalar field φ reads
∇sφ = φ,αaα, (2.34)
and for v
∇sv = v,α ⊗ aα = a˙α ⊗ aα, (2.35)
where
a˙α =
∂x˙
∂ξα
=
∂v
∂ξα
= v,α. (2.36)
The surface divergence of v is defined as
divs v = tr(∇sv) = v,α · aα. (2.37)
Using the definition in Eq.(2.25) and Eq.(2.14), one can rewrite Eq. (2.37) as
divs v = v
α
;α − 2Hvn. (2.38)
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The surface divergence of n is given as
divsn = n,α · aα = −bαβaβ · aα = −aαβbαβ = −2H. (2.39)
An elemental area da at a point x on the surface S can be geometrically
interpreted as the area of an infinitesimal parallelogram with sides a1dξ
1 and
a2dξ
2. The out-of-plane product a1dξ
1 × a2dξ2 = n
√
det(aαβ) dξ
1dξ2 yields an
expression for da, such that
da =
√
det(aαβ) dξ
1dξ2. (2.40)
Similarly, dA on the undeformed surface S0 in the initial configuration reads
dA =
√
det(Aαβ) dξ
1dξ2. (2.41)
Both are related through
da = JdA, (2.42)
where J = Ja/JA, Ja =
√
det(aαβ), and JA =
√
det(Aαβ). The variation of J
reads
δJ = Jaα · δaα, (2.43)
where
∂Ja
∂aαβ
= det(aαβ)a
αβ. The derivation of Eq.(2.43) is provided in B.2.
2.1.2 Kinematics
Here, the kinematics of bodies and surfaces described in curvilinear coordinates
are reviewed, and some useful relationships needed in the subsequent chapters are
derived. The following equations apply generally to 3D membranes with out-of-
plane stretch λ 1. Let us consider the deformation of a membrane surface S with
an initial undeformed configuration S0. Upper case symbols denote quantities on
S0, while lower case symbols stand for quantities on S. The line elements dx and
1Here λ is not to be mixed with the Lagrange multiplier parameter used later.
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dX read
dx = aαdξ
α + λndξn, dX = Aαdξ
α +Ndξn. (2.44)
Using the relations
dξα = AαdX, dξn = NdX, (2.45)
Eq.(2.44) can be expressed as
dx =
[
(aα ⊗Aα) + λ(n⊗N )
]
dX. (2.46)
The deformation gradient then reads
F = (aα ⊗Aα) + λ(n⊗N ), (2.47)
with the inverse
F−1 = (Aα ⊗ aα) + 1
λ
(N ⊗ n). (2.48)
Accounting for the local and convective changes, the material derivative of any
quantity can be spatially expressed as [103](p.29)
D()
Dt
∣∣∣∣
X
=
∂()
∂t
∣∣∣∣
x
+ vα
∂()
∂ξα
. (2.49)
The time derivative of F can be written as
F˙ =
[
(a˙α ⊗Aα) + λ(n˙⊗N ) + λ˙(n⊗N )
]
, (2.50)
where the (˙) =
∂()
∂t
. The velocity gradient and its transpose are then defined as
L =∇v = F˙ F−1 =
[
(a˙α ⊗ aα) + (n˙⊗ n) + λ˙
λ
(n⊗ n)
]
, (2.51)
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LT =∇vT =
[
(aα ⊗ a˙α) + (n⊗ n˙)+ λ˙
λ
(n⊗ n)
]
. (2.52)
The rate of deformation tensor is defined as
d =
1
2
(L+LT ). (2.53)
Substituting Eqs.(2.52) and (2.51) into Eq.(2.53) yields
d =
1
2
[
(a˙α ⊗ aα) + (aα ⊗ a˙α) + (n˙⊗ n+ n⊗ n˙) + 2 λ˙
λ
(n⊗ n)
]
.
(2.54)
The rate of deformation tensor generally takes the form
d = dαβ(aα ⊗ aβ) + d3α(n⊗ aα + aα ⊗ n) + d33(n⊗ n), (2.55)
and thus we can define the following contra-variant components of d (see B.1)
dαβ = (d · aα) · aβ
=
1
2
[
aγα(a˙γ · aβ) + aβγ(a˙γ · aα)
]
=
1
2
[
aαβγδa˙γδ
]
,
(2.56)
with
aαβγδ =
1
2
[
aαβγδ + aαβγδ
]
=
1
2
[
aγαaβδ + aβγaαδ
]
, (2.57)
d3α = (d · aα) · n = 1
2
n˙ · aα, (2.58)
d33 = (d · n) · n = λ˙
λ
, (2.59)
where (n˙ · n) = 0.
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2.1.3 Kinematics of Membranes
Eqs.(2.44) to (2.59) describe the kinematics for structures with considerable thick-
ness, which contain contributions from bending effects and out-of-plane compres-
sion of the structure. For membranes, the out-of-plane stretch vanishes, and the
above equations are reduced to
L =∇v = F˙ F−1 = (a˙α ⊗ aα) + (n˙⊗ n), (2.60)
T = Tαβ(aα ⊗ aβ), (2.61)
where T is the stress tensor of the membrane. The symmetric velocity gradient
tensor (rate of deformation tensor) in co-variant basis takes the form
d = dαβ(aα ⊗ aβ) = dαβ(aα ⊗ aβ), (2.62)
with
dαβ =
1
2
[
aαβγδa˙γδ
]
, (2.63)
dαβ =
1
2
a˙αβ. (2.64)
2.2 Contact Mechanics
Virtually all movements on earth involve contact, either between solids, fluids
or both. Examples include rolling of wheels, human joints, seals, foundations of
buildings, steal construction, and generally every mechanical equipment or device.
The importance of studying contact mechanics becomes clear in: safety consid-
erations in constructions, economical aspects for frictional wear of mechanical
components, crash simulations, and development of bonding and surface tech-
nologies. The high non-linearities involved in such problems calls for the numer-
ical treatment which becomes particularly important when the deformation is
large enough to adopt the classical approximations based on small strains. This
section reviews the basic concepts of computational contact mechanics, and high-
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lights some of the numerical methods used to treat contact problems relevant to
the current study.
2.2.1 Spring Mass System
Here we introduce the basic methodology of treating static contact mathemati-
cally and numerically. Let us consider a mass spring system, where a point mass
m under gravity g is supported by a spring of stiffness k, as in figure 2.2(a). A
rigid plane restricts the displacement u of the mass in the vertical direction. The
energy of the system can be expressed as
Figure 2.2: (a) Mass spring system, (b) displacement-energy curve of the mass
spring system.
Π(u) =
1
2
ku2 −mgu. (2.65)
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In order to solve the problem for displacement, we minimize Π by the variation
δΠ(u) = kuδu−mgδu = 0, (2.66)
which yields the solution
u =
mg
k
. (2.67)
The restriction on u imposed by the rigid plane can be expressed by the inequality
constraint
c(u) = h− u ≥ 0, (2.68)
where the penetration into the rigid surface is not allowed. This means when
c = 0, then δu ≤ 0, i.e., the variation of u is only allowed in the upward direction.
Imposing this constraint to Eq.(2.66) yields the variational inequality
kuδu−mgδu ≥ 0. (2.69)
The above equation represents a constrained optimization of the displacement,
where the energy is minimized subject to the penetration constraint c ≥ 0. In this
case, the constrained Π˜min depicted in figure 2.2(b) is not the absolute minimum
Πmin, but the minimal energy obtained within the admissible solution space.
In the absence of adhesion forces in the contact interface, it is often assumed
that the reaction forcesRn between bodies in contact are negative, i.e., the contact
pressure is interpreted as compression. Accordingly, we can distinguish two cases
in a contact problem:
1. No contact occurs, when a gap exists c(u)>0 and reaction forces vanish
Rn = 0.
2. Contact occurs, when the gap vanishes c(u) = 0 and reaction forces exist
Rn<0.
Both conditions can be expressed in one statement:
Rn ≤ 0, c(u) ≥ 0, Rnc(u) = 0, (2.70)
which is known as Hertz-Signorini-Moreau conditions in contact mechanics, and
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as Kuhn-Tucker conditions in the theory of optimization.
Considering friction in the system, we introduce a tangential force ft in the
rigid plane. In the case of contact, the equilibrium equations in the normal and
tangential direction, respectively read
mg − kh+Rn = 0, (2.71)
ft +Rt = 0, (2.72)
where Rt is the reaction force in the tangential plane. This force is obtained from
the constitutive model which describes the friction. A widely used example is
the simple model of Coulomb, which characterizes friction through the friction
coefficient µf . The inequality associated with Coulomb’s law reads:
‖Rt‖+ µfRn ≤ 0, (2.73)
where both tangential and normal reaction forces are considered. Here two states
of frictional contact in an interface are distinguished:
1. Sticking, where there is no tangential motion between the bodies in contact,
‖Rt‖<− µfRn. (2.74)
2. Sliding, where a relative displacement between the bodies in contact takes
place.
‖Rt‖ = −µfRn. (2.75)
2.2.2 Contact of Bodies
Here we formulate contact between bodies undergoing large deformations. We
consider the two bodies B1 and B2 coming to contact, accompanied by large
deformations with deformation gradients F 1&F 2. The mapping function ϕi, for
i = 1, 2, describes the mapping between the reference configuration (points X i
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Figure 2.3: Contact of two bodies undergoing finite deformation.
on Bi) and the current configuration (points xi on ϕ(Bi)), as shown in figure
2.3. While studying contact of bodies, we distinguish three types of boundaries:
the traction boundary Γti with prescribed loads, the Dirichlet boundary Γui with
prescribed displacements, and the contact boundary Γci where the bodies come
into contact. At the contact boundary, the contact forces acting on each body
are in equilibrium through
F c1 + F c2 = 0, (2.76)
where
F ci =
∫
Γci
tcidai, i = 1, 2. (2.77)
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Considering that direct contact takes place between the two bodies, we have
Γc1 = Γc2 := Γc, and tc1 = tc2 = tc. (2.78)
The contact traction tc is generally composed of a normal (tN) and tangential
(tT ) components
tc = tN + tT . (2.79)
Based on the above defined contact tractions, the system of two bodies in
contact can be spatially described through the following set of equations
divσi + ρibi = 0 in Bi,
ti = t¯ui on Γui ,
ti = t¯i on Γti , ,
ti = t¯c on Γc,
(2.80)
where σi is defined from the constitutive equations of the body Bi, while t¯c is
defined by the constitutive equations describing contact.
There are two steps to detect contact: global search for contact then the lo-
cal kinematical formulation of the contact constraints. The first is discussed in
Section 2.2.5, while the second is discussed in Section 4.4. In continuum-based for-
mulations of contact kinematics, the contact between bodies is computed through
minimization of the distance between the bodies as in [25]. Such distance is usu-
ally identified by the so called non-penetration function [111] which determines
the normal and tangential contact behavior.
Generally, the potential energy Π(u) of constrained conservative systems is
expressed in terms of the internal energy Πint(u) and external energy Πext(u) as
Π(u) = Πint(u)− Πext(u) + Πc(u), (2.81)
where Πc(u) is the potential contribution due to the contact constraint. Different
approaches for defining this term are introduced in the following Subsection.
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2.2.3 Solution Techniques
Now we review three different methods to introduce the contact constraint to the
system: Lagrange multiplier method, penalty method and Augumented-Lagrange
multiplier method. These methods are widely used in contact mechanics and
optimization problems. Further methods can be found in [109]. The following
subsections discuss the constitutive relations used to define Πc.
2.2.3.1 Penalty Method
This methods treats the contact interface Γc as a deformable spring, which can
deform in the normal direction with stiffness N , or the tangential direction with
stiffness T . The stiffness represents the penalty parameter in the correspond-
ing direction. In case of contact, a penetration gN into the surface is virtually
assumed, corresponding to a spring compression. Tangential displacement gT is
also possible. This yields the reaction forces (contact forces) in the normal direc-
tion tN = NgN , and in the tangential direction tT = TgT . Unlike the normal
gap, we express the tangential displacement as a vector since a smooth surface
has infinite tangents at a point but only one normal.
Accordingly, the potential of contact takes the form of a potential of spring
Πc(u) =
∫
Γc
1
2
(N g
2
N + T gT · gT ) dA, (N , ‖gT‖)>0, (2.82)
where gN and gT are respectively the normal and tangential displacements. The
variation of this potential reads
δΠc(u) =
∫
Γc
(N gNδgN + T gT · δgT ) dA. (2.83)
As in spring systems, as N → ∞, the gap gN → 0, and tN → ∞. The same
applies to gT . In the case of pure stick, T vanishes. While this method is simple
to implement and introduces no additional unknowns to the system, it violates
the contact conditions in Eq.(2.70). Therefore the solution is always an approx-
imation, and the precision depends on the penalty parameter. Furthermore, the
choice of too large N can lead to an ill-conditioned problem.
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2.2.3.2 Lagrange Multiplier Method
An exact solution is possible with the Lagrange multiplier method, since it satis-
fies the inequality constraint in Eq.(2.70). Lagrange multiplier parameters λN and
λT are introduced to the system to account for normal and tangential reaction
forces (tN , tT ), respectively. This yields the potential form
Πc(u, λN ,λT ) =
∫
Γc
(λNgN + λT · gT ) dA. (2.84)
Unlike the penalty parameter, the Lagrange multiplier is not a constant param-
eter, and therefore the variation of the potential yields
δΠc(u, λN ,λT ) =
∫
Γc
(λNδgN + λT · δgT ) dA.︸ ︷︷ ︸
virtual work of λ along the gap functions
+
∫
Γc
(δλNgN + δλT · gT ) dA︸ ︷︷ ︸
kinematical constraints
.
(2.85)
The first term in Eq.(2.85) represents the contribution of the reaction forces
resulting from contact, while the second term expresses the kinematical constraint
condition of Eq.(2.70), which is exactly fulfilled. A drawback in this method is
the additional unknown term (Lagrange multiplier) introduced to the equations,
which increases the computational effort. This even leads to possible singularity
problems in the tangent matrix.
2.2.3.3 Augumented Lagrange Method
This approach combines both principles of the penalty method and the Lagrange
multiplier method, and is well known in optimization theory. The potential of
normal contact is given by
Πc(u) =
∫
Γc
(λN gN +
N
2
g2N) dA. (2.86)
A well established algorithm for computing λN is the Uzawa-algorithm, where
the variation of Πc(u) is expressed as
δΠc(u) =
∫
Γc
(λN + N gN) δgN dA, (2.87)
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where λN = λN + NgN is updated at each solution iteration n by
λn+1N = λ
n
N + Ng
n
N . (2.88)
The value of λN is updated in an outer loop algorithm, then held constant in an
inner iteration loop to solve the weak form of the problem. Further treatments
and algorithms for constitutive relations in the contact interface are discussed in
[109, 112].
2.2.4 Contact of Elastic Bars
Now we consider contact between two bars of linear elastic material, and show the
nonlinearity introduced to the system due to contact. The methods discussed in
the previous section are applied, and the solution is compared. For simplification,
only normal contact is considered in this example.
Figure 2.4: Contact of two elastic bars (inspired by [89]).
Figure 2.4 shows a system of two elastic bars of elasticity modulus E, cross
sectional area A, and length l, initially separated by a gap g0. Each bar is fixed
from one end and free at the other. A horizontal force F is applied at the end of
the left bar, in order to bring the bars in contact.
The potential of the unconstrained system reads
Π(u) =
1
2
∫
L
EAu
′2(x)dx−
∑
i
Fiui, (2.89)
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where Fi and ui denote the force and displacement at point i, while u
′ is the
spatial derivative of u. Discretizing the system into four points and applying the
boundary conditions yields the form
Π(u) =
1
2
EA
l
(u22 + u
2
3)− Fu2. (2.90)
The variation of the potential then reads
δΠ(u) =
EA
l
(u2δu2 + u3δu3)− Fδu2. (2.91)
Now introducing the impenetrability constraint for the variable gap
gN(u) = u2 − u3 − g0 ≤ 0 (2.92)
to the system yields the following constrained potential
Π˜(u) = Π(u) + Πc. (2.93)
Penalty method
Using the penalty method to formulate contact, Eq.(2.93) becomes
Π˜PM(u) = Π(u) +
1
2
Ng
2
N . (2.94)
Taking the variation of Π˜PM(u) and using the variation in Eq.(2.91) yields
δΠ˜PM(u) =
EA
l
(u2δu2 + u3δu3)− Fδu2 + gNδgN = 0. (2.95)
Eq.(2.95) together with the variation
δgN(u) = δu2 − δu3, (2.96)
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leads, for arbitrary variations δu2 and δu3, to the linear system of equations:EAl + N −N
N
EA
l
+ N

u2
u3
 =
F + Ng0
−Ng0
 , (2.97)
with the solution u2
u3
 = 1
EA/l + 2N
 NFlEA + F + Ng0
NFl
EA
− Ng0
 . (2.98)
The contact force is then defined in analogy to the spring force as
Fc = NgN , (2.99)
which after substituting the solution of Eq.(2.98) into Eq.(2.92) yields
Fc =
1
(EA/N l) + 2
(
F − EA
l
g0
)
. (2.100)
Based on Eqs.(2.98) ,(2.100), we can distinguish two limit cases in the penalty
method:
1. Very large penalty parameter N →∞, which corresponds to high stiffness
of the spring representing the resistance to penetration gN . Therefore the
penetration becomes very small gN → 0, and one approaches the exact
solution. The corresponding contact force reads
Fc =
1
2
(
F − EA
l
g0
)
, (2.101)
and the solution reads u2
u3
 = 1
2
 FlEA + g0
Fl
EA
− g0
 . (2.102)
2. Very small penalty parameter N → 0 , which corresponds to a very high
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penetration
gN =
Fl
EA
− g0. (2.103)
The corresponding contact force Fc = 0, and the solution isu2
u3
 =
 FlEA
0
 , (2.104)
which is a poor approximation to the exact solution obtained in Eq.(2.102).
On the other hand, choosing a very high penalty parameter N can lead to
an ill-conditioning problem and singularities in the stiffness matrix might
appear.
Lagrange multiplier method
Now we use the Lagrange multiplier method to obtain an exact solution, without
undergoing ill-conditioning problems as in the penalty method. Here the potential
can be defined in terms of the Lagrange multiplier λN as
Π˜LM(u) = Π(u) + (λNgN). (2.105)
Considering the variation of both gN and λN , one obtains
δΠ˜LM(u) =
EA
l
(u2δu2 + u3δu3)− Fδu2 + (λδgN + δλgN) = 0, (2.106)
which together with Eq.(2.96), for arbitrary u2, u3 and λN , yields the equation
system 
EA
l
0 1
0 EA
l
−1
1 −1 0


u2
u3
λN
 =

F
0
g0
 , (2.107)
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whose solution is 
u2
u3
λN
 =
1
2

Fl
EA
+ g0
Fl
EA
− g0
F − EA
l
g0
 . (2.108)
We note that the contact force Fc = λN is exactly obtained from the solution,
and not approximated in terms of the penetration as in the penalty method.
Furthermore, an exact solution for the displacements is directly obtained since
the kinematical constraint is fulfilled. In case contact is inactive, λN = 0, and the
unconstrained solution u2 =
Fl
EA
and u3 = 0 is simply obtained from Eq.(2.107).
While both penalty method and Lagrange multiplier method allow for a lin-
ear representation of the system equations which directly gives the solution, the
Augumented-Lagrange multiplier method requires iteration over λN since the re-
sulting system of equations is nonlinear.
Summary
To summarize this subsection, the load-displacement curve is plotted in figure
2.5 for the displacements u2 and u3 (depicted in figure 2.4). Contact is detected
when F ≥ EAg0/l so that the initial gap g0 is closed. Using the penalty method
(a) (b)
Figure 2.5: Load-displacement curve for (a) u2, (b) u3.
with a penalty parameter N = 0 corresponds to an unconstrained case, where
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the F and u are linearly related. When N → ∞, the penetration gN → 0, and
the exact solution is approached. On the other hand, the Lagrange multiplier
method directly gives an exact solution, since the Lagrange multiplier λN for the
contact force is introduced to the system. The choice of the method depends on
the application and precision requirements. While the penalty method is simple
to implement, and adds no additional unknown parameters to the system, it only
gives an approximated solution. Among other methods, the Lagrange multiplier
method and Augumented-Lagrange multiplier method provide exact solution, yet
are computationally more expensive, and more complicated to implement.
2.2.5 Search Algorithms
The search for contact between bodies can be the most computationally expensive
step. Particularly it can be quite difficult to handle dynamic and impact prob-
lems between several bodies with a priori unknown contact regions. Therefore
search strategies are developed to efficiently detect contact with optimized com-
putational costs and minimzed running time. Generally, efficient search routines
are split into two steps:
1. Global search, where possible regions of contact are identified and varia-
tional inequalities are solved.
2. Local search, where exact contact regions are determined and constitutive
equations are applied.
Global search. The first step is purely geometrical. Usually it is sufficient
to perform a coarse search for neighboring objects that might be in contact, as in
[107]. This step can take a hierarchical structure, to detect contact at different
time steps or displacement increments. Most of the global search algorithms are
based on the principle of subdividing the space into cells or boxes, then compare
them and checking which touch or overlap. The distinction lies in the way these
cells are distributed. One of the first and well-known methods is the Bucket
search method, which is applied within the finite element method. Here, each
body is bounded by a cell and the intersection of these cells is checked. As
seen in figure 2.6, global contact is only detected between the bodies B1 and
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B2. Accordingly, the local search follows only between these two pairs. Further
methods for distributing search cells can be found in [11], [63] and [108].
Figure 2.6: Global search for contact using Bucket search. Schematic inspired by
[89].
Local search. The following step is the local search, where the constitutive
relations of contact are used to detect the exact contact locations between bodies.
Let us consider 2D contact between two deformable bodiesBhs andB
h
m, discretized
into linear elements, as in figure 2.7. Conventionally, one body is chosen to be
Figure 2.7: Local search for 2D contact between two deformable bodies.
Schematic inspired by [89].
a reference or master body, while the other is called slave. In case of contact
between rigid and deformable bodies, the rigid is usually the master body. Now
we need to find which nodes on the slave surface are in contact with the master
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surface. Among several approaches used to handle this problem, we use the
strategy introduced by Benson & Hallquist [12], which splits the local search for
contact at a given salve node xs ∈ Bhs into three phases:
1. Identify the closest master node xim ∈ Bhm, from the given nodal coordinates,
where nodes are indexed by i.
2. Check all finite elements in Bhm charing the node x
i
m, and determine the
element Γjm which contains the closest projection point xp. j denotes the
element index.
3. Compute the convective coordinates ξp of the projection point xp.
There are several algorithms to achieve step 3 such as Node-to-node, NTS (Node-
to-segment), STS (Segment-to-segment), Node-to-surface, Surface-to-surface, and
NTE (Node-to-edge) contact algorithms (see [109]).
2.3 Fluid Mechanics
In this section, we discuss Navier-Stokes equations for surface flows, using curvi-
linear coordinates. The flow of mono-layer liquid membranes with zero thickness
is considered. Additionally, bending components of the stress tensor are ne-
glected. The conservation of mass and momentum are derived in a general form.
2.3.1 Conservation of Mass
The rate of change of the mass in the fluid interface reads:
M˙ =
D
Dt
∫
S
ρda =
∫
S
(Dρ
Dt
+ ρdivsv
)
da, (2.109)
with
D
Dt
∫
S
da =
∫
S
J˙ dA =
∫
S
J˙/J da =
∫
S
divsv da, (2.110)
where ρ is the surface density (M/L2). On the other hand, the material derivative
of ρ reads:
Dρ
Dt
= ρ˙+ vαρ,α. (2.111)
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The conservation of mass requires Eq.(2.109) to vanish, which is true for an
arbitrary surface S. Locally, the continuity equation (Eq.(2.109)) reads:
Dρ
Dt
+ ρdivsv = 0 (2.112)
Using the definition of divsv in Eq.(2.38), and the definition of the material
derivate in Eq.(2.111), the continuity equation can be locally expressed as:
ρ˙+ vαρ,α + ρ(v
α
;α − 2Hvn) = 0. (2.113)
The incompressibility of the flow implies that divsv = 0, while for homoge-
nous incompressible fluids, Dρ/Dt = 0. This yields two independent equations:
vα;α − 2Hvn = 0, (2.114)
ρ˙+ vαρ,α = 0, (2.115)
where Eq.(2.114) accounts for the flow incompressibility, while Eq.(2.115) ex-
presses the fluid material incompressibility. Here, we note that homogeneous
materials always undergo an incompressible flow, but the converse is not true.
This is often a source of confusion.
For surface flows, where vn = 0, the second term in Eq.(2.114) vanishes.
Therefore this form of the continuity equation is independent of the surface cur-
vature.
2.3.2 Conservation of Linear Momentum
For an arbitrary control surface of fluid denoted as S, bounded by the curve ∂S,
the following forces contribute to the balance of momentum:
1. internal tractions (T ·m) acting across any line element inside the surface,
where T is the internal stress tensor, while m is a unit vector acting normal
to the line element,
2. applied (external) forces (f) acting on the whole surface, and
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3. inertial forces due to fluid motion (q˜).
The momentum balance yields∫
∂S
T ·m ds+
∫
S
fda =
∫
S
q˜da. (2.116)
Using the divergence theorem, we can write∫
S
divs T da+
∫
S
fda =
∫
S
q˜da. (2.117)
For an arbitrary surface S, the following holds locally,
divs T + f = q, (2.118)
with
q = ρ
Dv
Dt
= ρ
[
v˙ + v ·∇v
]
, (2.119)
f = fαaα + pn. (2.120)
The stress tensor is defined as
T = −pI + 2µd, (2.121)
with
d =
1
2
(∇v +∇vT ), (2.122)
where d is the rate of deformation tensor, p is the static pressure of the fluid
interface (surface compression), while µ is the kinematic viscosity. Using the
definition of ∇v in Eq.(2.60), one can write
T = − p
[
aαβ(aα ⊗ aβ) + (n⊗ n)
]
+ 2µ
1
2
[
(a˙γ ⊗ aγ) + (aγ ⊗ a˙γ) + (n˙⊗ n) + (n⊗ n˙)
]
.
(2.123)
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The corresponding traction tα can then be expressed as
tα = T · aα = −paγαaγ + 2µ1
2
[
aγαa˙γ + (
1
2
aδαa˙γδ)a
γ
]
, (2.124)
and its derivative (for the derivation see B.3 ) as
tα;α = −p;αaα − paαβaβ;α + µ(aβ;α ⊗ aα) a˙β + µ
[
aαβI + (aβ ⊗ aα)
]
a˙β;α. (2.125)
Alternatively, the surface stress tensor T can also be expressed in terms of
the contra-variant components of the internal traction as
T = tβ ⊗ aβ. (2.126)
The surface divergence of the stress tensor then reads
divs T = T ,α · aα = (tβ ⊗ aβ),α · aα
= (tβ,α ⊗ aβ + tβ ⊗ aβ,α) · aα
= tα,α + t
βΓαβα
= tα;α
(2.127)
Now the balance of momentum in Eq.(2.118) can be expressed as
tα;α + f = ρ(v˙ + v ·L), α = 1, 2. (2.128)
Using the definition of L in Eq.(2.60), the convective term reads
v ·L = vαa˙α + vnn˙. (2.129)
The contra-variant component of the internal force reads
tα = T · aα = T βαaβ (2.130)
Now taking the co-variant derivative of tα in Eq.(2.130), we obtain
tα;α = T
βα
;α aβ + T
βαaβ;α. (2.131)
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Using the definition n · aα;β = bαβ,we can rewrite Eq.(2.131) as:
tα;α = T
βα
;α aβ + T
βαbαβn, (2.132)
which allows expressing tα;α in the normal (n) and tangential (aβ) directions.
The acceleration v˙ reads:
v˙ =
∂v
∂t
= v˙αaα + v
αa˙α + v˙nn+ vnn˙, (2.133)
and in aβ direction reads,
v˙ · aβ = ∂v
∂t
· aβ = v˙β + vα(1
2
aδβa˙αδ) + vn(n˙ · aβ). (2.134)
and in n direction reads,
v˙ · n = ∂v
∂t
· n = vα(a˙α · n) + v˙n, (2.135)
where n˙ · n = 0 since n · n = 1, ∂
∂t
(n · n) = 0.
Now the balance of momentum (Eq.2.128) can be decomposed into an in-plane
component
T βα;α + f
β = ρ
[
v˙ · aβ + 1
2
vαaδβa˙αδ
]
, (2.136)
and an out-of-plane component
T βαbαβ + p = ρ
[
v˙ · n+ vαa˙α · n
]
. (2.137)
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Chapter 3
System Model
This chapter briefly demonstrates the developed system which models the self-
cleaning mechanism, depicted in Figures 3.1 and 3.2. The system comprises: (1)
the droplet membrane model, which accounts for a quasi-static droplet, (2) the
multi-scale substrate contact model, which captures surface and line contact at
three levels of roughness, representing the multi-scale structure of the surface, (3)
the pollutant particle model, in which a force analysis is performed to study the
interaction with the droplet, and (4) the flow model of a thin Newtonian fluid
film moving on a curved/rough surface, representing the Wenzel wetting state.
All of these models are based on continuum mechanical formulations, since the
macro-micro length-scales are considered in this thesis.
3.1 Droplet Membrane Model
A droplet is modeled as a liquid membrane whose deformation is mainly governed
by the Young-Laplace equation, and internal bulk liquid governed by the Stokes
flow. The dynamics of the droplet can be studied by incorporating a stokes flow
model for the enclosed flow together with the developed membrane model as a
boundary, in a decoupled manner as in Rasool et al. [82, 83]. However, quasi-
static droplets are considered in the current model, where inertial effects can be
neglected. This assumption is convenient for studying wetting of slowly moving
droplets. The incompressibility of the static internal bulk liquid is numerically
System Model
Figure 3.1: Schematic of the self-cleaning model [74].
Figure 3.2: Schematic of the flow of a thin fluid film on a curved surface.
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expressed as a volume constraint, while contact constraints are used to model
surface contact. The latter is addressed in the following section. Our focus is
on pure membranes, i.e., curved surfaces that do not support in-plane compres-
sion, out-of-plane bending, or shear. In contrast to the approach adopted by
Brown et al. [18], which models the droplet membrane as an open domain with
boundary conditions at the contact line, we model a closed droplet, which cap-
tures the surface contact and treats the contact line as part of the solution. Two
models for the membrane are introduced: (1) 2D Cartesian-based formulation
with length constraint, and (2) 3D formulation based on curvilinear coordinates,
with the numerical stabilization scheme introduced by Sauer [90]. The first is
limited to axi-symmetric droplets, while the second models general 3D droplets.
Discretizations of the introduced models are performed using FEM in Chapter
5, while validations against experimental and analytical results are provided in
Chapter 6.
3.2 Multi-Scale Contact Model
Hydrophobic surfaces have a hierarchical nature. The lotus leaf for instance would
appear smooth to the human eye, while a surface roughness can be observed at
the micro-level. Furthermore, a second level of surface roughness can be captured
at a smaller length-scale, corresponding to tiny little asperities on each asperity
at the micro-level. The developed model mimics this topology through a math-
ematical function based on super-imposed exponential functions (Section 4.3).
This function is defined in terms of the surface parameters at the corresponding
length-scale. The surface contact between the droplet membrane and the sub-
strate surface at each length-scale is computed through the developed contact
algorithm. This multi-scale modeling introduces local and global contact area
regions, depending on the considered length scale. The contact angle, which de-
fines the wettability of the surface, is imposed at the local contact lines on each
individual asperity (Section 4.5).
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3.3 Pollutant Particle Model
This model determines whether a rigid spherical pollutant particle is attached/detached
to/from a droplet, based on a force analysis. In order to compute the forces acting
on the particle, the shape of the meniscus of the droplet membrane at the contact
line (at the particle surface) has to be computed. Therefore the incorporation of
this model with the droplet membrane model is essential, unless certain assump-
tions are made for the latter, which are special cases. For instance, an assumption
is often adopted in the literature that the droplet size is too large compared to
particle size, so that the undeformed droplet surface can be assumed to be planar.
Both general and special cases are discussed in Section 4.6. While hydrophilic
particles are more likely to be attached to the droplet compared to hydrophobic
ones, the first might still stick to the substrate surface, depending on the particle
density, and size w.r.t the droplet. Several examples are demonstrated in Sections
6.3.1 and 6.4.
3.4 Fluid Film Flow Model
The last model considers the Wenzel wetting state of a thin Newtonian fluid in-
terface flowing on a rough substrate surface. A viscous incompressible fluid is
considered, and the flow is restricted to the interface in-plane level, i.e., no pene-
tration in the out-of-plane direction is considered. This means the fluid interface
is assumed to be in intimate contact with the substrate surface. Furthermore,
The dynamics of the boundary of the interface is out of the scope of the current
study. Here, we introduce a new FE formulation based on curvilinear-coordinates
to model Navier-Stokes flow on curved surfaces. The model predicts the velocity
and pressure distributions on arbitrary curved surfaces. Examples in Section 6.5
are shown for rough surfaces described by exponential functions. In contrast to
static membranes, thin liquid membranes in motion are inherently stabilized due
to the continuity equation.
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Governing Equations
Here, the governing equations for the models discussed in the previous chapter are
derived from potentials using variational principles. First the droplet membrane
is modeled using two different formulations: 2D Cartesian-based formulation, and
a general 3D formulation based on curvilinear coordinates. Then, a multi-scale
substrate surface model is introduced, where roughness is captured at 3 different
length-scales. Afterwards, the constitutive equations describing surface and line
contact are presented. Based on the introduced contact setup, the interaction
between rigid contaminant particles and the droplet membrane is studied in terms
of the interfacial and body forces involved under quasi-static conditions. In the
end, the dynamics of thin liquid films flowing on curved surfaces are elaborated, in
order to represent the Wenzel wetting state where the film is in full contact with
the surface. Navier-Stokes equations are formulated in curvilinear coordinates,
and the necessary numerical stabilization is considered. Throughout this chapter,
strong and weak forms are derived for all the governing equations.
4.1 Static Membrane Model I
In the first model, we introduce a Cartesian-based formulation for the Young-
Laplace equation to describe axisymmetric droplet membranes. This model pro-
vides three main advantages over Brown’s model [18]: 1) allows modeling of the
surface contact by considering a closed droplet (see figure 4.1(b)), and 2) treating
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the location of the contact line as an unknown which evolves in the solution, and
not as a boundary condition, and 3) provides solutions for complex geometries
formed by membrane deformations, such as contact on rough surfaces shown in
figure 4.2. Such problems can not be handled using Brown’s formulation due to
an inherited restriction on the polar coordinates. This restriction implies that
only one value of the radial position f can be defined at each given angle θ,
which is often violated when complex geometry is considered (as shown in figure
4.2). Therefore, a Cartesian coordinate system is used in the introduced model,
in order to provide a unique surface description. Furthermore, better consistency
with fluid flow equations is achieved.
In the polar-based formulation for 2D membranes [70], the Young-Laplace
equation is solved for only one unknown variable f(θ) at each node. In the
current model, we introduce two independent variables x and y at each node. An
additional in-plane constraint is therefore necessary to compute the additional
unknown. This constraint is chosen to be applied in the in-plane direction of the
membrane, which is consistent with the physical phenomenon of constant surface
tension of liquid membranes. A discussion on this constraint follows in Section
4.1.2.
(a) (b)
Figure 4.1: (a) Open droplet according to Brown et al. [18], (b) the new developed
closed droplet, which accounts for surface and line contact. [91].
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Figure 4.2: Non-uniqueness of the solution based on Brown’s formulation.
4.1.1 Young-Laplace Equation
The deformation in static membranes can be modeled using Young-Laplace equa-
tion, which represents an equilibrium between the pressure difference across the
membrane surface and its mean curvature. First, we derive the strong form of
Young-Laplace equation from a potential, then the weak form follows in Section
4.1.3.
The strain energy per unit area of membrane surface is approximated in terms
of the mean curvature H˜, the Gaussian curvature K, and the local area stretch
Js in the current configuration as [8]
W (Js, H˜ ,K) = γJs + c2H˜
2 + c3K, (4.1)
where γ is the surface tension, while c2 and c3 are the material moduli. For
1D curves representing the 2D axisymmetric membrane surface, the Gaussian
curvature K = k1k2 vanishes since one of the principle curvatures is equal to zero.
Furthermore, we consider negligible bending stiffness in the droplet membrane
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(c2 = 0). With this, we can express the strain energy per unit area as
W (Js) = γJs. (4.2)
The total potential energy Π of the membrane is defined in terms of the strain
energy of the membrane Πint, the external pressure energy Πext and wherever
applicable the contact pressure energy Πc as
Π = Πint − Πext + Πc, (4.3)
which can be expressed as
Π =
∫
SB
W (Js) dA −
∫
SA
p˜ext r da+
∫
SA
p˜c r da, (4.4)
where p˜ext is the pressure difference across the membrane, r is the position field,
p˜c is the contact pressure, and SA and SB are, respectively, the membrane surfaces
in the deformed and undeformed configuration. The variation in Π induced by
the variation δr reads
δΠ =
∫
SB
δW dA −
∫
SA
p˜ext δr da+
∫
SA
p˜c δr da, (4.5)
where δr belongs to the space of kinematically admissible values. Using Nanson’s
formula (da = Js dA), we can express the integration in Eq.(4.5) in terms of the
deformed surface SA as
δΠ =
∫
SA
[
γ
δJs
Js
− p˜ext δr + p˜c δr
]
da, (4.6)
where δW = γδJs. Under normal variations, we have [98]
δJs
Js
= −2 H˜ δr. (4.7)
Substitution in Eq.(4.6) yields
δΠ =
∫
SA
δr
[
− 2 H˜ γ − p˜ext + p˜c
]
da = 0, (4.8)
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which at equilibrium (δΠ = 0), and for arbitrary variations in δr gives the Young-
Laplace equation
2 H˜ γ = −p˜ext + p˜c. (4.9)
The external pressure p˜ext comprises the capillary pressure p0 and the hydrostatic
pressure p˜h,
p˜ext = −(p˜0 + p˜h), (4.10)
with p˜h = ρgy˜, and y˜ is the surface height w.r.t reference plane at which the
pressure is equal to zero. Generally, Eq.(4.9) is expressed as
2 H˜ γ = ∆p˜, [N/m2], (4.11)
where
∆p˜ = p˜0 + p˜h + p˜c (4.12)
includes all possible variations of pressure across the interface, while 2H˜ is the
mean curvature. Quantities marked with tilde denote real values. In the following
sections and chapters, we use the corresponding dimensionless quantities without
tilde for convenience of computations. Eq.(4.11) is therefore normalized by L/γ
yielding
2H = λ+ B0 y + pc [−], (4.13)
where L is an arbitrary characteristic length, usually related to the considered
length-scale, H = LH˜, λ = L p˜0/γ, B0 = ρgL
2/γ, y = y˜/L, and pc =
L p˜c/γ. The normalized capillary pressure p0, which governs the local volume
change of the liquid, is obtained from the incompressibility constraint,
gv = J − 1 = 0, (4.14)
where J :=det F is the determinant of the deformation gradient F.
The mean curvature is defined as the surface divergence of the normal vector
n on the membrane surface,
2H := −∇S · n, (4.15)
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where the surface gradient operator is defined in terms of the common gradient
operator ∇ and the outward normal component as,
∇S := (I− n⊗ n) ·∇, (4.16)
where I is the identity tensor. The surface position vector r in a Cartesian
coordinate system is defined as
r = xex + yey, (4.17)
with the magnitude r =
√
x2 + y2, where x and y are the spacial variables of r.
Normalized surface tangent at and normal n vectors w.r.t membrane surface SA
are then defined as:
at =
x′ex + y′ey√
x′2 + y′2
, n =
y′ex − x′ey√
x′2 + y′2
, (4.18)
where ( )′ = ∂( )/∂s is the derivative w.r.t the curve length s on the surface SA.
Due to the high non-linearity of the curvature term, we define a circle (sphere for
3D) of radius RB as a base surface SB, over which the actual membrane surface
is mapped. The corresponding normal and tangent vectors of the base surface
read
nB =
xex + yey
r
, aB =
yex − xey
r
. (4.19)
A closed liquid membrane would has the following Dirichlet and Neumann
boundary conditions
r = rˆ on ∂rSA,
t = tˆ on ∂tSA.
(4.20)
The Dirichlet boundary condition is only necessary to obtain a solution for the
membrane w.r.t a fixed reference point.
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4.1.2 Membrane Constitution
While the Young-Laplace equation provides information about the out-of-plane
equilibrium of the membrane, an additional equation in the in-plane direction
is necessary in order to compute the two independent position variables (x, y)
at each point on the membrane. This additional equation is obtained from the
fact that the surface tension is constant everywhere on the membrane surface,
expressed as
γ = const. (4.21)
The numerical approach applied to fulfill Eq.(4.21) is discussed in Chapter 5.
We note here that the system of equations becomes larger due to the introduction
of two independent variables in the Cartesian-based formulation, compared to one
variable in the polar-based formulation of Brown et al. [18]. This, on the other
hand, provides more flexibility in the surface description, as shown in figure 4.2.
4.1.3 Weak Form
Now we derive the weak form of to Eq.(4.13) through multiplying by the test
function φ and integrating over the membrane surface SA yielding the residual
energy of the system
G =
∫
SA
[
2H − (λ+ B0y − pc)
]
φ da = 0, ∀ φ ∈W, (4.22)
where W is a space which contains all the kinematically admissible spatial varia-
tions φ on the surface SA. The residuum in Eq.(4.22) is typically expressed as the
sum of internal Gint, external Gext and contact Gc contributions to the energy,
G = Gint −Gext −Gc = 0 ∀ φ ∈W, (4.23)
where
Gint =
∫
SA
2Hφ da, (4.24)
Gext =
∫
SA
(λ+ B0y)φ da, (4.25)
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Gc = −
∫
SA
pc φ da. (4.26)
The surface divergence in Eq.(4.15) w.r.t SA is mapped onto the base surface SB,
whose curvature is 1/RB, according to the relation
∇S · n = RB
r
∇B · n. (4.27)
Substituting this relation in Eq.(4.15) then in Eq.(4.59), and applying the chain
rule yields,
Gint = −
∫
SB
∇B ·
(RB φ
r
· n
)
dA+
∫
SB
n ·∇B
(RB φ
r
)
dA. (4.28)
Applying the divergence theorem to the first term on the right hand side of
Eq.(4.28) yields a line and a surface integral,
−
∫
SB
∇B ·
(RB φ
r
· n
)
dA = −
∮
L
RB φ
r
n ·M ds +
∫
SB
(φ
r
n
)
· nB dA
= −
∮
L
RB φ
r
n ·M ds−
∫
SB
φ
r
(
−y′x+ x′y
r
√
x′2 + y′2
)
dA,
(4.29)
where the line integral represents the contact line force discussed in Section 4.5,
acting on the contact line L. The second term on the right hand side of Eq.(4.28)
reads ∫
SB
n ·∇B
(RB φ
r
)
dA =
∫
SB
n · eS
(rφ′ − r′φ
r2
)
dA
=
∫
SB
(rφ′ − rφ)(y′y + x′x)
r3
√
x′2 + y′2
dA, (4.30)
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where eS = aB is the tangent to surface SB. Substituting Eqs.(4.29) & (4.30)
into Eq.(4.28) yields
Gint =
∫
SB
[
−φr(x′y − y′x) + (rφ′ − r′φ)(y′y + x′x)
r3
√
x′2 + y′2
]
dA
−
∮
L
RB φ
r
n ·M ds, ∀φ ∈W. (4.31)
4.2 Static Membrane Model II
Classical formulations of shells and membranes are often based on Cartesian co-
ordinate systems for the sake of consistency with classical constitutive relations
and balance laws [110]. However complex geometries are not precisely represented
when Cartesian parameterization is used. On the other hand, using curvilinear
coordinates provides accurate description of curved surfaces, specially those with
complex geometries. Here, we reformulate the balance laws, kinematics and con-
stitutive equations in a curvilinear coordinate system, in order to provide a more
general setup for the membrane kinematics. The formulation is based on the
theoretical framework of Steigmann [97]. This model has three main advantages
over the previous one. Firstly, it provides a general framework for 3D membranes
of arbitrary deformations and structural complexity, such as those in rough sur-
faces. Secondly, it naturally introduces the in-plane equilibrium in addition to
the out-of-plane equilibrium represented by the Young-Laplace equation. This
allows modeling of tangential tractions such as friction forces. Thirdly, the para-
metric description of the surface in curvilinear coordinates allows using global
coordinates without the need for transformation as the case in the classical for-
mulations.
4.2.1 Liquid Membrane equilibrium
Here, we discuss the field equation of a free liquid membrane of zero thickness,
under predefined boundary conditions. Contact contributions are separately dis-
cussed in Sections 4.4 and 4.5. Based on the surface description in Chapter
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2.1.1, we define the liquid membrane surface Ss, whose equilibrium is statically
described through the balance of momentum
tα;α + f = 0, (4.32)
where tα;α is the co-variant derivative of the membrane traction t
α, and f is the
vector of body forces. The latter can be split into the in-plane and out-of-plane
components
f = fαaα + pn, (4.33)
where fα are the tangential components of the body forces, while p is the normal
pressure. The body forces generally include contributions from the bulk fluid f f,
surface contact f c, and futher applied external forces f¯ , defined as
f = f f + f c + f¯ . (4.34)
Accordingly, the tangential components of f can be split into
fα = fαf + f
α
c + f¯
α. (4.35)
Similarily, the pressure p can be split into the fluid bulk pressure pf , contact
pressure pc, and external pressure p¯,
p = pf + pc + p¯. (4.36)
The constitution of the surface contact force f c is discussed in Section 4.4. The
traction tα can be defined in terms of the interface stress σ as
tα = σaα = σαβaβ. (4.37)
Using the definition in Eq.(2.18), the co-variant derivative of tα reads
tα;α = σ
αβ
;α aβ + σ
αβbαβn. (4.38)
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Substituting Eqs.(4.38) and (4.33) into (4.32) yields two balance equations: one
in the in-plane direction,
σαβ;β + f
α = 0, (4.39)
and the other in the out-of-plane direction
σαβbαβ + p = 0. (4.40)
For quasi-static liquid membranes in contact with a solid interface, the surface
stress tensor takes the form
σ = γΓ(aα ⊗ aα) = γΓ(aα ⊗ aα), (4.41)
where γΓ denotes the surface tension at any of the three possible interfaces; γSL,
or γLG or γSG. Further explanation of the forces at the three-phase contact
line is provided in Section 4.5. Using the definition in Eq.(2.62), the constant
components of σ then read
σαβ = γΓa
αβ, σαβ = γΓaαβ, σ
α
β = γΓδ
α
β . (4.42)
Substituting Eq.(4.42) into Eq.(4.40) gives the Young-Laplace equation which is
often written as
2HγΓ + p = 0, (4.43)
where the mean curvature 2H := bαα, and b
α
α is the mixed component of the
curvature tensor. Using Eqs.(2.17) and (2.19), it can be proved that the co-
variant derivative of σαβ is zero,
σαβ;β = γΓ(a
α · aβ);β = γΓ
[
bββ(n · aα) + bαβ(n · aβ)
]
= 0. (4.44)
This shows that the in-plane equilibrium in Eq.(4.39) is naturally satisfied for
any tangential loads fα, which correspond to a resistance-free deformation state.
Numerically this means the stiffness in the in-plane direction is zero, which causes
singularity problems. Therefore, a numerical treatment is discussed in the fol-
lowing section, in order to stabilize liquid membranes.
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For enclosed domains such as liquid droplets, the capillary pressure is kept
constant through a volume constraint gv representing the incompressibility of
liquids,
gv := V0 − V = 0, (4.45)
where V0 and V are, respectively, the initial and actual volumes respectively.
Those volumes can be computed from the surface integration
V =
1
3
∫
Ss
x · nda, V0 = 1
3
∫
Ss0
X ·NdA. (4.46)
The volume constraint in Eq.(4.45) is applied through the Lagrange multiplier,
which represents the capillary pressure.
The following Dirichlet and Neumann boundary conditions apply on the re-
spective boundaries ∂uSs and ∂tSs,
u = uˆ on∂uSs,
t = tˆ on∂tSs.
(4.47)
The traction t on the boundary is defined according to Cauchy’s formula as
t = σm, (4.48)
where m = mαaα is the outward unit normal to the traction boundary ∂tSs.
4.2.2 Membrane Stabilization
Since membranes do not naturally support in-plane loads, a constitutive model
is essential for the in-plane stability. Sauer et al. [92] used the incompressible
Neo-Hookean material model which substitutes σαβ in Eq.(4.39) by the stress
components
σαβ = µ/J(Aαβ − aαβ), (4.49)
where µ is the shear modulus representing the stabilization parameter, J is the
jacobian, and Aαβ is the metric tensor in the initial/reference configuration. The
membrane stability in that model is a function of the stabilization parameter.
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Ideally this parameter has to eventually vanish in order to be consistent with the
physical liquid membranes which are shear free. On the other hand, relatively
small values lead to singularity problems. Here we use the scheme proposed by
Sauer [90], which substitutes σαβ by the stabilization stress
σαβsta = µ/J(a
αβ
0 − aαβ), (4.50)
where aαβ0 is the metric tensor computed at the previous load step. This scheme
is efficient when a large number of load steps is used, so that a gradual decay in
the stabilization stress is achieved through the variation in the metric tensor over
each load step. At the same time, the stabilization parameter µ does not need to
vanish, as the case in Eq.(4.49).
4.2.3 Weak form
We consider a virtual variation w of the deformation of the membrane surface
Ss, which belongs to the space W of all kinematically admissible deformations.
Contracting Eq.(4.32) by w, and integrating over the membrane surface yields∫
Ss
w · (tα;α + f) da = 0, ∀w ∈W. (4.51)
Using the decomposition of w into the tangential and normal components
w = wαa
α + wn, (4.52)
together with Eq.(4.38), we can rewrite Eq.(4.51) as∫
Ss
(wασ
αβ
;β + wσ
αβbαβ)da+
∫
Ss
w · fda = 0. (4.53)
Using the divergence theorem for curved surfaces [41], the first term in the first
integral in Eq.(4.53) is expressed as∫
Ss
wασ
αβ
;β da =
∫
∂tSs
wασ
αβmβds−
∫
Ss
wα;βσ
αβda, (4.54)
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where the term σαβmβ = tˆ
α denotes the the tangential components of the pre-
scribed traction along the Neumann boundary ∂tSs. Based on the definition in
Eq.(4.52), we can rewrite
wασ
αβmβ = wαtˆ
α = w · tˆ. (4.55)
Substituting Eq.(4.54) together with Eq.(4.55) into Eq.(4.53) and rearranging
terms yields
Gint −Gext = 0, (4.56)
where Gint and Gext are respectively the internal and external contributions of
the virtual work defined as
Gint =
∫
Ss
wα;βσ
αβda−
∫
Ss
wσαβbαβda, (4.57)
Gext =
∫
Ss
w · fda+
∫
∂tSs
w · tˆ ds. (4.58)
Using the relations w = w ·n, and wα = w · aα derived from Eq.(4.52), together
with the relation bαβn = aα;β, we can rewrite Eq.(4.57) as
Gint =
∫
Ss
w;β · σαβaαda. (4.59)
Contributions from the internal fluid and the surface contact are already intro-
duced in Gext through f (see Eq.(4.34)). Further contribution from the contact
line is to be included in the equilibrium in Eq.(4.56). Constitutive relations for
surface and line contact are discussed in Sections 4.4 and 4.5 respectively.
4.3 Multi-scale substrate model
Multi-scale surfaces involve multi-level roughness. While a hydrophobic surface
appears to be flat on the macro-scale level, it might have multi-level roughness
at finer length-scales. Considering precise description of the surface topography
allows realistic modeling of the wetting behavior. Therefore multi-scale rough-
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ness models are introduced, in order to capture local contact at the individual
asperities, and provide reliable computations to describe wetting. While simple
sinusoidal functions are often used for representation of roughness [13, 45], we
use super-imposed exponential functions, which provide more flexibility in sur-
face description, and better approximation of the real topography. This is because
more parameters are used to describe exponential functions. A challenging aspect
in using exponential functions is the difficulty of detecting contact compared to
other simple functions, such as spherical. Further discussion on this challenge is
provided in the following section.
Now we mathematically model the substrate surface at three different topogra-
phies [71]. These are: flat, single-roughness, and double-roughness topographies
as in figure 4.3, which can be interpreted as three different length-scales.
Figure 4.3: Parameterization of 2D multi-scale surfaces: flat (A1 = A2 = 0),
single-roughness (A2 = 0), and double-roughness (A1&A2 6= 0). [71].
A point xm on the substrate surface is defined through the relation,
xm = z1n0 + z2n1, (4.60)
where n0 and n1 are the normals w.r.t surfaces S0 (the flat horizontal surface) and
S1, respectively (see figure 4.3). The following set of equations describe surfaces
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of up to two-level roughness,
z1(x1) =
np1∑
j=1
A1 exp
(
− (x1 − j4x1)
2
h21
)
, (4.61)
z¯2(s) =
np2∑
j=1
A2 exp
(
− (s− j4x2)
2
h22
)
, (4.62)
s =
∫
S1
√
1 +
(∂z1
∂x1
)2
dx1. (4.63)
The exponential function z1 describes the first level of roughness on surface S1,
while z¯2 describes the roughness on the second level (surface S2). The distance
z¯2 is defined in Eq.(4.62) in terms of the arc length s, measured from surface S1,
normal to it. Ai and hi are the amplitude and asperity width of the corresponding
surface Si, respectively, for i = 1, 2. A summation over the number of asperities
on the corresponding surfaces np1 and np2 is taken, considering 4x1 and 4x2,
which define the spacing between asperities on S1 and S2, respectively. Setting
A2 = 0 yields a single-roughness surface described only by z1, while setting both
A1 = A2 = 0 yields a flat surface. The width of the asperities on each level is
related to a characteristic length L through the relations h1 = f1L and h2 = f2L,
where f1&f2 < 1 are factors which determine the two length-scales of surface S1
and S2, respectively.
In order to describe the roughness, we define the dimensionless surface roughness
factor,
Cri = Ai/hi, (4.64)
which is the ratio of the asperity amplitude to its width on the corresponding
surface i. A flat surface would correspond to Cr1 = 0, while a single-level rough
surface corresponds to Cr2 = 0. For simplification, we fix the distance between
each two consequent asperities to three times their width, 4xi = 3hi for i = 1, 2.
We emphasize here that both 4xi and hi are fixed parameters defined in terms of
the characteristic length L. In spite of being captured at different length-scales,
the two surfaces might have the same roughness factor. Therefore the length-scale
is distinguished through the variable hi and not Cri .
Analogous to the 2D case, the 3D substrate surface, shown in figure 4.4, repre-
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sented by multi-level exponential functions is mathematically described through
the set of equations
z1(x, y) =
np1∑
j=1
A1 exp
(
− (x1 − j4x1)
2 + (y1 − j4y1)2
h21
)
,
z2(sx, sy) =
np2∑
j=1
A2 exp
(
− (sx − j4x2)
2 + (sy − j4y2)2
h22
)
,
sx =
∫
S1
√
1 +
(∂z1
∂x1
)2
dx1,
sy =
∫
S1
√
1 +
(∂z1
∂y1
)2
dy1,
(4.65)
where 4xi and 4yi, respectively, denote the spacing between asperities in the x
and y directions along the curve lengths sx and sy, on the respective surface Si,
for i = 1, 2.
Figure 4.4: 3D multi-scale substrate surface based on super-imposed exponential
functions.
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Single-roughness exponential surfaces (figure 4.5) are obtained by substituting
A2 = 0 in the above equations.
Figure 4.5: 3D substrate surface based on super-imposed exponential functions.
The substrate surface can also be modeled by a set of super-positioned spheres,
as in figure 4.6, mathematically defined as
z(x, y) =
np∑
j=1
√
r2s − ‖(x− j4x)2 + (y − j4x)2‖, (4.66)
where rs is the radius of the sphere. In this model, only one roughness level is
considered since it only serves as a simplification of the general case represented
by exponential functions.
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Figure 4.6: 3D substrate surface based on super-imposed spherical functions.
4.4 Surface Contact
After defining the droplet and substrate surface models, the numerical treatment
of contact is introduced. First the surface contact is introduced to the numerical
model as a constraint, which can be enforced by various approaches [109]. In this
work we use the penalty method, which provides an approximated solution. Yet
the simplicity of its numerical implementation compared to other methods makes
it a reasonable approach, especially when complex surface roughness is considered.
The closest point projection approach is used to define the normal gap between the
interacting surfaces. Second, the surface contact on a double-roughness surface is
discussed, and the tangents required for computing the projections are introduced.
4.4.1 Numerical Constraint
In order to compute the contact pressure pc (Eq.(4.13)) between the droplet
membrane surface Ss and the substrate surface Si (i = 0, 1, 2), the normal gap
gn between both surfaces must be computed. For that, each material point xs
on the droplet surface is projected normally onto the substrate surface. The
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impenetrability constraint then reads
gn = (xs − xp) · np ≥ 0, ∀xs ∈ Ss, (4.67)
where xp is the closest projection of xs onto the substrate surface Si in the
direction np, normal to Si (see figure 4.7). According to the penalty method, the
normal component pc = pcn of the surface contact force f c is defined as
pc =
−pgnnp, if gn < 0,0, gn ≥ 0. (4.68)
This force contributes to the external virtual work in Eq.(4.58) through the the
term f which is defined in Eq.(4.34) . Tangential components of f c are not
considered in this work, since frictionless contact is assumed.
Figure 4.7: Projection of the membrane point xs onto the substrate surface Si.
While the computation of gn and its spatial derivatives on a flat surface is
straight forward, it is challenging in the case of curved surfaces, since the surface
normal varies w.r.t xs. An iterative solution is therefore necessary to compute
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all possible projection points xm, satisfying the orthogonality condition,
aα · (xs − xm) = 0, α = 1, 2, (4.69)
where aα are the two surface tangents on Si at xm. Generally, several projection
solutions for xs could exist (see figure 4.8), and therefore a minimum distance
problem has to be solved to obtain the closest projection point xp,
xp(xs) = min∀xm∈Si
(xs − xm), ∀xs ∈ Ss. (4.70)
Figure 4.8: Multiple projections of a membrane point onto the substrate surface
Si.
4.4.2 Closest Point Projection
The key parameter to compute the normal gap is the closest projection point xp on
the substrate surface. This parameter is obtained analytically in a straightforward
manner in some cases such as flat and spherical surfaces. However for exponential
surfaces, an iterative step is necessary. The identification of xp is introduced for
the case of spherical and exponential functions. In the numerical setting, the
membrane points represented by xs are the integration points of the surface
elements of the membrane.
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4.4.2.1 Spherical Surfaces
For substrate surfaces represented by spheres, the projection xp, the normal np
and the gap gn can be explicitly determined without any further iterative steps.
Knowing the position of the centre of the sphere r0, we can define the normal np
as
np =
xsr0
‖xs − r0‖ . (4.71)
The projection point xp
xp = r0 + rsnp, (4.72)
on the sphere of radius rs simply lies on the line connecting the centre of the
sphere and the point xs, as shown in figure 4.9.
Figure 4.9: Projection of a membrane point onto a spherical substrate surface Si.
4.4.2.2 Multi-Scale Exponential Surfaces
We consider the 2D double-roughness surface shown in figure 4.10. The point x2
on S2 is defined as
x2 = x2ex + z2ez, (4.73)
with
z2 = z1 + z¯2 cos θ1. (4.74)
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The distance z¯2 is defined in Eq.(4.62) in terms of the curve length s measured
on S1 at a given point x1,
x1 = x1ex + z1ez. (4.75)
This means that x2 is eventually a function of x1. The objective is to find the
value of x1 which corresponds to the point x2 whose tangent on S2 is normal to
the vector connecting x2 and xs. Mathematically, this problem can be expressed
by the residual equation
Figure 4.10: Parameterization of the two-level rough surface (zoom in)
R(x1) = n2 · a2 != 0, (4.76)
which enforces orthogonality of the projection n2,
n2 = x2 − xs (4.77)
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with the tangent a2,
a2 =
∂x2
∂x2
, (4.78)
computed at the iteration point x2 on S2. The solution x
∗
2 = x2 at x
∗
1 is obtained
when R(x∗1) = 0. We note that R is updated by x1 and not x2 since the last is
determined based on the curve length s, which is measured at a given x1 (see
Eqs.(4.61), (4.62), and (4.63)). The residuum in Eq.(4.76) is updated through
the stiffness
K =
∂R
∂x1
=
∂x2
∂x1
· a2 + n2 · ∂
2x2
∂x2x1
, (4.79)
where
∂x2
∂x1
= x′2ex + z
′
2ez, (4.80)
∂2x2
∂x2x1
= 0ex + (z
′′
2
∂x1
∂x2
+ z′2
∂2x1
∂x2x1
)ez, (4.81)
with ()′ = ∂()/∂x1 and ()′′ = ∂2()/∂x21. Derivatives up to the third order must
be computed to define z′′2 in (4.81). These are listed in appendix A.
4.5 Line Contact
Wetting is mainly characterized by the contact angle, which is defined at the con-
tact line Lc. The later represents the location where the three phases intersect:
liquid droplet, substrate surface and the surrounding air. In this study, we distin-
guish two different contact interfaces; 1) the liquid membrane with the substrate
surface with contact angle θc, and 2) the liquid membrane with the pollutant
particle with contact angle θp. In both cases, the location of the contact line in a
quasi-static framework is governed by the balance of the interfacial tractions tSG,
tLG and tSL at the solid-gas, liquid-gas and solid-liquid interfaces, respectively,
through
tSG + tLG + tSL + qn = 0, (4.82)
where qn = qnnc is the line load which counterbalances the projection of tLG
onto the normal direction nc w.r.t Sm, as shown in figure 4.11. Both tractions
tSG and tSL have opposite directions along the vector mc which is normal to the
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surface tangent ac and lies on the surface Sm. The force tLG = γLGam is tangent
to the liquid membrane at the plane which forms the contact angle θc with the
master surface Sm.
(a) (b)
Figure 4.11: Forces at the contact line: (a) 3D view, and (b) 2D side view. [73].
The normal and tangential components of Eq.(4.82) w.r.t Sm, respectively
read
γSG − γLG cos θ − γSL = 0, (4.83)
qn − γLG sin θ = 0, (4.84)
where γSG, γLG and γSL are the surface tensions at the respective interfaces.
The above equations hold for interactions on both substrate surfaces θ = θc and
pollutant particles θ = θp. Computationally, the contact angle θ is imposed
within the membrane as a kink by applying a certain load qc at the contact line
[90],
qc = qnnc + γSGmc. (4.85)
This load has the components γSGmc and qnnc, and has to balance the tractions
tLG and tSL (see figure 4.11). Therefore, computing qc requires determining
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the vectors nc,ac, and mc. The normal nc is computed w.r.t to the known
substrate surface at the contact point, by considering the closest point projection
as mentioned in the surface contact, while the tangent ac is determined at the
membrane point xc as
ac =
∂xc
∂ξ
. (4.86)
The vector mc is the cross product of ac and nc, defined as
mc =
ac × nc
‖ac × nc‖ . (4.87)
For further details, refer to [90].
The contact line force qc in Eq.(4.85) contributes to the balance of virtual
work in Eq. (4.23) and (4.56) through the expression
Gcl =
∫
Lc
w · qc ds. (4.88)
4.6 Particle-Droplet Interaction
The third element in the self-cleaning model is the pollutant particle, which might
have arbitrary shape and surface property. Due to the relatively small length-
scale of the system, it is convenient to consider spherical particles. In the current
model, we investigate the interaction between those particles and the surface of
a liquid droplet under quasi-static conditions. Interaction forces are generally
computed based on the surface parameters of both the particle the droplet. This
requires the solution from the droplet model, which has to be coupled with the
current particle model. A simplification is however possible, by considering very
small particles w.r.t the droplet so that the surface of the later appears almost
flat. This allows reduction of the model to a flat liquid sheet in contact with a
sphere. Both cases are discussed in the following sections. Friction and surface
adhesion between the particle and the substrate are not considered in this work.
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4.6.1 General Model
This model describes the contact of a rigid spherical pollutant particle with a
droplet membrane. The deformation of the membrane due to the interaction
with the particle is first computed. Then based on the computed contact area
and inclination of the droplet meniscus at the contact line, we compute the forces
acting on the particle. The considered spherical pollutant particle of radius rp
and density ρp, is subjected to four forces illustrated in figure 4.12: particle weight
FG, contact line force FCL, hydrostatic force FH , and buoyancy force FB, defined
as follows:
FG =
4
3
pir3pρpg, (4.89)
FCL =
∮
Lc
tLG ds, (4.90)
FH =
∫
as
pf n da ≈ p0AsN, (4.91)
FB = ρsgVsN, Vs =
pib
6
(3a2 + b2), (4.92)
where n is the normal to the wetted area As, while Vs is the wetted volume of
the particle, N is the normal to the contact line along the particle axis, and a& b
are distances defined in Fig.(4.12). The effective force Fe is the summation of all
forces,
Fe = FG + FCL + FH + FB. (4.93)
The vertical component of the effective force (Fver = Fe · g) determines whether
the particle is pulled upwards towards the droplet or not. In case of a non-unique
equilibrium contact angle (for instance due to thermodynamical instability), a
non-zero contact angle hysteresis could appear, bound by a receding (minimal)
and an advancing (maximal) contact angle. If they evolve with time, they are
called dynamic contact angles. These can be computed from the tangential equi-
librium of the effective force (Ftang = Fe · at), where at is the tangent vector
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w.r.t droplet surface defined as
at =
tLG
‖tLG‖ . (4.94)
Figure 4.12: Schematic of the forces acting on a particle in contact with a liquid
droplet. [72].
In case of an internal fluid flow inside the droplet, an additional force FF is
added to the equilibrium in Eq.(4.93) to account for the effect of the fluid flow.
A simple example to illustrate the tangential force balance is depicted in figure
4.13, where a particle with contact angle 90◦ is attached to the surface of a liquid
droplet. The resultant of the contact line force vanishes, and the force equilibrium
in the tangential direction (w.r.t the droplet surface) can be expressed in terms
of the particle weight downwards and the fluid force upwards, considering the
internal flow is in the clockwise direction, and neglecting the buoyancy force
(for a small particle). Such a force analysis allows a simple description of the
tangential motion of the particles along the droplet surface.
Among the above parameters, the following require computation of the mem-
brane deformation: (1) the location of the contact line Lc w.r.t the particle (repre-
sented by the distances a& b), (2) the traction along the liquid-gas interface tLG,
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Figure 4.13: Schematic of the tangential forces acting on a particle attached to a
liquid droplet.
and (3) the internal pressure p0. Since the computation of the 3D membrane
deformation might be quite expensive, especially when surface roughness has to
be considered, it is convenient to reduce the model after certain simplifications.
These are discussed in the next section.
4.6.2 Simplified Model
The previous model can be simplified by assuming that the pollutant particle
size is too small compared to the droplet size, so that the undeformed surface of
the droplet appears planner to the particle. Such an assumption avoids the need
to run computations for the whole droplet. Instead, we model an initially flat
membrane sheet interacting with a small rigid sphere. The internal fluid forces
such as the capillary pressure can still be incorporated to the model through an
applied volume constraint. In a 3D space, the same membrane model introduced
in Section 4.2 is used to compute the deformation of a liquid sheet around a
sphere, after applying appropriate boundary conditions. Those are illustrated in
various examples introduced in Chapter 6.
Now we briefly introduce a 2D model to compute the meniscus around a
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spherical pollutant particle. Consider the attachment of a small particle of radius
r, density ρp, to a larger water droplet with radius R, density ρw, whose surface
appears planar to the particle (figure 4.14).
Figure 4.14: Schematic of a particle attached to a droplet surface. [69].
The aim of the model is to define a direct relation between the equilibrium
force in terms of the forces defined in the previous section, and the penetration
u. While parameters in Eqs.(4.89) → (4.92) are either predefined or straightfor-
wardly computed, the meniscus depression 4h is the only unknown parameter,
which has to be computed by solving the Young-Laplace equation. The axisym-
metric water meniscus is described by the Young-Laplace equation,
2Hγ = 4p = 4po + ρsgy, (4.95)
H =
1
2
[
y′′√
(1 + y′2)3
+
y′
x
√
1 + y′2
]
, (4.96)
which relates the pressure difference at the interface 4p to the surface tension
of the water γ and the mean curvature of the interface surface 2H, expressed in
terms of the in-plane and out-of-plane positions x and y, respectively. The deriva-
tives y′ and y′′ are taken w.r.t x where ()′ = ∂()/∂x. The weak form of Eq.(4.95) is
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formulated in terms of a weighting function w, which belongs to the space W of all
kinematically admissible values of w. Normalization of Eq.(4.95) through multi-
plication by r/(γ
√
B0) allows defining the Lagrange parameter λ = 4p0r/(γ
√
B0)
which accounts for the capillary pressure, and the dimensionless position in the
normal direction f =
√
B0 y/r. As previously introduced in Section 4.1.1, The
Bond number is expressed as B0 = ρsgr
2/γ, where the characteristic length in
this case is the particle radius. The resulting residuum reads
R(f, λ) =
∫ R¯
a¯
∫ 2pi
0
[
− f ′w′ + f
′w + f ′3w
x¯
− (λ+ f)(
√
(1 + f ′2)3w
]
dφ dx
+ f ′w
R¯
a¯
= 0 , ∀w ∈W,
(4.97)
where x¯, a¯, u¯ and R¯ are the normalized quantities w.r.t the particle radius r. The
second derivative f ′′ is eliminated after integration by parts. In order to account
for the incompressibility of the water droplet, the volume constraint,
V − pia¯24h − 2pi
∫ R¯
a¯
f ddx +
pi
3
(r + u¯)2(2r − u¯) = 0, (4.98)
is enforced as an additional equation, to determine λ.
In this problem, Neumann boundary conditions are defined in terms of the
meniscus slope f ′ as follows
f ′

x=a¯
= f ′TPC , f
′

x=R¯
= 0, (4.99)
where f ′TPC is the meniscus slope at the three phase contact interface (TPC),
defined in terms of the contact angle θc. The slope at the other end vanishes
since the undeformed droplet surface is considered flat w.r.t the particle. In
order to determine θc in terms of the penetration variables u¯ and a¯, we define the
angles θ1 and θ2 at TPC from figure 4.15 as
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Figure 4.15: Tangent at the meniscus.
tan θ1 = − 1
f ′TPC
, tan θ2 = − 1
s′
= − u¯
a¯
, (4.100)
where s′ is the slope of the spherical particle at the contact line. From geometry,
we obtain
tan θc = tan(θ1 + θ2) =
− 1
f ′TPC
− u¯
a¯
1− u¯
a¯
1
f ′TPC
. (4.101)
Thus, the meniscus slope f ′TPC can be expressed in terms of the contact angle
θc as
f ′TPC =
tan θc
u¯
a¯
− 1
tan θc +
u¯
a¯
. (4.102)
The finite element (FE) method is used to solve Eq.(4.97) for the position
f , approximated by linear shape functions. The resulting residual equation
R(f , λ) = 0 is solved by the Newton Raphson method. Once the displacement
field of the water meniscus is known, the depression 4h can be computed and
the contact line force is determined. Accordingly the position of the particle w.r.t
the droplet can be computed.
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4.7 Flow of Fluid Films
Here we derive the conservation laws for momentum and mass of a thin Newtonian
fluid film on curved surfaces. The equations describe the full Navier-Stokes flow,
formulated in curvilinear coordinates. This allows representation of the governing
equations and the boundary conditions in local coordinate systems, and avoids
the need for transformations between configurations as often done in the literature
[35], in case of Cartesian coordinates.
The surface of the thin film is denoted as B ⊂ Rnsd , where nsd is the number of
spatial dimensions. The boundary of the film is defined as ∂B = ∂vB∪∂tB, where
∂vB represents the Dirichlet boundary, and ∂tB denotes the Neumann boundary.
4.7.1 General formulation
As derived in Eq.(2.113), the mass balance for incompressible fluid interfaces
generally reads
ρ˙+ vαρ,α + ρ(v
α
;α − 2Hvn) = 0. (4.103)
Now we substitute ρ˙ = 0 for a fluid whose surface density is invariant with time
along the convected coordinate ξα at a particular material point. Additionally vn
vanishes for surface flows having zero out-of-plane velocity components, yielding
the reduced form of Eq.(4.103)
vαρ,α + ρv
α
;α = 0. (4.104)
The compressibility of a fluid is a material property which describes the ability
of a fluid to change its initial volume in response to pressure difference. This is
however different from the compressibility of the flow which measures the change
of density of a fluid element along the pathine. A compressible fluid can undergo
an incompressible flow where the density of each fluid element remains unchanged
along the pathline. The converse is however not true. That is why we strictly
consider an incompressible fluid, which imposes both conditions in the above
equation: (1) incompressibility of the fluid material
vαρ,α = 0, (4.105)
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and (2) incompressibility of the flow
vα;α = 0. (4.106)
The latter corresponds to the well known continuity equation divsv = 0.
The balance of momentum generally reads
tα;α + f = ρ(v˙ + v ·L), (4.107)
with tα defined as
−paα + µ[aαβI + (aβ ⊗ aα)]a˙β. (4.108)
The vector of external forces f is defined as
f = fαaα + Pextn. (4.109)
The model is closed by the following boundary conditions for the velocity and
the stress fields,
v = v ∀ x ∈ ∂vB, (4.110)
T · n = t ∀ x ∈ ∂tB, (4.111)
where v and t are the imposed velocity and traction on the boundaries ∂vB and
∂tB, respectively.
4.7.2 Stabilization of the Galerkin Formulation
The introduced fluid flow model is based on the Galerkin formulation. Therefore,
the finite elements have to satisfy the so called LBB (inf-sup) stability condition
which was early investigated by Ladyzehnskaya [52], Babuska [7] and Brezzi [15].
This condition implies that the order (or the number of degrees of freedom) of the
interpolation functions for the velocity has to be higher than that of the pressure.
The satisfaction of this condition requires using a special class of finite elements,
called Taylor-Hood quad elements (also denoted as Q2/Q1) where the velocity
is interpolated using quadratic functions, while the pressure is interpolated us-
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ing linear functions. The numerical implementation of such type of elements
is challenging. Alternatively, the same interpolation functions can be used for
velocity and pressure if a stabilization term is added, so the solution remains
stable even though the LBB condition is violated. Among several approaches to
introduce the stabilization term [28], we discuss two popular approaches in this
work: (1) the Streamline-Upwind/Petrov-Galerkin (SUPG) method, which was
first introduced by Brooks & Hughes [16] and [43], and (2) the Pressure Sta-
bilized Petrov/Galerkin (PSPG) method [102]. The stabilization term in both
approaches is introduced to the governing equations as an artificial diffusion in
the streamline direction only. The SUPG term is added to the equation of bal-
ance of momentum, while the PSPG term is added to the continuity equation.
Both stabilization terms eventually go to zero as the solution is reached, so that
the physical equation is not affected. Furthermore, they are integrated only over
the element interior since it is discontinuous along the boundary. A convenient
choice is using the residual of the momentum equation in Eq.(4.107)
RM(v, p) =
[
tα;α + f − ρ(v˙ + v ·L)
]
, (4.112)
to formulate the stabilization terms associated with the SUPG and PSPG ap-
proaches. Each approach has a stabilization parameter, however, in practice
they are often identical. The exact formulation of each approach is given in the
following subsection.
4.7.3 Weak Form
The weak formulations for the governing equations given in Section 4.7.1 are
derived here. In the current fluid film model, we consider no deformation of the
system, and that variations in velocity and pressure are allowed. Furthermore,
flow problems are often modeled with an Eulerian framework, since fluid particles
undergo large deformations that are computationally epensive to capture within
a Lagrgian framework as repeated meshes have to be constructed. Therefore the
virtual work can be integrated over the reference area dA.
The unknown variables (v, p) and the corresponding test functions (w, q) are
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chosen from the following spaces,
Sv = {v|v ∈ H1(B), v = v on ∂vB}, (4.113)
Vv = {w|w ∈ H1(B), w = 0 on ∂vB}, (4.114)
Sp = Vp = {q|q ∈ H1(B)} (4.115)
where H1(B) represents the Sobolev space of functions having square integrable
derivatives of first order on the domain B, while Sv, Sp,Vv, and Vp are, respec-
tively, the admissible spaces for the velocity and pressure and their test functions
w, q. We note here that the test functions for the velocity field vanish at the
boundary, while the test functions for the pressure have the same values of the
approximated pressure. Therefore a separate space Vv is defined only for w,
while q belongs to Sp.
• Balance of Momentum
The weak form of the momentum balance is constructed by multiplying Eq.(4.107)
by w and integrating over the surface, yielding∫
B
w ·
[
tα;α + f − ρ(v˙ + v ·L)
]
dA = 0, ∀w ∈ Vv. (4.116)
The first term can be split after applying the divergence theorem for curved
surfaces [41] into∫
B
w · tα;αdA =
∫
∂B
w · tαmαds−
∫
B
w;α · tαdA, (4.117)
wherem = mαa
α is the unit normal on the boundary ∂B. Using the definition
of the prescribed traction t¯ = T ·m = tαmα, and introducing the stabilization
term associated with the SUPG method, we can rewrite the stabilized form of
Eq.(4.116) as
Gint −Gext +Giner +Gstam = 0, (4.118)
with the internal, external, inertial, and stabilization contributions to the virtual
work are, respectively defined as
Gint =
∫
B
w;α · tαdA ∀w ∈ Vv, (4.119)
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Gext =
∫
B
(w · f)dA+
∫
∂B
(w · t¯)ds, (4.120)
Giner =
∫
B
w · (v˙ + v ·∇v) dA, (4.121)
Gstam = τs
∫
B
v · (w;α · aα) ·RM dA, (4.122)
and τs is the stabilization parameter associated with the SUPG scheme. Using
the definition of tα in Eq.(4.108), we can rewrite Gint as
Gint =
∫
B
w;α ·
(
− paα + µ[aαβI + (aβ ⊗ aα)]a˙β
)
dA (4.123)
• Continuity Equation
The continuity equation in Eq.(4.104) is stabilized by the PSPG scheme yield-
ing
Gq −Gstaq = 0, (4.124)
where the physical contribution Gq reads
Gq =
∫
B
q (vα;α + v
αρ,α) dA, (4.125)
while the PSPG stabilization term reads
Gstaq = τp
∫
B
(q;αa
α ·RM)dA, (4.126)
and τp is the stabilization parameter associated with the PSPG scheme.
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Chapter 5
Finite Element Discretization
In this chapter, we introduce the finite element discretization of the equations
discussed in the previous chapter, based on Galerkin’s formulation. Such a dis-
cretization approximates the real surface S into Sh. The geometry and deforma-
tion of the droplet surface are discretized, based on a Lagrangian description,
into a set of finite elements defined on the reference/initial domain Ωe0, and on
the current/actual domain Ωe. A nodal point X on Ωe0 is denoted by x on Ω
e.
Two different types of domains are discretized here: (1) Quasi-static surface
of the droplet membrane in a Lagrangian framework, and (2) flow of a thin fluid
film over a curved surface, in an Eulerian framework. In principle, both problems
are governed by the balance of momentum, which can be adapted to static and
dynamic conditions. Discretizations of the constitutive relations in each case are
provided.
5.1 Static Membrane Model I
5.1.1 Discretized Weak Form
Since this model is limited to axisymmetric droplets, the FE setup is simplified
to 2D space. A further reduction to 1D follows when only the droplet membrane,
represented by a line, is considered. According to Galerkin’s method [10, 110],
the geometry and its variations can be approximated by nodal interpolations,
Finite Element Discretization
using the same shape functions N,
N = [N1 N2 ... NI ], x
h = Nxe, y
h = Nye, φ
h = Nφe, (5.1)
where ye, xe and φe are, respectively, the nodal values of the actual geometry
and variations, defined as
xe =

x1
x2
...
xne

, ye =

y1
y2
...
yne

, (5.2)
while I is the number of degrees of freedom (D.O.F) per element. The derivatives
w.r.t the curve length s are expressed as
x
′h = N′xe, y
′h = N′ye, (5.3)
where
N′ =
∂N
∂x
Jx +
∂N
∂y
Jy, (5.4)
and
Jx =
∂x
∂s
, Jy =
∂y
∂s
, (5.5)
are, respectively, the Jacobians of x and y. The latter can be determined from
the relation
s =
∫
Ωe
√
1 +
(∂x
∂y
)2
dx. (5.6)
Using the above approximations, the residuum in Eq.(4.23) can be expressed as:
G =
ne∑
e=1
Ge = 0, ∀ φ ∈W, (5.7)
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where the approximated residuum at the element level Ge is defined as:
Ge = φe
T
[
f eint − f eext − f ecs − f ecl
]
, (5.8)
with the corresponding force vectors of the residuals in Eqs.(4.58), (4.26), and
(4.31),
f eint =
∫
Ωe
−NTrh(x′hyh − y′hxh) + (rhN′T − r′hNT)(y′hyh + x′hxh)
rh
3
√
x′h2 + y′h2
da, (5.9)
f eext =
∫
Ωe
NT(λ+ B0y
h) da, (5.10)
f ecs =
∫
Ωe
−NT(pc) da, (5.11)
f ecl =
∮
Lec
NT
(RB
rh
n ·M
)
ds, (5.12)
where rh =
√
yh2 + xh2 is the approximated radial position, and Lec is the dis-
cretized contact line. The surface contact pressure pc in Eq.(5.11) is obtained
from the penetration condition in Eq.(4.68). We note that the contact line force
in Eq.(5.12) is derived from the internal energy residuum (Eq.(4.31)), which im-
plies that the contact line is imposed internally within the solution, and not as a
boundary condition as in Brown et al. [18].
5.1.2 Membrane Constitution
Liquid membranes are characterized by constant surface tension. This can be
numerically interpreted as constant forces in the in-plane direction, or equally
sized elements. For a 2D axisymmetric droplet, the length can be constrained
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through the following constraint
gle =
∑ne
i=1 l
e
i
ne
− lei = 0, (5.13)
where lei is the length of each element i, defined as
lei =
∫
Ωe
‖at‖ da, (5.14)
where at is the tangent vector defined in Eq.(4.18), based on the approximated
quantities x
′h and y
′h.
5.2 Membrane Model II
5.2.1 Discretized Weak Form
In this model, a general FE setup is established for 2D surfaces of liquid mem-
branes described in 3D Euclidian space [90]. The geometry in the reference Ωe0
and actual Ωe configurations is, respectively, approximated by the nodal interpo-
lations
X ≈Xh = NXe, X ∈ Ωe0, (5.15)
x ≈ xh = Nxe, x ∈ Ωe, (5.16)
where the array of shape functions N = [N1I3,N2I3, ....,NneI3] has the size of (3×
3ne), and ne is the number of shape functions, i.e., number of nodes per element,
while I3 is the usual identity tensor in R3. Each shape function NI = NI(ξ1, ξ2) is
defined in terms of the local coordinates of the parametric domain, for a certain
degree of interpolation. Throughout this model and in the related examples,
we use 9-noded quadrilateral elements based on Lagrange interpolations. These
elements are mapped to the parametric domain ξα ∈ [−1, 1] through a master
element.
The surface tangents at each given point on the reference and actual surfaces
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are, respectively, given by
Aα ≈ N,αXe, (5.17)
aα ≈ N,αxe, (5.18)
where N,α = ∂N/∂ξ
α. Considering a Bubnov-Galerkin formulation, the variation
w is discretized using the same shape functions as the deformation, i.e.,
w ≈ Nwe, (5.19)
and the corresponding derivative reads
w;α ≈ Nαwe. (5.20)
Based on the above interpolations, we can express the total virtual work of the
system in the discretized form as
G =
nel∑
e=1
Ge, (5.21)
where nel is the number of finite elements used to discretize the surface of the
membrane. The total virtual work Ge comprises contributions from the internal
and external energies as well as the surface and line contact. These can be
expressed in terms of the elemental force vectors
Ge = wTe [f
e
int − f eext − f ecl], (5.22)
where the elemental internal force vector is obtained from Eq.(4.59),
f eint =
∫
Ss
NT,ασ
αβN,βdaxe, (5.23)
while the elemental external force vector is obtained from Eq.(4.58),
f eext =
∫
Ss
NTfda+
∫
∂tSs
NTt tˆ ds, (5.24)
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and the elemental contact-line force vector is obtained from Eq.(4.88),
f ecl =
∫
Lc
NTt qcds. (5.25)
We note here that a different array of shape functions Nt is used for the contact
line Lc, and for the Neumann boundary ∂tSs in Eq.(5.24). These boundary inter-
faces are represented by one side of the standard 2D finite element, yielding a 1D
interpolation of the nodes on this side. Therefore the array Nt contains contri-
butions only from the determined boundary nodes, while the rest of the entries
are zero. To elaborate this, consider the boundary of a 2D quadratic element
(ne = 9) containing the nodes with indices (2, 6, 3). The corresponding array of
boundary shape functions will read
Nt = [0,Nt1I3,Nt2I3,0,0,Nt3I3,0,0,0], (5.26)
where the shape functions Nt1 , Nt2 and Nt3 interpolate the 1D three-nodes element
representing the boundary interface. Furthermore, the membrane points which
lie on the contact line and the corresponding tangents are interpolated according
to
xc = Ntxe, ac =
∂xc
∂ξα
= Nt,αxe. (5.27)
Based on the above definition of ac, the load qc is obtained according to Eq.(4.85).
The contributions from the surface contact, fluid forces and other external
forces are included in Eq.(5.24) through the force vector f = f c + f f + f¯ , which
is previously elaborated in Eqs.(4.34 → 4.36). In order to express these contri-
butions in the discretized form, we rewrite Eq.(5.24) as
f eext = f
e
c + f
e
f + f¯
e
ext, (5.28)
where f ec is the elemental force vector representing the surface contact, defined as
f ec =
∫
Ss
NTf cda, (5.29)
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with
f c = f
α
c aα + pcn, (5.30)
and pcn is the normal surface contact force obtained from Eq.(4.68), while f
e
f is
the elemental fluid force vector, defined as
f ef =
∫
Ss
NTf fda, (5.31)
with
f f = f
α
f aα + pfn, (5.32)
and f¯ eext represent the external forces,
f¯ eext =
∫
Ss
NT f¯da+
∫
∂tSs
NTt tˆ ds, (5.33)
with
f¯ = f¯αaα + p¯n. (5.34)
5.2.2 Membrane Stabilization
As previously discussed in Section 4.2.1, the stabilization is required only in the in-
plane direction, and should not have any effect on the physical equation, i.e., the
out-of-plane equilibrium. The aim is, therefore, to introduce a stabilization term
which initially balances the system, then gradually decreases until it eventually
vanishes, when the final solution is reached [90]. This is elaborated in the following
lines.
In view of Eq.(4.57), the elemental internal force vector can be split into the
in-plane f einti and out-of-plane f
e
into components defined as follows
f einti =
∫
S
σαβ
(
NT,αN,β + N
T (n⊗ n)N,αβ
)
daxe, (5.35)
f einto = −
∫
S
σαβNT (n⊗ n)N,αβdaxe, (5.36)
where the addition of the two components yields the same f eint derived in Eq.(5.23).
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The derivation of Eqs.(5.35) and (5.36) is listed in the appendix C.1. Now we
substitute the stabilization stress tensor σαβsta defined in Eq.(4.50) into the in-plane
component f einti in Eq.(5.35) and add the latter to the physical force vector f
e
int,
yielding the stabilized form
f eint,sta = f
e
int(σ
αβ) + f einti(σ
αβ
sta). (5.37)
The computations of liquid membranes are performed over several incremental
load steps. Initially, i.e., at the beginning of the iteration, an artificial in-plane
stiffness is introduced to the system through the stabilization term f einti(σ
αβ
sta) in
Eq.(5.37), governed by the stabilization stress σαβsta. The latter gradually decreases
as the solution is approached at each iteration step, according to Eq.(4.50), until
it goes to zero when the final solution is reached. Alternative approaches of
stabilization can be found in [90].
5.3 Fluid Films
The weak formulation of the Navier-Stokes flow equations derived in Section 4.7.3
is discretized using FE. Here, five quantities are interpolated: the velocity v, its
variation w, the geometry x, the pressure p , and its variation q. These are
defined respectively as
v ≈ Nvˆe,
w ≈ Nwˆe,
x ≈ Nxˆe,
p ≈ N˜pˆe,
q ≈ N˜qˆe.
(5.38)
The derivatives of the variation w are defined in Eq.(5.20). The shape function
arrays N and N˜ contain the same interpolation functions, however, their size is
not equal. This is because each node is identified by 3 velocity and geometry
components, and only one pressure component. For 2D quadrilateral elements
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with 9 nodes, the array N has the size of (3 x 27)
N = [N1I3, N2I3, ...N9 I3], (5.39)
while array N˜ has the size of (1 x 9)
N = [N1, N2, ... N9]. (5.40)
The tangent vectors aα and their derivatives w.r.t space and time are inter-
polated as follows
aβ ≈ N,β xˆe (5.41)
a˙β = v,β ≈ N,β vˆe (5.42)
a˙β,α = v,βα ≈ N,βα vˆe (5.43)
aβ,α = x,βα ≈ N,βα xˆe (5.44)
aβ;α = (n⊗ n)aβ,α ≈ (n⊗ n)N,βα xˆe (5.45)
a˙β;α = (n⊗ n)a˙β,α ≈ (n⊗ n)N,βα vˆe (5.46)
5.3.1 FE Discretization of Governing Equations
Based on the above definitions, we derive the discrete formulation of the balance of
momentum and the continuity equation in (Eqs.(4.118) and (4.124), respectively.
The associated stabilization terms are also incorporated in the formulation.
Using the above definitions, we can express the discretized form of the internal
virtual work in Eq.(4.123) as
Geint = wˆ
T
e
∫
Be
−NT,αaαN˜ dA pˆe + wˆTe
∫
Be
µNT,α
[
aαβI + (aβ ⊗ aα)
]
N,β dA vˆe.
(5.47)
The corresponding elemental force vector reads
f eint =
∫
Be
−NT,αaαN˜ dA pˆe +
∫
Be
µNT,α
[
aαβI + (aβ ⊗ aα)
]
N,β dA vˆe, (5.48)
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The external virtual work in Eq.(4.120) is discretized as
Geext = wˆ
T
e
∫
Be
NTfdA+ wˆTe
∫
∂Be
NT t¯ ds, (5.49)
and the corresponding elemental force vector reads
f eext =
∫
Be
NTfdA+
∫
∂Be
NT t¯ ds. (5.50)
The discretized form of the stabilization term associated with the SUPG [16,
43] reads
Gestam = wˆ
T
e τs
∫
Be
NT,αv
α ·RMdA
= − wˆTe τs
∫
Be
−vαNT,βaβN˜,α dA pˆe − wˆTe τs
∫
Be
NT,βa
β · f dA
− wˆTe τs
∫
Be
µNT,δv
δ ·
[
aαβI + (aβ ⊗ aα)
]
(n⊗ n)N,βα dA vˆe
+ wˆTe ρτs
∫
Be
NT,δv
δvα(N,α + NΓ
β
αβ)dAvˆe + wˆ
T
e ρτs
∫
Be
NT,δv
δNdA ˆ˙ve,
(5.51)
and the corresponding elemental force vector reads
f estam = τs
∫
Be
vαNT,βa
βN˜,α dA pˆe − τs
∫
Be
NT,βa
β · f dA
− τs
∫
Be
µNT,δv
δ ·
[
aαβI + (aβ ⊗ aα)
]
(n⊗ n)N,βα dA vˆe
+ ρτs
∫
Be
NT,δv
δvα(N,α + NΓ
β
αβ)dA vˆe + ρτs
∫
Be
NT,δv
δNdA ˆ˙ve.
(5.52)
Next, the virtual work due to the inertial effects defined in Eq.(4.121) is
discretized as
Geiner = wˆ
T
e
∫
Be
NTvα(N,α + NΓ
β
αβ) dA vˆe + wˆ
T
e
∫
Be
NTN dA ˆ˙ve, (5.53)
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and the corresponding elemental force vector reads
f einer =
∫
Be
NTvα(N,α + NΓ
β
αβ) dA vˆe +
∫
Be
NTN dA ˆ˙ve. (5.54)
The virtual work due to the continuity equation defined in Eq.(4.125) is dis-
cretized as
Geq = qˆ
T
e
∫
Be
N˜TaαN,α dA vˆe + qˆ
T
e
∫
Be
N˜TaαNΓβαβ dA vˆe, (5.55)
and the corresponding elemental force vector reads
f eq =
∫
Be
N˜TaαN,α dA vˆe +
∫
Be
N˜TaαNΓβαβ dA vˆe. (5.56)
The virtual work due to the PSPG [102] stabilization term defined in Eq.(4.126)
is discretized as
Gestaq = −qˆTe τp
∫
Be
N˜T,βa
β · (tα;α + f − ρ(v˙ + v ·L)) dA
= − qˆTe τp
∫
Be
−aβαN˜T,βN˜,α dA pˆe − qˆTe τp
∫
Be
N˜T,βa
β · f dA
− qˆTe τp
∫
Be
µN˜T,δa
δ ·
[
aαβI + (aβ ⊗ aα)
]
(n⊗ n)N,βα dA vˆe
+ qˆTe ρτp
∫
Be
N˜T,βa
βvα(N,α + NΓ
β
αβ)dAvˆe + qˆ
T
e ρτp
∫
Be
N˜T,βa
βNdA ˆ˙ve,
(5.57)
and the corresponding elemental force vector reads
f estaq =τp
∫
Be
aβαN˜
T
,βN˜ ,α dA pˆe − τp
∫
Be
N˜
T
,βa
β · f dA
− τp
∫
Be
µN˜
T
,δa
δ ·
[
aαβI + (aβ ⊗ aα)
]
(n⊗ n)N ,βα dA vˆe
+ ρτp
∫
Be
N˜T,βa
βvα(N,α + NΓ
β
αβ)dAvˆe + ρτp
∫
Be
N˜T,βa
βNdA ˆ˙ve.
(5.58)
Finally, the momentum balance equation (Eq.(4.118)) and the continuity
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equation (Eq.(4.124)) can be expressed in terms of the force vectors at the element
level as
f eint + f
e
iner + f
e
stam − f eext = 0, (5.59)
f eq + f
e
staq = 0. (5.60)
The solution strategy of these equations is discussed in Section 5.3.3
5.3.2 Linearization
Since only Stokes flow is numerically implemented in this work, the inertial terms
are not linearized here. The stiffness matrices of the elemental internal force factor
associated with the pressure and the velocity, respectively, read
Keintp =
∂f eint
∂pˆe
=
∫
Be
−NT,αaαN˜ dA, (5.61)
Keintv =
∂f eint
∂ve
=
∫
Be
µNT,α
[
aαβI + (aβ ⊗ aα)
]
N,β dA. (5.62)
The stiffness matrices associated with the continuity equation read
∂f eq
∂vˆe
= Ke Tintp +K
e
q,
Ke Tintp = −
∫
Be
N˜TaαN,α dA,
Keq =
∫
Be
N˜TaαNΓβαβ dA.
(5.63)
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Finally, the linearization of the PSPG stabilization term reads
Kestaqp =
∂f estaq
∂pˆe
= τp
∫
Be
aβαN˜
T
,βN˜ ,α dA,
Kestaqv =
∂f estaq
∂vˆe
= Kestaqv1 +K
e
staqv2,
Kestaqv1 = −τp
∫
Be
µN˜
T
,δa
δ ·
[
aαβI + (aβ ⊗ aα)
]
(n⊗ n)N ,βα dA,
Kestaqv2 = ρτp
∫
Be
N˜T,βa
βvα(N,α + NΓ
β
αβ))dA.
(5.64)
In analogy to the SUPG stabilization term, the force vector f estaq here con-
tributes to the total external force vector through
f eextq = −τp
∫
Be
N˜
T
,βa
β · f dA. (5.65)
The solution of Eqs.(5.59) and (5.60) for the velocity and pressure gener-
ally requires an iterative process. This is due to the nonlinearity of the system
introduced by the convective term. The numerical implementation of the full
Navier-Stokes equations is not provided in this study.
5.3.3 Simplification: Stokes Flow
Considering a steady state Stokes flow, the inertial terms as well as the convective
terms in Eq.(5.59) vanish, yielding the linear system of equations K intv K intp
(−KTintp +Kstaqv +Keq) Kstaqp

vˆ
pˆ
 =
 fext
fextq
 . (5.66)
The term f eextq is extracted from f
e
staq, and inserted in the right hand side.
We note here that the SUPG terms are not necessary since the convection terms
vanish. The stabilization scheme PSPG is therefore sufficient to stabilize the
pressure.
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Numerical Examples
In this Chapter, we illustrate the numerical models discussed previously through
various examples. The developed numerical formulations are first validated against
analytical and/or experimental solutions. A convergence study is introduced in
some cases to evaluate the numerical solution. Afterwards we perform a para-
metric study on the effect of surface properties such as roughness and contact
angle on the wetting behavior. This study helps in determining the appropriate
surface parameters in fabrication of hydrophobic surfaces, in order to improve
the self-cleaning property. Next, the particle-droplet interaction is illustrated in
the light of the introduced model, and the dominating force governing the parti-
cle movement is determined. Incorporating all the above models together allows
simulating the self-cleaning mechanism under quasi-static conditions. For given
parameters of the droplet, surface and particle, the model can predict whether
the self-cleaning mechanism would work, i.e., whether a pollutant particle is lifted
off towards the droplet or remains attached to the surface. The last set of exam-
ples discuss the flow of a thin film over rough surfaces in the absence of air gaps,
representing the Wenzel wetting state. A steady Stoke’s flow is considered in the
presented examples. Results in this chapter are published in [69–74].
Numerical Examples
6.1 Validations
This section discusses different ways to validate the numerical solution based
on the introduced models. First we compare the direct solution, which is the
deformation of the liquid membrane, with available analytical and experimental
solutions. Afterwards, forces are analyzed locally and globally for the system
through a force balance. Such a balance verifies the contact algorithm used in
the numerical solution. At the end, the efficiency of the numerical solution is
evaluated through a convergence study.
6.1.1 Analytical Solutions
The first way to evaluate the numerical solution of the Young-Laplace equation in
both membrane models I and II, is to compare it to an analytical solution. Gen-
erally, there exists no analytical solution for a deformed droplet under gravity.
Therefore assumptions have to be made to obtain a special analytical solution.
We consider a weightless droplet with Bond number B0 = 0, i.e., zero gravi-
tational forces, in contact with a perfectly flat surface forming a contact angle
θs = 90
◦. In quasi-static conditions, the pressure p in Eq.(4.43) is only a constant
representing the capillary pressure of the internal bulk fluid. This yields a con-
stant mean curvature 2H of the liquid membrane surface which takes the form of
half a circle (a sphere in case of 3D) with radius r = 1/H. Such a case provides
an analytical solution for the membrane deformation represented by half a circle
(sphere). Furthermore, this example verifies the contact algorithm used in the
numerical model.
Another analytical solution can be obtained from the ellipse equation
x2
a2
+
y2
b2
= 1, (6.1)
which yields the solution for the 2D membrane deformation in terms of the coor-
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dinate x, the ellipse parameters a and b as,
y =
√
(b2 − b
2
a2
x2). (6.2)
Such an approach in verifying the solution of the Young-Laplace equation is
discussed in [31]. The ellipse parameters a and b are computed from the numerical
solution then the analytical solution is obtained. As shown in figure 6.1, good
agreements between both solutions only exist at relatively low Bond numbers. In
this example, droplets in contact with a flat surface with θs = 180
◦ are considered.
Figure 6.1: Numerical (membrane model I) vs analytical solutions based on the
ellipse equation.
6.1.2 Experimental Solutions
The numerical solution based on the membrane model II is compared to the
experimental solutions obtained by Callies et al. [19], and Zhang et al. [117].
Figure 6.2 shows an image of a water droplet of given volume V , resting on a flat
(observed at the macro-scale) rigid superhydrophobic surface with (θs ≈ 180◦).
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Droplet parameters are: surface tension γ = 0.0728 N/m, temperature 20◦C,
and density of water ρw = 998.2 kg/m
3. The corresponding model quantities are
Bond number B0 = 0.1363, and the characteristic length L = 1mm.
 
 
Numerical solution
 
 
Numerical solution
(a) (b)
Figure 6.2: Numerical solution against the experimental solution of (a) Callies
et al. [19], for an axisymmetric droplet, V ≈ 0.52 µl, θs ≈ 180◦ [Adopted with
permission from Royal Society of Chemistry, Soft matter, RF14] , (b) Zhang et
al. [117] , V = 1 µl, θs = 179.8
◦. [71].
Figure 6.2 shows good agreement of the numerical solution with experiments
for the case of contact on flat surfaces. Numerical solutions for contact on rough
surfaces are verified only numerically in the following subsection.
6.1.3 Numerical Convergence
The droplet contact model is further verified by studying the convergence of the
numerical solution based on the maximum relative error computed at each mesh
density. This error is defined as the relative difference in the true contact area
computed at two consequent mesh densities Ahi+1 and A
h
i ,
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Figure 6.3: Convergence of the true contact area of a droplet resting on a rigid
surface (flat and rough), for θc = 180
◦. [71].
4Ahtrue =
Ahi+1 − Ahi
Ahi
, (6.3)
which converges to zero as the number of elements nel goes to infinity (element
size goes to zero), as shown in Figure 6.3. For a very coarse mesh, the error in
the true contact area of both flat and rough surfaces is almost identical. This is
because the mesh is too course to capture the curved rough surface. Quadratic
Lagrange two-dimensional finite elements are used in these computations.
6.1.4 Force Balance
A further method to evaluate the numerical solution is to check the local equilib-
rium forces which maintain the quasi-static conditions of the droplet. By local we
mean at each point (node) of the finite element mesh representing the membrane.
Figure 6.5 shows the force balance of an axisymmetric droplet in contact with
a flat surface of contact angle θs = 180
◦. Three main contributions to the force
balance are considered: fluid forces represented by the hydrostatic and capillary
pressure, curvature and contact pressure. These are plotted against the azimuthal
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angle corresponding to the curve length of the droplet membrane, measured from
the intersection of the contact surface with the axis of symmetry as illustrated in
figure 6.4. In the contact region, a constant contact pressure balances the fluid
pressure while the curvature of the flat surface is zero. The free surface of the
droplet is balanced by the curvature and fluid pressure in the absence of contact
contributions.
Figure 6.4: axisymmetric droplet in contact with a flat surface, θs = 180
◦.
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Figure 6.5: Local force equilibrium for a droplet in contact with a flat surface
[74].
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Next, we consider wetting of a rough surface with θs = 155
◦, where local
contact regions are captured at the individual asperities as shown in figure 6.7.
The corresponding force balance is plotted in figure 6.6. At the contact region,
sharp variations in the curvature and the contact force are observed. This is due
to the kink introduced to the droplet surface by the contact angle. Furthermore,
the large curvature of the tapered asperities leads to a higher concentration of
the forces at the contact region. This clarifies why those jumps are observed in
figure 6.6 at the contact regions.
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Figure 6.6: Local force equilibrium for a droplet in contact with a rough surface,
θs = 155
◦. [74].
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Figure 6.7: Droplet (B0 = 0.3) resting on a rough surface with contact angle
θc = 155
◦, representing the Cassie-Baxter state [22], where air is trapped in the
gaps between the droplet and the asperities. Line and surface contact constraints
are applied at each asperity.
6.2 Wetting of Hydrophobic Surfaces
After validating the introduced models, various numerical examples are presented
to study wetting of self-cleaning surfaces which are hydrophobic. The multi-scale
nature of these surfaces is represented by the surface model introduced in Sec-
tion 4.3. Figure 6.8 illustrates the multi-scale nature of wetting on hydrophobic
surfaces. At smaller scales, where finer asperities are captured on the rough sur-
face, smaller contact area and more air gaps are observed, compared to larger
scales. Furthermore, local wetting regions are observed on the single asperities,
which differ from the global wetting region observed at larger scales. The local
contact angles at smaller scales might also differ from the global contact angle at
the largest scale (considering no contact angle hysteresis). Therefore considering
the multi-scale nature of hydrophobic surfaces provides a realistic modeling of
wetting states.
We start with the 3D examples shown in figures 6.9, 6.10, and 6.11 for a
droplet in contact with a flat surface with θs = 180, rough surface with θs = 180
and with θs = 150, respectively. Load-driven conditions are considered here,
104
Wetting of Hydrophobic Surfaces
(a) (b) (c)
Figure 6.8: FE results for a droplet in contact with a superhydrophobic surface at
different length-scales, with contact angle θs = 180
◦. From left to right: macro-
scale, meso-scale, and micro-scale. [74]
where the applied load is simply the gravity ρsg = 2γ/2R
2, where R is the
undeformed droplet radius (assumed to be initially a sphere). The radii of the
spheres representing the surface roughness rs = 0.05R, and the distance between
each two neighboring asperities 4x = 0.2R. The stabilization parameter µ = γ
is used in the computations. The penalty parameter n = 10
4γ/R is used for
applying the surface contact constraint. As observed in figures 6.9, 6.10, and 6.11,
there is almost no change in the overall droplet deformation due to changing the
roughness parameters and the contact angle. Decreasing the contact angle below
150◦ eventually will lead to a complete wetting (Wenzel state) of the surface,
for the given surface parameters. Furthermore, the global contact angle is almost
180◦ in the three cases, although different local contact angles are captured at the
rough surfaces in figures 6.10 and 6.11. The wetting behavior of superhydrophobic
surfaces, therefore, seems to be independent of the contact angle, as long as the
latter is sufficiently large ( ≥ 150◦ in this example), and under partial wetting
state (Cassie-Baxter). This observation is only valid when the surface roughness
parameters are relatively small compared to the droplet size. In the following, an
intensive investigation of the surface roughness effect is provided.
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Figure 6.9: FE solution for a droplet in contact with a flat surface, θs = 180
◦.
[73].
Figure 6.10: Left: FE solution for a droplet in contact with a rough surface,
θs = 180
◦. Right: zoom in. [73].
Figure 6.11: Left: FE solution for a droplet in contact with a rough surface,
θs = 150
◦. Right: zoom in. [73].
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6.2.1 Surface Parameterization
Since computations of stabilized liquid membranes in 3D are quite expensive, it
is convenient to consider axisymmetric droplets when several computations are
required e.g for studying of wetting parameters. This allows reducing the 3D
model to a simplified 2D model as in Osman & Sauer [71]. Computations in this
subsection are based on that simplification.
In fabrication of artificial hydrophobic surfaces, the hydrophobicity is en-
hanced by minimizing the true contact area, therefore allowing smoother slid-
ing/rolling motion of a droplet on the surface. This minimization can be achieved
by: (1) increasing the surface roughness, which results in more air gaps between
the droplet and the substrate surface, (2) maximizing the contact angle, and (3)
minimizing the droplet size, through chemical or electrical treatments. In order
to find local and global minima, an optimization study is necessary, based on
predefined constraints. Such a study is not addressed in this work. In this sec-
tion, we study the effect of these three parameters on: (1) the difference between
the true and apparent contact angles (θtr − θap), and (2) the ratio of the true to
apparent contact area (Atr/Aap). The latter can be seen as a quantification of
the composite wetting state introduced by Cassie and Baxter [22]. Alternative
to Atr/Aap, the surface roughness effect can be studied through the ratio of the
true contact area (Atr) to the total surface area of the droplet (AT ) defined as
the sum of the true contact area and the free surface area Af , shown in figure
6.12.
While the true contact area Atr and true contact angle θtr are usually cap-
tured at scales smaller than or equal to the micro-scale, where surface roughness
appears, the apparent contact area Aap and apparent contact angle θap are ob-
served at the macro-scale, where the surface appears flat (see figures 6.12 and
6.13). The dotted line in figure 6.13, which represents the apparent surface, is
chosen to be tangent to the peak of the asperity. θtr is defined locally at each
asperity as the angle between the surface tangents of both the asperity and the
droplet surface, at the contact line. This definition is also valid for surfaces with
second-level roughness. Considering a perfect flat surface, we have θtr = θap = θc.
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Figure 6.12: Schematic of true contact area Atr, apparent contact area Aap, and
free surface area of the droplet Af . The right figure is a zoom into the surface of
contact. [71].
Figure 6.13: True contact angle θtr and apparent contact angle θap. The right
figure is a zoom into the surface of contact. [71].
6.2.2 Surface-Roughness Effect
We investigate the effect of the surface roughness factor Cri (defined in Eq.(4.64))
and the true contact angle θtr on the hydrophobicity. In the current computa-
tions, we consider the range of contact angles 140◦ ≤ θtr ≤ 180◦, for a fixed
droplet volume V , and fixed spacing between asperities 4xi = 3hi, for i = 1, 2,
where i represents the level of roughness. Adaptive finite element meshes are
used in the computations, in order to provide finer mesh size in the region of
contact and coarser in the region of free surface. The surface roughness factor
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lies in the range 0 ≤ Cri ≤ 2, which covers a reasonable range of surface pro-
files representing roughness at the length-scales under consideration. Figure 6.14
shows a droplet with a fixed volume V = piL3 in contact with rigid flat and rough
surfaces at three different contact angles. On the flat surface, a decrease in the
contact angle from 180◦ to 140◦ results in a considerable increase in the true
contact area (almost four times). In other words, at θtr = 140
◦, Atr is 25% of
AT ( figure 6.14(a)). This percentage drops to 5.5% in the case of contact with a
rough surface of roughness factor Cr1 = 0.9 (figure 6.14(b)). For computations of
contact with flat surfaces in figure 6.14, 200 quadratic Lagrange finite elements
were sufficient, while for the case of contact with rough surfaces, 2000 quadratic
finite elements are used at the contact region to capture the local contact at the
fine asperities.
(a)
(b)
θtr = 180
◦ θtr = 160◦ θtr = 140◦
Figure 6.14: FE solutions for a droplet of volume V = piL3, in contact with: a)
flat and b) rough surface with Cr1 = 0.9. True contact angles for both surfaces
={180◦, 160◦, 140◦}. The ratio of true to total contact area (left to right): (a)
Atr/AT={6.1, 15.3, 25}% , (b) Atr/AT ={0.9, 2.5, 5.5}%. [71].
Figure 6.15 illustrates the effect of the single-level roughness on the wetting
area. As seen, the ratio Atr/Aap decreases as the surface roughness Cr1 increases.
Furthermore, curves in figure 6.15 have higher slopes at regions with small rough-
ness factors (Cr1 < 0.4), and lower slopes at higher roughness factors. This is
because the increase of Cr1 in the first region correspond to the transition from the
non-composite (Wenzel) to the composite contact state (Cassie-Baxter), where
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the variation in the wetting area (Atr/Aap) is considerably higher than that in the
second region where contact is already in a composite state. In the latter state,
the droplet is pinned on the asperities of the rough surface. Therefore, with 4x1
being fixed, further increase in Cr1 would correspond to elevating the droplet,
with negligible change in the wetting area. The transition from the Wenzel wet-
ting state (W) to Cassie-Baxter (C-B) state is marked in figure 6.15 by the blue
vertical lines. This transition occurs at different Cr1 as the contact angle changes.
Figure 6.15: Ratio of true to apparent contact area over surface roughness factor
Cr1 = A1/h1, V = 2piL
3, for a single-roughness surface (Cr2 = 0). [71].
Considering an additional level of roughness parameterized by the factor Cr2
results in a further decrease in the true contact area, as shown in figure 6.16.
The true contact angle is kept fixed at θtr = 180
◦. The roughness factor Cr2 here
is expressed in terms of Cr1 only for simplification, however arbitrary values can
also be assigned to the model.
The second criteria for evaluating the hydrophobicity is the contact angle.
For the same droplet volume, larger contact angles result in smaller contact areas
(less wetting), as in figure 6.15, and smaller differences between the apparent and
110
Wetting of Hydrophobic Surfaces
the true contact angle, as in figure 6.17. In analogy to the effect of roughness on
the wetting area, the difference (θtr − θap) increases with a higher slope in the
transition region (Cr1<0.4), compared to the region where contact is already in
composite state (Cr1>0.4).
Figure 6.16: Effect of double-level of roughness on the true to apparent contact
area ratio, for V = 2piL3, at a fixed contact angle θtr = 180
◦. [71].
Figure 6.18 shows that larger differences between the true and apparent con-
tact angles are observed when a second level of roughness is considered, at a fixed
θtr = 180
◦.
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Figure 6.17: Effect of single-roughness on the true contact angle, V = 2piL3, for
various θtr. [71].
Figure 6.18: Effect of double-level of roughness on the true to apparent contact
angle ratio, V = 2piL3, at θtr = 180
◦. [71].
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6.2.3 Droplet Size
Small droplets have larger surface curvature, and therefore higher capillary pres-
sure, compared to larger droplets. This limits the deformation of a small droplet,
as it preserves a semi-spherical shape with a minimum area of contact (see figure
6.19). We use the expression size for the volume of an axisymmetric droplet,
which is initially a sphere. In 2D, this volume correspond to the area of a circle.
Now, we study the effect of variation of the size of the droplet on the ratio of
true contact area to the total droplet area Atr/AT , at contact angle θtr = 180
◦, for
single-roughness and flat surfaces. As observed in figure 6.20, a linear relationship
between the volume and the contact area is obtained for all surfaces, in the defined
range of surface roughness and droplet volume. The wetted area increases with
the volume at lower slopes for higher surface roughness.
a) b)
Figure 6.19: Effect of droplet size on the area of contact with (a) flat surface,
Cr1 = 0 and (b) rough surface, Cr1 = 1. [71].
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Figure 6.20: Effect of droplet size on the true to total contact area at different
surface roughness factors Cr1 , for θtr = 180
◦ and Cr2 = 0. [71].
6.3 Particle-Droplet Interaction
6.3.1 Simplified 2D Model
In order to illustrate the model discussed in Section 4.6.2, we consider the at-
tachment of a hydrophobic particle with radius r and contact angle θc = 120
◦
to a relatively large droplet (radius R) whose undeformed surface appears planar
to the particle, as depicted in figure 6.21. Quasi-static conditions are assumed
in this example, i.e., inertial effects are neglected. The validity of this assump-
tion is tested in the following subsection. The forces balancing the particle are
computed according to Eqs.(4.89 → 4.92). The contact line force FCL is found
to be dominant, while the other forces were negligible. This conclusion is only
valid for particles of size r < 100µm. For larger particles, the computation of the
meniscus deformation based on the introduced numerical approach is necessary
to compute the equilibrium force.
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The attachment/detachment behavior of the particle to/from the droplet can
be studied through the vertical component of the contact line force which can be
analytically computed from
P = FCL · n = 2pia¯[u¯ sin θc + a¯ cos θc], (6.4)
where n is the outward unit normal to the undeformed surface of the droplet.
Figure 6.21: From left to right: incremental steps of the attachment of a hy-
drophobic particle to a droplet with θc = 120
◦. [69].
The numerical solution is therefore not necessary since the meniscus depres-
sion is found to have a negligible effect on the outward equilibrium force Fe = Fe·n
which is in this case dominated by P , as also elaborated in Osman & Sauer [69].
Figure 6.22 shows the equilibrium force acting on a particle under displacement
driven load, at each value of the penetration u normalized by the particle radius
r. Starting from the configuration u = −r (or u¯ = −1) where the particle is
touching the outer surface of the droplet, an adhesion force pulls the particle
towards the water droplet, until the equilibrium point u∗ = cos θc is reached,
where the net force P vanishes. A corresponding minimum energy is obtained at
this configuration, where an unconditional stability is fulfilled. If the particle is
further displaced into the droplet, a repulsion force is generated, which pushes
the particle outwards. The net force vanishes again when the particle is fully
immersed. Different equilibrium points u∗ are obtained for different values of the
contact angle. As shown in figure 6.22, particles with higher contact angles (su-
perhydrophobic) reach the equilibrium point at lower penetrations u∗, compared
to particles with lower contact angles. This observation agrees with the physical
fact that hydrophobic surfaces tend to resist interaction with liquid interfaces,
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which leads to an earlier repulsion force compared to hydrophilic surfaces which
tend to stick to liquid surfaces.
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Figure 6.22: Contact line force against penetration u. [69].
6.3.1.1 External Energy
The water droplet exerts work on the particle during the attachment phase. This
work decreases as the hydrophobicity increases, i.e., the contact angle increases,
till it vanishes at 180◦. The area under the curve in figure 6.23 represents the
external energy needed to bring the particle to the right boundary (full immer-
sion), which consequently increases with the increase of the contact angle. The
energy E required for the immersion of the particle is obtained by integrating the
equilibrium force P in Eq.(6.4) over the penetration domain,
E = −
∫ u¯
−1
P du = −2
3
sin θc
(
1− u¯2
)3/2
+ 2 cos θc
(
u¯− u¯
3
3
)
+
4
3
cos θc.
(6.5)
Figure 6.23 shows the relation between the external energy E and the penetration
u for the immersion of a hydrophobic particle (θc = 120
◦). The minimum energy
is noticed at the equilibrium point u¯∗, while the maximum energy is obtained
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when the particle is fully immersed (u¯ = 1).
Figure 6.23: The normalized external energy vs penetration of a particle with
radius r, contact angle θc = 120
◦ into a large droplet with radius R >> r.
6.3.1.2 Stability Analysis
If we now consider a force driven representation, a stability condition for the
stiffness K arises, where
K =
∂P
∂u¯
> 0, (6.6)
which allows defining a range of penetrations at which the particle is stable,
u¯max > u¯s > u¯min, (6.7)
where u¯min and u¯max are the minimum and maximum penetrations defining the
stability range. This range is distinguished by a positive stiffness
∂P
∂u¯
. To obtain
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the limits u¯min and u¯max, we solve
∂P
∂u¯
= 0 for u¯ yielding,
u¯max =
1√
2
√
1 + cos θc,
u¯min = − 1√
2
√
1− cos θc.
(6.8)
Figure 6.24: Stability region of a particle with θc = 120
◦, attached to a water
droplet.
In the stable region marked in solid line in figure 6.24, the particle returns to
the equilibrium point u¯∗ as soon as the equilibrium force is released. Overstepping
u¯max or u¯min corresponds to a flip in the slope of the force, followed by an unstable
behavior.
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Figure 6.25: Adhesion force under various contact angles.
From figure 6.24, the maximum adhesion force on the particle is that corre-
sponding to u¯min, while the maximum contact force corresponds to u¯max. Substi-
tuting u¯min from Eq.(6.8) into Eq.(6.4) yields the maximum adhesion force Fadh
at a given contact angle,
F¯adh = 1 + cos θc. (6.9)
According to figure 6.22, as the particle hydrophobicity increases, the maximum
contact force increases, while the maximum adhesion force decreases till it van-
ishes at 180◦ contact angle (see also figure 6.25). The opposite occurs to hy-
drophilic particles, whose adhesion force increases with the decrease of the con-
tact angle, and the contact force vanishes at a zero contact angle.
The cases of 0◦ and 180◦ contact angles are therefore critical cases, where no equi-
librium point exists. Consequently, the particle is always unstable in these cases.
A maximum stable region is obtained for the case of 90◦ contact angle, where
the equilibrium point lies at zero penetration, and the particle would experience
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equal peak values of contact and adhesion forces during the immersion process.
6.3.2 Influence of Inertial Forces
To verify the assumption of negligible inertial effects, we study the attachment of
a homogeneous spherical particle (radius r, density ρp) to a water droplet (radius
R, density ρw) purely rolling over an inclined plane with a constant translational
velocity vc measured at its center. Since the moment pole lies permanently on
the inclined plane, the maximum velocity is at the tip and is defined as
vmax = 2 vc. (6.10)
Now defining the acceleration in the tangential et and normal en directions,
a = at et + an en = v˙max et +
v2max
R
en, (6.11)
the tangential term vanishes for constant velocity, and the effective inertial force
reads
FI = mpa = 4mp
v2c
R
en =
16
3
pir3ρp
v2c
R
en, (6.12)
where mp is the mass of the particle. Dividing Eq.(6.12) by γ r and substituting
the bond number B0 = ρwgr
2/γ yields the dimensionless form of the inertial force,
FI =
16
3
B0
ρp
ρw
pi
g
v2c
R
en. (6.13)
In order to see the effect of the inertial contribution on the equilibrium force,
the parameters in table 6.1 are used to analytically compute Eqs (6.4) and (6.12),
which yields,
P = 5.441, FI = FI · en = 2.7597 e−04. (6.14)
The parameters used in the computation are listed in table 6.1. These are
chosen for a conservative case where the rolling velocity of the droplet is relatively
high compared to the natural phenomena. Nevertheless, the inertial force has a
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Input parameters
ρp/ρw = 3
g = 9.81 m/s2
R = 100µm
vc = 20e
−3 m/sec
B0 = 1.34511 e
−05
u = 0 (a¯ = 1)
θc = 30
◦
Table 6.1: Reference parameters.
negligible effect on the equilibrium force. A slight increase in the inertial force is
noticed for larger particles (i.e., larger B0), however the effect remains negligible
compared to the contact force contribution.
6.3.3 General 2D Model
Here we illustrate the general approach of studying the interactions between con-
taminant particles and droplets of arbitrary sizes, i.e., without the assumption
adopted in the previous model. The deformation of the complete droplet has to
be computed in order to precisely define the deformation around the contaminant
particle interacting with the droplet. This topic is elaborated in Osman & Sauer
[72].
In the following example, we consider a weightless spherical droplet (B0 = 0),
of radius R = 2L0, with Dirichlet boundary conditions on the upper half, in
contact with a spherical rigid pollutant particle fixed at three different locations
along the vertical axis of symmetry of the droplet. These locations are distin-
guished by the vertical distance yp, measured from the centre of the particle to
the horizontal level (marked with dotted line in figure 6.26), which is tangent
to the undeformed droplet from the bottom. Although the contact angle of the
particle is fixed to θp = 120
◦, the direction of the effective force Fe alters as the
particle penetrates into the droplet (i.e., yp increases), as shown in figure 6.26.
This is due to the membrane deformation, which causes a change in the direction
of the contact line force, which is dominant in the case of relatively light particles
(ρp = ρw).
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Figure 6.26: FE solution of a weightless droplet (B=0) in contact with a pollutant
particle of contact angle θp = 120
◦ and radius rp = 0.05L0, fixed at a distance
yp = −0.025, 0, and 0.05L0 (left to right). Black arrows show the direction of the
effective force Fe. [72].
6.4 Self-Cleaning Examples
Based on the droplet contact model I and the particle-droplet interaction model,
we present various examples to study the self-cleaning effect under quasi-static
conditions. First examples are shown for full 2D droplets, whose computations
are simpler than the 3D case. Afterwards, we consider the behavior of 3D par-
ticles attached to a membrane sheet representing the droplet membrane. The
capillary pressure inside the droplet is introduced to the model through a volume
constraint, so that the consideration of a membrane sheet is convenient. At the
end, we present plots which describe the behavior of contaminant particles with
different contact angles when they interact with a liquid droplet. These plots
provide information about the critical contact angle of particles at which the
self-cleaning effect is activated, for given surface and particle parameters.
6.4.1 2D Model
In the following examples, we consider the system in figure 6.27 which consists
of a quasi-static plain strain (2D) droplet in contact with a superhydrophobic
flat surface (θs = 180
◦) and a spherical contaminant particle. Examples are
shown for particle with various contact angles (30◦ ≤ θp ≤ 180◦), which are fixed
to the substrate surface. The membrane deformation is computed for different
parameters such as the volume and density of the droplet and the particle, as
well as θp. Knowing the location of the contact line and the associated membrane
surface tangents, the force balance can be obtained, and thus the effective force
Fe. The vertical component of Fe determines whether the particle is lifted towards
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the droplet or not.
Figure 6.27: FE solution for a droplet in contact with a flat surface (θs = 180
◦)
and a spherical rigid particle with θp = 180
◦. [72].
Figure 6.28: FE solution of a deformed water droplet (B0 = 0.1316) in contact
with a flat surface, and a pollutant particle (rp = 0.05L0) of contact angle θp =
180◦, 120◦, 90◦ and 30◦ (left to right). Black arrows show the direction of the
tangential contact line force. [72].
For the computations, the following droplet parameters are used: (B0 =
0.1316, R = 2L0). The spherical contaminant particles ( ρp = ρw, rp = 0.05L0)
are fixed at a point on the substrate surface where the droplet membrane is just
touching the particle at θp = 180
◦ (see figure 6.27). Dirichlet boundary condi-
tions in the horizontal direction are applied to the droplet membrane at the axis
of symmetry.
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Figure 6.28 shows the droplet deformation at the vicinity of particles with
different contact angles. A significant difference in the wetted area is observed
for superhydrophobic particles with θp = 180
◦ and hydrophilic particles with θp =
30◦. Accordingly the direction of the contact line force FCL changes. However,
the effective force in these examples is not necessarily dominated by FCL, but
also subject to capillary and gravity effects, according to Eqs.(4.89 → 4.92).
In order to study the effect of the surface hydrophobicity of the particles, we
compute the vertical component of the effective at force at different contact angles
θp, for fixed droplet and particles parameters, as shown in figure 6.29. Particles
are lifted towards the droplet when the sign of Fe ·‖g‖/g is positive, which means
Fe points upwards.
Figure 6.29: Vertical component of the effective force acting on contaminant
particles with different contact angles and sizes. Results obtained from [72] and
represented differently.
All the points below the zero line in figure 6.29 represent the case of sticking to
the substrate surface, while those above the zero line represent a lift-off towards
the droplet. The particle might also stay hinged to the droplet membrane at a
critical contact angle θ∗p, where the effective force is zero. Furthermore, it can be
observed that increasing the particle radius 5 times yields to a decrease in the
critical contact angle θ∗p to the half. This means smaller particles are lifted to
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the droplet at a larger contact angles, compared to larger particles. An increase
in the particle weight leads to a shift of the curves in figure 6.29 upwards, since
heavier particles tend to stick to the substrate surface, compared to lighter ones.
6.4.2 3D Model
In self-cleaning applications, contaminant particles are usually so small compared
to the liquid droplet such that the surface of the droplet appears almost planar to
the particle. This allows reducing the model to a simple square sheet represent-
ing the initial configuration of a liquid membrane. In order to avoid boundary
effects, the dimensions of the membrane are considered to be large enough so that
the undeformed membrane surface at the boundary is approximately flat. This
assumption is similar to that made for the 2D model discussed in Section 6.3.1.
However, here we consider the deformation of the 3D membrane in the vicinity of
the particle, which is more general than that for the axisymmetric case in the 2D
model. An interacting contaminant particle is represented by a sphere of radius
rp, as in figure 6.30. The membrane is kept fixed at the boundaries. The cap-
illary pressure effect can still be considered in this model by applying a volume
constraint on the membrane (Sauer [90]).
Figure 6.30: Left: 3D view of an FE solution for a liquid membrane in contact
with a spherical rigid particle with contact angle θp = 90
◦. Right: 2D side-view.
[73].
Now we employ this model to compute the membrane deformation due to con-
tact with a spherical particle considering a predefined contact angle θp. Based on
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this deformation, we can compute the unknown parameters discussed in Section
4.6, and evaluate the equilibrium forces. In the following example, we consider
a square membrane of dimensions 5L0 × 5L0, in contact with a rigid sphere of
radius rp = L0 (see figure 6.31). The membrane is deformed under the distributed
contact line load qc defined in Eq.(4.85), applied along the contact line. Due to
the symmetry of the system, it is enough to run the computations for one quarter
of the system, after applying the appropriate boundary conditions. Furthermore,
we assume the plane formed by the closed contact line to be horizontal. This
assumption is, however, only applied to this example and not to the equations in
Section 4.6, which are valid for any orientation of the contact line.
Figure 6.31: Initial configuration of a liquid membrane sheet in contact with a
rigid sphere with contact angle θp = 180
◦. Dimensions are normalized by the
characteristic length L0. [73].
Figure 6.32 shows the membrane deformation for contact with spheres of
contact angles θp = 180
◦, 150◦, 120◦, 90◦, 60◦, and 30◦. Larger deformations are
noticed for lower contact angles, where the net contact line force FCL points
126
Self-Cleaning Examples
inwards, pulling the sphere towards the liquid membrane. This result agrees
with the physical fact that droplets tend to stick to hydrophilic surfaces through
maximizing the area of contact. On the other hand, hydrophobic spheres are
subjected to repulsive contact line forces pushing them away from the liquid
membrane. Based on the obtained results, the forces in Eqs.(4.90,4.91) and (4.92)
are computed, and the effective force Fe · e3 is plotted in figure 6.33 for spheres
of different contact angles. The region where Fe · e3 is below zero in figure 6.33
means that the effective force is not enough to lift the sphere towards the liquid
membrane. However, the positive values of Fe · e3 indicate a lift off since the
contact line force overcomes the other forces. The point at which the effective
force flips direction is denoted in figure 6.33 as a critical point. This indicates
when the self-cleaning is activated and the contaminant particle is attached to
the droplet. It is important to note here that the direction of the contact line
force, plotted in figure 6.32, is not necessarily the direction of the effective force,
since the other forces (FH ,FG, and FB) pointing downwards might dominate,
depending on the sphere and membrane parameters. In the above computations
the density of the particle ρp is chosen to be the same as the density of the
liquid ρs. Different results can be obtained for different sizes and densities of the
spherical particle.
The precision of the computations depends on the number of incremental
load steps taken over the contact angle. Detailed discussion on convergence of
the numerical scheme used here can be found in Sauer [90]. Penetrations of the
liquid membrane into the rigid surface are observed in the contact regions in
figures 6.30, 6.31 and 6.32 due to the use of the penalty method, which is an
approximation method. This problem can be eliminated by using other exact
methods to enforce the surface contact constraint, which significantly increase
the computational cost.
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(a) (b)
(c) (d)
(e) (f)
Figure 6.32: FE solution of a deformed liquid membrane in contact with a sphere
of contact angle (a) to (d): θp = 180
◦, 150◦, 120◦, 90◦, 60◦, and 30◦. The red arrows
represent the direction of the distributed contact line traction tLG. [73].
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Figure 6.33: Effect of contact angle on the equilibrium force of particles with
radii rp = L0. [73].
Different droplet and particle parameters were used in the computations of
the 3D model (figure 6.33) and the 2D model (figure 6.29). Therefore a direct
comparison between both results is not possible. However, both models share the
same critical contact angle (at which the equilibrium force is zero), for a particle
radius rp = L0. We note here that the characteristic length L0 is chosen to be 1mm
in the 3D model, and 1cm in the 2D model leading to the same dimensions for rp.
Therefore the lower curve in figure 6.29 represents rp = L0 in the curve plotted
in figure 6.33. Furthermore, we highlight here the difference in the assumptions
adopted in the two models: the 3D model considers an initially flat liquid sheet
representing part of a relatively large droplet surface (w.r.t the particle), while
the 2D model considers an initially circular droplet representing a more realistic
case. Therefore, the results based on the 2D model could be considered to be more
precise. As a rough verification of the obtained results in both figures 6.33 and
6.29, we can use the physical fact that hydrophilic particles tend to be lifted off
to the droplet (representing a positive value of Fe), while hydrophobic particles
tend to stick to the substrate surface. (representing a negative value of Fe).
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6.5 Flow of Fluid Films
Examples here are shown for incompressible steady state Stokes flow of thin films
(zero thickness) on curved surfaces. This represents a simplified case of the Wen-
zel wetting state, where the liquid is in intimate contact with the surface, rep-
resenting a homogeneous surface contact region. The curved substrate surfaces
are described by the mathematical model in Section. First, the model is veri-
fied against analytical solutions, then it is numerically evaluated by convergence
studies. Afterwards, examples are shown for Stokes flows on curved surfaces.
6.5.1 Validation of a 2D Flow
The model introduced in Section 4.7 is tested through the analytical solution
provided by Donea & Huerta [28], for a force-driven steady-state Stokes flow in
a 2D square of dimensions (L0xL0), with zero velocities at the four boundaries.
The forces driving the flow are defined in terms of the (x, y) coordinates as:
fx =(12− 24y)x4 + (−24 + 48y)x3 + (−48y + 72y2 − 48y3 + 12)x2
+ (−2 + 24y − 72y2 + 48y3)x+ 1− 4y + 12y2 − 8y3,
(6.15)
fy =(8− 48y + 48y2)x3 + (−12 + 72y − 72y2)x2+
(4− 24y + 48y2 − 48y3 + 24y4)x− 12y2 + 24y3 − 12y4.
(6.16)
The analytical (exact) solution for the velocity and pressure fields reads:
vx = x
2(1− x)2(2y − 6y2 + 4y3),
vy = −y2(1− y)2(2x− 6x2 + 4x3),
p = x(1− x).
(6.17)
The computed velocity and pressure fields are plotted in figure 6.34 and 6.35,
respectively. These are normlized by a reference length L0. PSPG stabilization
scheme is used to circumvent the LBB condition. The convergence of the velocity
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and pressure fields are shown in figure 6.36 and figure 6.37, respectively. A slower
rate of convergence can be observed when stabilized Q1Q1 elements are used,
compared to stabilized Q2Q2 elements.
Figure 6.34: Dimensionless velocity field for the analytical problem introduced in
[28].
131
Numerical Examples
Figure 6.35: Dimensionless pressure field for the analytical problem introduced
in [28].
Figure 6.36: Convergence of the veloc-
ity field obtained form the numerical
model, towards the analytical solution.
PSPG stabilized Q1Q2 and Q1Q1 FE
are used.
Figure 6.37: Convergence of the pres-
sure field obtained form the numerical
model, towards the analytical solution.
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6.5.2 Flow on a 3D Plain Strain Surface
Here, we consider an incompressible flow of a thin liquid film B over a surface
whose curvature is fixed in one direction (y), which corresponds to a plain strain
3D surface. For simplification, the gravity is assumed to be zero. Two examples
are shown: the first is for a fluid flow with pre-defined inlet velocity and no
penetration at the sides (see figure 6.38). The boundary conditions are
v = u0 ,u0 = [u0 0 0] on ∂Bi,
v · n = 0 on B,
T · a1 = 0 on ∂Bo,
v · a2 = 0 on ∂Bu ∪ ∂Bl.
(6.18)
The inlet flow boundary ∂Bi is defined along the axis x = −1, while the outlet
flow boundary ∂Bo is defined at x = 1. The axis y = 1 defines the upper boundary
∂Bu, while y = 0 defines the lower boundary ∂Bl. a1 and a2 are, respectively,
the tangent vectors in the direction x and y.
As noticed in figure 6.38, the velocity is invariant with the curvature, in the
absence of gravity.
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Figure 6.38: Uniform flow on a plain strain curved surface. Zero gravity is as-
sumed (g = 0), and the dimensionless surface roughness parameters A = 0.5, h =
0.2 are used. Velocity is normalized by a characteristic length L0.
In the second problem depicted in figure 6.39, we simulate a flow with an inlet
velocity profile defined in terms of the position y as
v(y) = 4xu0y(L− y)/L2, (6.19)
where L is the length of the domain in y direction, normalized by L0. This
definition is only suitable for the following boundary conditions
v = v(y), on ∂Bi,
v · n = 0 on B,
T · a1 = 0 on ∂Bo,
v · a2 = 0, on ∂Bu ∪ ∂Bl,
v · a1 = 0, on ∂Bu ∪ ∂Bl.
(6.20)
The notations used for the boundaries here are defined in the same way as in
134
Flow of Fluid Films
the previous example. The analytical solution in Eq.(6.19) is used to validate
the numerical solution through the convergence study plotted in figure 6.40. The
velocity profile remains constant in the direction of the flow, since the flow does
not feel the difference in height due to the absence of gravity.
Figure 6.39: Steady Stokes flow over a curved rigid surface, with fixed Dirich-
let BC at the sides and a quadratic velocity distribution at the inlet boundary.
Velocity is normalized by a characteristic length L0.
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Figure 6.40: Convergence of the maximum error in the magnitude of the velocity
field, in log. scale.
6.5.3 Flow on a 3D Surface
In contrast to the previous example, the velocity magnitude changes in the direc-
tion of flow as the fluid passes over a 3D curved surface, as in figures 6.41, 6.42.
Boundary conditions are similar to that of Eq.(6.18).The fluid particles that flow
up the asperity have to increase their velocity to satisfy the continuity equation,
since they cut a longer path, compared to neighboring particles that flow on the
flat part of the surface. The direction however remains unchanged. Again, we
note that the gravity here is set to zero. In order to verify the obtained solution,
we measure the flow rate at the inlet and outlet of the flow domain, respectively,
136
Flow of Fluid Films
through the following equation:
Qin =
∫
∂Bi
(v · ni)dLi, Qout =
∫
∂Bo
(v · no)dLo, (6.21)
where Li and Lo are the lines representing the inlet and outlet boundaries of the
domain, respectively, while ni and no are the vectors normal to the corresponding
lines in the in-plane direction of the surface. In this example, setting the gravity to
a non-zero value could yield to separation of the fluid film, where the fluid would
follow paths that minimize the energy, i.e., around the asperity at a low elevation,
and therefore avoid flowing up the asperity. Capturing such a separation would
require modeling the moving boundary of the fluid film, in terms of the Young-
Laplace equation.
Figure 6.41: Uniform flow on a 3D curved surface. Zero gravity is assumed
(g = 0), and the dimensionless surface roughness parameters A = 0.5, h = 0.2
are used. The black arrows show the direction and magnitude of the velocity.
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Figure 6.42: Plan view for uniform flow on a 3D curved surface. Zero gravity
is assumed (g = 0), and the dimensionless surface roughness parameters A =
0.5, h = 0.2 are used. The black arrows show the direction of the velocity.
It shall be noted here that the size of the arrows in figure 6.42 does not
represent the magnitude of the velocity, but only the projection onto x-y plane.
The velocity magnitude is only represented in figure 6.41.
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7.1 Conclusions
The presented study discusses the interactions involved in Self-cleaning mecha-
nisms, within a continuum mechanical framework. Mathematical and numerical
formulations using the finite element method (FEM) are developed to model
these interactions, and analyze the behavior of liquid interfaces on self-cleaning
surfaces.
The FE droplet model of Brown is extended to account for surface roughness,
and impose the contact angle naturally within the solution and not as a bound-
ary condition. A Cartesian coordinate system was used in the new formulation.
However the new model was only suitable for axisymmetric droplets. Therefore, a
general formulation for 3D droplets is developed, based on curvilinear coordinates.
Both models are incorporated with an efficient contact algorithm which captures
surface and line contact at different topographies of substrates, representing dif-
ferent length-scales. Such a multi-scale substrate model is developed based on
super-imposed exponential functions, which mimic the hierarchical structure of
self-cleaning surfaces more accurately than sinusoidal or other simple functions
often used to model surface roughness. Simulations of droplets resting on multi-
scale surfaces highlight the importance of considering small length-scales (at least
micro-scale), when wetting on hydrophobic surfaces is studied. This is because
as we zoom into a flat hydrophobic surface, finer asperities can be observed, and
new local contact regions are captured at the individual asperities. A precise
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description of the local contact at these regions provides a deeper understanding
of the wetting behavior.
The developed contact algorithm also captures the interaction between the
droplet membrane and pollutant particles of various contact angles. Based on the
membrane deformation at the vicinity of a pollutant particle, the forces acting
on the latter can be computed. This force analysis determines whether or not a
pollutant particle of given parameters will be attached to the droplet. Results
show that the contact line force related to the contact angle, is dominant for
relatively small particles compared to the droplet size. Furthermore, it is shown
that hydrophobic particles (θc>90
◦) can be lifted off the rigid surface towards the
droplet, for certain particle and droplet parameters.
The last model discussed in this study describes the flow of thin fluid films
on arbitrarily curved surfaces. Navier-Stokes equations are formulated in differ-
ential geometry and discretized using FEM. This formulation avoids the need to
transform the coordinates at the boundary conditions, which is an essential step
when classical cartesian coordinates are used. The developed model can be easily
incorporated with other fluid-structure-interaction models, either by strong or
weak coupling. All models are validated either analytically, experimentally or
numerically.
7.2 Outlook
The models established in this thesis are foundations to several potential ex-
tensions, that provide a better understanding of further aspects in self-cleaning
mechanisms. In addition to the numerous physical phenomena that can still be
investigated, further suggestions for alternative numerical methods are given in
this section. The proposed extensions can be classified according to the intro-
duced models as follows
1. Droplet Membrane Formulation
The introduced droplet membrane model can be adapted to consider the dy-
namics of the membrane, since the membrane formulation is derived from
the balance of momentum. In this case, the velocity of the membrane
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would be an additional unknown in the system of equations. Further-
more, the mass of the membrane would yield additional inertial terms that
will influence the deformation. Such an extension would allow modeling
rolling/sliding droplets, where frictional contact should be considered. An-
other problem that can be investigated is the merging/separation of droplets
in the cases of colloid.
2. Surface and Line Contact
Throughout this work, the investigated solid surfaces were considered to be
ideal and thermodynamically stable, with a zero contact angle hysteresis
which implies that the advancing and receding contact angles are equal.
A hysteresis can be characterized based on the material and surface prop-
erties, in order to consider further variations of the contact angle. The
evolution of the contact line can also be modeled in case of transitional and
dynamic wetting. Based on the provided setup for contact, simulations for
droplets membranes in contact with 3D surfaces with double roughness can
be performed, in order to investigate wetting. The results can be compared
with the parametric study for the 2D case in Section 6.2.
3. Particle-Droplet Interaction
While only out-of-plane penetrations of pollutant particles were investigated
in this study, the tangential motion along the membrane surface can be
considered. In this case, the internal flow conditions would influence the
stability of the pollutant particles. Additionally, considering the motion
of droplets would have a further impact on the behavior of the pollutant
particles and whether they would stick to the droplet surface, sink into it,
or drop back to the surface. Furthermore, the collision between particles
hinged on the droplet surface can also be investigated.
4. Fluid Flow Model
The first extension to the introduced flow model is simulating the insta-
tionary Navier-Stokes flow, based on the provided general formulation. The
numerical implementation would include an iterative solution for the con-
vective term. The presented liquid film model can also be enhanced by
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considering a moving phase boundary, whose curvature is governed by the
Young-Laplace equation. This of course adds another degree of complexity
to the system of equations since the evolution of the phase boundary would
be coupled with the Navier-Stokes flow problem. In this aspect, the advan-
tage of using curvilinear coordinates in the formulation of the flow model
is highlighted, since the coupling of the equations of the fluid-structure in-
teraction for curved surfaces would be more convenient compared to the
classical Cartesian-based formulations. The restriction that no separation
from the rigid surface is allowed can be removed, and complex flows off the
surfaces can be simulated. This could be the case, for example, when the
interaction of fluid films with pollutant particles is studied, where a flow
separation in the vicinity of the solid particles takes place.
Numerical approximations throughout this study are based on C0 continuous
elements, which can never represent a perfectly smooth surface. Therefore using
formulations which provide C1 continuity within the elements, such as NURBS
or hermit finite elements, improves the surface representation and yields more
accurate solutions for curved interfaces. Coupling of the membrane solver in-
troduced in this study with a fluid flow solver for the internal bulk fluid, will
provide a full description of the dynamics of moving droplets. While only macro-
to micro-scale surfaces are considered in this study, investigating smaller length-
scales where molecular dynamics take place, can reveal more about the wetting
behavior on hydrophobic surfaces. The proposed future investigations would
enhance the current models to describe further phenomena and solve more com-
plicated problems. This shall contribute to the development of manufacturing
artificial hydrophobic surfaces with optimized microstructures which are the key
to self-cleaning surfaces.
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Surface Derivatives on
Multi-Scale Surface
Quantities derived in this appendix refer to figure 4.10 .
Surface S1
The surface position z1(x1) and its derivatives read
z1(x1) =
np1∑
j=1
A1 exp
(
− (x1 − j4x1)
2
h21
)
, (A.1)
z′1(x1) = A1
np1∑
j=1
−2(x1 − j4x1)
h21
exp
(−(x1 − j4x1)2
h21
)
(A.2)
z′′1 (x1) = A1
np1∑
j=1
−
(2h21 + 2(x1 − j4x1)2
h41
)
exp
(−(x1 − j4x1)2
h21
)
(A.3)
z′′′1 (x1) = A1
np1∑
j=1
−
(4(x1 − j4x1)3
h61
)
exp
(−(x1 − j4x1)2
h21
)
(A.4)
Surface S2
The point x2 on surface S2 has the components
x2 = x2ex + z2ez, (A.5)
where
x2 = x1 − z¯2 sin θ1, (A.6)
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z2 = z1 + z¯2 cos θ1, (A.7)
cos θ1 =
1√
1 + z′1
, sin θ1 =
z
′
1√
1 + z′1
, (A.8)
z¯2 = ‖x2 − x1‖ = A2
np2∑
j=1
exp
(
−(s− j4x2)
2
h22
)
. (A.9)
The curve length s and its derivatives read
s =
∫ b
a
√
1 + z
′2
1 dx1,
∂s
∂x1
=
√
1 + z
′2
1 ,
∂2s
∂x21
=
z′1 z
′′
1√
1 + z
′2
1
(A.10)
• Derivatives w.r.t curve length s
∂z¯2
∂s
= A2
np2∑
j=1
[−2 (s− j4x2)
h22
exp
(
−(s− j4x2)
2
h22
)]
(A.11)
∂2z¯2
∂s2
= A2
np2∑
j=1
[
−
(2h21 + 2(s− j4x1)2
h41
)
exp
(−(s− j4x1)2
h21
)]
(A.12)
• Derivatives w.r.t x1
z′s =
∂z¯2
∂x1
=
∂z¯2
∂s
· ∂s
∂x1
(A.13)
z′′s =
∂2z¯2
∂x21
=
∂2z¯2
∂s2
·
( ∂s
∂x1
)2
+
∂z¯2
∂s
·
(∂2s
∂x21
)
(A.14)
z′2 = z
′
1 + z
′
s
1√
1 + z′12
− z¯2z
′
1z
′′
1√
(1 + z′12)3
(A.15)
z′′2 = z
′′
1+z
′′
s
1√
1 + z′12
− z
′
sz
′
1z
′′
1√
(1 + z′12)3
−(1 + z
′2)(z¯2z′1z
′′′
1 + z¯2z
′′2
1 + z
′
sz
′
1z
′′
1 )− 3z¯2z′21 z′′21√
(1 + z′21 )5
(A.16)
144
x′2 = 1−
z′sz
′
1 + z
′
sz
′
1
3 + z¯2z
′′
1√
(1 + z′12)3
(A.17)
Analogously,
∂x1
∂x2
=
1
1− z
′
sz
′
1 + z
′
sz
′
1
3 + z¯2z
′′
1√
(1 + z′12)3
(A.18)
∂2x1
∂x2x1
=
(∂x1
∂x2
)2 1√
(1 + z′12)5
[
(1 + z′1
2)(3z′sz
′
1
2z′′1 + z
′′
s z
′
1
3 + 2z′sz
′′
1 + z
′′
s z
′
1 + z¯2z
′′′
1 )
−3(z′sz′14z′′1 + z′sz′12z′′1 + z¯2z′1z′′1 2)
]
(A.19)
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Differential Geometry Relations
B.1 Kinematical Relationships
a˙α · aβ = 1
2
(
a˙α · aβ + a˙α · aβ
)
=
1
2
(
a˙α · aγaγβ + a˙α · aγaγβ
)
=
1
2
aγβ
(
a˙α · aγ + a˙γ · aα
)
=
1
2
aγβa˙αγ,
(B.1)
with
a˙α · aγ = a˙γ · aα, (B.2)
since
a˙γα = a˙αγ = a˙α · aγ + a˙γ · aα, (B.3)
a˙γα = 2a˙γ · aα = 2a˙α · aγ. (B.4)
B.2 Variation of The Jacobian J
Using Cramer’s rule
∂det(A)
∂A
= det(A) [A]−1, (B.5)
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we can express the derivative of det(aαβ) w.r.t aαβ as
∂det(aαβ)
∂aαβ
= det(aαβ)a
αβ. (B.6)
Based on the definition Ja =
√
det(aαβ), we can write
∂Ja
∂aαβ
=
1
2Ja
(det(aαβ))a
αβ =
Ja
2
aαβ. (B.7)
From J = Ja/JA, it follows
∂J
∂aαβ
=
∂Ja
∂aαβ
1
JA
=
J
2
aαβ, (B.8)
and
δJ =
J
2
aαβδaαβ =
J
2
[
aα · aβ
][
aα · δaβ + δaα · aβ
]
=
J
2
[
aαδaα + a
αδaα
]
= Jaα · δaα.
(B.9)
B.3 The Co-Variant Derivative of The Surface
Traction
We start from the definition of the stress tensor
T = −pI + 2µd, (B.10)
and the traction
tα = T · aα = −paα + 2µd · aα = −paα + µ
[
aαβI + (aβ ⊗ aα)
]
a˙β. (B.11)
The co-variant derivative of tα reads
tα; α = −p;αaα − paα;α + 2µ(d · aα);α, (B.12)
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where
(d · aα);α = 1
2
[
aαβ;α I + (a
β
;α ⊗ aα) + (aβ ⊗ aα;α)
]
a˙β +
1
2
[
aαβI + (aβ ⊗ aα)
]
a˙β;α
=
1
2
(aβ;α ⊗ aα) a˙β +
1
2
[
aαβI + (aβ ⊗ aα)
]
a˙β;α
(B.13)
Substituting Eq.(B.13) into Eq.(B.12) yields
tα; α = −p;αaα − paαβaβ;α + µ(aβ;α ⊗ aα) a˙β + µ
[
aαβI + (aβ ⊗ aα)
]
a˙β;α. (B.14)
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FE Relations
C.1 Normal and Tangential Components of f eint
The co-variant derivative of the variation wα;β is written as
wα;β = (w · aα);β = w;β · aα +w · aα;β. (C.1)
Using the definition aα;β = (n ⊗ n)aα,β in Eqs.(2.21), the discretized form of
Eq.(C.1) reads
wα;β = N,βwe ·N,αxe + Nwe · (n⊗ n)N,αβxe. (C.2)
The discretized form of the curvature tensor bαβ according to Eq.(2.13) reads
bαβ = n · aα;β = n ·N,αβxe. (C.3)
Inserting Eqs.(C.2) and (C.3) into the expression of the virtual work in Eq.(4.57)
yields the discretized weak form
Gint = w
T
e
[ ∫
Ss
σαβ
(
NT,βN,α + N
T (n⊗ n)N,αβ
)
xeda−
∫
Ss
σαβNT (n⊗ n)N,αβxeda
]
= wTe
[
f einti + f
e
into
]
.
(C.4)
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C.2 Linearization of K iner
Starting from the elemental force vector
f einer =
∫
Be
NTvα(N,α + NΓ
β
αβ) dA vˆe +
∫
Be
NTN dA ˆ˙ve, (C.5)
The stiffness reads
Keiner =
∂f
e
iner
∂vˆe
=
∂
∂vˆe
∫
Be
NTvα(N,αvˆe + NΓ
β
αβvˆe) dA (C.6)
=
∫
Be
NTvα(N,α + NΓ
β
αβ) dA+
∫
Be
N,αvˆe
∂vα
∂vˆe
dA (C.7)
=
∫
Be
NT (vαN,α + (a˙α ⊗ aαN) + NΓβαβ) dA (C.8)
=
∫
Be
NT (vαN,α + (a˙α ⊗ aα)N + NΓβαβ) dA. (C.9)
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