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HOMOLOGICAL DESCRIPTION OF CRYSTAL STRUCTURES ON LUSZTIG’S
QUIVER VARIETIES
BEA SCHUMANN
ABSTRACT. Using methods of homological algebra, we obtain an explicit crystal isomorphism
between two realizations of crystal bases of the lower part of the quantized enveloping algebra of
(almost all) finite dimensional simply-laced Lie algebras. The first realization we consider is a geo-
metric construction in terms of irreducible components of certain quiver varieties established by
Kashiwara and Saito. The second is a realization in terms of isomorphism classes of quiver repre-
sentations obtained by Reineke using Ringel’s Hall algebra approach to quantum groups. We show
that these two constructions are closely related by studying sufficiently generic representations of
the preprojective algebra.
INTRODUCTION
BACKGROUND. Since Gabriel’s famous theorem in 1972 (see [3]) the connection between rep-
resentation theory of quivers and Lie algebras of simply-laced type has evolved into a rich area
of research. In loc. cit. Gabriel classified all quivers of finite representation type (i.e. with finitely
many isomorphism classes of indecomposable representations). He showed that a quiver Q is of
finite representation type if and only if its underlying diagram is a simply-laced Dynkin diagram
(i.e. of type An, Dn, E6, E7 or E8). Furthermore, for Dynkin quivers, there is a bijection between
the isomorphism classes of indecomposable representations and the set of negative roots of the Lie
algebra associated to the underlying Dynkin diagram.
This theorem was used by Ringel (see e.g. [15]) to establish an even deeper connection. In loc.
cit. Ringel showed that there is a Q(v)-algebra isomorphism between the (twisted, generic) Hall
algebra H (Q) and the negative part Uv(n−) of the quantized enveloping algebra of the simply-
laced finite dimensional Lie algebra g associated to Q. The underlying vector space of the Hall
algebra has a basis consisting of all isomorphism classes of representations of Q. The multiplica-
tion in H (Q) is given in terms of certain numbers of filtrations of Q-representations over a finite
field.
The identification of Uv(n−) with the Hall algebra yields a natural PBW-type basis of this alge-
bra (w.r.t. a reduced decomposition of the longest Weyl group element adapted to Q) parameterized
by the isomorphismen classes of Q-representations (see [16]).
Lusztig also constructed PBW-type bases of Uv(n−), one for each reduced decomposition of
the longest Weyl group element w0 of g, by applying certain braid group operators to Chevalley
generators of Uv(n−) (see e.g. [10]). By this Lusztig constructed a unique basis of Uv(n−), called
the canonical basis B, with remarkable properties. Namely, let B be a fixed but arbitrary PBW-type
basis, then the Z[v−1]-lattice L spanned by B is independent of the chosen reduced decomposition
of w0. Let pi ∶L →L /v−1L denote the projection and let ¯ ∶Uv(n−)→Uv(n−) be the canonical
Q-algebra involution of Uv(n−) sending the generator Fi to Fi and v to v−1. Then the canonical
basis is the unique ¯ invariant basis whose image under pi coincides with the image of B.
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For i = (i1, i2, . . . , iN) we denote by Bi the PBW basis corresponding to the reduced decompo-
sition w0 = si1 si2⋯siN . Lusztig defined a combinatorial colored graph (or crystal) structure on B,
called B(∞), where the vertices are given by the basis elements of a fixed PBW-type basis Bi and
thus indexed by NN (note that N is the number of negative roots of g). We call the image of b ∈ Bi
under the map
Ψi ∶ Bi→NN
Fn1β1 F
n2
β2 ⋯F
nN
βN ↦ (n1,n2, . . . ,nN)
an i-Lusztig parametrization of b. The arrows of the graph B(∞) are given by certain operators
˜fi, one for each simple root αi of g, which form a combinatorial counterpart of the Chevalley
generators of Uv(n−). The action of ˜fi1 on b ∈ Bi is easily defined if Bi corresponds to a reduced
expression of w0 which starts with the simple reflection si1 . To determine the actions of ˜fik for k ≠ i
one uses the fact that two PBW-bases are obtained from each other by applying a composition of
certain braid moves. The induced map γi,j such that γi,j ○Ψi = Ψj corresponds to a composition of
piecewise linear bijections of NN . For one braid move the transition map is explicitly known (see
[10]). However the combinatorics behind the composition of these piecewise linear bijections is
difficult to handle since it is given by the composition of operations that involve taking minima.
In [12] Reineke used Ringel’s Hall algebra approach to quantum groups to describe the crystal
structure on a fixed PBW-basis Bi explicitly in terms of the set of isomorphism classes of repre-
sentations of a fixed Dynkin quiver Q. Here i corresponds to a reduced expression of w0 which
is adapted to a Dynkin quiver Q that is satisfying a certain homological condition (see Definition
2.6).
Another construction of B(∞), called Bg(∞), in terms of quivers was given geometrically by
Kashiwara and Saito in [6]. They defined a crystal structure on the irreducible components of the
varieties ΛV of representations of the preprojective algebra Π(Q) with varying underlying vector
spaces V . These varieties were used by Lusztig to give a geometric construction of U(n−), the
enveloping algebra of the Lie algebra n− (see [8]), as well as to show the existence of a nicely
behaved basis of this algebra, called the semicanonical basis (see [11]), which is naturally indexed
by the irreducible components of ΛV . In the following we refer to these varieties as Lusztig’s
quiver varieties. Lusztig conjectured that the semicanonical and the specialization of the canonical
basis coincides but Kashiwara and Saito gave a counterexample in [6].
The Kashiwara operators corresponding to the arrows in the graph Bg(∞) can be described
in the following way. Let x ∈ X be a generic point of an irreducible component X of Lusztig’s
quiver variety and let M(x) be the corresponding Π(Q)-module. The component ˜fiX is given as
the closure of all points y that (regarded as Π(Q)-modules M(y)) appear as the middle term of
exact sequences
0→M(x)→M(y)→ S(i)→ 0,
where S(i) is the simple representation of Π(Q) corresponding to the vertex i.
MAIN RESULT. The main result of this paper is a homological interpretation of the geometric
realization of B(∞) of [6] using the representation theory of the preprojective algebra and its
underlying Dynkin quiver. We compute the geometric crystal structure using the combinatorics of
the Auslander-Reiten quiver of the Dynkin quiver associated to the Lie algebra g. To achieve this
we use results by Reineke and give an explicit crystal isomorphism between the geometric and the
homological realization of the crystal B(∞) given in [12]. This provides an explanation for the
compatibility of the indexation of the canonical and the semicanonical basis.
We remark that this result can also be deduced by the work of Baumann-Kamnitzer (see [1])
and Saito (see [18]) that both provide a crystal isomorphism between the realization of B(∞) in
terms of i-Lusztig parametrization and the geometric realization. In [1] Baumann and Kamnitzer
used some reflection functors for representations of the preprojective algebra and the classical
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Bernstein-Gelfand-Ponomarev reflection functors for representation of Dynkin quivers. In [18]
Saito used a result of Kimura to show that changing the orientations of the underlying Dynkin
quiver of the preprojective algebra such that i1 is a sink is compatible with the transition to an
i-Lusztig parametrization such that the reduced decomposition of w0 starts with i1.
The methods in this work are quite different from the ones used in [1] and [18]. Here we take a
direct approach fixing the orientation of the Dynkin quiver Q. We develop a combinatorial method
to determine the dimension of the head of a generic module of an irreducible component X of ΛV
and construct a dense subset of X for which the action of the crystal operator ˜fi can be determined.
STRUCTURE OF THIS PAPER. The paper is structured as follows.
We recall the geometric construction of Bg(∞) via the irreducible components of Lusztig’s
quivers varieties in Section 1.
In Section 2 Reineke’s construction of B(∞) is introduced. We denote this crystal by BH (∞).
Each vertex b ∈ BH (∞) is given by an isomorphism class [M] for M a Q-representation. Reineke
showed that if there is an exact sequence of Q-representations
0→M→ X → S(i)→ 0
such that X satisfies a certain additional property, we have ˜fi[M] = [X]. He further proved that for
any Q-representation M there exists a representation X satisfying these properties. The existence is
deduced from the classification of the middle terms of short exact sequences of Q-representations
ending in the simple Q-representation S(i). Thereby an algorithm is obtained to determine the
actions of the Kashiwara operators in terms of the given combinatorial data (µB(M))B, where
B varies over all indecomposable Q-representations. Here µB(M) denotes the multiplicity of the
indecomposable direct summands B of M.
In Section 3 we give a crystal isomorphism between BH (Q) and Bg(∞). We first describe how
to relate the vertices. For this we use a result of Lusztig that gives a one-to-one correspondence be-
tween the irreducible components of quiver varieties and isomorphism classes of representations of
Q (see Proposition 3.1). We then work in a homological algebra setting using Ringel’s description
of Π(Q)-modules as pairs (M,φ) for φ ∈ Hom(τ−1M,M), where τ−1 is the inverse Auslander-
Reiten translation of Q. Let M be a representation of Q and X[M] be the irreducible component
corresponding to the isomorphism class of M. We develop a combinatorial machinery to prove
that the function εi on X[M] (which counts how many consecutive times we applied ˜fi to get to the
desired vertex in the crystal graph) in the geometric setting only depends on the data (µB(M))B.
We further show that there is a dense subset of X[M] that is mapped to the component X ˜fi[M] by
˜fi. This is proved by constructing a certain class of points of an irreducible component which are
sufficiently generic but can be handled combinatorially. We therefore obtain that the one-to-one
correspondence between the irreducible components of quiver varieties and isomorphism classes
of representations of Q is indeed a crystal isomorphism (see Theorem 3.26).
NOTATION. In what follows Q always denotes a Dynkin quiver with path algebra kQ over a field
k. For M,N ∈ kQ−mod, we denote the isomorphism class of M by [M] and multiplicity of N as
a direct summand of M by µN(M). We denote by τM (resp. τ−1M) the Auslander-Reiten trans-
lation (resp. inverse Auslander-Reiten translation) of M. Further ⟨M,N⟩R ∶= dimHomkQ(M,N)−
dimExt1(M,N) denotes the Ringel form and for i in the vertex set of Q we denote by S(i) the
simple module obtained by assigning a one-dimensional vector space to the vertex i and a zero-
dimensional vector space to all other vertices of Q.
1. THE GEOMETRIC CONSTRUCTION
In this section we review the realization of the crystal graph B(∞) via Lusztig’s quiver varieties.
We start by introducing the varieties of interest.
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1.1. LUSZTIG’S QUIVER VARIETY. For a Dynkin quiver Q = (I,Q1) we denote the associ-
ated double quiver by Q = (I,H) that has as the set of vertices the vertices of Q and for each arrow
of Q, H contains two arrows with the same endpoints, one in each direction.
For an arrow h ∈H , we denote by h the arrow with out(h) = in(h) and in(h) = out(h). Therefore,
the double quiver Q = (I,H) has as set of arrows H =Q1⊔Q1.
Example 1.1. We give an example of the double quiver of Dynkin type A3:
Q = 1
h1 // 2
h1
oo
h2 // 3.
h2
oo
We define the function
ε ∶H → {±1}
h↦ { 1, if h ∈Q
−1, if h ∉Q.
The preprojective algebra Π(Q) of a Dynkin quiver Q is the quotient of the path algebra of the
double quiver Q by the ideal generated by
∑
h∈H
ε(h)h¯h.
For a fixed finite–dimensional I–graded vector spaces V =⊕i∈I Vi over C, we define Lusztig’s
quiver variety ΛV to be the variety of representations of Π(Q) with underlying vector space V , i.e.
ΛV ∶=
⎧⎪⎪⎨⎪⎪⎩x = (xh)h∈H ∈⊕h∈H Hom(Vout(h),Vin(h)) ∣ ∑h∈H,in(h)=iε(h)xhx¯h = 0 for all i ∈ I
⎫⎪⎪⎬⎪⎪⎭ .
Let RepV (Q) be the variety of representations of the Dynkin quiver Q with underlying vector
space V , that is
RepV (Q) =⊕
h∈Ω
Hom(Vout(h),Vin(h)),
which is clearly a closed subvariety of the affine variety ΛV .
From now on we constantly identify the points of ΛV (resp. RepV ) with the corresponding
modules over Π(Q) (resp. CQ) and write expressions like M ∈ΛV for M = (V,x) ∈Π(Q)−mod.
We have an action of the group Gv =∏i GL(Vi) on ΛV and RepV (Q) by base change, that is for
M = (V,x) ∈ΛV , g.M = M̃, where M̃ = (V, x̃) ∈Π(Q)−mod with
x̃h ∶= gin(h)xhg−1out(h)
and analogously for M ∈RepV (Q).
The orbits of this action on ΛV (resp. RepV (Q)) are exactly the isomorphism classes of repre-
sentations of Π(Q)−mod (resp. kQ−mod) with a fixed dimension vector v.
Remark 1.2. The definition of Lusztig’s quiver variety given in [6] imposes an additional nilpo-
tency condition on the elements of ΛV . But, since we restrict ourselves to preprojective algebras
of Dynkin quivers, this condition is automatically satisfied (see [9, Proposition 14.2(a)]) and we
thus omit it.
Note that, up to isomorphism, ΛV depends only on the graded dimension v = (dimVi)i∈I of V .
Therefore we also denote ΛV by Λ(v), regarding the graded dimension of the vector spaces as part
of the datum of the representations of Π(Q).
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1.2. KASHIWARA OPERATORS. Following [6], we recall the crystal structure on the set of
irreducible components of Λ(v), which we denote by IrrΛ(v).
For i ∈ I and M ∈Λ(v), define εi(M) to be the dimension of the S(i)-isotypic component of the
head of M. For M = (V,x) ∈Π(Q)−mod, that is
εi(M) = dimCoker⎛⎝ ⊕h∶in(h)=iVout(h)
xh
Ð→Vi
⎞
⎠ . (1)
For c ∈Z≥0, we further introduce the subsets
Λ(v)i,c ∶= {M ∈Λ(v) ∣ εi(M) = c}.
To describe the actions of the Kashiwara operators, let ei ∈ZI≥0 be such that eij = δi j and fix c ∈Z≥0
and v ∈ZI≥0 such that vi−c ≥ 0. We define
˜Λ(v,c, i) ∶= {M,N,ϕ ∣M ∈Λ(v)i,c,N ∈Λ(v−cei)i,0,ϕ ∈HomΠ(Q)(N,M) injective}.
Considering the diagram
Λ(v−cei)i,0 p1←Ð ˜Λ(v,c, i) p2Ð→Λ(v)i,c, (2)
where p1(M,N,ϕ) = N and p2(M,N,ϕ) = M, it is shown in [6, Lemma 5.2.3] that the map p2 is
a principal Gv-bundle and the map p1 is smooth with a connected variety as fiber. Standard alge-
braic geometry arguments then show (for Λ(v)i,c ≠ ∅) that there is a one–to–one correspondence
between the set of irreducible components of Λ(v− cei)i,0 and the set of irreducible components
of Λ(v)i,c.
For i ∈ I the function εi given in (1) is upper semicontinuous, thus for each X ∈ IrrΛ(v) there
is an open dense subset of X such that εi is constant (namely the value of εi of this subset is the
minimal value of εi on X ). For X ∈ IrrΛ(v) we thus define
εi(X) ∶=min
M∈X
εi(M). (3)
We also define for c ∈ Z≥0
IrrΛ(v)i,c ∶= {X ∈ IrrΛ(v) ∣ εi(X) = c}.
We get Bijection (4) directly from the prior considerations and [9, Theorem 12.3 b)] which states
that both Λv and Λ(v)i,c have pure dimension 12 dimEv:
IrrΛ(v−cei)i,0 ≅ IrrΛ(v)i,c. (4)
Remark 1.3. Note that the image of an irreducible component X ∈ IrrΛ(v)i,c is the unique irre-
ducible component Y ∈ IrrΛ(v−cei)i,0 such that for any dense subset D of X , we have p−12 p1(D) ⊂
Y .
Suppose that ¯X ∈ IrrΛ(v−cei)i,0 corresponds to X ∈ IrrΛ(v)i,c by Bijection (4). We define maps
˜f ci ∶ IrrΛ(v−cei)i,0→ IrrΛ(v)i,c,
e˜maxi ∶ IrrΛ(v)i,c → IrrΛ(v−cei)i,0
by
˜f ci ( ¯X) ∶= X and e˜maxi (X) ∶= ¯X .
The data of these maps yields a crystal structure on Bg(∞) ∶=⊔v IrrΛ(v) together with defining
for X ∈ Bg(∞)
wt(X) ∶= −∑
i∈I
viαi for X ∈ IrrΛ(v),
ϕi(X) ∶= εi(X)+ ⟨hi,wt(X)⟩ .
It is shown in [6, Theorem 5.3.2] that Bg(∞) is isomorphic to the crystal B(∞) of Uv(n−).
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2. THE HOMOLOGICAL CONSTRUCTION
2.1. RINGEL HALL ALGEBRAS AND CRYSTAL BASES. We review the notion and some
facts about Ringel Hall algebras. Even though we do not use the results of this section in our
proofs, they form an indispensable ingredient for the homological realization of the crystal B(∞)
introduced by Reineke in [12].
Let Q be a Dynkin quiver of type A,D,E and g the associated finite dimensional complex simple
Lie algebra with Cartan decomposition g = n+⊕h⊕n− and let k be an arbitrary field. Recall that
by Gabriel’s Theorem (see [3]) we have a one–to–one correspondence between the set of negative
roots of g and the isomorphism classes of indecomposable kQ-modules, independent of the ground
field k. For a kQ-module M we denote the isomorphism class by [M].
Recall that for an indecomposable kQ-module B and any kQ-module M, we denote by µB(M)
the multiplicity of B as a direct summand of M. For α a negative root of g and any field k, we
denote a fixed representative of the isomorphism class of indecomposable kQ-modules associated
to this root by M(α ,k). Let R− be the negative root lattice of g. This yields a one-to-one corre-
spondence between isomorphism classes of kQ-modules and maps with finite support γ ∶R−→Z≥0
by mapping [M] (M ∈ kQ−mod) to γM ∶ α ↦ µM(α ,k)(M). Conversely, for a map γ ∶ R−→Z≥0, we
get a representative M of an isomorphism class of kQ-modules via M =⊕α∈R− M(α ,k)γ(α) which
we denote by M(γ ,k).
Let q be a prime power, M, N, X be kQ–modules and Fq be the finite field with q elements. We
define FXM,N(q) as the number of submodules U of M(γX ,Fq) over Fq such that U ≅M(γN ,Fq) and
M(γX ,Fq)/U ≅M(γM,Fq) over Fq.
We have that FXM,N(q) is a polynomial in q (seen as a formal variable) with integer coefficients
called the Hall polynomial ([14, Theorem 1, p. 439]).
Setting q = v2, we obtain:
FXM,N(v2) ∈Q[v].
Recall that for M,N ∈ kQ−mod we have ⟨M,N⟩R = dimHom(M,N)−dimExt1(M,N). We define
the (twisted, generic) Hall algebra H (Q) of a quiver Q to be the Q[v,v−1]-vector space with basis
elements u[M] indexed by the isomorphism classes [M] of kQ–modules and multiplication defined
by
u[M] ⋆u[N] ∶= v⟨M,N⟩R ∑
[X]
FXM,N(v2)u[X].
For m ∈Z≥0 we introduce the following abbreviations:
[m]! ∶= m∏
k=1
[m] and [m] ∶= vm−v−m
v−v−1
.
By [15, Proposition, p. 21] the Z[v,v−1]-algebra H (Q) is generated by the elements u(⋆m)
[S(i)] with
1 ≤ i ≤ n and m ≥ 1. Here (see loc cit., p.16)
u
(⋆m)
[S(i)] ∶= 1[m]!u⋆m[S(i)].
Let A = (ai, j)i, j∈I be the Cartan matrix of g and let I = {1,2, . . . ,n}. We define U ′q(n−) as the Q(v)-
algebra with generator F1,F2, . . . ,Fn and relations
FiFj−FjFi = 0 if ai, j = 0,
F2i Fj −(v+v−1)FiFjFi+FjF2i = 0 if ai, j = −1
We denote
F(m)i ∶= 1[m]!Fmi .
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The Z[v,v−1]-subalgebra of U ′q(n−) which is generated by the elements F(m)i (1 ≤ i ≤ n and m ≥ 0)
is denoted by Uq(n−).
We have the following theorem by Ringel (see e.g. [15, Theorem, p. 21]):
Theorem 2.1. The map ηQ ∶H (Q)→Uv(n−) defined by ηQ(u[S(i)]) =Fi induces an isomorphism
of Z[v,v−1]-algebras.
By setting f Q
[M] = v
dim End(M)−dim Mu[M] we get a basis of H (Q). Via ηQ, this basis is sent to a
PBW-basis BQ of Uv(n−) corresponding to a reduced expression of the longest Weyl group element
w0 of g adapted to Q ([16, Theorem 7]). We denote those basis elements by FQ[M] ∶= ηQ( f Q[M]).
The Z[v−1]-lattice L spanned by BQ is independent of the reduced decomposition of w0 ([7,
Proposition 2.3]) and thus of the orientation of Q. Furthermore, by loc. cit., the image of BQ under
the projection pi ∶L →L /v−1L is a Z-basis B of L /v−1L which is again independent of the
orientation of Q.
Let us denote by ¯ ∶Uv(n−)→Uv(n−) the canonical Q-algebra involution of Uv(n−) sending the
generator Fi to Fi and v to v−1. Then there is a unique ¯-invariant basis B of L whose image under
pi is B ([7, Theorem 3.2]).
This basis is called the canonical basis. The elements of B can hence be parametrized by the
isomorphism classes of kQ-modules defining FQ
[M] ∈B by
pi(FQ
[M]) = pi(FQ[M])
and setting
B = {FQ
[M] ∣M ∈ kQ−mod}.
We get the following from [8, Theorem 2.3].
Theorem 2.2. Let B be the canonical basis. Set
L′ =⊕
b∈B
A0b, B′ = {bmodv−1L′; b ∈B}.
Then (L′,B′) is a crystal basis of Uv(n−) and hence isomorphic to (L(∞),B(∞)).
Remark 2.3. The considerations above yield a parametrization of the vertices of the crystal graph
of Uv(n−) as isomorphism classes of kQ-representations. This identification is of crucial use in the
homological construction of the crystal graph recalled in the following.
2.2. Kashiwara operators. In [12] the crystal graph of U(n−) is realized as the set of isomor-
phism classes of kQ-modules. To state the main result of loc. cit., we need the following definitions
where we adopt the notations of Subsection 2.1.
Definition 2.4. ● The degree of a non–zero Laurent polynomial c ∈ Z[v,v−1] is the smallest
d ∈ Z such that v−dc ∈Z[v−1].● For a kQ-module M and i ∈ I we define
a
Q
i (M) ∶=max
[X]
degcQi (M,X),
where u[S(i)] ⋅ f Q[M] =∑
[X]
c
Q
i (M,X) f Q[X].
● For u ∈Uv(n−), let ρ(u) be the largest integer r such that u ∈ Fri Uv(n−).
Theorem 2.5 ([12, Proposition 3.2]). Let M be a kQ–module and i ∈ I. If X is a kQ–module such
that
c
Q
i (M,X) = aQi (M) ≥ aQi (X)−1, (5)
then aQi (M) = aQi (X)−1, ρ(FQ[M]) = aQi (M) and FQ[X] = ˜fiFQ[M] modv−1L .
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Thus, if the criterion (5) on the degree of the polynomial cQi (M,X) is fulfilled, the Kashiwara
operator ˜fi (i ∈ I) maps the isomorphism class [M] to the isomorphism class [X].
In [12] it is proved that, for certain choice of orientations for Q, we can find for any M ∈ kQ−mod
and any i ∈ I such a kQ-module X fulfilling the criterion. This is done by classifying all middle
terms of short exact sequences of kQ-modules of the form
0→M→ X → S(i)→ 0,
which allows one to express the function aQi in terms of multiplicities of certain indecomposable
direct summands of M. Let us recall these results in more details.
Definition 2.6. A quiver Q is called special if dimHomkQ(X ,S(i)) ≤ 1 for all i ∈ I and all inde-
composable kQ–modules X .
For the rest of this section we make the following assumption:
Assumption 2.7. Q is a fixed special Dynkin quiver.
In Section 2.3, we examine this condition further and classify all possible orientations for
Dynkin diagrams which yield a special Dynkin quiver. In particular, this shows that we can find at
least one orientation that is special for any simply-laced type Dynkin quiver except E8.
Fix i ∈ I, we introduce two sets of kQ–modules which play an important role in the following.
We first define
Pi(Q) ∶= {X ∈ kQ−mod ∣ X is indecomposable and dimHomkQ(X ,S(i)) ≠ 0}.
On Pi(Q) we have a relation ⊴ given by
X ⊴Y ⇐⇒ HomkQ(X ,Y) ≠ 0. (6)
The following proposition shows that this is a partial order on Pi(Q).
Proposition 2.8 ([12, Proposition 4.3.]). Let X ,Y be in Pi(Q). If there is a path from [X] to [Y ]
in the Auslander-Reiten quiver ΓQ of Q, then there exists a map f ∈ HomkQ(X ,Y) inducing an
isomorphism HomkQ(Y,S(i)) ∼Ð→HomkQ(X ,S(i)). In particular, Pi(Q) is a poset.
Recall that an antichain is a subset of a poset such that no two (distinct) elements are compara-
ble. We define
Si(Q) ∶= {V = k⊕
j=1
X j ∣ {X1,X2, . . . ,Xk} is an antichain in Pi(Q)}.
On Si(Q) we have a partial order induced by the ordering ⊴ on Pi(Q). By abuse of notation we
denote this ordering also by ⊴. It is given by (V,V ′ ∈Si(Q)):
V ⊴V ′ if and only if dimHomkQ(B,V ′) ≠ 0 for each indecomposable direct summand B of V .
Note that we always have Pi(Q) ⊂Si(Q) as the set of trivial antichains.
Example 2.9. We give two examples of the sets Pi(Q) and Si(Q). See [12, Section 8] for more
examples. Following Proposition 2.8, the set Pi(Q) can be interpreted as a full subgraph of the
Auslander-Reiten quiver. Recall that, by Gabriel’s Theorem, the indecomposable kQ-modules are
uniquely determined by their dimension vector. We thus use the dimension vector to denote the
indecomposable module having this dimension.
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(1) For Q = 1← 2← 3, the poset P3(Q) is the union of all framed isomorphism classes of
modules:
[111]
##●
●●
●●
●●
●
[011]
<<②②②②②②②②②
""❊
❊❊
❊❊
❊❊
❊❊
❊
[110]
##●
●●
●●
●●
●τ
oo❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴
[001]
<<③③③③③③③③③③ [010]
;;✇✇✇✇✇✇✇✇✇
τ
oo❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ [100]
τ
oo❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴
Here S3(Q) =P3(Q), i.e. P3(Q) is a chain. The elements can be ordered as follows:
[111] ⊴ [110] ⊴ [100].
(2) Take Q = 1← 2→ 3. We find that P2(Q) has the following shape:
[100]
""❊
❊❊
❊❊
❊❊
❊❊
[011]
##●
●●
●●
●●
●τ
oo❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴
[111]
;;✇✇✇✇✇✇✇✇
##●
●●
●●
●●
●
[010]
τ
oo❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴
[001]
<<②②②②②②②②②
[110]
;;✇✇✇✇✇✇✇✇
τ
oo❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴
Here again we put a frame around every isormorphism class of elements of P2(Q).
This time P2(Q) ⊊S2(Q). We have a non–trivial antichain given by each V ∈ [011⊕
110]. So we have two maximal chains in S2(Q) ∶
[111] ⊴ [011] ⊴ [011⊕110] ⊴ [010]
[111] ⊴ [110] ⊴ [011⊕110] ⊴ [010].
Remark 2.10. From the definition we directly get that there is always a unique ⊴-minimal element
in Si(Q) for a fixed i ∈ I, namely the projective cover P(i) of S(i).
We are now able to state the classification of middle terms of extension by S(i). For that let
l(V) be the set of all B ∈Pi(Q) which are minimal with the property that B ⋬V .
Theorem 2.11 ([12, Corallary 4.4, Proposition 4.5]). Given a kQ-module M and i ∈ I, the possible
middle terms of exact sequences
0→M→ X → S(i)→ 0
are in 1 ∶ 1-correspondence with the elements V ∈Si(Q) such that τB is a direct summand of M
for each B ∈ l(V ). The bijection is given via the map
V ↦ X =N⊕V,
where M =N⊕⊕B∈l(V) τB.
Recall that for kQ-modules M and B we denote by µB(M) the multiplicity of B as a direct
summand of M.
Definition 2.12. Fix i ∈ I. For a kQ–module M and an element V ∈Si(Q) define
Fi(M,V) ∶= ∑
B∈Pi(Q); B⊴V
µB(M)−µτB(M).
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Let 0→M → X → S(i)→ 0 be an exact sequence and V ∈ Si(Q) corresponding to X via the
bijection given in Theorem 2.11. Then it is shown in [12, Proposition 5.2] that
degciQ(M,X) = Fi(M,V ). (7)
In this language one verifies that the criterion used in Theorem 2.5 is always fulfilled.
Proposition 2.13 ([12, Proposition 6.1]). Fix i ∈ I. Let M be a kQ–module, V0 ∈Si(Q) such that
Fi(M,V0) = aQi (M) and V0 is ⊴–maximal with this property. Then U0 ∶= ⊕B∈l(V0)τB is a direct
summand of M. Set X =M′⊕V0 where M =M′⊕U0. Then
a
Q
i (X) = aQi (M)+1.
Remark 2.14. Note that, by Theorem 2.5, this implies that there is a unique ⊴-minimal antichain
V0 ∈Si(Q) such that Fi(M,V) is maximal.
Recall from Remark 2.3 that the vertices of the crystal graph of Uv(n−) are parametrized by the
isomorphism classes of kQ-representations. We therefore set
BH (∞) = {b[M] ∣M ∈ kQ−mod}.
The rest of this section is devoted to recalling how Theorem 2.5 and Proposition 2.13 can be used
to give a recipe for the actions of the Kashiwara operators on BH (∞). For further details see [12,
Chapter 7].
Definition 2.15. Let M be a kQ–module. We define pli M ∶=X where X is obtained by the following
recipe:
● For all V ∈Si(Q) compute the value
Fi(M,V) = ∑
B⊴V
µB(M)−µτB(M).
● Let V0 be the ⊴–maximal antichain where the maximal value of Fi(M,V ) is reached.
● Let U0 be the sum of all τB such that B ∈Pi(Q) and B ⋬V0 minimally.
● Set X =M′⊕V0 where M =M′⊕U0.
Remark 2.16. Note that U0 must be a direct summand of M by Proposition 2.13.
Thus we get by Theorem 2.5 with (7) for b[M] ∈ BH (∞):
˜fib[M] = b[pli M], (8)
εi (b[M]) = aQi (M). (9)
Using the description of the Kashiwara operator ˜fi in (8), we can determine the action of the partial
inverse operator e˜i on BH (∞).
Lemma 2.17. Let M be a kQ-module with the property that there exists an antichain V ∈Si(Q)
such that Fi(M,V) > 0. Let V ′0 be the ⊴–minimal antichain with the property that Fi(M,V ′0) =
a
Q
i (M). Then V ′0 is a direct summand of M.
Proof. Assume that V ′0 is not a direct summand of M.
First we deal with the case that for each indecomposable direct summand B of V ′0 the equality
µB(M) = 0 holds. We note that not all direct summands of V ′0 can be projective (otherwise we
have a contradiction to Fi(M,V ′0) > 0). Since the ⊴-minimal elements of Pi(Q) is projective (see
Remark 2.10), there exists Ṽ0 ∈Si(Q) such that Ṽ0◁V ′0 and Fi(M,V ′0)≤Fi(M,Ṽ0). A contradiction.
In case µB(M) ≠ 0 for a direct summand B of V ′0 , let B̃ be a direct summand of V ′0 such that
µB̃(M) = 0. Note that such a B̃ exists by the assumption that V ′0 is not a direct summand of M. Let
V ′0 = Ṽ0⊕ B̃. Then Fi(M,V ′0) ≤ Fi(M,Ṽ0) but Ṽ0 ⊴V ′0 , once more a contradiction. 
Hence the following is well-defined.
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Definition 2.18. Let M be a kQ-module with the property that there exists an antichain V ∈Si(Q)
such that Fi(M,V ) > 0. We define mi M ∶= X ′. where X ′ is obtained by the following recipe:
● For all V ∈Si(Q) compute the value
Fi(M,V) = ∑
B⊴V
µB(M)−µτB(M).
● Let V ′0 be the ⊴–minimal antichain where the maximal value of Fi(M,V) is reached.
● Let U ′0 be the sum of all τB such that B ∈Pi(Q) and B ⋬V ′0 minimally.
● Set X ′ =M′′⊕U ′0 where M =M′⊕V ′0 .
Proposition 2.19. Let M ∈ kQ−mod have the property that there exists an antichain V ∈Si(Q)
such that Fi(M,V) > 0. Then
e˜ib[M] = b[mi M].
Proof. First we show that, since we know how the Kashiwara operator ˜fi acts on BH (∞), the
action of e˜i on BH (∞) is already determined by the equality
e˜i ˜fib[M] = b[M] (10)
for all M ∈ kQ−mod. For this, assume that Equation (10) holds and let N be a kQ-module such
that there exists a V ∈Si(Q) with Fi(N,V) > 0, i.e. εi(b[N]) > 0 and e˜ib[N] ∈ BH (∞). Let N′ be a
kQ-module such that
˜fie˜ib[N] = b[N′].
Applying e˜i yields
e˜ib[N] = e˜ib[N′].
Hence [N] = [N′].
Let M ∈ kQ−mod and let ˜fib[M] = b[X]. Then [X] = [pli M], i.e. X =M′⊕V0 where M =M′⊕U0
and U0, V0 as in Definition 2.15.
First we note that
Fi(X ,V0) = Fi(M,V0)+Fi(V0,V0)−Fi(U0,V0).
It follows from the proof of [12, Lemma 6.3] and the considerations in loc. cit. p. 717 (since the
graph Ω defined therein has no vertices in this case) that Fi(V0,V0)−Fi(U0,V0) = 1, which yields
Fi(X ,V0) = Fi(M,V0)+1 = aQi (M)+1.
Theorem 2.5 together with (7) then shows that the maximal value of Fi(X ,V) is reached at V0. It
remains to show, that V0 is ⊴-minimal with this property.
Let V ∈Si(Q) with V ⊴V0, then:
Fi(X ,V0) = Fi(M,V0)+1 ≥ Fi(M,V )+1
= Fi(X ,V)−Fi(V0,V )+Fi(U0,V )
≥ Fi(X ,V)−1,
where the first inequality comes from the fact that the maximal value of Fi(M,V ) is reached at V0
and the second inequality follows again from loc. cit. Lemma 6.3 and the considerations in loc.
cit. p. 717. 
2.3. SPECIAL QUIVERS. Let us examine the property special of a Dynkin quiver Q more
closely. In [13, page 14], a combinatorial description of special quivers is given. For that we need
the following definition. A vertex i ∈ I of Q is called thick if there exists an indecomposable kQ-
representation M = (V,x) such that dimVi ≥ 2.
Proposition 2.20 ([13, Proposition 2.8]). Let Q be a quiver. Then Q is special if and only if no
thick vertex is a source of Q.
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Definition 2.21. Let g be a Lie algebra of simply-laced type and i ∈ I. A fundamental weight ωi of
g is called minuscule if
−⟨α ,ωi⟩ ≤ 1
for all negative roots α .
Recall that we denote by M(α ,k) a representative of the isomorphism class of indecomposable
kQ-modules that correspond to the negative root α by Gabriel’s Theorem. We get from Proposition
2.20.
Corollary 2.22. Let Q be a Dynkin quiver and g the Lie algebra associated to the Dynkin diagram
of Q. Then Q is special if and only if for each vertex i ∈ I, that is a source of Q, the fundamental
weight ωi is minuscule.
Proof. Note that, if the vertex i is a source of Q, we have for α a negative root and ωi fundamental
weight of g
−⟨α ,ωi⟩ = dimM(α ,k)i i source= dimHomkQ(M(α ,k),S(i)),
where dimM(α ,k)i denotes the dimension of the vector space assigned to vertex i in the Q-
representation M(α ,k). Thus no thick vertex is a source of Q if and only if letting i run over
all sources, we have −⟨α ,ωi⟩ ≤ 1 for all α ∈ R−. 
Thus there is no special quiver of type E8. To get a special quiver Q of one of the other simply-
laced types , we are only allowed to choose vertices as sources which are framed in the following
diagrams (following the classification of minuscule weights given in [2, Chapter VIII, Proposition
7]):
An ∶ ○ ○ ○ ⋯ ○
○
Dn ∶ ○ ○ ○ ⋯ ○
⑧⑧⑧⑧⑧⑧⑧⑧
❄❄
❄❄
❄❄
❄❄
○
○
E6 ○ ○ ○ ○ ○
○
E7 ○ ○ ○ ○ ○ ○ .
3. COMPARISON
In this section we give an explicit crystal isomorphism between the two crystal structures
BH (∞) and Bg(∞). While the construction of BH (∞) works for isomorphism classes of kQ-
modules over an arbitrary field k, we fix k =C in this section to relate it to the quiver representations
appearing in the geometric construction.
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We start by recalling Lusztig’s description of the irreducible components of ΛV , i.e. the elements
of the crystal Bg(∞).
Proposition 3.1 ([9, Proposition 14.2.(b)]). For g semi-simple of type ADE, the irreducible com-
ponents of ΛV are the closures of the conormal bundles of the Gv-orbits in RepV (Q).
For M ∈ RepV (Q), we denote the conormal bundle of the orbit Gv ⋅M in RepV (Q) by C[M].
Hence, by Proposition 3.1, every irreducible component of ΛV is given by the closure C[M] of C[M]
for some M.
Since the Gv-orbits in RepV (Q) coincide with the isomorphism classes of representations of the
path algebra CQ, we have a one-to-one correspondence between the vertices of Bg(∞) and the
isomorphism classes of CQ-modules. Hence the map
F ∶ BH (∞)→ Bg(∞) (11)
b[M] ↦ C[M]
is well-defined and bijective. In this section we prove that F is a morphism of crystals and thus
provides the desired isomorphism.
Explicitly, for M ∈ RepV (Q), we have by [8, Lemma 9.3]
C[M] = pr−1(Gv ⋅M)
where
pr ∶ΛV →RepV (Q) (12)
is the restriction map given by forgetting the arrows h ∉Q. Hence F (b[M]) = pr−1(Gv ⋅M).
Recall from the definition of εi given in (3) and Remark 1.3 that, for i ∈ I, the actions of the
Kashiwara operators and the value of the function εi on C[M] are already determined by their
values on a dense subset of the conormal bundle C[M]. The next remark shows that it suffices to
study one fiber of C[M].
Remark 3.2. For M ∈RepV (Q) let D ⊂ pr−1(M) be a dense subset. Then Gv ⋅D is a dense subset ofC[M]: Indeed by the Gv-equivariance of pr and the fact that each g ∈Gv acts as a homeomorphism,
we have
Gv ⋅D = ⋃
g∈Gv
g ⋅D ⊇ ⋃
g∈Gv
g ⋅D ⊇ ⋃
g∈Gv
pr−1(g ⋅M) = C[M].
We proceed by recalling a description of the fiber pr−1(M). Let therefore G1,G2 ∶ CQ−mod→
CQ−mod be two functors. We denote by CQ−mod(G1,G2) the following category: its objects are
pairs (M,φ), where M ∈ CQ−mod and φ ∈ HomCQ(G1(M),G2(M)). Given two objects (M,φ),(M′,φ ′), a morphism (M,φ)→ (M′,φ ′) in CQ−mod(G1,G2) is a morphism f ∶M→M′ in CQ−
mod such that φ ′ ○G1( f ) = G2( f )○φ .
Theorem 3.3 ([17, Theorem B., Theorem C., Proposition 3.]). The categories Π(Q)−mod, CQ−
mod(τ−1, id) and CQ−mod(id,τ) are isomorphic.
For M ∈Repv(Q) we furthermore have a vector space isomorphism pr−1(M)≅HomCQ(τ−1M,M).
Remark 3.4. Via the Auslander-Reiten duality we have an isomorphism pr−1(M)≅DExt1(M,M),
where DExt1(M,M) is the vector space dual of the space of self-extensions of M.
Recall from Definition 2.6 that a Dynkin quiver is called special if dimHomCQ(X ,S(i)) ≤ 1 for
all indecomposable CQ-modules X and all i ∈ I.
Assumption 3.5. From now on we assume that Q is special.
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The proof proceeds in two step. In the first step we develop a combinatorial method and use
it to show that the bijection F preserves, for a fixed i ∈ I, the function εi on the crystal BH (∞)
and Bg(∞), respectively. In the second step we use the combinatorics developed in step one to
define a dense subset of pr−1(M) which is then used to proof that F preserves the actions of the
Kashiwara operators.
3.1. EQUIVARIANCE WITH RESPECT TO εi. Recall from Definition 2.4 that aQi (M) =
maxV∈Si(Q)Fi(M,V). The main task of this step is the proof of the following.
Proposition 3.6. For M ∈Repv(Q) we have aQi (M) = εi(C[M]).
First we translate εi(C[M]) into a homological notion by which the function can be handled
more easily in our setup. Note therefore the following equality for M̃ ∈Λ(v)
εi(M̃) = dimHomΠ(Q)(M̃,S(i)). (13)
For M ∈CQ−mod and φ ∈HomCQ(τ−1M,M), we define
ℓi(M) ∶= dimHomCQ(M,S(i)),
εi,φ ∶= dim{ f ∈HomCQ(M,S(i)) ∣ f ○φ = 0} = ℓi(Cokerφ).
Since Q is special by Assumption 3.5, we have
ℓi(M) =∑
j∈J
dimHomCQ(M j,S(i)) = ∑
B∈Pi(Q)
µB(M) (14)
where M =⊕ j∈J M j is the decomposition of M into indecomposable direct summands. Note that
for M̃ ∈ Λ(v) and g ∈ Gv we have εi(M̃) = εi(g ⋅ M̃). Thus from (13) we get with Remark 3.2 and
the fact that Ext1(S(i),S(i)) = 0 the following.
Corollary 3.7. We have the equality
εi(C[M]) =min{ℓi(Cokerφ) ∣ φ ∈HomCQ(τ−1M,M)}.
For V ∈Si(Q) and M ∈CQ−mod we write in the following M =M⊴V ⊕M⋬V , where
M⊴V = ⊕
B∈Pi(Q);B⊴V
BµB(M). (15)
Lemma 3.8. For any V ∈Si(Q) and φ ∈HomCQ(τ−1M,M) we have
Fi(M,V) ≤ εi,φ .
Proof. First note that for φ ∈HomCQ(τ−1M,M) the short exact sequence
0→ Imφ →M→Cokerφ → 0
induces the exact sequence
0→HomCQ(Cokerφ ,S(i))→HomCQ(M,S(i))→HomCQ(Imφ ,S(i)).
We thus obtain the inequality:
ℓi(Cokerφ) ≥ ℓi(M)−ℓi(Imφ). (16)
Setting
φ⊴V ∶= piM⊴ ○φ ,
where piM⊴ ∶M↠M⊴V denotes the canonical projection, we have
εi,φ ≥ dim{ f ∈HomCQ(M,S(i)) ∣ f ○φ = 0, f ∣M⋬V = 0}
= dim{ f ∣ f ○φ⊴V = 0, f ∣M⋬V = 0} = ℓi (M⊴V /Imφ⊴V) .
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Since, by (14)
ℓi(M⊴V) = ∑
B∈Pi(Q),
B⊴V
µB(M) and
ℓi(Imφ⊴V) ≤ ℓi ((τ−1M)⊴V) = ∑
B∈Pi(Q),
B⊴V
µB(τ−1M)
we obtain by (16) applied to φ⊴V :
ℓi(M⊴V /Imφ⊴V) ≥ ℓi(M⊴V)−ℓi(Imφ⊴V ) ≥ ∑
B∈Pi(Q),
B⊴V
µB(M)−µB (τ−1M) = Fi(M,V).

We write M⊴S(i) =⊕m1j=1 B j and (τ−1M)⊴S(i) =⊕m2k=1Ck for the decompositions into indecompos-
able direct summands. We call φ ∈HomCQ(τ−1M,M) combinatorial if
● φ ∣(τ−1M)⋬S(i) = 0,
● φ ∣Ck is either zero or Im(φ ∣Ck) ⊂ B j(k) for a j(k) ∈ {1,2, . . . ,m1} such that φ ∣Ck is inducing
an isomorphism HomCQ(B j(k),S(i)) ≅HomCQ(Ck,S(i)),
● j(k1) ≠ j(k2) for k1 ≠ k2.
Lemma 3.9. Assume that φ ∈HomCQ(τ−1M,M) is combinatorial. Then
ℓi(Cokerφ) = ℓi(M)−ℓi(Imφ) (17)
and
ℓi(Imφ) = #{B ∈Pi(Q) ∣ µB(τ−1M) ≠ 0 and φ(B) ≠ 0}.
Proof. Since by assumption that φ is combinatorial for any k the map
HomCQ(B j(k),S(i))→HomCQ(φ (Ck) ,S(i))
is surjective, we obtain that the map ψ in the exact sequence
0→HomCQ(Cokerφ ,S(i))→HomCQ(M,S(i)) ψÐ→HomCQ(Imφ ,S(i))
is surjective. This implies (17). Furthermore we have, since Q is special,
ℓi(Imφ) = ∑
k∶φ(Ck)≠0
ℓi(Ck) = #{B ∈Pi(Q) ∣ µB(τ−1M) ≠ 0 and φ(B) ≠ 0}.

We now fix i ∈ I. To prove Proposition 3.6, we show that for each φ in a certain class of combi-
natorial homomorphisms there exists V φ ∈Si(Q) such that Fi(M,V φ) = εi,φ . For this we work in a
purely combinatorial setup by introducing the directed graph P∞M . This graph, which corresponds
to the arrangement of direct summand of M and τ−1M in the poset Pi(Q), forms the main tool of
our approach.
To construct P∞M , let P be the Hasse diagram corresponding to the poset Pi(Q), i.e. there is
a vertex vB in P corresponding to each B ∈Pi(Q) and an arrow vB1 → vB2 in P if and only if
B1 ⊲ B2 minimally. For each CQ-module M, we construct the following oriented graph P∞M :
We replace each vertex vB of P by a chain
vB(1) → vB(2) → . . .→ vB(lB)
where lB ∶=max(1,µB(M),µB(τ−1M)). For each arrow vB1 → vB2 in P , we add an arrow vB1(lB1 ) →
vB2(1) in P
∞
M . We further add a vertex v∞ and for each vertex B of P which corresponds to a ⊴-
maximal element of Pi(Q), we add an arrow vB(lB) → v∞ in P∞M .
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Example 3.10. Let Q = 1← 2→ 3 and i = 2 (compare with part 2 of Example 2.9). Let [M] =[111]⊕ [111]⊕ [100]⊕ [011]⊕ [010], then P∞M looks as follows.
v011(1)
$$❏
❏❏
❏❏
❏❏
❏❏
v111(1)
// v111(2)
::ttttttttt
$$❏
❏❏
❏❏
❏❏
❏❏
v010(1)
// v010(2)
// v∞
v110(1)
::ttttttttt
Let (P∞M )0 be the set of vertices of the graph P∞M . We extend the partial order on P to a
partial order on (P∞M )0 by setting v1 ⊴ v2 if and only if there is a path from v1 to v2 in P∞M .
For calculations in our graph, we introduce the category A ≡ AP∞M in which the objects are
subsets of (P∞M )0 . For W1,W2 ∈A , a morphism φ ∶W1→W2 is a map of sets φ ∶W1∪v∞→W2∪v∞
satisfying the following properties:
(1) for all w ∈W1, we have w ≤ φ(w),
(2) φ ∣W1/{φ−1(v∞)} is injective.
Remark 3.11. The first defining property of a morphism in A corresponds to the fact that we
want to resemble homorphisms in CQ−mod and the second defining property comes from the fact
that we are interested in the study of combinatorial φ ∈HomCQ(τ−1M,M).
We color the subset of (P∞M )0 corresponding to the direct summands of τ−1M red and the
subset of (P∞M )0 corresponding to the direct summands of M white and call these sets R and W ,
respectively. Using these two sets we introduce combinatorial analogs of the functions εi,φ and
Fi(M,V).
For a subset V ⊂ (P∞M )0 we denote by ∣V ∣ the cardinality of this set an we define
Fi(V ) ∶= ∣W ∩V ∣− ∣R∩V ∣.
For any φ ∈HomA (R,W ) let further
εi(φ) ∶= ∣W/φ(R)∣.
We define the closure of V with respect to the ordering ⊴.
V ↓ ∶= {P ∈ (P∞M )0 ∣ P ⊴ vB for some vB ∈V}.
A crucial role in our approach plays the following preorder on HomA (R,W):
φ ⪯ψ if and only if ∃ρ ∈HomA (W,W ) and ψ(R) = ρ ○φ(R),
where the equality is an equality of sets.
Loosely speaking, φ ⪯ψ says that we can move the elements of φ(R) to the elements of ψ(R)
along paths in P∞M .
Example 3.12. We continue with Example 2.10. Here W = {v111(1) ,v111(2) ,v110(1) ,v011(1) ,v101(1)}
and R = {v010(1) ,v010(2)}. Let φ1,φ2 ∈HomA (R,W) be given by
φ1(v010(1)) = v010(1) , φ1(v010(2)) = v∞,
φ2(v010(1)) = v∞, φ2(v010(2)) = v∞.
For ρ ∈HomA (W,W ) given by ρ(v010(1)) = v∞ and ρ ∣W/{v010(1)} = idW/{v010(1)}, we have ρ ○φ1 = φ2
and thus φ1 ⪯ φ2.
We define φ ∈HomA (R,W ) to be ⪯-minimal if for each ψ ∈HomA (R,W ) such that ψ ⪯ φ , we
also have φ ⪯ψ .
Note that this ordering is not anti-symmetric, so the above does not imply φ =ψ . The notion of
⪯-minimality allows us to prove the following proposition.
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Proposition 3.13. Let φ ∈HomA (R,W ) be ⪯-minimal and assume that εi(φ) > 0. Then there exists
V φ ⊂P∞M /{v∞} such that
Fi(V φ) = εi(φ).
Furthermore we have W/V φ ⊂ Imφ .
Proof. Let φ ∈HomA (R,W) and V ⊂P∞M /{v∞}. Note that we have the following inequalities
Fi(V ↓) = ∣W ∩V ↓∣− ∣R∩V ↓∣ (⋆)≤ ∣W ∩V ↓∣− ∣φ (R)∩V ↓∣
(⋆⋆)
= ∣W/φ(R)∩V ↓∣ (⋆⋆⋆)≤ ∣W/φ(R)∣ = εi(φ),
where the inequality (⋆) comes from the first defining property of a morphism in A and the
equality (⋆⋆) comes from the assumption that v∞ ∉V . Note that φ(R)∩V ↓ = φ(R∩V ↓)∩V ↓ by the
first defining property of a morphism in A . Thus, by the second defining property of a morphism
in A , the inequality (⋆) is an equality if and only if
φ (R∩V ↓) ⊂V ↓. (18)
Further the inequality (⋆⋆⋆) is an equality if and only if
W /φ(R) ⊂V ↓. (19)
Let us now further assume that εi(φ) > 0 which implies W /φ(R) ≠∅. We extend (W/φ(R))↓ to a
subset of (P∞M )0 satisfying Property (18). For that, let P((P∞M )0) be the power set of (P∞M )0
and consider the operator
Φ ∶P((P∞M )0)→P((P∞M )0)
V ↦ (φ (R∩V ↓)∪V)↓ .
Note that, for V1,V2 ⊆ (P∞M )0 with V1 ⊂V2, we have
V1 ⊂Φ(V1) ⊂Φ(V2). (20)
We therefore obtain the closure operator
Hφ ∶P((P∞M )0)→P((P∞M )0)
Hφ (V) =Φk(V),
where k is the smallest number such that Φk(V ) =Φk+1(V ). We then define V φ ⊂ (P∞M )0 by
V φ ∶=Hφ(W /φ(R)). (21)
We obtain that V φ satisfies by construction V φ = (V φ)↓ as well as property (18) and (19). Hence we
have the claimed equality Fi(V φ) = εi(φ) if and only if v∞ ∉V φ . Note further that since W/φ(R) ⊂
V φ =Hφ (W/φ(R)), we have W/V φ ⊂ Imφ .
Assume that φ is ⪯-minimal. It remains to show that v∞ ∉V φ .
If v∞ ∈V φ then v∞ ∈Φk(W /φ(R)) but v∞ ∉Φk−1(W /φ(R)) since v↓∞ = (P∞M )0. Furthermore,
since v∞ ∈ Φk(W/φ(R)), there exists rk ∈ (Φk−1(W /φ(R)))∩R such that φ(rk) = v∞. Likewise,
since rk ∈ (Φk−1(W /φ(R)))∩R, there exists rk−1 ∈ (Φk−2(W/φ(R)))∩R such that φ(rk−1) = rk.
Repeating this argument we get r1,r2, . . . ,rk ∈W ∩R such that φ(r j) = r j+1 for 1 ≤ j ≤ k−1. But this
is only possible if there exists w ∈W/φ(R) with r1 ⊴w (otherwise φ(r1) ∈ (W/φ(R))↓).
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We define φ ′ ∈HomA (R,W) by
φ ′∣R/{r1,r2,...rk} = φ ∣R/{r1,r2,...rk},
φ ′(r j) = r j for 1 < j ≤ k−1
φ ′(r1) = w.
Then ρ ○φ ′(R) = φ(R) for ρ ∈ HomA (W,W ) given by ρ(w) = v∞ and ρW/{w} = idW/{w}. By ⪯-
minimality of φ , there exists ρ ′ ∈HomA (W,W ) with Imρ ′ ○φ = Imφ ′, yielding
Imφ ′ = Im ρ ′ ○ρdcurly
=∶ρ̃
○φ ′.
This implies that ρ̃ and hence ρ ∣Imφ ′ is injective in contradiction to ρ(w) = ρ(v∞) = v∞. The
equality ρ(v∞) = v∞ here comes from the first defining property of a morphism in A . 
Example 3.14. We give an example for the construction of V φ for a minimal φ ∈ HomA (R,W ).
Assume that P∞M is given as follows:
B(1)3 // B
(2)
3

B(1)1
88qqqqqqqqqqqqq
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
B(1)4 // B
(2)
4
// v∞
B(1)2
88qqqqqqqqqqqqq
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
B(1)5
CC
Further assume that R and W are given as follows:
R = {vB1(1) ,vB2(1)} and
W = {vB3(1) ,vB3(2) ,vB4(1) ,vB4(2) ,vB5(1)}.
We define φ ∈HomA (R,W ) by
φ(vB1(1)) = vB4(1),
φ(vB2(1)) = vB4(2)
and note that φ is ⪯-minimal. We illustrate the situation in Picture (22) below where the vertices
in W are drawn as circles and the vertices in R are drawn as red bullets. The dotted lines indicate
how the vertices in R are mapped by φ .
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B(1)3
○ //
B(2)3
○

B(1)1
●
φ ,,
✻
❁
❈
❏
❖
❚ ❳
99tttttttttttttt
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏
B(1)4
○ //
B(2)4
○ // v∞
B(1)2
●
φ
99
❜ ❝ ❡
❢ ❣
❤ ❥
❦ ❧
♥
♦
q
r
::tttttttttttttt
%%❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏
B(1)5
○
DD (22)
We have
W/φ(R) = {vB3(1) ,vB3(2) ,vB5(1)}.
Now the operator Φ adds to the set W/φ(R) the closure (with respect to ⊴) of all vertices that
are in the image of φ ∣vB for each vB ∈ R with vB ⊴W /φ(R). Hence the closure of the image of φ
restricted to the set of all vB that are on the left of the blue dotted lines in Picture (23).
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✇
✇
✇
✇
✇
✇
✇
✇
✇
✇
✇
✇
✇
✇
✇
✇
✇
✇
✇
✇
✇
✇
✇
B(1)3
○ //
B(2)3
○

B(1)1
●
99tttttttttttttt
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
B(1)4
○ //
B(2)4
○ // v∞
B(1)2
●
::tttttttttttttt
%%❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏
B(1)5
○
DD (23)
Thus
Φ(W /φ(R)) = (φ((W /φ(R))↓∩R)∪(W /φ(R)))↓
= {vB1(1) ,vB2(1) ,vB3(1) ,vB3(2) ,vB4(1) ,vB4(2) ,vB5(1)},
Φ2(W /φ(R)) =Φ(W /φ(R)).
We note that the Φ already stabilizes after being applied the first time and does thus coincide with
the closure operator Hφ .
We conclude
V φ = {vB5(1) ,vB4(2) ,vB3(2)}↓.
We are now able to prove Proposition 3.6:
Proof of Proposition 3.6. Since Lemma 3.8 yields Fi(M,V) ≤ εi,ψ for any V ∈Si(Q) and any ψ ∈
HomCQ(τ−1M,M), it suffices to show the existence of a φ ∈HomCQ(τ−1M,M) and a V in Si(Q)
such that Fi(M,V ) = εi,ψ .
Let φ be any ⪯-minimal element in HomA (R,W). We choose a corresponding element in
HomCQ(τ−1M,M), which we denote by φ̃ , the following way: for any B,B′ ∈ Pi(Q) such that
vB ∈ R, vB′ ∈W and φ(vB) = vB′ , we let φ̃ ∣B ∶ B→M be a composition of irreducible morphisms
B→ B′ that induces an isomorphism HomCQ(B′,S(i))→HomCQ(B,S(i)) which exists by Propo-
sition 2.8. Then φ̃ is combinatorial and we get by Proposition 3.9
ℓi (Coker φ̃) = ∑
B∈Pi(Q)
µB(M)−#{B ∈Pi(Q) ∣ µ(B)(τ−1M) ≠ 0 and φ̃(B) ≠ 0}.
This yields the equality
εi(φ) =W/φ(R) = εi,φ̃ .
Let us first assume that εi,φ̃ > 0.
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By Proposition 3.13 we deduce that V φ =Hφ(W /(φ(R))) satisfies the equality
εi(φ) = Fi(V φ).
Since V φ ∈ (P∞M )0 /{v∞}, we get an induced element in Si(Q) by taking the direct sum of
those B ∈ Pi(Q) for which vB is a ⊴-maximal element of V φ . We denote the induced element
in Si(Q) also by V φ by abuse of notation. This yields the claim for this case since we have an
equality Fi(M,V φ) = Fi(V φ).
Now assume εi,φ̃ =0. Let B ∈Pi(Q) be the ⊴-minimal element. Then B is projective (see Remark
2.10) which implies there cannot be a direct summand C of τ−1M such that C ⊴ B. Note further
that B cannot be a direct summand of M: Otherwise (W /(φ(R))) ≠∅. We set V0 = B and note that
0 = Fi(M,V0) = εi,φ
which finishes the proof.

We say that φ ∈HomCQ(τ−1M,M) is ⪯-minimal if φ is combinatorial and induces a ⪯-minimal
φ ∈HomA (R,W).
Lemma 3.15. Fix M ∈CQ−mod such that aQi (M) > 0. For any ⪯-minimal φ ∈HomCQ(τ−1M,M),
V φ is the unique ⊴-minimal element of Si(Q) such that Fi(M,V) is maximal.
Proof. Let V be any element in Si(Q) such that Fi(M,V) is maximal. Then Fi(M,V )=Fi(M,V φ)=
εi(φ). Now the proof is a Corollary of the arguments used in the proof of Proposition 3.13. Namely,
as already deduced there, for any V ∈Si(Q), we have
Fi(V ↓) = ∣W ∩V ↓∣− ∣R∩V ↓∣ ≤ ∣W /(φ(R)∩V ↓)∣ ≤ ∣W /φ(R)∣ = εi(φ),
where the first inequality is an equality if and only if φ(R∩V ↓) ⊂ (W ∩V ↓) and the second in-
equality is an equality if and only if (W /φ(R)) ⊂V ↓. By construction of the closure operator Hφ ,
for any V ∈Si(Q) satisfying those properties, we have
(V φ )↓ ⊂Hφ(V ↓) =V ↓.
Thus V φ ⊴V . 
Consequently, the element V φ ∈ Si(Q), defined in (21), does not depend on the choice of a
⪯-minimal φ ∈HomA (R,W ). We are thus able to define for any ⪯-minimal φ ∈HomA (R,W )
V M =Hφ(W /φ(R)).
We remark that this is an alternative way to prove that there is a unique V ∈ Si(Q) which is
⊴-minimal such that Fi(M,V) = aQi (M).
We conclude this step with a Lemma that is needed in step three.
Lemma 3.16. For each indecomposable direct summand B of V M there exists φ ∈ HomA (R,W )
with εi(φ) = aQi (M) and vB ∈W/φ(R).
In particular, there exists a combinatorial ψ ∈ HomCQ(τ−1M,M) with εi,ψ = aQi (M) such that
B is a direct summand of Cokerψ .
Proof. Let B be a direct summand of V M and φ ∈ HomA (R,W ) be any ⪯-minimal morphism.
By construction we have that vB is a ⊴-maximal element of H(W/φ(R)). If vB ∈W/φ(R) we are
done. Otherwise, by the definition of the operator Hφ there exists r1,r2, . . . ,r j ∈R and a ⊴-maximal
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element w ∈ Hφ(W /φ(R)) such that φ(r1) = vB, rk−2 ⊴ φ(rk−1) for all 3 ≤ k ≤ j and r j ⊴ w. We
define φ1 ∈HomA (R,W) by
φ1∣R/{r1,r2,...r j} = φ ∣R/{r1,r2,...r j},
φ1(rk) = φ(rk+1) for all 1 ≤ k ≤ j−1
φ1(v j) = w.
Thus vB ∈W /φ1(R) and
εi(φ1) = εi(φ) = aQi (M).
Analog to the proof of Proposition 3.6 we choose a corresponding combinatorial homomorphism
ψ ∈HomCQ(τ−1M,M) which yields the last statement of the Lemma. 
3.2. EQUIVARIANCE WITH RESPECT TO THE KASHIWARA OPERATORS. We fix
i ∈ I and M ∈CQ−mod with aQi (M) > 0. Recall from Definition 2.18 the operator
mi M ∶= N⊕ ⊕
B∈l(V0)
τB,
where M = N⊕V0 with V0 the ⊴-minimal element of Si(Q) such that Fi(M,V) is maximal and
l(V0) = {B ∈Pi(Q) ∣ B ⋬V0 minimally}.
Recall further from Proposition 2.19 that e˜ib[M] = b[mi M] for b[M] ∈ B
H (∞). In this section we
show that bijection F given in (11) preserves the Kashiwara operator e˜i and conclude that F is
an isomorphism of crystals.
By Lemma 3.15, we have V0 ≅V M. We further write,
UM ∶= ⊕
B∈l(V0)
τB.
For a direct summand N of M, we denote by piN ∶M↠N the canonical projection and by ιN ∶N↪M
the canonical inclusion. We introduce the following notion.
Definition 3.17. A homomorphism φ ∈ HomCQ(τ−1M,M) descends via V M if and only if there
exists a short exact sequence
0→mi M
ι
Ð→M
f
Ð→ S(i)→ 0
such f ○φ = 0 and piN ○ ι ∣N = idN .
Remark 3.18. The condition piN ○ ι ∣N = idN in Definition 3.17 is of technical nature. It is used to
simplify the induction step in the proof of Proposition 3.24.
We decompose N =N+⊕N−, where N− = N⊴VM (compare with (15)) and let
V M =⊕
k∈V
Vk
be a decomposition of V M into indecomposable direct summands with V the corresponding index
set. For j ∈ V , we write V M =V ⊥j ⊕Vj. We abbreviate further (see again (15))
M⊴ ∶=M⊴V
M
, M⋬ ∶=M⋬V
M
,
(τ−1M)⊴ ∶= (τ−1M)⊴V M , (τ−1M)⋬ ∶= (τ−1M)⋬V M .
Note that M⊴ = N−⊕V M.
Lemma 3.19. Let φ ∈ HomCQ(τ−1M,M). Assume that there exists 0 ≠ f ∈ HomCQ(M,S(i)) such
that
f ○φ = 0, f ∣N+ = 0 and f ∣Vk ≠ 0 for all k ∈ V .
Then φ descends via V M.
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Proof. By Theorem 2.11, we have a short exact sequence
0 // UM ι0 // V M
f ∣VM // S(i) // 0
Let N− =⊕k∈N Bk be a decomposition into indecomposable direct summands. For each k ∈N
there exists, by definition of N−, a j ∈ V such that Bk ⊴Vj. Thus, by Proposition 2.8, there exists
ψkj ∈HomCQ(Bk,Vj) and λ ∈C such that
f ∣Bk = λ f ∣V j ψkj .
Let ι ∶mi M→M be the following homomorphism:
ι ∣UM = ι0, ι ∣N = ιN , ι ∣Bk = ιBk −λψkj
for each k ∈N .
This yields the exact sequence
0 // mi M
ι // M
f // S(i) // 0
with piN ○ ι ∣N = idN . Furthermore, by assumption, v we have f ○φ = 0. 
In what follows we abbreviate
hS(i)(−) ∶=HomCQ(−,S(i)).
For M1,M2 ∈CQ−mod, the functor hS(i)(−) yields the linear map
hS(i) ∶HomCQ(M1,M2)→Hom(hS(i)(M2),hS(i)(M1))
φ ↦ hS(i)(φ).
We obtain the following as a reformulation of Lemma 3.19.
Corollary 3.20. Let φ ∈HomCQ(τ−1M,M) and assume that
Ker(hS(i)(φ))⋂hS(i)(M⊴)/ ⋃
j∈V
(Ker(hS(i)(φ))⋂hS(i) (V ⊥j ⊕N−)) ≠∅.
Then φ descends via V M.
For k ∈ V and φ ∈HomCQ(τ−1M,M), we denote by
pik ∶M↠V ⊥k ⊕N
−
the canonical projection. Recall that for B ∈CQ−mod, we have ℓi(B) = dimHomCQ(B,S(i)). We
define for k ∈ V
νk ∶=minφ ℓi(Coker(pik ○φ)).
We further define
ν− ∶=minφ ℓi(Coker(piM⊴ ○φ)) .
Lemma 3.21. We have
ν− = aQi (M), and
νk ≤ a
Q
i (M)−1
for each k ∈ V .
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Proof. Let φ0 ∈ HomCQ(τ−1M,M) be ⪯-minimal. By Proposition 3.13 we have ℓi(CokerpiM⊴ ○
φ0) = aQi (M) implying ν− ≤ aQi (M). Let φ ∈ HomCQ(τ−1M,M⊴) be arbitrary. Setting φ̃ ∶= φ +φ0∣(τ−1M)⋬ we obtain the following commutative diagram with exact columns and rows:
0

0

0
(τ−1M)⋬ piM⋬○φ0 //

M⋬ //

CokerpiM⋬ ○φ0

// 0
τ−1M

φ̃ // M //

Coker ˜φ

// 0
(τ−1M)⊴

φ // M⊴

// Cokerφ

// 0
0 0 0
By Proposition 3.13 ℓi(CokerpiM⋬ ○φ0) = 0 which implies that the map
hS(i)(Cokerφ)→ hS(i) (Coker φ̃)
is an isomorphism. Hence ℓi(Cokerφ) ≥ aQi (M).
By Lemma 3.16 there exists ψ0 ∈HomCQ(τ−1M,M) with
ℓi(Cokerpik ○ψ0) = aQi (M)−1.
We thus obtain νk ≤ aQi (M)−1. 
We define the following dense open subset of HomCQ(τ−1M,M):
OM ∶= {φ ∈HomCQ(τ−1M,M) ∣ ℓi(Coker(pik ○φ)) = νk}.
Lemma 3.22. For each φ ∈OM, we have
(Ker(hS(i)(φ))∩hS(i)(M⊴))/ ⋃
j∈V
(Ker(hS(i)(φ))∩hS(i)(V ⊥j ⊕N−) ≠∅.
In particular, φ descends via V M.
Proof. The claim follows from Lemma 3.21, noting that
(Ker(hS(i)(φ))∩hS(i) (M⊴)) ≅ hS(i)(CokerpiM⊴ ○φ)
is an affine variety of dimension aQi (M) and
(Ker(hS(i)(φ))∩hS(i) (V ⊥j ⊕N−)) ≅ hS(i)(Cokerpik ○φ)
is an affine variety of dimension at most aQi (M)−1 for all k ∈ V .
By Corollary 3.20, we conclude that φ descends via V M. 
Let εi(C[M]) = c > 0. We say that φ ∈HomCQ(τ−1M,M) is compatible with mic M if there exists
a short exact sequence
0→mic M
ι
Ð→M
f
Ð→ S(i)c → 0
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and ψ ∈HomCQ(τ−1 (mic M) ,mic M) such that the following diagram commutes
0 // mic M
ι // M
f // S(i)c // 0
τ−1 (mic M)
ψ
OO
τ−1ι // τ−1M
φ
OO
// 0.
OO
To construct a dense subset of HomCQ(τ−1M,M) which is compatible with mci M we analyze the
relationship between X =mi M and M further. We first deduce from Theorem 2.5 that Fi(X ,V M) =
a
Q
i (X) and thus, since Lemma 3.15 yields that V X is the unique ⊴-minimal element of Si(Q) such
that Fi(X ,V) = aQi (X), we have
V X ⊴V M . (24)
Equation (24) allows us to make the following observation.
Lemma 3.23. The vector space HomCQ((τ−1X)⊴V X ,X⊴V X ) is a direct summand of the vector
space HomCQ(τ−1M,X).
Proof. We write X = mi M =UM ⊕M′ where M = M′⊕V M (compare with Definition 2.18). Now
(24) shows that τ−1UM = (⊕B∈l(V M)B) ⋬V X and τ−1V M ⋬V X which proves the claim. 
Proposition 3.24. There exists a dense subset Dc of HomCQ(τ−1M,M) such that each φ ∈Dc is
compatible with mic M.
Proof. Let
prM ∶HomCQ(τ−1M,M)↠HomCQ((τ−1M)⊴V M ,M⊴VM)
be the canonical projection.
We prove the following statement by induction on εi(C[M]) = c:
There exists a dense subset Dc of HomCQ(τ−1M,M) which is compatible with mi M such that
pr−1M (prM(Dc)) =Dc.
If εi(C[M]) = 1, the set OM ⊂HomCQ(τ−1M,M) has the claimed property.
Assume that εi(C[M]) = c+ 1 and let X ∶= mi M. By induction hypothesis there exists a dense
subset Dc ⊂HomCQ(τ−1X ,X) which is compatible with mic X and satisfies the equation
pr−1X (prX(Dc)) =Dc.
Recall that HomCQ((τ−1X)⊴V X ,X⊴V X) is a direct summand of HomCQ(τ−1M,X) from Lemma
3.23 and denote by prM,X ∶HomCQ(τ−1M,X)↠HomCQ((τ−1X)⊴V X ,X⊴VX ) the canonical projec-
tion.
Let I be the set of all injective morphisms ι ∶X ↪M such that piN ○ ι ∣N = idN and let Λ(M,X) =
HomCQ(τ−1M,X)×I be the variety of pairs (ξ ,ι) where ξ ∈ HomCQ(τ−1M,X) and ι ∈I . We
define
p1 ∶Λ(M,X)→HomCQ(τ−1M,X)
(ξ ,ι)↦ ξ
and
p2 ∶Λ(M,X)→HomCQ(τ−1M,M)
(ξ ,ι)↦ ι ○ξ .
This yields the following diagram
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Λ(M,X)
p1
uu❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥ p2
))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
HomCQ(τ−1X ,X)
prX
++❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
HomCQ(τ−1M,X)
prM,X
ss❣❣❣❣❣
❣❣❣❣
❣❣❣❣
❣❣❣❣
❣❣❣
HomCQ(τ−1M,M).
HomCQ((τ−1X)⊴VX ,X⊴VX )
We define
Dc+1 ∶= p2 (p−11 (pr−1M,X (prX (Dc)))) .
Note that prX , prM,X and p1 are projections and therefore continuous, surjective and open. Further,
by Lemma 3.22, OM ⊂ Im p2 and thus p2 is continuous with dense image. Hence Dc+1 is a dense
subset of HomCQ(τ−1X ,X).
We show that pi−1M piM(Dc+1)=Dc+1. Let φ̃ ∈pi−1M piM(Dc+1). By construction there exists φ ∈Dc+1
and λ ∈KerpiM such that φ̃ = φ +λ . Since by (24) we have p1(p−12 (KerpiM)) ⊆KerprM,X , it follows
that φ̃ ∈Dc+1.
It remains to show that any φ ∈Dc+1 is compatible with mic+1. Let therefore ¯φ ∈ pr−1M,X prX(Dc)
and ι ∈I such that
φ = ι ○ ¯φ .
We show that ¯φ ○τ−1ι ∈Dc which is equivalent to
prX( ¯φ ○τ−1ι) = prM,X( ¯φ). (25)
The claim then follows from the induction hypothesis.
Equation (25) holds since by (24)
HomCQ(τ−1V X ,N⊴V X ) = 0 =HomCQ(τ−1V M,N⊴VX )
and piτ−1N ○τ−1ι ∣τ−1N = idτ−1N by the defition of I . 
Proposition 3.25. For M ∈CQ−mod, with εi(C[M]) = c > 0, we have
e˜ci C[M] = C[mic M].
Proof. We have shown in Proposition 3.24 that there exists a dense subset Dc ⊂HomCQ(τ−1M,M)
such that for every φ ∈ Dc, the (up to isomorphism) unique Π(Q)-submodule of (M,φ) with
quotient isomorphic to S(i)c is of the form (mic M,ψ) for a ψ ∈HomCQ(τ−1 mic M,mic M). Recall
from Theorem 3.3 that HomCQ(τ−1M,M) can be identified with the fiber of M of the conormal
bundle C[M]. Thus Dc can be identified with a dense subset of that fiber. Now g ∈Gv maps (M,φ)
to an isomorphic Π(Q)-module and the claim thus follows from Remark 1.3 and Remark 3.2. 
Since the weight map is clearly preserved by F we have thus proved:
Theorem 3.26. For Q a special Dynkin quiver the map F ∶ BH (∞) → Bg(∞) given by (M ∈
RepV (Q))
b[M] ↦ C[M]
is an isomorphism of crystals.
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