We study cognitive agents' success in learning to cross a Cellular Automaton (CA) based highway, for two decision formulas used by the agents' in their decision-making process. The agents use an "observational social learning" strategy based on the observation of performance of other agents, mimicking what worked for them and avoiding what did not. We investigate how the incorporation of the assessment of outcomes of agents waiting decisions into their decision-making process based only on the assessment of outcomes of their crossing decisions affects the agents' success in learning to cross the highway. The agents' success is measured by the numbers of successful, killed and queued agents at simulation end.
Introduction
With the rapid development of autonomous robots operating in dynamically changing environments it is important to study how robots learning performance is affected by various parameters. Some of these studies may be carried out through modeling and simulations in which autonomous robots are identified with cognitive agents [1] . We investigate the performance of a simple learning algorithm based on an observational social learning strategy in which agents learn by observing the performance of other agents, mimicking what worked for them and avoiding what did not in the past [2] . Our work focuses on simplicity of the learning algorithms and it is an extension of the previous research [3]- [5] . These works show that each population of agents at simulation end is divided into three types of agents: the successful ones, the killed ones, and the agents still queuing to cross the highway. The queuing agents may outnumber significantly the successful ones for some 1 Introduction
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With the rapid development of autonomous robots operating in dynamically changing environments it is important to study how robots learning performance is affected by various parameters. Some of these studies may be carried out through modeling and simulations in which autonomous robots are identified with cognitive agents [1] . We investigate the performance of a simple learning algorithm based on an observational social learning strategy in which agents learn by observing the performance of other agents, mimicking what worked for them and avoiding what did not in the past [2] . Our work focuses on simplicity of the learning algorithms and it is an extension of the previous research [3]-[5]. These works show that each population of agents at simulation end is divided into three types of agents: the successful ones, the killed ones, and the agents still queuing to cross the highway. The queuing agents may outnumber significantly the successful ones for some values of the model parameters. We investigate, if incorporation of the assessment of the agents' waiting decisions into their decision-making process used in [3]- [5] , which was based only on the assessment of their crossing decisions, improves the agents' success in crossing.
The paper is organized as follows: Section 2 briefly describes the model focusing on agents' decision-making algorithms; Section 3 describes how agents' decision formulas affect the relative frequency of numbers of successful, killed and queued agents at simulation end, and Section 4 reports our conclusions and outlines future work.
2 Model of Agents Learning to Cross a CA Based Highway For the full description of the model the reader is referred to [3]- [5] . Here, we focus on the agents' decision-making formulas used by them in their decision-making process of crossing a highway. We assume that the agents (1) want to learn how to cross a single lane unidirectional highway without being hit/killed by the oncoming vehicles; (2) are capable of approximating distances and velocities of moving vehicles; (3) witness what had happened to the agents that previously crossed the highway at their crossing point (CP); (4) can imitate the agents which crossed successfully; (5) can decide not to cross and wait for better conditions, or look for a different CP when unsuccessful crossings outnumber the successful ones. These allow each CP to build one knowledge base (KB) during the experiment that is available to all agents at that CP.
We model the highway traffic by adopting the Nagel-Schreckenberg cellular automaton (CA) model, for details see [3]-[7] . An agent is generated only at a CP set at the initialization step and is placed into the queue at this CP. Each generated agent falls with equal probability (0.25) into one of the four categories: (1) no Fear nor Desire; (2) only Fear; (3) only Desire; (4) both Fear and Desire. These attributes of agents play a role in their decision-making process of crossing the highway through the values of Fear (aversion to risk taking) and Desire (propensity to risk taking) that an agent may experience. The agents, within their limited horizon of vision, can perceive only fuzzy levels of speed (e.g., slow, medium, fast, very fast) and of distance (e.g., close, medium, far). At a CP, the agents build up in the queue until the one at the top of the queue, called an active agent, decides to cross, or if a simulation setup permits, moves with probability 1/3 right or left to a different location to attempt to cross from there.
Each active agent must make one of the following two decisions: Crossing Decision (CD) or Waiting Decision (WD). If an active agent decides to cross it may either succeed, we call such crossing decision Correct Crossing Decision (CCD), or it may be hit/killed, and we call such crossing decision Incorrect Crossing Decision (ICD). Similarly, each WD of an active agent can be assessed as: Correct Waiting Decision (CWD), this is the case when, if the agent did not wait and chose to cross, it would be hit; or Incorrect Waiting Decision (IWD), this is the case when, the agent chose to wait but it would cross the highway successfully. The assessment of each decision of an active agent, i.e. if the decision was CCD, ICD, CWD, or IWD, is recorded, respectively, as a count in the Knowledge-Based (KB) table of all agents waiting at CP of the active agent. Thus, the KB table is associated with each CP.
Each KB table is organized as a matrix with an extra row entry, corresponding to agents' out of range vision, i.e. the situation in which an active agent cannot perceive if outside its horizon of vision there is a car and if it is, what is its velocity. The columns names are slow, medium, fast and very fast and the rows names are close, medium and far. At each time t, each entry (including the extra row entry) of the KB table contains four numbers; each of them corresponds to a type of decision made by the active agents up to time t-1. These numbers are: number of CCDs, ICDs, CWDs and IWDs. The KB table is initialized in the same way as in [3]- [5] . After the initialization of a simulation, each active agent consults the KB table to decide if it is safe or not to cross. Its decision is based on the implemented intelligence/decision-making algorithm, which for a given (distance, velocity) pair or out
