We study a new class of nonlinear kinetic equations recently derived in the context of the description of nonequilibrium dynamics of dense soliton gases with elastic collisions. These kinetic equations have nonlocal structure and can be obtained by considering the infinite-genus thermodynamic limit for the Whitham modulation systems for soliton equations. We prove that the N -component 'cold-gas' hydrodynamic reductions of the nonlocal kinetic equation represent integrable linearly degenerate hydrodynamic type systems. Explicit formulae for the Riemann invariants and characteristic velocities are obtained for N = 3. For this case, a family of exact similarity solutions is obtained and existence of quasi-periodic three-phase solutions is proved. An explicit representation for the family of linearly degenerate hydrodynamic symmetries is found.
Introduction
In this paper, we consider a new class of nonlinear kinetic equations for the distribution function f (η, x, t) specified by the integro-differential system
Here f (η) ≡ f (η, x, t), s(η) ≡ s(η, x, t), G(η, µ) = G(µ, η) and S is a function of η alone. System (1) with
was first derived in El (2003) as the infinite-genus thermodynamic limit of the Whitham modulation equations associated with finite-gap Korteweg -de Vries (KdV) dynamics ϕ t − 6ϕϕ x + ϕ xxx = 0. In this thermodynamic limit, the nonlinear interacting wave modes transform into randomly distributed localised states (solitons) and the modulation system assumes the form of a nonlinear kinetic equation for a "soliton gas". In the KdV context, η ≥ 0 is a real-valued spectral parameter (to be exact, the soliton eigenvalue λ = −η 2 ) and the function f (η, x, t) is the distribution function of solitons over spectrum (i.e. effectively, over amplitudes or velocities) so that κ = ∞ 0 f (η)dη = O(1) is the spatial density of solitons. If κ ≪ 1, the first order approximation of (1), (2) yields Zakharov's kinetic equation for a dilute gas of KdV solitons (Zakharov 1971) . Recently, a simple straightforward physical derivation of (1) in a general form was proposed in El & Kamchatnov (2005) using an extension of Zakharov's original reasoning based on the consideration of phase shifts in pairwise soliton collisions. In this derivation, S(η) has a natural meaning as the velocity of an isolated (free) soliton with the spectral parameter η and the function 1 η G(η, µ) arises as a phase shift of this soliton occurring after its collision with another soliton having spectral parameter µ < η. Then s(η) acquires the meaning of a self-consistently defined mean local velocity of solitons with spectral parameter η. This derivation was shown in El & Kamchatnov (2005) to be readily extended to systems with complex spectral parameter like the focusing nonlinear Schrödinger equation.
Theory of nonlocal kinetic equations of the form (1) is not developed yet. Possible approaches to their treatment have been recently discussed in Belokolos (2005) in connection with special classes of exact solutions for the Boltzmann kinetic equation for Maxwellian particles. The derivation of (1), (2) as a certain (albeit singular) limit of the integrable KdV-Whitham system suggests that this new kinetic equation is also an integrable system, at least for special choices of functions G(η, µ). A natural question arising in this connection: what is the exact meaning of integrability for (1)?
Integrability of kinetic equations has been the subject of intensive studies in recent decades. For instance, integrability of the collisionless Boltzmann equation (which is sometimes called the Vlasov equation) can be defined in terms of two other closely connected (even equivalent in some sense) objects: the Benney hydrodynamic chain (Benney 1973 , Zakharov 1981 , Gibbons 1981 ) and the dispersionless limit of the Kadomtsev-Petviashvili equation (Kodama 1988 a,b) . It turns out that all these three different nonlinear partial differential equations possess the same infinite set of N-component hydrodynamic reductions parameterized by N arbitrary functions of a single variable (Gibbons & Tsarev 1996 , 1999) (we note that the solutions to these N-component reductions are parameterized, in their turn, by another N arbitrary functions of a single variable). This property was used in The distinct feature of the kinetic equation (1) is its nonlocal structure, which represents a serious obstacle for the application to it of the approaches developed in Pavlov (2007) and Odesskii, Pavlov & Sokolov (2008) . For instance, a possibility of an explicit construction of symmetric hydrodynamic reductions (Pavlov & Sokolov 2008 ) (and even the existence of such reductions) for (1) are the open questions at the moment.
In this paper, we study a particular, yet possibly the most important, family of the 'coldgas' N-component hydrodynamic reduction of (1) obtained via the delta-functional ansatz for the distribution function f (η, x, t). We prove that these reductions represent linearly degenerate semi-Hamiltonian (integrable) systems of hydrodynamic type (see Pavlov 1987 and Ferapontov 1991) and can be explicitly represented in the Riemann invariant form for arbitrary N. The corresponding velocities, conservation laws and symmetries (commuting flows) are described in terms of the so-called Stäckel matrices determined by N(N −1) linear functions of a single variable.
Integrability for arbitrary N of the class of hydrodynamic reductions studied in this paper is a serious indication to integrability of the full nonlocal kinetic equation (1) . Of course, such a conjecture does not look surprising for the particular choice (2) of S(λ) and G(λ, µ) corresponding to the thermodynamic limit of the integrable KdV-Whitham equations but our analysis here suggests that the general integro-differential kinetic equation (1) is a representative of a new unexplored class of integrable equations with potentially important physical applications.
'Cold-gas' hydrodynamic reductions
We introduce u(η, x, t) = ηf (η, x, t), v(η, x, t) = s(η, x, t) and consider an N-component 'cold-gas' ansatz
which reduces (1) to a system of hydrodynamic conservation laws,
where the velocities v i and the 'densties' u i satisfy algebraic relations
Here
In a two-component case, the above algebraic system (5) can be easily resolved for u 1, 2 in terms of v 1,2 :
Substituting (7) into (4) 
Remarkably, the hydrodynamic type system (8) is linearly degenerate because its velocities do not depend on the corresponding Riemann invariants. It is worth noting that system (8) is equivalent to the 1D Born-Infeld equation (Born & Infeld 1934) arising in nonlinear electromagnetic field theory (see Whitham 1974 , Arik et. al 1989 (1 + ϕ 2 x )ϕ yy − 2ϕ x ϕ y ϕ xy + (1 − ϕ 2 y )ϕ xx = 0. As any two-component hydrodynamic type system, (8) is integrable (linearisable) via the classical hodograph transform. However, for any N ≥ 3 integrability of the original system (4), (5) is no longer obvious. As a matter of fact, most N-component hydrodynamic type systems are not integrable for N ≥ 3. Also, it is even not clear whether N-component system (4), (5) is linearly degenerate. It might seem that this system is simple enough for one to be able to verify these properties by a direct computation, using general definitions of linear degeneracy and integrability for hydrodynamic type systems (Pavlov 1987 , Tsarev 1985 ) (see the next section). To our surprise, even the simplest non-trivial case N = 3 turned out to be complicated enough to require computer algebra packages to get confirmation of our hypothesis.
The identification of the system (4), (5) for N = 3 as an integrable linearly degenerate hydrodynamic system can be considered as a strong indication that both properties (linear degeneracy and integrability) hold true for this system for arbitrary N. Thus we formulate our main Theorem 2.1 N-component hydrodynamic type system (4) , (5) is linearly degenerate and integrable for any N.
To prove this theorem, we take advantage of the well-developed theory of integrable linearly degenerate hydrodynamic type systems (Pavlov 1987 , Ferapontov 1991 ).
Linearly degenerate integrable hydrodynamic type systems: account of properties
In this Section we make a brief account of general theory of semi-Hamiltonian linearly degenerate hydrodynamic type systems. A hydrodynamic type system
is called semi-Hamiltonian (see Tsarev 1985 Tsarev , 1991 
(ii) admits invertible point transformations u k (r), such that this hydrodynamic type system can be written in diagonal form
The variables r k (u) are called Riemann invariants and V k -characteristic velocities.
(iii) satisfies the identity
for each three distinct characteristic velocities (∂ k ≡ ∂/∂r k ). A semi-Hamiltonian hydrodynamic type system possesses infinitely many conservation laws parameterised by N arbitrary functions of a single variable. Its general local solution for ∂ x r i = 0, i = 1, . . . , N is given by the generalised hodograph formula (Tsarev 1985 (Tsarev , 1991 x
where functions W i (r) are found from the linear system of PDEs:
Thus, the semi-Hamiltonian property (12) implies integrability of diagonal hydrodynamic type system in the above generalised hodograph sense. It is not difficult to verify that commuting hydrodynamic flows of (11) are specified by the hydrodynamic type system
where τ is a new time (group parameter) so that ∂ tτ r j = ∂ τ t r j implies (14) . A sub-class of linearly degenerate hydrodynamic type systems is determined by the property
for each index i. It means that each characteristic velocity does not depend on the corresponding Riemann invariant r i .
Theorem 3.1 (Pavlov 1987): If semi-Hamiltonian hydrodynamic type system (11) possesses conservation laws ( 4) with v
i (u(r)) = V i (r) then this system is linearly degenerate. These conservation laws (4) are parameterised by N arbitrary functions of a single variable.
Proof: The semi-Hamiltonian property (i.e. integrability) is given by the condition (12) . We introduce the so-called Lame coefficients H i by
Suppose that some semi-Hamiltonian hydrodynamic type system (11) can be written in the conservative form (4) with v i (u(r)) = V i (r). In such a case
Since r(x, t) is an arbitrary solution of (11) we obtain N equations
i.e. each of the conservation law densities u i is determined up to an arbitrary function of a single variable P i (r i ) (cf. (17) and (19)),
If k = i, then it follows from (18) that ∂ i V i = 0 i.e the system is linearly degenerate. The theorem is proved.
It is worth noting that the statement converse to Theorem 3.1 is not valid in general. Indeed, let us consider the two-component system of conservation laws,
Suppose this hydrodynamic type system is linearly degenerate, then it can be written via Riemann invariants r
2 ) as follows:
where
Then the system of conservation laws (21) assumes an equivalent form
where the characteristic velocities
no longer coincide with V 1 (r 1 , r 2 ) and V 2 (r 1 , r 2 ). The full theory of linearly degenerate semi-Hamiltonian hydrodynamic type systems was constructed in Ferapontov (1991) using the so-called Stäckel matrices
where φ i k (r k ) are arbitrary functions (it is clear that without loss of generality one can put φ N −1 k (z) = z and the number of arbitrary function reduces to N(N −2)). Then characteristic velocities of such linearly degenerate hydrodynamic type systems are given by the formula
is the matrix ∆ without kth row and ith column. The conservation law densities u i corresponding to the semi-Hamiltonian system (11), (23) are determined as
where P i (r i ), i = 1, . . . , N are arbitrary functions. (23) , (24) 
Proposition 3.1 (Ferapontov 1991) : Semi-Hamiltonian linearly degenerate hydrodynamic type system (11) , (23) has N − 2 nontrivial linearly degenerate commuting flows
whose characteristic velocities are determined as (cf. (23))
Any characteristic velocity vector W(r) = (W 1 (r), W 2 (r), . . . , W N (r)) specifying a linearly degenerate commuting hydrodynamic flow (15) commuting with (11), (23) , can be represented as a linear combination of the "basis" characteristic velocity vectors V (k) (26) (including "trivial" ones V (2) ≡ V (see (23) ) and V (1) ≡ 1) with some constant coefficients b k . Thus, for any component W i there exists a decomposition
Theorem 3.2 (Ferapontov 1991) : General solution r(x, t) of the semi-Hamiltonian linearly degenerate system (11) is parameterized by N arbitrary functions f k (r k ) and is given in an implicit form by the algebraic system
(note the change of sign for t compared to Ferapontov (1991) due to a slightly different representation of the diagonal system (11) in this paper). We also note that formulae (28) represent an equivalent of the symmetric generalised hodograph solution (13) for semi-Hamiltonian linearly degenerate hydrodynamic type systems.
N = 3: explicit formulae
We now apply the construction outlined in the previous Section to the first nontrivial (from the viewpoint of integrability) case N = 3 of the hydrodynamic reduction (4), (5) . To prove our main Theorem 2.1 for N = 3 we make use of Corollary 3.1. Let us suppose that the hydrodynamic system of conservation laws (4), (5) is linearly degenerate and can be written in a diagonal form (11), i.e. we suppose that there exists an invertible change of variables r j (u) , j = 1, 2, 3, such that system (4) assumes a diagonal form
where V j (r) = v j (u(r)). We introduce the Stäckel matrix (22) , which for N = 3 can be written in the form
where A k (z) and B k (z) are arbitrary functions. Now, by Corollary 3.1, if system (4), (5) is linearly degenerate and semi-Hamiltonian then its diagonal representation (29) must have characteristic velocities in the form (23), i.e. for N = 3 we have
,
Then, using (24) the corresponding conservation law densities u k are found in terms of Riemann invariants as
where P j (r j ) are arbitrary functions and the determinant of the Stäckel matrix is given by
Substitution of (31)-(33) into (5) yields expressions for the functions
Before we present these expressions, we note that it follows from (31), (33) that functions B k (z) are determined up to a constant shift which is then translated into a certain shift for the functions P k (z). It turns out that this shift can be removed by the simplest change of the Riemann invariants, (r k + constant) → r k (the relationships between the constants for B k , P k and r k are rather cumbersome) so that we eventually obtain
Direct verification shows that the diagonal system (29), (31), (34), (35) is indeed equivalent, via (32), (33), (36), to the original set of conservation laws (4), (5) , where v k (u(r)) = V k (r). Thus, system (4), (5) is consistent with formulae (31), (32) defined by the Stäckel matrix (30). Therefore, by Corollary 3.1, the three-component hydrodynamic reduction (4), (5) is a linearly degenerate semi-Hamiltonian (i.e. integrable) hydrodynamic type system.
Remark: As we have seen, the outlined construction has some additional inherent "degrees of freedom". The full set of arbitrary constants removable by an appropriate change of the Riemann invariants will appear later in Section 5 where we shall consider N-component hydrodynamic reductions with arbitrary N ≥ 3.
Using (31)- (36) we obtain explicit expressions for the characteristic velocities V k and densities u k in terms of Riemann invariants,
We note that, unlike in the case N = 2, algebraic system (5) cannot be resolved for u k in terms of v n for any odd N (cf. corresponding formulae in Section 2), because determinant of the matrixÂ of linear system (5)Â u = b,
, equals zero due to its skewsymmetry. For instance, for N = 3, the consistency condition of this linear system (i.e. the condition that the rank of augmented matrix equals 2) is given by the relation
Direct substitution of v j = V j (r) (37) into (40) shows that it satisfies identically. Using (38), (39), (35), (36) one can express the Riemann invariants in terms of the densities u k explicitly,
.
It is not difficult to verify that substitution of (41) into (37) leads to the original algebraic system (5) for v j = V j (r(u)).
It is instructive to look at what happens to the diagonal system (29) when the density of one of the components in conservation laws (4), say u 3 , vanishes. One can see from (41) that if u 3 = 0 (this corresponds to vanishing of P 3 in (38)) then the Riemann invariant r 3 becomes a constant,
so that the equation for r 3 satisfies identically and system (29) reduces to its 2-component counterpart (8) for
as one should expect. Similar reductions occur for u 1 = 0 and u 2 = 0, which lead to r 1 = r 1 0 = constant and r 2 = r 2 0 = constant respectively. As a matter of fact, any function R j (r j ) is also a Riemann invariant so one can choose a new set of Riemann invariants say R j = r j − r j 0 so that R j = 0 when u j = 0, which could be useful for applications. Now we consider some particular families of solutions to the linearly degenerate system (29), (37).
a) Similarity solutions
One can see that, owing to homogeneity of the characteristic velocities (37) as functions of Riemann invariants, system (29) admits similarity solutions of the form
where α is an arbitrary real number and the functions l i (τ ), satisfy the system of ordinary differential equations
Here the functions V i (l) are obtained from (37) by replacing r i with l i . It is not difficult to see that, due to the structure of the characteristic velocities, the case α = 0 implies only a constant solution l i = l If α = 0, the general solution of (43) can be found in an implicit form using the generalised hodograph formulae (28) , where for N = 3 we substitute, according to (47), (34), φ
To obtain similarity solutions (42) one should use in (28) f i (ξ) = ξ β /c i , where β = 2 + 1/α and c i , i = 1, 2, 3, are arbitrary nonzero constants. Then the requirement that the functions l i must depend on τ = x/t alone leads to the algebraic system
where γ = −1/α and we have also replaced c i /γ → c i . Direct substitution shows that (44) indeed satisfies system (43).
b) Quasiperiodic solutions
Another interesting type of solutions arises when one introduces in (28) (for N = 3)
where E 1 < E 2 < · · · < E 7 are real constants. Then, according to (34), the solution (28) assumes the form
which resembles the celebrated system for the multi-gap (here -three-gap) solutions of the KdV equation. Unlike (45) - (47), however, the three-gap KdV solutions correspond to the Stäckel matrix (47) with the rows (Ferapontov 1991 ).
Proposition 4.1. For any constants ζ 1 = ζ 2 = ζ 3 = 0 there exists at least one set {E 1 , . . . , E 6 } such that the solution r i (x, t), i = 1, 2, 3 described by (45) - (47) is quasiperiodic in x and possibly in t.
We present here a sketch of the proof. Availability of the solution in the form (45) -(47) implies the existence of separate dynamics of r j -s with respect to x and t. Indeed, differentiating (45) -(47) with respect to x for fixed t one readily obtains
-see (39). Analogously, differentiating (45) -(47) with respect to t for fixed x one obtains
One can see that the flows (48) and (50) are consistent with the spatio-temporal dynamics (11), (37). We also note that equations (48), (50) resemble Dubrovin's equations for the auxiliary spectrum dynamics in the KdV finite-gap integration problem (see, for instance, Novikov et al 1984) .
Let us now suppose that
so that R 7 (r i ) are real. The above condition (51) means that the point p = (r 1 , r 2 , r 3 ) ∈ R 3 lies within the rectangular box K ijk ∈ R 3 with the vertices at (
Now, for any constants ζ 1 , ζ 2 , ζ 3 there exists at least one box K i,j,k = K * ∈ R 3 , which is not intersected by the cone Π(r 1 , r 2 , r 3 ) = 0. That is, inside K * the denominator Π(r 1 , r 2 , r 3 ) in (48) never vanishes.
Assume now that the 'initial' values of r 1 , r 2 , r 3 for some x = x 0 belong to K * . Then it follows from (48) that, under the x-flow (t = const), the point p remains inside K * and undergoes "elastic" reflections at the faces of K * as x varies (note that, since r j = r k for j = k, the factor (r j − r k ) in (48) never vanishes so the reflections occur only at the faces of K * ). Therefore, the motion is quasi-periodic with respect to x as long as conditions (51) are satisfied. Indeed, the system (48) possesses two integrals (46) (47) outside the "resonant" points, where Π = 0, so it specifies a quasi-periodic motion on a 3-torus provided conditions (51) are satisfied. Of course, if conditions (51) are not satisfied at x = x 0 the solutions r i (x) may blow up and not be quasi-periodic.
The proof of quasi-periodicity of the t-flow is similar, however, there is an additional requirement that the factor (ζ j r j − ζ k r k ) in (50) should not vanish for all r ∈ K * which might impose additional restrictions on the choice of E i (that is for some {E j } the motion can be quasi-periodic in x but not in t).
As a matter of fact, the quasi-periodicity of the x-and t-flows can be proved directly from the solution (45) -(47) using the standard substitution of the type ξ = sin 2 φ in the integrals, however the outlined proof using the dynamical systems arguments is qualitatively more transparent and more readily yields the "resonant" restrictions for x-and t-flows.
Integrability of N -component hydrodynamic reductions
Now we prove our main Theorem 2.1 that the N-component 'cold-gas' hydrodynamic reduction (4), (5) represents a semi-Hamiltonian (integrable) linearly degenerate hydrodynamic type system. For that, according to Corollary 3.1, it is sufficient to show that the conservation law densities u i and the transport velocities v i admit parametric representations (24) and (23) via N functions r k in terms of the Stäckel matrix (22) . We suppose that hydrodynamic type system (4), (5) can be rewritten in a diagonal form (11) , and, moreover, the characteristic velocities V i (r) coincide with the expressions v i (u(r)). Now, substitution of (23), (24) into (5) leads to the algebraic system
for P k (r k ) and φ i k (r k ). Here the matrix ∆ (12) ik is the matrix ∆ with first two rows and ith and kth columns deleted. In the derivation of (52) we have used the determinant Sylvester identity (see, for instance, Gantmaher 1959) det ∆
Expanding the determinants, det ∆
(1)
we rewrite equations (52) as N nonlinear systems for φ n k and P k , where k, n = 1, . . . , N,
We recall that φ
One can now introduce N matrices δ i obtained from the matrix ∆ by deleting the first two rows and the i-th column, and adding the first row with the elements φ
. Then the above set of equations (53) can be rewritten as det
which implies that the rows of each of the matrices δ i must be linearly dependent:
where C i,k are arbitrary constants. These conditions can be considered as N linear systems, for fixed k each. While all these systems are consistent the functions φ i k and P k can be found by solving (55).
Constants C i,1 cannot be equal to zero since in that case, according to (23) , the velocities V i become undetermined. Therefore, without loss of generality we can set C i,1 = 1 and the number of free constants becomes N(N − 2). Also, the following theorem is valid: 
where C m,l are arbitrary constants such that det B k = 0.
Remark: The set of constants C l,m for which the det B k = 0 has Lebesque measure zero or requires a very special choice of the parameters η k . The exceptional case is the following: the linearly degenerate hydrodynamic reductions (4)-(6) in a general form, we automaticallywhere constant coefficients b k depend on the parameters ξ l ,ξ m , ǫ lm .
The outlined explicit construction for N = 3 is transparent enough to formulate the following Conjecture 6.1: Linearly degenerate semi-Hamiltonian flows (61), (62) and (4) , (5) commute for any N.
The direct proof of this Conjecture via the verification of the commutativity conditions (67) for arbitrary N is not a straightforward task as the explicit expressions for the characteristic velocitiesṼ j (r) and V j (r) are not available for N > 3 (we recall that from the main Theorem 2.1 one can only infer the existence of Riemann invariants for both systems (4), (5) and (61), (62), as well as the fact that components of the corresponding characteristic velocity vectors V andṼ satisfy relationships (16) (linear degeneracy) and (12) (semi-Hamiltonian property). At the same time, Theorem 2.1 does not provide any information about possible relationships between V andṼ). Analysis of hydrodynamic commuting flows for arbitrary N will be done in a separate study.
In conclusion we note that, although we have proved integrability of the 'cold-gas' hydrodynamic reductions (4), (5) for an arbitrary choice of S(η) and G(η, µ) in the original nonlocal kinetic equation (1), one can expect that integrability of the full equation (1) would require some additional restrictions on S(η), G(η, µ) (other than just symmetry of the function G(η, µ)).
