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Analytical improvements over the past decades have made the differentiation between the Mg isotope amount ratios (expressed as d 26 Mg and d
25
Mg relative to the international d-zero reference material DSM3; Equation (1); Galy et al. 2003 , IUPAC, see Brand et al. 2014 ) of terrestrial materials possible and enable today's rapid increase in the use of Mg isotopes as a powerful tool in investigations of Earth's biogeochemistry (e.g., Young and Galy 2004, Teng 2017 ). Yet, determinations of d 26 Mg and d 25 Mg values of natural samples are challenging, due to the significant risk of bias introduced during Mg purification, the large instrumental mass bias and the sensitivity of the calibrator-sample bracketing (standard-sample-bracketing, SSB) measurements to matrix effects (e.g., Young and Galy 2004 , An and Huang 2014 , Teng 2017 RMs are available for high-temperature systems , Mg isotope data of RMs representative of samples with complex matrices from Earth-surface low-temperature environments are scarce (Bolou-Bi et al. 2009 , Foster et al. 2010 , An and Huang 2014 , Teng 2017 . To assess systematic errors and achieve comparability of Mg isotope data between different laboratories concerning Earthsurface low-temperature systems, well-characterised matrix RMs need to be established. biogeochemical tool to study many different processes in low-temperature environments, for example in marine environments and marine sediments and rocks (e.g., Ling et al. 2011 , Wombacher et al. 2011 , Higgins and Schrag 2015 , evaporitic environments (e.g., Geske et al. 2015 , Shalev et al. 2017 , soils and vegetation (e.g., Tipper et al. 2010 , Pogge von Strandmann et al. 2012 , Ma et al. 2015 , Uhlig et al. 2017 ) and groundwater, spring water and rivers (e.g., Tipper et al. 2006a , b, Brenot et al. 2008 , Chapela Lara et al. 2017 data of Earth-surface materials from more than two laboratories (N > 2) are also available for limestone Cal-S (-4.38 ± 0.09‰, 2s, N = 3; Wombacher et al. 2006 , Bolou-Bi et al. 2009 ), shale SCo-1 (-0.89 ± 0.08‰, 2s, N = 3), aragonite JCp-1 (-1.96 ± 0.05‰, 2s, N = 4) and dolomite JDo-1 (-2.37 ± 0.04‰, 2s, N = 5; Teng 2017 and references therein). Here, N is used to denote the number of full-procedure replicates, that is independent sample dissolution and Mg purification, while n is used to denote the number of repeated measurements of the purified Mg sample solutions by MC-ICP-MS. 2s is twice the standard deviation on N or n values.
In this study, the d 26 Mg and d
Mg values of eight RMs (Table 1) , representative for their respective Earth-surface environments, were estimated by interlaboratory comparison, conducted in five laboratories. The participating laboratories utilised different sample preparation methods, that is different analyte-matrix separation procedures, and MC-ICP-mass spectrometers from various manufacturers with different sample introduction systems (Table 2 ). This approach is suitable to test the applicability of these different measurement methods with respect to the varying chemical and physical material properties and to identify potential bias originating from differences in sample preparation and instrument set-up 
Methods

Investigated materials
The investigated materials include dolomites JDo-1 and BCS-CRM 512, limestone BCS-CRM 513, NIST SRM 2709a soil, NIST SRM 1515 apple leaves, IAPSO Atlantic seawater, SLRS-5 river water, NIST SRM 1640a spring water and DSW-1 Dead Sea brine. Solid samples are powdered and require complete dissolution prior to the column chemistry. The published chemical compositions of the investigated materials are described in Table 1 . ∑c(Matrix cations)/c (Mg) molar ratios (i.e., the molar ratios of the sum of Na, K, Ca, Si, Al, Ti, Fe and Mn relative to Mg) of the RMs vary significantly: Na/Mg ratios range between 0.0 (carbonates) and 8.8 (seawater), Ca/Mg ratios range between 0.2 (seawater) and 220 (BCS-CRM 513 limestone) and K/Mg ratios range between 0.0 (JDo-1 and BCS-CRM 512 dolomites) and 3.7 (NIST SRM 1515 apple leaves). The soil (NIST SRM 2709a), spring water (NIST SRM 1640a) and limestone (BCS-CRM 513) have the most complex matrices with significant Si/Mg ratios (18, 3.3 and 0.8, respectively), Al/Mg ratios (4.6, 0.04 and 0.45, respectively), Fe/Mg ratios (1.0, 0.02 and 0.08, respectively) and Ti/Mg ratio (0.12 in the soil NIST SRM 2709a). Producer's certificate of analysis.
Measurement procedures
c Summerhayes and Thorpe (1996) . 
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Potsdam, Germany; the Czech Geological Survey (CGS) in Prague (Czech Republic); and the GEOMAR Helmholtz Centre for Ocean Research, Kiel, Germany. The powdered or liquid RMs were split and spread among the different laboratories. Each laboratory conducted measurements, using its own previously established measurement procedure, to get completely independent results and potentially identify any method-specific bias. The different procedures for material digestion, Mg purification and instrumentation, conducted in each laboratory, are described below and summarised in Table 2 . All Mg isotope ratio measurements were conducted by MC-ICP-MS using calibrator-sample bracketing (with DSM3 as the calibrator), and the calculated isotope amount ratios are reported as per mil deviation from the delta-zero reference material DSM3 in the delta notation according to Coplen (2011) : Jochum et al. 2005) in order to validate the measurement procedure of each laboratory. Thereby, the pure Mg-solution Cambridge-1 was used to evaluate the repeatability precision of the MC-ICP-MS measurements (solution not processed through columns) for each laboratory. Then, seawater was used to evaluate the intermediate precision of the entire measurement procedure for each laboratory, including sample pre-treatment, matrix separation by column chemistry and MC-ICP-MS analysis. In addition, a typical intermediate precision was estimated by each laboratory (Table 2) , based on long-term (more than 1 year) repeated measurements of one or more matrix materials as detailed below (following subsections). The only case where this long-term experience with matrix material is missing is at GEOMAR, and therefore only Cambridge-1 repeatability precision was considered. These estimates are considered as a benchmark against which we can evaluate the precision obtained on the matrix et al. 2012) . The total procedural blank for Mg isotope ratio measurements by this method is ca. 0.4 ng Mg, which is insignificant compared to the amount of Mg put through chemistry (< 0.2%). Splits of the elution were collected before and after the Mg collection bracket, to ensure close to 100% Mg yield was achieved, that is < 0.1% of the processed Mg was detected in these splits.
Magnesium isotope ratio measurements were conducted using a Thermo Scientific Neptune MC-ICP-MS with a high-sensitivity 'X' Ni skimmer cone and conventional Ni sample cone interface. A purified sample solution of ca. 100 ng ml The test portion refers to the aliquot amount of the original sample taken for analysis. Amount of Mg processed through column purification is given in parenthesis.
b LR and MR refers to the mass resolving power R
where m(5%) and m(95%) are the masses at 5% and 95% peak intensity, respectively, and m is the mass of the peak. LR = low R P (ca.
Integration time/bracket refers to the measurement time of a sample or each one of the bracketing calibrators in a single bracket.
d
The number of brackets that were used to calculate a single d Table 3 ).
e Including the data acquisition time only, without take-up time, etc.
2 0 9 measurement consisted of twenty ratios (84 s total integration time). These conditions gave typical signals of 18-20 V per 100 ng ml -1 on 24
Mg. The on-peak background in 2% v/v HNO 3 was repeatedly recorded during the sequence and subtracted from all calibrator and sample intensities. Each sample was analysed three or four times (n = 3 or n = 4 in Mg intensities ratio between bracketing DSM3 calibrators was ≤ 0.06‰ in all analyses performed for this study. Sample preparation and Mg isotope ratio measurements at GSI: Carbonate powders (ca. 100-150 mg) were dissolved in HNO 3 and evaporated to dryness. Water samples (ca. 10 ll DSW-1 and 2 ml IAPSO) were simply dried down. All samples were then redissolved in 10 ml 1.3 mol l -1 HCl, and an aliquot (200-500 lg Mg) was taken for column chemistry.
USGS (United States Geological
Magnesium purification was performed by liquid chromatography (Galy et al. 2002) using Bio-Rad Econo-Pac Chromatography Columns 732-1010 with an extended reservoir, filled with ca. 18 ml of Bio-Rad AGâ 50W-X12 100-200 mesh resin. The matrix was rinsed with 25 ml of 1.3 mol l -1 HCl, and 20 ml of 2.3 mol l -1 HCl. Mg 2+ was then eluted with 24 ml of 2.3 mol l -1 HCl. Total procedural blanks contained < 0.5% Mg of the amount of Mg processed through column chemistry. The first and the last 2 ml before and after the Mg elution were collected separately in order to verify close to 100% Mg recovery. In addition, the Mg amount in the Mg cut (Mg-COL) was compared to the amount originally loaded to the column (Mg-ORIG). Only samples with Mg-COL/Mg-ORIG > 95% (taking into account the uncertainties of both measurements), no detectable Mg in the first and the last 2 ml before and after the Mg fraction, and molar ratio of ∑c(matrix cations)/c (Mg) in the final Mg fraction of < 5% (after Galy et al. 2001 and others) were used for isotope ratio measurements. These parameters were verified for each sample separation using ICP-AES (Optima 3300, Perkin-Elmer). Once Mg was purified, the solution was fully evaporated and the chloride salts were redissolved in 0.1 mol l -1 HNO 3 .
Magnesium isotope ratio measurements were conducted using a Nu instruments Plasma II HR-MC-ICP-MS. The 2 lg ml -1 Mg solutions (in 0.1 mol l -1 HNO 3 ) were introduced into the mass spectrometer via a DSN-100 desolvation system (self-aspirating PFA nebuliser, uptake rate of ca. 100 ll min -1
) and standard Ni cones interface. The measurements were conducted using pseudo-high resolution, with a 50 lm source slit at a mass resolving power R P (5,95%) = 7000 (see footnote in Table 2 ). Three Faraday cup collectors were used to measure the ion beam intensities at m/z 24, 25 and 26 simultaneously. Each measurement run comprises twenty integrations of 10 s data acquisition, that is a total 200 s of data acquisition per measurement. These conditions gave sample signal intensities of 25-35 V on m/z 24. The zero reference points were reset simultaneously for all measured masses by deflecting the potential of the electrostatic analyser before measuring each block. A blank solution measured in the beginning of each measurements day produced < 5 mV on m/z 24, and therefore, the difference from the off-peak zero is considered insignificant. Each sample solution was measured by several brackets of calibrator-sample-calibrator, which were used for statistical analysis, where n is the number of brackets of each sample. Outliers were eliminated as long as their elimination reduced the 95% confidence interval ð¼ t Á s ffiffi n p Þ, despite the reduction of n that rises both 1 ffiffi n p and the tdistribution value.
The d 26 Mg mean of pure Mg Cambridge-1 solution measured in this study is -2.62 ± 0.14‰ (2s, n = 36, Mg value of IAPSO Atlantic seawater reference material measured in this study (-0.84 ± 0.09‰, 2s, n = 12, Table 3 ) is also identical to the previously reported seawater value (-0.83 ± 0.09‰, 2s, N = 90; Foster et al. 2010, Ling et al. 2011 and references therein) . In order to further test the measurement procedure, a sample of modern Dead Sea brine (DSW-1) was purified through Mg column chemistry and this single solution was repeatedly measured over 2 years a 95% confidence intervals calculated as 2SE t (95 % conf) = tÁs/√n, with s = standard deviation of n (or N) repeated measurements or replicates, t = correction factor for low n (or N) from Student's t-distribution at 95% probability. b n is the number of d values used for the calculation of the result given by each laboratory. As mentioned in Table 2 , n = 1 refers to one bracket measured at Bristol/UCL, GSI and GFZ, an average of three brackets measured at CGS or an average of nine brackets measured at GEOMAR. batch of the organic-rich soil (NIST SRM 2709a) and vegetation (NIST SRM 1515) (ca. 1 g) were also aciddigested (H 2 O 2 /HNO 3 ) using a microwave system (MLS Start) at 160°C (for 20 min) and elevated pressure. Both the PFA vial-hot plate and the microwave method achieved complete sample dissolution. Water RMs were evaporated on a hot plate (10 to 20 ml for SLRS-5 and NIST SRM 1640a; 0.1 to 0.5 ml for the others), then treated with HF and H 2 O 2 /HNO 3 and evaporated again to remove Si and dissolved organic carbon, respectively. All samples were finally redissolved in 1 mol l -1 HNO 3 , and aliquots containing between 2.5 and 15 lg Mg were taken for Mg purification.
Procedures for Mg purification and isotope ratio measurements are similar to those described previously (Uhlig et al. 2017) . A brief description of the method applied during this study is given below. Magnesium purification was performed using chromatography columns (Spectrum PP 104704, ID 8 mm) filled with 2.8 ml Bio-Rad AGâ 50W-X12 resin. After matrix elution with 32 ml 1 mol l -1 HNO 3, Mg was quantitatively eluted with 10 ml 2 mol l -1 HNO 3 .
The Mg fraction was treated again with H 2 O 2 /HNO 3, evaporated and redissolved in 0.3 mol l -1 HNO 3 . Each material was processed twice through the column procedure. Each column batch was accompanied by at least one commonly used reference material (IAPSO Atlantic seawater, basalts BCR-2, BHVO-2 or granite GS-N) and a blank. Total procedural blanks of the column chemistry and the H 2 O 2 / HNO 3 treatment contained < 12 ng Mg, which is < 0.5% Mg compared with the amount of Mg processed through column chemistry and is therefore considered insignificant (potential bias in d 26 Mg is estimated < 0.03‰). Magnesium recovery (quantitative column yield), purity of the Mg solutions (> 90% Mg was found to produce no bias using our measurement instrumental set-up; see Pokharel et al. 2017 ) and the Mg content in total procedural blanks were checked by ICP-OES (Varian 720ES) and quadrupole ICP-MS (Thermo Scientific iCAP-Qc), respectively.
Magnesium isotope ratio measurements were conducted using a Thermo Scientific Neptune MC-ICP-MS equipped with a Neptune Plus Jet Interface (using a Pfeiffer OnToolBooster interface pump; standard sample cone and X skimmer cone). The 500 ng ml -1 Mg solutions were introduced into the mass spectrometer via a quartz-glass spray chamber (double pass cyclone-Scott type, Thermo SIS) equipped with a self-aspirating PFA nebuliser with an uptake rate of ca. 100 ll min -1
. The ion beam intensities at m/z 24, 25 and 26 were measured simultaneously in medium mass resolution mode (see footnote Sample preparation and Mg isotope ratio measurements at CGS and GEOMAR: Sample preparation for the measurements conducted at CGS and GEOMAR was done in the CGS laboratory according to the following procedure. Carbonate powders were digested in 6 mol l -1 HCl.
Powders of the soil NIST SRM 2709a and apple leaves NIST SRM 1515a were successively dissolved in concen- HCl.
Purification of Mg was accomplished by a three-step chromatographic separation, using 1.25 ml resin (Bio-Rad AGâ 50W-X12, 200-400 mesh) in Savillex PFA 3.2 mm 9 20 cm (inner diameter 9 length) microcolumns, for the first and third steps, and 0.12 ml resin in 2.4 mm 9 15 cm microcolumns for the second step. In the first step, the Mg fraction, which still contains Na and Fe, was separated from other matrix elements by elution with 4.90 ml 2.5 mol l -1 HCl and collected subsequently. In the second step, the Mg fraction (with Fe) was separated from Na by elution with 4.96 ml 0.4 mol l -1 HCl and subsequently collected with 1.5 ml 6 mol l -1 HCl. In the third step, -Mg isotope ratio measurements at CGS. Magnesium isotope ratio measurements were conducted using a Thermo Scientific Neptune MC-ICP-MS, equipped with Ni sampler and X-Version Ni skimmer cones. The 500 ng ml -1 Mg solutions were introduced into the plasma via a 100 ll min -1 PFA nebuliser and a cyclonic quartz-glass spray chamber. All measurements were carried out with the guard electrode turned on and in medium mass resolution mode (see footnote ). Procedural blank contributions, including background, were consistently below 0.1% of sample signals. Due to these very low blank contributions to the analyte signals, no on-peak blank corrections were applied. Only an electronic background was collected at half mass unit before each block and subtracted from the measured signals.
Isotope fractionation during column chemistry was not detected with d
26 Mg values of -0.01 ± 0.05‰ (2s, n = 3, based on a comparison of column processed and unprocessed DSM3), which further substantiates high Mg yields after column chemistry of close to 100%. Measurements of the pure Mg solution Cambridge-1 (without processing through columns) gave a mean of -2.59 ± 0.16‰ for d -Mg isotope ratio measurements at GEOMAR. The magnesium isotope ratio measurements were carried out in August 2012 using a Thermo Scientific AXIOM MC-ICP-MS. R.A. Chilton cones (RAC19 and RAC705) were used to achieve the best sensitivity. Samples, prepared as 200 ng ml -1 Mg solutions in 5% v/v HNO 3 , were introduced via an ESI MicroFlow PFA-50 nebuliser (50 ll min -1 ) coupled to a CETAC ARIDUS desolvator (sweep Ar gas: ca. 2 l/min, N 2 : ca. 20 ml min -1 ). Three Faraday cups were utilised (L4: m/z 24, AX:
m/z 25, H4: m/z 26) for simultaneous data acquisition. The instrumentation was allowed to stabilise by running for ca. 1 day for preliminary tuning before final fine tuning began. Tuning focused on hot and stable plasma conditions, not primarily on maximum intensity. The repeatability precision is estimated by repeated measurements of Cambridge-1 during this study (without processing through columns), which gave -2.58 ± 0.08‰ for d limestone BCS-CRM 513a (-4.46 ± 0.12‰, 95% conf., n = 3), which represents the lower part of the global d 26 Mg range of limestones, and dolomites JDo-1 and BCS-CRM 512 (-2.35 ± 0.05‰, 95% conf., n = 11 and -2.03 ± 0.09‰, 95% conf., n = 6, respectively), which are within the typical range for dolomites (Teng 2017 and references therein) . The most positive d
26
Mg value was found in the soil NIST SRM 2709a (-0.15 ± 0.03‰, 95% conf., n = 6), typical for silicate soils (Teng 2017 and references therein Figure 2 ). However, the interlaboratory reproducibilities of three RMs, river water SLRS-5, dolomites JDo-1 and BCS-CRM 512 (2s of 0.15‰, 0.15‰ and 0.17‰, respectively), are slightly higher than the 'typical' intermediate precisions reported by the participating laboratories. While all the individual SLRS-5 results agree within 2s measurement precision of the repeat measurements of each RM, this is not the case for all individual results of JDo-1 and BCS-CRM 512 (Figure 2 ). Averaged data of JDo-1 reported in the literature seem to be more uniform, but in some cases, the reported 2s is larger, covering the whole range obtained in current research (Wombacher et al. 2009 , Pearce et al. 2012 , Mavromatis et al. 2013 , Beinlich et al. 2014 , Lavoie et al. 2014 , Figure 2 ). Similar to the results of this study, Wombacher et al. (2009) 2 1 6 Mavromatis et al. 2013 , Beinlich et al. 2014 were obtained using a similar chemical sample preparation procedure.
The reasons for the slightly higher interlaboratory variance in the dolomite RMs are unknown. Interlaboratory variance can arise from many factors, including material Table 3 ) are also presented (white squares). Triangles, in the DSW-1 plot, refer to different samples of the Dead Sea brine. The interlaboratory arithmetic mean of these individual results is also shown (black circle) with 2s error bars and 95% confidence interval (presented by grey dotted lines). The vertical axis in all plots ranges 0.8‰.
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properties (e.g., homogeneity at the level of the test portion, or stability over time), sample preparation procedure (e.g., incomplete dissolution, column yield, analyte purity and blank) and the procedures used in the mass spectrometric measurements and data reduction (e.g., mass bias stability and mass bias correction, matrix effects). No correlation was found between molar matrix elements/Mg ratios and the interlaboratory variance (examples in Figure 3) Table 4 together with an a 95% confidence intervals calculated as 2SE t (95% conf) = tÁs/√N, with s = standard deviation of N full-procedure replicates, t = correction factor for low N from Student's t-distribution at 95% probability. b N is the number of results used for the calculation of the consensus values and the 95% confidence interval. These are detailed in Table 3 .
0.18
Interlaboratory variance ( data from the different laboratories was found. This encouraging result suggests that all methods described in this study are suitable for geochemical studies on these types of materials given they are strictly monitored and calibrated (recovery, blanks, matrix removal, etc.). Moreover, the investigated RMs are suitable to be used by other laboratories for routine quality control of Mg isotope ratio measurement procedures during environmental and Earth-surface geochemical studies. The wide range of matrices, including river water, spring water, brine, dolomites, limestone, soil and plant leaves, allow analysts to identify potential issues (and facilitate modifications) with sample preparation methods previously developed for silicate rocks, for example, which are then applied to different sample types, such as Ca-rich carbonates, organic-rich soils or vegetation.
