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Abstract In the article the necessary and sufficient conditions for a represen-
tation of Lipschitz function of two variables as a difference of two convex functions
are formulated. An algorithm of this representation is given. The outcome of this
algorithm is a sequence of pairs of convex functions that converge uniformly to a
pair of convex functions if the conditions of the formulated theorems are satisfied.
A geometric interpretation is also given.
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1 Introduction
The solution to this problem is very interesting for the fields of optimization ( for
quasidifferential calculus [1]) and geometry. In [2] the author started to investigate
the surfaces that are graphs of functions representing as a difference of two convex
functions (so called RDC functions) to construct the inner geometry of such surfaces.
This problem has been investigated by many authors (for example see [3] - [8]).
The necessary and sufficient conditions for such a representation of a function of
one variable are well known. These conditions can be written in the following way.
Let be x → f(x) : [a, b] → R a Lipschitz function. Define a set, where the
function f(·) is differentiable, as Nf . Since the function f(·) is Lipschitz, Nf is the
set of full measure on [a,b].
For the function f(·) to be represented as a difference of two convex functions it
is necessary and sufficient that the following condition was true
sup{xi}⊂Nf
∑
i
| f ′(xi)− f ′(xi−1) |≡ ∨(f ′; a, b) <∞
where the derivatives are taken where they exist. The sign ∨ means the variation of
the function f ′ on the segment [a,b].
2In [2] A.D. Alexsandrov formulated the problem about a representation a func-
tion as a difference of two convex functions if it is RDC on any line in a region of
definition. The answer on this question is negative [5]-[6].
According to the Alexsandrov’s terminology we define a many-sided function as
a function whose graph consists of finite number of parts of planes.
In the article [8] the necessary and sufficient conditions for a representation of
any one degree homogeneous Lipschitz function of three variables as a difference
of two convex functions are given. This result can be extended to the mth degree
homogeneous functions. I will now ignore the condition regarding to homogeneity
and will consider any bivariate Lipschitz function f(·) with a Lipschitz constant L:
(x, y) → f(x, y) : D → R where D is an open bounded convex set in R2 so that its
closure D¯ is compact. I will describe a representation with an algorithm giving a
sequence of pairs of convex functions. These convex functions converge uniformly on
D to a pair of convex functions if the conditions of the theorems formulated below
are satisfied.
Let ℘(D) be a class of curves on the plane XOY such that bound closed convex
sets in the region D. Any curve r ∈ ℘(D) will be written in the natural parametric
representation i.e. the parameter τ of a point M on the curve r(·) is equal to the
length of the curve r(·) between an initial point and the point M. I will denote such
a curve by r(t), t ∈ [0, Tr]. With the help of the curves r ∈ ℘(D) the necessary and
sufficient conditions for a representation of the function f(·) as a difference of two
convex functions can be written in the following way.
Theorem 1.1 In order that a Lipschitz function z → f(z) : D → R was represented
as a difference of two convex functions it is necessary and sufficient that
(∃c(D, f) > 0)(∀r ∈ ℘(D)) ∨ (Φ′; 0, Tr) < c(D, f) (1)
where Φ(t) = f(r(t)) ∀t ∈ [0, Tr].
The algorithm of a representation of the function f(·) as a difference of convex
functions is given and it is proved that the obtained functions pointwise converge if
the condition of the theorem 1.1 is satisfied.
The proof is based on a special algorithm of a representation of a function f(·)
as a difference of two convex functions. As the result we will get a finite or infinite
number of many-sided convex functions converging uniformly on D.It follows from
the algorithm that the variations of the derivatives of these functions along any
segment [a, b] ⊂ D is bounded above,
For a representation of f(·, ·) as a difference of two convex functions I will use
two operations.
The first operation is a approach of f(·, ·) by many-sided fn(·, ·).
The second operation is a representation of fn(·, ·) as a difference of two convex
functions f1,n(·) : D → R and f2,n(·) : D → R according to an algorithm described
below.
3It is proved that if the condition of Theorem 1.1 is true, then we can choose from
the sequences f1,n(·) − c1,n and f2,n(·) − c1,n, where c1,n = f1,n(a), a is any point
from intD, the converging subsequences.
It will be shown that under condition of Theorem 1.1 the variations of gradients
of the functions f1,n(·) − c1,n and f2,n(·) − c1,n along any segments [a, b] ⊂ D are
bounded above by a constant depending on D and f .It guaranties the said above.
The method of proof is similar to the method that A.D. Alexandrov used in [2]
for representation of a many-sided function as a difference of two convex functions.
2 The Proof of the Theorem
We will start the Proof of the Theorem from a description of the Algorithm.
2.1 The algorithm of a representation of a function as a difference
between two convex functions
1. We do an uniform triangulation of the region D and construct in each triangle
a linear function with values in the vertexes of the triangulation equaled to values
of the function f . We denote the constructed function as fn(·) : D → R, where n is
the number of the triangles.
2. We represent fn(·) as a difference of convex functions according to an algo-
rithm described below.
But before we define a two sided angle. We will understand under a two sided
angle a function whose graph consists of two half planes with a common line called
an edge.
Consider all convex two sided angles, defined on D, whose parts of graphs belong
to the graph of fn(·). Let us sum all these two sided angles. In the result, we will
get a function f1,n(·) : D → R. It is proved [2] that the difference
f1,n(·)− fn(·) = f2,n(·)
is also a convex many sided function.
It will be shown that, if Theorem 1 is true, then we can choose from the sequence
f1,n(·)− c1,n an subsequence, converging on D uniformly to a convex function f1(·),
when n→∞. Then a some subsequence of {f2,n(·)−c1,n} also converges to a convex
function f1(·). Consequently, the equality
f1(·)− f2(·) = f(·)
is true.
We will start from one dimensional case when D = [a, b] ⊂ R.
Let us approach the function f(·) by a many sided function fn(·) with any given
precision. At the first step we select the convex two sided angles whose parts of
4graphs belong to the graph of fn(·). Extend them to the whole segment [a, b] and
sum all of them. In the result we get a convex function f1,n(·) : [a, b]→ R. According
to the said above the difference f1,n(·) − fn(·) is convex as well.
Let us show that the variations of the derivatives of f1(·) and f2(·) are bounded
above by the same constant c that is the upper boundary for the variation of f ′(·)
i.e.
∨(f ′1,n; a, b) ≤ c.
The said above follows from the inequalities
∨(f ′1,n; a, b) ≤ ∨(f ′n; a, b) ≤ ∨(f ′; a, b). ≤ c.
Then we can subtract from f1,n(·) a constant c1,n = f1,n(a), a ∈ intD, so that
the functions f1,n(·) − c1,n were bounded on [a, b] in aggregate on n i.e. they were
equipotential bounded. Equipotential continuity follows from the valuation for vari-
ations of the derivatives, not depending from n. Consequently [10], we can select
from the sequence f1,n(·)− c1,n a subsequence f1,nk(·)− c1,nk that converges on [a, b]
uniformly on nk →∞ to a convex function f1(·). The sequence f2,nk(·) − c1,nk will
converge on nk →∞ to a convex function f2(·) as well. In the result we will have
f(·) = f1(·)− f2(·).
The next step is consideration of two dimensional case. Let us show that the same
algorithm leads us to two convex functions whose difference is equal to the initial
function f(·).
Let us take any r(·) ∈ ℘(D). Let
Φ(t) = f(r(t)) ∀t ∈ [0, Tr],
where r(.) is written in the natural parametric representation. The parameter Tr is
the length of the loop r(.).
We will prove that Φ(·) is Lipschitz with the constant L. In fact, for any t1, t2 ∈
[0, Tr] I have
| Φ(t1)− Φ(t2) |=| f(r(t1))− f(r(t2)) |≤ L‖r(t1)− r(t2)‖ ≤ L | t1 − t2 | .
Therefore [10] Φ(·) is almost everywhere differentiable in [0, Tr]. I will define by Nr
the set of the points where the function Φ(·) is differentiable in [0, Tr ].
We will prove that for any curve r(·) ∈ ℘(D) there is a constant c(D) > 0 such
that
∨ (Φ′; 0, Tr) < c(D). (2)
The proof will be based on the following Lemma 2.1 and Lemma 2.2.
5Lemma 2.1 . The inequality
∨(Θ′; 0, Tr) < c1(D,ψ)
is true for any convex positively homogeneous functions with the degree 1 ψ(q) :
R
2 → R and for any r(·) ∈ ℘(D) where Θ(t) = ψ(r(t)) for any t ∈ [0, Tr], c1(D,ψ)
is a constant.
Proof. Consider the case when ψ(·) is a smooth function in R2 {0} and {0} ∈ D.
Let
ψ(r(t)) = max v∈∂ψ(0)(v, r(t)) = (v(t), r(t)), v(t) ∈ ∂ψ(0),
where ∂ψ(0) is the subdifferential of the function ψ(·) at the initial point. As well I
will consider that r(.) is a differentiable on t function. As soon as r(t) is the support
vector of the set ∂ψ(0) at the point v(t), we have (v′(t), r(t)) = 0.
We have
| ψ′(r(t1))− ψ′(r(t2)) |=| (v(t1), r′(t1))− (v(t2), r′(t2)) |=| (v(t1)− v(t2), r′(t1))+
(v(t2), r
′(t1))− (v(t2), r′(t2)) |≤ ‖v(t1)− v(t2)‖ ‖r′(t1)‖+ ‖r′(t1)− r′(t2)‖ ‖v(t2‖ ≤
‖v(t1)− v(t2)‖+ L(D) | t1 − t2 | .
Here we took into consideration that ‖r′(t)‖ = 1.
It follows from here that
∨(Θ′; 0, Tr) < 2P (∂ψ(0)) + L(D)Tr,
where P (ψ(0)) is the length of the curve bounding the convex set ∂ψ(0) ⊂ R2 and
L(D) is the Lipschitz constant of the function ψ(·). Since all terms in the right side
depend only on the set D and some constants,
Consider now the case when ψ(·) is any convex positively homogeneous function.
We can approximate it with help of a smooth function ψˆ(·) on R2\{0} in such way
that the their subdifferentials at 0 were close to each other with any precision. Then
the lengthes of the curves bounded the subdifferentials will differ from each other
at any small positive number. As soon as the curve r bounds a convex compact
set, then it can be approached by a smooth curve. Thus, any finite sums when we
calculate the variations of Θ′(·) and Θˆ′(·) for nonsmooth and smooth cases can be
close to each other at any small number. But the variation of Θˆ′(·) is limited above
by a value depending on D and some constants. Consequently, Lemma 1 is proved.

Lemma 2.2 Let (x, y) → f1(x, y) : R2 → R be a continuous convex function and
r(·) ∈ ℘(D), t ∈ [0, Tr ]. Then there is a constant c2(D, f1) > 0 such that
∨ (Φ′1; 0, Tr) ≤ c2(D, f1) (3)
where Φ1(t) = f1(r(t)), t ∈ [0, Tr].
6Proof. Firstly, I will assume that f1(·, ·) is not negative on D, the initial point is
the minimal point and also 0 = (0, 0) belongs to the interior of the convex region in
R
2 with the boundary r(·). I will construct an homogeneous function ψ(·) with the
degree one, i.e. ψ(λx, λy) = λψ(x, y), λ > 0, with values f1(r(·)) on the curve r(·).
I will prove that ψ(·) is the convex function.
Let us consider the function
fε(x, y) = f1(x, y) + ε(|| x ||2 + || y ||2), ε > 0.
I will divide the segment [0, Tr] into equal segments using division points {ti}, i ∈
1 : J, and build the planes pii in R
3 containing the points (0, 0, 0), (r(ti), fε(r(ti))),
(r(ti+1), fε(r(ti+1)), i ∈ 1 : J . The parts of the planes pii, i ∈ 1 : J , are defined
in their sectors (0, 0), (0, r(ti)), (0, r(ti+1) and built with the help of the vectors
(0, 0, 0), (r(ti), fε(r(ti))), (r(ti+1), fε(r(ti+1))). They define a homogeneous many-
sided function (ψε)J(r(·)) (refer [3],[8]). I will prove that all two-sided angles defined
by the planes pii, i ∈ J, of the function (ψε)J(·, ·) are convex.
Since any curve r(·) ∈ ℘(D) can be approached by a smooth curve from ℘(D),
without loss of generality we can assume that r(·) is a smooth curve with the deriva-
tive r′(·).
Let us define the gradients of the planes pii and pii+1 by ∇pii and ∇pii+1 respec-
tively. I will use the theorem about midpoint according to which there is a point
tm ∈ [ti, ti+1] such that
∂fε(r(tm))/∂ei = (∇pii, ei),
where
ei = (r(ti+1)− r(ti))/ || r(ti+1)− r(ti) ||= r′(tm).
Similarly for the plane pii+1 and some point tc ∈ [ti+1, ti+2] I have
∂fε(r(tc))/∂ei+1 = (∇pii+1, ei+1),
where
ei+1 = (r(ti+2)− r(ti+1))/ || r(ti+2)− r(ti+1) ||= r′(tc).
The function fε(·) has a positive definite matrix of the second derivatives. Con-
sequently, according to the well-known qualities of convex functions (see, [1]) for
sufficient big J and uniform subdivision of the curve r(·) by points ti we have
∂fε(r(tm))/∂ei < ∂fε(r(tc))/∂ei+1,
or
(∇pii, ei) < (∇pii+1, ei+1).
Let us note that the difference ∇pii+1 −∇pii is perpendicular to the vector r(ti+1).
From here and the inequality written above it follows that all two-sided angles
7pii, pii+1 are convex. For J →∞ we have the uniform convergence (ψε)J(·)⇒ (ψε)(·)
on D.
As soon as the pointwise limit is equivalent to the uniform limit, then ψε(·) is the
convex function. Also we have the uniform convergence ψε(·)⇒ ψ(·) when ε→ +0,
i.e. ψ(·) is convex on D as well.
It is obvious that the gradients of the linear functions with the graphs pii, i ∈ J ,
are bounded by a constant depending only on the region D and the function f1(·, ·)
and
ψ(r(t)) = f1(r(t)) ∀t ∈ [0, Tr].
It is obvious that ψ(·, ·) was built correctly with the help of the function f1(·, ·) and
the chosen curve r(·). It follows from above that the function ψ(·, ·) is Lipschitz with
a constant L(D, f).
Let
Ψ1(t) = ψ(r(t)) ∀t ∈ [0, Tr].
Since
∨(Φ′1; 0, Tr) = ∨(Ψ′1; 0, Tr),
it follows from Lemma 2.1 that
∨(Φ′1; 0, Tr) ≤ c2(D, f1).
If the function f1(·, ·) is not twice continuous differentiable, then it can be approached
by a twice continuous differentiable function f˜1(·, ·), that the corresponding to them
functions ψ(·, ·), ψ˜(·, ·) and their derivatives differ from each other at any small
number. But then the similar will be true for Ψ1(t) = ψ(r(t)), Ψ˜1(t) = ψ˜(r(t)) and
their derivatives. Consequently, the written above inequalities will be true for the
general case. Lemma 2.2 is proved. 
It follows from Lemma 2 that if f(·, ·) is represented as a difference of two convex
functions i.e.
f(z) = f1(z)− f2(z) ∀z ∈ D
where fi(·, ·), i = 1, 2, are convex functions then the inequality (3) is true by necessity.
In fact, I will introduce for any r(·) ∈ ℘(D) the following notations
Ψ1(t) = f1(r(t)),Ψ2(t) = f2(r(t)) ∀t ∈ [0, Tr].
Since
∨(Φ′; 0, Tr) ≤ ∨(Φ′1; 0, Tr) + ∨(Φ′2; 0, Tr),
the inequalities (2) and (3) are true by necessity [10].
Let us prove the sufficiency (2) for a representation of f(·) as a difference of two
convex functions.
Firstly, I will prove that the inequity
∨(Φ′n; 0, Tr) ≤ c,
8is true for any r(·) ∈ ℘(D) for any Φn(t) = fn(r(t)).
Indeed, the gradients at the points r(tk) ∈ r(·), tk ∈ [0, Tr], of the linear functions
whose graphs are the parts of the graph of the function fn(·)) will approximate the
gradients of f(·) with any precision εn where εn → +0, Consequently, any finite sum
N∑
i=1
| Φn(ti)− Φn(ti+1) |
will be close to the sum
N∑
i=1
| Φ(ti)− Φ(ti+1) | .
for big n. As soon as, the variation of the function Φn(·) can only increase, when n
increases, then it follows from the said above that
∨ (Φ′n; 0, Tr) ≤ ∨(Φ′; 0, Tr) + δ(n) ≤ c, (4)
when n→∞ and δ(n)→ +0.
The variation of the derivatives of a sum of convex functions along any segment
is equal to the sum of the variations of the derivatives of the same convex functions.
If we prove that a sum of the variations of the derivatives of all convex two sided
angles, whose parts of graphs belong to the graph of the function f(·), along any
segment in the region D is bounded above by a constant not depending on n, then
it will follows from here, that the variation of the derivatives of the function f1,n(·)
along any segment in the region D is bounded above by the same constant. It
follows from here equipotential boundedness and continuity of the functions f1,n(·)−
c1,n. Consequently, we can choose from the sequence {f1,n(·)− c1,n} a subsequence,
converging to a convex function f1(·) on D uniformly. A corresponding subsequence
of the sequence {f2,n(·)− c1,n} will converge to a convex function f2(·) as well. That
means that f(·) is a RDC function.
I will suggest the contraposition. Namely, let the inequality (4) be true but f ·)
is not a RDC function.
Let us make the following procedure. Dividing the region D into convex compact
subregions I will choose such a subregion where the function f(·, ·) is not represented
as a difference of two convex functions. Furthermore, I will divide the chosen sub-
region into smaller subregions and chose one of these smaller subregions where the
function f(·, ·) is not RDC function. I continue this process until I obtain a pointM
such that the function f(·, ·) is not RDC in a neighborhood of the pointM. Further I
will divide the set D into sectors that have a common point M, and choose a sector,
where the function f(·, ·) is not RDC function. The set of the chosen sectors shrinks
to a ray l with the summit at the point M. It is obvious that the function f(·, ·) is
not RDC in any cone K with the summit at the point M if l ∈ intK.
From the procedure described above I will produce one of the following two
situations:
9a) the variation of the derivatives of the functions f1,n(·) has the infinite variation
along the direction l when n→∞;
b) the variation of the derivatives of the functions f1,n(·) has the infinite variation
along the direction η that is perpendicular to the direction l.
The cases a) and b) mean that the infinite limit on n of the convex functions
f1,n(·)−c1,n is an unbounded convex function in the directions l or η correspondingly.
Consider the case a). Take any cone K with non-empty interior and l ∈ intK.
We will consider the convex two sided angles, whose graphs belong to the graph of
the function f1,n(·), from the cone K for all n.
Since the uniform Lipschitz quality on n of all two sided angles of the function
fn(·), the variations of the derivatives of these two sided angles along any direction
are uniform continuous regarding to this direction and n.
We select a segment vk,n for k-th convex two sided angle along which the variation
of the derivatives is maximal and equal to ak,n. It is obvious that the segment must
be perpendicular to a projection of an edge of this angle onto the plane XOY .
Let the slope angles between the segments vk,n and the direction l do not exceed
pi/2− δ for some δ > 0.
Then I will choose a subgroup of the segments vk,n that can be intersected by a
curve r(·) ∈ ℘(D) that has the slopes at the points of intersections with the segments
vk,n not exceeding pi/2− δ, δ > 0. Since the cone K is arbitrary and contains the ray
l, I can assume that r′(t)→ −l when t→ Tr.
As soon as all functions f1,n(·, ·) are Lipschitz uniformly, their variations of the
derivatives along the segments sk, that are close to the segments vk,n, will be close
to each other as well. The curve r(·) will consist of the segments sk.
Let a curve r(·) ∈ ℘(D) exist along that the variation of the derivatives of the
function f1,n(·, ·) increases to infinity when n→∞. I obtain the contradiction with
the inequality (2).
The case is possible when there are several groups of the segments {vk,n}i and
for each of these groups a curve ri(·) ∈ ℘(D) exists that
∨(Φn; 0, tri) = ci, r′i(t)→t→Tri −l,
when t→ Tri , t is the natural parameter, and
∑
i
ci =∞
where Φn(·) is the value of the function f1,n(·)− c1,n on the curve ri(·).
I will build a curve r(·) ∈ ℘(D) for this case in the following way.
The curve r(·) has to consist of enough number of segments (or close to them)
from each group so, that
∨(Φ′n; tri , tri+1) = ci − µi,
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where tri is the value of the parameter t for the i-th group of the segments for the
natural parametric representation of the curve ri(·) , µi are the positive numbers
such that ∑
i
µi <∞.
It is obvious that such a curve r(·) can be always built. It will consist from the
curves ri(·). For that it is necessary to do smooth passage from one curve ri(·) to
another r(·) without going out of the set ℘(D). Since r′i(t)→ −l for t→ Tr and all
i, this procedure can be always done. But then
∨(Φ′n; 0, Tr) ≥
∑
i
∨(Φ′n; tri , tri+1) =
=
∑
i
(ci − µi) =
∑
i
ci −
∑
i
µi =∞.
But from here according to the inequality (4) the inequality (1) is wrong. We come
to the contradiction.
If the angles of the slopes of the segments vk,n with the ray l go to pi/2 when
k, n→∞ , then the variations of the derivatives of the functions f1,n(·)− c1,n in the
direction η go to the infinity when n→∞ (the case b).
Let us consider the case b).
We will construct the curve rm(.) from the segments vk,n in the regions D.
All the segments vk,n can be divided into such groups {m} of the segments that
can be intersected by a curve rm(.) ∈ ℘(D) for that
r′m(τ)→τ→Tr −l,
where Trm is a parameter of the curve rm(.) for the natural parametrization at
the point M . The curvatures of the curves rm(.) tend to infinity when τ → Trm .
Obviously, it can be always done by dividing the set of the segments vk,n into the
subsets with required qualities.
Moreover,, the angles αkm , the curves rm(.) and the groups of the segments
{vk,n}m can be chosen in such a way that
lim
m→∞,n→∞
∨(Φ′n; 0, Trm,n) =∞, (5)
The construction of the curves rm(·) ∈ ℘(D), for that (5) is true, is executed in
the same way as in the case a). For that it is necessary to intersect by the curve
rm(·) ∈ ℘(D) enough number of segments from each group that
∨(Φ′n; [trm,n , trm+1,n ]) = cm,n,
and
lim
m→∞,n→∞
cm,n =∞,
11
where [trm , trm+1 ] is the segment of values of t of the natural parametric represen-
tation for the m -th group of the segments. We can always construct such a curve
rm(·) ∈ ℘(D).
The inequality written above will be satisfied as soon as
1. Increasing the curvatures of the curves at the point M , the curves rm(·) cross
an increasing number of segments vk,n for m→∞ with acute angles αm > 0.
2. A number of segments is infinite in any cone K with the vertex M and the
inner vector l.
3. The sum of projections of their lengths onto the direction η is infinite.
As a result we have
lim
m→∞,n→∞
∨(Φ′n; 0, Trm,n) ≥ lim
m→∞,n→∞
cm,n =∞.
where Φn(.) is calculated along the constructed curves rm(.). We come again to the
contradiction with (2).
So, it is proved that the sum of the variations of the derivatives of all convex two
sided angles whose parts of graphs belong to the graph of the function fn(·) along
any segment in the region D is bounded above by a constant c uniformly on n. It
follows from here that f(·) is a RDC function.
Theorem 1 is proved. 
Remark 2.1 The arguments about the chosen angles αkm and the curves rm(.) are
analogous to the following.
Let us have the divergent series
∑
i
ai =∞, ai > 0 ∀i.
We can always choose a decreasing sequence {βi}, βi →i→∞ 0, that
lim
m→∞
m∑
i=1
βi ai =∞.
Here ai is the analogue of the variation of derivatives along a segment Ik,i1,i2,...,ik−1
and βi is the analogue of the cosine of an angle between a curve ri and a segment
Ik,i1,i2,...,ik−1 at the point of intersections.
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3 Geometric interpretation of Theorem 1
I will give another geometrical interpretation of Theorem 1. Let me introduce a turn
of the curve r(·) on the graph Γf = {(x, y, z) ∈ R3 | z = f(x, y)}.
Consider on Γf the curve R(t) = (r(t), f(r(t))) where r(·) ∈ ℘(D). As the
function f(·, ·) is Lipschitz, the derivative R′(·) exists almost everywhere on [0, Tr ],
which I will denote by τ(·) = R′(·).
Definition 3.1 The turn of the curve R(·) on the manifold Γf is called the value
sup{ti}⊂Nr
∑
i
‖ τ(ti)‖τ(ti)‖ −
τ(ti−1)
‖τ(ti−1)‖‖ = Or
Thus the turn Or of the curve R(·) is the supremum of the sum of all angles between
the tangents τ(t) for t ∈ [0, Tr]. It is obvious that the value Or is equal to the integral
∫ Tr
0
| k(s) | ds
for any flat curve r(·) represented in the natural parametric way where k(s) is the
curvature of the curve r(·) at the point s ∈ [0, Tr] i.e. in this case this definition
coincides with the usual definition of the turn of the curve [11] .
Theorem 3.1 . For any Lipschitz function z → f(z) : D → R to be RDC function
on the compact set D ∈ R2 it is necessary and sufficient that a constant c2(D, f) > 0
exists for all r(·) ∈ ℘(D) such that the turn of the curve R(·) on the Γf was bounded
by the constant c2(D, f) > 0 depending only on D (and the function f) i.e.
Or ≤ c2(D, f) ∀r ∈ ℘(D). (6)
Proof.Necessity. Let f(·, ·) be a RDC function. I will prove that the inequality (6)
is true in this case. Let us use the inequality following from the triangle inequality
‖τ(ti)/‖τ(ti)‖−τ(ti−1)/‖τ(ti−1‖‖ ≤ ‖r′(ti)/
√
1 + f ′2t (r(ti))−r′(ti−1)/
√
1 + f ′2t (r(ti−1))‖+
| f ′t(r(ti))/
√
1 + f ′2t (r(ti))− f ′t(r(ti−1))/
√
1 + f ′2t (r(ti−1)) | .
Since 1 ≤
√
1 + f ′2t (r(ti)) ≤
√
1 + L2 for all ti ∈ [0, Tr] , it is obvious that the
number c3 > 1 exists, for that the inequality
‖r′(ti)/
√
1 + f ′2t (r(ti))− r′(ti−1)/
√
1 + f ′2t (r(ti−1))‖ ≤ c3‖r′(ti)− r′(ti−1)‖ (7)
is true. The inequality
| f ′t(r(ti))/
√
1 + f ′2t (r(ti))−f ′t(r(ti−1))/
√
1 + f ′2t (r(ti−1)) |≤| f ′t(r(ti))−f ′t(r(ti−1)) |
(8)
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follows from properties of the function θ(x) = x/
√
1 + x2. We have from (7) and (8)
sup
{ti}∈Nr
∑
i
‖τ(ti)/‖τ(ti)‖ − τ(ti−1)/‖τ(ti−1)‖‖ ≤ c3(∨(‖r′‖; 0, Tr) + ∨(Φ′; 0, Tr)).
(9)
Since the function f(·, ·) is RDC, the inequality
∨(Φ′; 0, Tr) ≤ c1(D)
is true according to Theorem 1. The inequality (6) follows from the inequality shown
above and from (9). The necessity is proved.
Sufficiency. Let the inequality (6) be true. I will prove that f(·, ·) is the RDC
function. I will use the inequality
‖τ(ti)/‖τ(ti)‖−τ(ti−1)/‖τ(ti−1)‖‖ ≥| f ′t(r(ti))/
√
1 + f ′t(r(ti))−f ′t(r(ti−1))/
√
1 + f ′2t (r(ti−1)).
(10)
From the qualities of the function θ(x) = x/
√
1 + x2 and from the inequality
‖f ′(z)‖ ≤ L for z ∈ D it follows the existence of a constant c4(L) > 0, for that
| f ′t(r(ti))/
√
1 + f ′2t (r(ti))−f ′t(r(ti−1))/
√
1 + f ′2t (r(ti−1)) ≥ c4 | f ′t(r(ti))−f ′t(r(ti−1)) | .
From here and (10) we have
c2 ≥ sup
{ti}⊂Nr
∑
i
‖τ(ti)/‖τ(ti)‖ − τ(ti−1)/‖τ(ti−1)‖‖ ≥ c4 ∨ (Φ′; 0, Tr).
It follows from Theorem 1.1 that f(·) is a RDC function. Sufficiency is proved. 
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