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a b s t r a c t
We will analyze several centrality measures by giving a general framework that includes
the Bonacich centrality, PageRank centrality or in-degree vector, among others. We will get
some local scale estimators for such global measures by giving some geometrical charac-
terizations and some deviation results that help to quantify the error of approximating a
spectral centrality by a local estimator.
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1. Introduction and notation
The study of structural properties of networks and their interplaywith the processes taking place on the network is one of
themain problems in recent years in the field of complex network analysis [1–3], since it is interesting andmultidisciplinary
from a theoretical point of view [1–3], and it has many applications to the real world, ranging from biological systems to
technological problems, going through social and neuroscience systems [1–4]. Among all the structural properties analyzed
in the literature, one of themost relevant is centrality. Originally, the centrality (or powermeasure) was studied particularly
in social sciences from the perspective of the social interaction [4], but nowadays it is also considered for other different
complex networks, such as web search engines [5] and many others [2]. The centrality measures quantify each node’s
influence and importance among the rest of the nodes in the processes that take place in the network. Despite the fact
that there are several centrality measures in the literature, there are four alternative centrality parameters considered
traditionally: the (incoming) degree vector, the closeness, the betweenness and the eigenvector-like centralities [2–4]. In
this paper, we will deal with eigenvector-like centralities, and our main goal is to give fast-computation estimates of such
centrality measures controlling the error of such approximation.
The eigenvector-like centralities were introduced in sociology to measure the influence of each actor in a social group,
taking into account the immediate effects, the mediative effects and the global effects of social interaction [4,6], but it is
also useful in other application such as the web search engines like Google [5]. One of the main practical inconveniences
of the eigenvector-like centralities is that their calculation involves algorithms of high computational complexity (in time
and space, and therefore ones uses a large amount of computer resource to get the result), since it needs to compute the
eigenvectors and eigenvalues of somen×nmatrices [2–4]. Therefore, the problemof finding low-complexity estimates of the
eigenvector-like centralities has been proposed in the literature in order to avoid themain computational limitation of such
centrality measures [7], and, for example, it has been numerically tested that the eigenvector centrality introduced in [6,8]
is strongly correlated with the normalized (incoming) degree vector [7]. In this paper, we will give some analytical results
that give low-complexity estimates of different eigenvector-like centralities, including the eigenvector centrality introduced
in [6,8], the PageRank centrality roughly used by Google [5] and the hub–authority scores introduced in [9], among others,
and we quantify the approximation error of such estimates. In order to get this goal, we introduce a general framework for
the eigenvector-like centralities that covers all the known eigenvector-like centralities considered in the literature and it
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allows us to introduce other new centrality measures (Section 2). In addition to this, this new general framework allows
to geometrically locate these centrality measures and give general estimates and error bounds for such approximations
that produce new estimates for the eigenvector-like centralities used in the literature (Section 3). In addition to this, these
error bounds give an analytical support to the empirical fact that the eigenvector centrality introduced in [6,8] is strongly
correlated with the normalized (incoming) degree vector in Erdös–Rényi random networks [7].
Finally, let us give some notation. Throughout this paper, G = (X, E) will denote a (directed or not) network, where
X = {1, . . . , n} and |E| = m. All the results presented are valid either for weighted or for unweighted networks, so we
do not distinguish between these types of network. If G = (X, E) is a network, A = (aij) will be its adjacency matrix, and
grin(G) and grout(G)will denote the incoming and outgoing degree vectors of G. In addition to this, ⟨·, ·⟩ is the standard scalar
product and {e1, . . . , en} is the canonical basis of Rn. If B = (bij) is an n×mmatrix, we say that B is non-negative (denoted
by B ≥ 0) if bij ≥ 0 for all 1 ≤ i ≤ n and all 1 ≤ j ≤ m (similarly for B > 0, when we say that B is a positive matrix). The set
of all n× n real matrices will be denoted byMn×n(R).
2. A general framework for centrality measures
Asmentioned above, there are many different centrality measures in the literature, but some of them share the common
point of view of analyzing the spectral properties of some matrices associated to the network. In this section, we present a
general framework for network centrality analysis that includesmany of the centrality measures used in the literature, such
as Bonacich centrality [6], the α-centrality [8], the PageRank centrality [5] and the in-degree vector, among other measures.
This general framework is given in the following definition.
Definition 2.1. Let G = (X, E) be a directed network such that X = {1, . . . , n} and let φ : X × X −→ [0,+∞). A spectral
centrality vector of G associated to the weight function φ is a vector 0 ≠ Cφ ∈ Rn such that
(i) ⟨Cφ, ej⟩ ≥ 0 for all 1 ≤ j ≤ n and ‖Cφ‖1 =∑nj=1 |⟨Cφ, ej⟩| = 1,
(ii) there existsΛ ≠ 0 such that, for every 1 ≤ i ≤ n,
⟨Cφ, ei⟩ = 1
Λ
n−
j=1
φ(i, j)⟨Cφ, ej⟩,
where {e1, . . . , en} is the canonical basis in Rn.
This general framework includes many of the most useful centrality measures considered in the literature, as the
following examples show.
Example 2.2. We start with themost relevant centralitymeasures considered in sociology (see, for example [4]) andmainly
introduced by Bonacich: the eigenvector centrality [6] and the α-centrality measures [8].
If we take a directed network G = (X, E) such that X = {1, . . . , n} and we consider φ0 : X × X −→ [0,+∞) given by
φ0(i, j) = aji (i.e. Mφ0 is the transpose of the adjacency matrix of G), then the eigenvector centrality proposed by Bonacich
(see [6,8]) is the spectral centrality of G associated to the weight function φ0 that verifies
⟨c, ei⟩ = 1
ρ(A)
n−
j=1
aji⟨c, ej⟩,
where ρ(A) = max{|λ|; λ is an eigenvalue of A} is the spectral radius of A. In addition to this, if we fix α, ε > 0 and we
consider φ1 : X × X −→ [0,+∞) given by
φ1(i, j) = αaji + ε,
then every centrality measure Cφ1 associated to the weight function φ1 is actually the α-centrality introduced in [8].
Note that as a particular case of this example we also recover the centrality measure y ∈ Rn introduced in [10], since, if
|a| < 1
ρ(A) ,
y =
 ∞−
i=1
ai(At)i

(1, . . . , 1)t;
hence
aAty =
 ∞−
i=2
ai(At)i

(1, . . . , 1)t = y− aAt(1, . . . , 1)t ,
so y = aAty+ aAt(1, . . . , 1)t , i.e. Katz’s centrality is a particular case of Bonacich’s α-centrality just by choosing α = a and
ε = aAt(1, . . . , 1) = a grin(G), where grin(G) is the in(coming)-degree vector of the network G, which also makes Katz’s
centrality a spectral centrality vector of G associated to a non-negative weight function.
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Example 2.3. If G = (X, E) is a directed network with X = {1, . . . , n}, q ∈ [0, 1] is a damping factor and we consider
φ2 : X × X −→ [0,+∞) given by
φ2(i, j) = qn + (1− q)
aji
grout(j)
,
where grout(j) is the out(going)-degree of node j, then every centrality vector Cφ2 associated to the weight function φ2 is the
PageRank introduced in [5] that is roughly used by Google, among other search engines, to rank Web pages.
Example 2.4. If G = (X, E) is a directed network with X = {1, . . . , n} and we consider φ3, φ4 : X × X −→ [0,+∞) given
by
φ3(i, j) =
n−
k=1
aikakj, φ4(i, j) =
n−
k=1
akiajk,
then every centrality vector Cφ3 and Cφ4 associated to the weight functions φ3 and φ4 respectively is the hub score and
authority score introduced in [9].
Example 2.5. In addition to the previous well-known centrality measures (that are eigenvector-like measures), other
centrality measures also fit the general framework introduced above. An example of this phenomenon is the in-degree
vector, which is the most naive centrality measure and at first sight is not a eigenvector-like measure. If G = (X, E) is a
directed network as before and we consider now φ5 : X × X −→ [0,+∞) given by
φ5(i, j) = ajigrin(j) ,
then every centrality vector Cφ5 associated to the weight function φ5 is proportional to the in-degree vector of G since, for
every 1 ≤ i ≤ n,
n−
j=1
φ5(i, j)grin(j) =
n−
j=1
aji
grin(j)
grin(j) = grin(i).
On the other hand, this framework allows us to generate many more general centrality measures not considered and
which use much more information about the network, as, for example, the following.
Example 2.6. If G = (X, E) is as before and we consider φ6 : X × X −→ [0,+∞) given by
φ6(i, j) =

1
dji
, if i ≠ j,
0, if i = j,
where dji is the geodesic distance between the nodes j and i in the network G, then any centrality measure Cφ6 associated
to the weight function φ6 takes into account for their calculation not only the neighbors of the node but also all the nodes,
considering the centrality reversely proportional to the distance between nodes, since it verifies that, for every 1 ≤ i ≤ n,
⟨Cφ6 , ei⟩ =
1
Λ
−
j≠i
⟨Cφ6 , ej⟩
dji
.
Example 2.7. If G = (X, E) is as before and we take φ7 : X × X −→ [0,+∞) given by
φ7(i, j) =
∞−
i=0
(Ak)ji
k! = (exp(A))ji ,
where (Ak)ji is the (j, i)-th element of the matrix Ak, then every centrality measure Cφ7 associated to the weight function φ7
will consider the number of paths of any length between two nodes (properly resized in order to guarantee the convergence
of the series). This centrality measure gives a flavor similar to the subgraph centrality introduced in [11].
Once we have illustrated that this general model extends many of the well-known centrality measures used in the
literature, we come back to the consistency of the general definition. Our first result shows that there always exists a
spectral centrality vector associated to any non-negative weight function and it gives a method for calculating them, since
the spectral centrality vectors are strongly connected to the spectral properties of some matrices related to φ. Note that if
Cφ ∈ Rn is a spectral centrality vector associated to the weight function φ : X × X −→ [0,+∞), then Cφ is a normalized
eigenvector of the matrixMφ ∈ Mn×n whose (i, j) element is given for every 1 ≤ i, j ≤ n by
(Mφ)ij = φ(i, j).
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Proposition 2.8 (Existence). If G = (X, E) is a directed network as before and φ : X × X −→ [0,+∞) such that φ(i0, j0) ≠ 0
for some 1 ≤ i0, j0 ≤ n, then there exists C ∈ Rn such that C is a spectral centrality vector of G associated to the weight
function φ.
Proof. Since φ is non-negative, the matrix Mφ has non-negative entries, which means that, by using the classic
Perron–Frobenius theorem for non-negative matrices (see, for example [12]), there is a vector 0 ≠ v ∈ Rn such that
Mφ v = ρ(Mφ)v,
(i.e. the spectral radius ρ(Mφ) = max{|λ|; λis an eigenvalue ofMφ} is an eigenvalue of Mφ and v is an eigenvector of Mφ
associated to ρ(Mφ)) and such that ⟨v, ej⟩ ≥ 0 for every 1 ≤ j ≤ n. Since φ(i0, j0) ≠ 0 for some 1 ≤ i0, j0 ≤ n, ρ(Mφ) ≠ 0,
and therefore, if we take Λ = ρ(Mφ) and C = v/‖v‖1, then it is straightforward to check that C is a spectral centrality
vector of G associated to the weight function φ. 
The last result ensures that, if we take a directed networkG = (X, E), then for every non-negative functionφ : X×X −→
[0,+∞) there exist centrality measure vectors which are any non-negative eigenvector associated to the spectral radius of
Mφ (in fact if φ(·, ·) is positive, then we can ensure that the centrality measure vector is also positive, as a consequence of
the classic Perron theorem for positive matrices [12]). The following result ensures that, in fact, these eigenvectors are the
only possible centrality vectors in some cases.
Theorem 2.9 (Uniqueness). Let G = (X, E) be a directed network such that X = {1, . . . n} and φ : X × X −→ [0,+∞). If
C ∈ Rn is such that ⟨C, ej⟩ ≥ 0 for all 1 ≤ j ≤ n and ‖C‖1 = 1, then:
(i) If ⟨C, ej⟩ > 0 for all 1 ≤ j ≤ n, then C is a centrality vector of G associated to the weight function φ if and only if C is an
eigenvector of Mφ associated to ρ(Mφ).
(ii) If there exists k ∈ N such that the matrix Bk = In + Mφ + M2φ + · · · + Mkφ is positive (i.e. all of its entrance are positive),
then C is a centrality measure of G associated to the weight function φ if and only if C is an eigenvector of Mφ associated to
ρ(Mφ), where In is the identity matrix.
Proof. In both the cases, if C is an eigenvector ofMφ associated toρ(Mφ), Proposition 2.8 shows that C is a centralitymeasure
of G associated to the weight function φ. Let us prove the reverse statements.
(i) Let us assume that C is not an eigenvalue associated to ρ(Mφ). Since all the entries of Mφ are non-negative, the
Perron–Frobenius theorem (see, for example [12]) ensures that there exists an eigenvector 0 ≠ v associated to ρ(Mφ)
with non-negative coordinates. The well-known Power method shows that, since ⟨C, ej⟩ > 0 for all 1 ≤ j ≤ n,
1
⟨(1, . . . , 1),MkφC⟩
MkφC −→ αv,
as k −→∞, for some absolute constant α > 0, but, since C is a centrality vector of G associated to the weight function φ,
1
⟨(1, . . . , 1),MkφC⟩
MkφC =
1
⟨(1, . . . , 1), C⟩C,
which means that C = βv, for some constant β > 0, which contradicts the fact that C is not an eigenvalue associated to
ρ(Mφ).
(ii) It is quite easy to check, by using the Jordan decomposition of Bk, that we get that ρ(Bk) = 1+ρ(Mφ)+· · ·+ρ(Mφ)k and
we realize that matricesMφ and Bk share their eigenvectors. Since all the elements of Bk are positive and C is an eigenvector
of Bk with non-negative components, Perron’s theorem for positive matrices (see, for example [12]) states that indeed C is
an eigenvector of Bk associated to ρ(Bk), and therefore it is an eigenvector ofMφ associated to ρ(Mφ). 
A particular case that is very useful in order to apply the previous result to the real-life examples presented before is the
following, which is obtained from Theorem 2.9, by taking k = 1 in (ii).
Corollay 2.10. Let G = (X, E) be a directed network and φ : X × X −→ [0,+∞) as before. If φ(i, j) > 0 for all 1 ≤ i ≠ j ≤ n
and C ∈ Rn is such that ⟨C, ej⟩ ≥ 0 for all 1 ≤ j ≤ n and ‖C‖1 = 1, then C is a centrality measure of G associated to the weight
function φ if and only if C is an eigenvector of Mφ associated to ρ(Mφ).
Remark 2.11. By using Theorem 2.9 and the last corollary, we can prove that the α-centrality and PageRank centrality
measures are the eigenvectors associated to the spectral radius of Mφ1 and Mφ2 , respectively, while if the network G =
(X, E) is connected, then the eigenvector centrality, the hub–authority scores and the new centrality measures given in
Examples 2.6 and 2.7 are the eigenvectors associated to the spectral radius ofMφ0 ,Mφ3 ,Mφ4 ,Mφ6 andMφ7 respectively.
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3. Some estimates for eigenvector centralities and error bounds
As we discussed in the introduction, one of the many practical inconveniences of the eigenvector-like centralities is the
computational cost of their calculation. The computation of a non-negative and normalized eigenvector of an n× nmatrix
has a high complexity and goes through an iterative method (such as the classic Power method or the accelerated power
method; see for example [13]). In this section, we will see some results that help to reduce the computational complexity of
this process by giving some easy and fast-calculation estimates of the general spectral centrality vectors introduced in the
previous section.
Our first result helps to geometrically locate the spectral centrality vector of a network by showing that this vector always
belongs to a certain subspace of Rn.
Proposition 3.1. Let G = (X, E) be a directed network such that X = {1, . . . , n} and φ : X ×X −→ [0,+∞). If 0 ≠ Cφ ∈ Rn
is a spectral centrality vector of G associated to the weight function φ and with eigenvalueΛ, then
⟨Cφ, wk⟩ = 0
for all k ∈ N (i.e. Cφ is orthogonal to everywk), where
(i) w1 = (1, . . . , 1)− 1Λv1, if k = 1,
(ii) wk = 1Λk vk − 1Λv1, if k ≥ 2,
and, for every k ∈ N,
vk =

n−
i=1

Mkφ

i1
,
n−
i=1

Mkφ

i2
, . . . ,
n−
i=1

Mkφ

in

∈ Rn.
Proof. If k = 1, since Cφ is the eigenvector centrality of G, summing up over all i ∈ X , we get that
n−
i=1
⟨Cφ, ei⟩ =
n−
i=1
1
Λ
n−
j=1
(Mφ)ij⟨Cφ, ej⟩ = 1
Λ
n−
j=1
⟨Cφ, ej⟩

n−
i=1
(Mφ)ij

,
simply by changing the order of summation. Therefore
0 =
n−
j=1
⟨Cφ, ej⟩

1− 1
Λ
n−
i=1
(Mφ)ij

= ⟨Cφ, w1⟩,
and therefore Cφ andw1 are orthogonal.
If k ≥ 2, then it is easy to check that, sinceMkφCφ = ΛMk−1φ Cφ , for every i ∈ X ,
1
Λ
n−
j=1
(Mφ)ij⟨Cφ, ej⟩ = ⟨Cφ, ei⟩ = 1
Λk
n−
j=1
(Mkφ)ij⟨Cφ, ej⟩;
hence, by summing up over all i ∈ X and changing again the order of summation, we get that
0 =
n−
j=1
⟨Cφ, ej⟩

1
Λk
n−
i=1
(Mkφ)ij −
1
Λ
n−
i=1
(Mφ)ij

= ⟨Cφ, wk⟩,
and therefore we conclude that Cφ andwk are orthogonal. 
Remark 3.2. The last result and remark ensure that the spectral centrality vector is orthogonal to wk for all k ∈ N, but in
general these properties do not completely characterize the spectral centrality vector, since, if we consider, for example,
X = (G, E) to be a chain of n nodes and φ = φ0, then we can see that the set of equations ⟨Cφ, wk⟩ = 0 for all k ∈ N does not
have a unique normalized non-negative solution, and therefore we cannot completely characterize the spectral centrality
vector.
In addition to this geometrical location result, we can give a fast-computation estimate of the spectral centrality vector
of a network that is related with the rows of the matrix Mφ and that gives some analytical explanation of the conjectured
correlation between the eigenvector centrality and the in-degree vector. Our first result in this line is a technical lemma
that gives the error bound of some local estimate of the spectral centrality vector in terms of the matrix norm ofMφ and the
dispersion of the coordinates of Cφ .
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Lemma 3.3. Let G = (X, E) be a directed network such that X = {1, . . . , n} and φ : X × X −→ [0,+∞). If 0 ≠ Cφ ∈ Rn is a
spectral centrality vector of G associated to the weight function φ and with eigenvalueΛ, then, for every k ∈ N,Cφ − 1nΛk uk

1
≤ n
Λk

n−
i,j=1
(Mkφ)ij

max
1≤i,j≤n
|⟨Cφ, ei − ej⟩|, (3.1)
where
uk =

n−
j=1

Mkφ

1j
,
n−
j=1

Mkφ

2j
, . . . ,
n−
j=1

Mkφ

nj

∈ Rn.
Proof. If k ≥ 2, then it is easy to check that, sinceMkφCφ = ΛMk−1φ Cφ , for every i ∈ X ,
⟨Cφ, ei⟩ = 1
Λk
n−
j=1
(Mkφ)ij⟨Cφ, ej⟩;
therefore, sinceMkφ is a non-negative matrix,
1
λk
min
1≤j≤n⟨Cφ, ej⟩ ≤ ⟨Cφ, ei⟩ ≤
1
λk
max
1≤j≤n
⟨Cφ, ej⟩.
In addition to this, the facts that ‖Cφ‖1 = 1 and ⟨Cφ, ej⟩ ≥ 0 for all 1 ≤ j ≤ n ensure that
min
1≤j≤n⟨Cφ, ej⟩ ≤
1
n
max
1≤j≤n
⟨Cφ, ej⟩,
and hence, for every 1 ≤ i ≤ n,⟨Cφ, ei⟩ − 1nΛk
n−
j=1

Mkφ

ij
 ≤ 1Λk

n−
i,j=1
(Mkφ)ij

max
1≤i,j≤n
|⟨Cφ, ei − ej⟩|,
and we conclude the result by summing over all 1 ≤ i ≤ n. 
By using this lemma, we can give our main result, which gives some error bounds for a fast-computation estimator of
the spectral centrality vector that has several practical and analytical applications.
Theorem 3.4. Let G = (X, E) be a directed network such that X = {1, . . . , n} and φ : X × X −→ [0,+∞). If 0 ≠ Cφ ∈ Rn is
a spectral centrality vector of G associated to the weight function φ and with eigenvalueΛ, then, for every k ∈ N,Cφ − uk‖uk‖1

1
≤ n
Λ2k

n−
i,j=1
(Mkφ)ij

max
1≤i,j,ℓ≤n
(Mkφ)iℓ − (Mkφ)jℓ , (3.2)
where
uk =

n−
j=1

Mkφ

1j
,
n−
j=1

Mkφ

2j
, . . . ,
n−
j=1

Mkφ

nj

∈ Rn.
Proof. Since ‖Cφ‖1 = 1 and the vectors 1Λk uk and uk‖uk‖1 are proportional, an easy exercise of geometry in Rn shows that
0 ≤
Cφ − uk‖uk‖1

1
≤
Cφ − 1Λk uk

1
;
therefore, by using Lemma 3.3, we get thatCφ − uk‖uk‖1

1
≤ n
Λk

n−
i,j=1
(Mkφ)ij

max
1≤i,j≤n
|⟨Cφ, ei − ej⟩|. (3.3)
Note that, if 1 ≤ i, j ≤ n, then
⟨Cφ, ei − ej⟩ = 1
Λk
n−
ℓ=1

(Mkφ)iℓ − (Mkφ)jℓ
 ⟨Cφ, eℓ⟩,
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and therefore, since ‖Cφ‖1 = 1, the classic Hölder inequality for the ℓ1 and ℓ∞ norms in Rn shows that⟨Cφ, ei − ej⟩ ≤ 1
Λk
max
1≤ℓ≤n
|(Mkφ)iℓ − (Mkφ)jℓ|,
and hence we conclude the result. 
This last result has two kinds of application: practical and theoretical. On the one hand, if we look for a practical
application, it gives fast-computation estimates of the spectral centrality vectors and it gives a error bound in terms of
low-computational complexity properties of Mφ . These fast-computation estimators (the normalized uk) recover some
estimators conjectured in the literature for some cases, such as the eigenvector centrality introduced by Bonacich, since
in this case u1 is actually the in-degree vector of the network. In addition to this, the proposed estimators introduced some
new estimators for different kinds of centrality. Hence, for example, in the case of PageRank centralities (taking φ = φ2, the
weight function introduced in Example 2.3), then
u1 = q(1, . . . , 1)+ (1− q)

n−
j=1
aj1
grout(j)
,
n−
j=1
aj2
grout(j)
, . . . ,
n−
j=1
an1
grout(j)

.
On the other hand, Theorem 3.4 has some theoretical applications, since it gives an analytical answer to the conjectured
correlation between the eigenvector centrality introduced by Bonacich and the in-degree vector (see, for example [7]). It
has been empirically tested that the in-degree vector grin(G) is a good estimator of the eigenvector centrality c of a network
G = (X, E), specially when G is an Erdös–Rényi random network. This conjecture is analytically tested with Theorem 3.4,
since, if we take φ = φ0 and k = 1, then Theorem 3.4 ensures that the (normalized) in-degree vector verifiesc − 1|E|grin(G)

1
≤ n|E|
ρ2(A)
,
and therefore, ifG is an Erdös–Rényi randomnetwork, n|E|
ρ2(A)
is small, whichmeans that the error bound of the approximation
of c by the (normalized) in-degree vector is small.
4. Conclusions and summary
In this work we have introduced a general framework for analyzing the centrality of a complex network, which
includes the classic centrality measures, such as the in-degree, Bonacich centrality measure, α-centrality, PageRank, and
hub–authority scores, among others. After studying the structural consistency of this new framework (which also allows us
to introduce new centrality measures), some local estimates of these centrality functions are presented that have low (time
and space) computational complexity. One of the main disadvantages of the classic spectral-type centralities is the fact that
their computation uses a large amount of computer resource (in time and memory), since the spectrum of big non-sparse
matrix must be computed. As an alternative method, some numerical heuristics have been considered in the literature (see
for example [7]) in order to present easily computable estimates of these centralitymeasures.We have proved the analytical
result that support these heuristics by giving a precise bound of the deviation of these local approximations from the actual
spectral-like centralities. The results obtained not only support the local estimates known for Bonacich centrality but also
present some new local good approximations of other spectral-like centrality measures, such as the PageRank centrality,
and hub–authority scores, among other measures.
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