The q-mode problem is a combinatorial optimization problem that arises in the context of partitioning a given collection of data vectors with categorical attributes. A neighborhood search algorithm is proposed for solving the q-mode problem. This algorithm is based on a very large scale neighborhood that is implicitly searched using network flow techniques. The algorithm is evaluated through a computational experiment using randomly generated instances. The results show that in general this algorithm obtains verygood-quality local optima, and that in instances with strong natural clusters the algorithm consistently finds optimal or near-optimal solutions.
Introduction
The q-mode problem is a combinatorial optimization problem that requires partitioning a given collection of objects that are described by categorical attributes into mutually exclusive and collectively exhaustive clusters. Our objective in this paper is to develop an effective algorithm for the q-mode problem that is usable for solving relatively large instances of the problem within a reasonable CPU time. To this end we propose a local search algorithm that employs network flow techniques to implicitly search a very large scale neighborhood defined for the q-mode problem. The effectiveness of this algorithm is empirically evaluated by comparing the objective value obtained using the proposed algorithm with that of an exact algorithm and a heuristic procedure for a collection of randomly generated problem instances.
In Section 2 we formally define the q-mode problem, introduce the notation, and discuss the related literature. In Section 3 we present the design of a local improvement algorithm for the q-mode problem along with details of the very large scale neighborhood on which it is based. In Section 4 we describe a computational experiment that we have performed to empirically evaluate the effectiveness of this algorithm and discuss our observations. Finally, we conclude the paper in Section 5. * Corresponding author
Problem definition and background

Notation and problem statement
In the context of the q-mode problem our objective is to partition a given collection of objects into q mutually exclusive and collectively exhaustive groups so as to minimize the total distance from the objects to the "mode" of the cluster to which each object is assigned. We refer to each object in this context as a record, and each record is represented by a vector of size n. Each element (position) of this vector corresponds to an attribute of the object, and we assume that all attributes are categorical in nature, i.e., each attribute can take one of m different values (or categories) for that attribute. Without loss of generality we assume that all attributes have the same number m of possible values or categories, but this assumption can be easily removed with minor adjustments. We refer to the space of all such vectors of size n as CV nm . For a given collection (group) of records Φ in CV nm , and for each value of i = 1 to m and j = 1 to n, let F(i, j) = number of records in the collection Φ that have value i in position j, and let F max (j) = max i F(i, j) and i * (j) = arg max i F(i, j) . Clearly i * (j) represents the category that is most frequently observed in position j among all members of the collection Φ. If more than one category tie at achieving this maximum value at position j we break the tie arbitrarily and select any one of these indices as i * (j). We now define the mode of Φ as a vector of size n where its jth element is i * (j), for all j = 1 to n. We denote this vector by mod(Φ) and its jth element by mod j (Φ) = i * (j) for all j. Note that given a collection of vectors Φ ⊆ CV nm its mode vector can be determined efficiently and the corresponding computational requirement is O(np) (Morgan et al., 2004) , where p is the cardinality of the set Φ.
Given two vectors U 1 and U 2 of the same size we define a dissimilarity measure (i.e., distance) between these vectors, D(U 1 , U 2 ), as the number of positions at which the two vectors are not identical; i.e., letting d j (U 1 , U 2 ) = 1 for all j such that u 1 j = u 2 j , and d j (U 1 , U 2 ) = 0 otherwise, it follows that D(U 1 , U 2 ) = n j=1 d j (U 1 , U 2 ). In these expressions the notation u j is used to represent the jth element of the vector U.
For a given collection of p vectors in CV nm (i.e., vectors of categorical data as defined above), say Φ = U 1 , · · · , U p , it can be shown that the total distance between these vectors and their mode is smaller than or equal to the total distance between these vectors and any other vector of the same size in CV nm (Morgan et al., 2004) . In other words:
] is a characteristic value of the collection Φ; we denote this value by MD(Φ) and refer to it as the total distance of the collection Φ from its mode. In context, this value is comparable to the total distance of a collection of vectors in n from their geometric center. We can interpret the distance between a vector U k ∈ Φ and its mode, i.e., D[U k , mod(Φ)], as the total number of positions where a replacement of the value (change of category) is required to make this vector identical to the mode vector. This interpretation is particularly useful in the context of switching cabinet manufacturing as described below or in a similar manufacturing scenario.
We are now prepared to give a formal definition of the q-mode problem.
The q-mode problem: Given a collection of p vectors in CV nm and a positive integer q, partition these vectors into q mutually exclusive and collectively exhaustive groups (clusters) Φ 1 through Φ q so as to minimize q =1 MD(Φ ). In this context, and for ease of discussion, throughout this paper we refer to q =1 MD(Φ ) as the total number of replacements associated with partition Φ 1 through Φ q of Φ. Note that the 1-mode problem is simply the problem of finding the mode of the given collection of vectors, and hence it can be solved efficiently as discussed earlier. For q ≥ 2 the q-mode problem is conjectured to be NP-hard, although no proof is available in the open literature as of this writing (Morgan et al., 2004) .
Background
The problem of forming clusters among a given collection of objects with attribute data is addressed in a number of different articles in the open literature. Its applications include the problem of pattern discovery in computational biology (Rigoutsos et al., 2000) , design of cluster-based document retrieval systems (Jain et al., 1999) , creating clusters among a given collection of transactional data in market analysis (Guha et al., 2000) , and the model configuration problem in the context of switching cabinet manufacturing (Morgan et al., 2004) , among others. Of course each application could have certain distinguishing characteristics that are unique to that application. Such characteristics typically lead to an appropriate definition for the notion of similarity (or dissimilarity) between two objects and a corresponding evaluation criterion which could also be unique to that application. For instance, in the context of clustering transactional data, Guha et al. (2000) propose the concept of links in the algorithm ROCK, whereas the algorithm CACTUS (Ganti et al., 1999) creates summaries from the values and each record is assigned to a cluster based on these summaries.
The notion of measuring the dissimilarity (i.e., distance) between two vectors as the number of positions in which the two vectors are not identical (i.e., D(U 1 , U 2 ) defined above) is previously employed and discussed in the open literature (Gordon, 1999) . Below we briefly describe its application in two contexts.
In Morgan et al. (2004) this problem arises in the context of a manufacturing process. The product is a "switching cabinet" that needs to be configured according to a certain set of specifications for each customer. There are a number of circuit-pack slots within each cabinet, and the customer may order one of several available circuit-pack types (options) for each slot. In order to streamline the manufacturing process, instead of starting the manufacture of each switching cabinet from scratch according to its unique configuration requirements as specified by the customer, the manufacturer may choose to produce one or more (q) preconfigured model cabinets in large numbers. These models can then be used as the starting points in the manufacturing process. To fill a specific customer order we can start the manufacturing process by taking an appropriate preconfigured model that is closest to the customer order (i.e., requires the least number of replacements) and reconfigure this model to meet the customer requirements by replacing the circuit packs as necessary. Clearly minimizing the total number of replacements directly leads to lower manufacturing costs, and it can be easily shown that for any given value of q, in order to minimize the total number of replacements to fill a collection of customer orders, the q models should be exactly the mode vectors for the corresponding clusters, and a cluster pattern that minimizes MD(Φ) would minimize the total number of replacements necessary to fill that group of customer orders, and hence the corresponding manufacturing cost. Obviously a similar scenario could also arise in other manufacturing contexts.
The second application that uses this measure is in data mining as described in Huang (1998) . Here the measure MD(Φ) is used to create meaningful classifications in the context of the well-known soybean disease data set (Michalski and Stepp, 1983; Fisher, 1987) and in a data set from the health insurance database. In both cases it is shown that the resulting classifications obtained by minimizing MD(Φ) are indeed meaningful. Application of this measure in other contexts in data mining and pattern recognition that we stated earlier is also possible and it could result in determining useful and/or interesting clusters in context.
All known exact methods for solving the q-mode problem have exponential growth in the computational requirements with growth in the size of the problem. These methods can be effectively used only for relatively small to moderatesized instances of the problem, and their execution time becomes excessive as the size of the problem increases (see Kulkarni (2005) ). In many situations among the application areas described above the size of the problem can easily exceed the practical limits for exact methods. For instance, in the switching cabinet manufacturing environment, such a situation is routinely faced since the number of records (p) can be quite large. In such cases we can either reduce the size of the problem by selecting a representative group of records (i.e., reduce p), or by trying to solve the original problem via a computationally effective but inexact method. In either case, the solution obtained for the original problem could be suboptimal. In this article we focus on the latter approach. Huang (1998) proposes a constructive/iterative heuristic procedure which is similar to the k-means algorithm for datasets with numerical values (MacQueen, 1967) . This procedure, referred to as the K-modes algorithm, is relatively fast and hence it is scalable to relatively large data sets. Our preliminary computational experiments show that this method is also quite effective in finding the clusters if the dataset contains relatively strong natural clusters. But this method is not as effective if the natural clusters in the dataset are relatively weak. Morgan et al. (2004) propose several heuristic approaches to solve the 2-mode problem. These procedures include constructive techniques as well as search methods, but the search methods are based on relatively small-sized neighborhood structures which are defined primarily for the case of q = 2. These neighborhood structures are not easily scalable to the case where q > 2, and our preliminary computational experiments showed that straightforward extensions of these structures for the case with q > 2 lead to ineffective search procedures.
In this article we propose a search procedure for solving the q-mode problem that is particularly effective for values of q > 2. This procedure is based on the concepts of a Very Large Scale Neighborhood (VLSN) and cyclic exchange which are discussed in Ahuja et al. (2000) and Ahuja, Orlin and Sharma (2001) , and shown to be effective in the context of some partitioning problems. A comprehensive survey of algorithms based on these concepts can be found in Ahuja et al. (2002) . We exploit the special structure of the q-mode problem to design an efficient method for generating the improvement graph in this context as discussed in the following section.
A local improvement algorithm based
on a VLSN approach
Solution representation
The q-mode problem requires an assignment of records to clusters such that the sum of the total number of replacements corresponding to each cluster is minimized. Any assignment where every record is assigned to a unique cluster is a feasible solution to the problem. Therefore, a feasible solution can be represented as an array C having p elements (i.e., the number of elements of the vector C equals the total number of records in the problem instance). The kth element of the array, C [k] , represents the kth record and identifies the cluster l to which this record is assigned, i.e.,
For a problem instance containing p = 6 records that are to be partitioned into q = 3 clusters, Fig. 1 shows a feasible solution that we refer to as S 1 . In S 1 , records k 1 and k 2 are assigned to cluster l 1 , records k 3 and k 4 to cluster l 2 , and records k 5 and k 6 to cluster l 3 , and the corresponding vector C is (1, 1, 2, 2, 3, 3). In order to determine the total number of replacements corresponding to a given solution S we need to determine the mode vector for each cluster. Morgan et al. (2004) describe an efficient algorithm, having computational requirement O(np), to obtain the mode of a collection of records, where n is the number of positions in a record and p is the number of records. Thus, once the vector C is known a calculation having computational requirement O(qnp) is needed to obtain the corresponding modes and the objective value for solution S.
Neighborhood definition
The move mechanism that we adopt for the q-mode problem involves the exchange of records between different clusters. Let us consider that we are given a collection of p records, Φ, and a feasible solution S, i.e., an assignment of each of the p records to one of the q clusters. Removal of record k i from its current cluster and its reassignment to the cluster containing k j is a feasible move represented as (k i → k j ). We now describe moves that require reassignments of more than one record.
Given a solution S, let record k i belong to cluster l i and let record k j belong to cluster l j . We can obtain a new feasible solution S from S by exchanging the cluster assignments of records k i and k j . This move would be referred to as a 2-exchange move and is represented as (k i → k j →). All solutions obtained by all possible 2-exchange moves would constitute a 2-exchange neighborhood. This is a very popular neighborhood structure that has been used in the context of several partitioning problems. The two dotted arrows in Fig. 1 indicate a 2-exchange move that we represent as
The 2-exchange idea can be extended by including more than two clusters in the exchange, to obtain what is known as a cyclic exchange. The cyclic exchange involves a transfer of records represented as (
i.e., record k 1 is assigned to the cluster that contained record k 2 , record k 2 is assigned to the cluster that contained record k 3 and so on till the last record k r is assigned to the cluster that contained the first record k 1 . Each record in a cyclic exchange belongs to a different cluster. Hence, no more than one record per cluster is involved in a single cyclic exchange. Thus, the total number of records (and clusters) in a cyclic exchange is no more than q and no less than two, i.e., 2 ≤ r ≤ q. In Fig. 1 , the three filled arrows together represent a cyclic exchange of three records which will be represented as (
A path exchange is basically a cyclic exchange where no record is reassigned to the first cluster in the cycle and no record leaves the last cluster in the cycle. We use the notation (k 1 → k 2 → k 3 → · · · → k r ) to represent this path exchange. In every path exchange move the size of the first cluster in the path will reduce by one and the size of the last cluster in the path will increase by one. Here, the size of each cluster is given by the total number of records assigned to that cluster. Thus, a path exchange causes a change in the size of the clusters, whereas a cyclic exchange maintains the cluster sizes as they were in the initial solution. The dashed arrows in Fig. 1 represent a path exchange that is represented as (k 2 → k 4 → k 6 ). Here, cluster l 1 will reduce its size by one whereas cluster l 3 will increase its size by one.
A cyclic exchange or a path exchange performed on solution S 1 gives us another feasible solution S 2 and the cost of this exchange is defined as (number of replacements for solution S 2 −number of replacements for solution S 1 ). Thus, a neighbor S 2 obtained from S 1 through a negative cost exchange is a better neighbor, and the neighbor corresponding to the exchange having the least-cost is the best neighbor of solution S 1 .
The cyclic exchange neighborhood is extremely large and the size of the neighborhood is exponential in the number of clusters required in the problem instance. For a problem instance with p records and q clusters, if we consider a solution S in which all clusters have the same number of records p/q, then the total number of cyclic exchange moves associated with the solution is
Hence, the total number of cyclic exchange neighbors will be (2 q ) i.e., the size of the cyclic exchange neighborhood grows exponentially with growth in q. Here, q i , stands for q choose i, i! stands for factorial of i, (g(x)) means asymptotically lower bounded by function g(x), and we assume p is divisible by q. In general, the cyclic exchange neighborhood is much larger than the 2-exchange neighborhood and also subsumes it, and hence, it is reasonable to expect that the solutions obtained from the cyclic exchange neighborhood will be much better than those obtained from the 2-exchange neighborhood. However, since the neighborhood size increases exponentially with the size of the problem we need an efficient method to find a cost-decreasing neighbor. A search algorithm that explicitly enumerates and evaluates all neighbors in such a large neighborhood will be computationally ineffective. In practice, we overcome this difficulty by implicitly enumerating this neighborhood via a network-optimization-based method that efficiently identifies a good cyclic exchange neighbor for any given solution. This concept is explained in detail in the next subsection.
Identification of a cyclic exchange neighbor
The first step in identifying a good cyclic exchange neighbor for a given solution S is to create an associated graph G(S). Following Ahuja et al. (2000) we refer to G(S) as an improvement graph associated with solution S. The improvement graph G(S) is a directed graph with p nodes, one node for each record k in the problem instance. Each directed edge of the graph G(S) corresponds to a reassignment of a record to a cluster different from the cluster that it is assigned to in the current solution S. We define the cost of the directed edge (k i , k j ) to be the increase in the number of replacements in cluster l (the cluster that presently contains record k j ) caused by the removal of record k j from cluster l and the addition of record k i to cluster l, regardless of its impact on other clusters. Clearly, the cost of an edge in the improvement graph can be negative. Moreover, a cycle in G(S) that has no more than one record from each cluster represents a cyclic exchange and the cost of this exchange is the sum of the cost of each edge in the cycle. Thus, the cycle of lowest cost in the improvement graph G(S) that has no more than one node from every cluster corresponds to the best cyclic neighbor of solution S.
Enhancements can be made to the improvement graph G(S), by adding extra nodes and arcs so that every path exchange also corresponds to a cycle in this augmented improvement graph. We shall refer to the set of nodes in the augmented improvement graph as V and the set of edges as E. Given a solution S, an augmented improvement graph is constructed as follows. Consistent with the above discussion, each record k corresponds to a node in the augmented improvement graph. We refer to these nodes as regular nodes. Apart from the regular nodes every augmented improvement graph, G(S), contains q pseudonodes, one pseudo-node corresponding to each of the q clusters, and exactly one origin node. Each regular node k is connected by an arc to every other regular node k which does not belong to its own cluster. The cost associated with all such arcs has been explained earlier. Furthermore, each regular node k is connected to all pseudo-nodes except for the pseudo-node that corresponds to the cluster containing node k. The arc from regular node k to the pseudo-node corresponding to cluster l represents the addition of record k to cluster l with no removal of records from cluster l. Thus, the cost of any such arc is the increase in total replacements in cluster l caused by addition of record k to this cluster. Each pseudo-node is connected to the origin node through an arc of zero cost. Finally, there is an arc from the origin node to every regular node. An arc from the origin node to regular node k represents the removal of record k from its cluster without any addition of records. Hence, the cost of such an arc is the increase in total replacements in the corresponding cluster caused by removal of record k from this cluster (typically a negative value). Any cycle that contains the origin node will also include one of the pseudo-nodes and it represents a path exchange, whereas all cyclic exchanges correspond to cycles in the augmented improvement graph which contain neither the origin nor any pseudo-nodes.
Efficient calculation of the improvement graph
Given a solution S, where Φ l is the set of records assigned to cluster l for l = 1 to q, every possible pair of records (k 1 , k 2 ), where both records do not belong to the same cluster (i.e., k 1 / ∈ Φ l and k 2 ∈ Φ l for some l = 1, . . . , q), corresponds to an arc in the improvement graph, G(S). Thus, calculation of G(S) requires calculation of the cost of O(p 2 ) arcs. We can reduce the computational requirements by a two-fold strategy of increasing the memory requirements (i.e., maintaining an appropriate database) and using the fact that the arc costs are interrelated.
Similar to our earlier definitions, let the number of records in cluster l having value i at position j be denoted by F l (i, j) and let max i F l (i, j) be denoted by F max l (j). Let inc jl (k 1 , k 2 ) be the increase in the replacements corresponding to position j in cluster l caused by the simultaneous addition of a record k 1 to and removal of record k 2 from this cluster. Thus, the cost of arc (k 1 , k 2 ) is given by j inc jl (k 1 , k 2 ). Also, let inc + jl (k 1 ) and inc − jl (k 2 ) be the increase in the number of replacements corresponding to position j caused by the addition of a record k 1 to cluster l (k 1 / ∈ Φ l ) and the increase in the number of replacements corresponding to position j caused by the removal of a record k 2 from cluster l (k 2 ∈ Φ l ), respectively.
The idea of creating a database in order to significantly reduce the computations required in the calculation of a mode of a cluster of records has been used by Morgan et al. (2004) in the context of the 2-model problem. The database that we create consists of three items. The first item in the database is an m × n × q matrix, F, which stores the frequency of every value i at position j in all records belonging to cluster l, i.e., F[i, j, l] = F l (i, j). The second item in the database is a q × n matrix M, which stores the frequency of the most frequently occurring value at position j among all records belonging to cluster l, i.e., M[l, j] = F max l (j). The third item in the database is a q × n Boolean matrix U. The matrix U indicates whether there is a unique value i * that occurs most frequently at position j in all records belonging to cluster l, i.e., U[l, j] = 1 if arg max i F l (i, j) = i * is unique and zero otherwise.
In order to calculate the cost of adding record k 1 and removing record k 2 from cluster l, let us assume that at a particular position j, record k 1 has value i 1 and record k 2 has value i 2 . It can be verified easily that inc + jl (k 1 ) equals zero when the value i 1 is the most frequently occurring value at position j among all records belonging to cluster l, i.e., F l (i 1 , j) = F max l (j), and inc + jl (k 1 ) equals one otherwise. Furthermore, inc − jl (k 2 ) equals zero only when the frequency of value i 2 is strictly greater than the frequency of any other value at position j among all records belonging to cluster l, i.e., when F l (i 2 , j) = F max l (j), and arg max i F l (i, j) is unique. In all other cases inc − jl (k 2 ) equals −1. These two facts, along with the database that we described earlier, can be used to efficiently calculate the cost of the arc (k 1 , k 2 ) in the following manner.
First we calculate the cost of adding record k 1 to cluster l, i.e., j inc + jl (k 1 ). Next we update the database to reflect the addition of record k 1 to cluster l. Then we calculate 
the cost of removing k 2 from cluster l, i.e., j inc − jl (k 2 ). To calculate G(S) we need to do this for every pair of regular nodes where both nodes do not belong to the same cluster. An equivalent procedure can be used to calculate the cost of arcs from every regular node to (q − 1) pseudo-nodes and the cost of arcs from the origin node to every regular node. We refer to this implementation of the improvement graph calculation as IGC 1 .
Further reduction in computation comes out of the fact that in a vast majority of positions, the increase in replacements corresponding to position j caused by the simultaneous addition of record k 1 to cluster l and removal of record k 2 from cluster l is equal to the sum of two values, the first one being the increase in replacements corresponding to position j caused by the lone addition of record k 1 to cluster l and the second one is the increase in replacements corresponding to position j caused by the lone removal of record k 2 from cluster l. In other words, for most positions j:
To clarify this statement we enumerate all possible cases corresponding to a particular position j in Table 1 and identify the cases where Equation (1) is not satisfied. For convenience of discussion, in Table 1 we shall represent F max l (j) simply as max. Furthermore, when there is a unique value i for which this maximum value, i.e., max, is attained, we refer to it as umax.
In Table 1 we consider a scenario where record k 1 is to be added to cluster l and record k 2 is to be removed from it. Furthermore, record k 1 has value i 1 and record k 2 has value i 2 in position j. Based on the values F l (i 1 , j) and F l (i 2 , j), there can be four possible cases which we refer to as the major cases. The first column of Table 1 identifies the four major cases. The second column identifies the minor cases within each major case. The third column represents the impact of the addition of record k 1 to cluster l, the fourth column represents the impact of the removal of record k 2 from cluster l, and the fifth column represents the impact of both operations performed simultaneously.
The third, fourth and fifth columns are further divided into three subcolumns. The first subcolumn labeled as |l| gives the increase in the number of records in cluster l. The second subcolumn labeled as max gives the increase in the value of max i F l (i, j) corresponding to position j for cluster l and the third subcolumn labeled as inc gives the increase in the number of replacements once the corresponding operation is completed. Thus, the first subcolumn that we encounter in the table that has title inc displays the value of inc + jl (k 1 ), the second column with the same title inc displays the value of inc − jl (k 2 ) and the third one displays the value of inc jl (k 1 , k 2 ).
From Table 1 , we can see that there are exactly two cases when Equation (1) is not satisfied. The corresponding rows are highlighted for easy recognition. The first case is where F l (i 2 , j) = umax and F l (i 1 , j) = (umax − 1), i.e., the number of records in cluster l that have value i 2 at position j is strictly greater than records with any other value at this position and the number of records in cluster l that have value i 1 at position j is exactly one less than this number. In this case:
The second case is where i 1 = i 2 = i and F l (i, j) = max, i.e, the record k 1 coming in and the record k 2 leaving cluster l have the same value i 1 = i 2 = i at position j and for cluster l there is another value i = i that has the same frequency as i. In this case:
Using this relationship, we can now calculate the improvement graph as follows. The cost of removing a record k 2 from cluster l, i.e, j inc − jl (k 2 ) is calculated only once. Moreover, when this cost is calculated we create two lists, the first list (list 1) contains all positions where F l (i 2 , j) = umax and the second one (list 2) contains all positions where F l (i 2 , j) = max. Now the cost of arc (k 1 , k 2 ) can be calculated by adding j inc − jl (k 2 ) and j inc + jl (k 1 ) and then adding one to this sum for each position in list 1 where F l (i 1 , j) = (umax − 1) and subtracting one for every position in list 2 where i 1 = i 2 . We shall refer to this implementation of the improvement graph calculation as implementation IGC 2 .
As compared to IGC 1 , IGC 2 avoids the update of the database between the calculation of j inc − jl (k 2 ) and j inc + jl (k 1 ). Furthermore, it calculates the cost of the removal of a record k 2 from its cluster l exactly once for each pair of records (k 1 , k 2 ) where k 2 ∈ Φ l . Thus, in implementation IGC 2 , we have reduced the number of times the record removal costs are calculated and also reduced the number of positions for which addition or subtraction operations are performed in the calculation of every arc cost. We empirically demonstrate that IGC 2 is faster than IGC 1 through a computational experiment. The results of this experiment are presented in Table 3 which is included along with some discussion later in Section 4.
Identification of valid cycles in the improvement graph
From the definition of the augmented improvement graph G(S) corresponding to a solution S, presented in subsection 3.3, we know that finding the best cyclic exchange or path exchange neighbor of a solution S is equivalent to finding a cycle in G(S) of minimum-cost such that no two nodes in this cycle are present in the same cluster. Let us refer to such a cycle in G(S) as a cluster disjoint cycle. Furthermore, we refer to a cluster disjoint cycle that has a negative cost as a valid cycle. Thus, every cyclic exchange or path exchange performed on the solution S corresponds to a cluster disjoint cycle in G(S), and every cyclic exchange or path exchange that leads to an improving neighbor corresponds to a valid cycle in G(S). If the neighborhood search requires a strictly improving neighbor in each iteration then we need an algorithm to search for valid cycles in G(S). On the other hand, if the best neighbor of S is required (regardless of whether or not it has a lower cost, such as in a tabu search algorithm), then we need an algorithm that searches for the minimum-cost cluster disjoint cycle in
G(S).
The problem of finding a valid cycle in a graph has been proved to be an NP-complete problem (Thompson and Orlin, 1989) . Hence, any exact algorithm developed for finding valid cycles or cluster disjoint cycles in G(S) is expected to have computational requirements that grow exponentially with the size of the problem. Presently, exact algorithms developed for finding both the minimum-cost cluster disjoint cycle and valid cycles are based on algorithms for the all pair shortest path problem in graphs. These algorithms are described in detail in Ahuja et al. (1993) and Desrosiers et al. (1995) . Ahuja, Boland and Dumitrescu (2001) describe a "label setting" algorithm for the minimum-cost subset disjoint cycle problem. We propose to implement this algorithm for solving the minimumcost cluster disjoint cycle problem in the context of the q-mode problem. We refer to our implementation as pro-
goto 4 11 else STOP, S k is locally optimal Fig. 2 . Pseudo-code for algorithm LI.
cedure AS and we present a brief summary of this procedure below. The reader is referred to Ahuja, Boland and Dumitrescu (2001) and Kulkarni (2005) for a more detailed description. Procedure AS uses the fact that if an arc exists from node i to node j then a cluster disjoint path from j to i corresponds to a cluster disjoint cycle in G(S). The procedure begins by selecting one regular node from the augmented improvement graph as the source node. In the first step the algorithm finds cluster disjoint paths of size 2 (i.e., containing exactly two nodes) from the source node s to every other node i in G(S). In the next step these paths can be extended to obtain cluster disjoint paths of size 3 from s to every other node i in G(S). We continue to obtain cluster disjoint paths of larger sizes until cluster disjoint paths of size at most q are obtained from s to all other nodes in the improvement graph. This can be used to obtain the leastcost cluster disjoint cycle in G(S) that contains source s. This set of q steps is performed p times, each time with a different regular node in G(S) as the source node, to obtain the minimum-cost cluster disjoint cycle in G(S).
Local improvement algorithm
We have designed a local improvement algorithm for the q-mode problem based on the VLSN structure that we have just discussed. We refer to this algorithm as LI. The major steps in LI are given in Fig. 2 . In line 1, we generate an initial solution S 1 by randomly assigning every record to a unique cluster. We then calculate the cost c(S 1 ) of solution S 1 by calculating the modes of each of the q clusters corresponding to solution S 1 . This ends the initialization section of the algorithm. Now, in every iteration, we construct the augmented improvement graph corresponding to the current solution S k as shown in line 4. Next, we use algorithm AS to identify the minimum-cost cluster disjoint cycle, ζ k , in G(S k ). If the cycle has non-negative cost, i.e., c(ζ k ) ≥ 0, we stop the algorithm with S k as the best solution. On the other hand, if the cycle has a strictly negative cost, i.e., c(ζ k ) < 0, then we can use ζ k to obtain solution S k+1 from S k . Here, we also update the values in the database that we build to efficiently calculate the cost of the arcs in the improvement graph G(S k ). Furthermore, the cost of solution S k+1 can be calculated with just a single operation as shown in line 8. We then go back to line 4.
Search strategy
The local improvement algorithm LI that we discussed above uses the procedure AS to identify the least-cost neighbor S of the current solution S in every iteration. The algorithm proceeds as long as the least-cost neighbor S is improving, i.e., cost of S is strictly less than cost of current solution S. We refer to this strategy of searching the neighborhood as the best improvement strategy.
In a preliminary computational experiment we noted that the procedure AS accounts for a very high percentage of the computations performed by algorithm LI. In order to reduce the overall computational requirements of the algorithm we modify our search strategy. To this end we implemented two modifications of procedure AS. The first modification involves a change in the stopping criterion used to terminate procedure AS. Instead of identifying the least-cost cluster disjoint cycle in the improvement graph G(S), we terminate procedure AS as soon as it identifies a negative cost cluster disjoint cycle in G(S). We refer to this modified procedure as AS 1 . It must be noted that if G(S) has exactly one or no negative cost cluster disjoint cycle then the cycle identified by both procedures, AS and AS 1 , at termination, will be identical. When procedure AS 1 is used, in every iteration of the local improvement algorithm we move to the first neighbor that we find that has a lower cost than the current solution. Thus, use of AS 1 in the local improvement algorithm implies a first improvement search strategy. We refer to this algorithm as LI 1 . The second modification of procedure AS involves limiting the number of nodes in the improvement graph G(S) that we use as source nodes. We use the parameter α to represent the percentage of nodes in G(S) used as source nodes, and refer to the corresponding procedure as AS α . In AS α only αp/100 nodes are used as source nodes as compared to procedure AS where each of the p regular nodes is used as the source node. Based on preliminary computational experiments, we used α = 10 so as to get a significant reduction in the solution time for the local improvement algorithm. Unfortunately, this also leads to a significant reduction in the solution quality. To counter this effect, we modified the steps of the local improvement algorithm. Whenever AS α is unable to find a negative cost cluster disjoint cycle in G(S) we revert back to procedure AS. We refer to this version of the local improvement algorithm as LI α . Algorithm LI α differs from algorithm LI at two steps. Firstly at line 5, we use procedure AS α in algorithm LI α instead of procedure AS. Secondly, if c(ζ k ) > 0 then we do not stop. Instead, we revert to procedure AS to find the minimum-cost cluster disjoint cycle, ζ k . Now if c(ζ k ) > 0 then we stop, otherwise we identify a new neighbor S k+1 using S k and ζ k , make S k+1 the current solution, and resume algorithm LI α using procedure AS α .
Computational experiment
We carried out a computational experiment to empirically evaluate the effectiveness of the algorithms, LI, LI α and LI 1 , that we discussed earlier. The computational experiment is carried out by running these algorithms on a collection of randomly generated instances of the problem. We used an exact algorithm to optimally solve these randomly generated instances and we refer to the objective value obtained using the exact algorithm as V * . In some instances, the exact algorithm is unable to find the optimal solution in a reasonable amount of time. For these instances V * refers to the best objective value found while using the exact algorithm. Details regarding the exact algorithm are discussed in Kulkarni (2005) . Furthermore, we refer to the objective value obtained by algorithms LI, LI α and LI 1 as V LI , V LI α and V LI 1 respectively. Each of the three algorithms start with the same initial solution, referred to as V ini , for any given instance. We also perform a second computational experiment to compare the VLSN-based algorithms with the K-modes algorithm described in Huang (1998) .
Datasets
The algorithms we have discussed in the earlier section are evaluated using randomly generated problem instances. Every record in each instance is generated by randomly assigning values to each position. Moreover, the assignment of values to positions is done in such a manner that the created records form subsets, where records belonging to the same subset are similar to each other as compared to records belonging to different subsets, i.e., the records form natural clusters. To this end we apply the concept of profile that is used in Morgan et al. (2004) in the context of the 2-mode problem. Below, we provide a brief discussion of the ideas related to the creation of these instances. For further details and clarifications the reader is referred to Kulkarni et al. (2005) .
Let an instance of the q-mode problem be represented as an n × p matrix V, where V jk represents the attribute value (a-value) present at position j in record k. Each column of this matrix, i.e., vector V k , represents a separate record k. A solution to the q-mode problem is an assignment of every record k (k = 1 to p) to a distinct subset l (l = 1 to q).
In order to create a collection of records with q subsets (i.e., q natural clusters) we define a collection of nq probability mass functions. We represent a probability mass function as f jl = (π 1jl , . . . , π mjl ), where π ijl is the probability that a value i is assigned to position j of record k that belongs to subset l, i.e., P{V jk = i} = π ijl for all i ∈ (1, . . . , m) and i π ijl = 1. A profile Π l is defined as a vector consisting of n probability mass functions, (pmfs) i.e., Π l = (f 1l , . . . , f nl ). To create an instance with q subsets we begin by identifying q different profiles. A record k corresponding to profile Π l can be created by using the jth pmf, f jl , to identify an avalue i ∈ (1, . . . , m) that will be assigned to the jth position of the record for each j = 1 to n. Thus, each profile is used to create a subset of records and these q subsets together constitute a problem instance.
The degree of dissimilarity of the q profiles, and hence, the degree of dissimilarity of the records created using different profiles is influenced by the pmf type used to create the q profiles. The pmfs that we use in creating randomly generated instances can be classified into five pmf types. We refer to these five pmf types as Uniform, Linear, partLinear, oneStep, oneHuge and Geometric. These pmf types are illustrated in Fig. 3 .
The randomly generated instances are named based on the type of pmf used and the parameters m, n, p and q. The first letter in the name identifies the pmf type. We use "p" for partLinear, "s" for oneStep, "g" for Geometric, "h" for oneHuge, and "l" for Linear. The remaining parts of the name come from appending the parameters m, n, p, q, and the number "1", in that order, to the letter, each separated by the character "-". As an example, an instance having m = 6, n = 10, p = 20, q = 3, that uses the pmf type Geometric will be named g-6-10-20-3-1.
These instances can be grouped in such a manner that all instances that use profiles having the same pmf type are together. Thus, all instances having names beginning with the same letter belong to the same group. We shall refer to these groups of instances as G l , G h , G s , G p , and G g , respectively. The exact pmf values that we have used are such that the instances in groups G s and G p have very strong natural clusters, group G g has instances with slightly weaker clusters, group G h has instances with still weaker clusters, and finally group G l has instances with the weakest clusters.
Observations
In our first computational experiment we ran all three algorithms LI, LI 1 , and LI α on the 55 randomly generated instances that we created. The results of this computational experiment are presented in Table 2 . Each row in the table corresponds to one instance of the problem, and the rows are arranged such that all instances belonging to the same group (by pmf type) are next to each other. Furthermore, within each group the instances are arranged in the increasing order of the size of the instance. The first column in the table displays the name of the instance, while the second and third columns contain the corresponding values of V * and V ini , respectively. All instances where the corresponding value V * is not guaranteed to be optimal are marked with the symbol
• . For each algorithm B, where B refers to either LI, or LI 1 or LI α , we define the performance measure δ *
where V B is the objective value obtained via algorithm B, and V * is the a priori best known objective value, as discussed earlier. The next three columns, respectively, contain the values of δ LI , δ LI 1 , and δ LI α , and the following three columns contain the corresponding executions times t LI , t LI 1 , and t LI α . Finally, the last column contains the best objective value (V fb ) that we know (obtained by any method or known a priori) for each instance at the end of the computational experiment. Of course in all instances where the optimal value is known the best known objective value is equal to the optimal objective value, i.e., V fb = V * . In some instances where the optimal is not known, however, one or more of the proposed algorithms finds a solution which is better than V * for that instance. In this case we have V fb < V * , and such occurrences are displayed using bold characters. We make the following observations. 1. For each algorithm B, the value of the performance measure δ B seems to depend on the relative strength of the natural clusters in the corresponding instance. All three algorithms seem to be effective in finding the optimal solution (or the best a priori known solution) for the instances that contain relatively strong natural clusters (primarily the instances in groups G p , G s , G g and G h ). For the instances with weaker natural clusters (group G l ), however, in the instances where the optimal solution is known (the first three instances) all three algorithms stop short of finding this optimal solution. In these instances the values obtained are within 1 or 2% of V * . In most of the remaining instances in this group (seven out of eight instances) at least one of the three algorithms finds a solution with objective value smaller than V * (as depicted by the negative value of the corresponding performance measure δ B ). 2. In terms of the execution time LI 1 clearly outperforms the other two algorithms. In every one of the 55 instances LI 1 is faster than LI α and on average the time required by LI 1 is 22.14% of the time required by LI α . For instances In a second experiment we compare the two implementations IGC 1 and IGC 2 that we used to calculate the arc costs in the improvement graph. In this experiment we ran the algorithm LI α on 45 instances of the problem and the cost of all arcs in the improvement graph at every iteration was calculated using both implementations. For each instance we kept track of the total time required by each implementation to calculate the improvement graph arc costs in all iterations. The results are presented in Table 3 . Each row of this table corresponds to a distinct problem size. There are nine distinct problem sizes and we solved five instances in each size (one instance for each of the five groups G p , G s , G g , G h , and G l ). The first column in the table represents the problem size and displays the parameters m, n, p and q. The second column gives the number of instances in that size (five in every case). The third column, labeled Time, has two subcolumns which give the average time required by each implementation for all instances in the corresponding size (in seconds). Note that this is the time required to construct the improvement graph in all iterations and it does not include the time required to determine a valid cycle in the improvement graph.
The average time required by IGC 2 is significantly less than the time required by IGC 1 in all sizes shown in Table 3 . Furthermore, as the size of the instance increases the difference in the time required by IGC 1 and IGC 2 increases. This supports our earlier discussions that the additional measures we introduced in IGC 2 indeed result in significant reduction in computational effort required to determine the arc costs in the improvement graph.
Using both Tables 2 and 3 we also observe that the time taken by IGC 2 to calculate the arc costs is relatively insignificant as compared to the total solution time. Procedure AS that finds the cluster disjoint cycle in the improvement graph requires the bulk of the overall computational effort of the algorithm. Hence, further improvements in the overall ef- ficiency of the algorithm depends on determining a more efficient algorithm for finding a minimum-cost cluster disjoint cycle in the improvement graph.
In the third part of this experiment we compare the quality of solutions obtained via LI α with those obtained via the K-modes algorithm of Huang (1998) . In this experiment we ran the K-modes algorithm multiple times, each time starting with a different group of (randomly generated) initial mode vectors, and report the best result obtained. The number of runs were adjusted for each instance so that the runtime of the K-modes algorithm was equal to (or slightly greater than) the runtime of LI α . On average the K-modes algorithm was run 50 times for the smaller instances and 200 000 times for the larger instances, whereas LI α was run only once for every instance.
Our main observation in this experiment was that for all instances with strong (or relatively strong) natural clusters the two algorithms obtained similar results, but for the instances with relatively weak natural clusters our proposed algorithm obtained better results. More specifically, the objective values of the solutions found by the K-modes algorithm and the LI α algorithm were equal for all 44 instances belonging to groups G p , G s , G g and G h . But for the 11 instances in group G l , the LI α algorithm obtained lower values.
In order to further investigate this observation we created 33 additional instances belonging to group G l and solved these instances with both algorithms, with multiple runs of the K-modes algorithm as stated earlier. We report our findings for all 44 instances of group G l in Table 4 . We use the performance measure δ km LI α = (100 × (V km − V LI α )/V km (i.e., the difference between V km and V LI α as a percentage of V km ) to compare the objective values. Here V km is the best objective value obtained using multiple runs of the Kmodes algorithm. The first column of Table 4 represents the problem size and displays the parameters m, n, p and q. Each row in Table 4 corresponds to a problem size. There are four distinct instances corresponding to each size and the δ km LI α value for each instance is reported in the four subcolumns of the second column. The third column gives the average δ km LI α value for the four instances in each size. In order to observe the amount of time that it took for the K-modes algorithm to find its best value V km for each instance, we define τ as the run number at which the K-modes algorithm finds its best value V km for the first time (as a percentage of the total number of runs in the allotted time for that instance). The average value of τ (i.e.,τ ) over the four instances in each size is shown in the fourth column of Table 4 . Finally, in the fifth column of the table we show the percentage of the multiple runs for each instance in which the K-modes algorithm finds its best value V km , again as an average over the four instances in each size. In 37 out of the 44 instances in this experiment the value of V LI α is smaller than V km ; in four instances V LI α is larger than V km , and in the remaining three instances the two values are the same. On average the objective function values obtained by the LI α algorithm are better than those obtained via the K-modes algorithm in every problem size that we consider in our experiment. Hence, among this collection of instances LI α clearly outperforms the K-modes algorithm in terms of the quality of solutions obtained even when the two algorithms are executed for the same amount of time (one run of LI α versus multiple runs of the K-modes algorithm).
In order to further explain the behavior of the K-modes algorithm in comparison with that of LI α we traced the value of the objective function obtained in successive runs of the K-modes algorithm. In this study our aim is to answer the following questions on an empirical basis: (i) how quickly (at which run) did the K-modes algorithm find its best answer? (ii) how often did this algorithm find its best value? and (iii) how does the distribution of values obtained by this algorithm look? To answer these questions we construct two graphs associated with each instance of the problem. The first graph is a histogram of the objective function values obtained by the K-modes algorithm over its multiple runs on that instance, and the second one is a trend graph that depicts the individual objective function values obtained in successive runs (with the In some larger instances the run number at which the K-modes algorithm finds its best value is relatively large (e.g., the 3000th run) hence outside of the scale that we have used in Fig. 5(a and b) . In general the histograms tend to become more smooth and bell shaped as the number of clusters (i.e., q) increased from two to eight among the collection of instances that we considered. Based on the values ofτ andῡ as reported in the last two columns of Table 4 and the graphs of Fig.  4(a and b) and Fig. 5(a and b) (and many similar graphs that we obtained for other instances) we make the following observation. The K-modes algorithm appears to find its best value relatively quickly in instances with a smaller number of clusters but it takes much longer for it to do so in instances with a larger number of clusters, as depicted in theτ values of Table 4 as well as in the trend graphs of Fig. 5(a and b) . This is consistent with the observation that the frequency of occurrence of the best value obtained by this algorithm tends to decrease with an increase in the number of clusters, as depicted in the value ofῡ in Table  4 as well as in histograms of Fig. 4(a and b) . The size of the instance (i.e., number of records p) appears to have a similar impact although not as succinctly as the number of clusters q does. (For one of the smaller instances with two clusters the K-modes algorithm found a solution with objective value V km at every run but for one of the larger instances with eight clusters it found V km only once in 16 000 runs.)
Conclusions
Our computational experiments with the local improvement algorithm that we propose demonstrate that it can obtain very-good-quality local optima. For the instances with strong natural clusters this algorithm consistently finds optimal or near-optimal solutions, and for the instances with weak natural clusters, on average, it finds solutions that are comparable or better than those obtained using a branch-and-bound algorithm, in significantly less time. Since this algorithm takes less computer time it can be used to solve considerably larger instances, although we cannot comment on the solution quality for these large instances at this moment. Furthermore, the proposed algorithm is more effective than the K-modes algorithm, especially for instances that have weak natural clusters.
