In this paper, a fractional order universal high gain adaptive stabilizer is proposed which guarantees the L p stability of fractional order multiple-input and multiple-output (MIMO) systems with finite control effort. The boundedness of the control gain for the fractional order universal adaptive strategy is discussed for fractional order MIMO systems, and an upper bound of the control gain is presented for fractional order single-input and single-output (SISO) systems. Some advantages of the discussed fractional order universal adaptive stabilizer are demonstrated in numerical simulations, such as the overshoots of system outputs can be efficiently reduced by decreasing the fractional order of the universal adaptive stabilizer without significantly increasing the system gains.
Introduction
The definition of fractional calculus was proposed more than 300 years ago. However, the applications of fractional calculus to control systems was started in 1960s [Manabe, 1960 [Manabe, , 1961 . In the past 50 years, fractional calculus has been applied to various domains, such as material, physics, mechanics, biology, system and control, etc. [Ikeda, 1977; Bagley & Torvik, 1983 , 1986 Sabatier et al., 2007] . Particularly, the application of fractional calculus in dynamic systems is a meaningful and up-to-date work in modern science [Sabatier et al., 2007] . Moreover, heredity is the typical property of fractional order operators, which describes many intermediate processes in physics and mechanics [Xu & Tan, 2006] . Meanwhile, the fact that computation becomes faster and memory becomes cheaper makes the application of fractional calculus, in reality, possible and affordable [Chen, 2006; Axtell & Bise, 1990; Podlubny, 1994; Oustaloup, 1988] .
Adaptive control has received a lot of attention due to its potential application in systems with high complexity and uncertainty. The primary objective in adaptive control is to design a controller which can achieve the prespecified control objectives for a given class of systems. As a special case of adaptive control, universal adaptive stabilization is proposed and studied for systems with state-space representations. By using the universal adaptive stabilization, it can be guaranteed that the systems are asymptotically stable [Ilchmann, 1993; Sastry & Bodson, 1989] . For the theory of adaptive control, we cite [Kosmatopoulos, 2008; Zhang & Ge, 2008; Lei & Lin, 2006; Ye, 2003; Landau, 1999; Miyasato, 1997; Townley, 1995; Nahapetian & Ren, 1995; Ryan, 1994; Corless & Ryan, 1993; Ilchmann & Logemann, 1992; Ryan, 1991] . The applications of adaptive control were discussed in [Kenne et al., 2009; Yang et al., 2009; Zhang & Luo, 2009; Wu et al., 2007; Feng, 2002; Zuo et al., 2005; Chen, 2001; Allgower et al., 1997; Rodellar et al., 1995; Bar-Kana & Kaufman, 1993; Khorasani, 1992] . Surveys of adaptive control can be found in [Ilchmann, 1993; Anderson & Dehghani, 2008] .
The combination of fractional calculus and adaptive control was proposed by [Suarez et al., 2008; Ladaci et al., 2008; Vinagre et al., 2002] . Some other recent developments are shown in [Ladaci et al., 2009; Mukhopadhyay et al., 2008; Tar & Bencsik, 2005] . Motivated by the application of fractional calculus in control community and improving the performance of adaptive control, a fractional order universal adaptive stabilizer is derived, which enriches the knowledge of both control theory and fractional calculus. In this paper, a new fractional order universal high gain adaptive stabilizer is discussed, which guarantees L p stability of fractional order MIMO systems with finite control effort and gain. Moreover, the stability analysis of the proposed fractional order systems and feedback law provide us a new and powerful tool for both fractional order system analysis and control.
The previous version of this paper [Li & Chen, 2010] was presented at the 4th IFAC Workshop on Fractional Differentiation and Its Applications held in the University of Extremadura, Badajoz, Spain, October 18-20, 2010 . Compared with the previous version, some new discussions and detailed proofs are presented to improve further applications of the fractional order universal adaptive stabilization method. The following part of this paper is organized as follows: in Sec. 2, basic mathematical preliminaries are introduced. In Secs. 3 and 4, the fractional order system and stabilizations are discussed. The potential advantages of the discussed technique are shown in Sec. 5. The boundedness of control gain k(t) is discussed in Sec. 6. In Sec. 7, the simulation results are provided to validate the concepts. The conclusions and future works are presented in Sec. 8. Three appendices and references are presented at the end of this paper.
Preliminaries

Fractional calculus
Fractional calculus plays an important role in modern science [Sabatier et al., 2007; Xu & Tan, 2006; Chen & Moore, 2002; Podlubny, 1999a Podlubny, , 1999b . In this paper, we use Caputo fractional order operator as our main mathematical tool which is shown below [Podlubny, 1999a] . The unified formula of the fractional integral (the Riemann-Liouville fractional integral) with α ∈ (0, 1) is defined as
where f (t) is an arbitrary integrable function,
is the fractional integral of order α on [a, t] , and Γ(·) denotes the Gamma function. For an arbitrary real number p, the Riemann-Liouville and Caputo fractional derivatives are defined respectively as
where [p] stands for the integer part of p, D and C D denote the Riemann-Liouville and Caputo fractional derivatives, respectively.
The geometric and physical interpretation of fractional order integration and differentiation was suggested in [Podlubny, 2002] and in [Podlubny & Heymans, 2006] . It is shown that, when the Caputo derivatives are used, the interpretation of initial values is the same as in the classical integer order case.
Mittag-Leffler type functions
Similar to the exponential function frequently used in the solutions of ordinary differential equations and Lyapunov stability of nonlinear systems, a function frequently used in theory of both linear and nonlinear fractional order systems is the Mittag-Leffler function defined as E α (z) = Laplace transform of the Mittag-Leffler function in two parameters is
, where t and s are respectively the variables in the time domain and Laplace domain, Re{s} denotes the real part of s, λ ∈ R and L{·} stands for the Laplace transform [Podlubny, 1999a] .
Nussbaum function
Definition 2.1. Let x ∈ R. A piecewise right continuous and locally Lipschitz function
and ln k cos(ln k) are Nussbaum functions with respect to k. Moreover, the Mittag-Leffler function E α (−λk α ) is a Nussbaum function with respect to k when α ∈ (2, 3] and λ > 0 . For more discussions about Nussbaum function, please refer to [Ilchmann, 1993] .
L p , p and P norms
Let 1 ≤ p < ∞ and S be a measure space. Consider the set of all measurable functions from S to C (or R) whose absolute value raised to the pth power has a finite Lebesgue integral, or equivalently, that
. For a positive definite matrix P n×n and an n-dimensional vector x, the P norm of x is defined as x P := x, P x , where ·, · denotes the inner product.
The Considered Fractional Order Damping System
The fractional order damping system discussed in this paper is
where a < 0, α ∈ (0, 1), (A, B, C) ∈ R n×n × R n×m × R m×n is minimum phase and CB is invertible.
Remark 3.1. When α = 1, system (3) becomes an integer order state-space system. Moreover, for α ∈ (0, 1) and eig{A} < 0, system (3) represents a typical fractional order RC circuit composed by integer order capacitors, fractional order capacitors [Westerlund & Ekstam, 1994] and resistances. In other words, the fractional order system (3) denotes an integer order system cascaded by a fractional order element.
Consider the system (3) with det(CB ) = 0 and let V ∈ R n×(n−m) denote a basis matrix of ker C.
where
A3 A4 .
Lemma 1. If (A, B, C) is minimum phase and
Proof. This proof can be found in [Ilchmann, 1993] .
It follows from the definition of Caputo fractional derivative that
In Laplace domain,
In the following part of this section, a use- 
where a < 0 and Re{b} < 0.
Proof. The proof is shown in Appendix A.
Lemma 4. When a < 0 and α ∈ (0, 1), we have
Proof. It can be proved that
where a < 0 and the monotonicity of E 1−α (at 1−α ) was used in the above proof [Miller & Samko, 2001 ].
Lemma 5. Suppose Λ is an arbitrary Jordan block,
where λ ∈ C and n ∈ Z + , there exists a positive constant
It can be easily proved that
Therefore, there exists a positive constant M 2 satisfying
where M 3 is a positive constant, t ∈ [0, ∞) and p ≥ 1.
Proof. Suppose A 4 = Q −1 JQ, where J is the Jordan form of A 4 and Q is a certain invertible matrix, we have Ψ(
. . , n}) be an arbitrary eigenvalue of J, it follows from Lemmas 3 and 4, Re{λ i } < 0, a < 0, and Young's inequality that 
and M 3 = Ψ (t) is a finite positive constant.
The Proposed Universal Adaptive Stabilizer
In this section, for (A, B, C) minimum phase and CB invertible, we discuss the stability of the fractional order system (3) with the following fractional order universal adaptive stabilizer
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A Fractional Order Universal High Gain Adaptive Stabilizer whereã < 0,α < α, p ≥ 1 and F (k) is an undetermined function with respect to k. 1 Lemma 6. Suppose in system (3), det{CB } = 0. Let
Then for every positive-definite matrix
Proof. This proof is shown in Appendix B. 
Proof. This conclusion can be found in [Ilchmann, 1993] . 
whereã < 0,α ≤ α, I denotes the identity operator, and arbitrary k(0) ∈ R, x(0) ∈ R n , is applied to (3), then the closed loop system has the properties
lim t→∞ x(t) = 0 and lim t→∞ y(t) = 0.
• If the second law in (11) is applied, then there
where P = P T ∈ R m×m is the positive definition solution of PCB + (CB ) T P = 2σI m for some σ ∈ {−1, +1}. 3 It follows that
1 F (k) is related to CB, which will be shown in the following part of this paper.
2 For an arbitrary Nussbaum function N (k), letÑ (k) = N (k) − N (0), we haveÑ (k) is also a Nussbaum function ] andÑ (0) = 0.
where the function λ(t) ≥ λ > 0 is shown in Appendix C and the Nussbaum functioñ
It follows that − y(t) p−1 P β(y(t)), PCB u(t) ≤ −k(t) y(t) p−1 P β(y(t)),
PCBK S(k(t))Λm (t)y(t) ≤    −λ(t)k(t)γ y(t) p , if S(k(t)) = i, −λ(t)k(t)σ P p−2 2 y(t) p , if S(k(t)) = i, = −γλ(t)F σ i (k(t))k(t), whereλ(t) ≥˜ λ > 0 4 and F σ i (k) is defined in Lemma 7. It then follows that 1 p y(t) p P ≤ M + [k(t) − k(0)] × M − γλ(t) k(t) − k(0) k(t) k(0) F σ i (τ )dτ .
It follows from F σ i (·) is a Nussbaum function that k(t) is bounded on t ∈ [0, ∞) and there exist
Totally, using k(t) is bounded on t ∈ [0, ∞)
The Case for Fractional Order State Space Systems
It can be seen that the universal adaptive stabilizer (11) guarantees the stability of system (3), where a < 0 and A and B are arbitrary matrices satisfying the minimum phase condition. Now, let a = −1/ , A =Ã/ and B =B/ , where is an arbitrary positive constant, the system (3) becomes
Especially, when → 0, the limit case of (13) associated with y(t) = Cx(t) becomes
which is the fractional order state space system. Based on (14) and the previous discussions, we arrive at the following theorem. 
Proof. Without loss of generality, the symbol ∼ over A and B in system (14) is omitted. It follows from the same procedures in Secs. 3 and 4, that
For an arbitrary λ i in Theorem 1, it can be proved that there exists a positive constantM i satisfying
and L −1
where ∞) , and
, if det{CB } = 0. By using the same procedures in Theorem 2, we can arrive at the conclusions.
The Case for SISO Systems
In this section, the bound of k(t) is discussed in SISO cases. For a fractional order SISO system, the sign of CB can be easily detected from one experiment. 6 In this case, the fractional order feedback law (11) can be replaced by
where K Sok becomes a constant and the sign of K Sok can be determined by the experiment. Without loss of generality, we can suppose y(0) > 0, eig{CB } > 0 and K Sok > 0. It follows from the proof of Theorem 2 that
where P is a positive constant. Because the left part of the above inequality is non-negative, −
, where the constant M is determined by M 3 , M 4 and M 5 . Especially for a small P , it follows from φ(0) = 1 and φ(t) is a decreasing function that M is determined by y(0) or constant M 1 .
Simulation Examples
For the fractional order damping system
where x(0) = 1, together with the feedback law
where N (k) = e k sin(k) and β ∈ {−0.1, 0.2, 0.5}, we have the following simulation results. 7 It is shown in Fig. 1 that the feedback strategy (18) guarantees the asymptotic stability of fractional order damping system (17) with finite gain k(t). The control effort u(t) also tends to zero. Moreover, when β = −0.1, the overshoots of y(t) and u(t) are the smallest. The limits of k(t) for different β are almost the same.
Remark 7.1. Using Theorem 2 yields β ≤ 0.5, which is a sufficient condition to guarantee the stability. Besides, some β > 0.5 may also lead to the stability, however it is numerically verified that the overshoots of y(t) and u(t) are larger than the cases of β ≤ 0.5. Moreover, it can be seen that the switching
, which implies the existence ofM i . 6 A similar assumption can be found in funnel control theories [Ilchmann & Ryan, 2002] . 7 The constant 2 before the fractional integrator in u(t) corresponds to −ã which can be an arbitrary positive constant. function N (k) or F (k) is related to the gain of the control input. Theoretically, any Nussbaum function can be applied to the adaptive controllers in Theorems 2 and 3. However, in order to reduce the overshoots of u(t), we prefer to choose the Nussbaum functions with a relatively slow increasing tendency so that the increase of k(t) does not dramatically enhance the gain. For example, the Mittag-Leffler function can be a Nussbaum function and it is bounded by a power-law function , which is slower than the exponential ones. On the other hand, a relatively high switching frequency can timely draw the y(t) back to the equilibrium point of the fractional order system so that the overshoots of y(t) will not be too large. In this way, before the system finally settles down, the whole adaptive process can experience one or more switchings with relatively small overshoots of y(t) and u(t).
1250081-7
Y. Li & Y. Chen
For the fractional order damping system
where α ∈ (0, 1) and the initial condition is x(0) = 1, together with the feedback law
where N (k) = e k sin(k) and β ∈ {−0.1, 0.4, 0.9}, we have the following simulation results. It is shown in Fig. 2 that the feedback strategy (20) guarantees the asymptotic stability of fractional order damping system (19) with finite gain k(t). The control effort u(t) also tends to zero. Moreover, when β = −0.1, the overshoots of y(t) and u(t) are the smallest. The limits of k(t) are almost the same for the three cases. ] × [N (k(t))y(t)] can guarantee the asymptotic stabilities of the fractional order damping system (17) and the fractional order system (19). The overshoots of y(t) and u(t) can be efficiently reduced by decreasing the fractional order β. Meanwhile, the limit of system gain k(t) does not change too much for different β. Moreover, when |β| = −β is very large, such as β = −100, the overshoots are only a little smaller than the case with β = −0.1 so that we do not need to make |β| too large.
Conclusions and Future Works
In this paper, we proposed the fractional order universal adaptive stabilization of a class of fractional order MIMO systems. The only restrictions are (A, B, C) is minimum phase and CB is invertible. A new fractional order universal adaptive stabilizer was derived, which showed some potential benefits. It was shown in the Matlab/Simulink results that the overshoots of system outputs can be efficiently reduced by decreasing the fractional orders and without significantly increasing the system gains. Moreover, the discussion of the switching functions for SISO case was also presented to further explain the results obtained.
It can be seen from this paper that the fractional order universal adaptive stabilizer u(t)
] may offer some potential advantages. Besides, referring to the mathematical proofs of this paper, a new fractional order PDlike controller can be investigated and applied to systems with multi-delays. Moreover, the robustness of new universal adaptive controllers and their applications to more complicated systems could be addressed based on the results of this paper. Finally, in reality, the gain k(t) might be too large in certain circumstances due to its monotonicity. Therefore, a new control strategy should be considered, which calls for the scheme of fractional order funnel control [Ilchmann & Ryan, 2002] .
Appendices Appendix A
In this appendix, we discuss the properties of the inverse Laplace transform of (s − as α − b) −1 , where a < 0, Re{b} < 0 and α ∈ (0, 1).
If follows from the definition of inverse Laplace transform that
where σ is a sufficiently large positive constant. It can be easily seen that s = 0 is the branch point of (A.1), all the poles of (A.1) are in the left half plane, and they are first order ones. Therefore, the integral in (A.1) is related with the Hankel path (H a (0 + )) integral by cutting the complex plane along the negative real axis, and the residues at s h . Therefore, (A. 
It follows from the boundedness of the above equation that 
Appendix B
Before proving Lemma 6, the following lemma is derived. 
where · denotes an arbitrary induced norm. This conclusion is a special case of Hölder's inequality.
Proof of Lemma 6. It follows from y(t) is differentiable that the set
It follows from (7) that, for all t ∈ R + ,
where · denotes the 2-norm, and M 4 = P Lp(0, t) .
Appendix C
Firstly, it can be easily seen that
where a,ã < 0, α ∈ (0, 1) andα ≤ α. It follows from the inverse Laplace transform and the complex integral that E 1−α (at 1−α ) is a positive decreasing function and t 1−α E 1−α,2−α (at 1−α ) is an increasing function asα ≤ α [Miller & Samko, 2001] .
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Moreover, in ( 
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