Over the next decade, many U.S. coal-fired power plants are expected to retire, posing a challenge to system planners. We investigate the resource adequacy requirements of the PJM Interconnection, and how procuring less capacity may affect reliability. Assuming that plant forced outages are independent of one another, we find that PJM's 2010 reserve margin of 20.5% was sufficient to achieve the stated reliability standard of one loss of load event per ten years with 90% confidence. PJM could reduce reserve margins to 13% and still achieve levels of reliability accepted by other U.S. and international power systems with 90% confidence. Reducing reserve margins from 20.5% to 13% would reduce PJM's capacity procurement by 11 GW, the same amount of coal capacity that PJM has identified as at high risk of retirement. However, if plant failures are caused by external events such as extreme weather and are correlated, reliability may be significantly lower than forecast by PJM's current resource planning process (we consider correlated outages in sections 1.2.4 and 1.3.6). The risk posed by supply shortages is primarily due to very rare, but severe events.
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Airport and Reagan National Airport. We combine the load and outage models into a probabilistic forecast of supply shortages.
We analyze the sensitivity of LOLE, LOLH, and UE to PJM's reserve margin, measured in terms of installed capacity. In 2010, PJM calculated a 15.5% reserve margin was needed to achieve the 0.1 LOLE standard. PJM procured more capacity than needed, making the realized reserve margin 20.5%. We vary PJM's reserve margin from 10% -25% to see how LOLE, LOLH, and UE change.
We find that PJM's 15.5% reserve margin target met the 0.1 LOLE standard. By procuring additional capacity such that the actual reserve margin was 20.5%, PJM's revealed risk preference was to meet the 0.1 LOLE standard with 90% confidence.
PJM could reduce reserve margins to 13% or 14% by switching to the 2.4 LOLH or 0.001% UE standard, while maintaining current risk preferences. This represents a 9 -11 GW reduction in capacity from a 20.5% reserve margin. We therefore conclude that PJM could significantly reduce reserve margins and still maintain reliability standards commonly used by other systems and current risk preferences. More specifically, the 11 GW of coal capacity identified by PJM as "at high risk" of retirement could retire.
However, the risk of a supply shortage rises if the potential for correlated outages among generators is considered. We show that the risk of a natural gas supply disruption to PJM's natural gas combustion turbines could increase outage risk, and cause PJM to underestimate this risk.
We also find that the distribution of outage size is 'fat tailed', and the largest 10% of outages account for half of total load shed. Therefore, system operators should recognize that supply shortages are more rare, but more disruptive than implied by reliability metrics.
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Methods
We develop a probabilistic forecast of supply shortages in PJM for 2010. This forecast consists of two separate analyses: a probabilistic simulation of hourly load, and a probabilistic simulation of capacity available at each hour. These analyses are described in detail below. We then use Monte Carlo analysis to find the probability that load exceeds supply for each hour of the year. We analyze three reliability metrics: LOLE, LOLH, and UE, and their sensitivity to PJM's reserve margin. We perform several sensitivity analyses, and compare the results of our simulation to PJM's modeling of capacity needs.
Load forecast
We use historic load and temperature data to forecast load in PJM. Load forecasts have three sources of uncertainty: uncertainty in load growth, natural temperature variability, and uncertainty in the underlying model/process. We consider each separately to robustly forecast load.
A large literature exists on forecasting load. Techniques commonly used include regression analysis, time-series analysis, and neural networks (PJM 2013 , Hagan and Behr 1987 , Hippert et al 2001 . The model used by PJM to set reserve margin targets is a probabilistic model derived from
Billinton (PJM 2003 , Billinton et al 1973 . The model is not regression based, but uses heuristics that PJM has developed over time. PJM uses a separate regression model to forecast long-term load growth (PJM 2013) .
We use regression analysis to forecast hourly load in PJM. The regression model shares many features in common with the regression model PJM uses to forecast long-term load growth.
Regression analysis is useful for estimating the expected value of load at each time period. However, our focus is extreme events, i.e. high-load hours in which outages are more likely. To account for
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these extreme events, we bootstrap the model's residuals to simulate uncertainty in load at each time period.
We forecast hourly load in 2010 using hourly data from the previous five years. Using five years worth of data results in higher accuracy than if 10 or 15 years of data were considered. This is because the relationship between temperature and load has changed in PJM over time, with loads becoming increasingly sensitive to high temperatures. Using data more than five years old causes the model to under-forecast load at high temperatures. For more details, see Appendix A.
Hourly load data is from PJM (PJM 2014a). Hourly temperature and associated weather data is from the National Oceanic and Atmospheric Association (NOAA) for the Reagan National Airport and Pittsburgh International Airport weather stations (NOAA 2014a). These weather stations were chosen as they have reliable temperature data available dating back to the 1940s, which is used to forecast 2010 temperatures. Data on the minutes of daylight for each day is from (US Naval Observatory, 2012) for Washington DC.
Since its inception, the PJM territory has undergone several expansions (Table 1) . To account for these expansions, we forecast load separately for "PJM Classic" (the PJM region prior to any expansions) and each expansion zone. We then combine the forecasts into an overall PJM load forecast. 
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For each zone, the analysis has the following seven steps:
Step 1: Regress long-term trend
We first identify and remove the five year, long-term trend in load growth. By removing the long-term trend, we are able to explicitly incorporate PJM's forecast of future load growth (step 5).
To remove the long-term trend, we use a non-parametric, additive model and regress load against the hour index, as shown in Eq. (1) 1 . The hour index starts at 1 for the first hour of 2005, and ends at the last hour of 2009. Using an additive model allows us to account for nonlinearities in load growth, and regressing the logarithm of load allows us to account for higher variability at high-load hours. The model's residuals, β 0 , are stationary. We use these residuals in step 2. Figure 1 shows the long-term trend of "PJM Classic", the original PJM footprint, and the model's stationary residuals.
(1)
1 Non-parametric, additive terms calculated using R software and gam command from 'gam' package in R with default settings, see (Hastie, 2013 Step 2: Regress stationary time series
The second step is to regress β 0 , the stationary residuals from step 1, on several explanatory variables, including calendar events such as major holidays and weekends, temperature, and length of daylight hours. This is shown in Eq. (2). For hour of the day and length of daylight hours, we include interaction terms with the month of the year to account for changes in electric load patterns throughout the year. 
We use hourly weather data to calculate the Tadj,avg D , the average daily temperature adjusted for wind chill index (WCI) and temperature humidity index (THI) (Equations (3) to (6)). For each region, we use data for either Reagan National Airport (DCA) or Pittsburgh International Airport (PIT) (NOAA 2014a), depending on which is closest (Table 2 ).
Because the relationship between temperature and load is highly nonlinear (Figure 2 ), we used a nonlinear, additive term to account for temperature in the regression. We found that using a nonlinear model of temperature was more accurate than using linear relationships (see Appendix A).
The remaining regression terms are linear. Step 3: Bootstrap residuals of the stationary model
To account for uncertainty in the underlying process/model, we bootstrap the residuals of the stationary time series model, Y, Eq. (2). We bootstrap residuals by month, in 24-hour blocks.
Bootstrapping by month allows us to account for heteroskedasticity in the residuals ( Figure Step 4: Forecast temperatures
Because the next year's temperatures are uncertain, we develop temperature forecasts for 2010 based on historic NOAA weather data dating back to 1949 for DCA and PIT airports (NOAA 2014a) (years 1966 -1972 were excluded due to missing data). We use hourly temperature, relative humidity, and wind speed data to calculate the average adjusted daily temperature (Tadj,avg D ) for DCA and PIT each day (Equations (3) to (6)). We bootstrap days from this 60 year dataset, by month, in 10-day blocks. Bootstrapping by month allows us to account for the seasonal variations in temperature; using 10-day blocks allows us to account for time dependence in weather patterns that can last for several days (Figure A.8) Using 60 years of temperature data allows us to robustly account for extreme temperatures that may occur. We do not observe a secular trend in the NOAA temperature data. By using historic data, we do not account for the possibility of future climateinduced changes in temperature levels or volatility.
Step 5: Forecast the stationary time series
Once we have a model of the underlying stationary process (step 2), we use the model to predict the next year's stationary time series. This stationary time series excludes the effects of load growth.
In this prediction, we use the temperature forecast developed in step 4.
Step 6: Forecast load growth (Figure 3 ). We then sample growth rates from the resulting distribution. We assume load growth is linear throughout the year. Step 7: Forecast hourly load
Finally, we sum the three components of our load forecast model: forecast load growth (step 6), the forecast stationary time series (step 5), and the residuals of the stationary time series regression (step 3). This allows us to separately account for the three sources of uncertainty: uncertain load growth, natural temperature variability, and uncertainty in the underlying model/process. As all three components are probabilistic, we repeat the process many times to measure the uncertainty associated with each. The result is a probabilistic hourly forecast of load.
Once we have developed probabilistic hourly load forecasts for each zone, we sum these forecasts to find the total load forecast for PJM. We repeat the entire process 5,000 times to develop a probabilistic forecast of hourly PJM load in 2010.
Supply forecast
We next forecast the total capacity available at each hour. Total available capacity is the summed capacity of all online dispatchable plants, demand response, import capacity, and firm wind capacity.
We use data from the 2010 PJM Form EIA-411 to identify each dispatchable plant's summer and winter capacity, as cleared in the capacity auction (PJM 2010b). We therefore assume the system operator has perfect information as to what generators will be available for the forecast year. We simulate the online status of each PJM generator, taking into consideration forced outages, planned outages, and maintenance outages. We simulate total capacity available for each of the 8760 hours of the year, and repeat the simulation 5,000 times to get a distribution of capacity available at each hour. We do not model other supply-side actions PJM can take to mitigate outage risks, such as voltage reductions.
We first schedule planned outages and maintenance outages for all plants. These outages are scheduled such that the likelihood of a supply shortage is minimized. As such, the majority of outages are scheduled during the spring and fall. NERC's Generating Availability Data System (GADS) provides data on the average number of planned outage hours and maintenance outage hours for plants, aggregated by plant type and size (NERC 2014). We find that these outages can be scheduled with minimal effect on LOLE. We schedule each plant's planned outages and maintenance outages with the following process:
1. Find the total planned outage hours (POH) and forced outage hours (FOH) for each plant 2. Divide plants into two categories: peaking plants (<100 MW) and non-peaking plants 3. Schedule peaking outages such that the total offline capacity is roughly equal for all hours of the year. Each plant is assumed to undergo one outage, of duration POH + FOH. ~1.7 GW of peaking capacity is scheduled offline each hour. 
Outage forecast
We assume here that an outage occurs when total load exceeds total available capacity. Using the procedures outlined above, we develop yearly forecasts of hourly load and available capacity.
We then subtract the hourly load forecast from the hourly forecast of available capacity to identify if an outage has occurred, Eq. (12). We calculate UE and LOLH with equations (13) and (14) to find the number of outages per ten simulated years. LOLE is calculated in a similar manner as LOLH, but all consecutive outage hours are counted as one outage event. We repeat the process 10,000
times to develop distributions of LOLE, UE, and LOLH. We repeat the entire process, varying the amount of installed capacity in order to see how reliability metrics change versus reserve margin. To vary capacity, we add or subtract a constant amount from each hour's available capacity. 
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Our modeling does not consider the effect of transmission constraints on resource adequacy. In the 2009/2010 auction, PJM found inflows were constrained to the Eastern Mid-Atlantic Area Council (EMAAC) and southwestern MAAC. Additional capacity was procured in these regions, resulting in higher capacity prices in these regions (PJM 2008) . In the 2010/2011 auction, PJM found no transmission constraints, and capacity prices were equal throughout the interconnection.
We also ignore any operating or synchronous reserve requirements.
PJM's Base Residual Auction is held in May, three years prior to the delivery year. By conducting the auction three years in advance, PJM seeks to reduce uncertainty for market participants. Each year after the Base Residual Auction, PJM conducts Incremental Auctions to account for changes in market conditions. Our analysis simulates the last Incremental Auction, one year in advance of the delivery date. As such, we use data from 2009 and earlier to develop the 2010 forecast. In principle, our methods could be used to simulate the Base Residual Auction, but would need to be adjusted to account for the increased uncertainty in available capacity and load three years in advance.
Correlated outages
As one example of correlated outages, we test how LOLE, LOLH, and UE would vary if all 30 GW of PJM natural gas combustion turbines (NGCTs) were subject to the risk of a natural gas supply disruption during winter months (December -February). We model the hourly risk of a fuel supply shortage as P FS. We then evaluate each winter hour if a supply shortage occurs with Eq. (15).
We assume the risk of a supply shortage is uniform throughout the winter. If a supply shortage occurs, the probability of each individual NGCT failing is P outage , FS , Eq. (16); if no supply shortage occurs, we adjust the probability of an independent failure occurring such that the overall risk of
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failure is equal to the case in which all outages are independent, Eq. (10). We therefore do not change the probability of an outage occurring. Rather, we adjust the fraction of outages due to a supply shortage versus an independent failure.
Because data on the frequency and severity of correlated outages is not publically available, we test the sensitivity to each parameter. First, we vary the hourly probability of a supply shortage from 0.093% to 0.008% (twice per winter to once every 5.5 winters), assuming that all NGCTs fail if a shortage occurs (P outage , FS = 1). In the second test, we vary fraction of generators forced offline by a supply shortage from 0% to 100%, assuming that shortage occur on average once per winter (P FS = 0.046%). 
The effect of temperature and load growth uncertainty
Our probabilistic forecast of 2010 load considers uncertainty in temperature, load growth, and model error. Figure 6 illustrates the model's accuracy when these uncertain factors are considered.
Although the actual load is within the forecast's 95% confidence bounds, the forecast is biased to somewhat under-predict the probability of high loads. This is because 2010 had an unusually high Our simulation's 90% confidence interval ranges from zero to three events per ten years at 15.5% reserve margin.
Reliability metrics
The actual 2010 reserve margin was 20.5% (164 GW), as PJM procured more capacity than was needed on the capacity market (PJM 2008) 2 . We find that a 20.5% reserve margin corresponds to an expected LOLE of 0.02 events per year, and achieves the 0.1 LOLE standard with 90% confidence.
Therefore, PJM's revealed risk preference in 2010 was to meet the 0.1 LOLE standard with 90%
confidence. 
Optimal reserve margin and the effects of risk aversion
We find that PJM's target 2010 reserve margin of 15.5% was sufficient to meet the 0.1 LOLE standard. Switching to either the 2.4 LOLH standard or the 0.001% UE standard could reduce reserve margins to 10% or 11% (Table 9) . By procuring additional capacity such that the realized reserve margin was 20.5%, PJM's implied risk preference is to meet the 0.1 LOLE standard with 90% confidence. PJM could meet the 2.4 LOLH standard and 0.001% UE standard with 90%
confidence at reserve margins of 13% and 14%, respectively. Requiring that the reliability metric be met with 95% or 99% confidence would further increase reserve margin requirements. 
Distribution of outage size
We find that there is extreme variation in the amount of load shed during outages. As shown in Figure 10 , the distribution of unserved energy resulting from an outage is extremely fat tailed. At a 15.5% reserve margin, the mean outage is 15 GWh, but outages range from 0 GWh to 126 GWh (Table 10 ). The top 10% largest outages account for half of total unserved energy, and the top 1% of outages account for 10% of total unserved energy. The risk of a very large outage becomes more pronounced at lower reserve margins. 
Model form uncertainty
Load in PJM is highly sensitive to temperature, and accurately modeling this relationship is important for accurately calculating LOLE. We used a nonparametric, additive model to account for the relationship between load and temperature. We also tested a linear model to account for the relationship. The linear model divided days into heating degree days (HDD) and cooling degree days (CDD). Details can be found in Appendix A. We find that the linear model significantly overpredicts load at high temperature hours, which increases the modeled probability of outages relative to the nonparametric, additive model ( Figure 11 ). We also analyze the sensitivity of the model's parameters to 'leave-one-out' testing ( Figure 12 ). Finally, we test the sensitivity of results to a scenario in which EFORd varies with ambient temperature. We find that LOLE would increase if EFORd rose in summer months and fell in winter months. For more details, see Appendix A.
Correlated failures
We find that natural gas supply disruptions during the winter have the potential to increase the risk of a supply shortage, assuming such outages force a large percentage of PJM's NGCTs offline at once. If a supply disruption that forces all 30 GW of NGCTs offline occurs on average once every year, the expected UE increases by 40%.
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The risk posed by supply disruptions increases significantly if outages are not constrained to only occur during winter months. If unconstrained supply disruptions that force all 30 GW of NGCT capacity offline were to occur on average once every five years, expected UE would double ( Figure   13 ). If unconstrained supply disruptions were to occur on average once per year, expected UE would increase by more than 10 times. However, supply disruptions pose a significant risk only if they force more than 50% of NGCTs offline at once (Figure A.10) . Supply disruptions can significantly increase the maximum size of supply shortages ( Figure A.11 ).
Figure 13. Sensitivity of unserved energy to natural gas supply shortages that can occur at any point during the year, and force all PJM NGCTs offline. Evaluated at 15.5% IRM.
Discussion
Using our probabilistic regression method, we find the 2010 reserve margin target of 15.5% was sufficient to meet the mandated 0.1 LOLE standard. PJM procured 7 GW more capacity than needed to meet the 15.5% target, making the realized reserve margin 20.5%. By procuring more capacity than needed, PJM's revealed 2010 risk preference was to meet the 0.1 LOLE standard with 90% confidence. This risk aversion is due to PJM's policy to procure more capacity than needed if
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the capacity can be procured at a cost less than the net cost of new entry of a natural gas combustion turbine (~$270/MW-day) (PJM 2008 , Spees et al 2011 .
Switching from the 0.1 LOLE standard to either the 2.4 LOLH or 0.001% UE standard would have reduced PJM's 20.5% reserve margin in 2010. A 14% reserve margin would have been sufficient to meet the 0.001% UE standard with 90% confidence. A 13% reserve margin would have been sufficient to meet the 2.4 LOLH standard with 90% confidence. This represents a 9 GW -11 GW reduction in capacity procurement, while still maintaining levels of reliability accepted by other systems. If PJM were to switch to either standard, the 11 GW of coal capacity "at high risk" of retirement could be retired without needing to be replaced.
NERC recommends that PJM adopt a reliability metric based on unserved energy. We agree.
The LOLE metric is flawed, in that it measures only the probability of an outage occurring and ignores both the severity and duration of outages. Our modeling shows that the severity and duration of outage events vary greatly (Table 10) , undermining the usefulness of the LOLE metric.
Because supply shortages could cause political fallout both regionally and for PJM management, we recommend that PJM work through their stakeholder process to identify both the appropriate UE target and the risk tolerance of PJM participants.
System operators should be aware that the risk posed by supply shortages is primarily due to extremely severe, but infrequent outages. Our simulations show that the largest 10% of supply shortages are responsible for 50% of unserved energy. Taking into account the possibility of correlated generator outages further exacerbates this risk. The risk of very large outages increases at low reserve margins, suggesting that some risk aversion on part of PJM may be justified. System operators should work to ensure that their system is robust to large supply shortages, and that these shortages do not lead to cascading network failures. reflecting that load are lower on these days. Signs are also negative for low-load hours during the night and positive for high-load hours during the day and evening. 
Detailed Regression Results
Linear model results
We use a non-parametric, additive model to account for the relationship between adjusted average daily temperature and hourly load (see Methods -
Step 2). However, we also investigated the potential of using a linear model to account for the relationship. As discussed below, we found that using a linear fit worked well for the majority of hours, but considerably over-predicted loads during high temperature days. This over prediction led to the linear model over-estimating the probability of a supply shortage.
The linear model we used in the second step considered the maximum and minimum daily temperature, as shown in Eq. (A.1). We divided days into heating degree days (HDD) and cooling degree days (CDD), as is common in literature (A.2). The split temperature between HDD/CDD was set to minimize model error: for Tmax terms, the temperature was 20. As shown in Figure 
LOLE sensitivity to forced outage rate
In our regressions, we hold each plant's forced outage rate (EFORd) constant throughout the year. Here we test the effects on LOLE of EFORd being sensitive to ambient temperature, with plants being 50% less likely to be forced offline during the warmest 6 months (April -September) and 50% more likely to be forced offline in the coolest 6 months (October -March). Figure A .11 shows varying EFORd in this manner more than doubles the expected value of LOLE. 
