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Abstract
In this letter, we present NMR spin-lattice and relaxometry data for proton transfer in one of the
shortest known N-H∙∙∙O hydrogen bonds in a single crystal of 3,5 pyridinedicarboxylic acid (35PDCA).
It is widely believed that proton transfer by quantum tunnelling does not occur in short hydrogen
bonds since the ground state energy level lies above the potential barrier yet this data shows a
temperature independent, proton tunnelling rate below 77 K and a clear deviation from classical
dynamics below 91 K. This study therefore suggests that proton tunnelling occurs in all hydrogen
bonds at low temperature and the cross-over temperature to classical hopping must be determined
when evaluating whether proton tunnelling persists at higher temperature, for example in enzyme
catalysis under physiological conditions.
Hydrogen bonds (HB’s) are ubiquitous in nature underpinning complex molecular architecture and
reactions which involve proton transfer (PT). Studied for more than one hundred years [1] HB’s have
been of continuous interest in physics [2] chemistry [3,4,5] and biology [6]. In the latter case, the
role of HB’s in enzyme catalysis is widely studied. Cleland et al. [7] first proposed that short strong
HB’s play a key role in enzyme catalysis. While the strength of the HB’s has been contested [8,9,10],
short HB’s with low barriers are considered essential in enhancing catalytic rates; protons being
almost centred in short HB’s are easily able to cross the low barrier from donor to acceptor atom
[11]. Subsequently protein structures have been found which demonstrate the existence of such
short HB’s [12].
Proton tunnelling in longer HB’s has also been shown to enhance the enzymatic rate through its non-
classical dependence on the proton (H/D/T) mass – the kinetic isotope effect [13,14]. In addition, as
demonstrated for simpler molecular systems [15,16,17], the coupling between large amplitude PT
with small amplitude vibrations has been observed in enzymes by isotopic substitution of the
molecular skeleton in the vicinity of the active HB’s [18].
However, proton tunnelling in short HB’s has never been demonstrated in the context of enzyme
catalysis, or more generally in the fields of physics and chemistry.
Proton dynamics in HB’s is typically described in an asymmetric, 1D, two-well potential where the
abscissa is the tunnelling coordinate describing the proton position and the associated
displacements in the molecular skeleton. Classical hopping over the central barrier, height V,
separating the two wells is described as an Arrhenius process and the hopping rate is proportional to
݁ݔ݌(− (ܸ− ܧ଴) ݇ܶ⁄ ) where E0 is the ground state energy and T is the temperature. The tunnelling
rate for through barrier processes is proportional to J2 where J is the tunnelling matrix element
proportional to ݁ݔ݌(−ඥ݉ (ܸ− ܧ଴) /ܽℏ), m being the mass of the tunnelling particle and a the
separation of the potential wells. The classical hopping rate increases with T whereas the tunnelling
matrix element is independent of T so that tunnelling processes dominate in the low T limit. The
cross-over between quantum and classical dynamics depends on V, occurring at lower T for shorter
HB’s with smaller V [19]. For the shortest HB’s, it is generally assumed that tunnelling does not occur
[20] since the barrier lies below the ground state energy level. However, a key parameter in this
evaluation is the effective mass m of the tunnelling particle, which depends on vibrations coupled to
PT.
Given the uncertainty in calculating the potential energy surface, particularly for extended networks
of inter-molecular HB’s and evaluating the mass of the tunnelling particle, direct experimental
observation of tunnelling is of fundamental importance. In the case of benzoic acid, the PT rate has
been measured directly by NMR relaxometry and quasi-elastic neutron scattering [21], revealing a
constant, non-zero rate in the limit of low temperatures. Independently, coherent tunnelling was
measured in this system through the doubling of the ground state level [22]. Incoherent tunnelling,
via excited vibrational states, dominates the rate of PT at all temperatures since the potential
barrier, estimated to be 2000 K [23], is always significantly greater than kT. However, in short HB’s,
the direct observation of tunnelling processes has, to our knowledge, never been reported despite
many experimental [24,25,26,27,28] and theoretical [29, 30, 31,32 ,33,34,35,36] studies.
Figure 1: Crystal structure of 35PDCA showing (a) the a-b plane and (c) the molecular sheets
perpendicular to the c*-axis.
3,5-pyridinedicarboxylic acid (35PDCA) is an almost perfect model system in which to study PT in a
very short HB (Figure 1). The inter-molecular HB has a N-O distance of 2.54 Å and lies in the few % of
the shortest known N-H∙∙∙O HB’s [37,38]. The proton is almost centred and is clearly observed in
neutron diffraction [39,40] to migrate from the donor N at low temperature to the acceptor O at
room temperature. The proton jump distance is 0.1 Å in the protonated crystal and at 200 K the
proton is, on average, centred. Since the proton migrates completely from donor to acceptor, the
skeletal change accompanying PT can be estimated from the difference between low and high
temperature structures. Linear interpolation between these structures, after rescaling the low
temperature cell parameters to those of the room temperature crystal structure and optimising the
internal atomic coordinates, allows the potential energy surface (PES) to be estimated using solid
state, DFT methods [37,41,42,43]. Figure 2 shows, for the extreme structures and one intermediate
structure, the 1D potential energy variation along the proton coordinate – they are cuts through the
2D PES [37]. Each 1D potential is a single asymmetric well but the potential energy variation along
the straight line path between the extreme structures in the 2D PES displays a two-well potential
due to the skeletal displacement. The PT distance is 0.3 Å because these calculations are based on
the deuterated crystal structure.
Figure 2: Two-well potential along the linear path in the 2D PES (full squares). Single-well potentials
obtained from 1D mapping (proton coordinate only) of the potential energy for the low (open circles)
and high temperature (open triangles) structures and one intermediate structure (open squares). The
solid black arrow indicates the energy cost of transferring 4 protons, including structural
reorganisation (1140 K), the dashed arrows indicate the additional energy cost with the molecular
skeleton fixed (2670 K).
The two-well potential energy variation in Figure 2 is similar to the one calculated from a transition
state (TS) search for the intra-molecular HB in benzoylacetone [12] for which the ground state level
of the proton was estimated from the O-H stretch mode to lie above the barrier, excluding the
possibility of quantum tunnelling. However this mode, with effective mass close to 1 amu, does not
correspond to a TS potential for which all atoms are displaced. For 35PDCA, PT involves a significant
electronic change (NH+∙∙∙O- → N∙∙∙HO) and therefore a change of molecular geometry, so the
tunnelling mass must be much higher than 1 amu. Diffraction data and solid state DFT calculations
for 35PDCA therefore provide the framework for measuring quantum tunnelling in PT dynamics in
one of the shortest known HB’s.
PT has been investigated on a single crystal of fully-protonated 35PDCA using 1H spin-lattice
relaxation as a function of magnetic B-field, B0, and temperature T. The migrating 1H nucleus of the
HB is physically close to the 14N atom on the donor molecule so modulation of the 1H-14N dipolar
interaction makes a significant contribution to the spin-lattice relaxation. The HB proton also
experiences homo-nuclear dipolar interactions with other protons in the unit cell, including the
immobile 1H nuclei on the phenyl ring. Dipolar interactions dominate over all other magnetic
interactions in determining the 1H relaxation. Fluctuations in the magnetic interactions arising from
the proton motion in the short HB are characterised by the correlation time, c.
Spin-lattice relaxation in 35PDCA is governed by the solutions of a pair of coupled differential
equations corresponding to the 14N and 1H spin reservoirs [37,44,45,46,47]. Experimental
observations and numerical modelling show that the 1H spin-lattice relaxation rate is closely
approximated by the diagonal element of the relaxation matrix. Furthermore, the modulation of the
hetero-nuclear 14N-1H dipolar interaction dominates over 1H-1H homo-nuclear interactions so the
leading terms in the relaxation rate samples the spectral density at the 1H Larmor frequency H=HB0
and 2H. Since H is approximately 14 times the Larmor frequency of 14N, the 1H spin-lattice
relaxation rate may be written in the following form,
ଵ
భ்
(ಹ )(஻బ,்) ≅ ܥ஽ܭ(ܶ)[ ܿܮ(ߛுܤ଴, ௖߬) + (1 − )ܿܮ(2ߛுܤ଴, ௖߬)] (1)
where H is the 1H magnetogyric ratio, L(,c)=2c /(1+2c2) is a Lorentzian with half-width at half-
maximum equal to c-1 and c determines the ratio of the two Lorentzian components that sample the
spectral density at H and 2H. The amplitude of the profile 1/T1(H)(B0) is determined by the product
CDK(T) where CD is a dipolar constant and K(T) is a population factor dependent on temperature
and the energy asymmetry of the two-well potential. With the field B0 applied parallel to the c*-axis,
CD(calc) = 6.50 x 107 s-2 and c = 0.392 were calculated from the crystal structure.
The 1H spin-lattice relaxation times T1(H) were measured using a saturation-recovery pulse sequence.
In order to determine the field dependence, T1(H)(B0)T, a field-cycling procedure was incorporated
into this sequence [48,49]. In general, the proximity of the 14N nucleus to the migrating hydrogen
renders the 1H spin-lattice relaxation bi-exponential although, in practice, the 1H polarisation-
recovery curves displayed only small deviations from single exponential behaviour. However, 1H
polarisation recovery was observed to systematically depend on the initial 14N state so, before
measuring each point in the 1H polarisation-recovery curve, the initial 14N polarisation was prepared
in the same way.
Figure 3: (a) Spectral density profiles determined from the B-field dependence of the spin-lattice
relaxation time. Solid curves are fits with Eqn. (1). The vertical dashed line denotes a fixed-field T1
measurement [37]. (b) – left axis: Inverse temperature dependence of the PT correlation rate, c-1.
Solid symbols are determined from the spectral density profiles (panel a), open symbols are
determined from numerical inversion of fixed-field data. The dashed line shows the temperature
dependence of the proton dynamics for a classical, Arrhenius process. (b) – right axis: Spectral
density amplitude CDK(T).
Field dependent profiles of the spin-lattice relaxation rate provide a direct mapping of the spectral
density, Eqn. (1). The magnetic field dependence of the 1H spin-lattice relaxation rate is presented in
Figure 3a where 1/T1(H)(B0)T is plotted for seven temperatures in the range 0.1 < BO < 2.2 T. At the
three lowest temperatures, 71.3 K, 76.9 K and 83.3 K the 1/T1(H)(B0)T curves are almost parallel,
differing mainly in amplitude. This indicates that the inverse correlation time c-1 is almost
independent of temperature in this region. At 90.9 K, the spectral density begins to broaden
indicating c-1 is increasing. This trend progresses with increasing temperature up to 125 K and 142.9
K, when the curves appear almost parallel, indicating that c-1 is once again independent of
temperature.
The dependence of c-1 at low temperature in Figure 3b, extracted from the fits in Figure 3a and
inverting the fixed field T1 data, clearly demonstrates proton tunnelling in this very short HB. At T <
77 K, c-1 is virtually independent of temperature, levelling off at c-1 8x107 s-1, while below 91 K
there is a clear deviation from the temperature dependence of a classical, Arrhenius process.
At higher temperature the apparent dynamical rate saturates above 110 K whereas it could be
expected to continue to increase given that diffraction [40], NQR [50] and vibrational spectroscopy
[51] report the cross-over from donor to acceptor species at 200K. Similarly, the temperature
dependence of the spectral density amplitude (Figure 3b) shows a clear maximum at 105 K. In the
usual model [21], in which all HB protons are assumed to have the same c, K(T) = p(N).p(O) where
p(N) and p(O) are the probabilities of the two states of the HB. The maximum of K(T) should occur
when p(N) = p(O) and the observation of this condition at 105 K is therefore at odds with the
experimental observations of the cross-over from donor to acceptor species i.e. p(N) = p(O) at 200
K. This behaviour of the dynamical rate and the spectral density amplitude above 100K is due to the
formation of N∙∙∙HO domains. 
In order to provide a model consistent with experimental data, we postulate that proton dynamics
are effectively quenched in the thermodynamically stable high temperature N∙∙∙HO phase and only 
the NH∙∙∙O phase contributes to the NMR signal measured in the temperature range up to 140 K. The 
temperature dependence of the phase fractions is evaluated within a 1D Ising model [52] in which
the NH∙∙∙O and N∙∙∙HO HB’s are treated as positive and negative unit spins respectively, i.e. PT 
equates to inverting one spin.
The ground state depends on the sign of the coupling term J: a ‘ferro’ ground state, pure NH∙∙∙O or 
N∙∙∙HO domains, is obtained for J<0. An energy bias B<0 favours the NH∙∙∙O ground state. The 
energy of this system of n spins is described by the equation
ܧ = ∑ (ܬݏ௜.ݏ௜ାଵ + ܤݏ௜)௡௜ ݓℎ ݁݁ݎ ݏ= ±1 (2)
The energy cost of inverting a single spin and thus creating a pair of domain walls equals 2B+4J. The
transfer HOXN∙∙∙HOXNH → HOXNH∙∙∙OXNH (X represents the rest of the molecule) must involve an 
energy difference equal to the transfer OXN∙∙∙HOXN → OXNH∙∙∙OXN as both transfers increase a 
NH∙∙∙O domain by one unit. The same applies for the transfers OXNH∙∙∙OXN → OXN∙∙∙HOXN and
HOXNH∙∙∙OXNH → HOXN∙∙∙HOXNH, which increase N∙∙∙HO domains by one unit, but the energy 
difference in this case is opposite in sign. Two parameters are therefore sufficient to describe the
system. The main adjustment with respect to the Ising model is the number of sites involved in
domain walls, as a single PT from NH∙∙∙O to N∙∙∙HO in a pure domain of NH∙∙∙O bonds creates a 
deprotonated molecule and a bi-protonated molecule, OXN∙∙∙HOXNH, which are likely to affect the 
two neighbouring HB’s.
Eqn. (2) is solved in a Monte Carlo simulation to analyse the domain and domain wall (DW)
populations. The system evolves due to thermal fluctuations towards an equal mixture of N∙∙∙HO and 
NH∙∙∙O (‘paramagnetic’ state) at a temperature which depends on B and J. In order to drive the
system from NH∙∙∙O towards N∙∙∙HO, the energy bias B is inverted linearly with temperature such
that B=0 at 200 K, which is the temperature at which the cross-over from NH∙∙∙O to N∙∙∙HO species 
occurs. The extent to which B goes negative determines how strongly the N∙∙∙HO state is stabilised in 
competition with thermal fluctuations. The temperature range of interest here however is below
200 K with a view to understanding why the maximum in the spectral density amplitude occurs at
105 K.
Figure 4 shows the behaviour for an energy bias of B=-100 K and a coupling of J = -20 K, giving the
energy cost A(T) (=-2B(T)-2J) of 280 K for transferring one proton at low temperature (0 K), which
is in good agreement with that obtained from DFT calculations (Fig 2): A = 285 K of which 27% is
estimated to be due to coupling. p(N) decreases from 1 to 0.5 at 200 K and the product p(N).p(O)
reaches a maximum at 200 K. In order for the maximum in the spectral density amplitude to be
shifted to a temperature lower than 200 K, we have reasoned that only the NH∙∙∙O phase, p(N), is
observed in the experiment. Figure 4 therefore shows the normalised product p(N).[p(N).p(O)]
which has a broad maximum at 140K, compared to 200K.
Figure 4: Normalised amplitudes from the Ising model showing the switch-over in NH∙∙∙O and N∙∙∙HO 
populations at 200 K and the corresponding products of populations (p(N), p(O)) and domain walls
(DW) relating to the function K(T) of Eqn. (1) (p’N=p(N)-p(DW)).
The strength of J determines the size of domains that persist as temperature increases. In the case
shown in Figure 4, the domain walls constitute ~40% of the system at 200 K and the average domain
size is 2-3 HB’s. Assuming that the domain walls also do not contribute to the spectral density, and
therefore removing a minimal domain wall thickness of one spin, the product (p(N)-
p(DW)).[p(N).p(O)] is a more sharply-peaked function with a maximum just above 100 K, which
agrees reasonably well with the experimental data [37].
The NMR data presented here demonstrates clearly that proton tunnelling occurs in 35PDCA in one
of the shortest known N-H∙∙∙O bonds and that the proton dynamics are non-classical up to 91 K. A 2D 
PES has been estimated from crystallographically determined structures for the deuterated crystal,
which shows a low barrier between the donor and acceptor sites. Tunnelling through the barrier
occurs because the effective mass of the tunnelling particle is high due to the displacement of the
molecular skeleton during PT.
This work suggests that proton tunnelling occurs in all HB’s and that tunnelling cannot be ignored as
a PT mechanism in short, low-barrier HB’s. Whether proton tunnelling in short HB’s plays a
functional role at higher temperature, for example in enzyme catalysis, requires a precise evaluation
of the cross-over temperature from quantum to classical dynamics.
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Supplementary Material
Histograms of O-H···O and N-H···O hydrogen bond lengths
The distribution of donor-acceptor bond lengths for O-H···O and N-H···O hydrogen
bonds, obtained from a database study of the compounds in the Cambridge Structure
Database [1] is given in Figure 1. In this survey, simple O-H···O and N-H···O fragments
were searched, with the non-bonded O···O and O···N distances defined as contacts.
Furthermore the searches were constrained to find only organic, single crystal structures
in which 3D coordinates had been determined and no disorder was present. The
histograms given in Figure 1 show the frequency of hydrogen bond lengths for O···O and
O···N hydrogen bonds and it can be seen that short hydrogen bonds, those with donor-
acceptor distances of less than approximately 2.50 Å for O-H···O and 2.56 Å for N-H···O,
are rare. The N···O distance in 35PDCA, the subject of this letter, is 2.54 Å, making it
one of the shortest N-H···O hydrogen bonds. The O···O distance in benzoic acid, which
has been studied extensively by NMR relaxometry and spin-lattice relaxation techniques,
is 2.65 Å, making it an ‘intermediate’ length O-H···O hydrogen bond.
Figure 1: Histograms of hydrogen bond lengths for (left) N-H···O and (right) O-H···O hydrogen bonds.
The red columns indicate the hydrogen bonds shorter than (left) the N-H···O hydrogen bond in
35PDCA and (right) the O-H···O hydrogen bond in benzoic acid.
Density functional theory methods and mapping of the two-dimensional
potential energy surface
A range of DFT calculations has been performed using the Dmol3 code [2]. In contrast to
the VASP code used in previous work [3], which uses a plane-wave basis set for the
electron density, Dmol3 uses a basis set of localised, numerical functions. The main
reason for using Dmol3 was that it allowed the high temperature structure of 35PDCA,
with the proton transferred to the oxygen acceptor site, to be stabilised and thereafter a
TS search to be performed, which was more difficult to achieve with plane-wave codes.
Normal mode vibration calculations with Dmol3 have already been published for 35PDCA.
All Dmol3 calculations were performed at the same precision using the GGA-PBE [4]
functional for consistency with previous calculations. The basis functions were double
numerical with polarisation, with a global orbital cut-off of 3.7 Å, and the k-point grid
was (3,2,4). All results were converged with respect to the choice of basis functions and
k-point spacing. The energy tolerance for SCF cycles was 4x10-8 eV. For geometry
optimisation the tolerance for energy change with respect to atomic coordinates was
4x10-7 eV and maximum residual force was 8x10-5 eV/Å.
Dmol3 was used to calculate the 2D potential energy surface (PES) for proton transfer
accompanied by the displacement of the molecular skeleton (Figure 2). Linear
interpolation between the extreme ‘low’ and ‘high’ temperature structures, after
rescaling the low temperature cell parameters to those of the room temperature crystal
structure and optimising the internal atomic coordinates, generated 10 structures. The
2D PES was obtained by calculating the energy of each of these structures while
displacing the protons simultaneously along the 4 hydrogen bonds.
Figure 2: 2D potential energy surface calculated as a function of the proton coordinate
(X) and the skeletal displacement (Y). The dashed line shows the straight line path
between the extreme ‘low’ (1) and ‘high’ (10) temperature structures.
Single crystal sample preparation
The 35PDCA sample was a single crystal and, for the spin-lattice relaxation
measurements, was oriented so that the c* crystal axis was aligned parallel with the
applied static magnetic field. The crystals were grown using 3,5-pyridinedicarboxylic acid
(Sigma–Aldrich, 98%), under hydrothermal conditions by using a 23 mL Parr general
purpose acid digestion bomb (P/N 4749, Scientific & Medical Products), which consists of
a Teflon reaction vessel inside a steel autoclave. Large cream-coloured crystals were
obtained by heating 35PDCA (0.5 g) in H2O (7.5 mL) for 2 h at 200 oC under pressure in
the autoclave and cooling at a rate of 5 o/min.
Spin-lattice relaxation equations
In the 35PDCA system the modulation of the dipolar interactions dominates. The
homonuclear and heteronuclear spectral density functions have been evaluated in the
literature [5,6,7] and the spin-lattice relaxation equations pertaining to single crystal
samples are summarised in references [7,8]. We define zI and zS as the
longitudinal polarisations of the 1H and 14N spin systems with spin 12I  and 1S 
respectively. The spin-lattice relaxation behaviour is determined by the following coupled
equations of motion,
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where 0I and 0S are the respective equilibrium polarisations and the elements of the
relaxation matrix,
II IS
SI SS
 
 
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R (2)
are spin-lattice relaxation rate expressions that sample the spectral density at the
Larmor frequencies of the two nuclei, H and N , and sums and differences of these
frequencies. For a single crystal sample the elements of the relaxation matrix are given
by the following [7];
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H is the
1H magnetogyric ratio so that in the static magnetic field 0B , the 1H Larmor
frequency is 0H H B  . N is the 14N magnetogyric ratio. The function
   2 22 1c cL      is a Lorentzian with half-width at half-maximum equal to 1c  .
There is efficient spin diffusion within the 1H reservoir so that a relaxation pathway
involving a 1H nucleus becomes less efficient when the relaxation is shared among the
total number of hydrogen nuclei in the molecule: in the 35PDCA molecule 5IN  is the
number of 1H nuclei for each mobile 1H nucleus.
The factor ܽ (1 + )ܽଶ⁄ is determined by the statistical thermodynamic properties of the
system and the normalised product of the populations of the two sites N (=a) and O (=1).
In a static two-well potential with potential energy asymmetry A, a = exp(A/kT). More
generally, A would be replaced by the free energy ∆ܩ = ܣ− ܶ∆ܵ which allows the free
energy, two-well potential to be inverted with increasing temperature.
In Eqn.(3), II comprises two terms, the first arises from
14N-1H heteronuclear
interactions and the second from 1H-1H homonuclear interactions. The relative
magnitude of these two will later determine the data analysis procedures adopted. iHetG
and iHomoG are lattice sums determined by the geometries of the
14N-1H (heteronuclear)
and 1H-1H (homonuclear) internuclear vectors respectively and their orientation with
respect to the axis of 0B as follows, [7]
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k labels the hydrogen bond proton, i the nitrogen and j a second proton. The dipolar
contribution from a nucleus labelled i or j interacting with proton k is defined by an
internuclear vector with length r which subtends an angle  with respect to the applied
magnetic field. The internuclear vector can adopt either configuration A or B
depending on the site adopted by the proton in the hydrogen bond. The angle  is the
angle subtended by the two internuclear vectors in configurations A and B . If the
sums in Eqn. (4) are confined to the immediate vicinity of the SSHB in one molecule, the
system comprises just one N-H heteronuclear interaction and two homonuclear
interactions between the SSHB proton and the two phenyl protons; in that case iHetG
contains one term in the summation and iHomoG contains two.
That deviations from single exponential recovery were rather small enables us to make
certain approximations. The 14N magnetogyric ratio is approximately 14 times smaller
than that of 1H so that N is small compared with H . As a result, the Lorentzian
functions  H NL   and  H NL   approximate to  HL  . Further, in support of
the experimental observations, numerical modelling of the spectral density terms based
on the crystal structure [9] shows that the 1H spin-lattice relaxation is closely
approximated by the diagonal element of the relaxation matrix. Therefore, we may
approximate the 1H magnetisation evolution by
0z II z
d I I I
dt
     
and the effective relaxation rate in a polarisation-recovery experiment is given by1 ଵܶ(ு)⁄ ≈ ߩூூ
Applying these approximations, the diagonal element II governing the spin-lattice
relaxation of the 1H reservoir (Eqn. (3)) may be written;
ߩூூ(߱ு) ≈ ܽ(1 + )ܽଶ [( ுܲ௘௧ܩு௘௧଴ + 18 ுܲ௘௧ܩு௘௧ଵ + 9 ுܲ௘௧ܩு௘௧ଶ + ுܲ௢௠ ௢ܩு௢௠ ௢ଵ )ܮ(߱ு)+ ுܲ௢௠ ௢ܩு௢௠ ௢ଶ ܮ(2߱ு)]
≈
ܽ(1 + )ܽଶ [ܥଵܮ(߱ு) + ܥଶܮ(2߱ு)]
≈ ܥ஽
௔(ଵା௔)మ [ ܿܮ(߱ு) + (1 − )ܿܮ(2߱ு)] (5)
where DC is a dipolar constant
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Therefore, Eqn. (5) may be used to analyse the experimental    1 01
HT B profiles and
extract the parameters that define the proton migration. There are two terms that
characterise the temperature dependence of    1 01
HT B ; the width of the spectral
density depends on  1c T
 while the amplitude is governed by
        
221 exp 1 expD D B BK T C a a C G k T G k T      . (6)
This function has been used to fit the data in Figure 3b of the letter with A = 613 K and
S = 5.22. This value of A is twice as big as that estimated from DFT calculations (285
K) which constitutes a third reason for rejecting this simplistic model and developing the
Ising model.
Fixed-field spin-lattice relaxation data
The inverse temperature dependence of the 1H spin-lattice relaxation time recorded at B0
= 0.864 T (H = 36.8 MHz) is plotted in Fig. 3. A shallow minimum is observed at T 
100 K with (T1(H))min = 59 s. Below 67 K (1/T  0.015 K-1), 1H spin-lattice relaxation
becomes almost temperature independent with T1(H)  1000 s, due to impurities, as has
been observed in thioindigo-doped benzoic acid [10]. Above 170 K (1/T  0.006 K-1) T1(H)
becomes almost temperature independent at approximately 180 s, due to the formation
of domains.
Figure 3: The inverse temperature dependence of the 1H spin-lattice relaxation time in
35PDCA recorded at fixed field, B0 = 0.864 T (H = 36.8 MHz). The minimum is assigned
to the proton transfer process.
Ising model
Additional results are shown for the Ising model to demonstrate the best match to
experimental data for the energy bias parameter, B, with a value of -100 K and the
coupling parameter, J, with a value of -20 K.
Figure 4 (top) shows the effect of varying J on the simulated spectral density amplitude.
For a given energy cost of proton transfer A, increasing J increases the size of domains
at a given temperature resulting in a slower decay of the intensity after the maximum.
Increasing J also tends to move the onset of the increase in spectral density amplitude to
higher temperature since, at low temperature, B and J have a similar effect in stabilising
the ground state. However, in this model, J is constant whereas |B| decreases with
increasing temperature.
Figure 4: (top) Effect of coupling -J  {0, 20 ,40 K} and energy bias -B  {120, 100, 80
K} for a fixed value of A(0) = 280 K on the calculated spectral density amplitude.
(bottom) Effect of -B  {80, 100, 125, 150 K} for a fixed value of -J = 20 K on the
calculated spectral density amplitude.
Figure 4 (bottom) shows the effect of increasing B for a given value of J. Again a bigger
value of B moves the onset of the increase in the spectral density amplitude to higher
temperature but it also increases the temperature of the maximum. Figure 4
demonstrates that the best, qualitative agreement with the experimental data is
obtained for |A|=280 K: B= -100 K and J = -20 K.
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