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CONVOLUTION SEMIGROUPS ON LOCALLY COMPACT QUANTUM GROUPS AND
NONCOMMUTATIVE DIRICHLET FORMS
ADAM SKALSKI AND AMI VISELTER
ABSTRACT. The subject of this paper is the study of convolution semigroups of states on a locally
compact quantum group, generalising classical families of distributions of a Lévy process on a locally
compact group. In particular a definitive one-to-one correspondence between symmetric convolution
semigroups of states and noncommutative Dirichlet forms satisfying the natural translation invariance
property is established, extending earlier partial results and providing a powerful tool to analyse such
semigroups. This is then applied to provide new characterisations of the Haagerup Property and Prop-
erty (T) for locally compact quantum groups, and some examples are presented. The proofs of the
main theorems require developing certain general results concerning Haagerup’s Lp-spaces.
INTRODUCTION
The connection between the convolution operation, defined on probability measures on R, and
independence of random variables is one of the key elementary features of classical probability
theory. In particular convolution semigroups of probability measures are precisely families of distri-
butions of R-valued stochastic processes with independent and identically distributed increments,
i.e. of Lévy processes. It is not too difficult to see that defining the convolution operation requires
only that the underlying space admits a semigroup structure; in fact the natural setup for studying
Lévy processes, on one hand sufficiently rich to allow plenty of important examples, and on the
other hand sufficiently specific to facilitate the application of strong functional-analytic methods, is
that of a locally compact group, denoted henceforth by G. Here convolution semigroups of measures
generate convolution semigroups of operators, acting either on the algebra of continuous functions
vanishing at infinity, C0(G), on the von Neumann algebra of essentially bounded measurable func-
tions, L∞(G), or on the scale of the Lp(G)-spaces. Among recent monographs describing (some of)
this vast area of study we recommend [App] and [Lia]. The convolution semigroups of operators
associated to a Lévy process form a specific subclass of Markov semigroups [BLSC]. The latter are
often studied via their generators; a related key tool, which will play a very important role in this
paper, is that of Dirichlet forms – quadratic forms on the appropriate L2-space satisfying the specific
conditions identified by Beurling and Deny (see [FOT] and references therein).
The development of mathematical approaches to quantum mechanics using the language of op-
erator algebras, dating back to von Neumann, has led to the study of quantum Markov semigroups,
understood as semigroups of completely positive unital maps on a von Neumann algebra equipped
with a reference state or weight and representing quantum stochastic evolutions of open systems
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(see for example [Dav1, Mey]). These, as their classical counterparts, are studied via their gener-
ators, and once again the Dirichlet forms become an indispensable tool. In the noncommutative
context Dirichlet forms were first studied by Albeverio and Høegh-Krohn, then by Davies and Lind-
say in the case where the reference state is tracial, and later by Goldstein and Lindsay [GL1] and
independently by Cipriani [Cip1] for general non-tracial states. Finally in [GL2] noncommutative
Dirichlet forms were investigated in the most general context, in which the role of the reference
‘measure’ was played by an arbitrary normal semi-finite faithful weight. For the history, motivations
behind the introduction of quantum Dirichlet forms and several examples we refer to the survey
[Cip2]. It has to be noted that the passage from the tracial to the non-tracial case vastly increases
the technical complexity of the problem, as for example one needs to consider Haagerup’s Lp-spaces
[Ter1, Ter2] instead of the ‘tracial’ Lp-spaces of Nelson [PiX]. In the non-tracial context we may also
consider several different natural ways of passing from the maps at the von Neumann algebra level
to the maps on the corresponding L2-space, with the two most prominent ones being the so-called
GNS- and KMS-implementations, see for example [CaS].
In view of the first paragraph above it is natural to ask about the convolution structures which
might play an important role also in the quantum context. This was recognised relatively early in
the development of the theory of quantum Lévy process initiated by Schürmann (see [Sch, Fra]),
in which the underlying quantum probability space was represented by a Hopf ∗-algebra, or more
generally a ∗-bialgebra. The huge success of the theory of compact quantum groups due to Woro-
nowicz [Wor1, Wor2], and more generally locally compact quantum groups due to Kustermans and
Vaes [KV1], with the latter objects denoted below by G, has opened a possibility to study analogous
problems in the much richer analytic setting. Here, in parallel to the situation described in the
previous paragraph, the level of technical difficulty involved in the locally compact theory by far ex-
ceeds that of the compact case, where many questions can be still investigated via purely algebraic
means, exploiting the Hopf ∗-algebra Pol(G). Kustermans’s and Vaes’s theory admits perfect duality,
with Gˆ denoting the dual of G. Discrete quantum groups are duals of compact ones, which means
that also in the discrete case one can take advantage of certain algebraic techniques. Recall here
only that quantum groups are in fact studied indirectly, via associated algebras of functions, such as
C0(G), Cu0(G) or L
∞(G) (see [KV1, KV2, Kus2]).
Recent years brought a significant interest in convolution operators on arbitrary locally compact
quantum groups: these featured prominently in the work of Junge, Neufang, Ruan, Daws, Hu and
others (see e.g. [JNR] and [Daw2]). It should be noted that the quantum group context allows one
to treat the usual convolution operators and Herz–Schur multipliers on a locally compact group G
within the same framework, with the latter viewed as convolution operators on the dual quantum
group Gˆ. Perhaps slightly surprisingly, there has been less work on the convolution semigroups of
states on quantum groups beyond the compact case: some initial facts were established in [LS1]
(where in particular such semigroups were shown to be determined by densely defined generating
functionals) and then applied in [LS2] to study the analytic theory of quantum Lévy processes. On
the other hand, in an important recent paper [CFK], Cipriani, Franz and Kula continued the study
of convolution semigroups of states on compact quantum groups, earlier investigated in the context
CONVOLUTION SEMIGROUPS ON QUANTUM GROUPS AND NONCOMMUTATIVE DIRICHLET FORMS 3
of algebraic quantum Lévy processes, for the first time involving in the analysis the Dirichlet form
techniques.
In this work we undertake a deeper study of the convolution semigroups associated with a locally
compact quantum group G. As in the classical case these turn out to have several avatars: semig-
roups of states of Cu0(G), or semigroups of completely positive operators on each of the algebras
Cu0(G), C0(G), L
∞(G), etc. Here we show further that every convolution operator on L∞(G) leads,
in two different ways (via the KMS- and GNS-implementations mentioned above) to a bounded
operator on L2(G). In presence of the natural symmetry (again, visible on all the levels at which
we can view the respective convolution operator or convolution semigroup) we use the theory of
noncommutative Dirichlet forms for weights to obtain the central result of the article (Theorem 3.4
in the main body of the paper).
Theorem 0.1. There exist 1− 1 correspondences between the following objects:
• w∗-continuous convolution semigroups of states of Cu0(G) invariant under the unitary antipode;
• C∗0 -semigroups of normal, unital, completely positive maps on L∞(G) that satisfy the intertwin-
ing relation with the co-product and are KMS-symmetric with respect to the left Haar weight of
G;
• C0-semigroups of selfadjoint completely Markov operators on L2(G) (with respect to the left
Haar weight of G) that belong to L∞(Gˆ);
• completely Dirichlet forms (with respect to the left Haar weight of G) on L2(G) that are invari-
ant under U(L∞(Gˆ)′), modulo multiplication of forms by a positive number.
All the notions featuring in the above result will be made precise in the remainder of the paper.
Here note only that the special property of the Dirichlet forms in the last point above can be naturally
interpreted as translational invariance, bringing us back to the classical context studied in [FOT,
Sections 1.4 and 1.5] and in [Den, Section 6].
The theorem above provides a definitive extension of the results of [CFK]. The technical diffi-
culties in the locally compact case are far more daunting: the generators of the respective semig-
roups admit no ‘obvious’ domain and one needs to deal with weights as opposed to states. The
key step of the proof uses ideas of Goldstein and Lindsay; however as the proof of one of the main
results in [GL2] appears to be incorrect, we have to provide a new argument to obtain the passage
from the Dirichlet form to the semigroup of operators acting on the von Neumann algebra, requir-
ing slightly stronger assumptions than those stated in [GL2]. Nevertheless, these are automatically
satisfied in our quantum group context. We believe this general result is of independent interest.
Returning to the quantum group framework, we furthermore present a very explicit connection
between the relevant noncommutative Dirichlet form and the respective generating functional as
studied in [LS1].
The above theorem and its technical extensions turn out to have significant applications to geo-
metric quantum group theory. In particular we deduce that a second countable locally compact
quantum group G does not have Kazhdan’s Property (T) (see [DSV] and references therein) if and
only if there exists a symmetric (in the sense of the first bullet point in Theorem 0.1) convolution
semigroup of states of Cu0(Gˆ) with an unbounded (equivalently, not everywhere defined) generating
functional. On the other hand G has the Haagerup Property if and only if there exists a semigroup
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of Markov convolution operators on L2(G) (in the sense of the third bullet point of the Theorem
above) belonging to C0(G). Classically the passage between the representation theoretic aspects of
properties such as Property (T) and their geometric guises goes through the Schönberg correspond-
ence: suitable positive-definite functions are first assembled into a semigroup, whose generator is
a conditionally negative-definite function ψ, and then one identifies the desired affine action of the
group on a Hilbert space with the cocycle associated with ψ; the converse direction requires Schön-
berg’s result. For discrete quantum groups one no longer has a direct notion of affine actions, and
works only with the respective cocycles – understood as certain derivations of the underlying Hopf
algebra (instances of such techniques can be found in [Kye] and [DFSW]). We emphasise that this
approach relies crucially on the algebraic nature of discrete quantum groups, which is absent from
the general locally compact case. Thus in this paper we provide a yet different perspective, encom-
passing all the results mentioned above: namely, we encode the representation theoretic properties
of a locally compact quantum group via the existence (or non-existence) of convolution semigroups
with particular properties.
Also the construction of examples in the locally compact setting is far more complicated than it
was in [CFK], once again mainly due to the lack of a canonical ‘purely algebraic’ domain for the
generators. We describe in detail the dual to the classical case, and for the classical case refer again
to [FOT, Sections 1.4 and 1.5] and [Den, Section 6]. We further show how to use cocycle twisting
to generate interesting examples acting on genuine locally compact quantum groups, e.g. on the
quantised Heisenberg group of Enock and Vainerman [EnV].
Our work opens several future directions of research. It is natural to ask about the possibility
of extending the key construction of derivations out of quantum Dirichlet forms due to Cipriani
and Sauvageot [CiS] beyond the tracial case, exploiting the additional quantum group structure.
We intend also to study further examples of non-trivial convolution semigroups using the Rieffel
deformation techniques of [Kas], in a sense dual to the procedure of cocycle twisting discussed in
this paper. Finally one might investigate how the properties of the noncommutative Dirichlet form
affect the long-term behaviour of the quantum Markov semigroup in question both in the quant-
itative and the qualitative senses, and exploit the Dirichlet form techniques to produce interesting
perturbations of the objects studied here (perhaps landing outside of the class of the convolution
semigroups).
The concrete plan of the paper is as follows: in Section 1 we discuss preliminaries concerning
von Neumann algebras, the associated Haagerup Lp-spaces, and noncommutative Dirichlet forms,
prove several technical results related to the Lp-embeddings introduced in [GL2] and introduce
notation and terminology concerning locally compact quantum groups. Section 2 treats convolu-
tion operators associated with quantum groups, first recalling known results, and then focusing on
the existence and properties of L2(G)-implementations and equivalences between various modes
of convergence. A short Section 3 contains the main general theorems of the paper, in particu-
lar Theorem 0.1, and connects the noncommutative Dirichlet form associated with a convolution
semigroup with the generating functional of [LS1]. Section 4 provides applications to geometric
quantum group theory, first concerning Property (T) and then the Haagerup Property, and Section
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5 discusses several examples. Finally in the Appendix we provide a correct proof of [GL2, Theorem
4.7] under two different sets of mild additional assumptions.
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1. PRELIMINARIES
We begin with some basic notation and conventions. For a Banach space X, let B(X) stand for the
algebra of bounded operators on X. A (one-parameter) operator semigroup on X is a family (Tt)t≥0
in B(X) satisfying T (0) = I and the semigroup identity: T (t + s) = T (t)T (s) for all t, s ≥ 0. We
say that (Tt)t≥0 is a C0-semigroup if it is continuous at 0
+ in the strong operator topology, namely
limt→0+ T (t)x = x for every x ∈ X [Dav2, EnN, Kan]. We will frequently use the fact that this
continuity condition is equivalent to continuity at 0+ in the weak operator topology, namely that
limt→0+ T (t)x = x weakly for every x ∈ X [Dav2, Proposition 1.23].
For an algebra A we denote by id : A→ A the identity map and by 1 the unit of A, if it exists. For
subsets X,Y ⊆ A we write XY := span {xy : x ∈ X, y ∈ Y }.
Let A be a C∗-algebra. The multiplier algebra of A is denoted by M(A). For ω ∈ A∗ we define
ω ∈ A∗ by ω(x) := ω(x∗), x ∈ A. Representations of C∗-algebras are always assumed nondegenerate.
We use ⊗,⊗min,⊗ for the algebraic or Hilbert space tensor product, the minimal tensor product
of C∗-algebras, and the normal tensor product of von Neumann algebras, respectively. We write σ
for the flip map at the C∗- or the von Neumann algebra level.
For a Hilbert space H, write K(H) for the C∗-algebra of compact operators on H and U(H) for
the group of all unitary operators on H. Given u ∈ U(H), set Ad(u)(x) := uxu∗ for x ∈ B(H).
Inner products are linear in the left variable. For vectors ζ, η ∈ H, ωζ,η ∈ B(H)∗ is the functional
given by ωζ,η(x) := 〈xζ, η〉, x ∈ B(H). We let ωζ := ωζ,ζ . The ultraweak operator topology,
resp. ultrastrong operator topology, on a von Neumann algebra will be called simply the ultraweak
topology, resp. ultrastrong topology. An automorphism group of a C∗- or von Neumann algebra is
assumed by definition to be continuous with respect to the suitable topology, namely point–norm
or point–ultraweak, respectively.
Subsections 1.1–1.3 discuss preliminaries on von Neumann algebras and in particular on the
Haagerup Lp-spaces. Subsection 1.4 introduces locally compact quantum groups.
1.1. The Haagerup noncommutative Lp-spaces of von Neumann algebras and the maps j(q)
and i(p). In this subsection we introduce Haagerup’s construction of Lp-spaces of von Neumann
algebras as announced in [Haa4] and described in full detail by Terp [Ter1], and the subsequent
work of Goldstein and Lindsay [GL2, Sections 1–2]. We assume that the reader is familiar with
modular theory [Str, Tak1, Tak2].
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We will rely heavily on the theory of unbounded operators on Hilbert spaces [DuS, Chapter XII].
For linear operators a, b on a Hilbert space H, not necessarily densely defined or closable, denote
by D(a) the domain of a, and write a+ b and ab for the sum, respectively product, of a and b with
maximal domains. If a is densely defined, we denote its adjoint by a∗; if a is closable, we denote its
closure by a.
Fix a von Neumann algebra A acting, not necessarily standardly, on a Hilbert space H. Recall
that a (not necessarily densely defined or closable) linear operator a on H is affiliated with A if
y′a ⊆ ay′ for every y′ ∈ A′.
Fix a normal, semi-finite, faithful (n.s.f.) weight ϕ on A. Write σϕ = (σϕt )t∈R for the modular
automorphism group of ϕ, let
Nϕ := {a ∈ A : ϕ(a∗a) <∞} ,
Mϕ := span {a ∈ A+ : ϕ(a) <∞} = N ∗ϕNϕ,
let Tϕ denote the Tomita ∗-algebra of all elements a ∈ A that are entire analytic with respect to σϕ
and satisfy σϕz (a) ∈ Nϕ∩N ∗ϕ for every z ∈ C, and letMϕ,∞ := T ∗ϕ Tϕ = TϕTϕ. The GNS construction
for the pair (A, ϕ) gives a Hilbert space L2(A, ϕ) and a map ηϕ : Nϕ → L2(A, ϕ). When viewing A
as acting on L2(A, ϕ) we do not use any additional symbol for the representation. Write ∇ϕ and Jϕ
for the modular operator and modular conjugation of ϕ, respectively, both acting on L2(A, ϕ). In
the sequel we usually omit ϕ from the notation.
We begin with an approximation lemma, providing a ‘good’ net of elements in the Tomita algebra
converging to 1 in the ∗-strong operator topology.
Lemma 1.1. For each δ > 0 there exists a net (ej)j∈J in T such that for every z ∈ C we have:
(a) ‖σz(ej)‖ ≤ eδ(ℑz)2 for all j ∈ J ;
(b) σz(ej) −−−→
j∈J
1 in the ∗-strong operator topology.
Proof. Combine [Ter2, Lemma 9] and [Str, Proposition 2.16], whose constructions agree: the former
proves the existence of a net satisfying (a), as well as (b) for z = 0, while the latter treats (a) and (b)
for δ = 1. Unfortunately, in proving (b), [Str] uses the Lebesgue dominated convergence theorem,
which is applicable only when one can choose in the proof sequences instead of nets (e.g., when A∗
is separable). This can be fixed via the following argument (see also the proof of [Kus1, Proposition
2.25]). Assume that A is in standard form in H and fix z ∈ C, ζ ∈ H. Write a := ℜz, b := ℑz. Given
f ∈ A with ‖f‖ ≤ 1 let e :=
√
δ√
π
∫
R
e−δt2σt(f) dt (convergence in the ∗-strong operator topology).
Then we have
√
π√
δ
‖σz(e)ζ − ζ‖ ≤ eδb2
∫
R
e−δ(t−a)2 ‖σt(f)ζ − ζ‖dt. For ε > 0 one can approximate
the last integral up to ε by the integral on some (bounded) interval I in R independently of f .
For every t ∈ R we have ‖σt(f)ζ − ζ‖ =
∥∥f∇−itζ −∇−itζ∥∥ because σt is implemented by ∇it. By
uniform continuity of t 7→ ∇−itζ on I one can approximate the integral on I up to ε by Riemann
sums, again independently of f . This implies that if (fj)j∈J in the closed unit ball of A converges
in the strong operator topology to 1 then the associated (ej)j∈J will satisfy σz(ej)ζ −−−→j∈J ζ. 
The following material is taken from [Nel, Ter1] unless indicated otherwise. Let A be a semi-finite
von Neumann algebra acting, not necessarily standardly, on a Hilbert space K, and τ an n.s.f. trace
on A. A linear subspace E ⊆ K is called τ -dense if for every δ > 0 there exists a projection p ∈ A
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such that Im p ⊆ E and τ(1−p) < δ. A closed, densely defined operator a affiliated with A is called
τ -measurable if D(a) is τ -dense. The set of all τ -measurable operators is denoted by τA. Evidently,
A ⊆ τA. In fact, τA is a ∗-algebra with respect to the sum a ∔ b := a+ b, product a · b := ab
and scalar product λ · a := λa (the ‘strong operations’), and the involution being the adjoint a∗
(a, b ∈ τA, λ ∈ C).
Remark 1.2 (see [Ter1, proof of Proposition I.24] or [GL2, Corollary 1.2]). Every polynomial in
elements of τA formed using sums and products of unbounded operators (without closures) has a
unique extension in τA, namely the one given at each step by the operations in τA (with closures).
It also equals the closure of the original polynomial (which is densely defined).
To introduce the Haagerup Lp-spaces, we recall that A and ϕ have been fixed above, and set
henceforth A := A ⋊σϕ R, the crossed product of A by σϕ acting on L2(R) ⊗H ∼= L2(R,H). It is
generated as a von Neumann algebra by π(A) ∪ λ(R), where π is the canonical embedding of A
in A given by (π(a)f)(t) := σϕ−t(a)(f(t)) (a ∈ A, f ∈ L2(R,H), t ∈ R) and λ is the left regular
representation of R tensored by 1H, namely (λ(s)f)(t) := f(t− s) (f ∈ L2(R,H), s, t ∈ R). Write h
for the injective, positive selfadjoint operator on L2(R,H) such that λ(s) = his for all s ∈ R, whose
existence and uniqueness follow from Stone’s theorem. For simplicity, we usually suppress π. By
construction, σϕt = Ad(λ(t)) = Ad(h
it) for every t ∈ R. The crossed product A is equipped with an
automorphism group θ = (θs)s∈R that is the action of R dual to σ
ϕ, characterised by the equalities
θs(a) = a and θs(hit) = e−isthit for all s, t ∈ R and a ∈ A. For an n.s.f. weight ψ on A, we denote
by ψ˜ the (n.s.f.) dual weight on A [Haa1, Haa2]. There is a unique n.s.f. trace τ on A that, using
the Pedersen–Takesaki Radon–Nikodym derivative notation, satisfies dϕ˜dτ = h.
Denote by Aˆ+ the extended positive part of A. The definition of ψ˜ in [Haa2] extends naturally
to every normal, not necessarily faithful or semi-finite, weight ψ on A, yielding a dual (normal,
not necessarily faithful or semi-finite) weight on A. For every such ψ, let kψ :=
dψ˜
dτ ∈ Aˆ+ in the
sense of [Haa3, Theorem 1.12]; by definition, kϕ = h. Then kψ is a genuine (unbounded, positive,
selfadjoint) operator if and only if ψ is semi-finite, and in this case, kψ is τ -measurable if and only
if ψ is bounded, that is, belongs to A∗. Furthermore, the map (A∗)+ ∋ ψ 7→ kψ extends linearly to
an injection ψ 7→ kψ from A∗ into τA.
For each t ∈ R the map θt extends naturally to a ∗-automorphism of τA, also denoted by θt. We
define, for p ∈ [1,∞],
Lp(A) :=
{
x ∈ τA : θt(x) = e−t/px for all t ∈ R
}
.
The set Lp(A) is a selfadjoint linear subspace of τA, and it is spanned by Lp(A)+ := Lp(A)∩ (τA)+.
Up to isomorphism, this construction does not depend on the n.s.f. weight ϕ. Several special cases
are of particular importance. The set L∞(A) coincides with A (that is, its image in A), while
L1(A) = {kψ : ψ ∈ A∗}. One can thus define a functional tr on L1(A) by the formula tr(kψ) := ψ(1),
ψ ∈ A∗. For p ∈ [1,∞) and a closed, densely defined linear operator a affiliated with A with polar
decomposition a = u |a|, we have a ∈ Lp(A) if and only if u ∈ A and |a|p ∈ L1(A). This means one
can define a norm on Lp(A), setting ‖a‖p := tr(|a|p)1/p, and thus making Lp(A) a Banach space.
The canonical linear map ψ 7→ kψ is an isometry from A∗ onto L1(A). The functional tr is ‘trace-
like’: for conjugate exponents p, q ∈ [1,∞], a ∈ Lp(A) and b ∈ Lq(A), we have a · b, b · a ∈ L1(A)
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and tr(a · b) = tr(b · a). The Banach space L2(A) is actually a Hilbert space with respect to the inner
product 〈a, b〉 := tr(a · b∗), a, b ∈ L2(A). Using the product of τA, we see that A acts on L2(A) by
left multiplication. With respect to this representation of A, the quadruple (A, L2(A), ∗, L2(A)+) is
a standard representation for A. More generally, for every p ∈ [1,∞), L∞(A) acts on Lp(A) by left
and right multiplication in τA. These actions are contractive: ‖x · a‖p, ‖a · x‖p ≤ ‖x‖∞‖a‖p for all
x ∈ L∞(A) and a ∈ Lp(A).
We proceed to describe some of [GL2, Sections 1–2]. For q ∈ [2,∞), define a left ideal of A by
N (q) := {a ∈ A : ah1/q is closable and ah1/q ∈ Lq(A)}.
We have N = N (2) ⊆ N (q) [GL2, p. 46]. Further define a map j(q) : N (q) → Lq(A) by N (q) ∋ a 7→
ah1/q. It is linear and injective [GL2, p. 48].
Remark 1.3. We have N (q) = {a ∈ A : h1/qa∗ ∈ τA}. Indeed, for a ∈ A, observe that ‘ah1/q is
closable and ah1/q ∈ τA’ if and only if ‘the adjoint of ah1/q, namely h1/qa∗, belongs to τA’. This is
because if ah1/q is closable and ah1/q ∈ τA, then also h1/qa∗ = (ah1/q)∗ ∈ τA; on the other hand,
if (ah1/q)∗ = h1/qa∗ belongs to τA, then in particular it is densely defined, so that ah1/q is closable,
hence ah1/q = (h1/qa∗)∗ ∈ τA. Next, when this is the case, we have h1/qa∗ ∈ Lq(A) (equivalently:
ah1/q ∈ Lq(A)) automatically: this is showed in the second part of the proof of [GL2, Proposition
2.2] (after ‘it remains only to show that’).
Given p ∈ [1,∞), define the following ∗-subalgebra of A:
M(p) := span
{
a ∈ A+ : a1/2 ∈ N (2p)
}
= span
{
b∗c : b, c ∈ N (2p)
}
.
We have M = M(1) ⊆ M(p). Also, define a linear map i(p) : M(p) → Lp(A) as the unique linear
extension of the map that takes a ∈ A+ such that a1/2 ∈ N (2p) to j(2p)(a1/2)∗j(2p)(a1/2). Then i(p)
is injective and positivity preserving. For all this see [GL2, p. 49]. The notation i(∞) := idA will be
useful. Let us list some key properties of these maps.
Proposition 1.4.
(a) For every p ∈ [1,∞) and a, b ∈ N (2p) we have i(p)(a∗b) = j(2p)(a)∗ · j(2p)(b) [GL2, Lemma 2.9].
(b) Let a, b ∈ A. All scalars tr (i(p)(a) · i(q)(b)), for conjugate exponents p, q ∈ [1,∞] such that
a ∈ M(p) and b ∈ M(q), are equal [GL2, Proposition 2.10].
(c) For every p ∈ [1,∞), i(p)(M∞ ∩ A+) is dense in Lp(A)+ [GL2, Proposition 2.11 (b)].
(d) For every p ∈ [1,∞), the map i(p) :M(p) → Lp(A), viewed as a densely defined operator from
A with the ultraweak topology to Lp(A) with the weak topology, is closable. The pertinent
closure, which we denote by i(p), is injective and positivity preserving [GL2, Proposition 2.12].
(e) For every a ∈ N ∗ and b ∈ M∞ we have ϕ(aσ−i/2(b)) = tr
(
a · i(1)(b)) [GL2, Proposition 2.13
(c)].
Remark that for p, q ∈ [1,∞] conjugate exponents, x ∈ Lp(A) is positive if and only if tr(x ·y) ≥ 0
for all y ∈ Lq(A)+. Consequently, if p ∈ [1,∞) and a ∈ M(p), then a ≥ 0 if (and only if) i(p)(a) ≥ 0,
because for every b ∈ M+, 0 ≤ tr
(
i(p)(a) · i(q)(b)) = tr (a · i(1)(b)), thus ω(a) ≥ 0 for every ω ∈ A+∗
(use (b), (c) above).
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Convention. From now on we will tacitly identify:
• the ∗-algebra L∞(A) with A (that is, with its canonical image in A);
• Lp(A)∗ with Lq(A) for p ∈ [1,∞), q ∈ (1,∞] conjugate exponents by the correspondence
sending b ∈ Lq(A) to the functional Lp(A) ∋ a 7→ tr(a · b);
• (in particular) the Banach space L1(A) with A∗ by the correspondence sending x ∈ L1(A)
to the functional L∞(A) ∋ y 7→ tr(xy);
• the GNS representation (L2(A, ϕ), the canonical left action of A,ηϕ) with the semi-cyclic
representation
(L2(A), the action of L∞(A) ∼= A on L2(A) by multiplication on the left, j(2)ϕ );
indeed, we have x · j(2)ϕ (a) = j(2)ϕ (xa) for every x ∈ A ∼= L∞(A) and a ∈ N , j(2)ϕ has dense
range [GL2, Proposition 2.11 (a)], and it satisfies ‖j(2)ϕ (a)‖2 = ϕ(a∗a)1/2 for all a ∈ N
by [GL2, Lemma 2.1 (c)] and the invariance of the L2(A)-norm under the adjoint map,
essentially following from the trace-like property of the functional tr.
1.2. Markov operators, KMS-symmetry and Dirichlet forms. In this subsection we discuss sev-
eral notions and results from [GL2, Sections 3–5] that will be fundamental for us. We continue to
use the same notation as in the previous subsection, so in particular, A and ϕ are fixed.
Let p ∈ [1,∞). Write [0, h1/p]
Lp(A) :=
{
x ∈ Lp(A) : 0 ≤ x ≤ h1/p}, the right inequality being in
the sense of unbounded positive selfadjoint operators (recall that generally h1/p does not belong to
τA!). By [GL2, Lemma 3.1, Proposition 3.2 and Corollary 3.4], we have
i(p)([0,1]M(p)) =
[
0, h1/p
]
Lp(A)
, (1.1)
and this convex set is norm-closed in Lp(A). Notice that the linear span of [0, h1/p]
Lp(A) equals
i(p)(M(p)).
Definition 1.5 ([GL2, p. 57]). Let p ∈ [1,∞) and let S, T be linear operators on, respectively,
Lp(A),A, not necessarily everywhere defined. Then
• S is Markov with respect to ϕ if [0, h1/p]
Lp(A) is contained in D(S) and is invariant under S;
• T is Markov with respect to ϕ ifM⊆ D(T ) and T ([0,1]A ∩D(T )) ⊆ [0,1]A;
• T is KMS-symmetric with respect to ϕ ifM⊆ D(T ) and
tr
(
Ta · i(1)(b)
)
= tr
(
i(1)(a) · Tb
)
(∀a,b∈M);
• T is p-integrable with respect to ϕ if M ⊆ D(T ), T (M) ⊆ M(p) and the map i(p)(a) 7→
i(p)(Ta), a ∈ M, is continuous (with respect to the Lp(A)-norm). When this is the case, we
denote by T˜ (p) the unique bounded extension of that map to Lp(A).
Remark that when T is everywhere defined, it is Markov if and only if it is positive (= positivity
preserving) and contractive. Also, for p = 2, if S is symmetric andMarkov, then for every a, b ∈ M(2)
we have
tr
(
Si(2)(a) · i(2)(b)
)
=
〈
Si(2)(a), i(2)(b)∗
〉
=
〈
i(2)(a), S(i(2)(b)∗)
〉
=
〈
i(2)(a), (Si(2)(b))∗
〉
= tr
(
i(2)(a) · Si(2)(b)
)
,
(1.2)
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where we used the fact that S is positivity preserving, thus adjoint preserving, on i(2)(M(2)).
We make a short detour to discuss the general theory of quadratic forms [Dav2, Kat]. Fix a Hilbert
spaceH. A non-negative quadratic form onH arises from a semi-inner product Q : D(Q)×D(Q)→
C for a linear subspace D(Q) of H. Specifically, Q is assumed to be linear in the first variable,
hermitian: Q(η, ζ) = Q(ζ, η) for all ζ, η ∈ D(Q), and positive semi-definite: Q(ζ, ζ) ≥ 0 for all
ζ ∈ D(Q). All quadratic forms in this paper will be non-negative. By the polarisation identity, Q is
determined by the function Q′ : D(Q) → [0,∞) given by Q′ζ := Q(ζ, ζ), ζ ∈ D(Q) (usually it is Q′
which is called the quadratic form). It is also useful to consider the function Q′′ : H→ [0,∞] given
by
Q′′ζ :=

Q
′(ζ) ζ ∈ D(Q)
∞ else
(ζ ∈ H).
The form Q is said to be densely defined if D(Q) is dense in H, and closed if for every sequence
(ζn)
∞
n=1 inD(Q) that converges to ζ ∈ H and satisfies that Q′(ζn−ζm) −−−−−→n,m→∞ 0 we have ζ ∈ D(Q)
and Q′(ζn − ζ) −−−→
n→∞ 0. This is equivalent to Q
′′ being lower semicontinuous.
Using the Q′′ ‘face’ of quadratic forms, one can add and compare them, and form limits of as-
cending sequences of them. For instance, if Q1, Q2 are quadratic forms on H, then the quadratic
form Q1 +Q2 on H is given by (Q1 +Q2)′′ = Q′′1 +Q′′2 .
There are 1− 1 correspondences between: (generally unbounded) positive selfadjoint operators
A on H; C0-semigroups (St)t≥0 of selfadjoint contractions on H; and closed, densely-defined (non-
negative) quadratic forms Q on H. They are given by St = e−tA (t ≥ 0) – with the equality
understood either via the functional calculus or in the standard semigroup theory sense, and Q =
QA where QA :=
∥∥A1/2·∥∥2, that is, D(QA) = D(A1/2) and Q′A(ζ) = ∥∥A1/2ζ∥∥2 for all ζ ∈ D(A1/2).
In the sequel we will not distinguish between Q,Q′, Q′′, and denote these three maps by Q.
Finally, having completed the detour, we introduce Dirichlet forms using the previous notation;
so again, A and ϕ are fixed. Let πI : L2(A)→
[
0, h1/2
]
L2(A) be the nearest-point projection onto the
closed convex set
[
0, h1/2
]
L2(A) (see (1.1)). A closed densely-defined quadratic form Q on L
2(A) is
said to be Dirichlet with respect to ϕ if Q ◦ πI ≤ Q [GL2, p. 62].
At this point we refer the reader to the Appendix, where we point out a gap in the proof of
[GL2, Theorem 4.7] and propose two solutions under additional hypotheses. The first one is more
practical for our purposes. It is used to prove Corollary A.8, which plays an important role in our
paper.
1.3. New results concerning Lp-embeddings. We now present several new results pertaining to
the material of the previous two subsections.
The first lemma is not used later on, but it complements Lemma 1.8.
Lemma 1.6. Let b, c ∈ N , and consider a := b∗c ∈ M. Then i(1)(a) ∈ L1(A), viewed as an element of
A∗, equals ωJη(b),Jη(c).
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Proof. Denote by ω the element of A∗ that corresponds to i(1)(a). Assume for the moment that
b, c ∈ T . Write S := J∇1/2 = ∇−1/2J . By Proposition 1.4 (e), for every x ∈ N ∩N ∗,
ω(x) = tr(x · i(1)(a)) = ϕ(xσ−i/2(a)) =
〈
η(σ−i/2(a)),η(x∗)
〉
=
〈
∇1/2η(a), Sη(x)
〉
=
〈
∇1/2η(a),∇−1/2Jη(x)
〉
= 〈η(a), Jη(x)〉 = 〈η(x), Jη(a)〉
= 〈JbJη(x), Jη(c)〉 = 〈xJη(b), Jη(c)〉 .
Since ω is normal and N ∩N ∗ is ultraweakly dense in A, we get ω = ωJη(b),Jη(c).
For the general case of b, c ∈ N , let (bn)∞n=1, (cn)∞n=1 be bounded sequences in T such that
bn −−−→
n→∞ b, cn −−−→n→∞ c in the strong operator topology and η(bn) −−−→n→∞ η(b), η(cn) −−−→n→∞ η(c)
([Tak2, Theorem VI.1.26] and [StZs, Section 10.21, Corollary 2]; or [Str, p. 29, (16)]). Then
an := b
∗
ncn −−−→n→∞ b
∗c = a ultraweakly and i(1)(an) = ωJη(bn),Jη(cn) → ωJη(b),Jη(c) in norm. Since i(1)
is ultraweak–σ(A∗,A)-closable (Proposition 1.4 (d)), i(1)(a) = ωJη(b),Jη(c). 
The next lemma’s assertion is precisely that of [GL2, Lemma 2.5] but it uses weaker assumptions.
Lemma 1.7. Let α ∈ C be such that s := ℜα ≥ 0, and let a ∈ D(σiα) = D(σis) ⊆ A be such that
a, σiα(a)
∗ ∈ N (1/s). Then ahα = hασiα(a).
Proof. By [StZs, 9.24, Proposition], a ∈ D(σis) if and only if ahs ⊆ hsb for some b ∈ A, in which
case b = σis(a), thus ahα ⊆ hασiα(a). Now, follow the proof of [GL2, Lemma 2.5]: since a, σiα(a)∗ ∈
N (1/s), ahα is closable, ahα ⊆ hασiα(a), and both sides are in τA, hence they are equal. 
The next lemma connects the map i(2) introduced above with the GNS map η.
Lemma 1.8.
(a) For every a = b∗c with b, c ∈ N (4) (so a ∈ M(2)) such that a ∈ D(σ−i/4) and σ−i/4(a) ∈ N we
have i(2)(a) = η(σ−i/4(a)).
(b) For every a ∈ M we have i(2)(a) = ∇1/4η(a). In particular, if a ∈ M ∩ T then i(2)(a) =
η(σ−i/4(a)).
Proof. (a) We have i(2)(a) ⊇ h1/4ah1/4 because Proposition 1.4 (a) implies the relations i(2)(b∗c) ⊇
j(4)(b)∗j(4)(c) = h1/4b∗ch1/4. On the other hand, since σ−i/4(a) ∈ N ⊆ N (4) and a∗ ∈ M(2) ⊆ N (4),
Lemma 1.7 implies that h1/4a = σ−i/4(a)h1/4, thus i(2)(a) ⊇ σ−i/4(a)h1/2. Hence Remark 1.2 entails
that i(2)(a) = σ−i/4(a)h1/2 = j(2)(σ−i/4(a)) = η(σ−i/4(a)).
(b) Let a ∈ M, and assume that a = b∗c for b, c ∈ N . As in the proof of Lemma 1.6,
find bounded sequences (bn)
∞
n=1, (cn)
∞
n=1 in T that satisfy bn −−−→n→∞ b, cn −−−→n→∞ c in the strong
operator topology and η(bn) −−−→
n→∞ η(b), η(cn) −−−→n→∞ η(c). Then the sequence (b
∗
ncn)
∞
n=1 in
M∞ converges ultraweakly to a and η(b∗ncn) = b∗nη(cn) −−−→n→∞ b
∗
η(c) = η(a) weakly. Since
J∇1/2η(b∗ncn) = η(c∗nbn) = c∗nη(bn) for all n ∈ N, the sequence
(∇1/2η(b∗ncn))∞n=1 is bounded,
as was (η(b∗ncn))
∞
n=1, hence so is
(∇1/4η(b∗ncn))∞n=1 by the Phragmen–Lindelöf three lines theorem.
Thus, ∇1/4η(b∗ncn) −−−→n→∞ ∇
1/4
η(a) weakly. Since ∇1/4η(b∗ncn) = i(2)(b∗ncn) for all n ∈ N by (a),
Proposition 1.4 (d) implies that i(2)(a) = ∇1/4η(a). 
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Recall the (generalised) operators kψ defined in Subsection 1.1. The last statement below can be
also deduced from a general argument concerning the Lp-extensions of automorphisms preserving
the fixed reference weight; for extending yet more general maps to Haagerup Lp-spaces in the state
context we refer to [HJX, Section 5] (the arguments there can be also adapted to the weight case).
Lemma 1.9. (a) For every normal weight ψ on A and t ∈ R we have kψ◦σt = h−itkψhit in Aˆ+.
(b) tr is Ad(hit)-invariant.
(c) Let p ∈ [2,∞), q ∈ [1,∞) and t ∈ R. The sets N (p),M(q),D(i(q)) are invariant under σt,
and for every a ∈ N (p) and b ∈ D(i(q)) we have j(p)(σt(a)) = hitj(p)(a)h−it and i(q)(σt(b)) =
hiti(q)(b)h−it.
(d) Let p ∈ [1,∞). For t ∈ R define U(t) : Lp(A) → Lp(A) by x 7→ hitxh−it, x ∈ Lp(A). Then
(U(t))t∈R is a (well-defined) C0-group of surjective isometries.
Proof. (a) Let ψ be a normal weight on A and t ∈ R. We claim that ψ˜ ◦ σt = ψ˜ ◦ Ad(hit). Once this
is established, we get the following equalities in Aˆ+:
kψ◦σt =
d(ψ˜ ◦ σt)
dτ
=
d(ψ˜ ◦ Ad(hit))
dτ
= Ad(h−it)(
dψ˜
dτ
) = Ad(h−it)(kψ).
To prove the claim, write π for the canonical normal injection of A into A. Recall that θ = (θs)s∈R
is the action of R on A dual to σ, and denote by T the canonical n.s.f. operator-valued weight from
A to π(A) given by Tx = ∫
R
θs(x) ds, x ∈ A+. Then for every x ∈ A+, since θs(hit) = e−isthit, we
have
T (hitxh−it) =
∫
R
θs(h
itxh−it) ds =
∫
R
(hitθs(x)h
−it) ds = hit(Tx)h−it (1.3)
(the equalities being in Aˆ+, thus in π̂(A)+). By definition, we have ψ˜ ◦ σt =
(
ψ ◦ σt ◦ π−1
)∧ ◦ T ,
where the hat symbol denotes the canonical extension to π̂(A)+. But σt ◦ π−1 = π−1 ◦Ad(hit)|π(A),
so (1.3) implies that
ψ˜ ◦ σt = (ψ ◦ π−1 ◦ Ad(hit))∧ ◦ T = ̂(ψ ◦ π−1) ◦ T ◦ Ad(hit) = ψ˜ ◦ Ad(hit).
(b) For each ψ ∈ A+∗ , tr(Ad(h−it)(kψ)) = tr(kψ◦σt) = (ψ ◦ σt)(1) = ψ(1) = tr(kψ).
(c) Let a ∈ N (p). We have σt(a) = hitah−it. Thus
h
1
pσt(a)
∗ = h
1
phita∗h−it = hith
1
pa∗h−it. (1.4)
Since a ∈ N (p), namely h 1pa∗ is τ -measurable, so is hith 1pa∗h−it, proving that σt(a) ∈ N (p). Now
(1.4) means that j(p)(σt(a))∗ = hitj(p)(a)∗h−it, and taking adjoints gives j(p)(σt(a)) = hitj(p)(a)h−it.
Take b ∈ M(q). From the foregoing it is obvious that σt(b) ∈ M(q) and i(q)(σt(b)) = hiti(q)(b)h−it.
More generally, if b ∈ D(i(q)), let (bλ)λ∈I be a net in M(q) such that bλ −−→
λ∈I
b ultraweakly and
i(q)(bλ) −−→
λ∈I
i(q)(b)weakly. Then σt(bλ) −−→
λ∈I
σt(b) ultraweakly and i(q)(σt(bλ)) = hiti(q)(bλ)h−it −−→
λ∈I
hiti(q)(b)h−it weakly by (b) (it is clear that hitLq(A)h−it = Lq(A)). Hence σt(b) ∈ D(i(q)) and
i(q)(σt(b)) = h
iti(q)(b)h−it.
(d) Fix p ∈ [1,∞) and x ∈ Lp(A). For every t ∈ R we have ∣∣hitxh−it∣∣p = hit |x|p h−it,
so (b) entails that
∥∥hitxh−it∥∥
p
= ‖x‖p. For every t ∈ R define U(t) : Lp(A) → Lp(A) by
x 7→ hitxh−it. By the foregoing, U(t) is an isometry from Lp(A) onto itself. Clearly, (U(t))t∈R
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is a group. It is also point–weakly continuous. Indeed, it p = 1, then for every b ∈ A we have
tr(hitxh−itb) = tr(xh−itbhit) = tr(xσ−t(b)), and the function t 7→ ω(σ−t(b)) is continuous for
all ω ∈ A∗. If p ∈ (1,∞), write q for the conjugate exponent of p. For every a ∈ M(p) and
b ∈ M ⊆ M(q), we have tr (i(p)(σt(a)) · i(q)(b)) = tr (σt(a) · i(1)(b)) by Proposition 1.4 (b), so that
R ∋ t 7→ tr (i(p)(σt(a)) · i(q)(b)) is continuous. Since i(p)(σt(a)) = U(t)(i(p)(a)) for all t ∈ R and
a ∈ M(p), i(p)(M(p)) is dense in Lp(A) and i(q)(M) is dense in Lq(A) (Proposition 1.4 (c)), the
group (U(t))t∈R is point–weakly continuous, thus point–norm continuous. 
We need one more approximation result, identifying a convenient core for the embedding map
i(p).
Proposition 1.10. For every p ∈ [1,∞), the subspace M∞ is an ultraweak–weak core for i(p). To
elaborate, for every b ∈ D(i(p)) and ε > 0 there exists a net (bλ)λ∈I in M∞ that is bounded by ‖b‖
such that
(
i(p)(bλ)
)
λ∈I is bounded by
∥∥i(p)(b)∥∥ + ε, bλ −−→
λ∈I
b in the ∗-strong operator topology and
i(p)(bλ) −−→
λ∈I
i(p)(b) in norm. If b is selfadjoint or positive, (bλ)λ∈I can be chosen to consist of such
operators as well.
Proof. By convexity, it suffices to prove the assertion for weak convergence of
(
i(p)(bλ)
)
λ∈I .
Step 1: We claim that for every a ∈ D(i(p)) there is a sequence (an)∞n=1 in D(i(p)), all of whose
elements are entire analytic with respect to σ, such that ‖an‖ ≤ ‖a‖ and
∥∥i(p)(an)∥∥p ≤ ∥∥i(p)(a)∥∥p for
every n ∈ N, and such that an −−−→
n→∞ a in the ∗-strong operator topology and i
(p)(an) −−−→
n→∞ i
(p)(a)
in norm, and if a selfadjoint or positive, so are (an)
∞
n=1.
Indeed, fix a ∈ D(i(p)). Let n ∈ N and write an :=
√
n√
π
∫
R
e−nt2σt(a) dt, where the integral con-
verges in the ∗-strong operator topology. Then an is entire analytic with respect to σ. Furthermore,
by Lemma 1.9 (c) and (d),
∥∥i(p)(σt(a))∥∥p = ∥∥i(p)(a)∥∥p for all t ∈ R and t 7→ i(p)(σt(a)) ∈ Lp(A) is
norm continuous. Thus
∫
R
e−nt2 i(p)(σt(a)) dt converges in norm. Hence an ∈ D(i(p)) and i(p)(an) =√
n√
π
∫
R
e−nt2 i(p)(σt(a)) dt. In particular,
∥∥i(p)(an)∥∥p ≤ ∥∥i(p)(a)∥∥p. The sequence (an)∞n=1 has the de-
sired properties.
Before proceeding we make the following simple observation. Let b ∈ D(i(p)) and e, f ∈ T .
Then f∗be ∈ M satisfies i(p)(f∗be) = σ i
2p
(f)∗ · i(p)(b) · σ i
2p
(e). Indeed, for every d ∈ N (2p) we have
de ∈ N ⊆ N (2p) and j(2p)(de)∗ = h 12p e∗d∗ = σ− i
2p
(e∗)h
1
2pd∗ ⊇ σ− i
2p
(e∗)h
1
2pd∗ = σ− i
2p
(e∗)j(2p)(d)∗ by
[GL2, Lemma 2.5] (or the more general Lemma 1.7 above), hence j(2p)(de)∗ = σ− i
2p
(e∗) · j(2p)(d)∗
by Remark 1.2. Using Proposition 1.4 (a), this entails that for all b ∈ M(p) = D(i(p)) we have
i(p)(f∗be) = σ i
2p
(f)∗ · i(p)(b) · σ i
2p
(e). The observation follows for all b ∈ D(i(p)) from the definition
of i(p).
Step 2: We claim that for every b ∈ D(i(p)) that is entire analytic with respect to σ and every
δ > 0 there exists a net (bλ)λ∈I inM∞ that is bounded by ‖b‖ such that
(
i(p)(bλ)
)
λ∈I is bounded by
(1 + δ)4
∥∥i(p)(b)∥∥
p
, bλ −−→
λ∈I
b in the ∗-strong operator topology and (i(p)(bλ))λ∈I −−→λ∈I i(p)(b) weakly,
and if b is selfadjoint or positive, so are (bλ)λ∈I .
Fix b, δ as above. By Lemma 1.1 there is a net (eλ)λ∈I in T that is bounded by 1 and that
converges to 1 in the ∗-strong operator topology such that the nets (σ± i
2p
(eλ)
)
λ∈I are bounded by
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1 + δ. Then (bλ)λ∈I := (e
∗
λeλbe
∗
λeλ)λ∈I is a net in M∞ that is bounded by ‖b‖ and that converges
to b in the ∗-strong operator topology, and by the preceding paragraph, (i(p)(bλ))λ∈I is bounded by
(1 + δ)4
∥∥i(p)(b)∥∥. If p > 1 write q ∈ (1,∞) for the conjugate exponent of p. For every c ∈ M,
tr
(
i(p)(bλ) · i(q)(c)
)
= tr
(
bλ · i(1)(c)
)
−−→
λ∈I
tr
(
b · i(1)(c)
)
= tr
(
i(p)(b) · i(q)(c))
by Proposition 1.4 (b). As before, density (Proposition 1.4 (c)) implies that i(p)(bλ) −−→
λ∈I
i(p)(b)
weakly. If p = 1, assume also that σ± i
2
(eλ) −−→
λ∈I
1 in the ∗-strong operator topology (Lemma
1.1). For every λ ∈ I we have i(1)(bλ) = σ− i
2
(e∗λeλ) · i(1)(b) · σ i
2
(e∗λeλ) in L
1(A); equivalently,
i(1)(bλ) = (σ− i
2
(e∗λeλ))(i(1)(b))(σ i
2
(e∗λeλ)) as elements of A∗. Consequently, i(1)(bλ) −−→
λ∈I
i(1)(b) in
norm because σ− i
2
(e∗λeλ) −−−→
λ→I
1 ultrastrongly. This completes the proof. (Remark: without needing
(bλ)λ∈I to be selfadjoint or positive if b is, taking
(
e2λbeλ
)
λ∈I would suffice.) 
The last proposition gives a neat description of the ‘interval’ that plays a key role when Dirichlet
forms are introduced.
Corollary 1.11. (a) For every p ∈ [1,∞) we have D(i(p)) ∩ A+ ⊆ D(i(p)) =M(p).
(b) The closed convex set
[
0, h1/2
]
L2(A) = i
(2) ([0,1]M(2)) is equal to
∇1/4η ([0,1]M∞) = ∇1/4η ([0,1]M).
Proof. (a) Let b ∈ D(i(p)) be positive and of norm 1. By Proposition 1.10, there is a net (bλ)λ∈I
of positive elements in M∞ ⊆ M(p) that are bounded by 1 such that bλ −−→
λ∈I
b in the ∗-strong
operator topology and
(
i(p)(bλ)
)
λ∈I −−→λ∈I i
(p)(b) weakly. The convex set (1.1) is closed in Lp(A)
in norm, equivalently weakly. Therefore, i(p)(b) ∈ i(p)([0,1]M(p)). From injectivity of i(p) we get
b ∈ [0,1]M(p) .
(b) By Lemma 1.8 (b), i(2)(a) = ∇1/4η(a) for every a ∈ M. Hence we obtain the inclusions
∇1/4η ([0,1]M∞) ⊆ ∇1/4η ([0,1]M) ⊆ i(2) ([0,1]M(2)). The reverse inclusion follows from Proposi-
tion 1.10 by convexity. 
Remark 1.12. Let p ∈ [1,∞). If T : A → A is a normal operator that is p-integrable with respect to
ϕ, then T leaves D(i(p)) invariant and i(p)(Ta) = T˜ (p)(i(p)(a)) for every a ∈ D(i(p)). Indeed, given
such a, find a net (aλ)λ∈I inM such that aλ −−→
λ∈I
a ultraweakly and i(p)(aλ) −−→
λ∈I
i(p)(a) weakly by
Proposition 1.10. Then Taλ −−→
λ∈I
Ta ultraweakly and i(p)(Taλ) = T˜ (p)(i(p)(aλ)) −−→
λ∈I
T˜ (p)(i(p)(a))
weakly, so Proposition 1.4 (d) gives the assertion.
1.4. Locally compact quantum groups. We introduce locally compact quantum groups in the von
Neumann algebraic setting ([KV2], see also [KV1, VD]), and describe some of their features.
Definition 1.13. A locally compact quantum group is a virtual object studied via a pair (M,∆),
where:
• M is a von Neumann algebra;
• ∆ : M→ M⊗M is a co-multiplication (or co-product), that is, a normal unital ∗-homomorphism
that is co-associative: (∆⊗ id) ◦∆ = (id⊗∆) ◦∆;
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• there exist n.s.f. weights ϕ,ψ on M, called the left and right Haar weights, respectively, that
satisfy
ϕ((ω ⊗ id)∆(x)) = ϕ(x)ω(1) for all ω ∈ M+∗ , x ∈ M+ with ϕ(x) <∞,
ψ((id ⊗ ω)∆(x)) = ψ(x)ω(1) for all ω ∈ M+∗ , x ∈ M+ with ψ(x) <∞.
We set L∞(G) := M and L1(G) := L∞(G)∗.
The left and right Haar weights are unique up to scaling. We write L2(G) for the GNS Hilbert
space of L∞(G) with respect to ϕ, and always view L∞(G) as acting on L2(G). Set ∇ := ∇ϕ,
J := Jϕ and η := ηϕ. There is an injective, positive, selfadjoint operator δ affiliated with L∞(G),
called the modular element, such that ψ = ϕδ in the sense of [Vae].
Every locally compact quantum group G has a dual locally compact quantum group, denoted
by Gˆ. The objects pertaining to it will be adorned with a ‘hat’, e.g. ∆ˆ, ϕˆ, ψˆ, ∇ˆ, Jˆ , ηˆ. We will not
elaborate on this construction, but mention that the GNS Hilbert space of L∞(Gˆ) with respect to ϕˆ
can and will be naturally identified with L2(G). So we shall always view L∞(Gˆ) too as acting on
L2(G). Importantly, the ‘Pontryagin double dual property’ holds: the dual of Gˆ is G.
There exists a distinguished (multiplicative) unitaryW ∈ L∞(G)⊗L∞(Gˆ), called the left regular
representation, which implements the co-multiplication by ∆(x) = W ∗(1⊗ x)W for all x ∈ L∞(G).
The subspace C0(G) := {(id ⊗ ω)(W ) : ω ∈ L1(Gˆ)}
‖·‖
is a C∗-algebra, which is ultraweakly dense
in L∞(G). Furthermore, ∆(C0(G)) ⊆ M(C0(G) ⊗min C0(G)), W ∈ M(C0(G) ⊗min C0(Gˆ)) and
Wˆ = σ(W ∗). The right regular representation is a (multiplicative) unitary V ∈ L∞(Gˆ)′ ⊗ L∞(G)
with similar properties, and in particular∆(x) = V (x⊗1)V ∗ for all x ∈ L∞(G). In fact L∞(G)′, the
commutant of L∞(G) in B(L2(G)), admits its own co-product, arising from the commutant quantum
group G′ (so that L∞(G′) := L∞(G)′) – see [KV2, Section 4] for details. All the objects associated
with G′, such as the co-product, Haar weights, etc., will be adorned with primes.
An object of fundamental importance is the antipode of G. It is a generally unbounded, ul-
traweakly closed, linear map S on L∞(G) that is characterised by {(id ⊗ ω)(W ) : ω ∈ L1(Gˆ)} being
a ∗-ultrastrong core for S and the formula S ((id⊗ ω)(W )) = (id ⊗ ω)(W ∗) for every ω ∈ L1(Gˆ). It
has a ‘polar decomposition’ as S = R ◦ τ−i/2, where the unitary antipode R is a ∗-anti-automorphism
of L∞(G) and τ−i is the ‘analytic generator’ of the scaling group τ = (τt)t∈R of automorphisms
of L∞(G). The relavant objects are given by the formulas R(x) = Jˆx∗Jˆ and τt(x) = ∇ˆitx∇ˆ−it
(x ∈ L∞(G), t ∈ R). Additionally, R and τ reduce to a ∗-anti-automorphism and an automorphism
group, respectively, of the C∗-algebra C0(G).
Definition 1.14. A unitary representation of G on a Hilbert space H is a unitary U ∈ M(C0(G)⊗min
K(H)) that satisfies (∆ ⊗ id)(U) = U13U23, where we use the standard leg numbering nota-
tion. A little more generally, for a C∗-algebra B, one defines similarly unitary representations
U ∈ M(C0(G)⊗min B) of G.
For instance, the left regular representation W is a unitary representation of G on L2(G). The
trivial representation of G is 1 ∈ M(C0(G)) = M(C0(G) ⊗ C). The above-mentioned property of
the antipode extends as follows: for every unitary representation U of G on a Hilbert space H and
ω ∈ B(H)∗ we have (id ⊗ ω)(U) ∈ D(S) and S ((id⊗ ω)(U)) = (id ⊗ ω)(U∗).
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Locally compact quantum groups can be also studied via a universal C∗-algebra Cu0(G) [Kus2],
equipped with a co-multiplication ∆u : Cu0(G) → M(Cu0(G) ⊗min Cu0(G)). There is a unitary rep-
resentation W∈ M(C0(G) ⊗min Cu0(Gˆ)) of G, the right semi-universal version of W , satisfying
{(ω ⊗ id)( W) : ω ∈ L1(G)}‖·‖ = Cu0(Gˆ), determined by the following property: there is a 1− 1 cor-
respondence between unitary representations of G and representations of Cu0(Gˆ) given as follows:
a unitary representation U of G on a Hilbert space H is associated to the (unique) representation Φ
of Cu0(Gˆ) on H by U = (id⊗Φ)( W), where we view Φ as taking values in M(K(H)) ∼= B(H). There
is also a unitary W ∈ M(Cu0(G) ⊗min C0(Gˆ)), the left semi-universal version of W , with a similar
universality property, and we have Wˆ = σ( W∗). There are also V, Vfor V .
Applying the (dual of the) above correspondence to the representation W and to the trivial
representation gives, respectively, the reducing morphism, which is a surjective ∗-homomorphism
Λ : Cu0(G) → C0(G) satisfying (Λ ⊗ id)(W) = W , and the co-unit, which is a character ǫ ∈ Cu0(G)∗
satisfying (ǫ⊗ id)(W) = 1. We have (Λ⊗ Λ) ◦∆u = ∆ ◦ Λ and
(id ⊗ Λ)(∆u(x)) =W∗(1⊗ Λ(x))W (∀x∈Cu0(G)), (1.5)
where the right-hand side makes sense when considering C0(G),C0(Gˆ) ⊆ B(L2(G)). In this point
of view we also haveW ∈ M(Cu0(G)⊗min K(L2(G))).
The unitary antipode and scaling group of G, and thus also its antipode, lift to objects acting on
Cu0(G) denoted by S
u, Ru, τu = (τut )t∈R, respectively. Again, S
u = Ru ◦ τu−i/2, we have Λ ◦ Ru = R ◦ Λ
and Λ ◦ τut = τt ◦ Λ for all t ∈ R, and the fundamental property of the antipode has a universal
version:
(id⊗ ω)(W) ∈ D(Su) and Su ((id⊗ ω)(W)) = (id⊗ ω)(W∗) (∀ω∈L1(Gˆ)). (1.6)
The co-multiplications ∆, ∆|C0(G) and ∆u induce on L1(G), C0(G)∗ and Cu0(G)∗, respectively,
convolution products, for instance by ω1 ⋆ω2 := (ω1⊗ω2)◦∆ (ω1, ω2 ∈ L1(G)), turning these spaces
into completely contractive Banach algebras. The co-unit ǫ is the unit of Cu0(G)
∗. The restriction
map and the map of composing with the reducing morphism allow us to embed L1(G) →֒ C0(G)∗ →֒
Cu0(G)
∗ as Banach algebras. What is more, each ‘small’ set is an ideal in every ‘larger’ one (see for
example [HNR] and references therein).
For every Banach algebra A, its dual A∗ becomes an A-bimodule as customary, namely, for θ ∈ A∗
and a ∈ A, one defines θa, aθ ∈ A∗ by (θa)(b) := θ(ab) and (aθ)(b) := θ(ba), b ∈ A. When
specialising to one of the Banach algebras L1(G),C0(G)∗,Cu0(G)
∗, we denote these bimodule actions
with a ‘·’ rather than just by juxtaposition. For instance, by the definition of the convolution, the
actions of µ ∈ Cu0(G)∗ on x ∈ Cu0(G) →֒ Cu0(G)∗∗ are
µ · x = (id⊗ µ)(∆u(x)), x · µ = (µ ⊗ id)(∆u(x)) ∈ M(Cu0(G)).
In fact, we have Cu0(G)
∗ · Cu0(G) ⊆ Cu0(G) and L1(G) · Cu0(G) is dense in Cu0(G); the same holds for
the other module map and for C0(G) in place of Cu0(G). These assertions follow from the quantum
cancellation rules, e.g. span∆u(Cu0(G))(1 ⊗Cu0(G)) = Cu0(G)⊗min Cu0(G).
Example 1.15. Commutative locally compact quantum groups G, namely the ones whose L∞(G)
algebra is commutative, are in 1 − 1 correspondence with locally compact groups G. We have
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L∞(G) = L∞(G), Cu0(G) = C0(G) = C0(G), (∆(f))(t, s) = f(ts) for f ∈ L∞(G) and t, s ∈ G (after
identifying L∞(G)⊗L∞(G) with L∞(G×G)) and L2(G) = L2(G). The left and right Haar weights
ϕ,ψ are given by integration against the left and right Haar measures of G, respectively. As σϕ is
trivial, it follows immediately from Corollary 1.11 (b) that[
0, h1/2ϕ
]
L2(G)
= i(2)ϕ ([0,1]M(2,ϕ)) =
{
f ∈ L2(G) : 0 ≤ f ≤ 1 a.e.} .
Example 1.16. Co-commutative locally compact quantum groups G, namely the ones whose L1(G)
algebra is commutative, are in 1 − 1 correspondence with duals Gˆ of locally compact groups G.
We have L∞(Gˆ) = VN(G), the left von Neumann algebra of G generated by the left translation
operators {λg : g ∈ G} on L2(G) = L2(Gˆ), C0(Gˆ) is the reduced group C∗-algebra C∗r (G) of G,
Cu0(Gˆ) is the full group C
∗-algebra C∗(G) of G, and ∆(λg) = λg ⊗ λg for all g ∈ G. Denote the
modular function of G by δ, and for f : G → C define f#, f∗ : G → C by f#(s) := δ(s)−1f(s−1)
and f∗(s) := δ(s)−1/2f(s−1), s ∈ G. Recall that the convolution of f ∈ L2(G) and g ∈ Cc(G) is
given by (f ∗ g)(s) := ∫G f(t)g(t−1s) dt (s ∈ G). The left and right Haar weights of Gˆ are both
equal to the Plancherel weight of G [Tak2, Section VII.3]. It is the n.s.f. weight associated to the
Tomita algebra Cc(G) ⊆ L2(G) with convolution as product and involution being Cc(G) ∋ f 7→ f#.
The associated modular operator ∆ is the operator of multiplication by δ with maximal domain
in L2(G), and the modular conjugation J is L2(G) ∋ f 7→ f∗. The left-bounded elements are all
f ∈ L2(G) such that the map given by Cc(G) ∋ g 7→ f ∗ g extends to a bounded operator πl(f) on
L2(G). With respect to the Plancherel weight, from Corollary 1.11 (b) we deduce that
i(2) ([0,1]M(2)) = ∇1/4η ([0,1]M)
L2(G)
= ∇1/4η ({πl(f)∗πl(f) : f ∈ L2(G) is left bounded and ‖πl(f)‖ ≤ 1})
L2(G)
.
Let f ∈ L2(G) be left bounded with ‖πl(f)‖ ≤ 1. We can use [Tak2, Theorem VI.1.26] to find a
sequence (fn)
∞
n=1 in Cc(G) that converges to f in L
2(G) and such that ‖πl(fn)‖ ≤ 1 for all n ∈ N
and πl(fn) −−−→
n→∞ πl(f) in the strong operator topology. As in the proof of Lemma 1.8 (b), we then
have ∇1/4η(πl(fn)∗πl(fn)) −−−→
n→∞ ∇
1/4
η(πl(f)
∗πl(f)) weakly. By convexity,
i(2) ([0,1]M(2)) = co
{
δ1/4(f# ∗ f) : f ∈ Cc(G), ‖πl(f)‖ ≤ 1
}L2(G)
.
We return to the general case. For µ ∈ C0(Gˆ)∗, the next lemma is just [NgV, Lemma 3.2 and
Remark 2]. Let us give full details (using a different argument) for completeness.
Lemma 1.17. For every µ ∈ Cu0(Gˆ)∗ we have
(id ⊗ µ)( W) ∈ D(S) and S((id⊗ µ)( W)) = (id ⊗ µ)( W∗).
Proof. We may suppose that µ is a state. Writing (H, π, ξ) for the GNS construction of µ, the operator
Wµ := (id⊗π)( W) ∈ M(C0(G)⊗minK(H)) is a unitary representation of G onH and (id⊗µ)( W) =
(id ⊗ ωξ)( Wµ). Thus this operator belongs to D(S) and S((id ⊗ ωξ)( Wµ)) = (id ⊗ ωξ)( W∗µ) =
(id⊗ µ)( W∗). 
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The following construction is useful. For µ ∈ Cu0(G)∗, let
µn :=
√
n√
π
∫
R
e−nt
2
µ ◦ τut dt ∈ Cu0(G)∗ (n ∈ N), (1.7)
with the integrals converging in the w∗-topology. Then for all n ∈ N, µn is entire analytic with
respect to (the adjoint of) τu and ‖µn‖ ≤ ‖µ‖. In addition, µn −−−→
n→∞ µ in the w
∗-topology, thus
‖µn‖ −−−→
n→∞ ‖µ‖.
The next definition and the proposition which follows it belong to the quantum group folklore.
Definition 1.18. A locally compact quantum group G is second countable if C0(G) is separable.
Proposition 1.19. For a locally compact quantum group G the following conditions are equivalent:
(a) G is second countable;
(b) Gˆ is second countable;
(c) Cu0(G) is separable;
(d) Cu0(Gˆ) is separable;
(e) L2(G) is separable.
Proof. It is obviously sufficient to prove that (a), (c) and (e) are equivalent.
(a) =⇒ (e) Since ϕ is the W ∗-lift of its restriction to C0(G), which is a KMS weight (in the sense
of [KV1]), it follows from modular theory that if A is a countable dense subset of C0(G) ∩ Nϕ ∩
N ∗ϕ, then JϕAJϕηϕ(A) is dense in L2(G) = ηϕ(C0(G) ∩ Nϕ ∩ N ∗ϕ) and the latter is also equal to
Jϕ(C0(G) ∩ Nϕ ∩ N ∗ϕ)Jϕηϕ(C0(G) ∩ Nϕ ∩ N ∗ϕ).
(e) =⇒ (c) This follows from the density of {(id⊗ ωζ,η)(W) : ζ, η ∈ L2(G)} in Cu0(G).
(c) =⇒ (a) Simply use the canonical reducing surjection Cu0(G)→ C0(G). 
We will refer several times to the following particular classes of locally compact quantum groups:
compact (or dually, discrete), amenable, and co-amenable. Since their definitions are not necessary
for understanding the chief part of this paper, we will not give them here, but rather refer the reader
to [MVD, Wor1, Wor2] and to [BeT].
2. THE LEFT AND RIGHT CONVOLUTION OPERATORS ASSOCIATED WITH LOCALLY COMPACT QUANTUM
GROUPS
In this section we discuss various incarnations of convolution operators associated to quantum
measures on locally compact quantum groups (i.e. continuous functionals on Cu0(G)). After recall-
ing and sometimes rephrasing known results in Subsection 2.1, essentially following [JNR, Daw3,
DFSW, SaS], in Subsection 2.2 we introduce the conditions on the functional in question guarantee-
ing that the corresponding convolution operator possesses natural symmetry properties. Finally in
Subsection 2.3 we analyse the GNS- and KMS-implementations of convolution operators on L2(G).
2.1. Basic facts. Let G be a locally compact quantum group and µ ∈ Cu0(G)∗. Since L1(G), when
viewed canonically as a subspace of the completely contractive Banach algebra Cu0(G)
∗, is an ideal,
the operators L1(G) → L1(G) given by L1(G) ∋ ω 7→ ω ⋆ µ and L1(G) ∋ ω 7→ µ ⋆ ω have cb-norms
dominated by ‖µ‖. Thus their adjoints, denoted by Lµ, Rµ : L∞(G) → L∞(G), respectively, are
normal and satisfy ‖Lµ‖cb , ‖Rµ‖cb ≤ ‖µ‖. We also write µ · x := Lµ(x) and x · µ := Rµ(x). These
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make L∞(G) into a Cu0(G)∗-bimodule, extending its canonical structure as an L1(G)-bimodule. We
also have the operators Ruµ, L
u
µ : C
u
0(G)→ Cu0(G) given by the Cu0(G)∗-bimodule structure of Cu0(G),
admitting also a simple direct description: for example Luµ = (id ⊗ µ) ◦∆u. In fact in the literature
one can find varying left/right conventions here (so that for example [SaS] calls the latter map a
right convolution operator). Finally note that we can recover µ by ǫ ◦Ruµ = µ = ǫ ◦ Luµ.
We gather some information from the literature about these operators in the subsequent results.
Notice that a completely bounded map T on L∞(G) satisfies ∆ ◦ T = (T ⊗ id) ◦∆ (resp. ∆ ◦ T =
(id ⊗ T ) ◦∆) if and only if it commutes with the operators Lω (resp. Rω), ω ∈ L1(G). We will see
below that a similar, and even stronger, statement holds for the maps Ruµ, L
u
µ. A bounded linear map
between two C∗-algebras is called strict if it is strictly continuous on bounded sets.
Theorem 2.1. Let G be a locally compact quantum group.
(a) The maps Cu0(G)
∗ ∋ µ 7→ Rµ and Cu0(G)∗ ∋ µ 7→ Lµ are injective.
(b) For every state µ ∈ Cu0(G)∗ the left, respectively right, Haar weight is invariant under Rµ,
respectively Lµ.
(c) We have{
Ruµ : µ ∈ Cu0(G)∗
}
= {T u ∈ CB(Cu0(G)) : T u ⊗ id is strict and ∆u ◦ T u = (T u ⊗ id) ◦∆u}
= {T u ∈ B(Cu0(G)) : T u commutes with all maps Luν , ν ∈ Cu0(G)∗} .
Furthermore,
∥∥Ruµ∥∥cb = ∥∥Ruµ∥∥ = ‖µ‖ for all µ ∈ Cu0(G)∗.
(d) There exist 1− 1 completely isometric correspondences between:
• completely bounded, normal maps T on L∞(G) that satisfy ∆ ◦ T = (T ⊗ id) ◦∆;
• completely bounded maps T ′ on C0(G) that commute with the operators Lω, ω ∈ L1(G);
• completely bounded right module maps M on L1(G) (that is, M(ω1 ⋆ ω2) = M(ω1) ⋆ ω2
for all ω1, ω2 ∈ L1(G)).
They are given by T ′ = T |C0(G) andM = T∗.
(e) There exist 1− 1 order-preserving correspondences between:
• positive functionals µ ∈ Cu0(G)∗;
• completely positive, normal maps T on L∞(G) that satisfy ∆ ◦ T = (T ⊗ id) ◦∆;
• completely positive maps T ′ on C0(G) that commute with the operators Lω, ω ∈ L1(G);
• completely positive maps T u on Cu0(G) that commute with the operators Luν , ν ∈ Cu0(G)∗;
• right module maps M on L1(G) with completely positive adjoints.
They are given by T = Rµ, T
′ = T |C0(G), T u = Ruµ and M = T∗, and satisfy ‖µ‖ = ‖T‖ =
‖T‖cb = ‖T ′‖ = ‖T ′‖cb = ‖T u‖ = ‖T u‖cb = ‖M‖ = ‖M‖cb.
(f) Assume that Gˆ is amenable. There exist 1− 1 correspondences between:
• functionals µ ∈ Cu0(G)∗;
• completely bounded, normal maps T on L∞(G) that satisfy ∆ ◦ T = (T ⊗ id) ◦∆;
• completely bounded maps T ′ on C0(G) that commute with the operators Lω, ω ∈ L1(G);
• completely bounded right module mapsM on L1(G).
They are given by T = Rµ , T
′ = T |C0(G) andM = T∗.
In each of (c)–(f) a similar statement holds for the left actions of Cu0(G)
∗.
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Proof. (a) See [Daw1, Proposition 8.3 and its proof] (or Lemma 2.3 below).
(b) This is [KNR, Lemma 3.4].
(c) The assertion is proved precisely as [LS1, Proposition 3.2].
(d) Follows from [JNR, Propositions 4.1 and 4.2], see also [SaS, Lemma 12] (and the preceding
remark, replacing complete positivity by complete boundedness and ignoring the non-degeneracy
condition).
(e) Follows from (c), (d) and [Daw3, Theorems 5.1 and 5.2].
(f) Follows from (d) and the left analogue of [Cra1, Proposition 5.10 and the discussion succeed-
ing the definition of ρ˜ in Section 3]. 
Remark 2.2.
(a) By [Cra2, Theorem 7.2], the correspondence in (f) is isometric: ‖µ‖ = ‖T‖cb = ‖M‖cb.
(b) The result of (f) was known before [Cra1] for co-amenable G [HNR, Proposition 3.1 or
Theorem 4.2].
We now start discussing connections between various modes of convergence of different avatars
of convolution operators (see also [RuV, Theorem 4.6]).
Lemma 2.3. Let (µi)i∈I be a bounded net in C
u
0(G)
∗, and let µ ∈ Cu0(G)∗. Consider the following
conditions:
(a) µi −−→
i∈I
µ in the w∗-topology;
(b) Ruµi(x) −−→i∈I R
u
µ(x) weakly for every x ∈ Cu0(G);
(c) Rµi(x) −−→
i∈I
Rµ(x) ultraweakly for every x ∈ C0(G);
(d) Rµi(x) −−→
i∈I
Rµ(x) ultraweakly for every x ∈ L∞(G);
(e) (Rµi)∗ −−→
i∈I
(Rµ)∗ in the point–norm topology.
Then (e) =⇒ (d) =⇒ (c) ⇐⇒ (b) ⇐⇒ (a), and if ‖µi‖ = ‖µ‖ for all i ∈ I, then all these conditions
are equivalent. Similar statements hold for operators of the form Lµ, µ ∈ Cu0(G)∗.
Proof. The implications (e) =⇒ (d) =⇒ (c) are clear, and (a) implies (e) under the additional norm
assumption by [RuV, Theorem 4.6, (i) =⇒ (vii)].
Proving that (c) ⇐⇒ (a) can be done similarly to the proof of [RuV, Corollary 4.5] as follows.
Let Λ : Cu0(G) → C0(G) be the reducing morphism. Then for every a ∈ Cu0(G), ω ∈ L1(G) and ν ∈
Cu0(G)
∗ we have ν(ω · a) = ω(Rν(Λ(a))), where we used the action of L1(G) on Cu0(G). This implies
that (a) =⇒ (c). Conversely, assuming (c), we see that µi(b) −−→
i∈I
µ(b) for all b ∈ L1(G) · Cu0(G).
Since L1(G) · Cu0(G) is dense in Cu0(G), the boundedness of (µi)i∈I allows us to conclude that
µi −−→
i∈I
µ in the w∗-topology.
The implication (a) =⇒ (b) is immediate, and the converse holds by the boundedness of (µi)i∈I
because Cu0(G)
∗ · Cu0(G) ⊆ Cu0(G) is dense in Cu0(G). 
The next result follows from, and is in fact equivalent to, [DFSW, Theorem 2.6]. For clarity, we
give its proof, whose second part is different from that of [DFSW]. In the language of [CaS] we
would say that we describe here the GNS-implementations of convolution operators.
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Proposition 2.4. For every µ ∈ Cu0(G)∗, Nϕ,Mϕ are invariant under Rµ and Nψ,Mψ are invariant
under Lµ. The maps ηϕ(x) 7→ ηϕ(Rµ(x)), x ∈ Nϕ, and ηψ(x) 7→ ηψ(Lµ(x)), x ∈ Nψ, are well
defined and extend to bounded operators on L2(G) denoted by R˜ϕµ and L˜
ψ
µ , respectively. In fact, we
have R˜ϕµ = (µ⊗ id)(W∗) ∈M(C0(Gˆ)) and L˜ψµ = (id⊗µ)( V) ∈ M(C0(Gˆ′)). Furthermore if µ ∈ L1(G),
then R˜ϕµ ∈ C0(Gˆ), and L˜ψµ ∈ C0(Gˆ′).
Proof. Suppose that µ is a state. That Rµ(M+ϕ ) ⊆ M+ϕ follows readily from Theorem 2.1 (b).
For every x ∈ Nϕ we have Rµ(x)∗Rµ(x) ≤ Rµ(x∗x) by Kadison’s Cauchy–Schwarz inequality,
which applies because Rµ is a completely positive contraction. From Theorem 2.1 (b) we hence
get ϕ(Rµ(x)∗Rµ(x)) ≤ ϕ(Rµ(x∗x)) = ϕ(x∗x). For general µ ∈ Cu0(G)∗, decompose µ as a linear
combination of states.
The equality R˜ϕµ = (µ ⊗ id)(W∗) can be easily deduced from [Kus2, Corollary 8.2, (1)]. An
alternative proof is the following. For every ω ∈ L1(G) we have R˜ϕω = (ω ⊗ id)(W ∗) by the very
definition of the operator W . Therefore, under the embedding L1(G) →֒ Cu0(G)∗, we have R˜ϕω =
(ω⊗ id)(W∗) for all ω ∈ L1(G). Consider now the anti-homomorphisms Cu0(G)∗ → B(L2(G)) given
by µ 7→ R˜ϕµ and µ 7→ (µ ⊗ id)(W∗). Using the facts that they coincide on the ideal L1(G) of Cu0(G)∗
and that the algebra {R˜ϕω : ω ∈ L1(G)} acts non-degenerately on L2(G), we infer that they coincide
on Cu0(G)
∗.
SinceW ∈ M(Cu0(G) ⊗ C0(Gˆ)), we have R˜ϕµ ∈ M(C0(Gˆ)). Then the fact that for µ ∈ L1(G) we
have R˜ϕµ ∈ C0(Gˆ) is clear.
The proof for Lµ is similar. 
We are now ready to start discussing GNS-implementations of convolution operators with respect
to the ‘wrong-sided’ weights (i.e. for example ψ for the right convolution operator).
Proposition 2.5.
(a) Let ζ, η be in D(δ−
1
2 ) (resp. D(δ
1
2 )) and ω := ωζ,η. Then Mψ (resp. Mϕ) is invariant under
Rω (resp. Lω).
(b) Let ζ be in D(δ−
1
2 ) (resp. D(δ
1
2 )), η ∈ L2(G) and ω := ωζ,η. Then Nψ (resp. Nϕ) is invariant
under Rω (resp. Lω). The map ηψ(x) 7→ ηψ(Rω(x)), x ∈ Nψ, (resp. ηϕ(x) 7→ ηϕ(Lω(x)),
x ∈ Nϕ) is well defined and extends to a bounded operator on L2(G) denoted by R˜ψω (resp. L˜ϕω),
which is equal to R˜ϕω
δ
− 12 ζ,η
(resp. L˜ψω
δ
1
2 ζ,η
).
Proof. We prove only the first assertions.
(a) It is enough to assume ζ = η. By [KV1, Result 7.6], in that case ψ (Rω(x)) = ψ(x)ω
δ−
1
2 ζ
(1)
for each x ∈ M+ψ .
(b) Recall that ψ = ϕδ . Write Nψ,0 := {x ∈ L∞(G) : xδ 12 is bounded and xδ 12 ∈ Nϕ}. Then
Nψ,0 ⊆ Nψ, and for every x ∈ Nψ,0 we have ηψ(x) = ηϕ(xδ 12 ). Fix ζ ∈ D(δ− 12 ) and η ∈ L2(G).
Let x ∈ Nψ,0. The identity ∆(δ) = δ ⊗ δ, which can be understood for example in the language of
functional calculus for operators affiliated with a C∗-algebra, or directly as W ∗(1 ⊗ δ)W = δ ⊗ δ,
yields (ωζ,η ⊗ id)(∆(x))δ 12 ⊆ (ω
δ−
1
2 ζ,η
⊗ id)(∆(xδ 12 )). Indeed, we have ∆(xδ 12 ) = W ∗(1⊗ xδ 12 )W ⊇
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W ∗(1 ⊗ x)WW ∗(1⊗ δ 12 )W = ∆(x)(δ 12 ⊗ δ 12 ), and for every α ∈ D(δ 12 ) and β ∈ L2(G),〈
(ωζ,η ⊗ id)(∆(x))δ
1
2α, β
〉
=
〈
∆(x)(ζ ⊗ δ 12α), η ⊗ β
〉
=
〈
∆(x)(δ
1
2 δ−
1
2 ζ ⊗ δ 12α), η ⊗ β
〉
=
〈
∆(xδ
1
2 )(δ−
1
2 ζ ⊗ α), η ⊗ β
〉
=
〈
(ω
δ−
1
2 ζ,η
⊗ id)(∆(xδ 12 ))α, β
〉
.
By Proposition 2.4 we have Rω
δ
− 12 ζ,η
(xδ
1
2 ) = (ω
δ−
1
2 ζ,η
⊗ id)(∆(xδ 12 )) ∈ Nϕ, thus Rωζ,η(x) = (ωζ,η ⊗
id)(∆(x)) ∈ Nψ,0. We infer that
ηψ(Rωζ,η(x)) = ηϕ(Rω
δ
− 12 ζ,η
(xδ
1
2 )) = R˜ϕω
δ
− 12 ζ,η
ηϕ(xδ
1
2 ) = R˜ϕω
δ
−12 ζ,η
ηψ(x).
From the definition of ϕδ [Vae], [Tak2, Theorem VI.1.26], and the ultrastrong–norm (in fact, weak
operator–weak) closedness of ηψ, for each x ∈ Nψ we have Rωζ,η (x) ∈ Nψ and ηψ(Rωζ,η (x)) =
R˜ϕω
δ
−12 ζ,η
ηψ(x). Proposition 2.4 ends the proof. 
Let (σϕ,ut )t∈R and (σ
ψ,u
t )t∈R be the universal modular automorphism groups of the universal left
and right Haar weights of G, respectively [Kus2, Proposition 8.6 and Definition 8.1]. Recall that
(τut )t∈R and R
u are the universal scaling group and unitary antipode of G. By [Kus2, Propositions
7.2, 9.2, 9.3 and 10.4], for every t ∈ R,
∆u ◦ σϕ,ut = (τut ⊗ σϕ,ut ) ◦∆u, ∆u ◦ σψ,ut = (σψ,ut ⊗ τu−t) ◦∆u,
∆u ◦ τut = (τut ⊗ τut ) ◦∆u = (σϕ,ut ⊗ σψ,u−t ) ◦∆u, ∆u ◦ Ru = σ ◦ (Ru ⊗ Ru) ◦∆u. (2.1)
From these identities we easily get the following lemma (arguing as in [SaS, proof of Proposition
4]).
Lemma 2.6. For every µ ∈ Cu0(G)∗ and t ∈ R we have
Lµ ◦ σψt = σψt ◦ Lµ◦τu−t , Lµ ◦ σϕt = τt ◦ Lµ◦σϕ,ut , Lµ ◦ τt = τt ◦ Lµ◦τut = σ
ϕ
t ◦ Lµ◦σψ,u−t ,
Rµ ◦ σϕt = σϕt ◦Rµ◦τut , Rµ ◦ σψt = τ−t ◦Rµ◦σψ,ut , Rµ ◦ τt = τt ◦Rµ◦τut = σ
ψ
−t ◦Rµ◦σϕ,ut ,
Lµ ◦ R = R ◦Rµ◦Ru .
2.2. Symmetry. In this short subsection we associate the symmetry properties of the Hilbert space
incarnations of the convolution operators Lµ and Rµ with the behaviour of µ with respect to the
universal unitary antipode.
Proposition 2.7. Let µ ∈ Cu0(G)∗. For all a, b ∈ Mψ we have
(i
(1)
ψ (a))(Lµ(b)) = (i
(1)
ψ (b))(Lµ◦Ru(a)). (2.2)
Similarly, for all a, b ∈ Mϕ we have (i(1)ϕ (a))(Rµ(b)) = (i(1)ϕ (b))(Rµ◦Ru(a)).
Proof. We establish only the first assertion. Assume first that µ ∈ L1(G). Suppose that a, b ∈
Mψ,∞ ⊆ Tψ. By Proposition 1.4 (e) and Proposition 2.4,
(i
(1)
ψ (a))(µ · b) = i(1)ψ (a) ((id⊗ µ)∆(b)) = ψ
(
(id ⊗ µ)(∆(b))σψ−i/2(a)
)
= µ
[
(ψ ⊗ id)
(
∆(b)(σψ−i/2(a)⊗ 1)
)]
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(ψ ⊗ id is defined as an operator-valued weight). A similar computation and the von Neumann
algebraic analogue of [KV1, Proposition 5.20] give
(i
(1)
ψ (b))((µ ◦ R) · a) = (µ ◦ R)
[
(ψ ⊗ id)
(
∆(a)(σψ−i/2(b)⊗ 1)
)]
= µ
[
(ψ ⊗ id)
(
(σψi/2(a)⊗ 1)∆(b)
)]
= µ
[
(ψ ⊗ id)
(
∆(b)(σψ−i/2(a)⊗ 1)
)]
= (i
(1)
ψ (a))(µ · b)
as in (2.2). Suppose that a ∈ Mψ and b ∈ Mψ,∞. Let (an)∞n=1 be a sequence inMψ,∞ that converges
ultraweakly to a. Then µ · b ∈ Mψ by Proposition 2.4, and from the foregoing and Proposition 1.4
(b),
(i
(1)
ψ (a))(µ · b) = (i(1)ψ (µ · b))(a) = limn→∞(i
(1)
ψ (µ · b))(an) = limn→∞(i
(1)
ψ (an))(µ · b)
= lim
n→∞(i
(1)
ψ (b))((µ ◦ R) · an) = (i(1)ψ (b))((µ ◦ R) · a)
by normality of Lµ◦R. One can now prove (2.2) for all a, b ∈ Mψ in a similar fashion.
For the general case, let µ ∈ Cu0(G)∗ and a, b ∈ Mψ. For every ω ∈ L1(G) we have ω · b ∈ Mψ,
and as L1(G) is an ideal in Cu0(G)
∗,
(i
(1)
ψ (a))(µ · (ω · b)) = (i(1)ψ (a))((µ ⋆ ω) · b) = (i(1)ψ (b))[((µ ⋆ ω) ◦ R) · a]
= (i
(1)
ψ (b))[((ω ◦ R) ⋆ (µ ◦ Ru)) · a] = (i(1)ψ (b))[(ω ◦ R) · ((µ ◦ Ru) · a)].
(2.3)
But for all c ∈ Mψ, by Proposition 1.4 (b) and by what we have already established above,
(i
(1)
ψ (b))((ω ◦ R) · c) = (i(1)ψ (c))(ω · b) = (i(1)ψ (ω · b))(c),
so that (i(1)ψ (b)) ⋆ (ω ◦ R) = i(1)ψ (ω · b). Together with (2.3) we get
(i
(1)
ψ (a))(µ · (ω · b)) = (i(1)ψ (ω · b))((µ ◦ Ru) · a). (2.4)
Let (bι)ι∈I be a net in L
1(G) · Mψ ⊆Mψ that converges ultraweakly to b. Then (µ ◦ Ru) · a ∈ Mψ,
and from (2.4) and Proposition 1.4 (b) we deduce that
(i
(1)
ψ (a))(µ · b) = limι∈I(i
(1)
ψ (a))(µ · bι) = limι∈I(i
(1)
ψ (bι))((µ ◦ Ru) · a)
= lim
ι∈I
i
(1)
ψ ((µ ◦ Ru) · a) (bι) = i(1)ψ ((µ ◦ Ru) · a) (b) = i(1)ψ (b) ((µ ◦ Ru) · a) . 
Recall Definition 1.5.
Corollary 2.8. Let µ ∈ Cu0(G)∗. Then Lµ is KMS-symmetric with respect to ψ, namely
(i
(1)
ψ (b))(Lµ(a)) = (i
(1)
ψ (a))(Lµ(b)) (∀a,b∈Mψ),
if and only if µ = µ ◦ Ru, if and only if Rµ is KMS-symmetric with respect to ϕ.
The terminology introduced below follows the analogy between GNS- and KMS-implementations.
Definition 2.9. For a von Neumann algebra A and an n.s.f. weight ϕ on A, an operator P ∈ B(A)
is called GNS-symmetric with respect to ϕ if P (Nϕ) ⊆ Nϕ and
〈ηϕ(Pa),ηϕ(b)〉 = 〈ηϕ(a),ηϕ(Pb)〉 (∀a,b∈Nϕ). (2.5)
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Condition (2.5) is equivalent to symmetry of the respective GNS-implementation: the map over the
pre-Hilbert space ηϕ(Nϕ) given by ηϕ(a) 7→ ηϕ(Pa), a ∈ Nϕ.
Analogously to the subalgebra L1♯ (G) ⊆ L1(G) we define Cu0(G)∗♯ ⊆ Cu0(G)∗ to be the set of all
µ ∈ Cu0(G)∗ such that there exists a (necessarily unique) µ♯ ∈ Cu0(G)∗ satisfying µ♯(x) = µ(Su(x))
for every x ∈ D(Su). Then Cu0(G)∗♯ is a subalgebra of Cu0(G)∗ with µ 7→ µ♯ being an involution.
Note that Cu0(G)
∗
♯ is w
∗-dense in Cu0(G)∗ by the construction (1.7), because if µ ∈ Cu0(G)∗ is entire
analytic with respect to the adjoint of τu then µ ◦ Ru ∈ Cu0(G)∗♯ .
Proposition 2.10. Let µ ∈ Cu0(G)∗. Then Rµ, resp. Lµ, is GNS-symmetric with respect to ϕ, resp. ψ, if
and only if µ ∈ Cu0(G)∗♯ and (µ)♯ = µ, resp. µ ∈ Cu0(G)∗♯ and µ♯ = µ.
Proof. By Proposition 2.4, Rµ, resp. Lµ, is GNS-symmetric with respect to ϕ, resp. ψ, if and only if
the operator (µ⊗id)(W), resp. (id⊗µ)( V), is selfadjoint. Using the (formal) identities (Su⊗id)(W) =
W
∗ (see (1.6)) and (id ⊗ Su)( V) = V∗ and the fact that the subspaces {(id ⊗ ω)(W) : ω ∈ L1(Gˆ)}
and {(ρ⊗ id)( V) : ρ ∈ L1(Gˆ′)} are cores for Su, one can mimic the proof of [Kus2, Proposition 3.1]
to derive the assertion. 
Remark 2.11. If µ ∈ Cu0(G)∗+, then Rµ is GNS-symmetric if and only if Lµ is. Furthermore, in this
case, both operators are KMS-symmetric (with respect to ϕ,ψ, respectively). Indeed, under the
GNS-symmetry assumption, for every x ∈ D(τu−i) we have µ(x) = µ(Su(x)) and Su(x) = (Ru ◦
τu−i/2)(x) = (τ
u
−i/2 ◦ Ru)(x) ∈ D(τu−i/2), thus µ(x) = µ((Su ◦ Su)(x)) = µ(τu−i(x)). This implies by a
standard argument that µ is invariant under τu: every x ∈ Cu0(G) that is entire analytic with respect
to τu satisfies µ(τut (x)) = µ(τ
u
−i(τ
u
t (x))) = µ(τ
u
t−i(x)) for all t ∈ R, thus µ(τuz (x)) = µ(τuz−i(x)) for
all z ∈ C by analyticity; since the function C ∋ z 7→ µ(τuz (x)) is bounded on {z ∈ C : 0 ≤ ℑz ≤ 1},
it is bounded on all of C, thus it is constant; and the set of all x as above is dense in Cu0(G)
(see also [CFK, Proposition 4.8] or [FST, Proposition 3.5]). Therefore, every x ∈ D(Su) satisfies
µ(x) = µ((τu−i/2 ◦ Ru)(x)) = µ(Ru(x)), yielding that µ = µ ◦ Ru.
2.3. Lµ and Rµ at the Hilbert space level. In this subsection we characterise (Proposition 2.12)
the operators of the form Lµ, Rµ in terms of their GNS Hilbert space versions with respect to ψ,ϕ,
respectively, introduced in Proposition 2.4. We then prove that Lµ, Rµ admit KMS Hilbert space
versions with respect to ψ,ϕ (Lemma 2.14), and characterise the operators of these forms using the
KMS language (Proposition 2.16). This is done via the KMS Hilbert space versions of Lµ, Rµ with
respect to the ‘wrong’ weight for suitable functionals µ. The subsection ends with two convergence
results, Lemma 2.17 and Corollary 2.19.
Proposition 2.12. Let T : L∞(G)→ L∞(G) be a completely positive, normal operator.
(a) Suppose that T (Nϕ) ⊆ Nϕ and that the map ηϕ(a) 7→ ηϕ(Ta), a ∈ Nϕ, is bounded. Denote
its bounded extension to L2(G) by T˜ϕ. Then T has the form Rµ, µ ∈ Cu0(G)∗+, if and only if
T˜ϕ ∈ L∞(Gˆ).
(b) Suppose that T (Nψ) ⊆ Nψ and that the map ηψ(a) 7→ ηψ(Ta), a ∈ Nψ, is bounded. Denote
its bounded extension to L2(G) by T˜ψ. Then T has the form Lµ, µ ∈ Cu0(G)∗+, if and only if
T˜ψ ∈ L∞(Gˆ)′.
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If Gˆ is amenable then the same assertions are true for normal, completely bounded T and µ ∈ Cu0(G)∗
(not necessarily positive).
Proof. We prove only (a), as the proof of (b) is very similar. The assertion follows easily from
Propositions 2.4 and 2.5. Let A := {ωζ,η : ζ ∈ D(δ 12 ), η ∈ L2(G)}. Since δ 12 is densely defined, A
is dense in L1(G). By Theorem 2.1 (e) and (f), proving that T has the desired form amounts to
showing that it commutes with all operators Lω, ω ∈ L1(G). By density and continuity, this holds
if and only if for every a ∈ Nϕ and ω ∈ A, we have (T ◦ Lω)(a) = (Lω ◦ T )(a), which is the same
as T˜ϕL˜ϕω = L˜
ϕ
ωT˜ϕ on ηϕ(Nϕ), equivalently everywhere. So T has the desired form if and only if T˜ϕ
belongs to {L˜ϕω : ω ∈ A}′ = {L˜ψω
δ
1
2 ζ,η
: ζ ∈ D(δ 12 ), η ∈ L2(G)}′ = {(id ⊗ ω
δ
1
2 ζ,η
)(V ) : ζ ∈ D(δ 12 ), η ∈
L2(G)}′ = L∞(Gˆ)′′ = L∞(Gˆ). 
Remark 2.13. The last result is an analogue of [CFK, Theorem 7.3, (1) ⇐⇒ (4)] for general, not
necessarily compact, locally compact quantum groups. Let us explain this fact, using the conven-
tions of [CFK] freely (in particular, sesquilinear forms will be linear in the right variable and we
use the Sweedler notation). Let G be a compact quantum group, h the Haar state on C(G), and
Pol(G) ⊆ C(G) the canonical Hopf ∗-algebra. Assume that the linear map L : Pol(G) → Pol(G)
from [CFK, Theorem 7.3] extends to a normal map on L∞(G), still denoted by L, and to a bounded
map on L2(G), denoted by L˜. Consider condition (4) of that Theorem, saying that
Q(a, b)1 = (m∗ ⊗Q)(∆(a),∆(b)) (∀a,b∈Pol(G)), (2.6)
where m∗,Q are the sesquilinear maps from Pol(G) to Pol(G),C, respectively, given by m∗(a, b) =
a∗b and Q(a, b) := −h(a∗L(b)) (a, b ∈ Pol(G)). For ζ, η ∈ L2(G), apply ωζ,η to both sides of (2.6).
Then
((ωζ,ηm∗)⊗Q)(∆(a),∆(b)) = ((ωζ,ηm∗)⊗Q)(a(1) ⊗ a(2), b(1) ⊗ b(2))
= − 〈a(1)ζ, b(1)η〉 h(a∗(2)L(b(2))) = − 〈a(1)ζ, b(1)η〉 〈ηh(a(2)), L˜ηh(b(2))〉
= −
〈
a(1)ζ ⊗ ηh(a(2)), (1 ⊗ L˜)(b(1)η ⊗ ηh(b(2)))
〉
.
Using the identity W ∗(ξ ⊗ ηh(c)) = c(1)ξ ⊗ ηh(c(2)) for c ∈ Pol(G) and ξ ∈ L2(G), we get
((ωζ,ηm∗)⊗Q)(∆(a),∆(b)) = −
〈
W ∗(ζ ⊗ ηh(a)), (1 ⊗ L˜)W ∗(η ⊗ ηh(b))
〉
.
On the other hand, Q(a, b)ωζ,η(1) = −
〈
ζ ⊗ ηh(a), (1 ⊗ L˜)(η ⊗ ηh(b))
〉
. So it is evident that (2.6)
holds in and only if 1⊗ L˜ commutes with W , that is to say, L˜ belongs to L∞(Gˆ)′.
We now turn to 2-integrability of the maps Rµ and Lµ. From Corollary 2.8 and Theorem A.1
we know that if µ is an Ru-invariant state of Cu0(G) then these two Markov operators are KMS-
symmetric, thus 2-integrable, with respect to ϕ and ψ, respectively. It turns out that these assump-
tions are not necessary. Recall the notation introduced in Definition 1.5 and in Proposition 2.4,
together with the notion of the commutant quantum group.
Lemma 2.14. Let µ ∈ Cu0(G)∗.
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(a) We have R˜ϕµ ∈ D(τˆ−i/2), L˜ψµ ∈ D(τˆ ′−i/2) and ‖τˆ−i/4(R˜ϕµ)‖ ≤ max
(∥∥R˜ϕµ∥∥,∥∥R˜ϕµ∥∥) ≤ ‖µ‖,
‖τˆ ′−i/4(L˜ψµ)‖ ≤ max
(∥∥L˜ψµ∥∥,∥∥L˜ψµ∥∥) ≤ ‖µ‖.
(b) The operator Rµ, resp. Lµ, is 2-integrable with respect to ϕ, resp. ψ, and the corresponding
Hilbert space operators are R˜
(2,ϕ)
µ = τˆ−i/4(R˜
ϕ
µ) and L˜
(2,ψ)
µ = τˆ ′−i/4(L˜
ψ
µ).
(c) The operators R˜(2,ϕ)µ , L˜
(2,ψ)
µ belong to M(C0(Gˆ)),M(C0(Gˆ
′)), respectively; and if µ ∈ L1(G),
they belong to C0(Gˆ),C0(Gˆ
′), respectively.
(d) The following conditions are equivalent:
• µ is invariant under τu;
• R˜(2,ϕ)µ = R˜ϕµ;
• L˜(2,ψ)µ = L˜ψµ .
Thus, if µ is positive, and if Rµ is GNS-symmetric with respect to ϕ – equivalently, Lµ is GNS-
symmetric with respect to ψ – then R˜
(2,ϕ)
µ = R˜
ϕ
µ and L˜
(2,ψ)
µ = L˜
ψ
µ .
Proof. (a) By Proposition 2.4, R˜ϕµ = (µ ⊗ id)(W∗) = (id ⊗ µ)( ˆ W) and L˜ψµ = (id ⊗ µ)( V). Hence,
R˜ϕµ ∈ D(Sˆ) and Sˆ(R˜ϕµ) = (id⊗µ)( ˆ W∗) =
(
R˜ϕµ
)∗ by Lemma 1.17. Using the equality Sˆ = Rˆ◦ τˆ−i/2, we
have R˜ϕµ ∈ D(τˆ−i/2) and τˆ−i/2(R˜ϕµ) = Rˆ
((
R˜ϕµ
)∗). Consider the strip D := {z ∈ C : −12 ≤ ℑz ≤ 0},
and define f : D → L∞(Gˆ) by f(z) := τˆz(R˜ϕµ), z ∈ D. Then f is bounded and ultraweakly
continuous on D and analytic on D◦. Furthermore, ‖f(t)‖ = ∥∥R˜ϕµ∥∥ and ‖f(t − i2)‖ = ∥∥R˜ϕµ∥∥ for all
t ∈ R. The Phragmen–Lindelöf three lines theorem implies that ‖f(z)‖ ≤ max(∥∥R˜ϕµ∥∥,∥∥R˜ϕµ∥∥) ≤ ‖µ‖
for all z ∈ D, and in particular for z = − i4 .
The assertion about L˜ψµ follows by using the equalities V= ŴGop and Ĝ
op = Gˆ′ [KV2, Section
4] (indeed, it is proved there that V = W
Ĝop
, and equality for the ambient semi-universal operators
follows from [Kus2, Proposition 6.6]).
(b) Denote by τu∗ the automorphism group
(
(τut )
∗)
t∈R of C
u
0(G)
∗. We first prove the follow-
ing claims: if µ ∈ Cu0(G)∗ is entire analytic with respect to τu∗, then Rµ is 2-integrable with
respect to ϕ and the corresponding operator R˜(2,ϕ)µ ∈ B(L2(G)) equals R˜ϕ(τu∗)i/4(µ) = τˆ−i/4(R˜
ϕ
µ),
and Lµ is 2-integrable with respect to ψ and the corresponding operator L˜
(2,ψ)
µ ∈ B(L2(G)) equals
L˜ψ(τu∗)−i/4(µ)
= τˆ ′−i/4(L˜
ψ
µ).
We verify only the claim about Lµ, assuming that µ is as in the last paragraph. Write µ(·) : C →
Cu0(G)
∗ for the unique entire analytic function that satisfies µ(t) = µ ◦ τut for all t ∈ R. By Lemma
2.6, Lµ(t) ◦ σψt = σψt ◦ Lµ for every t ∈ R. Consequently, if a ∈ Tψ ⊆ L∞(G), then also Lµ(a) ∈ Tψ
and (Lµ(z) ◦ σψz )(a) = (σψz ◦ Lµ)(a) for all z ∈ C (use Proposition 2.4). Thus, by Proposition 2.4
again and Lemma 1.8 (b), for every a ∈ Mψ ∩ Tψ we have Lµ(a) ∈ Mψ ∩ Tψ and
i
(2)
ψ (Lµ(a)) = ηψ((σ
ψ
−i/4 ◦ Lµ)(a)) = ηψ((Lµ(−i/4) ◦ σψ−i/4)(a))
= L˜ψµ(−i/4)(ηψ(σ
ψ
−i/4(a))) = L˜
ψ
µ(−i/4)(i
(2)
ψ (a)).
(2.7)
Let a ∈ Mψ (or even a ∈ M(2)ψ ). Pick a net (aλ)λ∈I in Mψ,∞ ⊆ Mψ ∩ Tψ such that aλ −−→λ∈I a
ultraweakly and i(2)ψ (aλ) −−→λ∈I i
(2)
ψ (a) weakly using Proposition 1.10. Then Lµ(aλ) −−→λ∈I Lµ(a)
ultraweakly, and since L˜ψµ(−i/4) is bounded, i
(2)
ψ (Lµ(aλ)) −−→λ∈I L˜
ψ
µ(−i/4)(i
(2)
ψ (a)) weakly by (2.7).
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Hence, Proposition 1.4 (d) implies that Lµ(a) ∈ D(i(2)ψ ) and i(2)ψ (Lµ(a)) = L˜ψµ(−i/4)(i
(2)
ψ (a)), so that
Lµ is 2-integrable with respect to ψ and L˜
(2,ψ)
µ = L˜
ψ
(τu∗)−i/4(µ)
. Using the formula (τˆ ′t ⊗ τu−t)( V) = V
for every t ∈ R we deduce that L˜(2,ψ)µ = τˆ ′−i/4((id⊗ µ)( V)) = τˆ ′−i/4(L˜ψµ), and the claim follows.
We now treat the general case. Let µ ∈ Cu0(G)∗. Consider the sequence (µn)∞n=1 in Cu0(G)∗
defined by (1.7) and its properties listed in the succeeding text. By the foregoing, for every n ∈ N,
Lµn is 2-integrable with respect to ψ and L˜
(2,ψ)
µn = τˆ
′
−i/4(L˜
ψ
µn). Since L˜
ψ
µn −−−→
n→∞ L˜
ψ
µ ultraweakly,
and by (a), (τˆ ′−i/4(L˜
ψ
µn))n∈N is bounded by ‖µ‖, we have τˆ ′−i/4(L˜ψµn) −−−→n→∞ τˆ
′
−i/4(L˜
ψ
µ) ultraweakly.
Let a ∈ Mψ. Then Lµn(a) −−−→n→∞ Lµ(a) ultraweakly by Lemma 2.3 (because ‖µn‖ −−−→n→∞ ‖µ‖)
and i(2)ψ (Lµn(a)) = τˆ
′
−i/4(L˜
ψ
µn)(i
(2)
ψ (a)) −−−→n→∞ τˆ
′
−i/4(L˜
ψ
µ)(i
(2)
ψ (a)) weakly. Thus, Proposition 1.4 (d)
implies that i(2)ψ (Lµ(a)) = τˆ
′
−i/4(L˜
ψ
µ)(i
(2)
ψ (a)). This proves that Lµ is 2-integrable with respect to ψ
and L˜(2,ψ)µ = τˆ ′−i/4(L˜
ψ
µ).
(c) Recall that τˆ restricts to an automorphism group of the C∗-algebraC0(Gˆ), and also Rˆ(C0(Gˆ)) =
C0(Gˆ). By Proposition 2.4 we have R˜
ϕ
µ ∈ M(C0(Gˆ)), so also τˆ−i/2(R˜ϕµ) = Rˆ
((
R˜ϕµ
)∗) ∈ M(C0(Gˆ)).
Therefore, [Kus1, Proposition 2.44] implies that R˜
ϕ
µ belongs to D(τˆ−i/2) in the sense of the strict
extension of τˆ from C0(Gˆ) to M(C0(Gˆ)), and the two meanings of τˆ−i/2(R˜
ϕ
µ) coincide. As a result,
R˜
(2,ϕ)
µ = τˆ−i/4(R˜
ϕ
µ) ∈ M(C0(Gˆ)). Similarly, if µ ∈ L1(G), then R˜ϕµ , Rˆ
((
R˜ϕµ
)∗) ∈ C0(Gˆ), and we
deduce from [Kus1, Proposition 1.24] the desired conclusion.
(d) If µ is invariant under τu, then the claim in the proof of (b) implies that R˜(2,ϕ)µ = R˜
ϕ
µ .
Conversely, by (b), the assumption R˜(2,ϕ)µ = R˜
ϕ
µ means that R˜
ϕ
µ = (µ ⊗ id)(W∗) is invariant under
τˆ , and the identity (τut ⊗ τˆt)(W) =W for every t ∈ R yields that µ is invariant under τu. Lastly, by
Remark 2.11, this is the case when µ ∈ Cu0(G)∗+ and Rµ is GNS-symmetric with respect to ϕ. 
For brevity we formulate the next result only for the left convolution operators; it also has a
natural right version. Recall that ν denotes the scaling constant of G. Define an injective, positive,
selfadjoint operator P on L2(G) by P it(ηϕ(a)) := νt/2ηϕ(τt(a)) for all t ∈ R and a ∈ Nϕ. The
operators δ, P commute and (τt)t∈R = (Ad(P it))t∈R.
Lemma 2.15. Let e(·), f(·) be the spectral measures of P, δ, respectively. Define a subspace Z of L2(G)
by
Z :=
∞⋃
n,m=1
e ([1/n, n]) f ([1/m,m])L2(G).
(a) Z is dense in L2(G), and for all z, w ∈ C, Z ⊆ D(P zδw) and P zδwZ is dense in L2(G).
(b) For each ζ, η ∈ Z, Lωζ,η is 2-integrable with respect to ϕ and L˜(2,ϕ)ωζ,η = L˜ψω
P
− 14 δ
1
4 ζ,P
1
4 δ
1
4 η
.
Proof. (a) Injectivity of P and δ implies the first assertion. Since, in addition, P and δ also commute,
the second assertion follows. Notice that for every ξ ∈ Z, the function C2 ∋ (z, w) 7→ P zδwξ =
δwP zξ is (well defined and) entire analytic.
(b) We first show that for every a ∈ Mϕ ∩ Tϕ we have
i(2)ϕ (Lωζ,η (a)) = L˜
ψ
ω
P
− 14 δ
1
4 ζ,P
1
4 δ
1
4 η
(i(2)ϕ (a)). (2.8)
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So let a ∈ Mϕ ∩ Tϕ. For every t ∈ R, using that σψt (·) = δitσϕt (·)δ−it, ∆(δit) = δit ⊗ δit, σϕs (δit) =
σψs (δit) = νistδit for s ∈ R, and Lω ◦ σψt = σψt ◦ Lω◦τ−t for ω ∈ L1(G) (Lemma 2.6), we have
σϕt (Lωζ,η (a)) = δ
−itσψt (Lωζ,η (a))δ
it = σψt (δ
−itLωζ,η (a)δ
it)
= σψt (Lωδ−itζ,δ−itη (δ
−itaδit)) = LωP−itδ−itζ,P−itδ−itη(σ
ψ
t (δ
−itaδit))
= LωP−itδ−itζ,P−itδ−itη(σ
ϕ
t (a)).
Hence, Lωζ,η(a) is entire analytic with respect to σ
ϕ, and for all z ∈ C
σϕz (Lωζ,η (a)) = LωP−izδ−izζ,P−izδ−izη(σ
ϕ
z (a)).
Therefore, using Proposition 2.5 (a) and (b) and Lemma 1.8 (b) we obtain Lωζ,η(a) ∈ Mϕ ∩Tϕ and
i(2)ϕ (Lωζ,η (a)) = ηϕ(σ
ϕ
−i/4(Lωζ,η (a))) = ηϕ(Lω
P
− 14 δ
− 14 ζ,P
1
4 δ
1
4 η
(σϕ−i/4(a)))
= L˜ψω
P
− 14 δ
1
4 ζ,P
1
4 δ
1
4 η
(ηϕ(σ
ϕ
−i/4(a))) = L˜
ψ
ω
P
− 14 δ
1
4 ζ,P
1
4 δ
1
4 η
(i(2)ϕ (a)),
proving (2.8). Relying on this, on Proposition 1.10 and on Proposition 1.4 (d) again we conclude
that (2.8) holds for all a ∈ Mϕ. 
The following result provides a key characterisation of the KMS-implementations of the convolu-
tion operators.
Proposition 2.16. Let T : L∞(G) → L∞(G) be a completely positive, normal operator that is 2-
integrable with respect to ϕ, resp. ψ, and let T˜ (2,ϕ), resp. T˜ (2,ψ), be the associated bounded operator
on L2(G). Then T = Rµ, resp. T = Lµ, for some µ ∈ Cu0(G)∗+, if and only if T˜ (2,ϕ) ∈ L∞(Gˆ),
resp. T˜ (2,ψ) ∈ L∞(Gˆ)′. If Gˆ is amenable then the same assertions are true for normal, completely
bounded T and µ ∈ Cu0(G)∗ (not necessarily positive).
Proof. We prove the assertions concerning Rµ. As in the proof of Proposition 2.12, by Theorem 2.1,
T being of the desired form is equivalent to T commuting with the operators Lω, ω ∈ L1(G). We
use Lemma 2.15 and its notation. Put A := {ωζ,η : ζ, η ∈ Z}. The set A dense in L1(G) because Z
is dense in L2(G). Hence, the operator T has the desired form if and only if it commutes with the
operators Lω, ω ∈ A. Let ζ, η ∈ Z. Then T commutes with Lωζ,η if and only if TLωζ,η = Lωζ,ηT on
M(2)ϕ by ultraweak density of M(2)ϕ in L∞(G). By Remark 1.12, injectivity of i(2) (Proposition 1.4
(d)) and continuity, this is equivalent to T˜ (2,ϕ)L˜(2,ϕ)ωζ,η = L˜
(2,ϕ)
ωζ,η T˜
(2,ϕ) on i(2)(M(2)ϕ ), thus everywhere
on L2(G) by density of this subspace (Proposition 1.4 (c)). So T has the desired form if and only
if T˜ (2,ϕ) commutes with B := {L˜ψω
P
− 14 δ
1
4 ζ,P
1
4 δ
1
4 η
: ζ, η ∈ Z}. Density of P− 14 δ 14Z and of P 14 δ 14Z in
L2(G) and Proposition 2.4 imply that B is dense in L∞(Gˆ)′ in the weak operator topology, and the
assertion follows. 
We now supplement Lemma 2.3 by adding a few more conditions.
Lemma 2.17. Let (µi)i∈I be a bounded net in C
u
0(G)
∗, and let µ ∈ Cu0(G)∗. Consider the following
conditions:
(a) µi −−→
i∈I
µ in the w∗-topology;
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(b) R˜ϕµi −−→
i∈I
R˜ϕµ ultraweakly in L∞(Gˆ);
(b’) R˜ϕµi −−→
i∈I
R˜ϕµ strictly in M(C0(Gˆ));
(c) R˜(2,ϕ)µi −−→
i∈I
R˜
(2,ϕ)
µ ultraweakly in L∞(Gˆ);
(c’) R˜(2,ϕ)µi −−→
i∈I
R˜
(2,ϕ)
µ strictly in M(C0(Gˆ)).
Then (a)⇐⇒ (b)⇐⇒ (c), and they are implied by either of (b’), (c’). If ‖µi‖ = ‖µ‖ for all i ∈ I, then
all these conditions are equivalent. Similar results hold for operators of the form Lµ.
Proof. The equivalence (a) ⇐⇒ (b) is trivial from Proposition 2.4 because {(id ⊗ ω)(W) : ω ∈
L1(Gˆ)
}
is dense in Cu0(G).
Since (µi)i∈I is bounded, so is
(
R˜ϕµi
)
i∈I , and the implication (b’) =⇒ (b) follows. Similarly,(
R˜
(2,ϕ)
µi
)
i∈I is bounded by Lemma 2.14, and so (c’) =⇒ (c).
(c) =⇒ (a) Assume that R˜(2,ϕ)µi −−→
i∈I
R˜
(2,ϕ)
µ ultraweakly. By Proposition 1.4 (b), for all ν ∈ Cu0(G)∗
and x, y ∈ Mϕ,〈
R˜(2,ϕ)ν i
(2)
ϕ (x), i
(2)
ϕ (y)
〉
=
〈
i(2)ϕ (Rν(x)), i
(2)
ϕ (y)
〉
= tr
(
i(2)ϕ (Rν(x)) · i(2)ϕ (y∗)
)
= tr
(
Rν(x) · i(1)ϕ (y∗)
)
.
(2.9)
Since
(
Rµi
)
i∈I is bounded and i
(1)
ϕ (Mϕ) is dense in L1(G) by Proposition 1.4 (c), we deduce from
(2.9) that Rµi(x) −−→
i∈I
Rµ(x) ultraweakly for every x ∈ Mϕ. This implies that µi −−→
i∈I
µ in the
w∗-topology by Lemma 2.3 implication (c) =⇒ (a), becauseMϕ ∩ C0(G) is dense in C0(G).
(b) =⇒ (c) If R˜ϕµi −−→
i∈I
R˜ϕµ ultraweakly in L∞(Gˆ), then the boundedness of
(
R˜
(2,ϕ)
µi
)
i∈I implies
that R˜(2,ϕ)µi = τˆ−i/4(R˜
ϕ
µi) −−→
i∈I
τˆ−i/4(R˜
ϕ
µ) = R˜
(2,ϕ)
µ ultraweakly (Lemma 2.14).
Assume that ‖µi‖ = ‖µ‖ for all i ∈ I and that µi −−→
i∈I
µ, equivalently µi −−→
i∈I
µ, in the w∗-topology.
Since R˜ϕν = ((ν ⊗ id)(W))∗ for all ν ∈ Cu0(G)∗, it follows from [RuV, Theorem 4.6, (i) =⇒ (ii)] that
R˜ϕµi −−→
i∈I
R˜ϕµ strictly in M(C0(Gˆ)), showing that (a) =⇒ (b’). We now prove that (a) =⇒ (c’). For
every ω ∈ L1(G)we have ∥∥(R˜(2,ϕ)µi −R˜(2,ϕ)µ )R˜(2,ϕ)ω ∥∥ = ∥∥R˜(2,ϕ)ω⋆(µi−µ)∥∥ ≤ ‖ω ⋆ (µi − µ)‖ −−→i∈I 0 by Lemma
2.14 and Lemma 2.3 implication (a) =⇒ (e) in its Lν-version, and similarly for the opposite product.
Writing τˆ−i/4 for the generator in the C∗-algebraic sense, the subspace
{
R˜ϕω = (ω ⊗ id)(W ∗) : ω ∈
L1(G)
} ⊆ D(τˆ−i/4), being norm-dense in C0(Gˆ) and invariant under the automorphism group τˆ of
C0(Gˆ), is a core for τˆ−i/4. As a result,
{
R˜
(2,ϕ)
ω = τˆ−i/4(R˜
ϕ
ω) : ω ∈ L1(G)
}
is norm-dense in C0(Gˆ).
Boundedness of
(
R˜
(2,ϕ)
µi
)
i∈I implies that it converges strictly to R˜
(2,ϕ)
µ in M(C0(Gˆ)). 
We now establish an estimate connecting the distance of the KMS-version of the convolution
operator from the identity to the distance between the underlying state and the co-unit. The proof
follows that of the main part of [DSV, Theorem 6.1, (c) =⇒ (a)], where a corresponding result
was shown for maps of the forms R˜ϕµ , L˜
ψ
µ in place of R˜
(2,ϕ)
µ , L˜
(2,ψ)
µ . Roughly speaking, we work with
‘deformed representations’.
Proposition 2.18. Let µ be a state of Cu0(G) and 0 < δ <
1
2 be such that
∥∥R˜(2,ϕ)µ − 1∥∥ ≤ δ or∥∥L˜(2,ψ)µ − 1∥∥ ≤ δ. Then ‖µ− ǫ‖ ≤ 2 √2δ
1−√2δ .
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Proof. Let (Hµ, πµ, ξµ) be the GNS construction for µ. Recall from Lemma 2.14 that for every ν ∈
Cu0(G)
∗ we have ‖R˜(2,ϕ)ν ‖ ≤ ‖ν‖. Let ωˆ ∈ L1(Gˆ). The linear functional given by
B(Hµ)∗ ∋ ρ 7→ ωˆ(R˜(2,ϕ)ρ◦πµ ) = ωˆ(τˆ−i/4(R˜ϕρ◦πµ)) = (ωˆ ◦ τˆ−i/4)[(id ⊗ (ρ ◦ πµ))( ˆ W)]
is of norm at most ‖ωˆ‖, and thus defines an element xωˆ ∈ B(Hµ) of norm at most ‖ωˆ‖. The map
L1(Gˆ) ∋ ωˆ 7→ xωˆ is evidently linear. Let ωˆ1, ωˆ2 ∈ L1(Gˆ). Assuming that ωˆj ∈ D((τˆ∗)−i/4) and
writing ωˆ′j for the closure of ωˆj ◦ τˆ−i/4 (j = 1, 2), for all ρ ∈ B(Hµ)∗ we have
ρ(xωˆ1xωˆ2) = (ρ · xωˆ1)(xωˆ2) = (ωˆ2 ◦ τˆ−i/4){(id ⊗ ρ)[(1 ⊗ xωˆ1)(id ⊗ πµ)( ˆ W)]}
= ρ[xωˆ1(ωˆ
′
2 ⊗ πµ)( ˆ W)] = [(ωˆ′2 ⊗ πµ)( ˆ W) · ρ](xωˆ1)
= ωˆ′1{(id ⊗ ρ)[(id ⊗ πµ)( ˆ W)(1⊗ (ωˆ′2 ⊗ πµ)( ˆ W))]}
(unconventionally using ‘·’ instead of juxtaposition). The identity (∆ˆ ⊗ id)( ˆ W) = ˆ W13 ˆ W23 implies
that
(id ⊗ πµ)( ˆ W)(1⊗ (ωˆ′2 ⊗ πµ)( ˆ W)) = (id ⊗ ωˆ′2 ⊗ πµ)( ˆ W13 ˆ W23) = (id ⊗ ωˆ′2 ⊗ πµ)(∆ˆ ⊗ id)( ˆ W).
From the last two formulas we get
ρ(xωˆ1xωˆ2) = ωˆ
′
1[(id⊗ ρ)(id ⊗ ωˆ′2 ⊗ πµ)(∆ˆ ⊗ id)( ˆ W)]
= (ωˆ′1 ⋆ ωˆ
′
2)[(id ⊗ (ρ ◦ πµ))( ˆ W)].
Using the equality (τˆt ⊗ τˆt) ◦ ∆ˆ = ∆ˆ ◦ τˆt valid for all t ∈ R, we obtain
ρ(xωˆ1xωˆ2) = ((ωˆ1 ⋆ ωˆ2) ◦ τˆ−i/4)[(id ⊗ (ρ ◦ πµ))( ˆ W)] = ρ(xωˆ1⋆ωˆ2),
proving that xωˆ1xωˆ2 = xωˆ1⋆ωˆ2 . Since L
1(Gˆ) ∋ ωˆ 7→ xωˆ is continuous and D((τˆ∗)−i/4) is dense in
L1(Gˆ), we infer that xωˆ1xωˆ2 = xωˆ1⋆ωˆ2 for every ωˆ1, ωˆ2 ∈ L1(Gˆ).
By assumption, for every state ωˆ ∈ L1(Gˆ),
‖xωˆξµ − ξµ‖2 ≤ 2(1 −ℜ〈xωˆξµ, ξµ〉) = 2ℜωˆ(1− R˜(2,ϕ)µ ) ≤ 2δ.
As a result, the unique vector ξ ∈ Hµ of minimal norm in the (convex) closure C of {xωˆξµ : ωˆ ∈
L1(Gˆ) is a state} satisfies ‖ξ − ξµ‖ ≤
√
2δ. By the foregoing, C is globally invariant under each of
the contractions xωˆ for a state ωˆ ∈ L1(Gˆ), and so ξ is invariant under each of these operators. That
is, for every state ωˆ ∈ L1(Gˆ),
ωˆ(‖ξ‖2 1) = ‖ξ‖2 = ωξ(xωˆ) = (ωˆ ◦ τˆ−i/4)[(id ⊗ (ωξ ◦ πµ))( ˆ W)].
Consequently, τˆ−i/4[(id ⊗ (ωξ ◦ πµ))( ˆ W)] = ‖ξ‖2 1, that is, (id ⊗ (ωξ ◦ πµ))( ˆ W) = ‖ξ‖2 1. Hence
ω 1
‖ξ‖
ξ ◦ πµ = ǫ, and as ‖µ− ǫ‖ = ‖(ω 1
‖ξ‖
ξ − ωξµ) ◦ πµ‖ ≤ ‖ 1‖ξ‖ξ + ξµ‖‖ 1‖ξ‖ξ − ξµ‖ ≤ 2
√
2δ
1−√2δ , the proof
is complete. 
The following result is the norm analogue of Lemmas 2.3 and 2.17.
Corollary 2.19. Let (µi)i∈I be a net of states of C
u
0(G). Then the following conditions are equivalent:
(a) µi −−→
i∈I
ǫ in Cu0(G)
∗-norm;
(b) Ruµi −−→i∈I id in B(C
u
0(G))-norm;
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(c) R˜ϕµi −−→
i∈I
1 in L∞(Gˆ)-norm;
(d) R˜(2,ϕ)µi −−→
i∈I
1 in L∞(Gˆ)-norm.
A similar statement holds true for maps of the form Lµ.
Proof. It is immediate that (a) =⇒ (b), (c). From Lemma 2.14 we have (a) =⇒ (d).
(b) =⇒ (a) Use that ǫ ◦Ruν = ν for every ν ∈ Cu0(G)∗.
(c) =⇒ (a) This follows from the proof of [DSV, Theorem 6.1, (c) =⇒ (a)] (cf. the proof of
Proposition 2.18 and ignore τˆ).
(d) =⇒ (a) Use Proposition 2.18. 
Question 2.20. While it is obvious that the equivalent conditions of Corollary 2.19 imply that Rµi −−→
i∈I
id in B(L∞(G))-norm, we ask whether the converse is true. The answer is clearly affirmative when G
is co-amenable.
3. SEMIGROUPS OF CONVOLUTION OPERATORS
In this section we discuss the key notion for our paper, namely that of convolution semigroups,
and use the results of the last section and of the Appendix to obtain our central result, Theorem 3.4.
Definition 3.1 ([LS1]). Let G be a locally compact quantum group. A convolution semigroup of
positive functionals on Cu0(G) (or on G) is a family (µt)t≥0 in C
u
0(G)
∗
+ such that µt ⋆ µs = µt+s for
all t, s ≥ 0 and µ0 = ǫ. It is called w∗-continuous (or pointwise continuous) if µt −−−→
t→0+
ǫ in the
w∗-topology of Cu0(G)∗, and norm continuous if µt −−−→
t→0+
ǫ in norm.
The first result is essentially an immediate consequence of the facts established in the last section.
Theorem 3.2. Let G be a locally compact quantum group. There exist 1− 1 correspondences between:
(a) w∗-continuous convolution semigroups (µt)t≥0 of states of C
u
0(G);
(b) C0-semigroups (T ut )t≥0 of completely positive maps of norm 1 on C
u
0(G) that commute with the
operators Luν , ν ∈ Cu0(G)∗;
(c) semigroups (Tt)t≥0 of normal, unital, completely positive maps on L
∞(G) that are point–
ultraweakly continuous at 0+, and that satisfy ∆ ◦ Tt = (Tt ⊗ id) ◦∆ for every t ≥ 0;
(d) C0-semigroups (Mt)t≥0 of norm 1 right module maps on L
1(G) with completely positive ad-
joints.
They are given by Tt = Rµt , T
u
t = R
u
µt andMt = (Tt)∗. All semigroups are continuous in the respective
topologies on all of R+ (for instance, (Tt)t≥0 is a C
∗
0 -semigroup). Norm continuity of the semigroups
in (a) and (b) are equivalent, and the same is true for the semigroups in (c) and (d), and the former
implies the latter. Similar statements hold for maps of the form Lµ.
Proof. The correspondences exist by Theorem 2.1 (e) and Lemma 2.3. Since C0-semigroups (such
as (Mt)t≥0) are point–norm continuous on all of R+, all semigroups considered in the theorem are
continuous in the respective topologies on all of R+. By Corollary 2.19 equivalence (a) ⇐⇒ (b),
norm continuity of (a) and (b) are the equivalent, and this obviously implies that of (c), equivalently
(d). 
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Remark 3.3. The above Theorem 3.2 could be stated slightly more generally, namely, replace ‘states’
by ‘contractive positive functionals’ in (a), ‘unital’ by ‘contractive’ in (c), and ‘of norm 1’ by ‘con-
tractive’ in (b) and (d) (where ‘contractive’ means ‘of norm at most 1’ throughout). This statement
easily reduces to the one we used, because by Lemma 2.3, all assumptions imply that (µt)t≥0 is
w∗-continuous; and since (µt)t≥0 consists of contractions, the semigroup (µt(1))t≥0 = (‖µt‖)t≥0 =
(‖T ut ‖)t≥0 = (‖Tt‖)t≥0 = (‖Mt‖)t≥0 (having extended µt strictly to the multiplier algebra on the
left) is continuous at 0+, hence it has the form
(
etc
)
t≥0, c ≤ 0. Thus, by normalising, we may
assume that (µt)t≥0 consists of states, so that Lemma 2.3 implication (a) =⇒ (e) applies.
We now prove Theorem 0.1 presented in the Introduction.
Theorem 3.4. Let G be a locally compact quantum group. There exist 1− 1 correspondences between:
(a) w∗-continuous convolution semigroups (µt)t≥0 of R
u-invariant contractive positive functionals
on Cu0(G);
(b) C∗0 -semigroups (Tt)t≥0 of normal, contractive, completely positive maps on L
∞(G) that are
KMS-symmetric with respect to ϕ and satisfy ∆ ◦ Tt = (Tt ⊗ id) ◦∆ for every t ≥ 0;
(c) C0-semigroups (St)t≥0 of selfadjoint completely Markov operators on L
2(G) with respect to ϕ
that belong to L∞(Gˆ);
(d) completely Dirichlet forms Q with respect to ϕ that are invariant under U(L∞(Gˆ)′).
The correspondences are given by Tt = Rµt , St = R˜
(2,ϕ)
µt and Corollary A.8. Also, norm continuity of
(µt)t≥0, of (Tt)t≥0 and of (St)t≥0 are equivalent, and these are also equivalent to boundedness of Q.
Similar statements hold for maps of the form Lµ with invariance under U(L∞(Gˆ)) in (d).
Proof. The correspondence between (a) and (b) is given by Theorem 3.2, Remark 3.3 and Corollary
2.8.
The correspondence between (b), (c) and (d) relies on Corollary A.8: completely Dirichlet forms
Q with respect to ϕ correspond to semigroups (Tt)t≥0 of normal, completely positive contractions
on L∞(G) that are KMS-symmetric with respect to ϕ and satisfy that R+ ∋ t 7→ Tta is ultraweakly
continuous for all a ∈ Mϕ, and to C0-semigroups (St)t≥0 of selfadjoint completely Markov operators
on L2(G) with respect to ϕ. Denote the generator of (St)t≥0 =
(
T˜
(2,ϕ)
t
)
t≥0 by −A; then A is a
positive selfadjoint operator on L2(G) and Q =
∥∥A1/2·∥∥2. By Proposition 2.16, for each t ≥ 0, Tt
is of the form Rµt for µt ∈ Cu0(G)∗+ (namely, ∆ ◦ Tt = (Tt ⊗ id) ◦∆) if and only if T˜ (2,ϕ)t ∈ L∞(Gˆ).
Thus, the semigroup (Tt)t≥0 has the form
(
Rµt
)
t≥0 with (µt)t≥0 a convolution semigroup of positive
functionals on Cu0(G) if and only if each of the elements of the C0-semigroup
(
T˜
(2,ϕ)
t
)
t≥0 commutes
with the unitaries of L∞(Gˆ)′, if and only if A (equivalently, A1/2) commutes with the unitaries of
L∞(Gˆ)′, that is, Q is invariant (as a quadratic form) under all unitaries of L∞(Gˆ)′. When this is
the case, for each t ≥ 0, Tt = Rµt is contractive, thus so is µt by Theorem 2.1 (e). By Lemma
2.3 implication (c) =⇒ (a), which applies because Mϕ ∩ C0(G) is dense in C0(G), the semigroup
(µt)t≥0 is w
∗-continuous. So by Remark 3.3, one deduces that (Tt)t≥0 = (Rµt)t≥0 is a C
∗
0 -semigroup;
and furthermore, we can and shall assume below that (µt)t≥0 consists of states.
As for norm continuity, the C0-semigroup (St)t≥0 =
(
T˜
(2,ϕ)
t
)
t≥0 =
(
R˜
(2,ϕ)
µt
)
t≥0 is norm continuous
if and only if −A, equivalently Q, is bounded, and by Corollary 2.19, this is the same as (µt)t≥0
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being norm continuous. In this case, (Rµt)t≥0 is clearly norm continuous. Conversely, for every
t ≥ 0, by Proposition 2.4 and the fact that Rµt is a (bounded) normal KMS-symmetric Markov
operator, Rµt is 1-integrable and R˜
(1,ϕ)∗
µt = Rµt (see also Theorem A.1). Hence, Rµt − id is adjoint
preserving and 1-integrable, and ˜(Rµt − id)
(1,ϕ)∗
= Rµt − id. As a result, [GL2, Proposition 4.1]
yields that
∥∥R˜(2,ϕ)µt − 1B(L2(G))∥∥ = ∥∥ ˜(Rµt − id)(2,ϕ)∥∥ ≤ ∥∥Rµt − id∥∥. So norm continuity of (Rµt)t≥0
implies that of (R˜(2,ϕ)µt )t≥0. 
We recall the notion of the generating functional.
Definition 3.5 ([LS1, p. 333, Definition]). Let (µt)t≥0 be a w
∗-continuous convolution semigroup
of positive functionals on Cu0(G). Its generating functional is the (generally unbounded) functional
γ over Cu0(G) given by
γ(x) := lim
t→0+
µt(x)− ǫ(x)
t
with maximal domain D(γ) consisting of all x ∈ Cu0(G) for which this limit exists.
By [LS1, p. 333, Remarks],D(γ) is dense in Cu0(G), and by [LS1, Theorem 3.7], (µt)t≥0 is uniquely
determined by γ. Observe that γ is hermitian: for every x ∈ D(γ) we have x∗ ∈ D(γ) and γ(x∗) =
γ(x), and it is conditionally positive: γ(x) ≥ 0 for all x ∈ D(γ) ∩ Cu0(G)+ ∩ ker ǫ. If G is compact
and (µt)t≥0 consists of states, then additionally 1 ∈ D(γ) and γ(1) = 0.
Lemma 3.6. In the notation of Definition 3.5, γ is bounded ⇐⇒ γ is everywhere defined ⇐⇒
(µt)t≥0 is norm continuous.
Proof. This is mostly [LS1, Theorem 3.7], the only missing part is that γ being everywhere defined
implies the other conditions. But when this happens, the restriction of γ to ker ǫ is positive, thus
bounded. Therefore, γ is bounded on Cu0(G). 
To describe the relation between the generators appearing in Theorem 3.4 we need the following
elementary lemma.
Lemma 3.7. Let A be a (generally unbounded) positive selfadjoint operator on a Hilbert space H.
Consider the C0-semigroup (e
−tA)t≥0. Then
D(A1/2) =
{
ζ ∈ H : lim
t→0+
ωζ
(1
t
(1− e−tA)) exists}
and ∥∥∥A1/2ζ∥∥∥2 = lim
t→0+
ωζ
(1
t
(1− e−tA)) (∀ζ∈D(A1/2)).
Proof. Write e(·) for the spectral measure of A. Let ζ ∈ H. For every t > 0,
ωζ
(1
t
(1− e−tA)) = ∫
[0,∞)
1
t
(1− e−tλ) 〈e(dλ)ζ, ζ〉 .
If limt→0+ ωζ(1t (1 − e−tA)) exists, then by Fatou’s lemma,
∫
[0,∞) λ 〈e(dλ)ζ, ζ〉 is dominated by this
limit, thus ζ ∈ D(A1/2). On the other hand, if ζ ∈ D(A1/2), namely ∫[0,∞) λ 〈e(dλ)ζ, ζ〉 < ∞, then
relying on the inequality 1t (1 − e−tλ) ≤ λ for t > 0 and λ ≥ 0, Lebesgue’s dominated convergence
theorem yields that limt→0+ ωζ(1t (1− e−tA)) =
∫
[0,∞) λ 〈e(dλ)ζ, ζ〉 =
∥∥A1/2ζ∥∥2. 
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We are now ready to provide the connection mentioned before the last lemma.
Proposition 3.8. In the context of Theorem 3.4, let γ denote the generating functional of (µt)t≥0. Then
D(Q) =
{
ζ ∈ L2(G) : τui/4
(
(ωζ ⊗ id)( ˆ W)
) ∈ D(γ)}
and
Qζ = −γ[τui/4((ωζ ⊗ id)( ˆ W))] (∀ζ∈D(Q)).
Proof. Denote again the generator of
(
R˜
(2,ϕ)
µt
)
t≥0 by −A. By Lemma 3.7,
D(Q) = D(A1/2) =
{
ζ ∈ L2(G) : lim
t→0+
ωζ
(1
t
(1−e−tA)) exists} = {ζ ∈ L2(G) : lim
t→0+
ωζ
(
R˜
(2,ϕ)
1
t
(ǫ−µt)
)
exists
}
and
Qζ =
∥∥∥A1/2ζ∥∥∥2 = lim
t→0+
ωζ
(1
t
(1− e−tA)) = lim
t→0+
ωζ
(
R˜
(2,ϕ)
1
t
(ǫ−µt)
)
(∀ζ∈D(Q)).
By Definition 3.5, it suffices to observe that for each ν ∈ Cu0(G)∗ and ωˆ ∈ L1(Gˆ)we have ωˆ(R˜(2,ϕ)ν ) =
ν
[
τui/4
(
(ωˆ ⊗ id)( ˆ W))]; and this is indeed true because R˜(2,ϕ)ν = τˆ−i/4(R˜ϕν ) = τˆ−i/4((id ⊗ ν)( ˆ W)) by
Proposition 2.4 and Lemma 2.14 (b), so the desired statement is a consequence of the fact that
(ωˆ ⊗ id)( ˆ W) ∈ D(τui/4) and the identity (τˆt ⊗ τut )( ˆ W) = ˆ Wfor every t ∈ R. 
Remark 3.9 (compare Remark 2.13). The last result generalises the analysis in [CFK, Theorem 7.1
and the preceding text], which treats the case when G is compact, and only gives a formula for the
values of Q at i(2) (Pol(G)), where Pol(G) is the canonical Hopf ∗-algebra that is dense in C(G).
4. PROPERTY (T) AND THE HAAGERUP PROPERTY
In this section we employ the results of the previous sections to characterise, for arbitrary second
countable locally compact quantum groups, Property (T) and the Haagerup Property in terms of
w∗-continuous convolution semigroups of states. For locally compact groups, these characterisa-
tions are well-known and of fundamental importance, but in the quantum group setting they were
hitherto established only for discrete quantum groups.
Lack of Property (T) is characterised in Subsection 4.1 by the existence of certain unbounded
generating functionals, that is: certain w∗-continuous, but not norm continuous, convolution semig-
roups of states (Theorem 4.6). This generalises [AkW, Theorem 3], [Jol, Theorem 1.2] and [BHV,
Theorems 2.10.4 and 2.12.4] for locally compact groups, and [Kye, Theorem 5.1] for unimodular
discrete quantum groups (see also [DSV, Theorem 6.8]). In order to achieve this ‘algebra level’ res-
ult, we first ‘go down’ to the Hilbert space level, where more techniques are available, and then ‘go
back up’ to the algebra level. These transitions are possible thanks to the Dirichlet forms machinery.
Our approach is very different from that of [Kye], and is closer to those of [AkW, Jol, DSV].
In the main result of Subsection 4.2, Theorem 4.12, we characterise the Haagerup Property by the
existence of certain w∗-continuous convolution semigroups whose corresponding KMS Hilbert space
level counterparts ‘vanish at infinity’ in positive time. This condition should be viewed as properness
of the associated generating functional. Our result extends [AkW, Theorem 10] for locally compact
groups and [DFSW, Theorem 7.18] for discrete quantum groups. The approach of our proof is
different from that of [AkW, DFSW], and instead relies on Proposition 4.10: roughly speaking,
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instead of seeking a generator with the desirable properties, we construct the semigroup directly,
following the technique of [Sau], applied later for example in [CaS]. We note that Theorem 4.12
compares with the characterisation of the Haagerup Property of von Neumann algebras obtained
recently in [CaS, Theorem 6.7].
We need first to recall some terminology concerning quantum group representations.
Definition 4.1 ([DFSW, Definitions 3.3 and 4.1]). Let G be a locally compact quantum group and
U ∈ M(C0(G)⊗min K(H)) be a unitary representation of G on a Hilbert space H.
(a) A vector ζ ∈ H is invariant under U if U(η ⊗ ζ) = η ⊗ ζ for all η ∈ L2(G).
(b) U has almost-invariant vectors if there is a net (ζi)i∈I of unit vectors in H such that for all
η ∈ L2(G), ‖U(η ⊗ ζi)− η ⊗ ζi‖ −−→
i∈I
0.
(c) U is mixing if ‘it has C0-coefficients’, namely, if for every ζ, ξ ∈ H, we have (id ⊗ ωζ,ξ)(U) ∈
C0(G).
4.1. Property (T). Property (T) for discrete quantum groups was first introduced in [Fim]; for
locally compact quantum groups it was formally defined in [DFSW]. For recent developments we
refer the reader to [DSV, BrK].
Definition 4.2. A locally compact quantum group has Property (T) if each of its unitary represent-
ations that has almost-invariant vectors admits a non-zero invariant vector.
The following lemma is elementary.
Lemma 4.3. Let (ai)i∈I and (bi)i∈I be nets of contractive operators on a uniformly convex Banach
space (e.g., a Hilbert space). If 12(ai + bi) −−→i∈I 1, then ai −−→i∈I 1 and bi −−→i∈I 1.
We are ready to provide the following strengthening of [DSV, Theorem 6.1], involving the KMS-
implementations.
Theorem 4.4. For a locally compact quantum group G the following conditions are equivalent:
(a) Gˆ has Property (T);
(b) for every net (µi)i∈I of states of C
u
0(G), if (µi)i∈I converges to ǫ in the w
∗-topology, then it
converges to ǫ in norm;
(b’) same as (b) but only for nets (µi)i∈I of R
u-invariant states of Cu0(G);
(c) for every net (µi)i∈I of states of C
u
0(G), if (R˜
ϕ
µi)i∈I converges to 1 in the strict topology of
M(C0(Gˆ)), then it converges to 1 in norm;
(c’) same as (c) but only for nets (µi)i∈I of R
u-invariant states of Cu0(G);
(d) for every net (µi)i∈I of states of C
u
0(G), if the net (R˜
(2,ϕ)
µi )i∈I in L
∞(Gˆ) converges in the weak
(equivalently, strong) operator topology to 1, then it converges to 1 in norm;
(d’) same as (d) but only for nets (µi)i∈I of R
u-invariant states of Cu0(G).
Moreover, if G is second countable, one can replace ‘net’ by ‘sequence’ throughout. Similar assertions
hold for operators of the form Lµ, µ ∈ Cu0(G)∗.
Proof. The equivalence of (a), (b) and (c) was proved in [DSV, Theorem 6.1]. The equivalences
(b) ⇐⇒ (c) ⇐⇒ (d) and (b’) ⇐⇒ (c’) ⇐⇒ (d’) are consequences of Lemma 2.17 and Corollary
2.19. The implications (b) =⇒ (b’), (c) =⇒ (c’) and (d) =⇒ (d’) are trivial.
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(c’) =⇒ (c) Notice that Rˆ(R˜ϕν ) = R˜ϕν◦Ru for every ν ∈ Cu0(G)∗. Let (µi)i∈I be a net of states of
Cu0(G) such that (R˜
ϕ
µi)i∈I converges to 1 strictly (i.e., in the strict topology of M(C0(Gˆ))). Then(
R˜ϕ1
2
(µi+µi◦Ru)
)
i∈I
= (12 (R˜
ϕ
µi + Rˆ(R˜
ϕ
µi)))i∈I converges to 1 strictly because Rˆ is unital and maps
C0(Gˆ) into itself. Applying (c’) to the net (12(µi + µi ◦ Ru))i∈I of Ru-invariant states of Cu0(G), we
deduce that (12(R˜
ϕ
µi + Rˆ(R˜
ϕ
µi)))i∈I converges to 1 in norm. It follows from Lemma 4.3 that (R˜
ϕ
µi)i∈I
converges to 1 in norm, as desired.
The last assertion under the assumption that G is second countable follows from the easy obser-
vation that if U is a unitary representation of Gˆ on a Hilbert spaceH with (a net of) almost-invariant
vectors, then since L2(G) is separable (Proposition 1.19), one can find a sequence of almost-invariant
vectors. 
Definition 4.5. Let (µt)t≥0 be a w
∗-continuous convolution semigroup of positive functionals on
Cu0(G). We say that (µt)t≥0 has unbounded generator if its generating functional (Definition 3.5) is
unbounded.
By Lemma 3.6 and Theorem 3.4, when the convolution semigroup consists of Ru-invariant con-
tractive positive functionals, it has unbounded generator if and only if the associated completely
Dirichlet form is unbounded.
The following is the main result of this subsection.
Theorem 4.6. Let G be a second countable locally compact quantum group. Then Gˆ does not have
Property (T) ⇐⇒ there exists a w∗-continuous convolution semigroup of Ru-invariant states of Cu0(G)
that has unbounded generator (equivalently, whose associated completely Dirichlet form is unbounded).
Proof. ( =⇒ ) Assume that Gˆ does not have Property (T). By Theorem 4.4 implication (d’) =⇒ (a),
Corollary 2.8 and Theorem A.1, there is a sequence (µn)
∞
n=1 of R
u-invariant states of Cu0(G) such
that the sequence (an)∞n=1 := (R˜
(2,ϕ)
µn )
∞
n=1 of selfadjoint contractions in L
∞(Gˆ) converges to 1 in the
strong operator topology but not in norm. Clearly 1 − an ≥ 0 for all n ∈ N. Let (ζj)∞j=1 be a dense
sequence in L2(G). By passing to a subsequence, one may assume that there exists ε0 > 0 such that
for every n ∈ N,
‖(1− an)ζj‖ ≤ 1
2n
(∀1≤j≤n) (4.1)
and
‖1− an‖ ≥ ε0. (4.2)
Whenever H is a (generally unbounded) positive selfadjoint operator on a Hilbert space, write
QH for the associated closed densely-defined (non-negative) quadratic form. For n ∈ N, consider
the positive operator ∆n :=
∑n
k=1 k(1 − ak) ∈ B(L2(G)). Then (∆n)∞n=1, equivalently (Q∆n)∞n=1,
is increasing. Let Q be the closed (non-negative) quadratic form that is the pointwise limit of
(Q∆n)
∞
n=1 (see [Dav2, Theorem 4.32]). It follows from (4.1) that the dense subset {ζj : j ∈ N} of
L2(G) is contained in the domain of Q. For every k ∈ N, ak being selfadjoint, contractive, and
Markov with respect to ϕ implies that Q1−ak is Dirichlet with respect to ϕ by [GL2, Lemma 5.2].
Hence, for all n ∈ N, Q∆n is Dirichlet with respect to ϕ, and therefore so is Q. More generally the
operators Rµk , k ∈ N, are (KMS-symmetric) completely positive contractions, thus the selfadjoint
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operators ak are completely Markov with respect to ϕ (see the terminology introduced in the Ap-
pendix and Theorem A.1), so as above, Q is completely Dirichlet with respect to ϕ. Additionally, for
all n ∈ N, Q∆n is invariant under U(L∞(Gˆ)′) for {ak : k ∈ N} ⊆ L∞(Gˆ), so Q also has this property.
Finally, it is clear from (4.2) that Q is unbounded. Theorem 3.4 (and Remark 3.3) produce the w∗-
continuous convolution semigroup of Ru-invariant states of Cu0(G) that is associated with Q, which,
by the remark before the theorem, has unbounded generator.
( ⇐= ) Assume that Gˆ has Property (T), and let (µt)t≥0 be a w∗-continuous convolution semig-
roup of (even not necessarily Ru-invariant) states of Cu0(G). By Theorem 4.4 implication (a) =⇒ (b),
µt −−−→
t→0+
ǫ in norm; that is, the generator of (µt)t≥0 is bounded (Lemma 3.6). 
Remark 4.7. Comparing the above proof to those of the classical results that we extend, see e.g. [AkW,
Theorem 3], something seems to be ‘missing’, namely picking an increasing sequence (Kn)
∞
n=1 of
compact neighbourhoods of the identity with G =
⋃∞
n=1Kn and choosing the sequence of continu-
ous positive-definite functions in a way that makes the series converge uniformly on each of these
compact sets, so as to make the sum ψ continuous. We, however, chose the dense sequence (ζn)
∞
n=1
arbitrarily. The reason is that ψ is conditionally negative definite, and also measurable as the limit
of a sequence of continuous functions; therefore, it is equal in L∞(G) to a continuous conditionally
negative-definite function. This is because for every t ≥ 0, the measurable function e−tψ is positive
definite by Schönberg’s theorem, thus it is equal in L∞(G) to a continuous positive-definite function
(see [Dev] for a nice survey on this).
4.2. The Haagerup Property. The following definition was introduced in [DFSW].
Definition 4.8. A locally compact quantum groupG has the Haagerup Property if it admits a unitary
representation that is mixing and has almost-invariant vectors.
In the following result, which extends [DFSW, Theorem 6.5 (i)⇐⇒ (iii)⇐⇒ (iv) and Proposition
6.12] by adding two more equivalent conditions, all approximate identities are understood in the
Banach algebraic sense.
Proposition 4.9. Let G be a locally compact quantum group. Then the following conditions are equi-
valent:
(a) Gˆ has the Haagerup Property;
(b) there is a net (µi)i∈I of states of C
u
0(G) such that
(
R˜ϕµi
)
i∈I is an approximate identity for
C0(Gˆ);
(b’) same as (b) for a net of Ru-invariant states;
(c) there is a net (µi)i∈I of states of C
u
0(G) such that
(
R˜
(2,ϕ)
µi
)
i∈I is an approximate identity for
C0(Gˆ);
(c’) same as (c) for a net of Ru-invariant states.
Moreover, if G is second countable, one can replace ‘net’ by ‘sequence’ throughout. Similar assertions
hold for operators of the form Lµ, µ ∈ Cu0(G)∗.
Proof. The equivalence (a) ⇐⇒ (b) ⇐⇒ (b’) is [DFSW, Theorem 6.5 (i) ⇐⇒ (iii) and Proposition
6.12].
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By Lemma 2.17, for a net (µi)i∈I of states of C
u
0(G), R˜
ϕ
µi −−→
i∈I
1 strictly in M(C0(Gˆ)) if and only
if R˜(2,ϕ)µi −−→
i∈I
1 strictly in M(C0(Gˆ)), if and only if µi −−→
i∈I
ǫ in the w∗-topology. Thus, to prove that
(b)⇐⇒ (c) and (b’)⇐⇒ (c’), we only need to take care of the issue of belonging to C0(Gˆ).
(b) =⇒ (c) and (b’) =⇒ (c’). Let µ ∈ Cu0(G)∗ be hermitian and satisfy R˜ϕµ ∈ C0(Gˆ). Then as in the
proof of Lemma 2.14 (c), we have τˆ−i/2(R˜
ϕ
µ) = Rˆ
((
R˜ϕµ
)∗)
= Rˆ
((
R˜ϕµ
)∗) ∈ C0(Gˆ), thus R˜ϕµ ∈ D(τˆ−i/2)
in the C∗-algebraic sense [Kus1, Proposition 1.24]. Hence R˜
(2,ϕ)
µ = τˆ−i/4(R˜
ϕ
µ) ∈ C0(Gˆ). The desired
implication follows.
(c) =⇒ (b) and (c’) =⇒ (b’). Let µ ∈ Cu0(G)∗ be such that R˜(2,ϕ)µ ∈ C0(Gˆ). Then for n ∈ N,
the operator xn :=
√
n√
π
∫
R
e−nt2 τˆt(R˜
(2,ϕ)
µ ) dt ∈ C0(Gˆ), where the integral converges in norm, is
entire analytic with respect to τˆ in the C∗-algebraic sense. Define µn ∈ Cu0(G)∗ as in (1.7). If µ is Ru-
invariant, so is µn because of the commutativity of τut and R
u. Since R˜(2,ϕ)µ = τˆ−i/4(R˜
ϕ
µ) and τˆt(R˜
ϕ
µ) =
R˜ϕµ◦τu−t for every t ∈ R, we deduce from the ultraweak closedness of τˆ−i/4 that xn = τˆ−i/4(R˜
ϕ
µn),
now in the von Neumann algebraic sense (use Lemma 2.17). Hence R˜ϕµn = τˆi/4(xn) ∈ C0(Gˆ). Recall
that ‖µn‖ ≤ ‖µ‖ for all n ∈ N and µn −−−→
n→∞ µ in the w
∗-topology, thus ‖µn‖ −−−→
n→∞ ‖µ‖.
Let (µi)i∈I be a net of states as in the assumption. For i ∈ I and n ∈ N, write µi,n := (µi)n. Since
µi −−→
i∈I
ǫ in the w∗-topology (see above), there is a subnet (νj)j∈J of
(
1
‖µi,n‖µi,n
)
(i,n)∈I×N that also
converges to ǫ in the w∗-topology. By the foregoing,
(
R˜ϕνj
)
j∈J is an approximate identity for C0(Gˆ).
The final assertion, related to second countability, is obvious. 
The next result is a generalisation of [CaS, Proposition 6.5], which in turn is based on [Sau] and
[JoM]. Essentially, for a C∗-algebra A, we replace B(H) and K(H) appearing in those results by
M(A) and A, respectively. We remark that the constructions in the proof are identical to those in
[CaS], that is, they do not depend on A. However, to verify that the operators belong to M(A) or
A we need to present all steps. A strictly continuous semigroup in M(A) is a family (St)t≥0 in M(A)
such that S0 = 1M(A), StSs = St+s for every t, s ≥ 0, and limt→0+ St = 1M(A) strictly.
Proposition 4.10. Let H be a Hilbert space and A be a separable C∗-subalgebra of B(H) acting non-
degenerately on H. Form M(A) in B(H). Let (Ci)i∈I be a family of closed convex subsets of H, and let
(Tn)
∞
n=1 be a sequence in M(A) with the following properties:
(a) for every n ∈ N, Tn is a selfadjoint contraction;
(b) for every n ∈ N and i ∈ I, Ci is invariant under Tn;
(c) Tn −−−→
n→∞ 1M(A) strictly.
Then there is a strictly continuous semigroup (St)t≥0 of selfadjoint contractions in M(A) leaving each
of the sets Ci invariant. If Tn ∈ A for every n ∈ N, then we can arrange that St ∈ A for every t > 0.
Proof. We follow closely the proof of [CaS, Proposition 6.5], explaining which changes should be
made and where. Write 1 := 1M(A).
Step 1: we first show that we may assume, without loss of generality, that the operators (Tn)
∞
n=1
commute.
Indeed, replacing (Tn)
∞
n=1 by a subsequence if necessary, we pick a dense sequence (al)
∞
l=1 in A
such that ‖Tna− a‖ ≤ 2−n ‖a‖ for all n ∈ N and a ∈ span
{
T kj al : 1 ≤ j, l ≤ n− 1, 0 ≤ k ≤ n2
}
. For
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n ∈ N, let
θn :=
1
n
(T1 + . . . + Tn) ∈ M(A) and ∆n := n1− (T1 + . . .+ Tn) = n(1− θn) ∈ M(A)+,
and for α > 0, consider the positive contraction Rα,n := (1 + α∆n)−1 ∈ M(A). By [CaS, Lemma
6.4], Ci is invariant under Rα,n for every i ∈ I. Since ‖θn‖ ≤ 1, we have
Rα,n = ((nα+ 1)1 − nαθn)−1 = 1
nα+ 1
(
1− nα
nα+ 1
θn
)−1
=
1
nα+ 1
∞∑
k=0
(
nα
nα+ 1
)k
θkn,
where the sum converges in the norm of M(A). For every α > 0, repeating the calculations in [Sau,
pp. 88–89] or [JoM, pp. 43–44] yields that (Rα,na)
∞
n=1 converges in norm for all a ∈ {al}∞l=1, thus
for all a ∈ A. From selfadjointness of the operators Rα,n, n ∈ N, and strict completeness of M(A),
we deduce that (Rα,n)
∞
n=1 converges strictly inM(A) to some positive contraction ρα ∈ M(A), which
evidently preserves all sets Ci, i ∈ I. Moreover, by the further arguments in [Sau, p. 89] or [JoM,
p. 44], we have ρα −−−−→
α→0+
1 strictly and αρα − βρβ = (α− β)ραρβ for α, β > 0, hence the operators
(ρα)α>0 commute. Therefore, we may replace (Tn)
∞
n=1 by
(
ρ 1
n
)∞
n=1
.
It remains to show that if the operators (Tn)
∞
n=1 belong to A, so do (ρα)α>0, thus do
(
ρ 1
n
)∞
n=1
.
For n,m ∈ N, n < m, put ∆n,m := ∆m − ∆n. For α > 0 and n ∈ N, repeating the above
reasoning with (Tm)
∞
m=n+1 in lieu of (Tm)
∞
m=1 implies that the sequence
((
1+ αnα+1∆n,m
)−1)∞
m=n+1
converges strictly to some positive contraction γα,n ∈ M(A). One shows as in [JoM, p. 45] that
ρα − (1 + α∆n)−1γα,n = nαnα+1
(
ρα − (1 + α∆n)−1
)
θnγα,n, and as in [JoM, p. 46] uses this to prove
that the operator
ψα,n := θn(1+ α∆n)
−1γα,n +
nα
nα+ 1
(
ρα − (1+ α∆n)−1
)
θnγα,n
satisfies ‖ρα − ψα,n‖ ≤ 2nα . Since (1 + α∆n)−1, ρα, γα,n ∈ M(A) and by assumption θn ∈ A, we
conclude that ρα ∈ A.
Step 2: we then argue that the assertion holds under the assumption that the operators (Tn)
∞
n=1
commute.
To this end we follow [JoM, proof of Lemme 2]. Let (al)
∞
l=1 be a dense sequence in A. Replacing
(Tn)
∞
n=1 by a subsequence if necessary, we may assume that
∑∞
n=1 ‖Tnal − al‖ < ∞ for each l ∈ N.
Given n,m ∈ N, n < m, define θn,∆n,∆n,m as above, and given t ≥ 0, consider the positive
contraction St,n := e−t∆n ∈ M(A). These operators preserve the sets Ci, i ∈ I, by [CaS, Lemma 6.4].
From the commutativity assumption we get St,m = St,ne−t∆n,m . For every t ≥ 0, one checks as in
[JoM, p. 40] that (St,na)
∞
n=1 converges in norm for all a ∈ {al}∞l=1, thus for all a ∈ A. Consequently,
(St,n)
∞
n=1 converges strictly to a positive contraction St ∈ M(A), which leaves invariant each of the
sets Ci, i ∈ I. As in [JoM, p. 41], (St)t≥0 is a strictly continuous semigroup (equivalently, when
viewing these operators as elements of B(A), (St)t≥0 is a C0-semigroup).
It remains to show that if the operators (Tn)
∞
n=1 belong to A, so do (St)t>0. The argument
starting in [JoM, middle of p. 41] shows that there exists K > 0 such that for all t > 0 and n ∈ N,
‖(1− θn)St‖ ≤ ‖(1− θn)St,n‖ ≤ K√nt . As a result, St = limn→∞ θnSt, and since θn ∈ A for all n ∈ N
by assumption, we conclude that also St ∈ A. 
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In the next corollary, which extends [CaS, Proposition 6.6], we use the following notation. For
k ∈ N, write L2(Mk) := L2(Mk, trk), where trk is the canonical (non-normalised) trace on Mk. For
a Hilbert space H and T ∈ B(H), we consider the amplification T (k) := 1⊗ T ∈ B(L2(Mk)⊗H).
Corollary 4.11. Let H be a Hilbert space and A be a separable C∗-subalgebra of B(H) acting non-
degenerately on H. View M(A) in B(H). Let (ki)i∈I be a family in N, and for each i ∈ I, let Ci be a
closed convex subset of L2(Mki)⊗H. Let (Tn)∞n=1 be a sequence in M(A) with the following properties:
(a) for every n ∈ N, Tn is a selfadjoint contraction;
(b) for every n ∈ N and i ∈ I, Ci is invariant under T (ki)n ;
(c) Tn −−−→
n→∞ 1M(A) strictly.
Then there is a strictly continuous semigroup (St)t≥0 of selfadjoint contractions in M(A) such that for
each t ≥ 0 and i ∈ I, Ci is invariant under S(ki)t . If Tn ∈ A for every n ∈ N, then we can arrange that
St ∈ A for every t > 0.
Proof. Observe that the constructions in the proof of Proposition 4.10 do not depend on the closed
convex sets in question, and they are ‘amplification invariant’. The corollary thus follows. 
We are ready to present the main result of this subsection.
Theorem 4.12. Let G be a second countable locally compact quantum group. The following conditions
are equivalent:
(a) Gˆ has the Haagerup Property;
(b) there exists a w∗-continuous convolution semigroup (µt)t≥0 of R
u-invariant states of Cu0(G) such
that R˜
(2,ϕ)
µt ∈ C0(Gˆ) for every t > 0.
Proof. The implication (b) =⇒ (a) follows from Proposition 4.9 implication (c’) =⇒ (a) and Lemma
2.17 implication (a) =⇒ (c’).
(a) =⇒ (b) By Proposition 4.9 implication (a) =⇒ (c’) there exists a sequence (µn)∞n=1 of Ru-
invariant states of Cu0(G) such that
(
R˜
(2,ϕ)
µn
)∞
n=1
is an approximate identity for C0(Gˆ). Each of the
operators R˜(2,ϕ)µn , n ∈ N, is selfadjoint and completely Markov (as defined in the Appendix) by Corol-
lary 2.8 and Theorem A.1. Applying Corollary 4.11 to this sequence with A := C0(Gˆ), H := L2(G),
and for all i ∈ N, ki := i and Ci := i(2)tri⊗ϕ([0,1]M(2,tri⊗ϕ)) ⊆ L2(Mi) ⊗ L2(G) (cf. Definition A.3),
we obtain a strictly continuous semigroup (St)t≥0 in M(C0(Gˆ)) ⊆ L∞(Gˆ) ⊆ B(L2(G)) consisting of
selfadjoint (contractive) completely Markov operators on L2(G) with respect to ϕ with St ∈ C0(Gˆ)
for t > 0. Since (St)t≥0 is, in particular, a C0-semigroup on L
2(G), Theorem 3.4 implies that there is
a w∗-continuous convolution semigroup (µt)t≥0 of R
u-invariant states of Cu0(G) such that St = R˜
(2,ϕ)
µt
for every t ≥ 0. This completes the proof. 
5. EXAMPLES
This section will be devoted to discussing examples of convolution semigroups on a locally com-
pact quantum group G. As mentioned in the introduction, the classical theory (i.e. the case where
G is a classical locally compact group) is as rich as the general theory of Lévy processes, and we
refer to [FOT, Den] or [App, Lia] for further information. Here we focus on describing in detail
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the dual case and then on providing a method of constructing genuinely quantum examples via
cocycle twisting. Finally note that several interesting compact quantum group examples are treated
in [CFK].
5.1. Co-commutative quantum groups. Let Γ be a locally compact group and consider G := Γˆ.
Then Cu0(G) = C
∗(Γ), the full C∗-algebra of Γ. We will tacitly use the natural identification between
C∗(Γ)∗ and the Fourier–Stieltjes algebra B(Γ) (see [Eym]) given as follows: when viewing B(Γ) as
contained algebraically in Cb(Γ), the pairing of µ ∈ B(Γ) and the image of f ∈ L1(Γ) in C∗(Γ) is∫
Γ f(γ)µ(γ) dγ. In other words, letting
(
λuγ
)
γ∈Γ in M(C
∗(Γ)) be the universal representation of Γ,
the identification is such that µ(λuγ) = µ(γ) for every γ ∈ Γ. Then σ(W∗Γˆ) = WΓ ∈ M(C0(Γ) ⊗min
C∗(Γ)), as a continuous function from Γ to C∗(Γ) with the strict topology, is the map γ 7→ λuγ . Thus,
each µ ∈ B(Γ) satisfies (µ ⊗ id)(W∗
Γˆ
) = µ. The positive elements in C∗(Γ)∗ correspond to positive-
definite functions in B(Γ). Since Ru(λuγ) = λ
u
γ−1 for each γ ∈ Γ, and since every positive-definite
function µ satisfies µ(γ−1) = µ(γ) for each γ ∈ Γ, we conclude that positive Ru-invariant elements
in C∗(Γ)∗ correspond to real-valued positive-definite functions on Γ.
A continuous function θ : Γ → R is conditionally negative definite if it satisfies the following
conditions: CND1. θ(e) = 0; CND2. θ(γ−1) = θ(γ) for all γ ∈ Γ; and CND3. for every n ∈ N,
γ1, . . . , γn ∈ Γ and c1, . . . , cn ∈ R with
∑n
i=1 ci = 0, we have
∑n
i,j=1 cicjθ(γ
−1
i γj) ≤ 0. Such
functions admit non-negative values, and Schönberg’s theorem asserts that a continuous function
θ : Γ→ R satisfying CND1 and CND2 is conditionally negative definite if and only if e−tθ is positive
definite for all t ≥ 0.
Recall that in the state space of C∗(Γ), that is, in the space of positive-definite functions µ ∈ B(Γ)
with µ(e) = 1, the σ(C∗(Γ)∗,C∗(Γ))-topology coincides with the topology of uniform convergence
on compact sets [Dix, Theorem 13.5.2]. We note further that w∗-continuous convolution semig-
roups (µt)t≥0 of R
u-invariant states of C∗(Γ) are in 1−1 correspondence with conditionally negative-
definite functions θ on Γ. Indeed, if θ is given, then the semigroup
(
e−tθ
)
t≥0 has the desired prop-
erties by Schönberg’s theorem. Conversely, given a semigroup (µt)t≥0 as above, for every γ ∈ Γ,
(µt(γ))t≥0 is a continuous positive semigroup in (0, 1], hence of the form
(
e−tθ(γ)
)
t≥0 for some con-
tinuous function θ : Γ→ R+, which clearly satisfies CND1 and CND2. By Schönberg’s theorem, θ is
conditionally negative definite.
Since G = Γˆ has trivial scaling group, R˜(2)µ = R˜µ = (µ ⊗ id)(W∗Γˆ) for all µ ∈ B(Γ) by Lemma
2.14 (d) and Proposition 2.4 (since G is unimodular we omit the Haar weight from the notation).
As already explained, this means that R˜(2)µ = µ as elements of Cb(Γ) ⊆ B(L2(Γ)) (as multiplication
operators). So for a conditionally negative-definite function θ : Γ → R and the matching convolu-
tion semigroup (µt)t≥0 in B(Γ), the associated semigroup
(
R˜
(2)
µt
)
t≥0 in B(L
2(Γ)) is
(
Me−tθ
)
t≥0. It
is now an exercise to check that the generator of this C0-semigroup is −A, where A is the positive
selfadjoint operator Mθ over L2(G) given by f 7→ θf with maximal domain (compare Lemma 3.7).
As a result, the associated Dirichlet form is Q : L2(G) → [0,∞] given by Qf := ∫Γ θ(γ) |f(γ)|2 dγ,
f ∈ L2(G).
5.2. Convolution semigroups via cocycle twistings. LetG be an arbitrary locally compact quantum
group.
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Definition 5.1. A unitary Ω ∈ L∞(G) ⊗ L∞(G) is said to be a 2-cocycle if it satisfies the following
equality:
(1⊗ Ω)(id⊗∆)(Ω) = (Ω⊗ 1)(∆⊗ id)(Ω).
We say that Ω is trivial if it is of the form (U ⊗ U)∆(U∗) for some unitary U ∈ L∞(G).
The following result is due to De Commer.
Theorem 5.2 ([DeC1, Theorem 9.1.4]). Let G be a locally compact quantum group and let Ω ∈
L∞(G)⊗ L∞(G) be a 2-cocycle. Put M := L∞(G) and let for m ∈ M
∆Ω(m) := Ω∆(m)Ω
∗.
Then the pair (M,∆Ω) defines a locally compact quantum groupGΩ (so in particular we have L
∞(GΩ) =
L∞(G)).
It is easy to see that if Ω is trivial, then G ∼= GΩ.
Now the usefulness of this theorem in our context is in that it allows us to define interesting
convolution semigroups via cocycle twistings. Note that the cocycle twisting construction need not
preserve the Haar weight [FiV], nor does it have to preserve compactness [DeC2]! In particular we
need not have a straightforward equality L2(G) = L2(GΩ) or C0(G) = C0(GΩ).
Proposition 5.3. Consider a w∗-continuous convolution semigroup of states (µt)t≥0 on a locally com-
pact quantum group G. Assume that Ω ∈ L∞(G) is a 2-cocycle and that the associated (via Theorem
3.2 (c)) semigroup on L∞(G), (Tt)t≥0, satisfies the condition
(Tt ⊗ id)(Ω) = Ω.
Then (Tt)t≥0 arises also from a convolution semigroup of states (µ˜t)t≥0 on GΩ.
Proof. By Theorem 3.2 it suffices to show that the intertwining relation
∆Ω ◦ Tt = (Tt ⊗ id) ◦∆Ω
holds for each t ≥ 0. But the multiplicative domain arguments for the unital completely positive
map Tt ⊗ id show that for each m ∈ L∞(G) and t ≥ 0 we have
(Tt ⊗ id)(∆Ω(m)) = (Tt ⊗ id)(Ω∆(m)Ω∗) = (Tt ⊗ id)(Ω)((Tt ⊗ id)(∆(m)))(Tt ⊗ id)(Ω∗)
= Ω∆(Ttm)Ω
∗ = ∆Ω(Ttm). 
Note that by the comments above we have no guarantee that this construction preserves KMS-
symmetry; it will however preserve that property if the extra assumptions guarantee that the Haar
weights of GΩ coincide with these of G.
As we want to produce examples related to non-classical quantum groups, we begin from an ‘easy’
noncommutative L∞(G). Let then Γ be a locally compact group and consider G := Γˆ. Here on one
hand we know how all the convolution semigroups of states on G look like – they are associated to
conditionally negative-definite functions on Γ (Subsection 5.1), and on the other hand we have a
natural construction of the cocycle twists, as explained for example in [EnV].
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Proposition 5.4. Suppose that Γ is a locally compact group with a closed abelian subgroup H (so that
via the Takesaki–Tatsuuma theorem from [TaT] we have a natural normal inclusion γ : VN(H) →֒
VN(Γ) ∼= L∞(Γˆ), respecting the co-products). Let k : Hˆ × Hˆ → T be a measurable 2-cocycle on Hˆ,
i.e. a measurable T-valued function such that for all r, s, t ∈ Hˆ,
k(s, t)k(r, st) = k(r, s)k(rs, t).
Then if we first use the isomorphism VN(H) ∼= L∞(Hˆ) and then embed the element k into L∞(Γˆ) ⊗
L∞(Γˆ), it becomes a 2-cocycle on Γˆ, denoted henceforth by Ω. Further if ψ : Γ → C is a conditionally
negative-definite function vanishing on H, then the family (exp(−tψ))t≥0 of elements of B(Γ), viewed
as a convolution semigroup of states on Γˆ, satisfies the assumptions of Proposition 5.3. In particular
we obtain a new convolution semigroup on ΓˆΩ.
Proof. The first part is essentially contained in [EnV, Section 6] (the extra assumptions there are
not necessary for us thanks to [DeC1, Theorem 9.1.4]). The construction is as follows: we view k
as an element of VN(H)⊗ VN(H) and then write Ω = (γ ⊗ γ)(k). It is easy to check (as in [EnV])
that then Ω is a 2-cocycle in the sense of Definition 5.1.
To show the second part it suffices to see that for t ≥ 0 the condition
(Tt ⊗ id)(Ω) = Ω
takes the form
(Rexp(−tψ) ⊗ id) ((γ ⊗ γ)(k)) = (γ ⊗ γ)(k), (5.1)
so in particular if Rexp(−tψ)|γ(VN(H)) = idγ(VN(H)), then the condition above is satisfied. Now the
latter is equivalent to the fact that exp(−tψ(h)) = 1 for all h ∈ H; in other words, to ψ|H = 0. 
Remark 5.5. In fact the proof above shows that sometimes we can hope for the condition (5.1) to
hold even if ψ does not vanish everywhere on H. Suppose for simplicity that H is discrete (so that
Hˆ is compact). To understand what (5.1) says in terms of the relationship between k and ψ we
need to see that it holds if and only if the coefficients ch1,h2 and dh1,h2 (h1, h2 ∈ H), given by
ch1,h2 :=
〈
(Rexp(tψ) ⊗ id) ((γ ⊗ γ)(k)) (δe ⊗ δe), δh1 ⊗ δh2
〉
,
dh1,h2 := 〈(γ ⊗ γ)(k)(δe ⊗ δe), δh1 ⊗ δh2〉 ,
coincide. We have however
ch1,h2 = exp(tψ(h1))dh1,h2
and
dh1,h2 =
∫
Hˆ
∫
Hˆ
k(hˆ1, hˆ2)hˆ1(h1)hˆ2(h2) dhˆ1 dhˆ2,
where we use the explicit expressions for the isomorphism L∞(Hˆ) ∼= VN(H). Thus the sufficient
and necessary condition for (5.1) to hold is that ψ(h) = 0 for all h ∈ H such that∫
Hˆ
∫
Hˆ
k(hˆ1, hˆ2)hˆ1(h1)hˆ2(h2) dhˆ1 dhˆ2 6= 0.
Consider now the following example, based on [EnV]; we will again begin from a general setup,
and then pass to a more specific context.
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Example 5.6. Let H, G be abelian groups, with G acting on H by automorphisms, and let Γ :=
H ⋊ G. Suppose further that k : Hˆ × Hˆ → T is a measurable 2-cocycle and consider the quantum
group GΩ := Γ̂Ω constructed out of the pair (Γ, k) as in Proposition 5.4. Note that the quantised
Heisenberg group of [EnV] is a special case of that construction, if we consider Γ := Hn(R) =
Rn+1 ⋊ Rn (n ≥ 2), and k : R̂n+1 × R̂n+1 → T determined by a choice of j, k ∈ {1, . . . , n}, j 6= k,
and a parameter qjk ∈ R, given by the formula
k(uˆ, vˆ, uˆ′, vˆ′) := exp(iqjkuˆuˆ′(vˆj vˆ′k − vˆkvˆ′j)) (uˆ, uˆ′ ∈ R, vˆ, vˆ′ ∈ Rn).
Return to the general case ofH⋊G. Suppose that ψG : G→ C is continuous, conditionally negative
definite. It follows directly from the definitions that ψ : Γ→ C defined by
ψ(h, g) := ψG(g) (h ∈ H, g ∈ G),
is a continuous, conditionally negative-definite function on Γ such that ψ|H = 0. Thus it satisfies
all the assumptions of Proposition 5.4. If we specify again to the context of Γ = Hn(R) we obtain
a natural construction associating to each Lévy process on Rn a convolution semigroup on the
quantised Heisenberg group of [EnV].
The discussion in the above example can be summarised in the following corollary. The second
statement follows from the remarks above and the fact that the (unitary) antipode does not change
in this quantisation of Hn(R) by [EnV, Theorem 5.2], becauseHn(R) is unimodular, so in particular
its modular function is identically 1 on Rn+1.
Corollary 5.7. Let n ∈ N. Let (µt)t≥0 denote the family of distributions of a Lévy process on Rn.
Given a choice of j, k ∈ {1, . . . , n}, j 6= k, and a parameter qjk ∈ R, the construction described in the
above example yields a convolution semigroup of operators on H
q
n(R), the quantised Heisenberg group
of [EnV]. If the distributions µt are symmetric, the convolution semigroup obtained is KMS-symmetric.
Remark that it is proved in [EnV] that L∞(Hqn(R)) ∼= L∞(R)⊗B(L2(Rn)).
APPENDIX A. [GL2 , THEOREM 4.7, ‘CONVERSELY’]
The purpose of this Appendix is to point out a mistake in the ‘conversely’ statement of [GL2,
Theorem 4.7], and propose two solutions under additional hypotheses, Propositions A.4 and A.9.
Consider a von Neumann algebra A acting (not necessarily standardly) on a Hilbert space H and
an n.s.f. weight ϕ on A, and we denote A := A ⋊σϕ R ⊆ B(L2(R) ⊗H). When indicating that an
operator is Markov, we suppress the n.s.f. weight in question when there is no confusion.
Theorem A.1 ([GL2, Theorem 4.7, first assertion]). Let T be a KMS-symmetric Markov operator on
A with domain M. Then T is ultraweakly continuous and p-integrable for p ∈ {1, 2}. Moreover,
(T˜ (1))∗ ⊇ T , and T˜ (2) is a symmetric Markov operator on L2(A).
The converse statement claimed that, starting with a symmetric Markov operator on L2(A) with
domain span
[
0, h1/2
]
L2(A) = span i
(2)([0,1]M(2)) = i
(2)(M(2)), one can produce a corresponding
KMS-symmetric Markov operator on A. The problem with the proof is that M(2) might not be
closed under the absolute value map; this was used in [GL2] to establish that the operator T0 is
bounded.
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A.1. First (better) approach. As in Subsection 1.1, let h be the canonical closed operator affiliated
with A, let θ be the action dual to σϕ, and let τ be the n.s.f. trace on A satisfying dϕ˜dτ = h. For n ∈ N
fixed, consider the von Neumann algebra Mn(A) ∼= Mn ⊗ A acting on the Hilbert space Cn ⊗ H
and the n.s.f. weight trn ⊗ ϕ on Mn(A), where trn is the canonical (non-normalised) trace on Mn.
Below we use tensor products of unbounded operators on Hilbert spaces [KaR, Section 11.2]. Then
σtrn⊗ϕ = idMn ⊗ σϕ, thus An := Mn(A) ⋊σtrn⊗ϕ R, acting on L2(R)⊗ Cn ⊗H ∼= Cn ⊗ L2(R) ⊗H,
equalsMn ⊗ A, the associated operator hn equals 1Mn ⊗ h, and the associated n.s.f. trace τn on An
satisfying d(
˜trn⊗ϕ)
dτn
= hn equals trn ⊗ τ as ˜trn ⊗ ϕ = trn ⊗ ϕ˜. Fixing a system (eij)1≤i,j≤n of matrix
units for Mn, we thus have a ∗-algebras isomorphism τnAn ∼= Mn ⊗ τA as follows: an element
a ∈ τnAn is associated to the matrix (aij)1≤i,j≤n ∈Mn⊗ τA such that (eii⊗1) ·a ·(ejj⊗1) = eij⊗aij
for all 1 ≤ i, j ≤ n, and conversely, a matrix (aij)1≤i,j≤n ∈Mn ⊗ τA is associated to
∑˙n
i,j=1eij ⊗ aij,
where the upper dot stands for summation in the algebra τnAn, namely, followed by taking the
closure.
Lemma A.2. (a) For every p ∈ [1,∞), the subspace Lp(Mn(A)) ⊆ τnAn is identified with the
subspaceMn ⊗ Lp(A) ⊆Mn ⊗ τA.
(b) For every q ∈ [2,∞) we have N (q,trn⊗ϕ) ∼= Mn ⊗N (q,ϕ), and for every a = (aij)1≤i,j≤n in this
set, the element j
(q)
trn⊗ϕ(a) ∈ Lq(Mn(A)) is identified with
(
j
(q)
ϕ (aij)
)
1≤i,j≤n.
(c) For every p ∈ [1,∞) we haveM(p,trn⊗ϕ) ∼= Mn⊗M(p,ϕ), and for every a = (aij)1≤i,j≤n in this
set, the element i
(p)
trn⊗ϕ(a) ∈ Lp(Mn(A)) is identified with
(
i
(p)
ϕ (aij)
)
1≤i,j≤n.
Proof. (a) This follows because the action on An ∼= Mn ⊗A dual to σtrn⊗ϕ = idMn ⊗ σϕ is idMn ⊗ θ.
(b) Let a = (aij)1≤i,j≤n ∈ Mn(A). If a ∈ Mn ⊗ N (q,ϕ), namely h1/qa∗ji ∈ τA for all 1 ≤ i, j ≤ n,
then
h1/qn a
∗ = (1Mn ⊗ h1/q)
∑
1≤i,j≤n
eji ⊗ a∗ij ⊇
∑
1≤i,j≤n
(1Mn ⊗ h1/q)(eji ⊗ a∗ij) =
∑
1≤i,j≤n
eji ⊗ h1/qa∗ij
(the last equality checks easily). We have eji ⊗ h1/qa∗ij ∈ τnAn for all 1 ≤ i, j ≤ n, hence h1/qn a∗ ∈
τnAn, so that a ∈ N (q,trn⊗ϕ) from Remark 1.3. Also, by Remark 1.2, the operator h1/qn a∗ = j(q)trn⊗ϕ(a)∗
equals
∑˙
1≤i,j≤n
eji ⊗ h1/qa∗ij , i.e., it is associated to the matrix
(
h1/qa∗ji
)
1≤i,j≤n
=
(
j
(q)
ϕ (aij)
)∗
1≤i,j≤n.
Conversely, if a ∈ N (q,trn⊗ϕ), then for fixed 1 ≤ i, j ≤ n, the element ai := (eii ⊗ 1)a also
belongs to N (q,trn⊗ϕ), for the latter is a left ideal in Mn(A). That is, D(h1/qn a∗i ) is τn-dense. Now
(ejj ⊗1)h1/qn = (ejj ⊗1)(1⊗h1/q) ⊆ ejj⊗h1/q, thus (ejj ⊗1)h1/qn a∗i ⊆ (ejj ⊗h1/q)a∗i = eji⊗h1/qa∗ij,
so these operators also have τn-dense domains. Since τn = trn⊗τ , standard trace calculations show
that D(h1/qa∗ij) is τ -dense, proving that aij ∈ N (q,ϕ) by Remark 1.3.
(c) This follows readily from (b) and Proposition 1.4 (a). 
For simplicity, we keep writing M(2), i(2) for M(2,ϕ), i(2)ϕ , etc. Notice that the identification
of the linear spaces L2(Mn(A)) and Mn ⊗ L2(A) is actually an isomorphism of Hilbert spaces:
L2(Mn(A)) ∼= L2(Mn, trn)⊗ L2(A).
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Definition A.3. An everywhere-defined operator T on A is called n-Markov if its amplification
idMn ⊗ T is Markov on Mn(A), namely T is n-positive and n-contractive. A (not necessarily every-
where defined) operator S on L2(A) will be called n-Markov with respect to ϕ if 1Mn ⊗ S (algebraic
tensor product) is Markov on L2(Mn(A)) ∼= L2(Mn, trn) ⊗ L2(A) with respect to trn ⊗ ϕ, namely
i(2)(M(2)) ⊆ D(S) and i(2)trn⊗ϕ([0,1]M(2,trn⊗ϕ)) is preserved by 1Mn ⊗ S.
Clearly, an n-Markov operator is Markov.
Proposition A.4. Let S be a symmetric 2-Markov operator on L2(A) with domain i(2)(M(2)). Then
there is a unique everywhere-defined, normal, KMS-symmetric Markov operator T on A that satisfies
T˜ (2) ⊇ S.
Proof. As in the beginning of the proof of [GL2, Theorem 4.7, ‘conversely’], since S is symmetric and
Markov and i(2) is injective, there is a linear map T0 : M(2) → M(2) given by i(2)(T0a) = Si(2)(a),
a ∈ M(2), which is KMS-symmetric and preserves the set [0,1]M(2) (in particular, it is positivity
preserving). Analogously, using now the full strength of 2-Markovianity of S, the map 1M2 ⊗ S on
L2(M2, tr2) ⊗ i(2)(M(2)) induces the linear map idM2 ⊗ T0 on M2 ⊗M(2) ∼= M(2,tr2⊗ϕ). This map
preserves the set [0,1]M2⊗M(2) , hence it is positivity preserving. To fill the gap in [GL2] we need to
show that T0 is bounded.
Let a ∈ M(2). By Lemma 1.1 there is a net (eλ)λ∈I in [0,1]M∞ that converges to 1 in the strong
operator topology and such that (σ− i
4
(eλ))λ∈I is bounded. As in the proof of Proposition 1.10,
i(2)(eλa) −−→
λ∈I
i(2)(a) weakly. For every λ ∈ I, since T0 preserves [0,1]M(2) , we have T0(e2λ) ∈
[0,1]M(2) , T0(a
∗a) ∈
[
0, ‖a‖2 1
]
M(2)
, and T0(eλa)∗ = T0(a∗eλ) because T0 is positivity, thus adjoint,
preserving. In addition, ( eλ a0 0 ) ∈ M(2,tr2⊗ϕ), thus 0 ≤
(
e2λ eλa
a∗eλ a
∗a
)
= ( eλ a0 0 )
∗ ( eλ a0 0 ) ∈ M(2,tr2⊗ϕ).
Since idM2 ⊗ T0 is positivity preserving,
(
T0(e2λ) T0(eλa)
T0(a∗eλ) T0(a
∗a)
)
≥ 0. By [Lan, Lemma 5.2 (ii)], for every
ζ, η ∈ H,
|〈T0(eλa)ζ, η〉|2 ≤
〈
T0(e
2
λ)η, η
〉 〈T0(a∗a)ζ, ζ〉 ≤ (‖a‖ ‖ζ‖ ‖η‖)2.
Consequently, (T0(eλa))λ∈I is bounded by ‖a‖, so by passing to a subnet, we may assume that it
converges ultraweakly to some c ∈ A with ‖c‖ ≤ ‖a‖. For every b ∈ M, by Proposition 1.4 (b),
tr
(
i(2)(T0(eλa)) · i(2)(b)
)
= tr
(
T0(eλa) · i(1)(b)
)
−−→
λ∈I
tr
(
c · i(1)(b)
)
.
Since S is symmetric and adjoint preserving, the expression on the left-hand side is also equal to
tr
(
S(i(2)(eλa)) · i(2)(b)
)
= tr
(
i(2)(eλa) · S(i(2)(b))
)
−−→
λ∈I
tr
(
i(2)(a) · S(i(2)(b))
)
= tr
(
S(i(2)(a)) · i(2)(b)
)
= tr
(
i(2)(T0a) · i(2)(b)
)
= tr
(
T0a · i(1)(b)
)
(see (1.2)). In conclusion, c = T0a, and we deduce that ‖T0a‖ ≤ ‖a‖, as desired. 
Definition A.5. Recall that a Markov semigroup on A is a semigroup (Tt)t≥0 of everywhere-defined,
normal Markov operators (i.e., positive contractions) on A such that R+ ∋ t 7→ Tta is ultraweakly
continuous for all a ∈ M; and aMarkov semigroup on L2(A) is a C0-semigroup of Markov operators
on L2(A) [GL2, p. 62] (see also Definition 1.5). For n ∈ N, we define n-Markov semigroups by
replacing ‘Markov’ by ‘n-Markov’.
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Using Theorem A.1 and Proposition A.4 we obtain a corrected replacement of [GL2, Theorem
4.9].
Corollary A.6. If (Tt)t≥0 is a KMS-symmetric Markov semigroup on A, then
(
T˜
(2)
t
)
t≥0 is a symmetric
Markov semigroup on L2(A). Conversely, if (St)t≥0 is a symmetric 2-Markov semigroup on L2(A),
then there exists a KMS-symmetric Markov semigroup (Tt)t≥0 on A such that St = T˜ (2)t for all t ≥ 0
(in particular, (St)t≥0 consists of contractions).
For a quadratic form Q on a Hilbert space H and n ∈ N, define a quadratic form Q(n) on
L2(Mn, trn)⊗H by
Q(n)(ζ) :=
n∑
i,j=1
Q(ζij) for (ζij)1≤i,j≤n = ζ ∈ L2(Mn, trn)⊗H.
Definition A.7. Let n ∈ N. A quadratic form Q on L2(A) is called n-Dirichlet with respect to ϕ if
Q(n) is Dirichlet on L2(Mn(A)) ∼= L2(Mn, trn)⊗ L2(A) with respect to trn ⊗ ϕ.
Let (St)t≥0 be a C0-semigroup of selfadjoint contractions on a Hilbert spaceH and Q be the asso-
ciated (closed densely-defined) quadratic form. Let n ∈ N. Then the C0-semigroup (1Mn ⊗ St)t≥0
of selfadjoint contractions on L2(Mn, trn) ⊗ H has Q(n) as its associated quadratic form. When
H = L2(A), [GL2, Theorem 5.7] implies that Q is n-Dirichlet if and only if St is n-Markov for all
t ≥ 0.
We use the terminology completely Markov, resp. completely Dirichlet, to mean n-Markov, resp. n-
Dirichlet, for every n ∈ N. Finally, taking into account Corollary A.6 and the last paragraph, we
obtain the following.
Corollary A.8. There are 1− 1 correspondences between the following classes:
• KMS-symmetric completely Markov semigroups (Tt)t≥0 on A;
• symmetric completely Markov semigroups (St)t≥0 on L2(A);
• completely Dirichlet forms Q on L2(A).
They are given by: St = T˜
(2)
t for all t ≥ 0, and (St)t≥0 is the C0-semigroup (of selfadjoint contractions)
on L2(A) associated to Q.
A.2. Second approach. As an alternative to Proposition A.4 we give the next result. However, it
is less practical for our purposes because the new additional assumption cannot be expressed in
terms of quadratic forms using [GL2, Theorem 5.3] since convex sets like i(2)(M) and i(2)([0,1]M)
are usually not closed in L2(A) by Proposition 1.10.
Proposition A.9. Let S be a symmetric Markov operator on L2(A) with domain i(2)(M(2)). Assume
that i(2)(M) is invariant under S. Then there is a unique everywhere-defined, normal, KMS-symmetric
Markov operator T on A that satisfies T˜ (2) ⊇ S.
Proof. Recall that since S is symmetric and Markov, there is a linear map T0 : M(2) → M(2) given
by i(2)(T0a) = S
(
i(2)(a)
)
, a ∈ M(2), which is KMS-symmetric and preserves the set [0,1]M(2) .
By the additional assumption, M is invariant under T0. Fix a ∈ A+. Let (aλ)λ∈I be a net in
[0, ‖a‖1]M that converges ultraweakly to a. Since [0,1]M(2) is invariant under T0, (T0aλ)λ∈I is
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a net in [0, ‖a‖1]M(2) , so one can assume, by passing to a subnet if necessary, that it converges
ultraweakly to some Ta ∈ A+ of norm at most ‖a‖. For every b ∈ M, the KMS-symmetry of T0,
Proposition 1.4 (b), and the fact that T0(b) ∈ M imply that
tr
(
i(1)(b) · Ta
)
= lim
λ∈I
tr
(
i(1)(b) · T0(aλ)
)
= lim
λ∈I
tr
(
T0(b) · i(1)(aλ)
)
= lim
λ∈I
tr
(
i(1)(T0(b)) · aλ
)
= tr
(
i(1)(T0(b)) · a
)
.
(A.1)
By density of i(1)(M) in A∗ (Proposition 1.4 (c)), Ta does not depend on the choice of (aλ)λ∈I .
The function T : A+ → A+ is evidently additive and positively homogeneous, so it extends to a
well-defined positivity preserving linear map T : A → A, obviously satisfying ‖T‖ ≤ 4.
Clearly T0|M ⊆ T , but in fact T0 ⊆ T . Indeed, if a ∈ M(2)+ and (a′λ)λ∈I is a net in M that
converges ultraweakly to a such that
(
i(2)(a′λ)
)
λ∈I converges weakly to i
(2)(a) (Proposition 1.10),
then by (A.1), Proposition 1.4 (b), and symmetry of S (see (1.2)), for every b ∈ M,
tr
(
i(1)(b) · Ta
)
= tr
(
i(1)(T0(b)) · a
)
= lim
λ∈I
tr
(
i(1)(T0(b)) · a′λ
)
= lim
λ∈I
tr
(
i(2)(T0(b)) · i(2)(a′λ)
)
= tr
(
i(2)(T0(b)) · i(2)(a)
)
= tr
(
i(2)(b) · i(2)(T0(a))
)
= tr
(
i(1)(b) · T0(a)
)
.
This proves that T0 is bounded, and the proof is complete. 
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