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1Energy-Efficient Broadcast and Multicast Trees for Reliable Wireless Communication
Suman Banerjee, Archan Misra, Jihwang Yeo, Ashok Agrawala
Abstract— We define energy-efficient broadcast and multicast
schemes for reliable communication in multi-hop wireless net-
works. Unlike previous techniques, the choice of neighbors in
the broadcast and multicast trees in these schemes, are based not
only on the link distance, but also on the error rates associated
with the link. Our schemes can be implemented using both posi-
tive and negative acknowledgment based reliable broadcast tech-
niques in the link layer. Through simulations we show that our
scheme achieves upto 45% improvement over previous schemes
on realistic 100-node network topologies. A positive acknowledg-
ment based implementation is more energy-efficient, in realistic re-
liable broadcast and multicast environments, a negative acknowl-
edgment based implementation is preferred. Our simulations show
that the additional benefits of a positive acknowledgmentbased im-
plementation is marginal (1-2%). Therefore a negative acknowl-
edgment based implementation of our schemes is equally applica-
ble in constructing energy-efficient reliable broadcast and multi-
cast data delivery paths.
I. INTRODUCTION
Algorithms to create energy-efficient broadcast or multicast
trees in multi-hop wireless networks aim to exploit the inherent
wireless broadcast advantage: when omni-directional antennas
are used, every transmission by a transmitting node can be re-
ceived by all nodes within the transmission range. The problem
of determining minimum aggregate transmission energy trees
is known to be NP-Hard for the broadcast case [5]. Compu-
tation of similar minimum energy multicast trees in wired en-
vironments is equivalent to the Steiner tree problem, which is
also known to be NP-Hard. Therefore, intelligent heuristic al-
gorithms have been proposed for constructing such minimum-
energy broadcast or multicast trees [5], [10]. All these algo-
rithms, however, aim to minimize the transmission power re-
quired by a sender and intermediate nodes for a single packet
transmission — they do not consider how possible link errors
affect the energy costs for reliable delivery of the packet to the
entire set of destination nodes.
In this paper, we focus on developing energy-efficient trees
for reliable wireless multicasting or broadcasting. In wire-
less environments, where individual links often have high error
rates, such reliable delivery potentially requires one or more re-
transmissions. Currently known minimum-energy tree forma-
tion algorithms assign costs to links based purely on the energy
spent in a single transmission attempt to reach all their chil-
dren. These techniques, therefore, do not provide the best per-
formance from a reliable delivery standpoint. Since the number
of retransmissions needed by a node to reliably deliver a packet
to its children clearly depends on the error rates of the associated
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links, a retransmission-aware minimum cost algorithm must as-
sign costs based on two parameters — the transmission power
required by the node to reach its children on the delivery tree
and the error probability of its outgoing links.
We had earlier studied the problem of energy-efficient reli-
able communication in the unicast case in [2] and had shown
how the choice of routes based on retransmission-aware met-
rics can reduce the total transmission energy by as much as 70%
over previous minimum-energy routing schemes (such as PA-
MAS [8]). The case of reliable broadcast or multicast is slightly
different, since the probability of re-transmissions by a node de-
pends not just on the error rate of a single downstream link, but
on the combined effect of errors on all the individual links to
each of its immediate child nodes.
We first consider the problem of reliable broadcasting in a
multi-hop wireless network. Wieseltheir et al [10] had defined
the following three broadcast tree formation algorithms which
was shown to have constant approximation ratios to the optimal
solution for error-free wireless links [9]:
1) Broadcast Incremental Power (BIP), which forms a tree
using a modified version of Prim’s algorithm.
2) Broadcast Least-Unicast-cost (BLU), which forms a tree
by the superposition of the least-cost (minimum energy)
unicast paths to each individual destination node.
3) Broadcast Link-based MST (BLiMST), which forms a
minimum spanning tree by simply setting each link cost
to the transmission energy needed to sustain communica-
tion over that link.
While BIP considers the wireless broadcast advantage in the tree
formation process, BLU and BLiMST do not. In this paper, we
present appropriate modifications to these algorithms to com-
pute energy efficient data delivery trees that takes into account
the costs for retransmissions necessary. By factoring in the in-
dividual link error probabilities in the cost, our modified algo-
rithms avoid including poor quality links in the eventual tree,
even if such links apparently incur lower transmission costs.
Our formulation assumes that a transmittingnode adaptively ad-
justs its power level during retransmissions to reach only the set
of children nodes that have yet to correctly receive the packet.
We use simulations to evaluate the relative performance of the
reliable versions of the three algorithms with each other, and
with their unreliable counterparts (as presented in [10]), to quan-
tify the performance benefits.
We then discuss how the problem of energy-efficient reli-
able multicast delivery can be solved by simple modifications
to the reliable broadcast algorithms, and ascertain the perfor-
mance of these algorithms for varying multicast group sizes.
Through simulation studies we observed that retransmission-
aware schemes achieve upto 45% reduction in energy costs. In
this paper, we first describe a centralized version of these al-
2gorithms. Subsequently, we describe how these techniques can
be distributedly implemented in realistic multicast protocols.
More specifically, we describe extensions to the Core Based
Tree (CBT) multicast protocol [1] to make it retransmission-
aware. Through packet-level simulations of this protocol we
show that simple retransmission-aware metrics can be used to
significantly reduce the energy costs of such protocols in error-
prone wireless environments, even for of highly dynamic mul-
ticast groups.
Operating Assumptions
Any signal transmitted over a wireless medium experiences
two different effects: attenuation due to the medium, and inter-
ference with ambient noise at the receiver. Due to the charac-
teristics of the wireless medium, the transmitted signal suffers
an attenuation proportional to D, where D is the distance be-
tween the receiver and the transmitter and the exponent, , is
typically around 2 for short-distances, and around 4 for larger
distances (over 100 meters). The ambient noise at the receiver
is independent of the distance between the source and distance,
and depends purely on the operating conditions at the receiver.
The bit error rate associated with a particular link is a function
of the ratio of this received signal power to the ambient noise.
In wireless environments, to correctly receive a signal, the re-
ceived power of the signal needs to be at least greater than some
minimum threshold, P
th
, which is a technology specific con-
stant.
We can, therefore, consider two cases: (1) Fixed-power case
in which the nodes use a constant fixed power to transmit pack-
ets across any link independent of the link distance, and (2)
Variable-power case where the nodes intelligently choose the
transmit power based on the link distance. Clearly the variable
power case is more energy efficient. The fixed-power case is a
special case of the variable-power case and hence, in this paper
we focus only on the latter. The power used by a node to trans-
mit a signal is, therefore, given by
P
t
= P
th
D

It follows that when a transmitting node i intends to reach all
the nodes in a set S with a single direct transmission, it needs to
transmit at a power P
i
given by
P
i
= P
th
D

i;k
; where k = arg max
j
D
i;j
j S (1)
Since we are merely concerned with the relative performance
of different algorithms, we can assume the proportionality con-
stant to be 1 without any loss of generality. The error rate for
any link hi; ji is denoted as p
i;j
— in the wireless environment,
these error rates can often be as large as 30  40%. We do not
consider the effects of node mobility in this paper.
Consider a node, x, which is transmitting data to its set of
children in the broadcast or multicast tree. In each packet trans-
mission attempt, only a subset of the children may successfully
receive the packet. Therefore the packet will be transmitted
multiple times before it is received by all the children. We con-
sider two different schemes to provide data reliability for broad-
cast and multicast transmissions. They are:
 Positive Acknowledgment (ACK) based: In this implemen-
tation, each child that successfully receives the packet
sends an acknowledgment back to x. Therefore, after each
transmission attempt, x knows exactly which of its chil-
dren has still not received the packet. In the ACK-based
implementation, x will choose the minimum transmission
power required to reach each child which has not acknowl-
edged packet reception.
 Negative Acknowledgment (NAK) based: ACK-based re-
liable broadcast and multicast techniques suffer from the
“ack implosion” problem at the sender. In the wireless
broadcast medium, this would typically lead to collision
and corruption of acknowledgment packets. In fact, many
wireless link layers typically recommend disabling posi-
tive acknowledgments in response to multicast packets [3].
Therefore many reliable multicast schemes use a nega-
tive acknowledgment based implementation, in which only
those nodes that do not receive the packet send out a neg-
ative acknowledgment or NAK (e.g. SRM [4]) after a ran-
domly chosen time interval. One NAK is sufficient to in-
dicate to the sender that the data packet need to be re-
transmitted. Therefore, the first NAK suppresses further
NAKs from other nodes that did not receive the packet.
In the NAK-based scheme, x is not aware as to which of
its children did not successfully receive the data packet.
Hence in each transmission attempt, x has to use a trans-
mission power sufficient to reach all its children on the
broadcast or multicast tree.
The ACK-based implementation is more efficient than the
NAK-based one. However the NAK-based implementation is
simpler for wireless environments. Clearly the structure of the
energy-efficient broadcast and multicast trees will be different in
these two cases. In this paper, we describe the tree construction
for both of these implementations.
II. RELATED WORK
While several algorithms have been proposed for minimum-
energy unicast routing in wireless networks (e.g., [8], [7]), the
minimum-energy multicasting problem is relatively recent and
much harder. The problem was proved in [5] to be NP-Hard.
The BIP, BLU and BLiMST heuristic algorithms for com-
puting energy-efficient trees for unreliable wireless broadcast-
ing and multicasting, as described in Section I were pre-
sented in [10]. This work was subsequently extended in [11],
which considered operation under additional constraints such
as limited bandwidth and limited node energy. Iterative
Maximum-Branch Minimization (IMBM) algorithm is an al-
ternative heuristic algorithm suggested in [5] to construct
minimum-energy broadcast trees, and was shown to outperform
BIP for smaller values (close to 2) of the propagation exponent
.
Reliable multicasting have typically been addressed for the
wired environment, where the primary focus has been to solve
the ack implosion problem using pure end-host mechanisms
(e.g. SRM [4]) or using router support (e.g. RMTP [6]).
Our focus is more on understanding the fundamental aspects of
energy-aware reliable multicasting for wireless ad-hoc environ-
3ments. Hence, for the sake of simplicity we assume that the in-
termediate nodes implement reliable forwarding mechanisms to
its immediate children using hop-by-hop ACK or NAK-based
techniques.
III. CALCULATING ENERGY COSTS
Consider a wireless link, hi; ji, between two nodes i and j.
Let E
i;j
denote the energy required to transmit a packet from i
to j, where E
i;j
/ D

i;j
. If the link has a packet error probabil-
ity, p
i;j
, then the expected number of transmissions (including
retransmissions as necessary) to reliably transmit a single packet
across this link is 1=(1  p
i;j
). Hence, the expected energy re-
quirements to reliably transmit a packet across the link is given
by
E
i;j
(reliable) = Ei;j
1  p
i;j
(2)
We use this measure of energy requirements as a link cost metric
for the different reliable broadcast algorithms.
A. Modeling Link Errors
The relation between the bit-error-rate (p
b
) over a wireless
channel and the received power level P
r
is a function of the
modulation scheme. However, in general, several modulation
schemes exhibit the following generic relationship between p
b
and P
r
: s the transmission bit-rate. However, we
p
b
/ erfc(
r
constant:P
r
N
)
where N is the noise spectral density (noise power per Hz) and
erfc(x ) is defined as the complementary function of erf (x ) and
is given by
erfc(x ) = 1  
2
p

Z
x
0
e
 t
2
dt
As specific examples, the bit error rate is given by p
b
=
erfc(
q
P
r
2 N f
) for coherent OOK (on-off keying), by p
b
= (M 
1)erfc(
q
P
r
log
2
(M)
2 N f
) for M-ary FSK (frequency shift keying)
and by
p
b
= 0:5 erfc(
s
P
r
N f
); (3)
for BPSK (binary phase-shift keying), where f is transmission
bit-rate.
Since we are not interested in the details of a specific modu-
lation scheme but merely want to study the general dependence
of the error rate on the received power, we make the following
assumptions:
1) The packet error rate, p, is then given by
p = 1  (1  p
b
)
s (4)
where p
b
is the bit error rate and s is the packet size.
2) The received signal power is inversely proportional to
D

, where D is the link distance, and  is the same con-
stant as used in Equation 1. Thus P
r
can be replaced by
P
t
=D
 where P
t
is the transmitter power. We choose
BPSK as our representative candidate and hence, use
Equation 3 to derive the bit-error-rate.
Procedure : ComputeTxCost(x; S)
S  SortByDistance(x; S)
/* S is sorted by decreasing order of distance from x */
cost  0
for i  1 to jSj
S[i]:not rcv prob  1
for i  1 to jSj
P  P
x;S[i]
; E  E
x;S[i]
/* Assign P as the transmit power from x to S[i] */
/* E is the corresponding energy for packet transmission */
for j  i to jSj
S[j]:error  CalculateError(P; S[j]:dist)
/* Error calculated using Equations 3 and 4 */
tx  1=(1  S[i]:error)
cost  cost +E  tx S[i]:not rcv prob
for j  i+ 1 to jSj
S[j]:not rcv prob  S[j]:not rcv prob  (S[j]:error)tx
return cost
Fig. 1. Computing the average energy requirements for reliable transmis-
sion a packet from a nodex to the set of nodes,S, which are within the trans-
mission range of x for an ACK-based implementation. P
x;y
is the power
used to transmit a packet from x to y. E
x;y
is the corresponding energy
required for this single transmission. S[i]:dist is the distance of node S[i]
from x. S[i]:error is the packet error rate associated with link hx;S[i]i.
This value dependson the transmission power used. S[i]:not rcv prob indi-
cates the probability that nodeS[i]has not correctly received the packet. If a
NAK-based implementation is used instead of the ACK-based one, the cur-
rent power,P should be assigned to beP
x;S[1]
in each iteration of the for
loop, and the corresponding packet transmission energy, E
x;S[1]
, should
also be used. Note that S[1] is the farthest node from x in the set S.
B. Single-hop Broadcast Cost
We now quantify the cost of reliable packet broadcast from a
node, x, to a set of other nodes, S, that can be directly reached
by x. This computation will be used to evaluate the energy re-
quirements from each node on the broadcast tree, to its set of
chosen children.
ACK-based: In this case, x transmits the first packet to reach
all the nodes in S. In subsequent re-transmissions, it chooses a
transmission power which is sufficient to reach only those nodes
in S that did not acknowledge data reception. The average en-
ergy costs for reliable transmission is computed by Procedure
ComputeTxCost(x; S), shown in Figure 1. We start the compu-
tation with the node in S[1] which is farthest from x. In each it-
eration of the main for loop, P denotes the transmission power
being used for the current node, S[i], being considered. E is
the corresponding energy required for the transmission. The
error rate for a link depends on the transmission power used,
and is computed in each iteration (using Equations 3 and 4)
as P changes. tx denotes the average number of transmission
attempts with power, P , required by node S[i] to receive the
packet. The term, S[i]:not rcv prob maintains the cumulative
probability that the node S[i] has not received the data packet
in the set of transmissions considered in the previous iterations.
This is used to appropriately weight the energy cost when S[i]
is the farthest node to not have successfully received the data
packet.
NAK-based: The average energy costs for a NAK-based im-
plementation can be computed in a very similar manner to the
4Procedure : UpdateCost(hi; ji; k)
/* Let S be the current set of children of i in the tree */
c  ComputeTxCost(i; S [ fkg)  ComputeTxCost(i; S)
if (cost
k
> c)
cost
k
 c; 
k
 i
Fig. 2. Update the cost of node k (which is a neighbor of node i) after a
new linkhi; ji is added to the tree in the modified Prim’s algorithm for RBIP.
Node k is not currently part of the tree. 
k
is set to indicate the current
candidate parent of k.
ACK-based one. The transmit power in a NAK-based imple-
mentation is always chosen so that the packet is successfully
received by all the nodes in S. Therefore, for all iterations,
P  P
x;S[1]
, where S[1] is the farthest node from x. The pro-
cedure, ComputeTxCost(x; S), can be simplified in this case.
IV. RETRANSMISSION-AWARE MINIMUM ENERGY TREES
In this section, we develop the algorithms to create minimum
energy trees for reliable data transfer. We start with the broad-
cast case, where all nodes are destination nodes. Subsequently
we extend the technique for the multicast case, where only a
subset of the total nodes are intended recipients.
A. Reliable Broadcast Incremental Power (RBIP)
Like the BIP algorithm, RBIP is also a modified version of
the Prim’s algorithm, in that it greedily adds links to an existing
tree such that the incremental cost is minimized. Additionally,
both these algorithms dynamically modify the costs associated
with the individual links during this iterative process. However
since RBIP works on reliable transmission costs, these costs are
a function of both the link distances and link error rates. There-
fore, RBIP does not start by necessarily choosing the closest
nodes.
Procedure : PrimRBIP(r; S)
for (x 2 S)
cost
x
 E
r;x
(reliable); 
x
 r
cost
r
 0; 
r
 NULL; R  S   frg; T  ;
while (R 6= ;)
x  ExtractMinCostNode(R)
T  T [ fh
x
; xig
for (y 2 fNeighborSet(x) \ Rg)
if (cost
y
>
E
x;y
1 p
x;y
)
cost
y
 
E
x;y
1 p
x;y
; 
y
 x
for (y 2 fNeighborSet(
x
) \ Rg)
UpdateCost(h
x
; xi; y)
Fig. 3. The modified Prim’s algorithm for RBIP, where r is the root
node for the broadcast tree, and S is the entire set of nodes. The routine
ExtractMinCostNode(R) returns the node, x in the setRwith the minimum
cost, and also deletes the node from the set. NeighborSet(q) indicates the
set of nodes that are within the transmission range of q. The broadcast tree
is the set of links in the set T .
If a NAK-based scheme is used, node i will be required to re-
transmit the packet with a power level necessary to reach all its
children as long as it receives NAKs from any of them.
The RBIP algorithm iteratively adds the minimum cost link
(from the set of eligible links) to an existing tree. The algorithm
is initiated with a tree, T , consisting of only the source node, r,
as root and the cost for each other node is given by Equation 2.
The algorithm in pseudo-code is presented in Figure 3. In each
step of while loop in the algorithm, the minimum cost node, x
is added to the tree, and 
x
denotes the parent node which is al-
ready part of the tree. Additionally, for each neighbor, y of 
x
which is not currently in the tree, the cost is updated using the
Procedure UpdateCost(h
x
; xi; y) shown in Figure 2. The in-
cremental cost for node 
x
to reliably transmit a packet to node
y is the updated cost for y if it is lower than the current cost of
y. If subsequently the node y is added to the tree with no further
change to its cost, then its parent in the tree will be node 
x
. The
parent pointer is, therefore, also updated in the UpdateCost pro-
cedure.
The computational complexity of an efficient implementation
of the PrimRBIP algorithm (e.g. using a Fibonacci heap, pre-
sorting all neighbors by distance, etc.) is O((m + n) logn),
where n is the number of nodes in the topology and m is the
number of edges on the corresponding communication graph.
B. Reliable Broadcast Least-Unicast-cost (RBLU)
The RBLU algorithm is a simple extension to the BLU al-
gorithm in [10]. The link costs for each link hi; ji is given by
Equation 2. Using these link costs, we compute the minimum
cost unicast routes from the source node to all other nodes, and
the “minimum energy” tree is computed as the superimposition
of all these paths. Thus, the RBLU more accurately models the
energy costs of reliable packet transmissions, as compared to
the BLU algorithm, but neither of these algorithms consider the
multicast advantage of the wireless links.
C. Reliable Broadcast Link-based MST (RBLiMST)
The RBLiMST is, similarly, a simple extension of the
BLiMST algorithm. Again the link costs for each link is given
by Equation 2. The minimum spanning tree rooted at the source
is computed using this metric.
D. Sweep Algorithm and Tree Costs
The performance of the algorithms can be improved by using
a “sweep” operation that eliminates or reduces the transmission
energy requirements of some nodes. The benefits and mecha-
nisms for the sweep protocol was presented in [10] for the un-
reliable packet transmission case. In our reliable transmission
case, we perform the sweep operations in a post-order traversal
of the tree. A node, x is transferred from being a child of its par-
ent, y = 
x
to being a child of its grand-parent z = 
y
if doing
so reduces overall energy requirements for reliable packet trans-
mission costs. The change in costs for the nodes y and z can be
computed as follows:

y
= ComputeTxCost(y; C
y
  fxg)  ComputeTxCost(y; C
y
)

z
= ComputeTxCost(z; C
z
[ fxg)  ComputeTxCost(z; C
z
)
where C
y
and C
Z
denote the children set of the nodes respec-
tively. Node x is transferred from y to z, if and only if, x is
5within the transmission range of z and

y
+
z
< 0 (5)
Unlike the unreliable case, a node cannot be transferred merely
based on the distance information between the nodes. The link
error rates need to be considered as defined in Equation 5 in
making this decision.
The expected energy requirements for reliable packet broad-
cast using a tree created by any of the reliable tree building pro-
tocols is given by:
Cost
T
=
X
x 2 NodeSet
ComputeTxCost(x;C
x
) (6)
E. Multicast Trees
The computation of a minimum cost multicast tree in wired
networks is also known as the Steiner tree problem which is
known to be NP-Hard. In this section, we present heuristics to
compute minimum energy reliable multicast trees. The heuris-
tics are direct analogs of the reliable broadcast tree algorithms.
We first compute the broadcast tree for the entire set of nodes
but do not apply the sweep algorithm. Next, we prune those
nodes from the tree that do not lead to any multicast group
member. This processing is performed in a single post-order
traversal. Finally, the sweep operations are performed on the re-
maining tree in post-order. The three multicast algorithms are
correspondingly named Reliable Multicast Incremental Power
(RMIP), Reliable Multicast Least-Unicast-cost (RMLU) and
Reliable Multicast Link-based MST (RMLiMST) analogous to
their broadcast counterparts.
V. PERFORMANCE COMPARISONS
We have analyzed the performance of these different schemes
through detailed simulations. In different experiments we study
the algorithms over different topologies with varying sizes. In
this section, we present the results for 100 node topologies. To
get good confidence bounds we present averages of 100 separate
runs for each result.
We present results for random and grid topologies. In the ran-
dom topologies, the wireless nodes are randomly located in a
100100 square grid. We vary the transmission range of the
nodes to create topologies with different number of edges. Like
in [10], in this paper we only present results for the case where
the transmission range is large enough to reach all other nodes,
for ease of comparison. For the grid topology, the 100 nodes
are placed 10 units apart of a rectangular grid. The nature of
the results on these two topologies provide an interesting insight
to the re-transmission aware metric. The noise for the wireless
links are chosen uniformly at random between 0 and a maxi-
mum value. The corresponding error probability on the links
depend on the chosen transmit power, and are given by Equa-
tions 3 and 4. If the transmission power used by a node is known
(say 20 mW), then for a link of fixed distance (say the distance
between two axes-aligned neighboring nodes on the grid graph,
i.e. 10 units apart) the noise on the link corresponds to a spe-
cific packet error rate (say 0.1). We call the error rate on the link
between two axes-aligned neighboring nodes on the grid graph
corresponding to 20 mW of transmit power, the error rate on
an unit link. In all our results we compare the performance of
the different schemes for different error rates on the unit links,
which correspond to different noise levels in the wireless envi-
ronment.
A. ACK-based Implementation
We first present results for the ACK-based case.
Broadcast for Random Topology: In Figure 4 we present the
energy requirements for the different schemes for as the maxi-
mum error probability on the unit link changes. The energy is
normalized with respect to the experiment that led to the lowest
energy requirements among different error rates and different
techniques for ACK-based implementations. In fact, this low-
est energy case was the RBIP scheme with the maximum error
probability on the unit link of 0.1.
We summarize the observations of these experiments as fol-
lows: The retransmission-aware algorithms show a relative im-
provement over their unreliable counterparts which varied be-
tween 5-10% in all the scenarios. The RBIP algorithm has the
lowest energy costs among all the schemes and is closely fol-
lowed by the RBLiMST scheme. The reliable and unreliable
BLU schemes have significantly higher costs (about 30% more)
than the other schemes. As expected there is an increase in the
energy requirements for all the different schemes with increase
in link error probabilities.
Although the reliable schemes show an improvement over the
unreliable schemes, the relative benefits vary between 5-10%.
This is because of the nature of the variation of the link cost met-
ric with distance and link error probabilities. The link cost (and
hence, the energy requirements) increase as D with increase in
distance,D and as 1=(1 p) with increase in link error probabil-
ity, p. For example, for  = 2, doubling the distance increases
the energy costs by a factor of 4, while doubling the error prob-
ability on any specific link (e.g. from 0.2 to 0.4) increases the
energy costs by a factor of 1.33. Therefore, the distance com-
ponent plays a more significant role in energy costs. For a com-
plete graph (which has the maximum number of edges), the en-
ergy costs are primarily determined by the distance component,
which are same for both the reliable and unreliable schemes.
Therefore, to focus only on the effect of channel noise and
link error rates on the quality of trees constructed, we next
present some results on a grid topology.
Broadcast for Grid Topology: In the grid topology, the nodes
are arranged equispaced on a two-dimensional rectangular grid,
with the space between adjacent nodes being 10 units. Addition-
ally, we restrict the transmission range of each node to 15 units.
This implies that a node is able to reach one neighbor along each
axis direction, and one neighbor along each diagonal direction.
The distance between nodes is thus restricted to just two differ-
ent values (10 units and 14.14 units).
In Figure 5 we plot the energy costs for the different schemes
for grid topologies. We make the following observations: The
reliable protocols perform significantly better than their unreli-
able counterparts. For example, the RBIP algorithm has upto
45% lower energy costs than the BIP algorithm. The perfor-
mance of the unreliable algorithms are very similar to each other
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on the 100 node random network for varying maximum error rates on unit links
(ACK-based).
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Fig. 5. Normalized energy requirements for the different broadcast schemes on
the 100 node grid network for varying maximum error rates on unit links (ACK-
based).
(the plots for the three unreliable schemes are practically indis-
tinguishable). The RBIP algorithm performs the best among all
the algorithms. The performance benefits of the reliable ver-
sions increases with increase in the size of the network.
Multicast groups for Grid Topology: Finally, in Figure 6 we
present the energy requirements for the different algorithms for
multicast trees. In these experiments, the link error probabilities
were chosen uniformlyat random to vary between 0 and 0.4. For
each of these experiments, we chose a random subset of the 100
nodes to form a multicast group, and apply the technique out-
lined in Section IV-E to create the multicast trees. The results
are similar to the broadcast case. The plot shows the aggregate
energy costs over all the transmitting nodes; therefore we see
an increasing cost for larger group sizes. It is also interesting to
note that the marginal increase in costs for increase in the group
size decreases as the group gets larger.
B. NAK-based Implementation
We now present the performance comparison of the different
techniques for NAK-based implementation of reliable broadcast
and multicast schemes.
1
1.5
2
2.5
3
3.5
4
4.5
5 10 20 30 40 50 60 70 80 90 100
No
rm
al
ize
d 
en
er
gy
 re
qu
ire
m
en
ts
Multicast group size
ACK-based (100 node grid network)
R-BIP
R-BLiMST
R-BLU
Unreliable
BLU BIP/BLiMST
Fig. 6. Normalized energy requirements for the different multicast schemes on
the 100 node grid network for varying group sizes for maximum error rate of
0.4 on unit links (ACK-based).
In Figures 7, 8 and 9 we present the corresponding plots for
the NAK-based implementation of the different schemes. From
the plots it is clear that the relative performance of the differ-
ent schemes for a NAK-based implementation is similar to the
ACK-based 1.
The ACK-based implementation adaptively chooses the
power used in each transmission attempt so that the the signal
is received by only those children that are yet to receive the
data with a power above the minimum threshold, P
th
. The
ACK-based implementation is therefore more energy-efficient
than the NAK-based one. However, a NAK-based implemen-
tation avoids the problem of ack implosion at the sender and is,
therefore, more practical in wireless environments. Therefore
we examined the the performance improvement of using an
ACK-based implementation over a NAK-based one. We found
that the additional benefit of an ACK-based implementation is
not very large. In the different experiments, we found that the
NAK-based implementation incurs about 1-2% more energy
costs than the ACK-based one. This implies that in realistic
scenarios, the proposed schemes should use a NAK-based im-
plementation to create energy efficient broadcast and multicast
trees.
VI. DISTRIBUTED IMPLEMENTATION
Finally, we briefly describe a distributed implementation of a
re-transmission aware multicast protocol based on our described
schemes. This new protocol is an extension of the CBT multi-
cast protocol [1], where joining nodes unicast group join mes-
sages towards a “core” node in the network and all nodes in the
path of this message is added to the multicast group. We assign
the re-transmission-aware cost metric (Equation 2) to the links
which is used by the unicast routing protocol to compute short-
est paths. Each node, x, on the tree periodically (once every 3
1Note that the energy costs shown in each plot is normalized with respect to
the minimum energy case among the different schemes for the specific imple-
mentation choice, i.e. ACK-based or NAK-based, being shown. Hence, the
minimum normalized energy in all the figures are 1.0. However, the absolute en-
ergy costs for the NAK-based implementations are higher than the ACK-based
counterparts.
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Fig. 7. Normalized energy requirements for the different broadcast schemes
on the 100 node random network for varying maximum error rates on unit-links
(NAK-based).
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Fig. 8. Normalized energy requirements for the different broadcast schemes on
the 100 node grid network for varying maximum error rates on unit links (NAK-
based).
seconds) checks for potential sweep operations as described in
Section IV-D.
We have implemented these protocols in our packet level sim-
ulator. In Table VI we compare the performance of two pro-
tocols for varying rate of changes in the group membership.
CBT(Dist) uses only a distance-based cost metric for join path
determination and sweeps. CBT(Error) is our proposed scheme.
The energy costs are normalized with respect to the specific
experiment which required maximum energy to transmit the
same number of multicast packets to the group. The average
join/leave interval specifies the average gap (in s) between suc-
cessive changes to the group membership. For very frequent
changes to the group, the multicast delivery path does not sta-
bilize to energy efficient delivery paths. The energy costs there-
fore increase with increasing frequency of changes to the group.
In fact for an average join/leave interval of 0.5 second the energy
requirements of the CBT(Error) scheme exceeds the CBT(Dist)
scheme. At this high rate of change the results are effectively
random.
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Fig. 9. Normalized energy requirements for the different multicast schemes on
the 100 node grid network for varying group sizes for maximum error rate of
0.4 on unit links (NAK-based).
Avg. Join/Leave Interval (in s) Normalized Energy Costs
CBT(Dist) CBT(Error)
256.0 0.54 0.48
32.0 0.56 0.52
4.0 0.60 0.57
2.0 0.70 0.61
0.5 0.97 1.0
TABLE I
COMPARISON OF ENERGY EFFICIENT MULTICAST PROTOCOLS FOR THE
100 NODE GRID TOPOLOGY.
VII. CONCLUSIONS
In this work we present energy-efficient reliable broadcast
and multicast schemes for multi-hop wireless environments.
The schemes can be easily integrated to current well-known
distributed multicast protocols (e.g. CBT). In this paper, have
studied the proposed the schemes for two alternative reliability
mechanisms, ACK-based and NAK-based. Although an ACK-
based implementation is more energy-efficient, its improvement
over a NAK-based implementation is small. Additionally a
NAK-based implementation is simpler and it avoids the ack im-
plosion and collision problem at the sender. Therefore, in re-
alistic scenarios a NAK-based implementation of our proposed
schemes will be useful in constructing energy-efficient broad-
cast and multicast trees.
REFERENCES
[1] T. Ballardie, P. Francis, and J. Crowcroft. Core based trees (CBT): An
architecture for scalable inter-domain multicast routing. In Proceedings
of ACM Sigcomm, September 1993.
[2] S. Banerjee and A. Misra. Minimum energy paths for reliable communi-
cation in multi-hop wireless networks. In Proceedings of Mobihoc, June
2002.
[3] IEEE Computer Society LAN MAN Standards Committee. Wireless LAN
Medium Access Control (MAC) and Physical Layer (PHY) Specifica-
tions. In IEEE Std 802.11-1997, 1997.
[4] S. Floyd, V. Liu, S. McCanne, and L. Zhang. A reliable multicast
framework for light-weight sessions and application level framing. In
IEEE/ACM Transactions on Networking, December 1997.
[5] F. Li and I. Nikolaidis. On minimum-energy broadcasting in all-wireless
networks. In Proceedingsof IEEE Annual Conference on Local Computer
Networks, November 2001.
8[6] S. Paul, K. Sabnani, J.C. Lin, and S. Bhattacharya. ‘reliable multicast
transport protocol (RMTP). In IEEE Journal on Selected Areas in Com-
munications, April 1997.
[7] K. Scott and N. Bamboos. Routing and channel assignment for low power
transmission in PCS. In Proceedings of ICUPC, October 1996.
[8] S. Singh and C.S. Raghavendra. Pamas-power aware multi-access proto-
col with signaling for ad hoc networks. In ACM Communications Review,
July 1998.
[9] P.J. Wan, G. Galinescu, and O. Frieder. Minimum-energy broadcast rout-
ing in static ad hoc wireless networks. In Proceedings of IEEE Infocom,
March 2001.
[10] J.E. Wieselthier, G.D. Nguyen, and A. Ephremides. On the construction
of energy-efficient broadcast and multicast trees in wireless networks. In
Proceedings of IEEE Infocom, March 2000.
[11] J.E. Wieselthier, G.D. Nguyen, and A. Ephremides. Resource-limited
energy-efficient wireless multicast of session traffic. In Proceedings of
34
th International Conference on System Sciences, January 2000.
View publication stats
