The high-resolution spectra of 110 transitions in Nd II over the range 418-465 nm were observed using the collinear fast-ion-beam/laser method (FIBLAS). The lower states of these transitions include the ground state and 10 metastable even-parity states with energies up to 5986 cm −1 . The 64 odd-parity upper states have energies up to 29 434 cm −1 . For each transition isotope shifts were measured for all the stable isotopes (mass numbers 142, 143, 144, 145, 146, 148, and 150), as well as hyperfine parameters for the two odd-mass-number isotopes. These quantities are important in modeling profiles of absorption lines in stellar atmospheres to obtain abundances, and in the classification of atomic energy levels. 
Introduction
Lanthanide elements in stellar spectra have been known and studied for over 100 years. They are found in significant quantities in the Sun, chemically peculiar stars of the upper main sequence, asymptotic giant branch stars, and metal-deficient stars of the galactic halo [1] , and are of importance in understanding neutron-capture nucleosynthesis in novae and supernovae and the transport of mass between the stellar interior and the photosphere. Some of the properties that make them useful for these studies are that their spectra cover similar wavelength ranges, and that they form a continuous sequence of atomic numbers. In addition, many of these elements have several stable isotopes, implying that spectral line shapes may be strongly affected by both isotope shifts (IS) and hyperfine structure (hfs).
Abt [2] originally highlighted the importance of unresolved IS and hfs in stellar spectra. Wavelength shifts relative to laboratory spectra may occur in hyperfine-broadened lines because of saturation in the stronger components. Also the presence of hyperfine components implies that a line is actually less saturated than it appears if regarded as a single line; ignoring the underlying hfs leads to an overestimation of the elemental abundance. Kurucz [3] discusses additional problems that occur even in the absence of saturation, such as the determination of rotational, microturbulent, and macroturbulent velocities from line profiles. Wahlgren [1] points out that the wavelength shifts and line profiles can yield information about the relative contributions of the neutron-capture r-and s-processes to stellar composition. In addition to the importance of IS and hfs in interpreting stellar spectra, high-resolution measurements of these quantities provide valuable clues for classifying energy levels from the complex spectra of these elements. Recent reviews [1, 4] of lanthanide studies give detailed information and references for each of the elements. Nd has seven stable isotopes (mass numbers 142, 143, 144, 145, 146, 148, and 150) with hyperfine structure in the two odd isotopes. For Nd II there have been extensive measurements of IS using Fabry-Pérot spectrometry and Fourier transform spectroscopy, and a few using collinear fast-ionbeam laser spectroscopy (FIBLAS). The Fabry-Pérot work covered 144-142 IS (the IS of isotope 144 relative to isotope 142) for 168 lines in the range 393-582 nm [5] , 150-142 IS for 92 lines in the range 329-396 nm [6] , and 150-144 IS for a wide range of levels [7] . In the Fourier transform work [8] , many 150-144 IS were determined in the range 2700-27 000 cm −1 ; at the blue end of the spectrum only IS 3000 MHz could be measured. The FIBLAS measurements [9] cover only a few lines but have a much lower uncertainty of ∼10 MHz. The same research group has reported FIBLAS measurements of hfs in Nd II for seven spectral lines in the range 570-583 nm involving 10 energy levels [10] . These appear to be the only hfs measurements for Nd II in the literature.
We present here IS and hfs measurements for 110 transitions in Nd II over the range 417-465 nm involving 76 energy levels. The design of our ion source limited the maximum energy of the observable metastable lower levels to 5986 cm −1 . Other experimental restrictions of the present work are the use of Stilbene 3 laser dye, and the requirement that upper-level lifetimes be less than ∼300 ns so that sufficient laser-induced fluorescence (LIF) from the fast beam is concentrated in the viewing region of the optical detection system.
Experiment
The FIBLAS technique dates from the mid 1970s [11] [12] [13] and has several advantages for highresolution spectroscopy [14] . These include the ability to mass-analyze the ion beam to eliminate unwanted species; a relatively long laser-ion interaction time because of the collinear geometry; and most notably a compression of the Doppler-limited spectral resolution arising from the acceleration of the ions [12] . It is thus almost always true that a single-mode laser can be tuned to excite only a single upper level resulting in a clean unblended spectrum. A further advantage is that the same apparatus can be easily adapted to measure radiative lifetimes by the beam-laser method [15] and branching ratios, to yield accurate oscillator strengths.
The Nd + ions in our apparatus were created by surface ionization on a hot tungsten filament. This process produced a steady beam with substantial populations in metastable levels with energies up to ∼6000 cm −1 . After acceleration to 20 keV, the ions were collimated and passed through a lowdispersion Wien filter to remove contaminant ions. At the mass-resolution used, the seven Nd isotopes were transmitted without significant change in their relative intensities, and natural abundances were assumed in analyzing the spectra (see below). Beam currents were in the range 150-200 nA. The ion beam was electrostatically deflected to make it collinear with a laser beam of ∼150 mW from a singlefrequency dye laser using Stilbene 3 dye. Since the two beams are overlapped for ∼1 m, it was necessary to restrict the LIF to the ∼1 cm region viewed by the optical detection system. This was done in the usual way by increasing the ion energy by 10-20 eV in that region to introduce a Doppler shift of the laser frequency in the ion rest frame. This "post-acceleration" region was a hollow cylindrical electrode, . The 5 largest peaks are the isotopes with nuclear spin I = 0, labeled with their mass number A. The remaining small peaks, shown enlarged in the inset and labeled a-n, are hyperfine components for isotopes A = 143 and 145, both with I = 3.5. The peak assignments are given using the notation A(F lower , F upper ); only components that noticeably broaden or split a lettered peak are listed: a 143(9,10); b 143 (8, 9) , 143(9,9); c 143 (7, 8) , 143 (8, 8) ; d 145 (9, 10) ; e 143(6,7), 143(7,7); f 145 (8, 9) ; g 143(5,6), 143 (6, 6) ; h 145 (7, 8) ; i 143 (4, 5) , 143(5,5); j 145(6,7), 145(7,7); k 145(5,6), 143 (3, 4) , 145 (6, 6) , 143(4,4); l 145 (4, 5) , 143(2,3); m 145 (3, 4) , 145(4,4); n 145(2,3), 145 (3, 3) .
part of which consisted of 90%-transparent metal mesh to transmit the LIF to a lens and photomultiplier detector.
Recording the complete hfs and IS for a given transition required laser scans of 10-15 GHz. Using 1024 steps in each scan provided a sufficient number of data points over the spectral lines, whose fullwidth-half-maximum (FWHM) was ∼45 MHz. Dwell times of 600 ms or less at each frequency step provided excellent signal-to-noise ratios. During the computer-controlled scan, the LIF signal, the ionbeam current, the laser power, and a frequency calibration signal were simultaneously recorded. This calibration signal consisted of transmission peaks of the laser light through a near-confocal Fabry-Pérot étalon of 989.36 (27) MHz free spectral range, and was used to linearize the laser frequency scan (see below). This spectrum is typical in that the overall hyperfine splitting is often larger than the separation between lines from different isotopes, implying that blending of components is common. The 45 MHz FWHM of the unblended lines is dominated by Doppler broadening from the ion-velocity spread, and laser power broadening. Note that the observed shifts between different isotopes in the LIF spectra are in large part due to differential Doppler shifts, since different masses have different beam velocities. For example, the true 150-142 IS for the transition of Fig. 1 is 2 .87 GHz, whereas the peak separation in the spectrum is 13.2 GHz.
Analysis
The first step in the analysis of a LIF spectrum was to linearize the laser frequency scan using the étalon transmission peaks, known to be separated by 989.36(27) MHz. After determining the peak centers in channel units using an Airy-function fit to each peak, the peak-center versus channel data were interpolated with a cubic spline. Frequencies obtained by this process could typically depart by ±100 MHz from a linear fit to the same data, indicating the importance of linearization. A previous study [16] using two étalons indicated that the remaining uncertainty in the frequency scale was ∼14 MHz.
Next the entire LIF spectrum was fit with a model in which each component had a Lorentzian profile given by [17] 
where I is the LIF intensity, a is the natural isotopic abundance, R is the Rabi frequency, δ L is the laser frequency offset from the line center (shifted by the calculated differential Doppler shift), and is the line width in the absence of saturation, ( R / ) 2 1. Although represents the homogenous line width in (1), we have used it to account approximately for the Doppler width since a convolution with a poorly known ion-velocity distribution was impractical. A single value of was used for all components in a given spectrum, and was not adjusted during the fit because of excessive correlations. The values of that matched the spectra most closely were in the range 20-30 MHz for all spectra; this variation is consistent with changing wave number, ion source conditions, and natural-width contributions. Since the laser power was nearly constant over the spectrum scan, it was assumed that 2 R = k |d| 2 , where dis the electric-dipole matrix element for that component, with the proportionality constant k being fit. Other fit parameters were an overall amplitude, a background, an overall frequency offset, and isotope shifts relative to the most abundant mass-number 142 isotope.
hfs results
The calculation of hfs level shifts E for the isotopes with mass numbers 143 and 145 was done using the standard first-order perturbation formula, including only magnetic dipole and electric quadrupole interactions [18] :
where A is the magnetic dipole constant, B is the electric quadrupole constant, F and J are the total and electronic angular momenta,
, and τ represents all other quantum numbers. Although the nuclear spin of I = 7/2 of both isotopes allows electron-nucleus interactions of higher multipolarity, in practice it was found that even B, although still necessary to obtain a good fit to the data, was sometimes poorly determined. Since second-order mixing of levels with the same F and different J was neglected, A and B are considered "effective" constants. The effect of mixing is expected to be very small because the mixed levels are typically components of a fine-structure multiplet separated by energies much greater than the hfs energies. These effective constants are more than adequate for the prediction of hfs splittings at the level of accuracy required for astrophysical line modeling.
Although the ratio A 143 /A 145 should equal the ratio of the nuclear magnetic moments (µ 143 /I 143 ) (µ 145 /I 145 ) within the hyperfine anomaly (typically ∼1% [19] ) and statistical error, it was found that the ratio of independently fit constants could occasionally violate this condition. This was also true for [20, 21] electron-nuclear double resonance, [22] and electron paramagnetic resonance [23, 24] . The weighted averages of these results, µ 143 /µ 145 = 1.608 84 (2) and Q 143 /Q 145 = 1.919 (33), were used in this work.
Because the 110 transitions that we observed involve only 11 different lower levels (and 65 upper levels), as many as 16 different transitions shared the same lower level. Comparison of the fit values of A lower and B lower from transitions with a common lower level revealed spreads that were sometimes larger than expected based on the statistical errors of the individual values; this was especially true for B lower . Often an individual fit with discrepant values could be refit from different starting conditions to produce statistically more consistent values and a lower χ 2 . The final step was a group fit involving all or most of the spectra with transitions having a common lower level; the omitted spectra generally had anomalous line shapes or were a blend of two transitions. Such a fit produced a single value for A lower and for B lower , typically with smaller statistical uncertainties, especially for B lower . In addition the group-fit output included a set of IS, A upper and B upper for each transition in the group fit. In some cases a given upper level was part of up to three group fits. Since the spread in values of A upper , and B upper was often larger than implied by the individual statistical uncertainties, the means of the values of A upper and B upper were used, with their standard deviations as the quoted uncertainties. For upper levels that occurred in only one transition, the statistical uncertainties for A upper and B upper were conservatively replaced by uncertainties derived from the uncertainties for those upper levels that occurred in more than one transition. The statistical uncertainties were augmented by adding linearly 0.1% for imperfect linearization of the frequency scan and 0.03% for uncertainty in the free spectral range of the reference étalon.
The hfs constants for the lower (even-parity) levels and for the higher (odd-parity) levels are presented in Tables 1 and 2 , respectively. Table 3 shows a comparison of our results for five transitions with those of ref. 10 . The agreement of the A constants is very good, except in the case of the 23 537.387 cm −1 level. Our value is derived from three separate transitions, which produce individual values of A that are all consistent with the group value presented. The agreement of the B values is rather poorer, indicating the difficulty of fitting constants to which the data are relatively insensitive. Although one would expect, ideally, that this insensitivity would be reflected in the statistical uncertainties, there is always the problem that the least-squares minimum may not be a global one. This is probably the origin of the statistical disagreement in the B values. From the point of view of using these data to model astrophysical line profiles, however, the spread in the B values is quite insignificant.
IS results
The IS results are presented in Table 4 . The statistical uncertainties from the fit to a complete spectrum were augmented by adding linearly 0.1% for imperfect linearization of the frequency scan and 0.03% for uncertainty in the free spectral range of the reference etalon.Additionally, the uncertainty in the ion-beam energy creates an uncertainty in the Doppler shift of a transition frequency. An uncertainty of 40 eV in an ion-beam energy of 20 keV leads to an uncertainty for an IS given by δ (IS) ≈ 5.8 × 10 −5 σ δM MHz, where σ is the transition wave number (cm −1 ) and δM is the mass difference (amu) relative to mass number 142. For the largest IS (masses 150-142) the average total uncertainty is ∼15 MHz, representing an improvement in precision of a factor of ∼10 over earlier results. Table 5 compares our IS with previous data. Because these papers list term IS (from which we calculate transition IS), Table 5 is given for the measurement uncertainty, it is not possible to make definitive comparisons. Nevertheless, if we take 120 MHz as their standard deviation, only two of their measurements differ from ours by more than three of these standard deviations, and the two transitions involved have a common upper level of 28 540.957 cm −1 . We measured IS for 12 transitions with either of the lower levels involved and found excellent agreement in most cases. For this reason, and since our uncertainties are only a few MHz, we suggest that their result for the term IS of the 28 540.957 cm −1 level should be adjusted from 20 × 10 −3 cm −1 to 40 × 10 −3 cm −1 , which would give excellent agreement in both cases. We note that 23 of the 24 odd-parity energy levels assigned in ref. Table 6 , produce excellent agreement between all of our results and those of ref. 8 .
As a demonstration of the consistency of the IS data, a King plot [27] for the pair of transitions at 417.959 and 417.864 nm is presented in Fig. 2 . The slope and intercept can be used to extract information from the measured IS about the specific mass shifts and field shifts for the two transitions. A survey of some of the ∼6000 King plots that can be constructed from the IS data indicate that linear fits with reduced χ 2 ≤ 1 are obtained in most cases. This would suggest that our uncertainty estimates for the IS are somewhat conservative.
Conclusions
This work extends measurements of the hfs coupling constants for levels of Nd II from 10 to 74, including 10 new metastable even levels under 6000 cm −1 and 58 new odd levels under 30 000 cm −1 . IS relative to mass 142 have been measured for 110 transitions with greatly increased accuracy. The accuracy of all the measured quantities is more than adequate to allow modeling of astrophysical line profiles with essentially no uncertainty arising from the atomic data. In addition, the revised IS should be useful in making level assignments in this complex atom.
