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Abstract
For complex reductive Lie algebras g, the classical Harish-Chandra homomorphism allows
to link irreducible finite dimensional representations of g to those of certain subalgebras r.
The Casselman-Osborne theorem establishes an extension of this link to infinite dimen-
sional irreducible representations. In this paper we present a generalized Harish-Chandra
homomorphism construction for Hecke algebras, and establish the corresponding gener-
alized Casselman-Osborne theorem. This homomorphism can be used to link representa-
tions of (, L n K)-pairs to those of (, L n K)-pairs, where is a certain subalgebra of g
as in the classical case. Since representations of such pairs are closely related to those of
the underlying Lie group G, this construction is a good first approximation to lifting the
Harish-Chandra homomorphism from the Lie algebra to the Lie group level.
Thesis Supervisor: David Vogan
Title: Professor of Mathematics
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1 INTRODUCTION
1 Introduction
Lie groups sit in the center of mathematics. Lie algebras are a linearization of Lie groups.
Universal enveloping algebras associated to Lie algebras often provide an even more con-
venient algebraic setting.
Lie Algebra .
.....................
Lie algebras associated to a Lie group capture much of the group structure and its local
properties as a manifold. Because their underlying structure is that of a vector space,
they are easier to study than their group counterparts. Lie algebras are an important tool
in understanding Lie groups, and universal enveloping algebras are an important tool in
understanding Lie algebras.
However, some properties of a Lie group are not reflected in its Lie algebra. In these
cases, one often attempts to extend the construction used for an analogous question on
the Lie algebra level to the Lie group. This paper presents work on one such extension,
one regarding representations.
A representation of a Lie group or a Lie algebra is a vector space together with a ho-
momorphism from the group or algebra to the endomorphism space of the vector space.
Representations are easier to study than the original group because of the convenient
linear structure of the underlying vector space. As a trade-off, a representation may not
reflect all of the properties of a group we might be interested in. Instead of the group
itself we only observe the action of its "shadow", that is the image of the group in the
endomorphism space, on the vector space. However, just as one can learn much about an
iversal Envelop
Algebra
4
5object by considering its shadows from many different angles, one can learn much about
a Lie group or Lie algebra by studying their representations. This is why we care about
representations, and their classification.
The classical Harish-Chandra homomorphism is a useful tool in such a classification for
it allows us to relate finite dimensional irreducible representations of a Lie algebra to
those of certain subalgebras. It turns out that the representation of the Lie subalgebra
is the zero-degree Lie algebra cohomology. The Casselman-Osborne theorem generalizes
the relation to infinite dimensional representations by extending the statement to higher
cohomology degrees.
In this paper, we are interested in establishing similar tools and results for general (mean-
ing possibly disconnected) real reductive Lie groups. As we will discuss in more detail in
section (5), the problem in doing so is that the group does not posses the linear structure
that enables the construction of the Harish-Chandra homomorphism in the Lie algebra
case. A compromise is needed which reflects all the relevant properties of the group and
simultaneously has enough algebraic structure to allow an analogous construction. The
compromise is two-fold. For one, we will study pairs (, L n K) of the group's Lie algebra
and compact subgroup L n K instead of the group G itself. Their representations while
not in one-to-one correspondence are intimately related. The framework for the second
part of the compromise will be the algebra of distributions on the group. The specific
object of study will be certain subalgebras of the distribution algebra - so called Hecke
algebras, which will take the place of the universal enveloping algebra in the classical con-
struction. For these pairs (, L n K) and Hecke algebras we will present a Harish-Chandra
homomorphism construction.
The presentation is structured as follows.
zero-degree cohomology higher-degree cohomology
classical Lie algebra construction section (2) section (4)
(g, K)-pair construction section (7) section (8)
First we present the classical Harish-Chandra-construction, and some of its implications
for representations. In this, we mostly follow [7]. We then review some definitions and
properties of Lie algebra cohomology. In particular, we will see how Lie algebra co-
homology relates to representations, and how the classical Harish-Chandra-construction
is a statement about zero-degree Lie algebra cohomology. Next, using higher degree
cohomologies, we exhibit the extension to infinite dimensional representations via the
Casselman-Osborne theorem, more or less as in [9]. In section (6) we set the stage for the
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generalization by providing a short introduction to pairs, distributions, Hecke algebras,
and their properties. The following sections (7) and (8) are used to present the general-
izations of the Harish-Chandra homomorphism. As in the classical case, we first discuss
the zero-degree cohomology case, and then argue similarly as in the Casselman-Osborne
theorem to extend it to higher degree cohomologies. We conclude with some remarks on
some open questions, and possible directions of further research.
Wherever possible, we provide a reference for the statements and claims we make. These
do not so much indicate the original source of that statement or claim, as a starting
point for the interested reader who would like to follow up or pursue this statement
and its context further. However, for some statements we could not find an appropriate
reference. The lack of such reference does not imply that the statement is trivial. In many
cases it means on the contrary, that the statement is part of mathematical folklore, but
it is so subtle that no-one has yet written it up clearly.
Also, we use footnotes to a larger extent than is common practice. We found their use
convenient in separating the main story line from side comments, generalizations, or
painful details. We hope the reader finds them as convenient.
2 The Classical Harish-Chandra Homomorphism
In this section we review the Harish-Chandra homomorphism associated to a complex
reductive Lie algebra. For our purposes, one can consider a reductive Lie algebra to be
the direct sum of a semisimple Lie algebra and an abelian Lie algebra. The semisimple
summand is isomorphic to the derived subalgebra, and the abelian summand is isomorphic
to the center of the reductive Lie algebra. In other words, given a complex reductive Lie
algebra 
B= [, g] Z(g)
as Lie algebras, [, g] is semisimple, and the center Z(9) is abelian.'
In the construction of the Harish-Chandra homomorphism we will have to use some results
from the structure theory of semisimple Lie algebras. We state these results here without
proof.
Proposition 2.1 If ' is a complex semisimple Lie algebra, then g' has a decomposition
a' = u- [' ( u as Lie algebras
1statement 1.56 in [7]
_ _ __
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7such that
a) q- = u- V [' and q = r G3 u are parabolic subalgebras of g
b) u is an ideal in q, and u- is an ideal in q-
c) [', u] # {0}, and [r, u-] {0}. 2
Moreover, there exists an element H E such that all eigenvalues of the adjoint action of
H on g' are real valued, and
d) u is the sum of eigenspaces of ad(H) for positive eigenvalues
V[ is the eigenspace of ad(H) for the eigenvalue 0
u is the sum of eigenspaces of ad(H) for negative eigenvalues. 3
For a complex reductive Lie algebra g we can write
g= [, ] D z(g) = u- r t'( u z(g) = u- (' · z(g)) u.
By setting [ = [' G Z(g) we obtain
g =u- E3 [I u.
This is a decomposition similar to the one described above for semisimple Lie algebras.
The above stated properties, in particular the existence of the element H, carry over to
this decomposition of reductive Lie algebras.
This decomposition is often referred to as triangular decomposition. The underlying reason
is that for example for g = s5 = {X E g,, tr(X) = 0} (and other classical Lie algebras)
in sloppy notation
C, = n- n
O 0
0
.t · ·
0
C
*-- O 0
.. 0 0*-- O O
. ff .
0 0
2 statement 5.94 in [7]
3statement 5.101 in [7]
0
0
0
* ... *
· *
O O
... 0 
... 0O
0 *)
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is a decomposition with the above listed properties. For example, for s(2, H = ( )
is an element as described by above proposition (2.1). It will be useful to keep these
matrices in mind as hands-on example.
The triangular decomposition lifts to universal enveloping algebras.
Proposition 2.2 Let be a complex reductive Lie algebra, and = u- D tEDu a triangular
decomposition. Then the universal enveloping algebras of the summands satisfy
U() - U(u-) ®c U() c U(u) as vector spaces. (1)
Proof: We recall that the Poincare-Birkhoff-Witt theorem states: If {Xi}iEA is a basis
of g for some index set A with a total ordering, then the set of monomials
1 2 . Xn
with il < i2 < ... < i for all k form a basis of the universal enveloping algebra U(g)4 .
Now let {Yi}, {Zj}, and {Xk} be a basis of u-, , and u, respectively. The union of these
sets forms a basis for g. Applying the Poincare-Birkhoff-Witt theorem to this basis of g,
establishes the homomorphism generated by
... Y~zgzg ... X ... Yinz.¾Xk ... zX*n X2
- ~i1 -'2 *n J1 .72 ji k2l k - 4y2 l' j2 . klk2 Xkn
as vector space isomorphism. C
For our subsequent discussion, the emphasis of this proposition is on establishing a basis
of the algebra U(9) in terms of the bases of U(u-), U([) and U(u), respectively. Having
established this basis, we can rewrite U(g) as in the following statement:
Corollary 2.3 Under the assumptions of the previous proposition, U(g) can be expressed
as the direct sum of spaces spanned by the different types of monomials
U(g) U([) (u- U(u- ED )) D (u- U() . ) ED (U(I ED u) u)
(2)
U([) E (u- U(q-)) (u- -U() u) ED (U(q) u)
for q- = u- , and q = ED u. Equivalently,
U(g) - U() ED (U(9) u + u- U(9)) (3)
where the multiplication is the multiplication in U(p), of which u and u- can be considered
subalgebras.
4 statement 3.8 in [7]
8
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As we will see in a moment, this decomposition is preserved under the adjoint action of [ on
U(9 ). It is the starting point for the construction of the Harish-Chandra homomorphism,
which is derived from the projection of U(g)ad() to U([)ad( 0. Before diving into the details
of this construction, we want to briefly and rather informally lay out the scope and
relevance of it.
Our interest in the classical Harish-Chandra homomorphism lies in the way it relates
irreducible representations of 9 to those of . Recall that
Proposition 2.4 Irreducible representations of a Lie algebra g stand in one-to-one cor-
respondence with irreducible unital left U(g) modules. 5
Proposition 2.5 (Schur's Lemma) If (V, r) is an irreducible finite dimensional represen-
tation of a Lie algebra , and p : V -, V is a linear map which commutes with the action
of , that is r(X) o = o r(X) for all X E , then is a scalar. 6
Corollary 2.6 If (V, r) is an irreducible finite dimensional representation of a Lie algebra
9, then all elements in the center Z of U(g) act by scalars on V.
This action by scalars induces a map X: Z - C.
Proposition 2.7 An irreducible finite dimensional representation (V, 7r) of a complex
reductive Lie algebra g is uniquely determined up to isomorphism by the scalar action of
the elements of Z,, that is by the map X.
Given a triangular decomposition g = u- [ D u of a Lie algebra g, the Harish-Chandra
homomorphism is a map : -, Z, for which
It thus relates irreducible representations of g and of I[.
2.1 Construction
We now return to the decomposition of the universal enveloping algebra. We previously
established in corollary 2.3 that for q- = u- [, and q = [ u
U(9) = U() (u- U(q-)) (u- U()-) u) (U(q) u).
5 statement 3.6 in [7]
6 statement 5.2 in [7]
7 Note that this is not a precise statement, as we have not specified yet which representation of the
map Xi refers to. It will be made precise in section 2.2. below.
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Elements of C g, considered as a subalgebra of U(g), act on elements in U(g) by the
adjoint action. We claim that this action respects the above direct sum of spans of
monomials.
Proposition 2.8 Let g be a complex reductive Lie algebra, g = u- [( u a triangular
decomposition, and q- = u- ® [, and q = [I u. Then the adjoint action of [ preserves the
above decomposition of U(g). In other words, for all z E [
i) ad(z)U() C U([)
ii) ad(z)u- U(q-) C u- U(q-)
iii) ad(z)u- U(g) u C u- U(g) u
iv) ad(z)U(q) u C U(q) u.
Proof: These claims are direct implications of properties of the triangular decomposition.
Recall from proposition 2.1, that [, u-] C u-, [[, f C , and [[, u] C u. This implies by
linearity of the commutator, that [, q-] C q-, [, q] C q. These inclusions carry over to
the adjoint action of I on the universal enveloping algebras of q-, , and q.8 In other
words, [,U(q-)] c U(q-), [,U(1)] C U(), and [,U(q)] c U(q). The claims follow. ]
Corollary 2.9 The above direct sum is preserved under passing to invariants9 of the
adjoint action of on U(g), that is
U(g)ad(l =U()ad(o (u- U(q-))ad(0 ff (u- U() - U)ad(o (U(q). )ad(0.
8 This follows from the following fact: If A is an associative algebra, and [, ] is the commutator on A
defined by [al,a2] = ala 2 - a2al for al, a2 E A, then for any ai,x E A
[al a2 ...an, x] al ...ai-l [ai, x]ai...an.
9 "Invariants" is one of those words in mathematics that means different things in different contexts.
In this context, it refers to elements that are sent to 0 by the adjoint action of . The motivation for
calling such elements invariants comes from the corresponding group action for matrix groups. A linear
Lie groups (or matrix group) acts on the elements of its Lie algebra by conjugation
Ad(g)(X) = gXg -1 for all X E g,g E G.
The differentiated version of this action is the adjoint action of the Lie algebra on itself. For an element to
be invariant under the adjoint action of the group means the group acts on it by identity. The differential
of acting by identity is acting by zero.
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It turns out that this sum can be simplified as two of the summands are trivial. 1°
Proposition 2.10 In the above setting,
(u- U(q-))ad() = (U(q) . U)ad() = {0.
Proof: These inclusions are direct implications of the existence of an element H E [, as
indicated in proposition 2.1.
By proposition 2.1 there exists an H E such that is the zero eigenspace, and u is the
space spanned by all eigenspaces corresponding to positive eigenvalues under the action
of ad(H). Therefore, we can write any element in
U(q)u = U([ · u)u = (U([) ® U(u)) u
as sum of elements of the form
ZIX X n
with at least one i' > 0, and where X\i is in the eigenspace corresponding to the eigen-
value Aij, and Z E U([). Then for any element ZX E U(q)ull
n
ad(z)ZX = E [z, ZiXX ...X .[zX ..XZI
-'"E )Z in + )kqn
I={ii...in} j=l
j=1
Since all Ai are positive by assumption, this last expression cannot be zero unless ZX =
0.12
Similarly, u- is spanned by eigenspaces corresponding to positive eigenvalues for the
element -H. Hence an analogous argument holds. 0
1°This is not only a side comment. In fact, we will need the simplified equality in the proof of theorem
(2.16).
11We use once more the fact: If A is an associative algebra, and [, ] is the commutator on A defined
by [al, a2] = ala2 - a2a1 for al,a 2 E A, then for any ai, x E A
n
[ala2...an,x] = E al ...ail [ai, xai...an.
i=1
12Note in particular that different summands can not cancel out, for their component in u lies in
different subspaces of u.
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Corollary 2.11 In the above setting,
U(g)ad([) = U()ad() D (u- U() ) ad(
This equation implies that the projection onto the first summand is a vector space homo-
morphism. Moreover, it is an algebra homomorphism.
Proposition 2.12 In the above setting, the projection map
P : U()ad(o U([)ad(l)
is an algebra homomorphism.
Proof: This follows directly from the decomposition. We need to show that for any two
elements A and B in U(g)ad(0, P(A)P(B) = P(AB).
In more detail, let
A = A + YAsXs and
B = Br + EYt'BtXt
t
with Al, B( E U([), Y,, Yt- E u-, A,, Bt E U(9), and Xs, Xt E u be the decompositions of
two elements in U(q)ad(0. Then P(A)P(B) = AIBI. On the other hand, we compute
AB = AIB( + E YAXBl + E A1YtBtXt + E YA, X.YtBtXt.
s t s,t
We briefly mentioned before, that if A is an associative algebra, and [, ] is the commutator
on A defined by [al, a2] = aa 2 - a2al for al,a 2 E A, then for any ai, x E A
n
[ala2...a, X] = al...ai-_l[ai, x]ai...an.
i=l
In the context of this proposition, this fact together with [[, u-] u- and [[, u] u
implies that AcYt' can be rewritten as ,pt YptApt, and similarly XsBI can be rewritten as
q Bs Xq8 for some Ypt u-, Xq u, and Apt, B E U(Q).13 In other words,'8 1Pt ~- H ) ~~QB ~ H) ~I+U ~lpt) Yq8
AB = AB + Z YAsBq X'q + Z YptAtBtXt + E Y8AXsYtBtXt.
s,qs t,pt s,t
13 Both, the above quoted fact, and this implication can be proven by induction on n or the degree of
the monomial, respectively.
12
2.2 Relating Representations of Reductive Lie Algebras
As none of the last three sums can be non-zero and in U([), P(AB) = A[B1. This completes
the proof. E]
The final step in constructing the Harish-Chandra homomorphism is to note that Z =
U()ad(g) is a subalgebra of U()ad (O. So the above projection map descends to an algebra
homomorphism
(4)
This map is the Harish-Chandra homomorphism associated to g.
As a concluding remark regarding this construction, note that it was necessary to pursue
this analysis on the level of universal enveloping algebras. While the analysis could sim-
ilarly have been done using the Lie algebra g and its triangular decomposition directly,
the result would not have been as strong: if the reductive Lie algebra g is semi-simple,
its center is zero. In this case, the above map would just be the zero-map. The center of
its universal enveloping algebra, however, cannot be zero. It always contains at least the
elements of degree zero, and for reductive Lie algebras it also always contains the Casimir
element.14 . The latter is of degree two, and thus the center of the universal enveloping
algebra is not only non-zero, but also non-trivial.
2.2 Relating Representations of Reductive Lie Algebras
We still need to formally establish the Harish-Chandra homomorphism's relation to rep-
resentations, that is to make the earlier claim that
Xg = X (
precise and prove it.
Let g be a complex reductive Lie algebra, and =u- -[ u a triangular decomposition
as before. Recall again that if (V, 7r) is a finite dimensional irreducible representation of
g, then the center Z, of the universal enveloping algebra of g acts by scalars on V. This
induces an algebra homomorphism, which we denote by
z A such that r(z).v = A. v for all v E V, z E Z.
14statement 5.24 in [7]
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We will prove below, that for finite dimensional irreducible representations this map XV
uniquely determines the representation V.
To relate irreducible representations of g and [, we would also like Xl to correspond to an
irreducible representation of [. The space V itself may not be irreducible as a representa-
tion of [, but V contains an irreducible [-sub-representation, namely
VU= {v E Vlr(X).v=O VX E u}.
This is a representation of [ since [[, u] c u, and hence a (unital left) U([)-module.
The precise version of our main equation is
orequivalently r(z).v = irVu((z)).v Vz EZ zI,v E V (5)
or equivalently
xv = Xf1 oz E Z (6)
We will conclude this section by proving these three claims, and some remarks.
Proposition 2.13 A finite dimensional irreducible representation V of g is uniquely de-
termined by X . 5
Proof: There are various ways to prove this statement. Here is an almost purely algebraic
version. Its crucial ingredient is the Jacobson-Chevalley Density theorem 6 .
Elements in g act on the universal enveloping algebra U(g) by the adjoint action. This
action preserves the degree of elements in U(8).1 7 Therefore, monomials (with respect to
a fixed basis of g) of a fixed degree span invariant subspaces. These subspaces are finite
dimensional, and therefore completely reducible. It follows that under this adjoint action
the universal enveloping algebra can be written as the direct sum of irreducible subspaces:
U(g)=ad ( m(r)- = m(C)C ( m()-
a finite dim'l rhC
irred. repr r
15 Note that this is only true for scalar actions of the center Zg of the universal enveloping algebra that
arrive from a finite dimensional irreducible representation of g. The algebra Zs can also act by scalars
on vector spaces in ways that do not correspond to a representation of g.
'
6For more details see, for example, statement 11.16 in [12].
17This is true, because as mentioned earlier in any associative algebra A, where the commutator
[al, a2] = ala2 - a2al for al,a2 E A, for any ai, x E A
[al a2...an...a[ai ... an.
i=1
14
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where m(r) is a certain multiplicity factor. Under this identification, the center Z of
U(g) corresponds to the trivial representation m(C)C. Now let (V, ir) and (V', ir') be two
inequivalent irreducible U(g)-modules, such that elements in Zg act by the same scalar
on both spaces. Then the Jacobson-Chevalley Density theorem implies that there exists
a X E U(g) such that ir(X) = id, and 7r'(X) = 0.
According to the above decomposition of U(g), X can be uniquely written as a sum of an
element Xz E m(C)C Z and Xo E (7c@ m(-r)r. Then Tr(ir(X)) = Tr(r'(X)) = 0
because all such elements are commutators, and the trace on commutators is in general
zero. Thus on one hand
Tr(Tr(X)) = Tr(7r(Xz)) + Tr((7r(X)) Tr((X)) V(Xz)1) = dim(V) (Xz)
and similarly
Tr(7r'(X)) = Tr(ir'(Xz)) + Tr(7r'(Xo)) = Tr(XV'(Xz) ) = dim(V') XV'(Xz).
On the other hand
Tr(7r(X)) = Tr(l) = dim(V) 0
but
Tr(7r'(X)) = Tr(O) = 0.
This contradicts the assumption xV(Xz) =- Xv'(Xz). Therefore, Xv uniquely determines
a finite dimensional irreducible representation. O
The following is an auxiliary lemma we will use in the subsequent proposition.
Lemma 2.14 Let g = u- (D [ ( u be a triangular decomposition of the complex reductive
Lie algebra g, and let H be an element in [ for which u-,u, and are the spaces spanned by
eigenspaces corresponding to negative, positive, and zero eigenvalues, respectively, under
the action of ad(H) on g. Such an element always exists according to proposition 2.1.
Now let (V, ir) be a representation of g. Then H acts on V. Let
V = {v E V 7r(H)v = pv}
denote the subspaces of V corresponding to the eigenvalue E C under the action of H.
If X E g is such that ad(H)X = [H, X] = aX for some a E RI, then r(X)v E V,+a.
Proof: We compute
r(H)(7r(X)v) = r(HX)v = 7r([H, X])v + 7r(X)7r(H)v
15
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= a7r(X)v + i3r(X)v
= ( + 3)r(X)v
This completes the proof. O
Proposition 2.15 If (V, 7r) is a finite dimensional irreducible representation of , then the
space of u-invariants Vu = {v E V I r(X).v = OVX E u} is non-trivial and is irreducible
as a representation of [.
Proof: For this proof, we once more make use of the properties of the triangular de-
composition, in particular of the element H E [ for which u is the space spanned by
eigenspaces associated to positive eigenvalues, which exists according to proposition 2.1.
Let A1,..., A, n be the eigenvalues of the action of H on V, and let Vx1, ... , Vx, be the cor-
responding eigenspaces. Note in particular that since V is finite dimensional there are
finitely many such eigenvalues. Let A be the one with the largest real part.
i) We first check that Vu is a representation of . Let Z E , X E u, and v E VU. Then
r(X) (w7(Z)v) = ir([X, Z])v + ir(Z)r(X)v = o
because [, u] c u, and by definition of VU, r(u)VU = 0.
ii) We next prove that VU is non-trivial. By construction of H, it acts on u with real
positive eigenvalues. Let X E u be such that [H, X] = aX for some real a > 0. According
to above lemma 2.14, r(X)Vx C VxA+,. This implies that r(u)VA = 0 by maximality of
A. In other words, V c VU, hence Vu is non-trivial.
iii) Finally, one can use H in a similar vein to show irreducibility. This part is more
technical, so we only give a brief outline. Assume W C V is a non-zero [-invariant
proper subspace of VU, and denote the intersection with Vx by W. Then each Wx is also
an -invariant subspace by above lemma. If Wx is non-zero, one shows that 7r(U(u-))Wx
is a g-invariant subspace of V. So by irreducibility of V,
r(U(u-))WA = V.
Moreover, the previous lemma 2.14 implies that the action of u-, and hence the action of
U(u-), "decreases" the real part of the eigenvalue by which ad(H) acts. Therefore,
ir(U(u-))Wx = Wx + {elements in V,, with R(/t) < R(A)}.
In particular, W~ C WA, so A = . This implies for one, that Vu only contains vectors
from VX, and two, if W is non-zero, than it is all of VU. This completes the proof. C
Finally we prove the main theorem.
16
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Theorem 2.16
Proof: To prove this equation, it suffices to show that for all v E Vu, and z E Z
0 = (r(z) - vr((Z)))v = 7r ( - ()) v.
We defined ~ to be the projection onto the first summand of the decomposition of U(g)
according to corollary 2.11
U(9 )ad() = u(oad(l) (u-. U(g) u)d()
This implies that z - ¢(z) E u- · U(g) · u. By definition of VU, this in turn means that
Ir(z - 6(z)).v = 0 for all v E VU. This finishes the proof. [I
One way to interpret this theorem is that it says that no two distinct finite dimensional
representations V of can induce the same -module VU. Another interpretation is that
by means of this theorem ~ provides an injective map from the space of finite dimensional
irreducible representations of g to the analogous space of [.
Finally, note that at no point in the argument did we need the fact that the element z was
actually in the center Z of the universal enveloping algebra. Indeed, the proof would hold
for any element z E U(g)ad(o. However, this does not yield any additional information
since XV already completely characterizes the representation.
3 Excursion: Lie Algebra Cohomology
In the next section, we will discuss what of the previous analysis carries over to infinite
dimensional representations. For this, we will need the machinery of Lie algebra cohomol-
ogy. To have everything set up in consistent notation we will review the main definitions
and all properties we will need in the following sections.
Lie algebra cohomology can be approached as an analogue to de Rham cohomology, that
is using cochain complexes, or via resolutions of representations. For the joy of it, we will
present both definitions.
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3.1 Lie Algebra Cohomology with Cochain Complexes
To warm up to Lie algebra cohomology, recall that in general, whenever one has a sequence
of spaces
... k-- dk ck d+ k+ ...
with
dk+l o dk = 0 Vk,
one can form the cohomology of this sequence
Hk ker{dk+l : C k C k +l }
im{dk : Ck-1 Ck
For example, on a smooth manifold M one can consider the space Ck of differential k-
forms. The maps dk+l sending k-forms to k + 1-forms are exterior differentiation, usually
denoted just by d. For a k-form w = I={il . i) fIdx 1i A... A dxik exterior differentiation
is given by
dw= dfI Adxi A .. A dxik.
I={ii ,,ik}
This map d has the property d2 = 0. The de Rham cohomology of a manifold is the
cohomology defined according to above recipe
k ker{d: Ck -, Ck+1 l} closed k-forms
deRham(M) = im{d: Ck- 1 ~ Ck} - exact k-forms
Analogously, let g be a Lie algebra, and consider the space Ck of alternating multilinear
maps from g to the real numbers
c k = = {f x ... x -+- R f is an alternating R-linear map}
k
We can define d: Ck , Ck+l by
df(Xo, ...,Xk) = (-1)+j f([Xi, Xj], X 0 ..., Xi, ... , X, ..., Xk) Vf E C k, Xi E 
i<j
where a hat over an argument means that the argument is omitted. One can check by
computation that d2 = 0. The Lie algebra cohomology of g with coefficients in 11 is then
given by
Hk( ) ker{d: Ck-, Ck+l}
im{d: Ck - Ck'
The Lie algebra cohomology and the de Rham cohomology are related as follows
18
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Theorem 3.1 If g is the Lie algebra of a compact connected Lie group G, then 18,19
Hk(9, ) = HdkeRham(G)
Since no particular property of R was needed in the definition of the Lie algebra cohomol-
ogy above, we can more generally define the Lie algebra cohomology of g with coefficients
in any vector V space that carries a representation of .20 In the following, we will
exclusively be interested in complex representations V of complex Lie algebras 1. 21
Let g be a complex Lie algebra, and let V be a complex vector space which is a repre-
sentation of g. Analogous to the specific case above, let Ck be the space of alternating
C-multilinear maps from g to V
Ck = Hom(A kg, V)
and define d: Hom(A kg, V) -+ Homc(Ak+lg, V) for all f E Ck, Xi E g by22
k
df(Xo , Xk) = E(-1)iXi. (f(Xo,..., X ...,Xk))
i=O (7)
+ E(-l)i+jf([Xi, Xj],Xo, ... ... j, ..., Xk).
i<j
Note that if we consider the trivial action of on R (ie. every element acts by zero), this
map reduces to the map previously defined for Lie algebra cohomology with coefficients
in IR.
Proposition 3.2 The above defined map d has the property d2 = 0.
Corollary 3.3 The Lie algebra cohomology of with coefficients in V is well-defined by
kerfd: Homc(Akg, V) - Homc(Ak+llg, V)}
im{d: Homc(Ak-1g, V) -, Homc(Akg, V)} (8)
18 statement 26.1 in [16]
19 This theorem is included here to exemplify how Lie algebra cohomology relates to other cohomologies.
We will not need it anywhere later on.
20 This representation may, of course, be the trivial representation, as in the case with coefficients in R
above.
2 1Lie algebra cohomology carries a representation of g via its action on V together with the adjoint
action on Akg, but this action is always automatically zero. Nonetheless, Lie algebra cohomology is
relevant in the context of representation theory: One typically considers the Lie algebra cohomology of
a subalgebra of with coefficients in a representation V of which carries an action by certain other
subalgebras of g. For example, if g = u- D [I u is a triangular decomposition of g as discussed in section
2, then acts on Hk(u, V) non-trivially. We will see this action again in later sections.
22 Recall that the action of a Lie algebra on a vector space V is often written as X.v for X E g, v E V.
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Example 3.4 Let g be a complex Lie algebra, and V a representation of g. We want to
compute H°(g, V). First, recall that A0° = C, Alp = g, and by convention A-'g = 0.
Therefore
Homc(A-l, V) = Homc(O, V) {0}
Home(A 0°, V) = Homc(C, V) V
Homc(Ag, V) = Homc(g, V).
Thus the image of d in Homc(A°g, V) is just the O-map. Applying d to an element in
fv: 1 v E Homc(A 0°, V) yields according to (7)
dfy(X) = (-1)0X.fv(1) + 0 = X.v.
Therefore, the map fv: 1 - v is in the kernel of d if and only if X.v = 0 for all X E g.
We found
H0 (g, V) = ker{d : Homc(A°g, V) -- Homc(Al9, V)} {v E VIX.v = 0 VX E 1} = Vg.
As it is the case in other cohomology theories, short exact sequences of spaces give rise
to long exact sequences in Lie algebra cohomology.23 More specifically, let
o U V W 0
be a short exact sequence of representations of a Lie algebra 1. It induces a short exact
sequence of corresponding Hornm-spaces
O - Homc(Akg, U) -', Homc(Akg, V) + Homc(Akg, W) 0 O
where the maps are given by
W*(f)(Xl,., Xk) = W(f(Xl,...,Xk)) and
b*(f)(Xl,*--,Xk) = (f(X1,.,Xk))
This sequence of Hornm-spaces in turn gives rise to the following commutative diagram of
spaces, where all vertical maps are exact
2 3 Indeed, this is one of the reasons that make the cohomology theories attractive to work with.
-----
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0
*.. > Homc(Ak-l, U)
1W*
·. ** > Homc(Ak-l1, V)
10*
... *- Homc(Ak-lg, W)
0
0
l
0
lo
d d
. Homc(Akq, U) . d Homc(Ak+lg, U)
W·*
d Hom(Akg, V)
10*
d Homc(Akg,W)
1
0
W*dd - Homc(Ak+lg, V) -
1 Homc(A
0
We can define a correspondence 2 4
ker d:{Homc(Ak-lg, W) -- Homc(Akg, W)} PE ker d:{Homc(Akg, U) -+ Homc(Ak+lg, U)}
which descends to a well-defined map on cohomology as follows. Let f E Homc(Ak-l, W)
be such that df = O. Since 0. is surjective by exactness, there exists a g E Homc(Ak-lg, V)
such that V,(g) = f. For this element g,
!b,(dg) = d(O*(g)) = df = O
so dg E Homc(Akg, V) is in the kernel of 0b,, and therefore by exactness in the image of
o,. Let h E Homc(Akg, U) be such that c,*(h) = dg. We set
p(f) = h 1 39 s.t. ,(g) = f, W,p(h) = dg}.
This correspondence descends to a well-defined map p on cohomology.25 It is called the
connecting homomorphism, because it glues subsequent degrees of cohomology together
to form the long exact sequence
.Hk-l(, U) Hk-l(, V) + Hk-l(, W) (, U) Hk(, V) k Hk(g, W) ...
where the maps 0, and 0 are induced on the cohomology spaces by the maps cp,, and 0,
on the Hom-spaces.
24 Note that this is not a well-defined map.
25 This statement has to be checked, of course. We skip this computations, as this construction is
standard in Algebraic Topology. See for example, p. 116 in [4] for details of the argument.
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3.2 Lie Algebra Cohomology with Resolutions
There are alternative but equivalent ways to define Lie algebra cohomology using either
injective or projective resolutions of U(g)-modules.2 6
Recall that a left module I over a ring S is an injective left S-module if for any injective
S-homomorphismp : A - B and S-homomorphism : A -- I
i- \
O > A °> B
there exists an S-homomorphism a(: B -, I such that Wo  ua = r.
A projective left S-module P is a left module over a ring S such that for any surjective
S-homomorphism o: B - A and S-homomorphism r7: P --, A
P
0 Ae B
there exists an S-homomorphism a : P - B such that o = 7.27
Here are the three main examples of injective modules which will be interesting to us in
the context of Lie algebra cohomology.
Example 3.5 Any complex vector space V is an injective C-module. This follows directly
from the definition: For all b E im(p), choose a(b) = (r o p-' )( b ) as map from B to V.
Since Wo is by assumption injective, its inverse is well-defined on its image. As all spaces
involved are vector spaces, (a can be extended to all of B.
Example 3.6 If S and R are two rings, and q0: S -, R a ring homomorphism, then any
R-module can be considered an S-module. Moreover, if I is an injective S-module, then
Homs(R, I) is an injective R-module.
The idea is the following: For any R-module M, HomR(M, Homs(R, I)) ~ Homs(M, I).
26In fact, it will turn out that the previously considered cochain complex is a special case of a projective
resolution.
27For a brief review of injective and projective modules in the context of Lie theory, see chapter V.1
and VI in [9]. For a more general development of the algebraic theory of injective and projective modules,
see [13], in particular sections 1.2 and 1.3.
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So in particular, this is true for M = A and M = B. By injectivity of I, there is a map
from Homs(A, I) to Homs(B, I), which by the previous equivalence induces a map from
HomR(A, Homs(R, I)) to HomR(B, Homs(R, I)).
Example 3.7 As a special case of the previous example, if g is a Lie algebra, U(g) its
universal enveloping algebra, and V a complex vector space, then Homc(U(), V) is an
injective U(g)-module.
The three main example for projective modules relevant to our context are very similar.
Example 3.8 Any complex vector space V is a projective C-module. Similarly to the
argument made in example 3.5 above, this follows directly from the definition.
Example 3.9 Again, if S and R are two rings, and : S - R a ring homomorphism,
then any R-module can be considered an S-module. Moreover, if P is a projective S-
module, then R ®s P is a projective R-module. Again, the argument is analogous to the
one made for the injective case.
Example 3.10 As a special case of the previous example, if g is a Lie algebra, U(g) its
universal enveloping algebra, and Akg its exterior algebra, then U(g) ®cAk 9 is a projective
U(g)-module.
We now proceed to defining Lie algebra cohomology using injective and projective reso-
lutions. As usually, let g be a Lie algebra, U(9) its universal enveloping algebra, and V a
representation of 9, or equivalently a (unital left) U(g) module.
An injective resolution of V is an exact sequence of injective U(g)-modules Ik starting in
V
0 o V a _ Io ± I 2 3
such that the action of U(g) on these modules commutes with the maps ck. 28 Exactness
means that im(k) = ker(Wok+l), and in particular, 'Pk o pk+l = 0 for all k.
Since U(g) acts on all of these modules, we can pass to a sequence of g-invariant subspaces
with I= v E Ik I X.v = VX E g}
0- V i SoIg Z I*Ia2 
28 Alternatively, one can define an injective resolution of V to be a sequence of injective modules
0_ . IO I1 _2 i. -..
which is exact everywhere except at Io and for which ker(pl ) c V.
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For this sequence it is still true that W* o W*+ = 0 for all k, but the sequence is no longer
necessarily exact for all k. However, the sequence still is exact at Vg 29 and Io 30o
At the points where the sequence is not exact, we can consider the well-defined quotient
ker(4+l,)/im(W*) to measures to what extent the sequence is not exact. In fact, we can
instead consider the sequence
O ° Io Ig I
which is not necessarily exact at any point, and "measure" non-exactness by the quotients
of kernel over image at all points. It turns out that all the quotients ker/im in this sequence
only depend on V and g and not on the particular resolution chosen.3' Thus the quotients
Hinj(B V) =er(o loy A(9)
Hk(g, V) ker (V=+1 I -- k I+ (10)
= im (k ; -(10))
are well defined.
Example 3.11 For any Lie algebra , and any representation V of , we find
H°j (, V) = ker (p Io -- I) = im (o: V, - I) = Vg
because by exactness im(Wo) = ker(Wot), and ker(Wo*) = 0. This coincides with our com-
putation of H0°(, V) in example 3.4.
Example 3.12 If V is an injective U(g)-module, then H(, V) = 0 for all k > 0. This
is true because if V is injective, then 0 -+ V - V - 0 is an exact sequence of injective
29In detail: Exactness of the original sequence implies ker(cpo) = 0. The map W* results from the
original map cpo via restriction to the subspace V C V. Therefore, ker(qpo) C ker(Wo) = 0. In other
words, the new sequence is exact at Va .
30To prove this, one needs to show that im(Wo) = ker(qp). The inclusion im(p) C ker(qo*) is imme-
diate from the exactness of the original sequence, and qo* = 1 lligo. To show the converse inclusion, let
v Eker(qo*). Then v E im(Wo) by exactness of the original sequence. So there exists w E V such that
po(w) = v. Because v E Is and the action of g commutes with all ok, we have
0 = X.v = X.go(w) = Wpo(X.w) VX E .
Since the original sequence is exact in V, ker(oo) = 0. This implies, X.w = 0 VX E g. Thus, w Vs,
and im(qo*) = ker(qo*)
3 1 This argument, given in the language of categories and functors, can be found in almost any book
on homological algebra, for example in [17].
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modules, that is, an injective resolution of V. Since the cohomology does not depend on
the choice of the resolution, we can consider this resolution, and compute H (, V) = O
for all k > 0.
Example 3.13 As a special case of the previous example, we find that
Hnj(s, Homc(U(g), V)) = 0 Vk > O.
Recall from example 3.7 above that Homc(U(g), V)) is an injective U(g)-module.
Note we have not shown that every U(g)-module V has such an injective resolution. While
this is not obvious, it is true, but the proof of it is beyond this work.3 2
In a somewhat similar manner, we can define cohomology using a projective resolution
of C. A projective resolution of C is an exact sequence of projective U(g)-modules Pk
starting in C
p 3 2 1 P 0 0O
such that the action of U(g) on these modules commutes with the maps Ok. 33 As before,
exactness means that im(O5 k) = ker(k_l), and in particular, k 0o Pk-l = 0 for all k.
Considering U(g)-homomorphisms of each of these modules into a representation V of g
yields the sequence
...- Homu(P 3 , V) A Homu( )(P2, V) A Homu( )(P, V) A
Homu(g)(Po, V) A Homu()(C, V) 0
Here the q* send U(p)-homomorphisms to their composition with bk. Also, Ok o (Pk-i = 0
implies that q o *+, = 0.
Similarly, to the injective resolution case, the sequence is exact in Homu() (Po, V) and in
Homu(g)(C, V). So we consider
.. ' - Homu(g)(P3, V) - Homu(0)(P2, V) Homu(0 )(P1, V) A Homu(q)(PO, V) A 0
and define
Hproj(g, V) = ker (~bl) (11)
im (0)
32 For more detail on this question see chapter V in [9], and the notion of a "good category" therein.
3 3The action of U(g) on C here is given by multiple of the unit in U(g) by themselves, and everything
else in U(g) acting by zero.
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Hko(9 V) - ker (*+ 1 Homu(s)(Pk, V)- Homu()(Pk+l, V)) (12)progj ,) ' im ( : Homu(g)(Pk-1, V) -- Homu() (Pk, V))
As with injective resolutions, these quotients are independent of the projective resolution
chosen.
Example 3.14 We have seen in example 3.10 that for any Lie algeba O, U(g) oc Akg is
a projective U(g)-module for all k. In fact,
· -'- U(g) e A'g 03 U(g) c A2g 02 U(g) c A1g 01 U(g) ® A C 0
is a projective resolution of C with
k
Uk(U ® X A ... A Xk) = (-1)i+l(ux i X A ... A i A ... A Xk)
i=l
+ (-l)i+J(u (9 [Xi, Xj] A X1 A ... A Xi A ... A Xj A ... A Xk)
i<j
where as before a hat over an argument means that it is omitted. Observing that3 4
Homu(a)(U(g) ®@c Akg, V) = Homu(q)(U(g), Homc(Akg, V)) = Homc(Akg, V)
we find that we recovered the cochain complex definition of Lie algebra cohomology for
this particular choice of a projective resolution.
Proposition 3.15 For any Lie algebra I, all of the three cohomologies defined above are
equivalent.
Hk(, V)= Hk7 (g, V)= - , V) Vk > 0
We already showed that the cochain-complex definition of Lie algebra cohomology is a
special case of the projective resolution definition. To completely establish the equivalence
of all three of these definitions, it remains to show that H for all degrees and
spaces. This is true in general for cohomology (not just Lie algebra cohomology), and can
be shown using the machinery of spectral sequences. However, this proof is beyond the
scope of this work. [
3 4 The first isomorphism follows from Homs(A oR B, C) Homs(A, HomR(B, C)), which is true in
general.
__
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3.3 Actions on Lie Algebra Cohomology
As we briefly indicated in the beginning of this section, Lie algebra cohomology is rel-
evant in the context of representation theory: One typically considers the Lie algebra
cohomology of a subalgebra of g with coefficients in a representation V of B which car-
ries an action by certain other subalgebras of g. In the following few paragraphs we will
discuss the action of c and Z c U(g) on cohomology spaces of u in preparation for
the Casselman-Osborne Theorem in the next section. For this, we return to the setting
where g is a reductive complex Lie algebra, g = u- [ u a triangular decomposition
as discussed in section 2, U(g), U(u-), U([), and U(u) the respective universal enveloping
algebras, Z the center of U(g), and V a representation of g, in other words a left unital
U(9)-module.
First (to make the obvious explicit), since u, [, and u- are subalgebras of 9, they act on
V, and we can consider their respective cohomologies with coefficients in V.
Next, not only elements in the Lie algebra of which the cohomology is considered may act
on the cohomology. For example,
Proposition 3.16 In the setting described above, Hk(u, V) is a Zg-module.
Proof: Since V is a representation of g, elements of U(g) act on V, and hence on
Homc(Aku, V). The action of elements in the center of U(9) commutes with the chain
complex map d: Homc(Aku, V) - Homc(Ak+lu, V). In particular, the action preserves
images and kernels of d, and consequently descends to the cohomology. [I
Note in particular that if V is irreducible, the action of Z, on the cohomology Hk(u, V)
is by the same scalars by which Z acts on V (by Schur's lemma).
Also, acting on the coefficient space is not the only way a Lie algebra can act on a
cohomology space. For example,
Proposition 3.17 In the setting described above, [ acts on Homc(Aku, V) by
k
(L.f)(Xl A ... A Xk) = L.(f(Xl A ... A Xk)) + (-)if([L, Xi] A X 1 A ... A Xi A ... A Xk
i=l
for L E , f E Homc(Aku, V) and Xi E u, and this action descends to cohomology.35
This induces an action of U([) on the cohomology.
35 Note that for this to be a well-defined map, [, u] C is required. This condition is in particular satisfied
for I and u coming from a triangular decomposition.
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Proof: To show that this is a well-defined action, we need to check that for [L1, L2].f =
L .(L 2 .f) - L2.(L 1.f) for all L 1, L2 E [, f E Homc(Aku, V). This is a straightforward
computation, using the Jacobi-identity [[L1, L2], Xi] = +[L 1, [L2, Xi]] + [[L1, Xi], L2] and
the fact that f is C-linear. To establish that it descends to cohomology, we need to prove
that this action commutes with the cochain complex map d as defined in (7):
k
df(Xo, ...,Xk) = (-) Xi ((X..., k,..., Xk))
i=O
+ E(-)i+jf([x, i Xj] X, X--,) .- . ,) X, ..--Xk)-
i<j
Paying attention to the changing indices, this is also a plug-and-play computation. O
Finally, one of the advantages of cohomology theory is that short exact sequences give
rise to long exact sequences. As we saw at the end of section 3.1, this is also true for Lie
algebra cohomology. This will be crucial to the proof of the Casselman-Osborne Theorem
in the next section. Since we consider the action of Lie algebras and subalgebras of the
universal enveloping algebra on cohomologies, we may ask which of these actions commute
with the maps in the long exact sequence.
Proposition 3.18 In the setting as before, let
0 U V W ---+O
be a short exact sequence of U(9) modules. Then as U(u)-modules this gives rise to a
long exact sequence
... Hk-l(u, U) -- Hk-l(u, V) - Hk-l(, W) --- Hk(, U) Hk(U, V) , Hk(U, W) ....
The action of Z on these cohomologies as discussed in proposition 3.16 above commutes
with the maps in the long exact sequence.3 6'3 7
Proposition 3.19 In the setting as before, let
O U · V -, W -+ O
be a short exact sequence of U(g) modules. As in the previous proposition, as U(u)-
modules this gives rise to a long exact sequence
... Hk- l(, U) - Hk-l(u, V) - Hk-l(u, W) -- Hk(u, U) -+ Hk(u, V) -* Hk(u, W) ...
3 6statement 6.20 in [9]
37Note that we need to start with U(g) modules in order to have a well-defined action of Z on the
cohomologies.
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and the action of U([) on Hk(u, V) commutes with the maps in the long exact sequence.
38,39
4 The Casselman-Osborne Theorem
We discussed in section 2 how the Harish-Chandra homomorphism relates finite dimen-
sional irreducible representations of a reductive complex Lie algebra and those of a
certain subalgebra [. Naturally, the question arises what can be said in similar vein about
infinite dimensional irreducible representations. Most of the above statements carry over
to this case. In particular, there is a version of Schur's lemma, due to Dixmier, for infinite
dimensional representations. It implies that central elements of the universal enveloping
algebra act by scalars on any irreducible U(g)-module.40
However, for infinite dimensional representations the analysis of section 2 breaks down
in two places: One, the subspace Vu of u-invariants is no longer necessarily non-trivial. 41
Two, the map X, : Z, - C which is induced by the scalar action of elements in Z,, no
longer uniquely determines the representation.
Example 4.1 The subspace VU of u-invariants is no longer necessarily non-trivial.
Consider the Lie algebra g = s[2 (C). It is spanned by (e, f, h) with the relations
[h, e] = 2e, [h, f] = -2f, [e, f] = h.
A triangular decomposition of s[2(C) is given by
u- = (f), [= (h), u= (e).
Let W be the vector space spanned by (v0, v_l, v_2...), and define an action 7r of s[2(C)
on W by
f f
f f"- % f ir(h)v_i = (2i)v_i
V-4 V-3 V-2 V-1 Vo 7 r(e)vi = Vi_
ek e> K> e.. e.- 7r(f)vi = -i(i + )v_i+
e e e e e
3 8 statement 6.20 in [9]
39 Here, too, we need to start with U(g) modules in order to have a well-defined action of U([) on the
cohomologies.
40 statement 5.19 in [7]
41A crucial point in the argument for finite dimensional spaces was the existence of an eigenvalue with
a maximal real part. If V is infinite dimensional, such an eigenvalue does not necessarily have to exist.
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with v+l = 0.42 The subspace V = (v_l, v-2...) is an irreducible s(2(C)-subspace.
f f f f
V .... V-4 V-3 V-2 V-1
e e e e
The space of u-invariants for this representation (V, rlv) of g = s[ 2(C) is
Vu = {v E V I r(e).v = 0}.
This shows that for infinite dimensional representations Vu can be trivial.
Example 4.2 Scalar action of elements in Zo no longer uniquely determines the repre-
sentation.
We give an example by computing the scalars for two non-isomorphic representations.
As in the previous example, consider the action of the Lie algebra g = -s2(C) on W =
(v, v_, v_ 2 ...) given by r(h)vi = (2i)v-i
7r(e)vi = V__-i-
7r(f)v_i = -i(i + l)v_+l
with vl = 0. We mentioned before that V = (v_1, v- 2... ) is an infinite dimensional irre-
ducible representation of s52(C). The universal enveloping algebra of s[2(C) is generated
as an algebra by its Casimir element f2 = h2 + ef + fe. We compute
r(Q)v = -ir(h)r(h)v_i + 7r(e)7r(f)v_i + 7r(f)r(e)v_
= 4i2v_ - i(i + 1)v_i - (i -1)(i)v_
= O.
So the zero-degree elements in the center Z of the universal enveloping algebra of s[2(C)
act by themselves, and all other elements in U(s[2) act by zero on the irreducible repre-
sentation V. In other words, Z,12 acts on this space in the same manner as it does on
the one-dimensional trivial representation. So not only do the scalars by which Z acts
no longer determine the module, they do not even distinguish between finite and infinite
dimensional representations. 4 3
42 This is more or less the familiar s 2 (C)-action, defined on an infinite dimensional space. For more
detail see for example section 1.9 in [7].
43 This construction is a particular example of the discussion in section 23.2 in [6].
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The latter point implies that the Harish-Chandra homomorphism can no longer be easily
used to match irreducible representations of the Lie algebra g and its subalgebra [. One
could try to solve this problem by looking for additional properties to aid in the classifi-
cation or distinction of irreducible representations. For now, however, we shall be content
with what can be learnt about the representation from the action of Zg.
The former caveat means that the scalars by which Z, act on V, and thus the map XV'
are no longer well-defined. This problem we can not ignore. We can hope to replace Vu
with another - hopefully non-trivial - U([)-module.
Since we have seen in (3.4) that
Vu = H°(u, V)
there is reason for this hope: We might consider Lie algebra cohomologies of higher
degrees; especially since according to [1] for any reductive Lie algebra there exists a
triangular decomposition such that the cohomology of some degree is non-zero.
In fact, this hope is not in vain. This is the content of the Casselman-Osborne Theorem.
Theorem 4.3 Casselman-Osborne Theorem
Let g be a reductive Lie algebra, g = u- [( u a triangular decomposition, U(s) its
enveloping algebra, Z, the center of U(g), and V any representation of g, that is an U(g)
module. Then we have seen in 3.16 that Z acts on Hk(u, V) by acting on V, and in
3.17 that (and therefore U([)) acts on Hk(u, V) by simultaneously acting on u and on
V. Denote the action of Z0 on Hk(u, V) by 7r and the one of U([) on Hk(u, V) by a.
Further, let : -+ ZI be the Harish-Chandra homomorphism as constructed in section
2.1. Then
7r(z)w = (a o )(z)w
for all z E Z, and w E Hk(u, V).
We will follow the simplified version of the proof A. Knapp gave in section VI.6 of [9].
Proof: We proof this statement by induction on the cohomology degree k, using a tech-
nique known as "dimension shifting".
For k = 0 we established in example 3.4 and 3.11 that H°(u, V) = VI. In this case, the
claim reduces to
r(z)w = (a o )(z)w Vz E Z, Vw E V".
This is like the statement in 2.16, and since neither irreducibility of V nor dim V < oo
was needed in the proof of 2.16, the proof carries over to this situation here.44
44 The fact that the proof carries over is an indication that the theorem 2.16 maybe should have been
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Now assume that the statement is true for degree k - 1 for all (unital left) U(l)-modules.
We want to consider a short exact sequence of U(g)-modules. Such a sequence gives rise to
a long exact sequence with a connecting homomorphism linking cohomologies of different
degrees. This will facilitate the induction step.
A convenient short exact sequence for these purposes is
0 - V ~ Homc(U(g),V) L0+ Q - 0
with p: v H fv such that f(X) = X.v45 for all X E U(g), and b being the projection
map on the quotient Q = Homc(U(g), V)/im(cp). Thus in some sense, this sequence
is very "hands-on". Notice however, that in the following argument all we need is that
Homc(U(9), V) is an injective U(g)-module, and that the U(9) acts on the quotient Q.
Indeed, the argument would work for any sequence of this form
O- V- I - Q --O
where I is an injective U(g)-module. 4 6 Trivially, since all of these spaces are U(g)-modules,
they are also U(u)-modules, and the sequence is exact as sequence of U(u)-modules.
We argued at the end of section 3.1 that such a short exact sequence gives rise to a long
exact sequence
... - Hk-(u, Q) Hk(u, V) ?0 Hk(u, Homc(U(9), V)) - Hk(u, Q) --....
Next we want to argue that Hk(U, Homc(U(9), V)) = 0 for all k > 0. Since we know
by example 3.12 that this is true for all injective modules, it suffices to show that
Homc(U(g), V) is injective - as an U(u)-module. We saw in example 3.4 that for any
vector space W, Homc(U(u), W) is an injective U(u)-module. Using the triangular de-
composition of the universal enveloping algebra U(g) = U(u-) ®c U([) ®c U(u) discussed
in section 2 we thus find for W = Homc(U(u-) ®c U(I), V)
Homc(U(g), V)) = Homc(U(u-) ®c U([) ®c U(u), V))
= Homc(U(u), Homc(U(u-) ®c U(Q), V)) = Homc(U(u), W).
Since the right hand side of this equation is an injective U(u)-module, so must the left
hand side be. In particular,
Hk(u, Homc(U(g), V)) = O Vk > O
formulated in terms of cohomology in the first place.
4 5 0r in more detail fv(1) = v and fv(X) = fx.v(1), which demonstrates that f respects the U(g)
action.
46 Note that it would not suffice for I to be an injective U(u)-module, as we will need the actions of
U([) and Z to be well-defined on it.
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Therefore the long exact sequence simplifies for k > 0 to
.. Hk-l(u,Q) -Hk(u, V) 0 + Hk(u,Q) . . .
Exactness of this sequence implies that the connecting homomorphism p is surjective.
We are now ready to argue the inductive step. Given w E Hk(u, V) there must exist an
E Hk-(u, Q) such that (E) = w. By induction hypothesis, the claim is true for all
w E Hk-l(u, Q), that is
7r(z)&5 = ( o )(z)
By propositions 3.18 and 3.19 the actions of Zg and U(I) commute with the maps of the
long exact sequence. Therefore applying p to both sides of the previous equation yields
r(z) = = fi(7r(z)D) = o Z =(o o()( = (  o  )(Z)
This completes the induction step, and thus the proof. O
Having established this theorem, we extended the application of the Harish-Chandra
homomorphism to representations on infinite dimensional vector spaces. We conclude
this discussion with some comments.
For one, notice that unlike V u in the case of finite dimensional representations V, Hk(u, V)
is not necessarily irreducible as a representation of . This means that for infinite dimen-
sional representations, unlike for finite dimensional ones, the Harish-Chandra homomor-
phism relates irreducible representations of g not necessarily to irreducible ones of . To get
to irreducible representations of , one has to consider irreducible subspaces of Hk(u, V)
In the finite dimensional case, the Harish-Chandra homomorphism led to an injective map
from irreducible representations of g to those of [. Now, in the infinite dimensional case,
we not only can no longer speak of an injective map since the action of Z, no longer
uniquely determines the representation, we do not even necessarily have a well-defined
map.
Further, one may wonder about the different actions on both sides of the equation: Z
acting on V alone, and U(I) acting on simultaneously on u and V. The basic explanation
is that those are the actions for which the argument works. Note that in particular, Z(
acting on V only is not a well-defined action on Hk(u, V): Since Z, Z Z, this action of Z[
usually does not commute with the map d on Hom-spaces, and hence does not descend
to cohomology.
Finally, the structure of the proof seems to suggest that all information about V as a
representation is encoded in Q. Since for any space W, we have the interpretation of
345 A HARISH-CHANDRA HOMOMORPHISM FOR GROUPS?- SOME REMARKS
H°(u, W) as u-invariants of W, one might consider working with H°(u, Qk) instead of
Hk(u, V) in the application of this theorem. However, as a quotient Q is rather compli-
cated, and becomes more so if one wants to repeat the step and lower the cohomology
degree further. Thus the gain is not worth the price.
A Harish-Chandra Homomorphism for
Groups? - Some Remarks
Having established the Harish-Chandra homomorphism for reductive Lie algebras, the
question arises whether a similar construction can be found for reductive groups. For
example, one may consider the Iwasawa or some other decomposition of G, and attempt
to mirror the Lie algebra construction.
However, these attempts fail, mostly because the center of the Lie group is to small to yield
enough information for an analogous construction to the Harish-Chandra homomorphism
above to be useful for representation theory.
In general, the group decomposition will in one way or another not have "enough algebraic
structure" to allow a similar construction. The Lie algebra and its universal enveloping
algebra, on the other hand, have "enough" algebraic structure, but they only capture lo-
cal information of the group. For the purpose of classifying representations of a possibly
disconnected group, local information is insufficient. The crucial point in generalizing the
Harish-Chandra homomorphism to groups is to find an object that has enough algebraic
structure to allow a similar construction, and at the same time captures enough informa-
tion about the group to be useful for representation theory. It turns out that (g, K)-pairs4 7
in the group's stead in place of the Lie algebra g and Hecke algebras 1(g, K) as a subal-
gebra of the distribution algebra on G in place of the universal enveloping algebra U(9)
satisfy this criterion.
Two typical algebras one may consider on a Lie group G are its Lie algebra and the space
of functions on G as a manifold. The Lie algebra reflects local and algebraic information of
the Lie algebra, like the multiplicative structure of the Lie group. The space of functions
captures analytic and global properties, like the number of connected components.4 8 The
4 7Here, g is the complexified Lie algebra of G, and K is a compact subgroup of G. Part of our discussion
in section 7 will be about choosing an appropriate subgroup.
48For those eager for detail: One can consider the ring of analytic functions on the Lie group, and in
it those which are idempotent, that is functions for which f = f2. These functions can only take the
values 0 and 1, and have to be constant on any connected component. Thus, if there are 2n distinct such
functions, then the group has n components.
-
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algebra of distributions contains both algebras as subalgebras4 9, and seems therefore a
good candidate for a framework in which we can discuss representations of G employing
both information. In passing to the distribution algebra we lose algebraic structure -
multiplication is no longer well-defined. However, convolution of distributions is well-
defined, and provides enough structure to turn the space of distributions into an algebra.
In principle, most of our analysis to follow could probably be done using the distribution
algebra. However, computations simplify and we see the "meat" of what is going on by
restricting our discussion to the Hecke subalgebras of the distribution algebra. The Hecke
algebras have some convenient properties: Their dimension is at most countable infinite50 ,
on compact groups we know an explicit relation to representations on that group51 , and
very similarly to the correspondence between representations of a Lie algebra 9 and uni-
tal left U(p)-modules, there is a one-to-one correspondence between representations of
(g, K) - pairs and approximately unital left R(9, K)-modules.
To make it work, we will consider (g, K)-pairs related to the Lie group G instead of the
group itself. Representations of G and those of (, K) are not in one-to-one correspon-
dence, but they are closely related. This relation was extensively studied by Harish-
Chandra, and we will not concern ourselves with the details of this relation for now.
In other words, this set-up is not the ideal set-up one might wish for. However, until a
better construction is found, this is the best compromise we have.
In the next section, we will introduce the machinery of (, K)-pairs, distributions and
Hecke algebras that will be needed in the generalization of the Harish-Chandra homo-
morphism discussed in the following sections. Before we do so, a word of warning is
appropriate. The analysis of Harish-Chandra homomorphism on the level of Lie algebras
and universal enveloping algebras compares to the generalization we are about to venture
into like a room in a hut to a room in a palace: The rooms themselves have many prop-
erties in common, they may be of similar size and shape. However, finding the room or
describing its location with the hut or palace is very different. It is comparatively easy
to orient oneself within the hut with its two or three rooms - just as it is relatively easy
49The universal enveloping algebra of the Lie algebra is isomorphic to the subalgebra of distributions
supported at the identity. Also, for a fixed Haar measure dy/ on G, compactly supported smooth functions
t on G corresponds to a distribution Tt defined by
(T, f) = j f(g)t(g)di.
5 0This allows an analogous statement of Schur's lemma to hold.
5 1Namely, R(K) = @vckEnd(Ey). See further down for explanation of notation.
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to work with the universal enveloping algebras once one has mastered linear algebra and
the Poincare-Birkhoff-Witt theorem. In the palace, however, you may live for years and
still discover rooms you have never seen before. There are cathedral-like halls, twisted
staircases, quirky small rooms, and secret passages. Similarly, the distribution algebra on
a group is very large and rich in structures, interesting subalgebras, and relations to all
kinds of other mathematical objects. For the purpose of a generalized Harish-Chandra
homomorphism we only need to analyze some special properties of a special subalgebra.
Speaking within the picture, we only need to get to one particular room. It is beyond the
scope of this work to discuss the complete outlay of the palace. Instead we will climb one
staircase step by step, and find our way to the one room we are interested in. For those
familiar with the palace, this may be a slow process, as for them the direction "Let's go
up this staircase" would suffice. For those new to this part of the palace, it might at
times be mysterious how we take each next step, how we know that the step is there and
nowhere else, and they may wonder what is inside all of the other rooms we will not enter.
Both readers will need some patience in the following discussion.
Excursion: (, K)-Pairs,
Distribution and Hecke Algebras
6.1 (g, K)-Pairs
As indicated in the previous section 5, the generalized Harish-Chandra homomorphism
we will construct in section 7 will be for (, K)-pairs rather than Lie groups G. In
the following paragraphs, we give a definition for (g, K)-pairs, and outline some of their
properties.
A (g, K)-pair is a pair consisting of a finite dimensional complex Lie algebra g and a
compact, possibly disconnected Lie group K such that52
i) the complexified Lie algebra t = Lie(K)c := Lie(K) ( i Lie(K) of K is a subalgebra
of g53,
ii) K acts on g extending the adjoint action of K on , we denote this action by Ad(k)
for k E K,
52see p. 67 in [11]
5 3This last part of the condition means, of course, "is isomorphic to a subalgebra of g". However, this
abuse of notation is harmless, so we will continue to use it. Moreover, in all the cases we will consider in
the following, will indeed be a proper subalgebra of g.

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iii) the differential of this action Ad(K) is ad(t) C ad(g).
These conditions are often referred to as compatibility conditions of g and K.
Example 6.1 If G is a Lie group, its complexified Lie algebra, and K a compact
subgroup, then with the usual adjoint action of the G on g restricted to K, (, K) is a
pair satisfying the above compatibility conditions. We will call such pairs directly derived
from G.
However, not every (g, K)-pair arrives this way from a Lie group G.
Example 6.2 Let g be the complex Lie algebra spanned over the complex numbers C
by (x, y, z) with the relations
[xy] = , [x, z] = , [y, z] = 2iy
and let K = {1} be the trivial compact Lie group. Then (g, K) satisfies the above
conditions, almost trivially. However, since g is not of the form go igo for some real Lie
algebra go 54 no Lie Group G exists such that g is its complexified Lie algebra.
The previous example notwithstanding, within the following discussion we will always
treat (g, K)-pairs as being directly derived from a Lie group G in the same way as de-
scribed in example 6.1. For the purpose of this work, this is not a restriction because
54To see that there is no such real Lie algebra, suppose there were a real Lie algebra go such that
g -- go Digo. So in particular, z = a +ib for some a, b E go. Writing a and b in terms of the basis (x, y, z),
a = alx + a2y + a3z, and b = blx + b2y + bz
implies
al + ibl = O, a2 + ib = O, a3+ib = 1.
So at least one of a3 or b3 has to be non-zero. Choosing a or b, depending on which of a3 or b3 is non-zero,
we have shown that the real Lie algebra go contains an element A = cz + dx + ey, with c not equal to
zero.
Now ad(A)Il) is a real-linear transformation of the three-dimensional vector space go. It therefore has
three real eigenvalues, or else one real eigenvalue and a pair of conjugate complex eigenvalues. These
eigenvalues are exactly the same as the eigenvalues of the complex-linear transformation ad(A) acting on
g. We find those with respect to the basis (x, y, A)
[A, x] = -cx, [A, y] = -2icy, [A, A] = 0.
In other words, the eigenvalues of ad(A) are 0, -c, and -2ic. Since by construction, c is not zero, the
two non-zero eigenvalues -c and -2ic are neither both real nor complex conjugates of each other. This
contradiction shows that no such real Lie algebra go can exist.
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we are interested in (, K)-pairs and their representations only in so far as they help us
understand representations of the Lie group G the pair is derived from.
A locally K-finite representation of (9, K), or a locally K-finite (, K)-module is a triplet
(V, 7r, a) of a complex vector space V carrying representations r : g - End(V) and
ao: K - Aut(V) of 9 and K, respectively, such that 55
i) as a representation of K, (V, a) is locally K-finite,
ii) the differential of the action of K is the restriction to of the action of 9, that is
da = 7rlt,
iii) r ((Ad(k).X)) v = e(k) (r(X)(o(k-1)v)) for all k E K, X E U(g), and v E V.56
Example 6.3 If (V, a) is a finite dimensional representation of a Lie group G, and (, K)
is a pair directly derived from G, then (V, do, alK) is a locally K-finite representation of
(,K).
However, even if (, K) is a pair directly derived from a Lie group G, not every (, K)-
module V extends to a representation of G on V.
Example 6.4 Let G be the Lie group consisting of two circles in the quaternions H5 7,
given by
G = {cos(a) + i sin(a)} U {j cos(]3) + k sin(/3)}
with group multiplication being multiplication in H. Let K be the identity component of
G, and g the complexified Lie algebra, i.e.
K = Go = {cos(a) + i sin(a)}, g = Lie(G) = Lie(K) = (R)c = C.
In particular, (, K) is directly derived from G. Also, K acts on c E C, by rotation, that
is
a(cos(a) + i sin(a)).c = eiac,
55 p. 75 in [11]. Note that [11] use "representation" instead of "locally K-finite representation". We
choose the more specific name, because more general representations of (g, K)-pairs exist, although there
are technicalities involved in defining them, for example a topology has to be fixed to ensure that the
differential in point ii) exists. Moreover, in our later discussion, the property of being locally K-finite is
crucial, and hence should be emphasized. We will define "locally K-finite" in section 6.4.
5 6Recall that as a representation of g, V is a U(g)-module.
5 7Recall that the quaternions are spanned as vector space over R by (1, i, j, k). Multiplication is defined
by 1 acting as identity, and
i2 = j2 = k2 = _1, ij=-ji=k, jk=-kj = i, ki = -ik =j.
6.2 Distributions: Definition and Examples
and g acts by the differential of this action: d(X)c = eiXc for X E = C. The action
of K and g is compatible by construction. However, there is no action of G on C that
restricts to this action of K and 9.58
6.2 Distributions: Definition and Examples
Distributions on a Lie group G form an algebra with respect to convolution. This algebra
is rich in both analytical and algebraic structures. Because of these structures one can
approach the theory of distributions from a range of different angles. In working practice,
of course, one often has to readily switch between these different perspectives.
From an analytical perspective, the distribution algebra is a generalization of the space
of functions. The space of functions is a well-studied space used to analyze the manifold
structure underlying a Lie group, but in many ways it is often insufficient. One of these
insufficiencies is that differentiation is not always well-defined, even when one thinks it
should be. For example, let f be an integrable function on the real line. Its Fourier
transform
F(f)(() = J e-iCf(x)dx for ( E R
has the property that
F (-idf) =x*f.
The right hand side of this equation is always defined. So the same should be true for the
left hand side. In particular, -i d f should be well-defined for all functions f on the real
line.
As a second example, consider the following two partial differential equations in two
58 In detail: The automorphism group Aut(C) is commutative, but G is non-abelian. Thus, if there was
such an extension a: G -- Aut(C), then
(1 + ' 1 j+A
= aa ( +i).
But rotation by 0 = 3/47r, for which cos(a) + i sin(a) = -+ i is not the same action as rotation
by a' = -3/47r, for which cos(a') + i sin(a') = X i. This is a contradiction, and therefore no
extending representation of G on C can exist.
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variables
2 02 02 02
(a -f(z, y)+ f(zx, y) = 0 (b) -2g(x, y)- g(x, y) = 0.
Solutions to either of these equations are twice continuously differentiable functions satis-
fying the equations everywhere. It seems reasonable to expect uniform limits of solutions
to be solutions. While this is true for solutions to (a), it is not for solutions to (b). 59
The distribution algebra is in some sense the smallest extension of the space of continuous
function such that differentiation is always well-defined. Convolution of distributions in
this context is the extension of the convolution of functions.
On the other hand, from an algebraic point of view, the distribution algebra on a Lie
group G generalizes other algebras associated with the Lie group. In particular, it contains
subalgebras isomorphic to the universal enveloping algebra U(g), and to the group algebra
C[G]60, respectively. Thus it contains all the information about G that these algebras
contain. Convolution in the algebraic perspective arrives as multiplication in the algebra;
to coincide with the multiplication of these relevant subalgebras.
After these introductory remarks we now move to the definition, or one possible one,
of distributions. On a Lie group G, the algebra of distributions with compact support
0o(G) 6' is defined to be the continuous 62 dual of the space of smooth functions, that is63
)o(G) = T: Ca(G) -+ C I T is continuous}.
In other words, we think of distributions on G as maps sending smooth functions on G to
the complex numbers. Typically, we denote a distribution T being applied to a function
f by
(T, f or j f(g)dT(g).
5 9These two examples were taken from the introductory chapter of [5].
60 Here, C[G] is the algebra formally generated by 59 with g E G, and 69, * 92 = g91g2-
61There is a more general definition of distributions on manifolds. For details about this, see for example
section 6.3 in [5]. Starting with this more general definition, one can define the notion of "compact
support", and prove that the distributions of compact support are isomorphic to the continuous dual of
COO(G). However, we are only interested in distributions with compact support, so we skip the more
general definition. In the following, distribution will always mean distribution with compact support.
62Here, continuous means continuous with respect to the topology given by a family of seminorms.
However, the topology will play no role in our discussion.
63see p. 39 in [11] for further reference.
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Example 6.5 Let dp, be a fixed (Haar-) measure on the Lie group G, and let Ap: G -- C
be a smooth function on G with compact support. Then
(, f) = jf(9)(g)dl(9)
is a distribution on G.
Example 6.6 Let g be a fixed element in G. Then f - f(g) is a distribution on G. This
is the Dirac distribution at g. It is denoted by 6,.
Example 6.7 Let D be a directional derivative in the neighborhood of the identity 1 E G.
Then f -+ Df(g)J9 =l is a distribution on G.
Example 6.8 The Lie algebra g of a Lie group G can be identified with the tangent space
of G at the identity, and thus with the space directional derivatives in a neighborhood of
the identity. In other words, by the previous example we can think of elements in the Lie
algebra as elements in the distribution algebra on G. In particular, for X E B
(Ox, f) = -(f(exp tX)) t=o. (13)
Example 6.9 Generalizing the previous example, we would like to associate distributions
to general elements in the universal enveloping algebra of the Lie algebra g. One way to
do this is via a detour to right actions. The above equation (13) associating distributions
to elements in the Lie algebra is a special case of the right action of the Lie algebra on
the space of smooth functions. Indeed, elements X in the Lie algebra g act on functions
f E C (G) by
d(r(X)f)(g) = -(f(g · exp tX))It=o.
Restricting this equation to evaluation at g = 1 recovers the above equation (13). Now,
by universality, this right action of g extends to a right action of elements of the universal
enveloping algebra U(g) on the space of smooth functions. Restricting this action to
evaluation at g = 1, we have come full circle, and find that
(x, f) = (r(X)f)(1)
associates distributions to elements X E U(g).
The space of distributions on a Lie group G is an algebra with respect to convolution. The
definition of convolution of distributions can be derived via duality from the convolution of
41
42 6 EXCURSION: (, K)-PAIRS, DISTRIBUTION AND HECKE ALGEBRAS
functions, or as a push-forward of the group multiplication m: G x G - G6 4. Concretely,
the convolution of two distributions S and T is defined by
(S* T, f) = IG f(gh)dS(g)dT(h).
xG
Example 6.10 Let d/i be a fixed (Haar-) measure, and let ) and I be two distributions
associated to two smooth, compactly supported, complex-valued functions o and i/, as in
example 6.5. Then
(4) * aJ, f) = j fi(gh) (g)O(h)dp(g)dp(h)
xG
= | ~f(g')fs()k(gg')dpu(gdp(g)
= xG
= 1 f(') [j (9)(99')dt(9)] da(g')= f (g)(w * )(g')du(g').
This establishes an algebra homomorphism from the algebra of compactly supported
smooth functions with convolution to the subalgebra generated by all distributions of
the form W(g)dp(g). In fact, this subalgebra is isomorphic to the space CYOm(G) of such
functions.
Example 6.11 For the Dirac distributions 6 considered in example 6.6, it turns out that
691 * 692 = 691gg92-
Moreover, the subalgebra generated by all these Dirac distributions is isomorphic to C[G].
Example 6.12 For distributions associated to elements X in the universal enveloping
algebra U(g) as in example 6.9, convolution yields65
ax1 * aO2 = 6X1.X2
where X1 · X2 is the multiplication in the universal enveloping algebra U(9). This estab-
lishes an algebra homomorphism from U(g) to the subalgebra generated by all distribu-
tions associated to elements in the U(g). Not surprisingly, this subalgebra of 0o(G) is
isomorphic to U(p).
As these examples show, the distribution algebra indeed contains subalgebras isomorphic
to the space of Crm(G) with convolution, the universal enveloping algebra U(g), and the
group algebra C[G] as indicated in the beginning of this section.
64see p. 41 and theorem B.20 in [11] for more details of this derivation.
65see p.42 of [11] for details
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6.3 Some Properties of Distributions
In this subsection we assemble some of the properties of distributions that will be relevant
to the subsequent discussion.
First, we introduce the notion of the support of a distribution. For any distribution
T E D0(G) the support of T is the set66
supp(T) = {g E G I open U C G with g E U and TIu - 0}.
As indicated in the definition of )o(G), in this work we only discuss distributions with
compact support.
Example 6.13 The Dirac distribution 6g f - f(g) for g E G, as considered in example
6.6, has support at (g).
Example 6.14 The distributions x associated to an element X in the universal en-
veloping algebra U(g), as introduced in example 6.9, have support at the identity. In fact,
every distribution with support at the identity is of the form Ax for some X E U(g)6 7.
From the definition of the support of a distribution it follows that for any two distributions
S, T E So(G)
supp(S * T) c (supp(S)) (supp(T))
where multiplication on the right hand side is group multiplication, and the bar denotes
closure.68 This inclusion implies that the algebra of distributions of compact support is
well-defined.
Next, we find distributions on a Lie group G can not only be applied to complex-valued
functions on G, but to functions with values in any finite dimensional complex vector
space. In detail, let T E So(G) a distribution as defined above, and let V be such a finite
dimensional complex vector space. Then T induces a map
T: p : G - V I is smooth - V
6 6Equivalently, the support can be defined as the complement of the set
G\supp(T) = g e G 3 open U C G with g E U and Tju 0).
This definition is indirect, but often more convenient to work with.
67For more details see statement B.33 in [11] (with X = {1}, Y = G, and p = 1)
6 8To prove this, show that the reverse inclusion holds for the complements.
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by
(T, o) = j s(g)dT(g).
In other words, we can think of a distribution as an assignment of weights to the elements
of the group. Any smooth function on G with values in the complex vector space V can
be integrated against these weights. 69
As an application of the previous paragraph we observe that distributions supported in
a compact Lie group K act on any finite dimensional smooth representation of K: Let
(V, a) be such a representation of K, and T a distribution supported in K. Then T acts
on v E V by sending the V-valued function g ao(g)v to a value in V. That is,
a(T)v = (T, g - a(g)v) = j r(g)vdT(g). (14)
To conclude this section, we exhibit the left and right action by the group G and by
the universal enveloping algebra U() 70 on the distribution algebra So(G). Let g E G,
X E U(g), and T E 0o(G), then
l(g)T = 6 * T and r(g)T = T * 6d-, (1.5)
and
l(X)T = x * T and r(X)T = T * ,x 71 (16)
are well-defined actions on distributions in So(G).
It is worth remarking, that these left and right actions arise from the regular left and
right actions on the space of smooth functions via duality. In detail, the right and left
action of group elements g E G on functions f E C°°(G) are given by
(l(g)f)(h) = f(g-1h) and (r(g)f)(h) = f(hg).
69 0n the side: In the special case where (P, 1) = fG dP(g) = 1, the distribution P is sometimes called
probability distribution. The support of such probability distributions is often defined as the smallest
closed set such that the probability outside this set is zero. This is consistent with our more general
definition. Also, if P1 and P2 are two probability distributions, then
(P1 * P2, 1) = dP (g)dP2(g' ) 1.
So probability distributions are closed under convolution - however, they do not form a subalgebra, as
they are not closed under addition or scalar multiplication.
70Where g is the complexified Lie algebra g = Lie(G) of G.
71Here, T refers to the unique antiautomorphism of U(g) characterized by ZT = -Z and (XY)T =
yTXT for all Z E g, and all X, Y E U(g). This automorphism is often called transpose. See statement
3.7 in [7] for a proof of existence and uniqueness of this map.
6.4 Hecke Algebras
These induce representations on the distribution algebra )o(G), which after some rewrit-
ing and manipulation can be seen to be the above defined left and right actions. In other
words,
(l(g)T, f) = (T, l(g-l)f) and (r(g)T, f) = (T,r(g-')f). (17)
Similarly, left and right actions by elements X in the real Lie algebra go = Lie(G) on
functions f E Cc°(G) are given by
(l(X)f)(g) = d(f([exp tX] - 9g))lt=o = d(f(exp -tX g))lt=odt dt
and (r(X)f)(g) = d(f(g -exp tX))lt=o
These extend to left and right actions by elements in the universal enveloping algebra
U(g), and the thus induced actions on the distribution algebra are precisely those defined
above.
6.4 Hecke Algebras
When one is looking for an object with certain properties, it occasionally works out to
build some of these properties into the definition. The same is true here. Our object of
study - Hecke algebras - are subalgebras of the distribution algebra on elements of which
a compact subgroup acts in a certain way. This particular way of the group acting on the
Hecke algebra implies certain nice properties which will simplify our computations.
This "certain" way in which the compact subgroup K acts is called "K-finite". The
following two paragraphs introduce this notation.
Let K be a compact, possibly disconnected Lie group, and (V, a) a representation of
K. The vector space V might be infinite dimensional, and we do not require a to be
continuous.72 For every vector v E V, we can consider the subspace (a(K)v) generated
by the action of K on v. If this space is finite dimensional, then it has a natural topology,
namely the one of Cdim(V), and we may ask whether a is smooth on this subspace. If
(a(K)v) is finite dimensional and al1(o(K)v) is smooth, we call v a K-finite vector in V.
The space of all K-finite vectors is denoted by VK. If all vectors in V are K-finite, then
V is called locally K-finite. 73
Example 6.15 Every continuous finite dimensional representation is locally K-finite.
72This is called to consider the representation in the algebraic sense.
73 see p.45 in [11]
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Example 6.16 Let K = 02 be the group of real orthogonal matrices. Let V be the
vector space formally spanned by elements of the form {eia, eibiEN. Further let a be the
following homomorphism
a(k)(eia) eia if det(k)= and (k)(eib) eib if det(k)= 1
eib if det(k)= -1 eia if det(k) -1
Then dim(V) = oo, but dim((o(K)v)) < oo74 This is a locally K-finite representation.7 5
Example 6.17 As seen in the previous section, an element k of a compact Lie subgroup
K C G acts from the left and the right on distributions T E Do(G) by
l(k)T = k * T and r(k)T = T * k-i
We denote the corresponding subspaces of K-finite distributions by f)0(G)K,1 and T9o(G)K,,
respectively.
As a special case of the previous example, let )K(G) denote distributions on a Lie group
G with support in a compact subgroup K C G76. Then K acts on it from the left
and the right as above. However, for this special case, the distinction between left- and
right-K-finiteness does not matter:
Proposition 6.18 For the right and left action of a compact Lie group K C G on
distributions on G with support in K 77,
K(GKK(G)K,1 =
We are now ready to define Hecke algebras. Let G be a Lie algebra, g its complexified
Lie algebra, K a compact subgroup of G. Then the Hecke algebra ZR(g, K) is the algebra
of K-finite distributions on G with support in K.78' 79
74 Namely, dim((o(K)v)) E {0, 1, 2} for all v E V.
7 5This V consists just of infinitely many copies of the determinant representation of 02 together with
infinitely many copies of the trivial representation of 02. More complicated examples are, of course,
possible.
76Note from the definition of distributions and support that a distribution on G with support in K is
not the same thing as a distribution on K.
7 7statement 1.83 in [11]
7 8Note that by the previous proposition 6.18, elements in 1(g, K) are K-finite with respect to left and
right action of K.
79Note that this defines the Hecke algebra for any directly derived pair. Hecke algebras can also be
defined for pairs not directly derived from any Lie group G. While we are not concerned with such pairs
in this work, we will in the periphery of some of our arguments encounter Hecke algebras on such pairs.
We will comment on those where they appear.
6.4 Hecke Algebras
Proposition 6.19 The space R(p, K) of K-finite distributions on G is a subalgebra of
So(G).
Proof: Since K-finiteness and having the support in K are preserved under addition of
and scalar multiplication with distributions, we only need to show that TR(g, K) is closed
under convolution.
First, if S and T are two distributions on G, and S is K-finite, then so is S * T, because
dim(or(K)S * T) = dim (k * (S*T)kEK)
= dim ((6k * S) * T jk E K)
< dim(k *Slk E K)
< oo.
The last (strict) inequality holds by assumption.
Also, we noted in the previous section that for any two distributions S, T E Do(G)
supp(S * T) C (supp(S)) (supp(T))
where multiplication on the right hand side is group multiplication. Since K is a compact,
so in particular closed subgroup of G, this shows that having support in K is preserved
under convolution.
This completes the proof. O
Example 6.20 For a complex Lie algebra 9, and K = {1}, 1Z(g, {1}) - U(g). In fact,
R(g, (1)) is the algebra of K-finite distributions supported at the identity. We noted in
example 6.14 that these can be identified with the universal enveloping algebra of g.80
Example 6.21 For G = K, 1Z(t, K) is the algebra of K-finite distributions on K. This
special case is denoted by 1Z(K). This Hecke algebra has a nice structure in terms of
representations of K, as we shall see in proposition 6.24.
As algebras, the usual notions of left and right modules apply to Hecke algebras 1z(g, K).
It is a known fact that representations of a Lie algebra g on complex vector spaces stand
in one-to-one correspondence with unital left U(g)-moduless 8 . Our interest in these Hecke
algebras arrives mainly from the fact, that they carry an analogous property in a more
general setting.
8 0This example is one of the reasons why the Hecke algebra can be considered a generalization of the
universal enveloping algebra. Theorem 6.22 is another one.
8 lsee, for example, statement 3.6 in [7].
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Theorem 6.22 For any complex Lie algebra g and compact Lie group K forming a
(g, K)-pair, locally K-finite representations of (g, K) stand in one-to-one correspondence
with approximately unital left RZ(g, K)-modules.82
We will discuss the notion of "approximately unital" in the next section.
To conclude this section, we mention the concept of a "K-type". Having established the
notion of locally K-finite representations, we can consider the set of equivalence classes
of such representations. This set is denoted by K. An element in k is called a K-type y.
If a representation (V, o) is in the equivalence class y, then we say (V, a), or V, is of type
-y. We write Ey to indicate a representation of K-type y.
Observe that the cardinality of the set K is at most countable infinite. This is true
because for any dimension n there are at most countable infinitely many non-isomorphic
irreducible representations on n-dimensional vector spaces, and there are a countable
infinite number of dimensions under consideration.
Example 6.23 We know that every finite dimensional representation (V, o) of a (com-
pact) Lie group K is completely reducible. We can now express this fact in the notation
of K-types. Indeed,
V ( Hom(E, V) Ey.
The isomorphism from the right to the left is 0 v - cp(v). By Schur's lemma, the space
Hom(E 7 , V) is non-zero if and only if V contains K-invariant subspaces of K-type y. If
it is non-zero, its dimension measures the multiplicity with which E7 occurs in V. On
the other hand, every irreducible K-invariant subspace of V is finite dimensional, hence
K-finite, and therefore of type y for some y E K. Thus it is not unreasonable that the
above described map is indeed the claimed isomorphism.
6.5 Some Properties of Hecke Algebras
As Hecke algebras RZ(g, K) will be our main object of study for sections to come, we here
discuss some of their relevant structural properties, the notion of "approximate identity",
as well as the action of K and of U(g) on RZ(g, K).
First, for the special case of RZ(K) = 7R(t, K) we have a very explicit description of this
Hecke algebra's structure.
8 2see p.75 in [11] for the statement for pairs directly derived from a Lie group G, and Theorem 1.117
on p. 90 for details of the proof in the more general setting.
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6.5 Some Properties of Hecke Algebras
Proposition 6.24 Let K be a compact Lie group, K the set of all equivalence classes of
irreducible finite dimensional locally K-finite representations, and (E,, y) a representative
of type y. Then83
(K) End(Ey)
This proposition has the following two implications.
Corollary 6.25 The dimension of R(K) is at most countable infinite.84
Proof: We observed in the previous section that the cardinality of K is at most countable
infinite. Since every E,, and hence every summand End(E,) is finite dimensional, the
claim follows. [
Corollary 6.26 If the compact Lie group K is infinite, the Hecke algebra 1Z(K) does
not have a multiplicative identity.
Proof: If an identity existed, it would have to act by 1 on all Ea. It therefore would have
to be an infinite sum of elements in the End(Ev), in contradiction to the definition of a
direct sum. O
Similar statements are true for the more general Hecke algebras R(g, K), as we will see
below.
Before moving on, notice that the latter corollary is a problem in treating the Hecke
algebra as a generalization of the unital universal enveloping algebra. The next few para-
graphs show that this can be repaired by using the notion of an "approximate identity"
instead of "identity".
Let R be a ring, and S a directed set85. A collection {% E R Is E S} of elements in R is
called an approximate identity if it satisfies the following conditions
83The map T from left to right is given by
(T(T))(vy) = (T)(v) = fK (k)vydT(k) V v E E7.
For details in establishing T as isomorphism, see section 1.2 in [11].
8 4Because of this, one can establish an analogous to Schur's lemma, which implies that elements in
R7(K)K act by scalars on irreducible 7R(K)-modules. We will need this in the generalized construction
later on.
85A directed set S is a set with a partial ordering < for which Vx, y E S 3z E S such that x < z A y < z.
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i) If s < s' for two elements s, s' E S, then s, = cs, c = . Here multiplication is the
ring multiplication in R.
ii) If r E R, then there is an s E S such that (Sr = r = r.
We say that a ring R has an approximate identity if there exist a non-empty directed set
S and a collection of elements in R satisfying the above conditions. A left R-module M is
called approximately unital if for any m E M there exists an s E S such that sm = m.86
Example 6.27 Every ring with an identity has an approximate identity. To see this,
choose S to be the one-element set with the trivial partial ordering, and let cs = 1.
Example 6.28 The Hecke algebra RZ(K) has an approximate identity: Let S be the set
of finite subsets of K with inclusion as partial ordering, and 1y the identity element in
End(E.). Then
{s= Z sCK IsI <oc)
-yEs
is an approximate identity.
Somewhat sloppy formulated, this means that since the elements T in 1Z(K) are only
finite sums of elements in End(E,), it suffices for the "identity" to be a collection of finite
sums.
Now moving on, we can specify the structure of the more general Hecke algebras 7R(g, K).
Proposition 6.29 Let G be a Lie group, g its complexified Lie algebra, U(() the universal
enveloping algebra of a, K a compact subgroup of G, and RZ(g, K) the corresponding Hecke
algebra of K-finite distributions on G with support in K. Then8 7
ZR(g, K) RZ(K) U(t) U(g).
8 6see section 1.3 in [11] for further discussion on approximate identities
8 7The proof consists of four and a half steps, proving
1 that (T, X) -* T * Ax is a bilinear map from T(K) x U(J) to RZ(g, K),
12 this map induces a C-linear map 1(K) ®c U() - 71Z(g, K),
2 it descends to a map R(K) ®u(C) U(g) - 7Z(g, K),
3 the map 1Z(K) ®u() U(g) -- 7Z(g, K) is injective, and
4 it is onto R(g, K).
F'or more technical details see section 1.4 in [11].
__
6.5 Some Properties of Hecke Algebras
As a side remark, this proposition provides means for defining Hecke algebras for pairs
(g, K) which are not directly derived from a Lie group G - one can read the proposition's
equation as definition.88
Back to our main discussion, the proposition has the same two implications for 1(g, K)
as the previous proposition 6.24 had for R(K).
Corollary 6.30 The dimension of R(g, K) is at most countable infinite.89
Proof: We argued previously that the dimension of R(K) is at most countable infinite.
We also know that the same is true for the universal enveloping algebra U(g) because by
the Poincare-Birkhoff-Witt theorem we know an explicit countable basis of U(g). The
claim follows. [
Corollary 6.31 If the compact Lie group K is infinite, then the Hecke algebra R(g, K)
does not have a multiplicative identity.
Proof: This follows directly from the previously proven fact, that 7(K) does not have a
multiplicative identity. [1
However, the Hecke algebra R(g, K) has an approximate identity. Analogous to the
approximate identity of 1(K), let S be the set of finite subsets of K with inclusion as
partial ordering, 1 be the identity in End(Ey), and lu(g) be the identity of the universal
enveloping algebra. Then
{s= 1Y® lu(g) Is c K, Isl < o}
is an approximate identity.
Analogous to the above decomposition we can of course also consider 1(q, K) - U(g) ®u()
1(K). In fact, we will at various times have to work with both decompositions. In
particular, we will need explicit expressions for the left and right action of the compact
subgroup K C G on both decompositions of 1Z(g, K). We round off this section by
establishing those actions in the next few paragraphs.
88Note that in the following we will use that R(K) ®U(t) U(g) - U(g) ®u(e) 1(KK). In the case, where
the Hecke algebra is defined with respect to a directly derived pair, this isomorphism is clear. However,
if one uses the above proposition to define more general Hecke algebras, then this isomorphism requires
proof.
8 9 Again, this is relevant, because it allows one to establish an analogous to Schur's lemma, which
implies that elements in R(g, K)O,K act by scalars. We will need this in the generalized construction
later on.
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For each of the decompositions, we can easily define one of the left and right action by
K. The trouble is defining the respective other action. So the question is how to switch
back and forth between these two decompositions. In other words, we would like to have
an explicit isomomorphism9 0
U(g) ®u(t) R(K)~ R (, K) -Z(K) ®u(t) U(g)
that identifies the same element in RZ(g, K) with its different representations in the two
decomposition. In particular, this means that X X T and I(X X T) act in the same way
on any 1Z(g, K)-module.
By theorem 6.22, we know that approximately unital left 7Z(g, K) modules correspond to
locally K-finite representations of (, K)-pairs: Let (V ir, , ) be a locally K-finite repre-
sentation of (, K). Then X 0 T acts on v E V by91
(X ® T).v = (X)(T)v = r(X)o(k)vdT(k)
= X o(k)ir(Ad(k'-)X)vdT(k).
This latter equation describes the action of an element of RZ(K) ®u(t) U(g) on v E V. This
means we know how an element ko E K acts on it by left action on the 7Z(K)-component.
Rewriting this left action using equation (17), which said (I(ko)T, f) = (T, (kol)f) 9 2 , we
obtain
(l(ko)(X 0 T)).v =J o(kok)7r(Ad(k)X)vdT(k).
We can use condition (iii) in the definition of locally K-finite representations of (, K)-
pairs once more to rewrite this expression in terms of the decomposition U(g) ®u(t) R(K).
(l(ko)(X ® T)) .v = f (kk)r(Ad(k-')X)vdT(k)
9 0We will not actually make this homomorphism explicit. However, it will help us conceptually to
compute the desired actions.
9 1The first equality holds by definition of a in (14). The second equality follows from a variation of
condition (iii) in the definition of locally K-finite representations of (, K)-pairs.
92So in particular, for the function oar(k) = a(k)v, we have
(l(ko)T, .) = (T, (ko)) =K v(kok)dT(k)
_
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K= o'(k')7(Ad(k'-1 ko)X)vdT(ko k')
oi')(Ad(k)' ) Ad(ko)X)vdT(ko k')
K
r ~(Ad(k)X)(k') (k/k')
ko *T
(Ad(ko)X 0 5ko * T) .v.
This argument has to hold for all v E V, and in fact for all locally K-finite representations
(V, ir, a) of (, K)-pairs. Therefore,
l(ko)(X ® T) = Ad(ko)X ® 6 k0 * T.
An analogous computation can be done for the other cases. We summarize for X E U(g),
k E K, and T E 1(K)
r(k)(X ® T) = X® T * k-1 r(k)(T ® X) = T* k-- Ad(k-1 )X (18)
l(k)(X T) = Ad(k)X Sk * T (k)(T X) = k * T X.
For completeness we also list the actions by elements in the universal enveloping algebra
which we will need in our subsequent arguments. Let X, Y E U(g), and T E R(K), then9 3
l(Y)(X T) = YX T r(Y)(T X) = T XYT. (19)
7 The Generalized Harish-Chandra Homomorphism
Having assembled all the pieces, we can finally proceed to constructing a generalized
Harish-Chandra homomorphism. In first approximation, the construction itself and many
of the proofs are very similar to those in section 2. This is no coincidence as the algebras
we consider are chosen precisely so that arguments similar to the classical case are possible.
In "second order", however, the arguments in this section are different: they are more
subtle and require more care.
93 Recall that T is the unique anti-homomorphism, i.e. (XY)T = YTXT for all X, Y E U(9), on the
universal enveloping algebra for which ZT = Z for all Z E 9 C U(9). For more details, see for example,
statement 3.7 in [7].
7 THE GENERALIZED HARISH-CHANDRA HOMOMORPHISM
We will use the following notations:
G a real reductive Lie group
K a maximal compact subgroup of G94
go, to the Lie algebras of G, and K, respectively
g, t the complexified Lie algebras of G, and K, respectively
0 Cartan involution such that to is the +1-eigenspace in g0
under 095
g= u- [D I u a O-stable triangular decomposition of g96
L a subgroup of G which preserves the triangular decom-
position under the adjoint action Ad, and such that [ is
the complexified Lie algebra of L
U(g), U(u-), U(), U(u) the universal enveloping algebras of these Lie algebras
1Z(K), 7R(L n K), 1Z(g, K), ...various Hecke algebras
9 4Notice the change in notation. Up to this point, K denoted a general compact subgroup of G. From
now on, it stands for a maximal compact subgroup.
9 5Technically speaking, a Cartan involution comes "with the package" of a reductive group. In other
words, it is part of the definition of a reductive group. For details, see for example chapter VII.2 in [7].
Practically, we need the triangular decomposition of the Lie algebra to be stable under the Cartan
involution 0. This ensures that the triangular decomposition of g induces a triangular decomposition of
t. We will not need 0 beyond this.
96For a 0-stable triangular decomposition of g = u- ( [ E u, we find
= (u n ) D ( n ) (u n t)
is a triangular decomposition of t, because by definition of 0, t = g0 . Note that this is a necessary
requirement. For example, for g = s12 (C) and t = su2,
= 0 0( * 0 0
U-is a triangular decomposition. However,
is a triangular decomposition. However,
u- n = I nt = un = o
So this triangular decomposition of g does not restrict to a triangular decomposition of f. In this example,
0 is conjugation transpose, and it does not preserve the triangular decomposition of g.
It remains to argue that such a O-stable decomposition always exist. According to proposition 2.1, we can
find an H E t such that the spaces spanned by the eigenspaces associated to negative, positive and zero
eigenvalues under the adjoint action of H form a triangular decomposition. Forming the corresponding
spaces under the adjoint action of H on g, we obtain a 0-stable triangular decomposition of g.
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7.1 Some Remarks on the Generalized Construction
We use the property that G is reductive only to ensure that its complexified Lie algebra
g has a triangular decomposition. We do not use the fact that G is a real group. All of
our arguments holds for complex groups as well. However, real groups are generally more
complicated to analyze. It is therefore a feature of this discussion that it also holds for
real groups.
7.1 Some Remarks on the Generalized Construction
In the next few paragraphs we will discuss some of the aspects that led to the general-
ized construction as we will present it in the following sections. Those eager to see the
construction, can safely skip ahead.
The overall goal of the generalized construction is to relate irreducible locally finite rep-
resentations of a pair to those of a certain "sub-pair"97. Because of the close relation
between locally finite representations of pairs and modules of the Hecke-algebra associ-
ated to the pair, given by theorem 6.22, the idea is to find an algebra homomorphism
between subalgebras of the Hecke algebras associated to the pair and a "sub-pair". This
generalizes the classical construction, where the Harish-Chandra homomorphism between
subalgebras of the universal enveloping algebras associated to the Lie algebras under
consideration, allowed us to link irreducible representations of these Lie algebras.
Ideally, we would like to establish such a relationship between the representations of the
pairs (, K) and (, L n K), where the notation is as set up above. In other words, we
would like to find an algebra homomorphism
ZR(g, K)K -, R([, L n K)LnK
which is compatible with the module action of 1Z(g, K) and RZ([, L n K). However, at
least so far, we have not been able to establish such a map. One crucial step in the
classical construction, as well as in the generalized construction below is the triangular
decomposition which gives a more or less explicit basis for the algebra under consideration.
So far, we could not find such a triangular decomposition for 7Z(g, K). 98
97The notation here is admittedly a bit vague. It will become more precise in the next paragraph. The
term "sub-pair" refers to a pair which consists of a subalgebra of of the Lie algebra of the original pair,
and an appropriate subgroup of the original group.
98The closest we could find is
IZ(g, K) % (K) ®u(t) U(g) r IZ(K) u() U(D) c U(u-) ®c U(u).
It is unfortunately not clear from this decomposition how to project from 1Z(g, K)K to 7R(, L n K)LnK,
or alternatively, how to consider 7Z([, L n K) as a subalgebra of R(g, K).
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The way in which the triangular decomposition for ZR(g, K) fails, suggests to consider the
pairs (g, L n K) and (, LfnK) instead. If L n K meets every connected component of K99,
then there is an injective map from the ko00 to L K. l° l'0 ' So using this adaptation would
still allow us to study representations of (g, K)-pairs. With this approach we would try
to construct a map
1Z(g, L n K)LnK - 1([, L n K)LnK
which is compatible with the actions of both modules. In this case, one can find such
a map.'02 Unfortunately, this map does not yield much information helpful in relating
representations - in some sense, R(g, L n K)LnK is "too large", or RZ([, L n K)LnK is "too
small".
One way one might try to salvage this, is to pass some subalgebra of 1Z(g, LnK)LnK which
is "smaller" than IZ(g, L n K)LnK. A natural choice seems to be to consider invariants
under the Lie algebra action. Unfortunately, this does not work either, because in most
cases, R(g, L) 'LnK = 1Z(1, L n K)('Ln K = 0.103
The case for which we do find a working construction, is another subalgebra of zR(q, LnK),
called the step algebra. This is generally non-zero, and it is small and large enough so
that the generalized Harish-Chandra homomorphism is meaningful for studying represen-
tations.l04
9 9This phrase "meets every connected component" is frequent in the representation theory of possibly
disconnected groups. The reason is the following. The action of a disconnected compact group has two
aspects to it - the local one, given by the restriction of the action to its identity component, or its Lie
algebra, and a global one, reflected by the action of the component group (and how the component
group "twists" with the identity component. If one wants to study such representation both aspects need
to be considered. By requiring a subgroup to meet every connected component, one ensures that the
information regarding the component group is included.
10 0Recall that K denotes the set of equivalence classes of irreducible finite dimensional representations.
10lFor finite dimensional representations, this map sends (E.,'y) to (Eun, '[LnK).
'
02See next section 7.2 for details of this construction.
'
03 This holds because the support of a distribution on G which commutes with the action of the Lie
algebra must be invariant under the conjugation by elements in the identity component Lo of L. The
support for a distribution in T(g, L n K)ILnK must therefore be a union of conjugacy classes of Lo.
On the other hand, it must also be contained in L n K; and by L n K-finiteness, it must be a union of
connected components of L n K. In most cases, there are no components of L n K which are unions of
Lo conjugacy classes.
104 This is not to say that this is the only algebra for which this construction works. There may be other
algebras for which the construction may be interesting, and in fact it is quite likely that there are.

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The story of this construction consists of two threads that at the end intertwine and merge
to a happy end. One of these threads is establishing an algebra homomorphism
IZ(g, L n K)LnK -R, ([, L n K)LnK
starting with a decomposition for Hecke algebras analogous to the triangular decompo-
sition of universal enveloping algebras. The other thread is defining step algebras as
subalgebras of the Hecke algebras. We find the generalized Harish-Chandra homomor-
phism by applying the algebra homomorphism to a subalgebra of invariants in the step
algebra.
We begin by finding the algebra homomorphism gZ(g, L n K)LnK - ([, L n K)LnK.
We do so by following the classical construction step by step. To begin with, there is
"triangular" decomposition for the Hecke algebra R(t, L n K).
Proposition 7.1 With the notation set up as above (on page 54),
R( 0, L n K) ~ U(u-) 0 c R(, L n K) ®c U(u). (20)
Proof: We saw in proposition 6.29, that in general R(g, K) - R(K) ®u(m)U(g). We know
from section 2, that the triangular decomposition of g lifts to the level of the universal
enveloping algebra. Thus
R(g, L n K) - R1(L n K) ®U(tt) U(g)
- Z(L n K) ®U(n) U([) ®c U(u-) ®c U(u)
U(u-) ®c (R(L n K) ®u(e) U()) ®c U(u).
The last equivalence requires proof. In [11] the authors prove the equivalence by develop-
ing the theory of pairs and associated Hecke algebras for general pairs, that is for those that
are not directly derived from a Lie group G. They can then apply this theory to the pair
(q-, LnK), where q- = u-I[. They find R(LnK)®u(lr)U(q-) - U(q-)®u(rn)7(LnK))
which implies the required equivalence.0 5 Alternatively, one can show that the earlier
established isomorphism of R(L n K) ®U(nt) U(g) - U(g ) ®u(nt) (L n K) as algebras
restricts to an isomorphism of R(L n K) oc U(u-) U(u-) ®c R(L n K).
In any case, we once more apply proposition 6.29 to the expression in the last line, and
conclude
R(,, L n K) U(u-) ec R(, L n K) ®c U(u).
'
05 see section 1.5 and 1.6 in [11] for details.
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This completes the proof.10 6 0
Next, we find an additive decomposition of the Hecke algebra.
Corollary 7.2 In the above setting, we formally write'0 7
RZ(q-,LnK) = U(u-)®c ([,L n K)
Z(q, LnK) = ZR(,LnK) U(u).
Then the Hecke algebra ZR(g, L n K) has the following additive decomposition analogous
to the classical decomposition of U(g) in corollary 2.3
R(g, L n K)
z(, L n K) ®D u- (U(u-) ®c ( 1, L n K)) · u-1?(g, L n K)u e (R(I, L n K) ®c U(u))u
- ([,L n K) u-RZ(q-, Ln K) El u-R(I, L n K)u D R(q, Ln K)u
where multiplication is convolution inside the distribution algebra.
The adjoint action of [, we considered in the classical case, is replaced by a conjugation
action by the group. Since L n K is a subgroup of K, L n K, it acts on distributions
supported on K from the left and the right'08 This allows us to define a conjugation action
of elements in L n K on distributions T by
conj(k)(T) = (k)r(k)(T) k e L rn K.
As the next two examples show, this conjugation action of the group on distributions
is consistent with the conjugation and adjoint action of the group on itself and its Lie
algebra, respectively.
:0 6 Note that there is an underlying action of U([ n t) on U(u-) and U(u), which is not reflected in the
notation.
l0 7 0ne can consider these equations as definitions for algebras we denote by RZ(q-, Lf K) and 1(q, L n
K). Since we previously denoted q- = u- ® , and q = [ ) u, these definitions are consistent with the
main structural equality of Hecke algebras from proposition 6.29. Alternatively, one can work through the
definition of general Hecke algebras, for example in section 1.5 and 1.6 of [11], and find these equations
to be true.
10 Recall from (15) and (17), that
(l(k)T, f) = (T, l(k'-l)f) or equivalently l(k)T = 6k * T
(r(k)T, f) = (T, r(k-)f) or equivalently r(k)T = T * k-.
_ __
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Example 7.3 Let k be an element in L n K, and let T be a Dirac distribution, that is
T = k, for some k' E L n K. Then by (15), and by example 6.11
conj(k)(6k,) = (k)r(k)(6k,) = 6k * k, * k- = kkk-.
Example 7.4 Let k be an element in L n K, and let T be a distribution of the form 0 x
for some X E U(g). Then according to (15)
conj(k)(0x) = (k)r(k)(Ox) = k ·Ox * k-i = aAd(k)X. (21)
The second equality can be shown to hold, by first reasoning for elements in the real Lie
algebra go, and then extending the result to general elements X E U(g).
The differential of the conjugation action is given by
ad(X)T = (dconj)(X)T = (X)T + r(X)T.
This is the adjoint action of a Lie algebra on distributions. It is compatible with the
adjoint action of the universal enveloping algebra on itself:
Example 7.5 First, let Y be an element in the Lie algebra I[n a, and let T be a dis-
tribution of the form Ax for some X in the universal enveloping algebra U(g). Then by
differentiating both sides of above equation (21) we obtain
ad(Y)(Ox) = Oad(Y)X.
By universality, we can extend this action to the universal enveloping algebra.
As the adjoint action of in the classical case, the conjugation action of L n K leaves each
of the summands in corollary 7.2 invariant.
Proposition 7.6 With the notation outlined on page 54, and
1(q-, L n K) = U(u-) ®c ([, L n K)
R(q,LnK) = Z(,L n K)®c U(u),
the conjugation action of L n K on distributions leaves each of the direct summands in
the decomposition in above corollary invariant. In other words, for all k E L n K
i) conj(k).Z([, L n K) C 7Z([, L n K)
ii) conj(k).(u-)7Z(q-, L n K) C (u-)(q-, L n K)
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iii) conj(k).(u-)R(g, L n K)(u) C (u-)R(g, L n K)(u)
iv) conj(k).JZ(q, L n K)(u) c R7(q, L n K)(u).
Proof: These claims can be proven by explicit computation, using the formulas (15) for
right and left action of L n K on distributions, and the expressions (18) for action on
products X 0 T E R(q, L n K).
Exemplarily, we prove iii). It suffices to prove the claim for expressions of the form
y 0 T ® ax = Oy * T * ax, for Y E u-, X E u, and T E T4(g, L n K). We compute0 9
conj(k) (y ® T Ax) = (k)r(k) (y* T x)
= 1(k) [r(k)(o * T) 0 aAd(k-)X]
= l(k)(oy * (T * 6k-1)) 0 Ad(k-)X
= 
0Ad(k)Y 0 6k * T * 6k-' 0 Ad(k-1)X-
Since elements in 7Z(q, L n K) are (L n K)-finite by definition, k * T * 6k- E R(g, L n K).
Also, by assumption on L, see page 54, the adjoint action Ad of L respects the triangular
decomposition of g. So in particular, u- and u are preserved under the adjoint action of
any subgroup of L. Therefore,
conj(k) (y 0 T Ox) e (u-)R(g, L n K)(u).
This establishes the claim. O
Corollary 7.7 The above direct sum is preserved under passing to invariants under the
conjugation action of K, that is
ZR(, L n K)oni(LnK) R(l,([ L n K)conj (LnK) · (u-(q-, L n K))o j( L K)
(D (u-R(g, L n K)u) nj(L>K) (Z(q, L n K))conjK)
Again, parallel to the classical case, two of the summands turn out to be zero.
Proposition 7.8 In the notation of this section,
(u-Z(q-, L n K))COnj(LnK) = 0 and (R(q, L n K)u)coni(LnK) = 0.
Proof: The proof of this proposition is a bit trickier than it was in the classical case in
proposition 2.10, but the idea is the same.
109 Note that the order in which we apply the actions to which part of this expression does not matter.
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Recall that according to proposition 2.1, there exists an element H E such that [ is
the zero-eigenspace, and u is the space spanned by eigenspaces associated to positive
eigenvalues under the adjoint action of H on [. One might try to lift this element to the
group level, and use the image of H by this lift to argue similarly to the classical case
in proposition 2.10. However, this does not work for a variety of reasons.11 ° So instead,
we need to "translate" the invariance under conjugation by L n K into a statement of
Lie algebra action. In particular, we will consider the action of one element in the Lie
algebra.
This particular element in the Lie algebra [ n , that will "do the job", is H = H + 0(H).
It is in [1ll, as well as in t1 1 2 , so hence in [ n t.
Now let T be any distribution in 1Z(g, L n K)LnK. By differentiation, T is also invariant
under the action of the real Lie algebra [0 n o. Because the Hecke algebra RZ(g, L n K)
is complex, the distribution T commutes with the complexified Lie algebra [ n t.1 1 3 In
particular, T commutes with H, so
1Z(g,LnK)LnK C Z(, LnK)ad(nK ) C (Z(, L K)ad(H) = {T E RZ(g, LnK) I ad(H)T = 0}.
Finally, we prove the second equation. Let Xj,, be in the eigenspace corresponding to the
eigenvalue Aij under the action of ad(H) on . Then every element in
1Z(q, L n K)u = (Z(, L n K) @c U(u)) u
can be written as sum of elements of the form
T 1 9Ai:·· ... 19Z\ ... x"
-X~\1 "'in
1 OFor example, the exponential map as a natural choice for the lift has the real algebra as domain. But
H is an element in the complex Lie algebra g, and there is no analogous statement like proposition 2.1 for
real Lie algebras. In fact, elements of the real Lie algebras of any compact group act as skew-Hermitian
operators in any representation, so in particular by ad. They therefore have purely imaginary eigenvalues,
and element H with properties as implied by proposition 2.1 for complex Lie algebras can not exist for
real Lie algebras of compact groups.
"
1 Since the triangular decomposition of g is by assumption 0-stable, O(H) will act like H on by zero,
with positive eigenvalues on u, and with negative eigenvalues on u-. Consequently, H acts in the same
manner as H and OH. In other words, I consists of all elements in g on which ad(H) acts by zero. Since
[H, H] = 0, the element H is in .
1 12This is implied by H being 9-stable, and t being the +1-eigenspace in g under 0.
l13 More specifically, given an action of the real Lie algebra go on R(g, L n K), we can define an action
of igo on this Hecke algebra. Combining the two action, we get an action by g = go · igo on 7(g9, L n K).
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with at least one i. > 0, and T E Z(L n K). We compute 14wit atlest ne j 0,andTI
= E
I=i1 ...in}
ad(H) (TI 0 
1xi
I={i... in}
ad(H)(Ti) +
n
E .TI 1 il ... ad(H)(O e )
j=1 "'Li X1
'1
=- Z Z> " TI
I={il...in} j=l xi x nXil X''in
Since all the Aij are positive, this last sum can only be zero, if all summands T ®
xai' ... 0a are zero.
analogous.
This proves the second equality. The first equation is proven
LO
Corollary 7.9 The direct sum of invariants under the conjugation action of K simplifies
to
R(q, L n K)conj(LnK) R([, L K)co(LnK) (u-Z([, L K)U)conjLK)
As in the classical case, this equation implies that the projection onto the first summand
is a vector space homomorphism. We claim it is an algebra homomorphism.
Proposition 7.10 In the notation of this section, the projection map
P: R(g, L n K)coni(LnK) -- Z([, L n K)cOn(LnK)
is an algebra homomorphism.
114 Recall that for any associative algebra A, on which an commutator [ , I is defined by [al, a2] =
ala2 - a2al for a,a2 E A, and for any ai, x E A
n
[ala2...an, x] = E al...ai-l [ai, x]ai...an.
i=1
This is a purely algebraic statement, proven by induction on n, and holds for the operator [al, a2} =
ala2 + a2al as well. Thus it applies to the adjoint action of elements in the Lie algebra on distributions,
too.
a ,txi
771,
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Proof: The proof is similar to the one in proposition 2.12 in the classical case, since the
argument is purely algebraic. [
Having established this algebra homomorphism, we pick up the second "thread" of this
story, and define the subalgebras for which the generalized Harish-Chandra construction
will carry through.
For the pair (g, L n K) directly derived from G, and a O-stable triangular decomposition
g = u- [ ® u, the so-called step algebra"l5 is defined by
S(9, L n K) = {T E ZR(, L n K) I ax * T E R(g, L n K)(u n t) for all X E (u n t)} (23)
Example 7.11 For [ as in the triangular decomposition of , the step algebra associated
to the pair (, L n K), is
S([, Ln K)
= {TE Z(,L n K) x * T E ([, L K)(u n ([ n t)) for allX E u n ([ n t)= {O))
= R([,Ln K).
Proposition 7.12 For the pair (, L n K), and the associated step algebra S(g, L n K)
a) S(g, L n K) is an algebra with respect to convolution.
b) R(L n K) C S(9, L n K).
Proof:
a) We only need to check that S(g, L n K) is closed under convolution. So let T1, T2 E
S(g, L n K), and X E u n . Then
X * (T1 * T2) = (x * T) * T2
= ( T * ax) * T2 for some T E R(g, L n K), X' (u n t)
= ZT '*( T'*O x,) for some T E R(, L n K), X"' E (u n t)
E (, T' * TI, * ax'!i i
"l5Step-algebras were introduced for Lie algebras by J. Mickelsson in [15]. Another - but hard to find
- reference is [18]. The idea in this context is to consider a construction that is similar to requiring
invariants under the adjoint action of [ in the classical case without being too restrictive and making the
resulting algebra too small.
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So in particular, T1 * T2 E S(g, L n K). In other words, S(g, L n K) is a subalgebra
of Z(g, L n K).
b) This point is true, because 1Z(L n K) normalizes (u n t).116
Thus the statement is completely proven. O
Merging the two threads, we argue that the projection map from proposition 7.10 descends
to an algebra homomorphism on the step algebras.
Proposition 7.13 The projection map
P: 7Z(g, L n K)LnK --, Z([, L n K)LnK
as discussed in proposition 7.10, descends to an algebra homomorphism
(24)
Proof: We saw in example 7.1.1 that S([, LnK) = Z([, LnK), and hence S([, LnK)LnK =
1Z([, L n K)LnK. Therefore, the image of S(q, L n K)LnK under the projection map P is
contained in S([, L n K)LnK. In other words, is a well-defined map. O
This algebra homomorphism J is a generalized Harish-Chandra homomorphism.
Note that in particular, this not a trivial map. We saw that 1(LnK) = efljg End(E v).
Therefore
/ \ LnK
(DflK End(E,) = 1Z(L n K)LnK c S(, L n K)LnK # {0).
So the domain of above map is almost always non-zero.
Note that it was necessary to pass to L n K-invariants in order to establish C as an algebra
homomorphism.
116More generally, one can show by a somewhat explicit computatuion, that if W is an Ad(L n K)-
invariant subspace of U(g), then
WR(L n K) Z R(L n K)W.
So this is in particular true for W = u n t.
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7.3 Relating Hecke Algebra Modules
We now move on to establishing the generalized Harish-Chandra homomorphism as a link
between (irreducible) Hecke algebra modules. For this, we first prove the link provided by
the generalized Harish-Chandra homomorphism, and then discuss what information this
link yields in the context of representation theory. We discuss here the basic, that is the
zero-degree Lie algebra cohomology case. In the next section, we present the extension
to general finite cohomology degrees.
Let (V, a) be a locally L n K-finite R(g, L n K)-module. Then
VU" = {v E V I-r(X)v = 0 for all X E u n t}
is a locally L n K-finite S(g, L n K)-module, so in particular it is a S(O, L n K)LnK-
module." 7 Also,
V" = {v E V 7r(X)v = O for all X E u} C V n
is a locally L n K-finite RZ([, L n K)-, and hence a S([, L n K)LnK-module.
The following theorem links the actions by S(g, L n K)LnK and S([, L n K)LnK via the
generalized Harish-Chandra homomorphism.
Theorem 7.14 Using the notation set up on page 54, let (V, a) be any L K-finite
1Z(g, L n K)-module, and let VU and Vun t be as defined in the previous paragraph. Then
for all T E S(g, L n K)LnK, and for all v E V"
Equivalently, we can denote the inclusion map Vu c- Vun~ by res, and write
(T) res(v) = res ((Y o )(T)v) .
Proof: We prove the first version of the theorem's statement. Since Vu c Vun , we have
somewhat trivially YlIVu = alvunt Iv. So to prove above equation, it suffices to show that
for all v E VU, and T E S(g, L n K)LnK
0 = ((T) - 3((T)) v = a (T - $(T)) v.
1l7Considering the classical case, and the definition of the step algebra S(g, L n K)LnK, the subspace
Vu n t seems the appropriate subrepresentation to consider here.
lIvun(T)v = (lvu o ) (T)v.
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We defined a to be the projection of ZR(V, L n K)LnK to RZ([, L n K)LnK, according to the
decomposition
R(g, L n K)conj(LnK) (, L n K)cni(LnK) (uI(, L n K)u)coni(LnK)
Therefore, T- (T) E u-R(g, Ln K)u. By definition of V u, this means that for all v E Vu
(T - (T)).v = 0.
This finishes the proof. [1
The theorem establishes a relation between S(g, L n K) nK- and S(, L n K)LnK-modules.
What we are interested in, however, is to relate RZ(g, L n K)- and 1Z([, L n K)-modules, or
even better between 7R(g, K)- and R([, L n K)-modules. So naturally, the question arises
to what extent the link between modules of the step algebras lifts to a link of modules of
the Hecke algebras. In other words, to what extent is V as a R(g, L nK)-module - or as an
R(q, K)-module - determined by the S(g, L n K)LnK-module V"nP, and likewise, to what
extent is Vu as a 1Z([, L n K)-module determined by V'" as a S([, L n K)LnK-module.llS
For the algebras on the right hand side of the Harish-Chandra homomorphism, the ques-
tion can be answered completely.
Proposition 7.15 Let W be an irreducible Z([, L n K)-module, and let containing
the irreducible representation E 0o of L n K. Then HomLnK(Eo, W) is an irreducible
1Z(, L n K)LnK = S([, L fn K)LnK-module, and as such it determines W as 1Z(1, L n K)-
module up to equivalence.
For the left hand side, there are some cases for which we know how to answer the question.
118Recall that a module (V, a) of the Hecke algebra R(g, K) is the same as a representation (V, r, u) of
the pair (g, K). In answering this question, it is sometimes convenient, to "decompose" the information
describing such a (locally K-finite) representation in one of the following two ways.
For one, we can start by considering (V, u) as a locally K-finite representation of K, and look how
the Lie algebra g acts via r on irreducible K-invariant subspaces of V. For example, if (V, ir, u) is an
infinite dimensional irreducible locally K-finite representation of (, K), then as a representation of K,
V has infinitely many irreducible K-invariant subspaces E-. By irreducibility, we conclude that for any
non-zero Ey, 7r(g)Er spans the whole space V.
Alternatively, we can consider (V, 7r, a) as a representation (V, 7r) of , or equivalently as U(g)-module.
If V contains irreducible U(g)-subspaces, we ask how K acts on these subspaces via ar, how it "moves
them around". For example, this perspective is convenient, when V is determined by given information
as a U(g)-module, and we are interested in determining it as a R(g, K)-module.
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Example 7.16 If L n K is a finite group, then the S(g, L n K)LnK-module V"C, deter-
mines V as a L n K-finite 1Z(g, L n K)-module up to equivalence.'19
Example 7.17 If K is finite, and L n K meets every connected component of K, then
Vun' as a S(g, L n K)LnK-module determines V as a K-finite RZ(g, K)-module. 2 0
Example 7.18 If K is a connected group, (and L n K meets every connected component
of K,)' 2 l then Vunt as a S(g, LnK)LnK-module determines V as K-finite 7R(g, K)-module
up to equivalence.122
In general, we think the following statement is true.
Conjecture 7.19 (D. Vogan) Assume that L n K meets every connected component of
K, and let V be an irreducible locally K-finite Z(9, K)-module 123
a) Then Vunt is a non-trivial irreducible S(g, L n K)-module, and this module deter-
mines V as an RZ(g, K)-module up to equivalence.
b) Moreover, let (E,, yo) be an irreducible representation of L n K which appears in
Vu. 124 Then
HomLnK(Evyo, V )
is a non-trivial irreducible S(g, L n K)LnK-module, and as such it determines V as
an Z(g, K)-module up to equivalence.l25
119By construction of L, and the triangular decomposition of g being stable under the Cartan involution
0, the Lie group L n K can only be finite if K is finite. The Lie algebra associated to a finite group is
the zero-space. So t = {0} = u n t. Therefore, S(g, L n K) = ZR(9, L n K), and Vunt = V. So it boils
down to showing that the L n K-invariants of the Hecke algebra determines the action of the entire Hecke
algebra. The argument to see this, is somewhat subtle.
120 0f course, if K is finite, and L n K meets every connected component of K, then K = L n K, and
the argument is as in the previous example.
12'This criterion is trivially satisfied in this setting.
122 The proof of this consists of two steps. One, let X E U(g)Ad(K) and let c be an approximate identity
in R7(LnK)LnK, then all elements of the form ax *s are in S(g, LnK)LnK. Two, the action of U(g)Ad(K)
on Vunt determines V as a representation of (, K). The first step can be shown by explicit computation.
The second step follows from an argument similar to the one given by Lepowsky and McCollum for
Lemma 5.3 in [14].
'
23 So in particular, V is an irreducible R(g, L n K)-module.
124 In other words, Vun contains an irreducible L n K-invariant subspace isomorphic to E 0. An equiv-
alent way to formulate this condition is: the representation Ey of K which has highest weight yo appears
in V.
1 25 Using this notation, we can set
Vun = HomLnK(E 0,V Vu rn)70
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8 The Generalized Casselman-Osborne Theorem
We now extend the result from the previous section for zero-degree Lie algebra cohomol-
ogy to higher cohomology-degrees. We use the notation as set up on page 54, and denote
by (V, a) an IZ(g, L n K)-module. In the classical discussion of the Harish-Chandra ho-
momorphism for Lie algebras, the motivation to consider higher cohomology degrees was
that the zero-degree cohomology could be zero for infinite dimensional representations.
The same motivation is underlying the generalized discussion. While we claimed in above
conjecture 7.19, that Vln is non-trivial as a S(g, L n K)LnK-module, if V is a locally
K-finite module, this is not necessarily true for infinite dimensional spaces V, if V is only
an ZR(g, L n K)-module. Moreover, Vu can be zero in either case.'2 6
In the proof of the main theorem, we will need the following statements, which can be
proven analogous to the corresponding classical cases.
Lemma 8.1 Recall from section 3.2 that one way to define Lie algebra cohomology was
via an injective resolution. Let
0 - V --+ IO -+ I1 - 2-+ ·
be a resolution of injective RZ(g, L n K)-modules. The step algebra S(0 , L n K) acts on
the u n t-invariants of these injective modules. In other words, S(g, L n K) acts on
0 -- Vur Io ICun I I ..
This action descends to an action on cohomology Hk(unt, V). So in particular, Hk(u n t, V)
is a S(0, L n K)LnK-module.
Lemma 8.2 The step algebra S([, L n K) = JZ([, L n K) acts on the Lie algebra coho-
mology Hk(u, V) by simultaneously acting on u with Ad127 , and on V as subalgebra of
Vo = HomLnK(E,,,VU).
These spaces are S(B, L n K)LnK - and R(l, L n K)LnK = S(, L n K)LnK-modules, respectively. In this
context, theorem 7.14 states, that for all T E S(g, L n K)LnK, and for all v E Vy, we have
T.res(v) = res({(T).v).
126 0ne way to think about this, is the following. If V is a locally K-finite module, then for any v E V,
the action of u n t C preserves the finite-dimensional subspace (K.v). Thus, the argument we made
in the finite dimensional classical case holds. This implies ((K.v))unt is non-trivial, and hence neither is
Vunt. However, when we consider spaces which are only L n K-finite, then the action of the Lie algebra
t might not preserve the L n K-subspaces. Then one can run into problems as in example 4.1.
127That is, the group Ln K acts on u by adjoint action Ad. This induces an action of the Hecke-algebra
R(E, L n K) on u. As elsewhere in this work, we denote this action by Ad.
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ZR(g, LnK). By restriction of the action to LnK-invariants, Hk(u, V) is a S([, LnK)Ln K -
modules.
Proposition 8.3 Given a short exact sequence of 7Z(g, L n K)-modules, the above de-
scribed actions of the step algebras S(g, L n K) and S([, L n K) commute with the re-
spective maps of the induced long exact sequence in cohomology. Hence, so do the actions
of S(g, L n K)LnK and S([, L n K)LnK, respectively.
Now everything is ready to go:
Theorem 8.4 Generalized Casselman-Osborne Theorem
Let (V, a) be an ZR(9, L n K) - module. Then S(g, L n K)LnK acts on Hk(u n , V),
and S(t, L n K)LnK act on Hk(u, V). Denote these actions by a' and a", respectively.
Further, let : S(V, L n K)LnK - S(, L n K)LnK be the generalized Harish-Chandra
homomorphism as constructed in section 7, and res : Hk(u, V) Hk(u n , V) be the
map induced on cohomology by the inclusion of u n t into u. Then
oa'(T) res(w) = res (("d' o )(T)(w))
for all T E S(9, L n K)LnK, and w E Hk(u, V).
Proof: We prove this theorem analogous to the classical case, by induction on the coho-
mology degree k, using a technique known as "dimension shifting".
For k = 0 we established earlier in example 3.4 that H°(u n , V) = VUnt, and likewise
H°(u, V) = Vu. In this case, the claim reduces to
d'(T) res(w) = res ((a" o )(T)(w))
for all T E S(g, L n K)LnK, and w E VU. This is the claim of the previously proven
theorem 7.14.
Now assume that the statement is true for degree k - 1 for all (approximately unital left)
1Z(g, LnK)-modules. We want to consider a short exact sequence of g(q, LnK)-modules.
Such a sequence gives rise to a long exact sequence with a connecting homomorphism
linking cohomologies of different degrees. This will facilitate the induction step.
A convenient short exact sequence for these purposes is
0- V - Homc(1R(, L n K), V) - Q -- O 
with so: v - fv such that f(T) = (T)(v) for all T E R(g, L n K), and !i being the
projection map on the quotient Q = Homc(R(9, L n K), V)/im(Wp). Trivially, since all of
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these spaces are RZ(g, L n K) sr 1Z(L n K) ®U(rt) U(g)-modules, they are also U(g). So in
particular we can consider these spaces as U(u)- and U(u n t)-modules, respectively.
We argued before that such a short exact sequence gives rise to a long exact sequence.
Here, we obtain two long exact sequences which are linked by the restriction map res.
-Hkl(u, Homc(1Z(, L n K),V)) ~. Hk-l(u,Q) ~ Hk(u,V ) 3> Hk(u,Homc((g, L n K),V) ) .
res res res res
·- H (u n , Homc(7Z(g, Ln K),V)) Hk-l(un ,Q) 4- Hk(un T,V) 4- Hk(un t, Homc(R(g, Ln K),V))--*
The maps ¢ and 4 are induced by the maps in the short exact sequence, p is the con-
necting homomorphism discussed in section 3.1. Also, all the squares in this diagram are
commutative. 128
We claim that Hk(u, Homc(R(g, L n K), V)) = 0 for all k > 0. To prove this, we show
that Homc(RZ(g, L n K), V)) is injective - as an U(u)-module.129
Homc(R(g, L n K), V)) A Homc(U(u-) c 1Z(, L n K) ®c U(u), V)
A Homc(U(u), Homc(U(u-) ®c R([T, L n K), V))
Homc(U(u), W)
for W = Homc(U(u-) ®c Z([, L n K), V). By our earlier argument in example 3.4 we
saw that for any vector space W, the space Homc(U(u), W) is an injective U(u)-module.
Since thus the right hand side of above equation is an injective U(u)-module, so must the
left hand side be. In particular,
Hk(u, Homc(Z(g, L n K), V)) = 0 Vk > 0.
Similarly, Hk(u fn , Homc(R(g, L n K), V)) = 0 for all k > 0.130
128 This is a fact from algebraic topology. It follows from the functoriality of cohomology. Alternatively,
one can prove this by direct computation.
129We use the fact, that in general Homs(A ®R B, C) Homs(A, HomR(B, C)).
130In more detail, we need to show that Homc(1Z(g, L n K), V) is an injective U(u n t)-module. Recall
that t is the +1-eigenspace of the Cartan involution 0 in g. The - 1-eigenspace is commonly denoted by
p. So g = t # p as vector space. Since the triangular decomposition of g is -stable, u = u n t D u n p as
vector spaces. Analogous to the argument in proposition 2.2, this decomposition lifts to a decomposition
of U(u) = U(t) E® P as vector spaces, where P is the vector space spanned by monomials formed by basis
elements in p. We can then continue above series of equation by rewriting
Homc(U(u), W) ~ Homc(U(u nf ) ®c P, W) Homc(U(u n t), Homc(P, W)).
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Therefore the double long exact sequence above breaks up for k > 0 into commutative
squares
H k- (u, Q) Hk(u, V)
fres ]res
H- (unt , Q) P- Hk(unt , V)
where the horizontal maps, i.e. the connecting homomorphism p, are surjective.
We are now ready to argue the inductive step. Given w E Hk(u, V) there must exist an
E Hk-l (u, Q) such that 5(F) = w. By commutativity of the diagram, p commutes with
the restriction map, in particular
p(res(O)) = res(/p(W)) = res(w).
By induction hypothesis, the claim is true for all E Hk-l(u, Q), that is for all T E
S(S, L n K)LnK
a'(T) res() = res ((a" o )(T)(w)).
By propositions above, the actions of S(9, L n K)LnK and S([, L n K)LnK commute with
the maps of the respective long exact sequences. Therefore applying f to both sides of
the previous equation, yields on the left side
/(o'(T) res()) = a'(T)(p(res(o))
= a'(T)(res(w))
and on the right side
p (res ((o" o )(T)(0))) = res(pi((ar" o )(T)(~)))
= res ((a" o)(T)(p(O)))
= res ((a" o )(T)(w))
By equality of left and right side we obtain
a'(T)(res(w)) = res ((a" o )(T)(w))
which is what we wanted to show.
This finishes the induction step, and thus the proof. [
By proving the generalized Casselman-Osborne theorem, we have completed the process
of constructing a generalized Harish-Chandra homomorphism for Hecke algebras, and
establishing it as a link between Hecke algebra modules.
Now by the same argument as before, Homc(U(u n ), Homc(P, W)) is an injective U(u n t)-module, and
hence so is Homc(R(9, L n K), V)).
9 FINAL REMARKS
9 Final Remarks
In this work, we presented the classical Harish-Chandra homomorphism for Lie algebras,
its relevance for representations theory, and a generalization of it for reductive Lie groups,
by using Hecke algebras associated to the Lie group.
However, this area of representation and Lie theory is far from perfectly understood.
Specifically, in the context of this work, several questions deserve further investigation.
For one, it would be interesting to formally prove conjecture 7.19 that indeed Vun as
S(g, L n K)LnK-module determines V as R(q, L n K)-module, and to see whether the
statement generalizes to higher cohomology degrees of un t. Next, there is more structure
to the step algebras than we could discuss here. It would be worthwhile to consider the
implication for the module theory of Hecke algebras implied by these structures. For ex-
ample, we would like to describe not only how components HomLnK(Ey, V) determine V,
but also how the action of the Hecke algebra "moves" between these components for dif-
ferent ys. Finally, the construction we presented was only a "second-best", since we could
not find an appropriate algebra homomorphism from TZ(g, L n K)K to R(t, L n K)LnK,
and the question whether such an algebra homomorphism exists remains open.
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