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I. INTRODUCTION
The solution of electromagnetic wave scattering problems, from inhomogeneous bodies of arbitrary shape, is of fundamental importance in numerous fields such as geoscience exploration [1] and medical imaging [2] . For such problems, it is common to require the repeated solution of the electromagnetic wave scattering problem for a variety of source locations and types. This is of particular importance in the reconstruction of unknown material parameters in inverse problems and as such is a critical step in the optimization process [3] . Typically, the relevant integral equation (IE) is discretized using the MoM and results in a series of dense linear equations. The computational burden associated with the repeated solution of the full-wave scattering problem at each source location is severe, especially for large scatterers. Different strategies are used to accelerate the solutions of these linear systems. Considerable progress has been made in incorporating sparsification or acceleration techniques [4] and preconditioners into iterative methods which permit expedited solutions of the scattering problem. The CG-FFT solution in particular is often applied in situations where the unknowns are arranged on a regular grid.
An alternative approach is to develop approximate solutions to expedite the solution of EM scattering problems. Several approximations of the integral equation formulation are discussed in literature, including the Born approximations [5] and the family of Krylov subspace model order reduction techniques [6] . Although the Born approximation has been shown to efficiently simulate the EM response of dielectric bodies, these techniques are restricted to problems of relatively low frequencies and low contrast [5] .
Krylov subspace approaches such as the Arnoldi algorithm [7] - [11] can produce very accurate low-order models since the essential features of the original system are captured at an early stage of the iteration. A set of vectors that span the Krylov subspace are used to construct the reduced order matrix model. By imposing an orthogonality relation among the vectors, linear independence can be maintained 1 and so high-order approximations can be constructed.
In this work, we modify the Arnoldi MOR procedure, introduced in [7] , to efficiently perform scattering computations over a wide range of source locations for objects of varying inhomogeneity. We consider a two-dimensional dielectric object characterized by permittivity 
where O(r 0 ) is the object function at point r 0 given by
The background wave number is given by k b while k(r 0 ) is the wave number at a point in the scatterer. H (2) 0 is the zero order Hankel function of the second kind. Using m pulse basis functions and Dirac-Delta testing functions [13] , (1) is discretized by employing the MoM, 2 which results in the following matrix equation
where b is the incident field vector at the center of each basis domain, I is an m 2 m identity matrix and G is an m 2 m matrix containing coupling information between the basis functions. A is an m 2 m 1 Note that due to finite precision computation loss of orthogonality between the computed vectors can occur in practical applications [6] , [8] , [12] . 
We note that for large scatterers (3) cannot be solved by direct matrix inversion.
II. THE ARNOLDI ITERATION
The Arnoldi algorithm is an orthogonal projection method that iteratively builds an orthonormal basis for the Krylov subspace Kq [8] K q (G; u 1 ) = spanfu 1 ; Gu 1 ; 1 11; G q01 u 1 g (5) for G generated by the vector u1. This algorithm generates a Hessenberg reduction H q = U H q GU q (6) where Hq is an upper Hessenberg matrix [8] . Note that the subscript q is used to denote a q 2 q matrix, where q m, the order of the MoM matrix. The columns of Uq = [u1; u2; 111 ; uq] (7) are derived iteratively using the Arnoldi process in Table I [8] . u n are termed the Arnoldi vectors and they define an orthonormal basis for the Krylov subspace Kq(G; u1). The Arnoldi procedure can be essentially viewed as a modified Gram-Schmidt process for building an orthogonal basis for the Krylov space K q (G; u 1 ). The unit vectors u n are mutually orthogonal and have the property that the columns of the generated U q matrix span the Krylov subspace K q . Critically, the Arnoldi iteration can be stopped part-way, leaving a partial reduction to Hessenberg form that is exploited to provide a reduced order model (ROM) for (3) .
It should be noted that the choice of start vector u 1 is critical in the early extraction of eigenvalue information of G. As such, one should attempt to construct a start vector that is dominant in the eigenvector directions of interest. In theory, wn (line 9 Table I ) will vanish if u1 is a linear combination of q eigenvectors of G. In the absence of superior information we choose the initial incident field as the start vector u1. Indeed it has been shown experientially that a random vector is a reasonable choice [8] , [14] . In the context of a source sweep analysis, our choice of start vector has no bearing on the accuracy of the approximation at other source locations. We do not discuss practical error controls in this communication but instead direct the reader to [6] , [8] , [14] , where the topic is presented in detail. Suffice to say, that these techniques are applicable in what follows.
III. METHODOLOGY
In a source sweep analysis, the computation of the scattered fields from an inhomogeneous body requires independently solving To find the optimal approximate solution, xq is constrained to ensure that x q minimizes the residual r q . Specifically, the residual vector is constrained to be orthogonal to the q linearly independent vectors uq. This is known as the orthogonal residual property, or a Galerkin condition r q ? K q or U H q r q = 0:
The residual rq is minimized when the residual vector is orthogonal to the space K q . This requires substituting (10) into (11) r q = b 0 (I + GA)U q a q (13) and performing a Galerkin test, to give U H q r q = U H q (b 0 (I + GA)U q a q ) (14) = 
The key advantage is that once the Krylov matrix U q has been generated and stored the matrix Iq+HqÃq can be rapidly created and stored, along with its inverse permitting the solution for multiple right hand side vectors, even in the case of large scatterers as typically q m.
It should be noted that the step from (15) to (16) 
Thus, (16) becomes a valid approximation with the property that, as q ! m, a better approximation is procured.
IV. RESULTS
In this section, the monostatic radar cross section (RCS) is calculated from various geometries for a variety of source locations with a fixed contrast profile. The numerical performance of the reduced order model, generated using the Arnoldi algorithm, is compared against a MOM solution using an FFT-accelerated solver.
A. Case Study I
We initially consider a homogeneous cylinder embedded in free space. It is centered at the origin with radius r = 0:6 and discretized using m = 370 cells. The structure is illuminated by a transverse magnetic (TM z ) wave emanating from a line source located at (10 cos, 10 sin) where varies in the range 0: 2 at increments of 8 . The assumed frequency is f = 300 MHz and the cylinder contrast is fixed at = 1:5 ( r = 2:5). technique presented in this communication, for q = 30, representing a 92% reduction in system size. The MGSR technique achieves an RCS average error (AE) of 0.12 dB over the entire source range, while yielding a RCS maximum error (ME) of 0.72 dB.
B. Case Study II
We now consider an inhomogeneous layered scatterer with square cross section centered at the origin, with side length l = 3 embedded The MGSR technique achieves an impressive reduction in system size while yielding an acceptable AE over the entire source range. This is highlighted in Fig. 2 It is evident from Table II , that the MGSR algorithm can significantly decrease the computational expense associated with the direct solution for each source location in a source sweep analysis. The main computational cost of this approach is incurred in generating the Krylov matrix U q and the initial contrast profile matrixÃ q . Note that these computations can also be accelerated using the FFT and, once generated, the Uq andÃq matrices can be reused in subsequent simulations involving independent source locations. From Table II , it is clear that considerable savings in CPU time can be achieved in a source sweep analysis by utilizing the MGSR method. For a 85% reduction in system size (q = 455) using the MGSR method, the associated AE and ME's are 0.26 and 1.46 dB respectively over the entire source range. While errors of ME = 2:73 dB and AE = 0:38 dB are observed for a 90% reduction. It is also shown in Table II , that for 45 source locations (ns = 45) the ROM obtained using the MGSR technique is 21.3 times faster in producing a solution for the RCS, than the CGNE-FFT method applied to the MoM matrix system. Note that the CGNE method was used to compute the unknown field in (21) rather than direct inversion, in order to generate a conservative comparison.
V. CONCLUSION
We have presented a new method for accelerating source sweep analysis based on an extension of the Arnoldi MOR approach. Notably, we have shown that the Arnoldi algorithm can produce accurate low-order approximations for a relatively low computational cost. Using case studies, we demonstrated that the Arnoldi technique can produce a significant reduction in the system size while still resulting in an accurate approximation over a wide source range. In addition we have demonstrated the computational saving achieved by using MOR techniques in the solution of scattering problems, when compared to techniques which are based on solving the MoM system using FFT-accelerated iterative solvers.
