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de esṕın en un montaje de
Stern-Gerlach
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haberme permitido usar su clúster, sin él no habŕıa podido obtener los resultados numéricos
de este trabajo.
Finalmente, me gustaŕıa agradecer a la Universidad Nacional de Colombia y al Departamento
de F́ısica, no sólo por haber financiado parcialmente esta maestŕıa, sino por haberme dado




En este trabajo se propone un procedimiento de estimación por inversión lineal para el es-
tado de esṕın de un haz de part́ıculas neutrales de esṕın 1/2. El procedimiento está basado
en una versión modificada del experimento de Stern-Gerlach, en la cual las part́ıculas del
haz interactúan con un campo magnético cuadrupolar. Se demuestra que la medición de la
distribución de intensidad del haz, después de su interacción con el campo magnético, en
cuatro regiones distintas del plano de detección, y la adecuada elección de su estado inicial
espacial, permiten estimar todos los parámetros que definen el estado inicial de esṕın de sus
part́ıculas. Adicionalmente, se presenta una caracterización del procedimiento de estimación
desde un punto de vista estad́ıstico, la cual permite no sólo asociar un error a los paráme-
tros estimados, sino también definir una medida que permite comparar procedimientos de
estimación correspondientes a distintos montajes del experimento.
Palabras clave: Experimento de Stern-Gerlach, estados de esṕın, estimación por inversión
lineal, matriz de información.
Abstract
In this work, a linear inversion estimation procedure for the spin state of a beam of neutral
spin-1/2 particles is proposed. The procedure is based on a modified version of the Stern-
Gerlach experiment, in which the beam of particles interacts with a quadrupolar magnetic
field. It is shown that by measuring the intensity distribution of the beam, after the inter-
action with the magnetic field, in four different regions, and by suitably choosing its initial
spatial state, all of the parameters that define the initial spin state of the particles of the
beam can be estimated. A characterization of the estimation procedure from a statistical
point of view is also presented. This allows not only to associate an error to the estima-
ted parameters, but also to define a measure for comparing the performance of estimation
procedures corresponding to different Stern-Gerlach setups.
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1.2. Estimación de estados cuánticos por inversión lineal . . . . . . . . . . . . . . 13
1.3. Experimento de Stern-Gerlach en el contexto de la teoŕıa de estimación de
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Introducción
El experimento de Stern-Gerlach (Gerlach y Stern, 1922) ha sido uno de los experimentos
más importantes de la historia de la f́ısica moderna. Además de haber demostrado la cuanti-
zación del momento angular y de haber sugerido la existencia del esṕın, ha sido ampliamente
utilizado tanto para polarizar haces de part́ıculas neutrales como para medir proyecciones
de esṕın (Sherwood, Stephenson, y Bernstein, 1954; Hamelin, Xiromeritis, y Liaud, 1975;
Barkan y cols., 1968; Jones y Williams, 1980). El montaje de este experimento consiste en
un haz de part́ıculas neutrales con momento magnético dipolar definido, que interactúa con
un campo magnético inhomogéneo externo. La interacción entre el campo y las part́ıculas
genera una deflexión del haz, la cual es posteriormente medida sobre una pantalla. Para un
haz de part́ıculas de esṕın 1/2, la detección en la pantalla revela un haz separado en dos
partes.
Desde su realización, y debido a su importancia, el experimento ha sido sujeto de numerosas
descripciones teóricas. Las primeras de estas descripciones fueron hechas desde un punto
de vista clásico, considerando a las part́ıculas como pequeños imanes que se orientan a
favor o en contra de un campo magnético cuyo gradiente tiene una sola dirección, y que
son posteriormente desviados por el mismo (Einstein y Ehrenfest, 1922). Después de la
introducción del concepto de esṕın del electrón (Uhlenbeck y Goudsmit, 1926), el experimento
se modeló desde un punto de vista semi-clásico, en el cual el campo magnético ejerce una
fuerza de deflexión sobre el haz, derivada de la interacción entre el campo, también con un
gradiente en una sola dirección, y el momento magnético de las part́ıculas (Schmidt-Böcking
y cols., 2016). Este momento magnético teńıa origen en un momento angular intŕınseco que
pod́ıa tomar solo dos valores. Es importante notar que el campo magnético utilizado en los
anteriores modelos no corresponde a un campo real, pues, para cumplir la ley de Gauss,
en necesario que un campo magnético tenga un gradiente en al menos dos direcciones. Sin
embargo, el efecto de un campo con un solo gradiente puede ser obtenido, aproximadamente,
utilizando un campo magnético con una componente de referencia intensa y constante en
una dirección determinada.
Los primeros modelos mecánico-cuánticos del experimento, propuestos varios años después
de su formulación, también consideraban campos magnéticos análogos a los utilizados en los
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modelos clásicos y semi-clásicos (Bohm, 1989; Scully, Shea, y McCullen, 1978). Aśı, se pod́ıa
considerar que el experimento realiza una medición ideal (proyectiva) del esṕın (Von Neu-
mann, 2018), en el sentido de que la proyección de esṕın de las part́ıculas en dirección del
campo de referencia puede asociarse uńıvocamente a su desviación. Este aspecto del ex-
perimento se mantiene en modelos cuánticos que incluyen una segunda dirección para el
gradiente del campo (Scully, Lamb, y Barut, 1987). Lo anterior es debido a que en estos
modelos se consideran tiempos de interacción muy cortos entre las part́ıculas y el campo,
lo cual permite ignorar los efectos de la segunda componente del gradiente. Sin embargo,
modelos semi-clásicos (Cruz-Barrios y Gómez-Camacho, 2000) y cuánticos (Potel, Barranco,
Cruz-Barrios, y Gómez-Camacho, 2005; Hsu, Berrondo, y Van Huele, 2011) más completos
han mostrado que la inclusión de la segunda componente del gradiente del campo magnético
tiene una gran influencia en los resultados del experimento; la inhomogeneidad del cam-
po en una segunda dirección genera desviaciones del haz que no dependen solamente de la
proyección de esṕın de las part́ıculas. Esto hace que el experimento de Stern-Gerlach no
pueda considerarse como un aparato de medición ideal. No obstante, la presencia del campo
magnético de referencia aún permite la correcta estimación de la proyección de esṕın en esa
dirección.
A pesar de que el experimento de Stern-Gerlach fue ideado para medir proyecciones de
esṕın, es interesante preguntarse si puede proveer más información sobre el estado de esṕın
de las part́ıculas del haz. Utilizando las ideas de estimación de estados cuánticos propuestas
por Fano (Fano, 1957; Vogel y Risken, 1989), Weigert (Weigert, 1992) mostró que este era
realmente el caso; un número finito de mediciones es suficiente para reconstruir el estado
inicial de esṕın del haz. En el caso de part́ıculas de esṕın 1/2, mediciones con montajes
cuyos campos magnéticos de referencia tengan direcciones que difieran solamente por una
rotación infinitesimal, y una medición en la cual el campo de referencia sea ortogonal a los
anteriores dos, permite la reconstrucción del estado.
Por otra parte, considerando una modificación distinta del montaje original, De Muynck
mostró que el experimento puede utilizarse para estimar dos de las tres componentes del
vector de Bloch que define el estado inicial de esṕın del haz (De Muynck, 2006). La mo-
dificación consiste en utilizar un campo magnético sin una componente de referencia. En
su lugar, el modelo utiliza un campo magnético cuadrupolar, transversal a la dirección de
propagación del haz. Este resultado sugiere que la presencia del campo magnético de referen-
cia realmente limita la información que se puede obtener con el experimento. Existen otros
modelos que también hacen uso de campos cuadrupolares. Garraway y Stenholm (Garraway
y Stenholm, 1999), por ejemplo, demostraron que este tipo de campos permiten realizar una
medición proyectiva del esṕın de part́ıculas cargadas. Para lograr la completa separación del
haz, este modelo también requeŕıa la adecuada elección del estado espacial inicial del haz.
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Nótese que en los modelos anteriores solamente se puede obtener información sobre compo-
nentes de esṕın transversales a la dirección de propagación del haz. Sin embargo, es perti-
nente preguntarse si el uso de campos magnéticos cuadrupolares permite también obtener
información sobre la componente en la dirección de propagación del haz, de este modo se
podŕıa estimar completamente el estado inicial de esṕın de las part́ıculas. Como una primera
aproximación, podŕıa considerarse que un montaje con un campo cuadrupolar corresponde a
dos aparatos que intentan medir simultáneamente dos componentes ortogonales de esṕın. En
dichas circunstancias, se ha mostrado (Saavedra y Fonseca-Romero, 2019) que casi siempre
se puede estimar completamente el estado de esṕın. Esto sugiere que śı es posible realizar
la estimación de dichos estados utilizando un campo cuadrupolar. En este trabajo se de-
muestra que este es realmente el caso; se puede proponer un procedimiento de estimación de
estados esṕın utilizando un montaje del experimento de Stern-Gerlach que tenga un campo
magnético cuadrupolar. Al igual que en el modelo de Garraway y Stenholm, esta estimación
se hace posible al elegir cuidadosamente el estado inicial espacial del haz.
Este documento está dividido de la siguiente manera: en el primer caṕıtulo se describe un
modelo cuántico del montaje usual del experimento de Stern-Gerlach. Este modelo permite
introducir las herramientas matemáticas que se utilizarán para modelar el montaje modifi-
cado del experimento. También se expondrá la teoŕıa de los procedimientos de estimación
de estados cuánticos por inversión lineal, en la cual se basa el procedimiento de estimación
del estado inicial de esṕın del haz. En el segundo caṕıtulo se describe el modelo del montaje
modificado del experimento de Stern-Gerlach y se construye el procedimiento de estimación
del estado inicial de esṕın de las part́ıculas. Igualmente, se estudiará tanto anaĺıtica como
numéricamente el procedimiento de estimación construido. En el tercer caṕıtulo se define el
error de la estimación y se estudia su variación en función de los distintos parámetros que de-




En este caṕıtulo se describirá teóricamente el montaje usual del experimento de Stern-
Gerlach desde un punto de vista mecánico-cuántico. Además de introducir las herramientas
matemáticas y la notación que será utilizada en los caṕıtulos posteriores, esta descripción
pretende resaltar las aproximaciones teóricas usuales utilizadas en el análisis del experimento
y sus consecuencias en la obtención de información sobre el estado de esṕın de las part́ıculas.
También se introducirá la teoŕıa de estimación de estados cuánticos por inversión lineal y se
realizará una interpretación del experimento de Stern-Gerlach en el contexto de esta teoŕıa.
De esta manera se introducirán las herramientas en las que está basado el procedimiento de
estimación que se presentará en caṕıtulos posteriores.
1.1. El experimento de Stern-Gerlach
Considérese el montaje del experimento de Stern-Gerlach esquematizado en la Figura 1.1:
Un haz de part́ıculas neutrales de esṕın 1/2, masa m y momento magnético dipolar µ es
preparado en un estado espacial inicial determinado, por ejemplo, mediante el uso de reji-
llas de colimación, y, posteriormente, es enviado a través de un imán que genera un campo
magnético inhomogéneo. Después de la interacción con el campo magnético, las part́ıculas
evolucionan libremente por un tiempo antes de ser detectadas sobre una pantalla. La de-
tección de las part́ıculas usualmente corresponde a una medición de la distribución espacial
de intensidad del haz, la cual permite obtener información sobre el estado de esṕın de las
part́ıculas antes de ingresar al campo magnético.
Las part́ıculas que conforman el haz son consideradas idénticas, indistinguibles, independien-
tes y lo suficientemente lejanas entre śı para poder ignorar cualquier tipo de interacción entre
ellas. Estas condiciones implican que el estado del haz después de la preparación espacial
corresponde a un estado separable de part́ıculas. Justo antes de entrar al campo magnético,
cada part́ıcula del haz se encontrará en el estado ρ(0), el cual puede escribirse de la forma
ρ(0) = R(0)ρS(0), (1.1)
donde R(0) es el estado espacial inicial del haz, definido sobre el espacio de Hilbert corres-
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pondiente a los grados de libertad espaciales HR, y ρS(0) es el estado inicial de esṕın del
haz, definido sobre el espacio de Hilbert correspondiente a los grados de libertad de esṕın
HS. Nótese que esta forma del estado ρ(0) corresponde a un estado separable de los grados






Figura 1.1.: Esquema del montaje usual del experimento de Stern-Gerlach.
Para este modelo, se elegirá un estado espacial inicial con una componente gaussiana en el
plano transversal a la dirección de propagación del haz, es decir, transversal al eje y. La com-
ponente del estado en la dirección de propagación no necesita ser definida de manera muy
espećıfica, solamente es necesario que la distribución de momento correspondiente esté alta-
mente concentrada alrededor de un valor determinado, por ejemplo ~k0y. Matemáticamente,
este estado toma la forma R(0) = |ψ〉〈ψ|, donde












Tampoco es necesario que la dispersión del estado gaussiano, σ, sea la misma en ambas
direcciones, de hecho, este no suele ser el caso al utilizar rejillas de colimación para preparar
transversalmente el haz. Sin embargo, para el desarrollo posterior de este modelo, el tener
la misma dispersión en ambas direcciones no será importante.
Al entrar al imán Stern-Gerlach, el haz se encontrará con un campo magnético inhomogéneo
que, se asume, solo tiene componentes en el plano perpendicular a la dirección de propaga-
ción. También se supone que todos los efectos de borde que puedan existir en los extremos
del imán pueden ser ignorados. Adicionalmente, como es usual en la mayoŕıa de tratamientos
teóricos del experimento, el campo magnético tiene una componente de referencia en alguna
dirección. Un campo con las caracteŕısticas anteriores puede escribirse de la forma
~B(x, z) = −bxı̂+ (B0 + bz)k̂, (1.3)
donde b es el gradiente de campo magnético, y se ha asumido una componente de referencia
B0 en dirección del eje z.
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donde pi es el momento en dirección del eje i y ~σ = (σ1, σ2, σ3) es un vector cuyas componentes
son las matrices de Pauli.
Es justo en este instante de la descripción del modelo que se pueden hacer las consideraciones
y aproximaciones usuales de las descripciones teóricas del experimento de Stern-Gerlach. En
primer lugar, nótese que el hamiltoniano (1.4), que a su vez es el generador de la evolución
temporal de las part́ıculas en presencia del campo magnético, no genera correlaciones entre
las part́ıculas del haz. Esto implica que el estado del haz en cualquier instante siga siendo
un estado separable de part́ıculas. En consecuencia, el estado de una sola de las part́ıculas
del haz es suficiente para describir el haz completamente.
En segundo lugar, el único término del hamiltoniano que involucra la coordenada y es el
término de enerǵıa cinética, p2y/2m. Esto implica que la evolución de la componente en
dirección y del estado del sistema corresponderá a una evolución libre, la cual puede ser
determinada fácilmente. De esta manera, se puede ignorar la dinámica del haz en dirección y
y reducir el estudio del sistema a un problema de dos dimensiones espaciales. Es importante
notar que, a pesar de ignorar la evolución en dirección y, la preparación del estado espacial
inicial en esa dirección influye en la dinámica bidimensional del haz a través del tiempo de
interacción entre las part́ıculas y el campo magnético. En efecto, debido a que la distribución
de momento en dirección y está altamente concentrada en ~k0y, el tiempo que le toma a las
part́ıculas atravesar el imán puede aproximarse por τ = mL/~k0y, donde L es la longitud
del imán.
En tercer lugar, el término µbxσ1/2 en el hamiltoniano puede omitirse al asumir que el
campo magnético de referencia, B0, es lo suficientemente grande. Esta condición es una
buena aproximación siempre y cuando el estado del haz se mantenga lo suficientemente
localizado alrededor de x = 0 (De Muynck, 2006). Una forma adecuada de escribir esta
aproximación matemáticamente es B0  σb. Nótese que, bajo esta condición, la evolución
de la componente x del estado del sistema corresponde también a una evolución libre, lo
cual permite ignorarla y reducir el estudio del sistema a un problema de una sola dimensión
espacial.
Bajo las consideraciones anteriores, el hamiltoniano para cada part́ıcula en presencia del






(B0 + bz)σ3. (1.5)
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Consecuentemente, solamente se considerará la componente en dirección z del estado espacial













Antes de describir el estado del haz para un tiempo determinado, y con el fin de simplificar
cálculos posteriores, es conveniente reescribir el hamiltoniano del sistema en cantidades adi-
mensionales. La dispersión del estado inicial, σ, y el tiempo de tránsito a través del imán, τ ,
sirven como escalas naturales del sistema y permiten definir las cantidades t̄ = t/τ , z̄ = z/σ,
p̄z = σpz/~ y H̄(m)z = τH(m)z /~. De esta manera se obtiene el hamiltoniano
H̄(m)z = gl p̄
2
z − gm (z̄ + z̄0)σ3, (1.7)
donde gl = ~τ/2mσ2, gm = µbστ/2~ y z0 = B0/bσ. De manera similar, el estado inicial













La constante gl corresponde, salvo un factor de 1/2, a la razón entre el tiempo de tránsito
a través del imán y el tiempo natural de expansión del estado gaussiano (1.6), mσ2/~.
La constante gm, por otra parte, corresponde, salvo un factor de 1/2, a la razón entre el
momento inducido por el campo magnético, µbτ , y el momento asociado a la dispersión del
estado (1.6), ~/σ.
En lo que sigue, y con el fin de aligerar un poco la notación, se quitará la barra sobre los
śımbolos que indican cantidades adimensionales. Naturalmente, en lo que resta del caṕıtulo,
todas las cantidades utilizadas en el modelo serán adimensionales.
En presencia del campo magnético, el estado del sistema, ρ(t), tiene la forma
ρ(t) = Um(t)Rz(0)ρS(0) (Um(t))
† ,
donde Um(t) = exp(−iH(m)z t) es el operador de evolución temporal asociado al hamilto-
niano (1.7). Al haber atravesado completamente el imán, es decir después de t = 1, las
part́ıculas evolucionan libremente. Si las part́ıculas son detectadas en t = T , el estado del
sistema justo antes de la detección será
ρ(T ) = U(T )Rz(0)ρS(0)U
†(T ), (1.9)
donde
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es el operador de evolución temporal total del sistema.
Finalmente, al momento de la detección, se obtiene la distribución espacial de intensidad del
haz
I(z, T ) = TrS (〈z|ρ(T )|z〉) . (1.11)
Aqúı, el śımbolo TrS(·) indica la traza parcial sobre los grados de libertad de esṕın de las
part́ıculas.
Como se mencionó antes, el campo magnético genera una correlación entre los grados de
libertad de esṕın y espaciales de las part́ıculas. Esta correlación permite codificar información
sobre el estado inicial de esṕın del haz en la distribución espacial de intensidad. El tipo de
información sobre ρS(0) que es codificada en I(z, T ) y la forma en la que puede ser obtenida
están determinadas por la evolución temporal del haz, por el estado espacial inicial del haz
y por la forma en la que se mide la distribución de intensidad.
Este hecho puede verse más claramente al realizar una expansión del operador de evolución
temporal en términos de los proyectores |±〉〈±|, donde |±〉 son los autoestados del operador
σ3. Esta expansión es posible ya que σ3 conmuta con el hamiltoniano del sistema en presencia
del campo magnético, [σ3, H
(m)
z ] = 0. La forma exacta de esta expansión puede calcularse a














3! (2[gm(z+z0)σ3,[gl p2z ,gm(z+z0)σ3]]−[gl p2z ,[gl p2z ,gm(z+z0)σ3]]) · · · .
(1.12)
Los conmutadores en esta expresión se anulan después del tercer orden de la factorización y,
en consecuencia, el operador de evolución temporal del sistema toma la forma





A partir de esta expresión, U(T ) puede escribirse como U(T ) = U+(T )|+〉〈+|+U−(T )|−〉〈−|,
donde








Reemplazando esta expansión en la ecuación (1.11), se obtiene

















donde ψ±(z, T ) = 〈z|U±(T )|ψz〉 y se ha tenido en cuenta que |±〉〈±| = (1/2)(σ0 ± σ3) con
σ0 el operador identidad sobre HS.
Empleando los resultados anteriores, y asumiendo que ρS(0) está normalizado, es decir que
TrS[ρS(0)] = 1, la medición de la intensidad del haz solamente revelaŕıa información sobre el
valor esperado del esṕın en dirección del eje z, TrS[ρS(0)σ3]. Esta limitación en la información
que puede ser obtenida al realizar el experimento se debe, enteramente, a la presencia de un
campo magnético de referencia muy intenso.
Para determinar el valor de TrS [σ3ρS(0)], se puede dividir la medición de la distribución
espacial de intensidad en dos regiones. Usualmente, estas regiones corresponden a los semi-
planos superior e inferior del plano x-z. El valor esperado del esṕın se determina entonces
calculando la diferencia entre las intensidades medidas en los dos semiplanos. Para ver esto
más claramente, considérese la forma expĺıcita que toman las funciones ψ±(z, T ):






















Los valores correspondientes de |ψ±(z, T )|2 son
|ψ±(z, T )|2 =
[
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Para que el estado final del haz esté normalizado, la condición
∫∞
−∞ I(z, T )dz = 1 debe
cumplirse, lo cual implica, a su vez, que se cumplan la relaciones
∫∞
−∞ |ψ±(z, T )|2dz = 1. Este
hecho se puede verificar utilizando la ecuación (1.16) y recordando que el estado inicial de
esṕın está normalizado, o calculando directamente la integral a partir de la ecuaciones (1.18).
De esta manera, se cumple que
∫∞
−∞(|ψ+(z, T )|2 + |ψ−(z, T )|2) dz = 2. Además, debido a que
la función |ψ+(z, T )|2 + |ψ−(z, T )|2 es par respecto a z, se satisface que∫ ∞
0
(






|ψ+(z, T )|2 + |ψ−(z, T )|2
)
dz = 1.
Por otra parte, calculando directamente a partir de las ecuaciones (1.18), se puede ver que∫ ∞
0
(












2(1 + gl2T 2)
]
.
Combinando los anteriores dos resultados, se obtiene∫ ∞
0
I(z, T )dz −
∫ 0
−∞
I(z, T )dz = erf
[
glgm(2T − 1)√
2(1 + gl2T 2)
]
TrS [σ3ρS(0)] . (1.19)
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Figura 1.2.: Distribución espacial de intensidad del haz al momento de la detección, I(z, T ),
en función de la coordenada z, para distintos valores del tiempo de detección.
Para valores lo suficientemente grandes de glgm(2T − 1)/
√
1 + gl2T 2, la función error en la
expresión anterior puede aproximarse a la unidad, lo que implica que el valor esperado del
esṕın puede calcularse precisamente como la diferencia entre las intensidades medidas en los




I(z, T )dz −
∫ 0
−∞
I(z, T )dz. (1.20)
El uso de valores grandes de glgm(2T − 1)/
√
1 + gl2T 2 para obtener la relación (1.20) pue-
de entenderse de mejor manera observando más detalladamente la distribución de intensi-
dad del haz. Al escribir la ecuación (1.16) de la forma I(z, T ) = |ψ+(z, T )|2〈+|ρS(0)|+〉 +
|ψ−(z, T )|2〈−|ρS(0)|−〉, se puede ver que la distribución de intensidad corresponde a la super-
posición de dos distribuciones gaussianas centradas en ±glgm(2T − 1) y con igual dispersión√
1 + g2l T
2. De esta forma, la razón entre la separación de estas distribuciones y su dispersión
es precisamente 2glgm(2T −1)/
√
1 + gl2T 2. Valores grandes de esta razón permiten observar
una distribución de intensidad en la cual aparecen dos ((manchas)) distinguibles.
Nótese que la separación de las dos gaussianas justo después de la interacción con el campo
magnético es 2glgm. Este valor no siempre garantiza una separación la distribución de inten-
sidad en dos partes, de hecho, en la mayoŕıa de experimentos no se obtiene una separación
total del haz justo al salir del imán. Es por esta razón que se incluye la evolución libre antes
de la detección; al aumentar el tiempo de evolución libre las dos ((manchas)) se separan cada
vez más. En la Figura 1.2 se muestra precisamente un ejemplo de este comportamiento. Sin
embargo, hay que tener en cuenta que el tiempo de evolución libre también es responsable
del aumento de la dispersión de las dos funciones gaussianas. Si el aumento de la dispersión
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no es lo suficientemente pequeño, no se puede garantizar que las ((manchas)) sean totalmente




2 + 2gl2T 2
]
se debe introducir
en la ecuación (1.19) como una corrección que tiene en cuenta la superposición de las dos
distribuciones. Para evitar la introducción de este término, se pueden escoger valores muy
pequeños de la constante gl, en comparación con las constantes gm y T . De esta manera, el
término
√
1 + g2l T
2 creceŕıa muy lentamente al aumentar el tiempo de evolución libre y el va-
lor de 2glgm(2T −1)/
√
1 + gl2T 2 seŕıa lo suficientemente grande para separar la distribución
de intensidad.
Además de garantizar la validez de la ecuación (1.20), la aproximación de valores grandes
de glgm(2T − 1)/
√
1 + gl2T 2 permite observar un aspecto importante del experimento de
Stern-Gerlach: al poder distinguir completamente las distribuciones gaussianas, también se
puede determinar el estado final de esṕın de las part́ıculas que forman el haz. En efecto, el
haz inicial se divide en dos partes que corresponden a las dos posibles alineaciones del esṕın
de las part́ıculas a favor o en contra del campo magnético de referencia. Para ver esto más




|ψ+(z, T )|2 dz , P−+ =
∫ ∞
0
|ψ−(z, T )|2 dz,
que corresponden a la probabilidad de encontrar un part́ıcula con proyección de esṕın |+〉 en
el semiplano inferior y a la probabilidad de encontrar un part́ıcula con proyección de esṕın
|−〉 en el semiplano superior, respectivamente. Utilizando las expresiones (1.18) se obtiene







2(1 + gl2T 2)
])
.
Como se puede ver, para valores grandes de glgm(2T − 1)/
√
1 + gl2T 2 se obtiene P+− =
P−+ = 0.




|ψ+(z, T )|2 dz , P−− =
∫ 0
−∞
|ψ−(z, T )|2 dz,
las cuales corresponden a la probabilidad de encontrar un part́ıcula con proyección de esṕın
|+〉 en el semiplano superior y a la probabilidad de encontrar un part́ıcula con proyección
de esṕın |−〉 en el semiplano inferior, respectivamente. Los resultados son







2(1 + gl2T 2)
])
,
lo que implica que, para valores grandes de glgm(2T − 1)/
√
1 + gl2T 2, P++ = P−− = 1.
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Figura 1.3.: Probabilidades P+− y P++ en función del tiempo de detección, T , para distintos
valores de las constantes gl y gm. En todos los casos, el producto glgm es igual
a la unidad.
En la Figura 1.3 se muestra el comportamiento de las probabilidades P++(P−−) y P+−(P−+)
en función del tiempo de detección para distintos valores de gl y gm. Nótese que las mismas
condiciones que garantizan la separación de la distribución de intensidad en dos partes
permiten obtener P++ = P−− = 1 y P+− = P−+ = 0. Justo al final del imán, part́ıculas
con proyección de esṕın distintas pueden ser detectadas en la misma región. Para separarlas
completamente, es necesario aumentar el tiempo de evolución libre y garantizar que gl sea
pequeño respecto a gm y T .
Los resultados anteriores implican que, bajo las condiciones adecuadas, se puede identificar
totalmente la proyección de esṕın de las part́ıculas del haz con una región espacial bien
definida. Esto permite que el experimento de Stern-Gerlach, además de utilizarse para de-
terminar valores esperados del esṕın, pueda ser utilizado para polarizar las part́ıculas del
haz en la misma dirección (o en la dirección contraria) del campo magnético de referencia.
1.2. Estimación de estados cuánticos por inversión lineal
Un procedimiento de estimación de estados cuánticos consiste en la determinación del estado
desconocido, ρ, de un sistema f́ısico determinado a partir de los resultados de una serie de
mediciones sobre múltiples copias idénticas del sistema (Siah, 2015). Existen varias maneras
de realizar la estimación del estado de un sistema, por ejemplo, utilizando el método de
tomograf́ıa homodina (Vogel y Risken, 1989), el cual permite determinar las distribuciones
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de cuasi-probabilidad de un sistema dado; o utilizando los métodos de estimación de máxima
verosimilitud (Hradil, 1997) o el método de estimación por inversión lineal (Siah, 2015), los
cuales permiten determinar un conjunto de parámetros que definen el estado desconocido
del sistema. En esta sección se describirá el método de estimación por inversión lineal.
El principio general de un procedimiento de estimación cuántica está esquematizado en la
Figura 1.4: se dispone de un conjunto de copias de un mismo sistema f́ısico S, todas en el
mismo estado desconocido ρ. Sobre este conjunto se realiza la medición de una colección de
N observables Q = {Qk}, k = 1, . . . , N . Cada operador se mide individualmente sobre una
copia distinta del sistema, de esta manera no se pierde información sobre el estado original
del sistema. Tanto el estado ρ como los operadores {Qk} están definidos sobre el espacio de
Hilbert asociado al sistema, el cual se llamaráH. De igual forma, estos operadores pertenecen
al espacio de Hilbert de los operadores auto-adjuntos definidos sobreH, el cual será denotado
como L(H). Después de la medición, se obtiene el conjunto de valores reales p = {pk}, cuya
relación con ρ se obtiene utilizando la regla de Born, pk = Tr (Qkρ). Es a partir de estos
valores que se construye un estimador ρ̂(p) para el estado desconocido del sistema (el acento
circunflejo (̂ ) indica estimadores en lugar de operadores).





Figura 1.4.: Esquema del principio general de un procedimiento de estimación de estados
cuánticos.
Generalmente, el conjunto Q constituye un POVM (Positive Operator-Valued Measure). Un
POVM es un conjunto de operadores auto-adjuntos, semi-definidos positivos (Qk ≥ 0) y
cuya suma es igual al operador identidad correspondiente a H (∑Nk=1Qk = 1H). La relación
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Qk ≥ 0 significa que 〈ψ|Qk|ψ〉 ≥ 0 para todo estado |ψ〉 ∈ H. Los POVMs representan me-
diciones generalizadas y permiten definir distribuciones de probabilidad asociadas al estado
del sistema y al procedimiento de medición elegido. De esta manera, los valores pk cumplen
las propiedades pk ≥ 0 y
∑N
k=1 pk = 1, y se interpretan como la probabilidad de ocurrencia
de la medición del operador Qk (De Muynck, 2006).
El procedimiento de estimación por inversión lineal está basado en la parametrización del
estado ρ en términos de sus coeficientes de expansión respecto a una base determinada de
L(H). Considérese que H es un espacio de Hilbert discreto de dimensión P . El espacio
L(H) tendrá entonces dimensión M = P 2. La base para el espacio L(H) está formada por
el operador identidad, Π0 = 1H, cuya traza es Tr(Π0) =
√
M , y un conjunto de M − 1
operadores auto-adjuntos {Πi}, con traza nula (Tr(Πi) = 0) y ortonormales respecto a la
traza (Watanabe, 2013):
Tr (ΠiΠj) = δij. (1.21)








Los coeficientes reales {θi} son precisamente los parámetros que definen el estado del sistema.
Nótese que esta expansión garantiza que se cumplan las propiedades ρ = ρ† y Tr (ρ) = 1.
Los operadores de medición también pueden expandirse de manera análoga:




donde los coeficientes qk0 y {qki} también son reales. Nótese que, debido a que Q es un
POVM, las condiciones
∑N
k=1 qk0 = 1 y
∑N
k=1 qki = 0 se cumplen. A partir de las expansiones
anteriores, los valores {pk} pueden escribirse de la forma




De esta manera, se obtiene un sistema de N ecuaciones lineales con M − 1 incógnitas.
Para determinar los M − 1 parámetros independientes que definen el estado ρ, es necesario
que el conjunto Q tenga al menos M elementos (Siah, 2015), de esta forma la estimación
también tiene en cuenta la condición de normalización del estado. Si N = M , se dice que
el conjunto Q es mı́nimamente completo. Si N > M , Q se considera sobre-completo. En
cualquiera de los dos casos se dice que Q es informativamente completo.
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o, de manera equivalente,
p = Qθ. (1.26)
La matriz Q se conoce como matriz de medición y contiene la información sobre el POVM
utilizado en el procedimiento de estimación.
La relación anterior permite construir un estimador para el vector θ, que es equivalente a
construir el estimador para el estado ρ, solamente es necesario invertir la ecuación:
ρ̂(p) = Q−1p. (1.27)
Debido a que Q es una matriz N × (M − 1) que generalmente no es cuadrada, Q−1 debe
interpretarse como una inversa de Moore-Penrose (Řeháček, Teo, y Hradil, 2015).
En la mayoŕıa de condiciones experimentales, los valores p = {pk} también deben ser esti-
mados. Dicha estimación se realiza a partir de los resultados arrojados, por ejemplo, por un
aparato de medición asociado a la ocurrencia de la cantidad representada por los operadores
{Qk}. Un ejemplo de este tipo de resultados son los conteos de part́ıculas que llegan a un
detector determinado. Desde este punto de vista, el estimador del estado debe escribirse en
términos de un segundo estimador para las probabilidades, p̂. La expresión es completamente
análoga a la ecuación (1.27):
ρ̂(p̂) = Q−1p̂. (1.28)
1.3. Experimento de Stern-Gerlach en el contexto de la
teoŕıa de estimación de estados cuánticos
Para terminar este caṕıtulo, se realizará una interpretación del experimento de Stern-Gerlach
en el contexto de los procedimientos de estimación por inversión lineal. De esta manera se
combinarán los contenidos, en principio no relacionados, de las dos secciones anteriores.
Esta interpretación también sienta las bases del modelo de estimación que se presentará en
el próximo caṕıtulo.
Como se indicó en la Sección 1.1, el experimento de Stern-Gerlach permite obtener infor-
mación sobre el estado inicial de esṕın del haz de part́ıculas a partir de la medición de su
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distribución espacial de intensidad. Esto es posible debido a la correlación entre los grados
de libertad espaciales y de esṕın que se genera cuando las part́ıculas del haz interactúan con
el campo magnético.
Matemáticamente, la medición de la distribución espacial de intensidad puede representarse
mediante el operador |z〉〈z|σ0. En efecto, se puede ver que I(z, T ) = TrS (〈z|ρ(T )|z〉) =
Tr [ρ(T )(|z〉〈z|σ0)], donde el śımbolo Tr(·) indica la traza sobre el espacio de Hilbert com-
puesto Hz⊗HS, Hz es el espacio de Hilbert asociado a la coordenada z y HS es el espacio de
Hilbert correspondiente a los grados de libertad de esṕın. Las intensidades en los semiplanos








De esta forma, los resultados de la medición de intensidad del haz pueden escribirse como
I± = Tr [Q±ρ(T )] . (1.30)





con Iz el operador identidad sobre Hz. Esto significa que los operadores Q± forman un
POVM.
La definición de los operadores de intensidad permite sugerir la relación entre el experimento
de Stern-Gerlach y un procedimiento de estimación de estados cuánticos. Sin embargo, es
necesario dar un paso adicional para obtener una analoǵıa completa. Al escribir el estado
del sistema como ρ(T ) = U(T )Rz(0)ρS(0)U
†(T ) y utilizando las propiedades ćıclicas de la
traza, las intensidades I± toman la forma
I± = Tr
[
















donde Q̃± = Trz
[
U †(T )Q±U(T )Rz(0)
]
y Trz(·) indica la traza parcial sobre el grado de
libertad espacial. Si el estado espacial inicial Rz(0) está normalizado, los operadores Q̃±
constituyen un POVM. A diferencia de los operadores Q±, que están definidos sobreHz⊗HS,
los operadores Q̃± están definidos solamente sobre HS. De esta manera se han logrado
expresar los resultados de la medición de intensidad del haz en términos de la medición de
un conjunto de observables de esṕın.
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Teniendo en cuenta las consideraciones anteriores, el experimento de Stern-Gerlach puede
interpretarse de la siguiente manera: las part́ıculas que conforman el haz corresponden a
una colección de sistemas idénticos que, inicialmente, se encuentran en el mismo estado de
esṕın desconocido ρS(0). Sobre estos sistemas se realiza una medición de un conjunto de dos
observables Q̃± que, a pesar de ser operadores de esṕın, representan tanto la interacción de
las part́ıculas con el campo magnético como la medición de la distribución de intensidad
espacial del haz. A partir de los resultados de la medición, se pretende obtener información
sobre el estado de esṕın desconocido. El ((obtener información)) sobre el estado inicial de
esṕın corresponde entonces a la estimación de alguno de los parámetros que lo definen.
Bajo esta interpretación, se puede construir un estimador para el estado ρS(0). Una base






2}, donde {σi} son las
matrices de Pauli. Nótese que al dividir estas matrices por
√
2, se asegura que los elementos
de la base, exceptuando σ0, sean ortonormales respecto a la traza. Para expandir el estado
inicial, se escoge el vector de parámetros θ = (s1, s2, s3)/
√
2, donde s = (s1, s2, s3) es el











Por otra parte, los operadores Q̃± se expanden en términos de las matrices de Pauli teniendo
en cuenta que el operador de evolución temporal puede, a su vez, expandirse de la forma
U(T ) = U+(T )|+〉〈+|+ U−(T )|−〉〈−| con U±(T ) dados por las ecuaciones (1.14) y (1.15):
Q̃± = Trz
[
Q± (U+|+〉〈+|+ U−|−〉〈−|) |Rz(0)
(



































































Al no depender de las matrices σ1 y σ2, la medición de los operadores Q̃± no permite estimar
los parámetros s1 y s2, los cuales corresponden a los valores esperados de σ1 y σ2 respecto a
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ρS(0). De esta manera se verifica que el experimento solo permite obtener información sobre
la norma del estado inicial, que se ha asumido igual a la unidad, y sobre el parámetro s3, que
corresponde al valor esperado de σ3 respecto al estado inicial de esṕın. Teniendo en cuenta

































2(1 + gl2T 2)
])−1
(I+ − I−) .
Al utilizar valores grandes de glgm(2T − 1)/
√
2(1 + gl2T 2), el estimador toma precisamente
la forma de la ecuación (1.20):
ŝ3 = I+ − I−.

2. Estimación de estados iniciales de
esṕın utilizando el experimento de
Stern-Gerlach
En este caṕıtulo se mostrará cómo un montaje del experimento de Stern-Gerlach con un
campo magnético cuadrupolar permite estimar completamente el estado inicial de esṕın de
un haz de part́ıculas neutrales de esṕın 1/2. Para hacerlo, se propondrá un procedimiento de
estimación por inversión lineal basado en la definición de una matriz de medición asociada al
montaje experimental. La matriz de medición no puede determinarse anaĺıticamente, aśı que
se describirá un método numérico basado en la expansión de Suzuki-Trotter para calcularla.
Después de obtener la matriz de medición, se mostrará un caso en el cual el procedimiento
de estimación no permite estimar la componente de esṕın en la dirección de propagación del
haz. Para finalizar el caṕıtulo, se demostrará anaĺıticamente el origen de esta limitación.
2.1. Modelo del montaje modificado del experimento y
construcción del procedimiento de estimación
En la Figura 2.1 se muestra la versión modificada del experimento de Stern-Gerlach. Al
igual que en el montaje usual del experimento, se considera un haz de part́ıculas neutrales
de esṕın 1/2, de masa m y con momento magnético dipolar µ; idénticas, independientes
y sin interacciones entre ellas. El haz se prepara inicialmente en un estado espacial inicial
determinado y es posteriormente enviado a través de un imán que genera un campo magnético
inhomogéneo. Después de la interacción con el campo magnético, el haz puede evolucionar
libremente antes de ser detectado sobre una pantalla, en la cual se mide su distribución
espacial de intensidad.
A diferencia del montaje usual del experimento, este montaje utiliza un campo magnético
cuadrupolar, transversal a la dirección de propagación del haz (es decir, el eje y) y con igual
22
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Stern-Gerlach
gradiente en las direcciones x y z:





Se ignoran todos los efectos de borde que puedan existir en los extremos del imán. En la
expresión anterior, y temporalmente en lo que sigue de la descripción del modelo, no se













Figura 2.1.: Esquema de la versión modificada del experimento de Stern-Gerlach. El imán
genera un campo magnético cuadrupolar con igual gradiente en las direcciones
x y z.
Consecuentemente, el hamiltoniano para las part́ıculas del haz al interior del imán Stern-



























(xσ1 − zσ3) ,
(2.2)
donde pi indica el operador momento en la dirección i y ~σ = {σ1, σ2, σ3} es un vector cuyas
componentes son las matrices de Pauli.
A partir de la expresión anterior, se pueden hacer consideraciones sobre el modelo similares
a las que se realizaron en el caṕıtulo anterior. En primer lugar, nótese que esta forma del
hamiltoniano no genera correlaciones entre las part́ıculas del haz. De esta manera, si el estado
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inicial del haz es un estado separable de part́ıculas, el estado completo del haz en cualquier
instante puede ser descrito por el estado de una sola part́ıcula.
En segundo lugar, el único término del hamiltoniano que involucra la coordenada y es el
término de enerǵıa cinética p2y/2m, lo cual implica que la correspondiente evolución temporal
es una evolución libre. Si, al igual que en el modelo del montaje usual, se asume que el
estado inicial espacial del haz tiene la forma R(0) = |ψxz〉〈ψxz|Ry(0), la evolución temporal
correspondiente a la coordenada y puede ignorarse y el problema se reduce a dos dimensiones












(xσ1 − zσ3) . (2.3)
Nótese que la ausencia del campo magnético de referencia impide que se pueda ignorar la
componente µbxσ1/2.
Para este modelo, también se asumirá que la distribución de momento de la componente
del estado espacial inicial en la dirección y, Ry(0), está altamente concentrada alrededor
del valor ~k0y y, de esta forma, el tiempo de interacción entre las part́ıculas y el campo
magnético puede aproximarse por τ = mL/~k0y, donde L es la longitud del imán. No se
necesitan detalles adicionales sobre la forma de Ry(0). Por otra parte, la componente del

















En este caso, la diferencia entre las dispersiones del estado en cada dirección es expĺıcita.
Antes de continuar, es conveniente reintroducir las coordenadas adimensionales que se uti-
lizaron en el modelo del montaje usual del experimento. Para este caso se utilizarán el
tiempo de interacción con el campo magnético, τ , y la dispersión del estado espacial inicial
en dirección x, σ, como escalas naturales del sistema. Las cantidades adimensionales serán






























donde gl = ~τ/2mσ2, gm = µbστ/2~ y λ = σ′/σ. Al igual que en el caṕıtulo anterior, la
barra superior que indica las cantidades adimensionales se dejará de utilizar en el resto del
caṕıtulo para aligerar la notación.
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Bajo las consideraciones anteriores, el estado final del haz, justo antes de ser detectado en
t = T , se escribe como
ρ(T ) = Uxz(T ) (|ψxz〉〈ψxz|ρS(0))U †xz(T ), (2.7)
donde se ha asumido que estado inicial del haz es separable en los grados de libertad espaciales
y de esṕın. El operador de evolución temporal, Uxz(T ), incluye tanto la evolución en presencia
del campo magnético como la posible evolución libre antes de la detección y se escribe de la
forma
Uxz(T ) = exp
[







Al momento de la detección, se obtiene la distribución espacial de intensidad del haz, la cual
tiene una expresión similar a la ecuación (1.11):
I(x, z, T ) = TrS (〈x, z|ρ(T )|x, z〉) . (2.9)
Como en el caṕıtulo anterior, TrS(·) indica la traza parcial sobre el espacio de Hilbert co-
rrespondiente a los grados de libertad de esṕın, HS.
La interacción entre el campo magnético y el haz genera una correlación entre los grados
de libertad espaciales y de esṕın de la part́ıculas, lo cual permite que la medición de la
intensidad del haz contenga información sobre su estado inicial de esṕın. En el montaje
usual del experimento, dicha información estaba limitada al valor esperado del esṕın en la
dirección del eje z, hecho que era enteramente debido a la presencia de un campo magnético
de referencia en esa dirección. Más espećıficamente, la presencia del campo de referencia
haćıa que el operador de evolución temporal del sistema conmutara con σ3, lo cual permit́ıa
expandirlo en términos de σ3 y el operador identidad sobre HS, σ0. Esto causaba que la
medición de intensidad solamente contuviera información sobre los valores esperados de
estos dos operadores.
En el presente modelo, el operador de evolución temporal (2.8) no conmuta ni con σ3 ni
con σ1, ya que depende simultáneamente de ambos operadores. Esta dependencia hace que
una factorización del término exp(−iH(m)xz ) utilizando la fórmula de Zassenhaus, como la
que lleva a la ecuación (1.13), dependa tanto de σ1 y σ3, como también de σ2. El operador
Uxz(T ), por lo tanto, puede expandirse en términos de los cuatro operadores σ0, σ1, σ2 y σ3,
lo cual, en principio, permitiŕıa que la distribución espacial de intensidad contenga toda la
información sobre el estado inicial de esṕın del haz.
Para entender más claramente el argumento anterior, considérese la siguiente expansión del
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Los coeficientes {Aµ(T )} son operadores definidos sobre Hxz, el espacio de Hilbert corres-
pondiente a los grados de libertad espaciales.
Como se indicó en la ecuación (1.32), el estado inicial del esṕın del haz también puede







donde los coeficientes {sµ} son números reales. En particular, s1, s2 y s3 son simultáneamente
las componentes del vector de Bloch que define el estado inicial de esṕın, y los valores
esperados de los operadores σ1, σ2 y σ3 respecto al estado ρs(0), respectivamente. El valor
s0 corresponde a la constante de normalización del estado inicial de esṕın.
Reemplazando las ecuaciones (2.10) y (2.11) en la expresión para la intensidad del haz, se
obtiene




























〈x, z|Aα(T )|ψxz〉〈ψxz|A†γ(T )|x, z〉TrS (σασβσγ) sβ.
(2.12)
De esta manera, se puede comprobar que, aparentemente, la intensidad del haz contiene
información sobre todas las componentes del vector de Bloch que definen el estado inicial de
esṕın. Sin embargo, hay que tener en cuenta que la codificación de dicha información depende
tanto de la expansión del operador de evolución temporal en términos de las matrices de Pauli
como del estado inicial espacial del haz, tal y como lo indican los términos 〈x, z|Aµ(T )|ψxz〉.
Por el momento se asumirá que I(x, z, T ) realmente contiene información sobre todos los
valores {sµ}. Esto lleva a preguntarse cómo obtener dicha información. Desde el punto de
vista de la teoŕıa de estimación de estados cuánticos, las componentes del vector de Bloch
son los parámetros que definen el estado inicial de esṕın de las part́ıculas y deben ser esti-
mados a partir de una adecuada medición de la intensidad del haz. Según lo expuesto en la
Sección 1.3, la estimación de los cuatro parámetros {sµ} requiere la medición de al menos
cuatro observables definidos sobre HS. Para poder definir estos cuatro operadores, primero
es necesario expresar el resultado de la medición de intensidad del haz como si fuera una
medición de un observable de esṕın sobre el estado ρS(0). A partir de la ecuación (2.12) se
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puede ver que
































que corresponde precisamente a la forma deseada. Los coeficientes de la expansión del ope-
rador Q̃(x, z, T ) en términos de las matrices de Pauli,





〈x, z|Aα(T )|ψxz〉〈ψxz|A†γ(T )|x, z〉TrS (σασµσγ) , (2.14)
son números reales. Nótese que esta expansión es análoga a la expansión de los observables
que se realizó en la Sección 1.3.
En el modelo del montaje usual del experimento, la medición de la intensidad del haz se
realiza sobre dos regiones: los semiplanos superior e inferior del plano x-z. Esta división
permite estimar los parámetros s0, que se considera igual a la unidad, y s3. Para el presente
modelo se puede realizar una división análoga del plano x-z. En este caso se necesitan no dos
sino al menos cuatro regiones distintas sobre las cuales medir la intensidad del haz. La división
de las regiones debe ser tal que el conjunto de operadores correspondientes a la medición
sobre cada una de ellas forme un POVM. Esta condición, que no es obligatoria, además
de ser consecuente con lo expuesto en la Sección 1.3, permite interpretar las mediciones de
intensidad sobre cada región como las probabilidades de detectar una part́ıcula en esa región.
Aśı pues, la probabilidad de detectar una part́ıcula en la región Ωk del plano x-z depende




I(x, z, T ) dxdz = TrS
[(∫
Ωk









Q̃(x, z, T ) dxdz (2.16)
representa la medición de intensidad del haz sobre esa región.
Nótese que, a partir de la ecuación (2.14), se puede verificar que Q̃k(T ) es un operador auto-
adjunto. Además, como los resultados de la medición de intensidad siempre son mayores
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Figura 2.2.: Regiones sobre el plano x-z elegidas para realizar le medición de la distribución
espacial de intensidad del haz.
o iguales a cero, independientemente del estado inicial de esṕın, Q̃k(T ) también debe ser










I(x, z, T ) dxdz = TrS(ρS(0)),
se cumpliŕıa la relación
4∑
k=1
Q̃k(T ) = σ0
y el conjunto {Q̃k(T )} constituiŕıa un POVM. Para que las intensidades medidas se puedan
interpretar como probabilidades, se requiere además que el estado inicial de esṕın esté nor-
malizado. En la Figura 2.2 se muestran las cuatro regiones que se utilizarán en este modelo.
Éstas corresponden a los cuatro cuadrantes del plano x-z y cumplen con todos los requisitos
expuestos anteriormente.





|x, z〉〈x, z|σ0 dxdz, (2.17)
el cual representa la medición de intensidad del haz en la región Ωk. Este operador es auto-
adjunto y semi-definido positivo. Además si se toman las cuatro regiones mostradas en la
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Figura 2.2, el conjunto {Qk} formará un POVM. La única diferencia respecto a los operadores
{Q̃k(T )} es que el conjunto {Qk} está definido sobre el espacio de Hilbert completoHxz⊗HS.
Los resultados de la medición de intensidad del haz toman la forma
pk(T ) = Tr [Qkρ(T )] = Tr
[
QkUxz(T )|ψxz〉〈ψxz|ρS(0)U †xz(T )
]
.
El śımbolo Tr(·) indica la traza sobre Hxz ⊗ HS. Utilizando las propiedades ćıclicas de la
traza, se obtiene
pk(T ) = Tr
[











donde Trxz(·) indica la traza sobre Hxz. De esta manera, se puede ver que
Q̃k(T ) = Trxz
[
QkUxz(T )|ψxz〉〈ψxz|U †xz(T )
]
. (2.18)
Esta definición es totalmente equivalente a la ecuación (2.16), pero tiene la ventaja de mostrar
más claramente que los operadores Q̃k(T ) no representan solamente la medición de intensidad
del haz, sino también su evolución temporal completa y su preparación espacial inicial. En
otras palabras, los operadores Q̃k(T ) representan el montaje completo del experimento de
Stern-Gerlach.
Habiendo definido los operadores de medición, es necesario ahora expresar los valores pk(T )
directamente en términos de los parámetros que definen el estado inicial de esṕın del haz.
Esta relación es fácil de obtener a partir de la ecuación (2.15); solamente hay que recordar
la expansión del operador Q̃(x, z, T ) en términos de las matrices de Pauli. La expresión que









q̃µ(x, z, T ) dxdz. (2.20)
Definiendo los vectores p = (p1, p2, p3, p4) y s = (s0, s1, s2, s3), la ecuación (2.19) puede
escribirse matricialmente de la forma
p = M(T )s, (2.21)
donde la matriz M(T ), cuyas componentes son precisamente los valores q̃kµ(T ), es la matriz
de medición asociada al montaje experimental.
A partir de esta ecuación, se puede construir un estimador para el vector s, que es equivalente
a construir un estimador para ρS(0). De esta forma se lograŕıa extraer la información sobre
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el estado inicial de esṕın, información que está contenida en las mediciones de intensidad del
haz. Solamente es necesario invertir la relación (2.21):
ŝ = M−1(T )p̂. (2.22)
Como en este caso la matriz de medición es cuadrada, M−1(T ) puede interpretarse como
una inversa normal. Sin embargo, hay que tener en cuenta que, para un procedimiento de
estimación más general, se puede definir un mayor número de regiones sobre las cuales medir
la intensidad del haz; en estos casos la matriz de medición no es cuadrada y su inversa debe
interpretarse como una inversa de Moore-Penrose (Řeháček y cols., 2015).
El estimador p̂ aparece en la relación (2.22) porque las probabilidades pk(T ) usualmente son
estimadas a partir de los resultados arrojados por un aparato de medición que no necesaria-
mente está asociado directamente a las mediciones de intensidad, por ejemplo a partir de los
conteos de part́ıculas que llegan a un detector. En el siguiente caṕıtulo se describirá en más
detalle cómo construir p̂ para el presente montaje del experimento.
Como se puede ver, se ha construido un procedimiento de estimación que permite, en prin-
cipio, estimar completamente el estado inicial de esṕın de una haz de part́ıculas neutrales
utilizando el experimento de Stern-Gerlach. Sin embargo, hay que tener en cuenta algunos
detalles del modelo, de los cuales depende la correcta estimación del estado.
En primer lugar, se asumió que las mediciones de intensidad realmente contienen toda la
información sobre estado inicial de esṕın del haz. Sin embargo, este hecho depende entera-
mente de la forma que tome la matriz de medición. Para poder afirmar con certeza que el
estado inicial de esṕın puede ser estimado, es necesario calcular completamente la matriz de
medición y expresarla en términos de los cuatro parámetros que definen el montaje experi-
mental, más espećıficamente, el conjunto G = {gl, gm, λ, T}. El cálculo anaĺıtico de M(T ) es
muy dif́ıcil de realizar. Esto se debe principalmente a que el operador de evolución temporal
no puede factorizarse en una forma cerrada, ya que su generador depende simultáneamente
de dos operadores que no conmutan entre śı, ni con sus conmutadores de orden superior.
Por esta razón, en la siguiente sección se desarrollará un método numérico para calcular la
matriz de medición. De esta forma se podrá verificar si realmente todos los parámetros que
definen el estado inicial de esṕın pueden ser estimados.
Por otra parte, aún si el estado puede estimarse, no se sabe si el resultado obtenido corres-
ponde a una buena estimación. Para caracterizar la calidad del procedimiento de estimación
es necesario definir el error asociado al estimador ŝ. Para definirlo, debe realizarse una ca-
racterización del procedimiento de estimación desde un punto de vista estad́ıstico. Este tema
se cubrirá en el tercer caṕıtulo.
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2.2. Cálculo numérico de la matriz de medición
A partir de la ecuación (2.14), se puede ver que las componentes de la matriz de medición








ψα(x, z, T )ψ
∗
γ(x, z, T ) dxdz
)
TrS (σασµσγ) , (2.23)
donde ψα(x, z, T ) = 〈x, z|Aα(T )|ψxz〉. Como se puede ver, la determinación de la matriz de
medición radica completamente en el cálculo de los productos de las funciones ψα(x, z, T )
y sus correspondientes integrales. En lo que sigue, se mostrará cómo se pueden calcular
numéricamente estas funciones.
Considérese un haz cuyo estado inicial está dado por el vector |ψ(0)〉 = |ψxz〉|χ〉, donde |χ〉
es un estado inicial, puro, de esṕın. El estado final de este haz justo antes de ser detectado
tendrá la forma




y su representación en la base de posición será
ψ(x, z, T ) = 〈x, z|ψ(T )〉 =
3∑
µ=0
ψµ(x, z, T )σµ|χ〉.
De esta manera, al calcular la función de onda ψ(x, z, T ) se pueden determinar las funciones
ψµ(x, z, T ). Nótese que el cálculo de estas funciones no incluye el estado inicial de esṕın |χ〉,
lo cual implica que el resultado obtenido será general y podrá aplicarse a un estado inicial
de esṕın arbitrario, puro o mezclado.
De acuerdo con la definición del operador de evolución temporal, ecuación (2.8), las funciones
ψµ(x, z, T ) también pueden calcularse de la forma





donde los coeficientes Aµ corresponden a la expansión del operador exp(−iHxz) en términos
de las matrices de Pauli, exp(−iHxz) =
∑3
µ=0 Aµσµ. En estos términos, la función de onda
del haz justo antes de la detección será








Esta expresión permite separar la evolución libre antes de la detección y concentrase en la
evolución en presencia del campo magnético. Es precisamente esta parte de la evolución
temporal en la que está basado el método numérico que se describirá a continuación.
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Para empezar, nótese que el hamiltoniano Hxz puede dividirse en dos partes: una correspon-




z), y otra que corresponde a la interacción
entre las part́ıculas del haz y el campo magnético, hm = gm(xσ1 − zσ3). Como fue sugerido
en la sección anterior, los operadores hl y hm no conmutan entre śı, ni con conmutadores de
orden superior que los involucren. Esto hace que el operador exp(−iHxz) = exp[−i(hl +hm)]
no pueda factorizarse de una forma cerrada. Sin embargo, exp(−iHxz) puede calcularse de
manera aproximada, utilizando la formula de Suzuki-Trotter (Hsu y cols., 2011):
exp[−i(hl + hm)] = ĺım
Nt→∞
[exp(−ihm/2Nt) exp(−ihl/Nt) exp(−ihm/2Nt)]Nt . (2.24)
El ĺımite en la ecuación anterior puede ser reemplazado por un valor de Nt finito pero lo
suficientemente grande. En este caso, el estado del haz justo al salir del imán tomaŕıa la
forma
|ψ(1)〉 ≈ [exp(−ihm/2Nt) exp(−ihl/Nt) exp(−ihm/2Nt)]Nt |ψxz〉|χ〉. (2.25)
Esta última relación permite expresar el cálculo del estado |ψ(1)〉 como un proceso iterati-
vo, en el cual se encuentran aproximaciones del estado final del haz aplicando el operador
exp(−ihm/2Nt) exp(−ihl/Nt) exp(−ihm/2Nt) sobre una aproximación anterior. Matemáti-
camente, la n-ésima aproximación se calculaŕıa a partir de la relación
|φn〉 = exp(−ihm/2Nt) exp(−ihl/Nt) exp(−ihm/2Nt)|φn−1〉, (2.26)
donde |φ0〉 = |ψxz〉|χ〉 y |φNt〉 = |ψ(1)〉.
Como muestra la ecuación (2.26), cada iteración requiere la aplicación de tres operadores de
evolución. La aplicación del primero de los tres operadores puede realizarse notando que, al
igual que el estado |ψ(T )〉, cada aproximación al estado |ψ(1)〉 puede expandirse en términos





donde los vectores |φµ,n〉 pertenecen a Hxz. Particularmente, para los vectores |φ0〉 y |φNt〉,
la expansión tiene los coeficientes |φµ,0〉 = |ψxz〉δµ0 y |φµ,Nt〉 = Aµ|ψxz〉, respectivamente. De
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|φ̄β,n−1〉 = uβ|φ0,n−1〉+ u0|φβ,n−1〉+ i
3∑
µ,ν=1
εµνβuµ|φν,n−1〉, β = 1, 2, 3,
(2.27)
y εµνβ es el śımbolo de Levi-Civita.
La aplicación del segundo operador es mucho más simple, ya que solamente está definido





donde |φ̃µ,n−1〉 = exp(−ihl/Nt)|φ̄µ,n−1〉.
Finalmente, la aplicación del tercer operador es totalmente análoga a la aplicación del primer













|φβ,n〉 = uβ|φ̃0,n−1〉+ u0|φ̃β,n−1〉+ i
3∑
µ,ν=1
εµνβuµ|φ̃ν,n−1〉, β = 1, 2, 3.
(2.29)
De esta manera, se puede ver que las funciones ψµ(x, z) corresponden precisamente a la
representación en la base de posición de los vectores |φµ,Nt〉,
ψµ(x, z) = 〈x, z|φµ,Nt〉, (2.30)
y, consecuentemente, las funciones ψµ(x, z, T ) se pueden calcular de la forma





Aunque el procedimiento anterior parece lo suficientemente directo de implementar, hay que
tener en cuenta algunos detalles importantes. En primer lugar, nótese que es preferible tra-
bajar en la representación en la base de posición de los vectores |φµ,n〉, pues al final del
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procedimiento se requiere el valor 〈x, z|φµ,Nt〉 y al inicio del mismo se dispone de 〈x, z|ψxz〉,
dado por la ecuación (2.6). Sin embargo, en esta representación la aplicación del opera-
dor exp(−ihl/Nt) no puede hacerse de manera multiplicativa. En efecto, a diferencia de
exp(−ihm/2Nt), este operador depende enteramente de los operadores de momento px y pz,
los cuales no son diagonales en la base de posición. El operador exp(−ihm/2Nt) solamente
depende de los operadores x y z, aśı que los coeficientes de su expansión en términos de las
matrices de Pauli también dependen solamente de x y z, lo cual hace que su aplicación en la
base de posición sea multiplicativa. Aśı pues, para obtener la representación en posición de
los vectores |φ̃µ,n〉 que aparecen en la relación (2.28), es necesario, en primer lugar, obtener
una representación en la base de momento de los vectores |φ̄µ,n〉 v́ıa una transformada de
Fourier de su representación en posición; posteriormente, aplicar el operador exp(−ihl/Nt),
el cual es multiplicativo en esta base; y, finalmente, volver a la base de posición utilizan-
do una transformada inversa de Fourier. Los cálculos restantes para obtener ψµ(x, z) son
multiplicativos en la base de posición.
La determinación de las funciones ψµ(x, z, T ) también requiere un cambio de base análogo al
descrito en el párrafo anterior: es necesario calcular la representación en la base de momento
del vector |φµ,Nt〉, aplicar el operador exp[−igl(p2x + p2z)(T − 1)], y finalmente regresar a la
base de posición.
En segundo lugar, para implementar numéricamente el procedimiento anteriormente descrito,
es necesario discretizar las coordenadas x y z, y los momentos px y pz. Las coordenadas
x y z se muestrean sobre los intervalos [xmı́n, xmáx] y [zmı́n, zmáx], a frecuencias espaciales
δx = (xmáx − xmı́n)/Nx y δz = (zmáx − zmı́n)/Nz, respectivamente. En estas expresiones, Nx
y Nz indican el número de muestras en cada dirección. Es importante que los intervalos de
muestreo de estas coordenadas sean lo suficientemente grandes para evitar que las funciones
ψµ(x, z, T ) se vean afectadas por las condiciones de frontera artificiales que se imponen al
discretizar. Por otra parte, los momentos px y pz se muestrean a frecuencias δpx = 2π/(Nxδx)
y δpz = 2π/(Nzδz), sobre los intervalos [−π/δx, π/δx] y [−π/δz, π/δz], respectivamente.
La versión discreta de los vectores |φµ,n〉 y de los operadores exp(−ihm/2Nt), exp(−ihl/Nt)
y exp[−igl(p2x + p2z)(T − 1)] corresponde a arreglos de tamaño (Nx + 1) × (Nz + 1). De
esta manera, la aplicación de un operador sobre un vector corresponde a un producto de
Hadamard (elemento por elemento) entre los dos arreglos. Similarmente, la transformada de
Fourier se vuelve una transformada rápida de Fourier.
Una vez se encuentren los arreglos correspondientes a las funciones ψµ(x, z, T ), la integral
en la expresión (2.23) puede calcularse como una sumatoria de la forma∫
Ωk
ψα(x, z, T )ψ
∗
γ(x, z, T ) dxdz =⇒
∑
(xi,zj)∈Ωk
ψα(xi, zj, T )ψ
∗
γ(xi, zj, T ) δxδz. (2.32)
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donde la suma se extiende sobre los pares (xi, zj) que pertenecen a la región Ωk. Finalmente,
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Figura 2.3.: Distribución espacial de intensidad del haz al momento de la detección,
I(x, z, T ), para distintos valores de T y λ.
Aunque el objetivo principal de este método es calcular la matriz de medición del sistema,
hay que resaltar que los arreglos asociados a las funciones ψµ(x, z, T ) también permiten
calcular el estado final del haz y su intensidad al momento de la detección. En particular,
es interesante observar las distribuciones de intensidad que se obtienen al utilizar un campo
cuadrupolar. Algunos ejemplos de los posibles resultados de la medición de la intensidad del
haz se muestran en la Figura 2.3. Para obtener estas distribuciones, se utilizó el arreglo





ψα(xi, zj, T )ψ
∗
γ(xi, zj, T )TrS (σασβσγ) sβ, (2.33)
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el cual se deduce a partir de la ecuación (2.12), y los valores xmı́n = zmı́n = −50, xmáx =
zmáx = 50 y Nx = Nz = Nt = 600. El montaje experimental corresponde a las constantes
gl = 0.25, gm = 4.0, y distintos valores de λ y T . El estado inicial de esṕın es un estado
puro, definido de la forma s0 = 1, s1 = cosφ sin θ, s2 = sinφ sin θ, s3 = cos θ, con θ = π/5 y
φ = π/8.
Como se puede observar, no es fácil determinar la forma exacta de estas distribuciones. Por
ejemplo, la intensidad del haz no se puede obtener como superposiciones de gaussianas, tal y
como se encontró en el montaje usual del experimento. Este hecho no permite ver fácilmente
cuál es la mejor forma de medir la intensidad para poder obtener información sobre el
estado inicial de esṕın del haz. Tampoco se puede afirmar que haya regiones donde exista
exclusivamente una proyección de esṕın determinada, ni que el tiempo de evolución libre
permita identificar más fácilmente dichas regiones. Todos estos efectos se deb́ıan enteramente
a la presencia de un campo magnético de referencia.
Sin embargo, al notar la manera en la que estas distribuciones se expanden sobre los cua-
drantes definidos en la Figura 2.2, se podŕıa afirmar que la medición de intensidad sobre estas
cuatro regiones puede proveer información suficiente para que el procedimiento de estimación
definido en la sección anterior pueda realizarse.
Esta afirmación puede verificarse, en primera instancia, comprobando que la matriz de me-
dición no sea singular. Este es el caso, por ejemplo, de los montajes con λ = 0.3 y λ = 0.6
que se utilizaron para generar las distribuciones que se muestran en la Figura 2.3. En efecto,
para λ = 0.3 se obtienen las matrices de medición
M(T = 1.0) =

0.278 −0.117 0.013 0.057
0.246 −0.106 −0.013 −0.057
0.223 0.106 0.013 −0.058
0.252 0.117 −0.013 0.058
 ,
M(T = 1.5) =

0.27 −0.18 0.002 0.058
0.249 −0.166 −0.002 −0.058
0.231 0.166 0.002 −0.064
0.249 0.18 −0.002 0.064
 ,
M(T = 2.0) =

0.262 −0.21 0.007 0.063
0.247 −0.197 −0.007 −0.063
0.239 0.197 0.007 −0.063
0.253 0.21 −0.007 0.063
 ,
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mientras que para λ = 0.6 se obtiene
M(T = 1.0) =

0.285 −0.083 0.012 0.073
0.244 −0.08 −0.012 −0.073
0.218 0.08 0.012 −0.071
0.253 0.083 −0.012 0.071
 ,
M(T = 1.5) =

0.278 −0.147 0.002 0.098
0.248 −0.135 −0.002 −0.098
0.225 0.135 0.002 −0.096
0.25 0.147 −0.002 0.096
 ,
M(T = 2.0) =

0.265 −0.18 0.001 0.11
0.246 −0.166 −0.001 −0.11
0.236 0.166 0.001 −0.107
0.253 0.18 −0.001 0.107
 .
Estas matrices tienen determinantes pequeños, del orden de 10−3 a 10−5; sin embargo, sus
inversas pueden hallarse sin dificultad. De esta manera, se podŕıa afirmar que en estos seis
casos se puede realizar una estimación del estado inicial de esṕın del haz.
Por otra parte, al calcular la matriz de medición para los montajes con λ = 1 correspondientes
a la Figura 2.3, se obtiene
M(T = 1.0) =

0.286 −0.057 1.29× 10−17 0.057
0.248 −0.059 −7.13× 10−16 −0.057
0.218 0.059 2.95× 10−17 −0.059
0.248 0.057 7.30× 10−16 0.059
 ,
M(T = 1.5) =

0.285 −0.115 5.91× 10−18 0.115
0.248 −0.109 −3.83× 10−16 −0.115
0.22 0.109 4.98× 10−17 −0.109
0.248 0.115 3.87× 10−17 0.109
 ,
M(T = 2.0) =

0.268 −0.149 2.58× 10−18 0.149
0.249 −0.139 −5.85× 10−16 −0.149
0.233 0.139 4.65× 10−17 −0.139
0.249 0.149 5.96× 10−16 0.139
 .
Los valores de la tercera columna de cada una de estas matrices son muy cercanos a cero
(de hecho, son del orden del error numérico). Los determinantes asociados también son
pequeños, del orden de 10−19. En consecuencia, las inversas de estas matrices no se pueden
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definir. Adicionalmente, el hecho de que la tercera columna sea muy cercana a cero implica
que las mediciones de intensidad en los cuatro cuadrantes contienen muy poca información
sobre el parámetro s2, no importa cuál sea el estado inicial de esṕın del haz. Este hecho se
puede verificar a partir de la relación (2.21), p = M(T )s. Como las mediciones de intensidad
contienen muy poca información sobre el s2, el procedimiento de estimación que se ha descrito
no permite estimar este parámetro y, por lo tanto, no permite estimar el estado inicial de
esṕın del haz.
Esta caracteŕıstica del procedimiento de estimación no es exclusiva del montaje que se ha
considerado en este ejemplo. El estado inicial de esṕın no podrá estimarse completamente si
λ = 1. En la siguiente sección se mostrará el origen de esta limitación.
2.3. Mediciones de intensidad para λ = 1













Se puede verificar que este estado es invariante ante rotaciones alrededor del eje y. En efecto,
al realizar una rotación de un ángulo θ′ al rededor del eje de propagación del haz, las coorde-
nadas x y z transforman como x′ = x cos θ′+z sin θ′ y z′ = z cos θ′−x sin θ′, respectivamente.
Aśı, la relación x′2 + z′2 = x2 + z2 se satisface, lo cual hace que 〈x, z|ψxz〉 permanezca inva-
riante. La transformación de coordenadas anterior puede representarse mediante el operador
de rotación Dy(θ
′) = exp(iθ′Ly), donde Ly es la componente del operador momento angular
en la dirección y. En estos términos, la invarianza rotacional del estado espacial inicial se
puede expresar de la forma
Dy(θ
′)|ψxz〉 = |ψxz〉. (2.34)
El operador de evolución temporal del sistema también tiene una propiedad de invarianza
similar a la anterior. El generador de esta evolución temporal (sin tener en cuenta la evolución





z) + gl(xσ1 − zσ3),
conmuta con el operador Ly− 12σ2 (De Muynck, 2006). Este hecho puede verificarse a partir de
las relaciones de conmutación entre los distintos operadores involucrados, [σi, σj] = 2iεijkσk,
[xi, Lj] = iεijkxk y [pi, Lj] = iεijkpk. En esta notación los operadores xi y pi indican los
operadores posición y momento en cada una de las direcciones x, y y z. Operadores corres-
pondientes a distintos grados de libertad conmutan entre śı. De esta manera se puede ver
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que [p2x + p
2
z, Ly − 12σ2] = 0 y [xσ1, Ly − 12σ2] = [zσ3, Ly − 12σ2] = izσ1 − ixσ3, lo cual implica
que [H(m), Ly − 12σ2] = 0. Este resultado, a su vez, conlleva a que tanto el operador de evo-
lución en presencia del campo magnético como el operador correspondiente a la evolución
libre conmuten con Ly − 12σ2. Como consecuencia, el operador de evolución temporal total
del sistema es invariante ante la aplicación del operador exp[iθ′(Ly − 12σ2)]:
e−iθ
′(Ly− 12σ2)Uxz(T )e
iθ′(Ly− 12σ2) = Uxz(T ). (2.35)
Esta transformación puede entenderse como dos rotaciones; una rotación espacial de un
ángulo θ′ al rededor del eje y y una rotación de esṕın del mismo ángulo, alrededor del mismo
eje, pero en el sentido contrario. Para hacer énfasis en esta interpretación, se utilizará la
notación Dy(θ
′)Sy(−θ′) = exp[iθ′(Ly − 12σ2)], donde Sy(θ′) = exp(iθ′σ2/2).
Estas propiedades de invarianza tienen consecuencias interesantes sobre las componentes de
la matriz de medición. Para observarlas, considérese la definición de los operadores Q̃k(T )
dada por ecuación (2.18):
Q̃k(T ) = Trxz
[
QkUxz(T )|ψxz〉〈ψxz|U †xz(T )
]
.




〈x, z|Uxz(T )|ψxz〉〈ψxz|U †xz(T )|x, z〉 dxdz.
La integral sobre cada una de las regiones puede definirse, de manera conveniente, en coor-
denadas polares, x = r cos θ y z = r sin θ. En cada región, r vaŕıa en el rango [0,∞) y el




2 ]. En el caso de los cuatro cuadrantes de la Figura 2.2, los
ángulos que definen las regiones toman la forma θ
(k)
1 = (k − 1)π/2 y θ(k)2 = kπ/2. En estos













Q̃(θ, T ) dθ, (2.36)
donde
Q̃(θ, T ) =
∫ ∞
0
〈r, θ|Uxz(T )|ψxz〉〈ψxz|U †xz(T )|r, θ〉 rdr. (2.37)
Nótese que este operador es independiente de la región de medición.
Las propiedades de invarianza del operador de evolución temporal y del estado inicial espacial
del haz permiten calcular la dependencia angular de Q̃(θ, T ) por medio de la aplicación de
una rotación de esṕın. En efecto, utilizando la ecuación (2.35) en el integrando de la expresión
anterior se tiene que
〈r, θ|Uxz(T )|ψxz〉〈ψxz|U †xz(T )|r, θ〉 =〈r, θ|D†y(θ′)S†y(−θ′)Uxz(T )Dy(θ′)Sy(−θ′)|ψxz〉
× 〈ψxz|D†y(θ′)S†y(−θ′)U †xz(T )Dy(θ′)Sy(−θ′)|r, θ〉.
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Incluyendo ahora la invarianza del estado espacial inicial, se obtiene
〈r, θ|Uxz(T )|ψxz〉〈ψxz|U †xz(T )|r, θ〉 = S†y(−θ′)〈r, θ|D†y(θ′)Uxz(T )|ψxz〉
× 〈ψxz|U †xz(T )Dy(θ′)|r, θ〉Sy(−θ′).
Teniendo en cuenta que Dy(θ
′)|r, θ〉 = |r, θ − θ′〉, se puede escribir
〈r, θ|Uxz(T )|ψxz〉〈ψxz|U †xz(T )|r, θ〉 = S†y(−θ′)〈r, θ − θ′|Uxz(T )|ψxz〉
× 〈ψxz|U †xz(T )|r, θ − θ′〉Sy(−θ′).
Lo cual implica, finalmente, la siguiente propiedad para el operador Q̃(θ, T ):
Q̃(θ, T ) = S†y(−θ′)Q̃(θ − θ′, T )Sy(−θ′),
o, de manera equivalente,
Q̃(θ + θ′, T ) = Sy(θ
′)Q̃(θ, T )S†y(θ
′). (2.38)
Según las ecuaciones (2.18) y (2.20), las componentes de la matriz de medición son los
coeficientes de la expansión de cada operador Q̃k(T ) en términos de las matrices de Pauli.
Si, de manera análoga, se expande el operador Q̃(θ, T ) en términos de estas matrices,










q̃µ(θ, T ) dθ. (2.39)
De esta manera, al analizar cómo la ecuación (2.38) influye en los coeficientes q̃µ(θ, T ), se
puede determinar el efecto de las propiedades (2.34) y (2.35) sobre la matriz de medición
del sistema.
En primer lugar, nótese que los operadores σ0 y σ2 son invariantes ante la aplicación del
operador Sy(θ
′), pues el generador de esta rotación es precisamente σ2. Los operadores σ1 y





′) = σ1 cos θ





′) = σ3 cos θ
′ + σ1 sin θ
′.
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Combinando estas igualdades con la ecuación (2.38), se encuentra que los coeficientes q̃µ(θ
′, T )
deben cumplir las condiciones
q̃0(θ + θ
′, T ) = q̃0(θ, T ),
q̃1(θ + θ
′, T ) = q̃1(θ, T ) cos θ
′ + q̃3(θ, T ) sin θ
′,
q̃2(θ + θ
′, T ) = q̃2(θ, T ),
q̃3(θ + θ
′, T ) = q̃3(θ, T ) cos θ
′ − q̃1(θ, T ) sin θ′.
Estas relaciones deben satisfacerse para cualquier θ y θ′, implicando que q̃0(θ, T ) y q̃2(θ, T )
sean constantes en θ (q̃0(θ, T ) = q̃0(T ), q̃2(θ, T ) = q̃2(T )) y que q̃1(θ, T ) y q̃3(θ, T ) puedan
escribirse de manera general como (De Muynck, 2006)
q̃1(θ, T ) = q̃1(θ0, T ) cos(θ − θ0) + q̃3(θ0, T ) sin(θ − θ0),
q̃3(θ, T ) = q̃3(θ0, T ) cos(θ − θ0)− q̃1(θ0, T ) sin(θ − θ0),
donde θ0 es un ángulo arbitrario, y q̃1(θ0, T ) y q̃3(θ0, T ) dependen de la definición del montaje
experimental, es decir, de los parámetros gl y gm.
En principio, q̃0(T ) y q̃2(T ) también dependen de los parámetros que definen el montaje
experimental; sin embargo, como se mostrará a continuación, estas constantes son indepen-
dientes de la definición del montaje. De acuerdo con la ecuación (2.36), y teniendo en cuenta






Q̃(θ, T ) dθ = σ0.
Esta relación, a su vez, implica que∫ 2π
0
q̃0(θ, T ) dθ = 1 ,
∫ 2π
0





, q̃2(T ) = 0.
Con los anteriores resultados, se puede dar una expresión completa para las componentes de
las matriz de medición. Asumiendo, sin pérdida de generalidad, que θ0 = 0 y realizando las




, q̃2k(T ) = 0,
q̃1k(T ) =
√
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De esta manera, se puede ver que, cuando λ = 1, no se puede obtener información sobre el
parámetro s2 y el estado inicial de esṕın del haz no puede ser completamente estimado.
Aunque el desarrollo anterior parece lo suficientemente general, su resultado solo aplica
para regiones que se puedan definir con r ∈ [0,∞). Aśı, en principio, se podŕıa pensar que
definiendo una configuración distinta de regiones, seŕıa posible estimar s2. Sin embargo, la
ausencia de información sobre este parámetro cuando λ = 1 en las mediciones de intensidad
no es una caracteŕıstica de la región en la cual se mide; es una caracteŕıstica de la actuación
del operador de evolución temporal sobre el estado inicial espacial del sistema. De esta
manera, no importa sobre cual región se mida la intensidad espacial del haz, si λ = 1 no se
podrá estimar completamente el estado inicial de esṕın del haz.
Para demostrar esta afirmación, considérese el caso general donde λ 6= 1. Teniendo en cuenta

















es el momento radial y, como fue mencionado antes, x = r cos θ y















Para verificar que el origen de la limitación en la estimación del estado inicial de esṕın
del haz es realmente la aplicación del operador de evolución temporal del sistema sobre
el estado (2.42), considérense las expansiones del operador de evolución exp(−iHxz) y del










Estas expresiones permiten escribir la intensidad del haz al momento de la detección justo






〈r, θ|ψα(T )〉〈ψγ(T )|r, θ〉TrS (σασβσγ) sβ, (2.43)
donde |ψµ(T )〉 = exp[−igl(p2x + p2z)(T − 1)]Aµ|ψxz〉 (escribir esta expresión en coordenadas
cartesianas será útil más adelante). De esta manera, la forma en la que la actuación del
operador de evolución sobre el estado espacial inicial del haz influye sobre la medición de
intensidad puede estudiarse calculando los términos Aµ|ψxz〉.
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En esta expresión, los coeficientes h
(k)

















Aśı pues, la aplicación de los operadores Aµ sobre el estado |ψxz〉 puede determinarse a partir
del cálculo de los productos h
(k)
µ |ψxz〉.
Como los coeficientes h
(k)





xz , se pueden encontrar las siguientes relaciones de recurrencia para




















































0 − i cos θh(k)2
)
, (2.48)
donde P 2 = p2r + r
−2L2y. Estas relaciones se complementan con las condiciones iniciales
h
(0)






3 = 0, donde Ixz es el operador identidad definido sobre Hxz.
Al actuar sobre el estado espacial inicial, los coeficientes h
(k)
µ satisfacen las siguientes condi-
ciones para cualquier orden:
h
(k)
2 |ψxz〉 = (1− λ2)G(k)2 |ψxz〉, (2.49)








|ψxz〉 = (1− λ2)G(k)13 |ψxz〉, (2.50)(
sin θLyh
(k)
3 − cos θLyh(k)1
)
|ψxz〉 = (1− λ2)F (k)13 |ψxz〉, (2.51)
Lyh
(k)
0 |ψxz〉 = (1− λ2)G(k)0 |ψxz〉, (2.52)








0 dependen de r, θ y λ.
Estas relaciones se pueden demostrar por inducción. A orden cero, la mayoŕıa de las propie-






13 = 0. El
único operador no nulo corresponde a G
(0)





















(λ4 − 1)r2 cos(2θ) + (λ4 + 1)r2 − 12λ2(λ2 + 1)
]
.




































































5λ6 + 3λ4 − 3λ2 − 5
))
sin (4θ)
+r2(λ4 − 1)2 sin (6θ)
]
.
Asumiendo que todas las propiedades se cumplen a orden k, se obtienen las siguientes ex-






2 − igmrG(k)13 ,
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13 − i G(k)13
)
.
De esta manera, las relaciones (2.49) a (2.52) se cumplen para cualquier orden.
En este momento, es conveniente regresar temporalmente a una representación en coorde-
nadas cartesianas. En este caso, las ecuaciones (2.50) y (2.51) también pueden escribirse de












|ψxz〉 = (1− λ2) rF (k)13 |ψxz〉. (2.54)
Utilizando la ecuación (2.44), se pueden expresar las propiedades (2.49) a (2.52) en términos
de los operadores Aµ:
A2|ψxz〉 = (1− λ2)G2|ψxz〉, (2.55)
(zA1 + xA3) |ψxz〉 = (1− λ2)G13|ψxz〉, (2.56)
(xLyA1 − zLyA3) |ψxz〉 = (1− λ2)F13|ψxz〉, (2.57)
LyA0|ψxz〉 = (1− λ2)G0|ψxz〉, (2.58)










A partir de las relaciones anteriores se pueden explorar las implicaciones de tener λ = 1.
Según la ecuación (2.55), A2|ψxz〉 = 0, lo que implica que |ψ2(T )〉 = 0. Por otra parte, la
ecuación (2.56), implica que (zA1 + xA3)|ψxz〉 = 0, lo cual es equivalente a que se cumplan
las relaciones A1|ψxz〉 = xA|ψxz〉 y A3|ψxz〉 = −zA|ψxz〉, donde el operador A está definido
sobre Hxz.
Adicionalmente, nótese que pzA1|ψxz〉 = xpzA|ψxz〉 y pxA3|ψxz〉 = −zpxA|ψxz〉, relaciones
que pueden escribirse conjuntamente de la forma (pzA1 + pxA3)|ψxz〉 = LyA|ψxz〉. En esta
expresión se ha recordado la definición del momento angular en dirección y, Ly = xpz − zpx.
Ahora bien, utilizando la propiedad (2.57), se puede ver que
(xLyA1 − zLyA3)|ψxz〉 = (xLyxA+ zLyzA)|ψxz〉
= [(x2 + z2)LyA+ i(xA3 + zA1)]|ψxz〉
= (x2 + z2)LyA = 0,
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lo cual implica que LyA|ψxz〉 = 0 y, en consecuencia, (pzA1 + pxA3)|ψxz〉 = 0.






























donde se ha utilizado la relación de conmutación
[xi, e





En consecuencia, se puede ver que x|ψ3(T )〉 + z|ψ1(T )〉 = 0, lo cual, a su vez, implica que
|ψ3(T )〉〈ψ1(T )| − |ψ1(T )〉〈ψ3(T )| = 0 (los vectores |ψµ(T )〉 se definieron en coordenadas
cartesianas para demostrar esta igualdad más fácilmente).
Ahora se puede ver la gran influencia que tienen los resultados anteriores sobre la distribución
espacial de intensidad del haz. Recordando la expresión para I(x, z), ecuación (2.43), se puede
ver que el término que acompaña al parámetro s2 es
2Re (〈r, θ|ψ2(T )〉〈ψ0(T )|r, θ〉)− 2Im (〈r, θ|ψ1(T )〉〈ψ3(T )|r, θ〉) ,
el cual es precisamente cero cuando λ = 1. Este resultado es una caracteŕıstica de la distri-
bución de intensidad misma y no de la forma en la que se mide. Es aśı que se puede concluir
que no existe ninguna configuración de regiones sobre la cual medir la intensidad espacial
del haz, que permita estimar completamente el estado inicial de esṕın de las part́ıculas.

3. Error de la estimación
Como se mencionó en la sección 2.2, la verificación de la invertibilidad de la matriz de
medición del sistema permite determinar si puede estimarse completamente el estado inicial
de esṕın del haz. Sin embargo, esta condición no es suficiente para afirmar que se obtiene una
estimación adecuada del estado de esṕın; existen casos donde las mediciones de intensidad
del haz contienen muy poca información sobre algunos de los parámetros que se desean
estimar, incluso si la matriz de medición es no singular. Para determinar con certeza qué tan
bueno es el procedimiento de estimación que se ha propuesto, es necesario definir el error
asociado al estimador del estado inicial de esṕın. La definición de este error está basada en
una caracterización estad́ıstica del procedimiento de estimación, la cual se describe en la
primera sección de este caṕıtulo. En la segunda sección, se define formalmente el error del
procedimiento de estimación y, en la última sección del caṕıtulo, se caracteriza la dependencia
de este error en función de los parámetros que definen el montaje experimental.
3.1. Caracterización estad́ıstica del procedimiento de
estimación
Como se sugirió cerca del final de la Sección 1.2, el estimador del estado de un sistema
determinado suele escribirse en términos de un segundo estimador, el cual está asociado a las
probabilidades de ocurrencia de los diferentes resultados posibles de las mediciones descritas
por el POVM elegido para el procedimiento de estimación. Este es precisamente el caso del
estimador del estado inicial de esṕın de las part́ıculas del haz, ŝ; según la ecuación (2.22),
ŝ = M−1(T )p̂,
donde p̂ corresponde al estimador de los valores pk(T ) = TrS[Q̃k(T )ρS(0)]. Para justifi-
car la utilización de este segundo estimador, y para encontrar su expresión en términos
de los resultados de la medición del haz, considérese el siguiente razonamiento. Durante la
construcción del procedimiento de estimación utilizando el experimento de Stern-Gerlach,
los valores pk(T ) siempre se interpretaron como las intensidades medidas sobre cada una
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de las regiones definidas en la Figura 2.2. Sin embargo, teniendo en cuenta que los ope-
radores Q̃k(T ) (y también los operadores Qk(T )) forman un POVM, estos valores pueden
interpretarse como las probabilidades de detectar una part́ıcula del haz en alguna de estas
cuatro regiones. Esta afirmación se puede verificar notando que la probabilidad de encon-
trar una part́ıcula alrededor de un punto (x, z) sobre el plano de detección es precisamente
Tr[|x, z〉〈x, z|ρ(T )] dxdz = I(x, z) dxdz.
La interpretación de los valores pk(T ) planteada en el párrafo anterior permite entender la
medición de intensidad de la siguiente manera: el campo magnético desv́ıa cada part́ıcula de
manera independiente; la deflexión de una part́ıcula no depende de la forma en la que sean
desviadas las part́ıculas restantes del haz. Esta conclusión reposa en la consideración de que
las part́ıculas no interactúan entre śı y de que su estado inicial es un estado separable de
part́ıculas. Al salir del imán y evolucionar libremente por un tiempo, cada part́ıcula tiene
una probabilidad fija de ser detectada en alguno de los cuatro cuadrantes del plano x-z y,
al llegar al plano de detección, será registrada en sólo una de las cuatro regiones posibles.
De esta manera, la intensidad en cada región se puede determinar como el cociente entre el
número de part́ıculas detectadas en esa región y el número total de part́ıculas que forman el
haz (asumiendo que ninguna part́ıcula se pierde durante todo el procedimiento).
Bajo las consideraciones anteriores, se puede afirmar que los verdaderos resultados de la
medición del haz no son directamente las intensidades en cada una de las regiones, sino el
número de part́ıculas del haz que llegan a cada una de ellas. Los estimadores ŝ y p̂ deben
escribirse en términos de estos valores. A continuación se describe cómo calcular el estimador
de los valores pk(T ) en términos del número de part́ıculas detectadas en cada región.
Considérese que el haz está constituido por N part́ıculas. La medición en la pantalla de
detección corresponde entonces a N eventos independientes de la forma ((una part́ıcula se
detecta en la región Ωk)). De esta manera, en cada cuadrante se detectarán nk part́ıculas. Los
valores n = {n1, n2, n3, n4}, donde
∑4
k=1 nk = N , forman un conjunto de variables aleatorias
que, basándose en la interpretación de la medición del haz dada anteriormente, siguen una
distribución multinomial (Watanabe, Sagawa, y Ueda, 2011) de la forma







Para justificar completamente la utilización de esta distribución, también se debe tener en
cuenta que cada uno de los cuatro eventos posibles al momento de la detección tiene una
probabilidad fija de ocurrir, que es precisamente pk(T ) = TrS[Q̃k(T )ρS(0)].
Desde un punto de vista experimental, las probabilidades pk(T ) son los parámetros, gene-
ralmente desconocidos, que definen la distribución P (n|p) y, en consecuencia, deben ser
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estimados a partir de los resultados de la medición. Para hacerlo, se debe construir un es-
timador utilizando alguno de los métodos estad́ısticos disponibles en la literatura. En este
tratamiento, por ejemplo, se construye un estimador de máxima verosimilitud (Kay, 1993).
Este método, como su nombre lo indica, consiste en el maximización de la función de verosi-
militud L(p|n) = P (n|p) respecto a los valores pk(T ). Aunque L(p|n) se define en términos
de la distribución P (n|p), las dos funciones no se interpretan de la misma manera. Mientras
P (n|p) es una función de las observaciones para valores fijos de los parámetros pk(T ), L(p|n)
es una función de los parámetros pk(T ) para valores fijos de las variables nk.
Usualmente es más simple maximizar el logaritmo natural de la función de verosimilitud,






nk ln [pk(T )] ,
y para hacerlo, se puede utilizar el método de los multiplicadores de Lagrange. Nótese que
para aplicar correctamente este método, debe tenerse en cuenta la ligadura
∑4
k=1 pk(T ) = 1.
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En las expresiones anteriores, Γ corresponde al multiplicador de Lagrange. Para encontrar
su valor, nótese que
∑4
k=1 pk(T ) = (1/Γ)
∑4
k=1 nk = N/Γ = 1, y aśı, Γ = N . De esta manera,





Este resultado está en sintońıa con la interpretación de la medición de intensidad del haz
que se expuso anteriormente en esta sección.
Teniendo en cuenta esta definición para los estimadores p̂k, los estimadores para cada uno











La expresión anterior, en la cual el estimador ŝ se escribe en términos de los resultados de la
medición del haz, permite definir más claramente la forma en la se caracterizará el desempeño
del estimador. Desde un punto de vista estad́ıstico, al depender de las variables aleatorias
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nk, los estimadores ŝµ también son variables aleatorias, lo que significa que cada vez que
se realice el experimento se obtendrán distintas estimaciones del estado inicial de esṕın del
haz. De esta manera, se podŕıa afirmar que los estimadores ŝµ son buenos estimadores, si la
distribución de las estimaciones arrojadas en cada realización del experimento se encuentra
lo suficientemente cerca de los valores reales de los parámetros, y si su dispersión alrededor de
estos valores es suficiente pequeña. Estos dos requerimientos pueden asociarse a dos atributos
del estimador: su sesgo y su error cuadrático medio, respectivamente (Kay, 1993).
El sesgo de los estimadores ŝµ se define como
b(ŝµ) = E[ŝµ]− sµ, (3.4)
mientras que el error cuadrático medio está definido de la forma
ECM(ŝµ) = E[(ŝµ − sµ)2]. (3.5)
En estas expresiones, el śımbolo E[·] indica el valor esperado de las variables aleatorias
respecto a la distribución de probabilidad (3.1). Aśı, un buen estimador del estado inicial de
esṕın del haz debeŕıa tener valores pequeños de |b(ŝµ)| y ECM(ŝµ).
Utilizando la igualdad (3.3), puede demostrarse que b(ŝµ) = 0, es decir, que el estimador del

























El valor esperado de la variable aleatoria nk respecto a la distribución multinomial (3.1) es








pk(T ) = sµ,
donde se ha utilizado la relación (2.21), p = M(T )s. De esta forma, se puede concluir que
b(ŝµ) = 0.
Al no tener sesgo, la caracterización del desempeño de los estimadores ŝµ recae completa-
mente en el cálculo de sus errores cuadráticos medios. Teniendo en cuenta que E[ŝµ] = sµ,
se puede notar que ECM(ŝµ) = E [(ŝµ − E[ŝµ])2], lo cual corresponde precisamente a la






Aśı pues, entre menor sea la varianza de los estimadores ŝµ, mejor será la estimación del
estado inicial de esṕın del haz.
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Es conveniente notar que la varianza (3.6), a su vez, puede incluirse en la definición de la
matriz de covarianza de los estimadores ŝµ, Cov(ŝ, ŝ), cuyas componentes se definen de la
forma
Cov(ŝµ, ŝν) = E [(ŝµ − E[ŝµ]) (ŝν − E[ŝν ])] . (3.7)
Como se puede ver, las varianzas corresponden a los elementos de la diagonal de la matriz
de covarianza.
Desde un punto de vista experimental, tanto el valor esperado como las varianzas de los
estimadores ŝµ también deben ser estimados a partir de los resultados de la medición; como
se puede ver en las relaciones E[ŝµ] = sµ y (3.6), los resultados teóricos dependen de los
valores reales de los parámetros a estimar, los cuales se suponen desconocidos. A pesar de
esto, los valores teóricos de E[ŝµ] y Var(ŝµ) son útiles para indicar cuáles son los resultados
que se pueden esperar en una situación experimental real. Para el caso del valor esperado de
los estimadores, se verificó que las estimaciones no están sesgadas respecto a los valores reales
de los parámetros, lo cual corresponde al mejor escenario posible para el valor esperado. El
mejor escenario para la varianza, por otra parte, aún no se ha estudiado en detalle.
En la siguiente sección se mostrará cómo calcular los mejores valores posibles para las varian-
zas de los estimadores ŝµ. Estos valores se pueden determinar a partir de una minimización
de la matriz de covarianza. Una vez se tenga esta matriz, se definirá formalmente el error
de la estimación. De esta manera, la medida de error permitirá indicar cuál es el mejor
desempeño que se puede esperar del procedimiento de estimación que se propuso en este
trabajo.
3.2. Definición del error de la estimación
La matriz de covarianza asociada a cualquier estimador insesgado de los parámetros sµ
debe satisfacer, dadas ciertas condiciones de regularidad sobre la distribución P (n|s), la
desigualdad de Cramér-Rao (Kay, 1993)
Cov(ŝ, ŝ)− J−1(s) ≥ 0, (3.8)
donde J(s) se conoce como matriz de información de Fisher o simplemente matriz de infor-
mación. La desigualdad entre matrices significa que la diferencia Cov(ŝ, ŝ)−J−1(s) debe ser
semi-definida positiva. En el Apéndice A se hace una deducción de esta desigualdad, para el
caso de una distribución discreta de probabilidad.
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donde l(p|n), como se mencionó en la sección anterior, es el logaritmo natural de la función
de verosimilitud, l(p|n) = ln[P (n|p)].
Los elementos de la diagonal de la matriz de información se interpretan, desde un punto
de vista estad́ıstico, como la cantidad de información sobre los parámetros que definen la
distribución de probabilidad, contenida dentro de las variables aleatorias nk. Esta interpre-
tación es bastante útil en el contexto del presente trabajo, ya que valores pequeños de Jµµ(s)
indicaŕıan que el parámetro sµ no puede ser estimado de manera adecuada a partir de los
resultados de la medición (es decir, se obtendŕıan varianzas grandes en la estimación de ese
parámetro).
Como se puede ver, a diferencia de la matriz de covarianza, la matriz de información no
depende de la forma en la que se construya el estimador del estado inicial de esṕın, solamente
depende de la forma en la que la distribución de probabilidad dependa de los parámetros
s. Desde este punto de vista, y tomando como referencia la desigualdad de Cramér-Rao, la
inversa de la matriz de información, J−1(s), puede entenderse como la matriz de covarianza
que se obtiene después de hacer una minimización sobre todos los posibles estimadores del
estado inicial de esṕın que pueden construirse a partir de los valores nk. De esta manera,
la matriz J−1(s) correspondeŕıa a la matriz de covarianza asociada al procedimiento de
estimación con el mejor desempeño. Es por esto que el error de la estimación se definirá a
partir de esta matriz.
Un argumento adicional a favor del uso de la matriz J−1(s) para definir el error de la
estimación es el siguiente. Al ser estimadores de máxima verosimilitud, los estimadores p̂k =
nk/N son también estimadores asintóticamente eficientes (Lehmann y Casella, 2006; Kay,
1993), lo cual significa que su matriz de covarianza coincide con J−1(p) al aumentar el número
de part́ıculas del haz:
ĺım
N→∞
Cov(p̂, p̂) = J−1(p). (3.10)
Esta propiedad se mantiene ante combinaciones lineales de los estimadores p̂k, lo cual implica




Cov(ŝ, ŝ) = J−1(s). (3.11)
De esta manera, para un número lo suficientemente grande de part́ıculas, la matriz de cova-
rianza del los estimadores ŝµ puede calcularse aproximadamente utilizando la matriz J−1(s).
Antes de definir el error del procedimiento de estimación, se calculará la matriz de informa-
ción asociada a los parámetros sµ. Para empezar, es conveniente expresar las componentes
Jµν(s) en términos de derivadas parciales respecto a los parámetros pk(T ), porque la fun-
ción de verosimilitud está expresada en términos de estos parámetros. El cambio de variable
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El cálculo de las componentes Jkl(p) es más simple, ya que ∂l(p)/∂pk = nk/pk y, en conse-


















la cual puede escribirse matricialmente de la forma
J(s) = NMT(T )P−1(s)M(T ) = NF(s), (3.13)
donde P(s) es una matriz diagonal cuyas componentes son los valores pk(T ). La dependencia
de la matriz P(s) respecto a los parámetros sµ se deriva de la relación p = M(T )s.





En esta tesis se usa la igualdad (3.14) para definir el error de la estimación.
Como se indicó al final de la sección anterior, para cuantificar el desempeño del procedi-
miento de estimación, se deben observar los valores mı́nimos que pueden tomar las varianzas
asociadas a los estimadores ŝµ. Estos valores corresponden a los elementos de la diagonal de
la matriz J−1(s). Según la ecuación (3.14), estos valores decrecen a una razón de N−1, aśı
que, en principio, se pueden disminuir las varianzas hasta un valor deseado aumentando el
número de part́ıculas. Sin embargo, valores grandes de los elementos de la diagonal de la
matriz F−1(s) pueden realmente limitar la influencia del aumento del número de part́ıculas
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sobre los valores mı́nimos que pueden tomar las varianzas. Es por esta razón que es más con-
veniente concentrarse en los valores en la diagonal de F−1(s); aśı se obtendŕıa una medida
que solamente depende del montaje experimental y del estado inicial que se desea estimar,
y no del número de part́ıculas.
Teniendo en cuenta la discusión del párrafo anterior, el error del procedimiento de estimación
se define como







Enseguida se ofrecen algunos comentarios sobre esta definición. En primer lugar, el śımbolo
G, que representa el conjunto de parámetros G = {gl, gm, λ, T}, se incluye expĺıcitamente
en la dependencia del error para indicar que el desempeño del procedimiento de estimación
depende en gran medida del diseño del montaje experimental. Esta dependencia llega a la
matriz F−1(s) a través de la matriz de medición y de los valores pk(T ). Por otra parte, se
utiliza la traza tr(F−1(s)) para tener en cuenta, en la definición del error, todas las varianzas
de los estimadores ŝµ (el śımbolo tr(·) se usa para diferenciar la traza de una matriz de la
traza de un operador, la cual se denota con el śımbolo Tr(·)). Es de esperarse que una buena
estimación del estado inicial de esṕın implique un valor pequeño de todas las varianzas y,
en consecuencia, un valor pequeño de tr(F−1(s)). Por otro lado, una mala estimación de al
menos uno de los parámetros, revelará un valor grande de esta traza. Finalmente, se incluye
el logaritmo en base diez de la traza para que el error debido a varianzas con órdenes de
magnitud muy grandes crezca lentamente. De acuerdo con la interpretación estad́ıstica de los
elementos de la diagonal de la matriz de información, se esperan varianzas con valores muy
grandes cuando la distribución de probabilidad contiene muy poca información sobre alguno
de los parámetros que se desean estimar. Por ejemplo, es de esperarse que el procedimiento
de estimación revele muy poca información sobre el parámetro s2 cuando λ es cercano a la
unidad.
Habiendo definido el error de la estimación, se puede ahora explorar su dependencia respecto
a los parámetros G y s. De esta manera se obtendŕıa una idea de cuáles son los valores t́ıpicos
de las varianzas mı́nimas que pueden obtenerse al utilizar el experimento de Stern-Gerlach
para estimar estados iniciales de esṕın. Este estudio se reporta en la siguiente sección.
3.3. Error de la estimación en función de los parámetros
que definen el montaje experimental
Para empezar la exploración de la dependencia del error de la estimación en función de los
parámetros G y s, se supone que el estado inicial de esṕın está normalizado, es decir que
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s0 = TrS[ρS(0)] = 1. De esta forma, el procedimiento de estimación solo determinaŕıa los
parámetros s1, s2 y s3.
Esta consideración sobre el estado inicial de esṕın hace que la matriz F−1(s) se calcule de
manera un poco distinta a la ecuación (3.13), como puede verse más claramente a partir de











Como en esta expresión no se tienen en cuenta las derivadas respecto a s0, la matriz de
información se escribe matricialmente de la forma
J(s) = NM̃T(T )P−1(s)M̃(T ) = N F̃(s),
donde M̃(T ) es la matriz 4 × 3 que se obtiene al eliminar la primera columna de la matriz
M(T ). De esta manera, el error del procedimiento de estimación toma la forma





Es importante notar que, debido a que M̃(T ) no es cuadrada, la matriz F̃−1(s) no puede
escribirse como M̃−1(T )P(s)[M̃−1(T )]T (Řeháček y cols., 2015). Este es el caso incluso si
M̃−1(T ) se interpreta como una inversa de Moore-Penrose.
Como se puede ver, el error ∆(G, s) depende de un total de siete parámetros: tres que definen
el estado inicial de esṕın del haz y cuatro que definen el montaje experimental. Este es un
espacio de parámetros relativamente grande y hace que la exploración del error sea un poco
complicada. Por esta razón que se hace énfasis solamente en un subespacio de interés. A
continuación se explica cómo se han elegido los valores de los parámetros que pertenecen a
este subespacio.
En primer lugar, se consideran estado iniciales de esṕın puros. Aśı, los parámetros s1, s2 y
s3 se pueden parametrizar en términos de los ángulos θ ∈ (0, π) y φ ∈ (0, 2π) de la forma
s1 = cosφ sin θ, s2 = sinφ sin θ y s3 = cos θ.
Por otra parte, para iniciar la exploración, se asume que el haz no evoluciona libremente
antes de ser detectado, es decir, se supone que T = 1. En el montaje usual del experimento
de Stern-Gerlach, el tiempo de evolución libre permite separar la distribución de intensidad
en dos partes, lo cual permite, a su vez, determinar más fácilmente el valor esperado del
esṕın inicial de las part́ıculas en dirección del campo de referencia, y separar las part́ıculas
del haz de acuerdo con su proyección de esṕın final. Para este montaje, sin embargo, como
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se ilustra en la Figura 2.3, el tiempo de evolución libre no hace que la distribución de
intensidad se separe de manera clara ni garantiza que alguna región del plano de detección
pueda asociarse a una única proyección de esṕın. Aśı, no es claro si el aumento T mejora o
empeora la estimación del estado inicial de esṕın. Por esta razón no se incluye inicialmente
la evolución libre antes de la detección. Solamente hacia el final de esta sección, se estudia
la influencia de esta evolución sobre el error de la estimación.
Además de las elecciones que se describen anteriormente, se considera que gl ∈ (0, 4.0] y
gm ∈ [1.0, 5.0]. Estos rangos para los parámetros gl y gm toman como referencia los valores
utilizados en los estudios de Potel y Hsu sobre experimento de Stern-Gerlach (Potel y cols.,
2005; Hsu y cols., 2011). Vale la pena mencionar que, desde el punto de vista del montaje
usual del experimento, estos valores permiten explorar un rango amplio del producto glgm,
el cual determina la separación de la distribución espacial de intensidad del haz justo al
salir del imán. La condición gm  gl permit́ıa observar más fácilmente la separación de la
distribución de intensidad del haz (ver Sección 1.1). Aqúı, también se exploran regiones en
las cuales se viola la desigualdad gm  gl.
Teniendo en cuenta las consideraciones anteriores, en la Figura 3.1 se muestra la variación de
∆(G, s) en función de los parámetros gl y gm, para diferentes valores de λ y para un estado
inicial de esṕın fijo. La elección del parámetro λ puede hacerse de manera algo arbitraria.
Para esta exploración, se eligieron valores de λ que, en primer lugar, revelaran regiones con
mı́nimos locales de ∆(G, s) y que, en segundo lugar, permitieran observar cómo la variación
de este parámetro afecta dichas regiones. El estado inicial de esṕın de prueba utilizado en
estas figuras, definido por los valores θ = 1.91 y φ = 4.78, corresponde al estado con el
máximo error de estimación en una configuración definida por los parámetros gl = 0.4,
gm = 4.0 y λ = 0.3. Al elegir este estado como estado de prueba, se pretende mostrar los
valores t́ıpicos del error asociados a un estado que, generalmente, no se puede estimar de
manera óptima. Aśı, se tendŕıa una idea ((pesimista)) de los errores que pueden encontrarse
para otros valores de gl, gm y λ.
Para el cálculo del error, las coordenadas x y z fueron muestreadas sobre el intervalo [−50, 50],
el número total de muestras en cada dirección fue Nx = Nz = 600, y el número total de
pasos temporales fue Nt = 600.
Una primera inspección de la Figura 3.1 revela regiones del espacio de parámetros en las
cuales el error de la estimación es realmente grande. Es importante tener en cuenta que, al
estar definidos en términos de un logaritmo en base diez, los valores del error mostrados en la
figura dan una idea del orden de magnitud de la traza de la matriz F−1(s). Como se mencionó
al momento de definir el error de la estimación, valores grandes de esta traza pueden deberse
tanto a valores grandes de las varianzas asociadas a los tres parámetros estimados, como a
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Figura 3.1.: Error del procedimiento de estimación, ∆(G, s), en función de los parámetros
gl y gm para distintos valores del parámetro λ.
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Figura 3.2.: Error del procedimiento de estimación, ∆(G, s), en función de los parámetros
gl y gm para distintos valores del parámetro λ, excluyendo la varianza del
estimador ŝ2.
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un valor grande de la varianza correspondiente a uno solo de ellos. Teniendo en cuenta que
para λ = 1 no es posible estimar el parámetro s2, se podŕıa conjeturar que la responsable de
los valores grandes de ∆(G, s) es precisamente la varianza asociada a la estimación de s2.
Para comprobar la hipótesis anterior, en la Figura 3.2, se muestra el error de la estimación
excluyendo la varianza de ŝ2. Como se puede ver, este parece ser generalmente el caso; se
pueden encontrar configuraciones, cercanas y lejanas a λ = 1, donde ∆(G, s) disminuye
drásticamente al no tener en cuenta la varianza asociada al parámetro s2. Por ejemplo, para
gl = 2.4, gm = 2.2, λ = 1.1, el error de la estimación incluyendo las tres varianzas es del orden
de 1012, mientras que el error asociado solamente a s1 y a s3 es 6.81. Este comportamiento
también se puede encontrar para gl = 0.24, gm = 4.6 y λ = 0.2, donde el error incluyendo la
varianza asociada a s2 es del orden de 10
8, mientras que el error sin esta varianza es 38.05.
Sin embargo, también se pueden encontrar casos en los cuales la varianza de ŝ2 no es entera-
mente responsable de los valores grandes de ∆(G, s). Por ejemplo, para gl = 3.96, gm = 1.0,
λ = 0.2, las varianzas asociadas a s1, s2, y s3 son 10.6, 60.3 y 119.7, respectivamente. Esta
situación también puede observarse claramente en la Figura 3.2 para el caso λ = 0.1, donde
el máximo error incluyendo las tres varianzas es del mismo orden que el error que solamente
incluye las varianzas de ŝ1 y ŝ3.
Como se mencionó en la sección anterior, desde un punto de vista estad́ıstico, valores grandes
de las varianzas indican que los resultados de la medición del haz contienen muy poca
información sobre los parámetros estimados. Este hecho no sólo se debe a la elección de los
parámetros que definen el montaje experimental, sino también a la elección de las regiones
sobre las cuales se mide la distribución espacial de intensidad del haz.
A pesar de la existencia de regiones con errores de estimación grandes, también existen
regiones donde ∆(G, s) tiene valores bajos y estables ante variaciones pequeñas, pero no
infinitesimales, de los parámetros que definen el montaje experimental. Estas son las regio-
nes en las que el procedimiento de estimación tiene el mejor desempeño. Por ejemplo, la
configuración con el menor de los errores mostrados en la Figura 3.1 es gl = 3.24, gm = 2.0 y
λ = 0.3. Para este montaje, la varianza asociada a s2 es 55.3, mientras que las asociadas a s1
y s3 son 3.75 y 2.12, respectivamente, lo cual lleva a un valor del error de ∆(G, s) = 1.904.
Estos son los menores valores del error que pueden esperarse al utilizar el procedimiento de
estimación que se ha propuesto.
Es interesante notar que las condiciones que permiten tener un mejor desempeño en el
montaje usual del experimento de Stern-Gerlach no necesariamente garantizan que ∆(G, s)
tenga valores pequeños. Por ejemplo, la condición gm  gl no implica un menor error de la
estimación; de hecho, como muestra el ejemplo anterior, se pueden obtener valores bajos de
∆(G, s) incluso para valores que cumplan gl > gm. También, en el montaje usual, es deseable
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que gmgl > 1, aśı se puede garantizar una mayor separación de la distribución de intensidad
cuando las part́ıculas salen del imán. Sin embargo, como en el caso de la configuración
gl = 0.24, gm = 4.6 y λ = 0.2, que se cumpla esta condición no implica necesariamente que
el procedimiento de estimación tenga un mejor desempeño (nótese que en esta configuración
también se cumple que gl sea más de un orden de magnitud menor que gm).
Para un conjunto de parámetros gl, gm y λ dados, el error de la estimación también depende
del estado inicial de esṕın que se desea estimar. En la Figura 3.3 se muestra un ejemplo de
esta dependencia. Esta figura corresponde a un montaje definido por gl = 3.24, gm = 2.0 y
λ = 0.3. Los parámetros de la simulación fueron los mismos que se utilizaron en la Figura 3.1.
Como se puede ver, no todos los estados pueden ser estimados con el mismo error. Sin
embargo, si la diferencia entre el mayor y menor error permanece los suficientemente pequeña,
como en el ejemplo de la figura, el error del procedimiento de estimación se puede definir














Figura 3.3.: Error del procedimiento de estimación, ∆(G, s), en función de los parámetros
que definen el estado inicial de esṕın, θ y φ. Los parámetros que definen el
montaje experimental fueron gl = 3.24, gm = 2.0, λ = 0.3. y T = 1.0.
En la Figura 3.4 se muestra la influencia de la evolución libre antes de la detección sobre
el error del procedimiento de estimación. Para generar esta figura, fue necesario muestrear
las coordenadas x y z sobre el intervalo [−100, 100], y aumentar el número de muestras
en cada dirección a 650. Este cambio en los parámetros de la simulación se realizó para
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evitar la influencia de las condiciones de frontera artificiales sobre la distribución espacial
de intensidad, ya que, como se mostró en la Figura 2.3, al aumentar el tiempo de detección,
esta distribución se ensancha.
Como fue sugerido anteriormente, la evolución libre antes de la detección generalmente no
implica un menor error de la estimación. Existen casos en los cuales el error crece de manera
monótona al aumentar T , por ejemplo, para el montaje definido por gl = 3.24, gm = 4.0
y λ = 0.3. También existen montajes para los cuales el error crece rápidamente antes de
disminuir de nuevo y alcanzar un valor estable, menor al que se obtiene cuando el haz se
detecta justo al final del imán, por ejemplo, para la configuración gl = 0.5, gm = 4.0 y
λ = 0.3.
Incluso si generalmente no es el caso, tener un montaje para el cual el tiempo de detección
permita encontrar un menor error de la estimación puede ser útil en situaciones experi-
mentales en las cuales los valores óptimos de los parámetros gl y gm no pueden obtenerse
fácilmente. En estas circunstancias, se podŕıa elegir un valor óptimo de λ, o cambiar las
regiones sobre las cuales se mide la intensidad del haz, para disminuir al máximo el error.











gl = 3.24, gm = 2.00, λ = 0.3
gl = 2.00, gm = 2.00, λ = 1.1
gl = 0.50, gm = 4.00, λ = 0.3
Figura 3.4.: Error del procedimiento de estimación, ∆(G, s), en función del tiempo de de-
tección, T , para las configuraciones gl = 3.24, gm = 2.0, λ = 0.3; gl = 2.0,
gm = 2.0, λ = 1.1 y gl = 0.5, gm = 4.0, λ = 0.3. El estado inicial de esṕın del
haz fue un estado puro definido por los parámetros θ = 1.91 y φ = 4.78.
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Para finalizar esta exploración del error del procedimiento de estimación, es interesante
comparar los valores t́ıpicos de ∆(G, s) que se encontraron numéricamente, con los mı́nimos
valores posibles que este error puede tomar desde un punto de vista teórico. Según Watana-
be (Watanabe y cols., 2011), existen tres fuentes de error en un procedimiento de estimación:
fluctuaciones cuánticas, errores en la repetición de mediciones idénticas y errores en el pro-
cedimiento de estimación. El último de estos tres errores se debe a la construcción de los
estimadores de los parámetros de interés, que a su vez, está basada en la definición del mon-
taje experimental y de los observables que se miden. Si se descartan los errores debidos a las
mediciones repetidas y al diseño del procedimiento de estimación, el error de la estimación
tendŕıa su origen solamente en las fluctuaciones cuánticas.
Este hecho puede verse más claramente si se tiene en cuenta que la matriz de información
J(s), de manera análoga a la matriz de covarianza, cumple las versiones cuánticas de la
desigualdad de Cramér-Rao (Watanabe, 2013; C. Helstrom, 1967):
J−1(s) ≥ 1
N
[J(S)(s)]−1 , J−1(s) ≥ 1
N
[J(D)(s)]−1, (3.16)
donde J(S)(s) y J(D)(s) son las matrices de información cuántica de Fisher simétrica y
derecha, respectivamente. La demostración de estas desigualdades y la definición de las co-
rrespondientes matrices de información se encuentran en el Apéndice B.
Al igual que J−1(s) se puede interpretar como una minimización de la matriz de covarianza
sobre el conjunto de todos los posibles estimadores del estado inicial de esṕın, las matrices
[J(S)(s)]−1 y [J(D)(s)]−1 se interpretan como una minimización de J−1(s) sobre el conjunto
de todas las posibles mediciones sobre el estado inicial de esṕın del haz, es decir, sobre el
conjunto de todos los posibles POVMs que actúen sobre ρS(0).
Teniendo en cuenta que el POVM elegido para este trabajo, es decir el conjunto de opera-
dores Q̃k, representa la totalidad del montaje experimental (preparación espacial, evolución
temporal y medición de intensidad), las matrices [J(S)(s)]−1 y [J(D)(s)]−1 no dependerán
ni de la construcción del procedimiento de estimación, ni de la detección de las distintas
part́ıculas del haz. Esto sugiere que las matrices de información cuántica de Fisher están
asociadas solamente a las fluctuaciones cuánticas.
Esta afirmación se puede verificar observando directamente la definición de las componentes





〈{σν , σβ}〉 − 〈σν〉〈σβ〉, (3.17)
[J(D)(s)]−1µν = 〈σνσβ〉 − 〈σν〉〈σβ〉, (3.18)
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donde 〈·〉 = TrS[ρS(0)(·)]. Estas son precisamente las definiciones de las matrices de cova-
rianza simetrizadas y sin simetrizar asociadas a los operadores σµ (Watanabe y cols., 2011).
Teniendo en cuenta la discusión anterior, el error del procedimiento de estimación debe
cumplir la relación








, Q = S,D (3.20)
es el error asociado a las fluctuaciones cuánticas. Utilizando las ecuaciones (3.17) y (3.18) se
puede ver que
















> log10(2) ≈ 0.301.




µ < 1). Para estados
puros, como se menciona en el Apéndice B, la matriz [J(D)(s)]−1 no se puede definir fácil-
mente (Fujiwara, 1994). Sin embargo, la matriz [J(S)(s)]−1 tiene una definición simple que
puede mostrar una idea del error mı́nimo que se puede esperar al estimar un estado puro.
En este caso, se tiene que
[J(S)(s)]−1µν = δµν , (3.21)
lo cual implica que
∆(G, s) ≥ log10(3) ≈ 0.477.
Como se puede ver en las Figuras 3.1 y 3.2, el procedimiento de estimación que se propuso
en este trabajo no alcanza el mı́nimo error posible. En la región de parámetros que fue
explorada, solamente las estimaciones de los parámetros s1 y s3 son cercanas al valor óptimo
del error. Sin embargo, en una situación experimental real, la elección adecuada del número
de part́ıculas puede ser útil para obtener valores razonables para las varianzas asociadas a
todos los parámetros que definen el estado inicial de esṕın del haz.

Conclusiones y perspectivas
En primer lugar, para sentar las bases en las cuales se fundamenta el resto del trabajo, se
presentó una descripción del montaje usual del experimento de Stern-Gerlach desde el punto
de vista de la teoŕıa de estimación de estados cuánticos.
Luego, como resultado principal de este trabajo, se ha mostrado cómo una versión modificada
del experimento de Stern-Gerlach puede utilizarse para estimar el estado inicial de esṕın de
un haz de part́ıculas neutrales de esṕın 1/2. Se consideraron tres modificaciones al diseño
usual del experimento: el uso de un campo magnético cuadrupolar transversal a la dirección
de propagación del haz, la medición de la distribución espacial de intensidad del haz, después
de la interacción con el campo magnético, en los cuatro cuadrantes del plano de detección y
la elección adecuada del estado inicial espacial del haz.
Utilizando una descripción mecánico-cuántica del montaje experimental modificado e inter-
pretándolo desde el punto de vista de la teoŕıa de estimación de estados cuánticos, se derivó
un procedimiento de estimación por inversión lineal para los parámetros que definen el estado
inicial de esṕın del haz (que corresponden a las componentes del vector de Bloch asociado al
estado). Este procedimiento se basó en la definición de un POVM, que representa tanto la
medición de intensidad del haz como su evolución temporal y su preparación espacial, y en
la subsecuente construcción de una matriz de medición asociada al montaje experimental.
Debido a que la matriz de medición generalmente no se puede determinar de manera anaĺıtica,
se propuso un método numérico, basado en la expansión de Trotter-Suzuki, para calcularla.
A partir de este cálculo, se encontró que, a menos que el estado espacial inicial del haz sea
invariante ante rotaciones alrededor del eje de propagación, todos los parámetros que definen
el estado inicial de esṕın del haz pueden estimarse.
Analizando anaĺıticamente la evolución temporal del haz, se demostró que esta limitación en
el procedimiento de estimación se debe a que la distribución espacial de intensidad no codifica
información sobre la componente del vector de Bloch en dirección del eje de propagación.
Desde el punto de vista puramente técnico, este resultado se debe a la estructura del operador
de evolución temporal y a la forma en que este operador actúa sobre estados espaciales
invariantes ante rotaciones.
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Finalmente, se realizó una caracterización estad́ıstica del procedimiento de estimación para
estudiar su desempeño. Esta caracterización permitió definir una medida de error basada en
las varianzas mı́nimas asociadas a la estimación de los parámetros del estado inicial de esṕın,
la cual, a su vez, permitió comparar los errores correspondientes a diferentes montajes expe-
rimentales y calcular numéricamente los valores t́ıpicos del error que pueden ser obtenidos
utilizando el procedimiento de estimación propuesto.
Se encontró que las varianzas generalmente no alcanzan el valor mı́nimo impuesto por las
fluctuaciones cuánticas. Sin embargo, se pueden lograr valores razonablemente bajos cuando
se elige un número de part́ıculas lo suficientemente grande.
Para lograr varianzas que sean más cercanas al ĺımite impuesto por las fluctuaciones cuánti-
cas, se podŕıa realizar una optimización de la medida de error respecto a los parámetros que
definen el montaje experimental. También se podŕıan modificar las regiones sobre las cuales
se mide la intensidad del haz (utilizar regiones distintas a los cuadrantes) o, incluso, diseñar
un procedimiento de estimación que utilice la intensidad en todos los puntos de la pantalla
de detección.
Aunque la intención de este trabajo no fue proponer un montaje experimental real que permi-
ta realizar la estimación del estado inicial de esṕın, es interesante discutir un posible conjunto
de parámetros experimentales compatibles con los valores de gl y gm que se consideraron en
la exploración del error del procedimiento de estimación.
La definición de los parámetros gl y gm en términos de los parámetros experimentales reales
es gm = µbστ/2~ y gl = ~τ/2mσ2. Se considerará que las part́ıculas del haz son neutrones,
de esta manera µ y m toman los valores µ = 0.97 × 10−26 J/T y m = 1.67 × 10−27 kg. Los
gradientes de campo magnético que se utilizan usualmente en los experimentos de Stern-
Gerlach vaŕıan entre 1 T/m y 100 T/m (Jones y Williams, 1980; Sherwood y cols., 1954;
Hamelin y cols., 1975). Si se considera que los neutrones son lo suficientemente lentos, valores
grandes del gradiente no son necesarios, aśı que es razonable asumir que b ∼ 1 T/m. En
estos mismos experimentos se considera que la longitud del imán es cercana a 1 m; se tomará
este valor como una aproximación prudente de la longitud del imán. Experimentos con
neutrones fŕıos reportan rapideces medias entre 400 m/s y 600 m/s (Jones y Williams, 1980).
Asumiendo estos valores de rapidez, el tiempo de interacción con el campo magnético vaŕıa
entre τ ∼ 1.7 ms y τ ∼ 2.5 ms. Tomando estos valores para b y τ , y considerando las
condiciones sobre gl y gm que se utilizaron para calcular el error de la estimación, σ tomaŕıa
valores entre σ ∼ 5µm y σ ∼ 10µm.
Estos valores para b, τ y σ parecen ser lo suficientemente adecuados para una implementación
experimental del procedimiento de estimación. Sin embargo, es importante notar que los
resultados experimentales que se obtengan pueden llegar a diferir significativamente de los
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resultados numéricos que se encontraron en este trabajo. Esto se debe principalmente a las
idealizaciones que se consideraron en el modelo teórico del montaje (como asumir que el
campo magnético es inexistente en los bordes del imán o ignorar componentes del campo en
la dirección de propagación del haz).

A. Apéndice: Deducción de la
desigualdad de Cramér-Rao
En este apéndice se mostrará una deducción de la desigualdad de Cramér-Rao para el caso
de una distribución de probabilidad discreta. Esta demostración es una adaptación del trata-
miento dado por Steven Kay en su libro Fundamentals of statistical signal processing (Kay,
1993).
Considérese un conjunto discreto de observaciones X = {Xi} que se distribuyen de acuerdo
a la distribución de probabilidad P (X|s), donde s es un conjunto de p parámetros reales,
s = {s1, . . . , sp}. A partir de estas observaciones se desea estimar el conjunto de r parámetros,
también reales, α = {α1, . . . , αr}. Cada uno de estos parámetros depende de los parámetros
que definen la distribución de probabilidad; αµ = αµ(s). Para realizar la estimación, se
construye un conjunto de estimadores α̂(X) que se asumirán insesgados.
Para empezar, nótese que, debido a la definición de la distribución de probabilidad,∑
X
P (X|s) = 1,
donde la suma se extiende sobre todos los valores permitidos de X. Derivando parcialmente














se puede escribir ∑
X
P (X|s)∂ lnP (X|s)
∂sµ
= 0
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donde E[·] indica el valor esperado respecto a la distribución P (X|s). Esta relación se conoce
como condición de regularidad.
Asumiendo que la condición de regularidad se cumple, se puede ver que∑
X






























En estas relaciones se ha tenido en cuenta que los estimadores α̂µ son funciones de las
observaciones y no de los parámetros que definen la distribución de probabilidad. Teniendo
en cuenta que α̂ es insesgado, se puede concluir que∑
X







Esta relación se puede escribir de manera matricial como∑
X






En esta notación, las cantidades en negrilla denotan vectores columna. De esta manera, α y
α̂ son vectores r × 1, ∂ lnP (X|s)/∂sT es un vector 1× p y ∂α/∂s es una matriz r × p.
Multiplicando la ecuación (A.3) a la izquierda por uT y a la derecha por v, donde u y v son
vectores arbitrarios reales (independientes de X) de dimensiones r × 1 y p × 1, respectiva-
mente, se obtiene ∑
X















































Nótese que las componentes de la matriz
∑
X P (X|s) (α̂−α) (α̂−α)
T, se pueden escribir
de la forma ∑
X
P (X|s) (α̂µ − αµ) (α̂ν − αν) = E[(α̂µ − E[α̂µ])(α̂ν − E[α̂ν ])],
que, a su vez, corresponde a la definición de las componentes de la matriz de covarianza para
los estimadores α̂µ, Cov(α̂, α̂).
Por otra parte, se puede introducir la definición de la matriz de información de Fisher o
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Esta es la forma general de la desigualdad de Cramér-Rao. Si los parámetros que se desean
estimar son precisamente los parámetros que definen la distribución de probabilidad, es decir,
si α = s, la desigualdad toma la forma
Cov(ŝ, ŝ)− J−1(s) ≥ 0.
La deducción de esta desigualdad para el caso de un conjunto continuo de observaciones es
totalmente análoga a la presentada en este apéndice. Solamente es necesario reemplazar las
sumatorias por integrales y la distribución de probabilidad por la función de densidad de
probabilidad.
B. Apéndice: Deducción de la
desigualdad de Cramér-Rao cuántica
En este apéndice se deducirán las desigualdades de Cramér-Rao cuánticas. Esta demostración
esta enmarcada enteramente en el contexto del procedimiento de estimación que se presentó
en este trabajo. Sin embargo, el procedimiento es análogo al utilizado en demostraciones
de casos más generales de las desigualdades. El tratamiento que se mostrará a continua-
ción es una adaptación de la demostración dada por Watanabe en su libro Formulation of
Uncertainty Relation Between Error and Disturbance in Quantum Measurement by Using
Quantum Estimation Theory (Watanabe, 2013).
Para empezar, considérese la expresión para las componentes de la matriz de información,






















donde ∂pk(T )/∂s es un vector columna con componentes ∂pk(T )/∂sµ. Para este tratamiento
se considerará que el estado inicial de esṕın está normalizado, por lo que ∂pk(T )/∂s tendrá
sólo tres componentes.
Multiplicando a la derecha por u y a la izquierda por (u∗)T, donde u es un vector arbitrario,
de tamaño 3× 1 y generalmente complejo, se obtiene

















De acuerdo con la ecuación (2.15), los parámetros pk(T ) pueden escribirse de la forma
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pk(T ) = TrS[Q̃k(T )ρS(0)]. Reemplazando esta expresión en la ecuación anterior, se obtie-
ne





∣∣∣∣TrS [Q̃k(T )(u∗)T ∂ρS(0)∂s
]∣∣∣∣2 .
La derivada del operador ρS(0) respecto a los parámetros sµ puede expresarse de formas
distintas en términos de los operadores Lµ y L
′
µ, conocidos como derivadas logaŕıtmicas
simétrica y derecha, respectivamente. Las expresiones, que también corresponden a las defi-


















Es importante tener en cuenta que mientras los operadores Lµ son hermı́ticos, los operadores
L′µ generalmente no lo son.
El uso de cada una de estas definiciones lleva a desigualdades distintas, aśı que se analizarán
ambos casos de manera independiente. Para empezar, se considerará el caso de la derivada
logaŕıtmica simétrica. Reemplazando la definición de los operadores Lµ en la expresión para
la matriz de información y asumiendo que u es real, se obtiene







donde L es un vector cuyas componentes son los operadores Lµ. Teniendo en cuenta que
todos los operadores involucrados en esta expresión son hermı́ticos, se puede ver que
TrS[Q̃k(T )u
TLρS(0)] = TrS[(Q̃k(T )ρS(0)u
TL)†],












y aśı, ∣∣∣∣12TrS [Q̃k(T ){ρS(0),uTL}]




Sobre esta última relación se puede aplicar la desigualdad de Cauchy-Schwarz∣∣TrS[A†B]∣∣2 ≤ TrS[A†A]TrS[B†B]. (B.4)
Definiendo A† = [Q̃k(T )]
1/2[ρS(0)]
1/2 y B = [ρS(0)]
1/2(uTL)[Q̃k(T )]
1/2, se obtiene∣∣∣TrS[Q̃k(T )ρS(0)uTL]∣∣∣2 ≤ TrS[Q̃k(T )ρs(0)]TrS[Q̃k(T )uTL ρS(0)uTL].
De esta manera, se puede ver que



















En la segunda ĺınea de la ecuación anterior se tuvo en cuenta que los operadores Q̃k(T )
forman un POVM, por lo cual
∑4
k=1 Q̃k(T ) = σ0, donde σ0 es el operador identidad sobre el














lo cual permite escribir
uT J(s)u ≤ N [uT J(S)(s)u],
donde la matriz J(S)(s) tiene componentes




Teniendo en cuenta que el vector u es arbitrario, se puede concluir que
J(s) ≤ NJ(S)(s). (B.6)
La matriz J(S)(s) se conoce como matriz de información cuántica de Fisher simétrica.
Para el caso de la derivada logaŕıtmica derecha, la demostración es un poco más simple.
Reemplazando la definición de L′µ en la expresión para la matriz de información y asumiendo
esta vez que u es complejo, se tiene





∣∣∣TrS [Q̃k(T )ρS(0)(u∗)TL′]∣∣∣2 .
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De manera análoga al caso de la derivada logaŕıtmica simétrica, L′ es un vector cuyas
componentes son los operadores L′µ.
Sobre esta relación se puede aplicar directamente la desigualdad de Cauchy-Schwarz, sola-
mente es necesario definir A† = [Q̃k(T )]
1/2[ρS(0)]
1/2 y B = [ρS(0)]
1/2[(u∗)TL′][Q̃k(T )]
1/2. De
esta manera, se obtiene∣∣∣TrS[Q̃k(T )ρS(0)(u∗)TL′]∣∣∣2 ≤ TrS[Q̃k(T )ρs(0)]TrS[Q̃k(T )uT(L′)† ρS(0) (u∗)TL′],
lo cual implica que







































donde las componentes de la matriz J(D)(s) se calculan a partir de la relación





Considerando que u es arbitrario, se puede concluir que
J(s) ≤ NJ(D)(s). (B.8)
La matriz J(D)(s) se conoce como matriz de información cuántica de Fisher derecha.
Componentes de las matrices de información cuántica de Fisher
Ahora se calcularán las expresiones para las componentes de las matrices J(S)(s) y J(D)(s).
Supóngase que los operadores Lµ y L
′
µ tiene la siguientes expansiones en términos de las
matrices de Pauli:









Nótese que los coeficientes rµν son complejos, mientras que los coeficientes lµν son reales.




















donde sµ = TrS[σµρS(0)] = 〈σµ〉.
Primero se calcularán las componentes de J(S)(s). Teniendo en cuenta que ∂ρS(0)/∂sµ = 12σµ
y combinando las ecuaciones (B.2), (B.9) y (B.11), se obtiene la relación
σµ = lµ 0σ0 +
3∑
α=1

















Reemplazando esta expresión directamente en la definición (B.2) y multiplicando a la derecha








lµν [{ρS(0), σν}σβ − 2〈σν〉ρS(0)σβ] .








〈{σν , σβ}〉 − 〈σν〉〈σβ〉
)
,
donde 〈{σν , σβ}〉 = TrS[ρS(0){σν , σβ}]. Definiendo Cνβ = 12〈{σν , σβ}〉 − 〈σν〉〈σβ〉, se puede
ver que lµν = (C−1)µν , donde C es una matriz cuyas componentes son precisamente los
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Reemplazando esta expresión en la definición de las componentes de J(S)(s), se puede ver
que









Cβα(C−1)µα(C−1)νβ = (C−1)µν ,
donde se ha utilizado la propiedad Cαβ = Cβα.
Finalmente, se puede concluir que
J(S)(s) = C−1. (B.12)
Para encontrar las componentes de J(D)(s) se procede de una forma similar. Combinando
las ecuaciones (B.3), (B.10) y (B.11), se tiene que
σµ = rµ 0σ0 +
3∑
α=1























rµν [ρS(0)σνσβ − 〈σν〉ρS(0)σβ] .




rµν (〈σνσβ〉 − 〈σν〉〈σβ〉) ,
donde 〈σνσβ〉 = TrS[ρS(0)σνσβ]. Definiendo C̃νβ = 〈σνσβ〉 − 〈σν〉〈σβ〉, se puede observar que
rµν = (C̃−1)µν , donde las componentes de la matriz C̃ son los valores C̃µν . Aśı, los operadores






Utilizando la definición de las componentes de J(D)(s) se obtienen las relaciones






C̃αβ(C̃−1)να(C̃−1)µβ = (C̃−1)µν .
De esta manera, se puede concluir que
J(D)(s) = C̃−1. (B.13)
Es importante mencionar que los procedimientos que se mostraron en este apéndice, tanto
para demostrar las desigualdades como para calcular las componentes de las matrices de
información cuántica de Fisher, deben modificarse al considerar un estado inicial de esṕın
puro.
Para el caso de la derivada logaŕıtmica simétrica, se puede encontrar una relación totalmente
análoga a la ecuación (B.6) (Fujiwara y Nagaoka, 1995). El operador Lµ está bien definido














De esta manera, Lµ = 2∂ρS(0)/∂sµ = σµ, y aśı las componentes de J(S)(s) toman la forma
J
(S)
µν (s) = 12{σµ, σν} = δµν .
Por otra parte, la derivada logaŕıtmica derecha no puede definirse para un estado pu-
ro (Fujiwara, 1994). Sin embargo, śı se puede obtener una desigualdad similar a la ecua-




La deducción de esta desigualdad y la forma exacta de la matriz [J(D)(s)]−1 requieren varias
herramientas matemáticas que no se introdujeron en este trabajo, aśı que no se realizará en
este apéndice. El lector interesado puede encontrar un tratamiento completo de este caso en
la referencia (Fujiwara, 1994).
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