Tests of the Direction of Causation Between Money and Income in Six Countries by DyReyes, Felix R., Jr. et al.
Economic Staff Paper Series Economics
10-1980
Tests of the Direction of Causation Between
Money and Income in Six Countries
Felix R. DyReyes Jr.
Iowa State University
Dennis R. Starleaf
Iowa State University
George H. Wang
Iowa State University
Follow this and additional works at: http://lib.dr.iastate.edu/econ_las_staffpapers
Part of the Behavioral Economics Commons, Economic Theory Commons, Finance Commons,
Income Distribution Commons, and the International Economics Commons
This Report is brought to you for free and open access by the Economics at Iowa State University Digital Repository. It has been accepted for inclusion
in Economic Staff Paper Series by an authorized administrator of Iowa State University Digital Repository. For more information, please contact
digirep@iastate.edu.
Recommended Citation
DyReyes, Felix R. Jr.; Starleaf, Dennis R.; and Wang, George H., "Tests of the Direction of Causation Between Money and Income in
Six Countries" (1980). Economic Staff Paper Series. 106.
http://lib.dr.iastate.edu/econ_las_staffpapers/106
Tests of the Direction of Causation Between Money and Income in Six
Countries
Abstract
One of the oldest and most durable propositions in economics is that an increase or decrease) in a country's
nominal money stock will cause an expansion (a contraction) in its aggregate nominal Income. Although this
proposi tion is often associated with the quantity theory of money and with monetarism, it also emerges from
most Keynesian macro models. Indeed, while economists may disagree with one another on how stable or
consistent is the response of nominal aggregate income to changes in the money stock, it appears that few, if
any, would argue that nominal national income is not affected by changes in the money stock (at least in free-
market economies).
Disciplines
Behavioral Economics | Economic Theory | Finance | Income Distribution | International Economics
This report is available at Iowa State University Digital Repository: http://lib.dr.iastate.edu/econ_las_staffpapers/106
Tests of the Direction of Causation Between
Money and Income in Six Countries^/
by
Felix R» DyReyes, Jr.
Dennis R. Starleaf
George H. Wang
No. 77
June 1978
Tests of the Directioo of Causation Between
*/
Money and Income in Six Countries—
by
Felix R. DyReyes, Jr.
Dennis R. Starleaf
George H. Wang
*The authors wish to thank Wayne A. Fuller and David A. Pierce for
comments on an earlier version of this paper. The authors are also indebted
to Christopher A. Sims for useful information provided through correspondence.
Of course, the authors are solely responsible for any errors in the paper.
Felix R. DyReyes, Jr. is Associate Professor of Finance, Metropolitan
State College, Denver, Colorado; Dennis R. Starleaf is Professor of Economics,
Iowa State University, Ames, Iowa; George H. Wang is Econometrician, U.S.
Department of Transportation, Cambridge, Massachusetts.
Tests of the Direction of Causation Between
Money and Income in Six Countries
I. Introduction
One of the oldest and most durable propositions in economics is that an
increase <a decrease) in a country's nominal money stock will cause an expan
sion (a contraction) in its aggregate nominal Income. Although this proposi
tion is often associated with the quantity theory of money and with monetarism,
it also emerges from most Keynesian macro models. Indeed, while economists
may disagree with one another on how stable or consistent is the response of
nominal aggregate income to changes in the money stock, it appears that few,
if any, would argue that nominal national income is not affected by changes
in the money stock (at least in free-market economies).
In recent years, some economists have fit regressions of nominal
aggregate income on current and lagged values of the nominal money stock
and other variables. (See, for exan^le, Andersen and Jordan [1] and Keran
[11].) The purpose of this research has been to test the strength of the
impact of money stock changes on income and also to obtain estimates of
the pattern of response of nominal aggregate income to changes in the money
stock. In general, the results of these regressions have been consistent
with the hypotheses that changes in the money stock affect nominal income
with a short lag and that fluctuations in the money stock account for a
large portion of the variance in nominal income.
However, this research methodology and the interpretation of the
regression results have met with considerable skepticism on the part of other
economists. The critics argue that in reality the nominal money stock is not
exogenous relative to income; there is bidirectional causation between money
and income in that money both affects income and is affected by income. ^
Hence, regressions of nominal income on current and lagged values of the
nominal money stock do not yield unbiased estimates of the intact of changes
in the money stock on aggregate income. The results of such regressions
reflect the influence of income on money as well as the influence of money
on income.
This dispute is of great practical importance. Even though we have sound
theoretical reasons for expecting money to affect income, if we regress income
on current and past values of money we will obtain biased estimates of how
money affects Income unless the money stock was exogenous relative to income
in the sair5>le period. If money was not exogenous relative to income in the
sample period and if the regression results are used by policy makers in a
subsequent period, the results of policy actions are likely to turn out to be
much different than was expected.
In a recent paper, Sims [14] presented a regression method for testing
"the direction of causation in the sense of Granger" among time series.
Furthermore, he applied his test method to quarterly U.S. nominal GNF and
ironey stock data of the 1947-1969 period and obtained results which are con
sistent with the hypothesis that money causes income without any feedback
from income to money.
Sims' paper stimulated other economists to test the direction of causa
tion between money and aggregate income in the United States--e.g., DyReyes
[5] and Feige and Pearce [6]—and in other countries as well--e.g., Barth and
Bennett [2] in Canada, DyReyes [5] in Canada and Japan, Gebauer [8] in Germany,
and Williams, Goodhart, and Gowland [15] in the United Kingdom. Sims' exact
regression procedure was used by Barth and Bennett and by Gebauer, while
modified versions of Sims' procedure were applied in the DyReyes and Williams-
Goodhart-Gowland studies, and Feige and Pearce eiiq>loyed a residual cross-correla-
^ tion procedure. In general, the results of these studies are not in line with
Sims' findings for the United States in that they do not support the hypoth
esis of unidirectional causality running from money to income.
Our purpose in undertaking this study was to test for the direction of
causation between money and /aggregate income in all the developed market
economies for which we could obtain quarterly data series of more than ten
years in length. There were six such countries: Australia, Canada, Germany,
Japan, the United Kingdom, and the United States. We also wanted to obtain
some empirical evidence on whether different test procedures applied to the
same data might yield conflicting results. Consequently, we used three test
procedures: Sims' exact regression procedure, a modified version of Sims'
regression procedure, and a residual cross-correlation test method developed
by Haugh [10].
^ Section II contains a discussion of causation in the sense of Granger.
Sims' test method is explained in Section III, and Haugh's test is explained
in Section IV. Section V contains our empirical results.
II. Granger's Conception of Causality
Granger's [9] conception of causality is relevant only for stochastic
time series variables and is based upon prediction. A stochastic variable
M is said to cause another stochastic variable Y if knowledge of M improves
our ability to predict Y, all other information being used in either case.
More formally, let:
B all knowledge of the universe up to and includicig time
t-1;
a all past values of M up to and including time t-1;
a all values of M up to and including time t;
2 — —a (Y/U) • minimum predictive error variance of Y^ given U^;
2 — — ^a (Y/U - H) « mininuam predictive error variance of Y^ given apart
from M^;
ct^(Y/U, M) =" minimum predictive error variance of Y^ given and
Granger defines:
(1.1) past Mcauses current Yif^^
a^(Y/U) < ct^(Y/U - M)
(1.2) M causies Y contemporaneously if
a^(Y/U. M) < CT^(y/U).
Causality from Y to M is defined in the same manner. If M both causes Y and
is caused by Y, there is feedback or bidirectional causality between the two
variables.
Granger's definitions appear to be basically consistent with common sense
2/notions of causation.— For example, they incorporate the common sense idea that
future events cannot cause current or past events. And definition (1.1) is con
sistent with the idea that, in order for past Mto cause Y^, the past values of
M must have some effect upon which is independent of all other forces
which affect Y^. (either directly or through past M) .
However, Granger's definitions are not enq)irically applicable except
under ideal conditions which are probably never going to be met. It seems
unlikely, for example, that we are ever going to be able to predict Y^ on
the basis of all knowledge of the Universe In the past, and then to
contrast this with predictions based upon apart from
Granger is well aware of this difficulty and has presented what might
be described as "relative" or "constrained" definitions of causation which
are empirically applicable. Given an information set A« (A^ j =0,
±1, ±2, '••] which includes at least the time series variables Y and M,
Granger defines:
(2.1) past M causes current Y relative to the information set A if
a^(Y/A) < ct^(Y/A - M)
(2.2) M causes Y contemporaneously relative to the information set
A if
(t^(Y/5, 1) < cr^(Y/5).
We find definitions (2.1) and (2,2) to be of limited usefulness because
we have no common sense understanding of what it means to say that "one
variable causes another relative to some information set". We prefer to
stick with Granger's original definitions and in enq^irical work to eiBploy
what are in the nature of necessary (but not sufficient) conditions for one
variable to cause another, for example,
(3.1) if past M causes current Y, then
cr^(Y/:S) < ct^(Y/A - M)
(3.2) if Mcauses Y contemporaneously, then
ct^(Y/A, ^ < ct^(Y/A).
The use of conditions (3.1) and (3.2), makes it very clear that our
empirical tests are not capable of establishing that one variable actually
causes another. While our tests can refute such an hypothsized causal
relationship, on the positive side the best we can do is to obtain evidence
which is consistent with the hypothesis.
III. Sims' Test Method
A. Some Examples of Stochastic Processes
Let jy, mj be a covariance stationary, purely linearly indeterministic,
blvariate stochastic process. We shall assume to begin with that this
process has the following structure:
y^ =-Q(B)m^. + R(B)u^
tBj. = S(B)y^ + T(B)v^
where u and v are white noise processes satisfying
E[u^] « E[v^]
and
r
Z (diagonal), t » s
I
V
0, t 5^
The Q(B), R(B), S(B), and T(B) are polynominals in the lag operator B
(defined by B-^z » a ) of the form
t t-j
Q(B) = Z Q.B^; n > 0
j*0 J
3/
and similarly for the others, with « 1.- Our jy, mj process as
have presented it is one in which there is bidirectional causality between
y and mand in which neither y nor mis exogenous relative to the other.—^
Current and past maffect y^ according to equation (la), while m^ is affected
by current and past y according to equation (lb).
Suppose we have time series data of y and m which are generated by this
process. If we regress y^ on current and past m, we will obtain biased
(U)
(lb)
we
estimates of how m affects y, I.e., we will obtain biased estimates of the
Qj in equation (la) . This is because one of the fundamental assuir^tlons of
the least-squares regression model is violated with such data. By equation
(lb), the m time series is not independent of the disturbance term (i.e.,
R(B)u^) in equation (la). Similarly, regressing m^ on current and past y
would yield biased estimates of how m responds to changes in y. The y time
series is not independent of the disturbance term in equation (lb).
Let us now assume that all the of the S(B) polynomlnal in equation
(lb) have zero values, so the structure of the jy, m) process Is
y^ - Q(B)mj. + R(B)u^ (2a)
= T(B)v^. (2b)
Our process is now such that m is exogenous relative to y (i.e., is indepen
dent of for all s 0) and there is unidirectional causation from m to y.
Given time series data of y and m which are generated by the process
described by equations (2a) and (2b), a regression of y^ on current and past
m would yield unbiased estimates of how m affects y or unbiased estimates
of the in equation (2a). This is because the m time series is Independent
of the disturbance term in equation (2a). On the other hand, the fitting of
a least squares regression of m^ on current and..past y would result in biased
estimates of how m responds to changes in y (which as stipulated in equation
(2b) is "not at all") because the y time series is not independent of T(B)v^
in equation (2b).
B. The Nature of Sims' Test Method
Sims' [13] method for testing whether m causes y is to regress on
future, current, and past values of y, being careful to transform the data
as necessary to produce serially uncorrelated regression disturbances and,
thus, to avoid bias In tests of statistical significance. Then another regres
sion Is fitted without the future values of y as right-hand variables but with
the same current and past values of y as In the first regression. If the
F~test Indicates that the future values of y do not add significant explana
tory power to the regression, this ln^lles that m does not cause y and that y
Is exogenous relative to to. If the future values of y are significant In the
regression, the results are consistent with the hypothesis that m causes y;
at the very least, such results indicate that y is not exogenous relative to
m.
Similar regressions can be fitted with y^ as the left-hand variable and
values of m as right-hand variables to test whether y causes m. Table I
presents the full range of possible outcomes of Sims' tests of whether y
causes m and whether m causes y.
Sims has given a Hllbert-space rationale for his test method. However,
an understanding of his test method can be obtained from an examination of
the stochastic-process models presented above. Consider the model described
by equations (la) and (lb) in which there is bidirectional causation between
y and m. Using data generated by this process, if we were to regress y^. on
future, current, and past m, the future values of m should turn out to have
significant explanatory power in the regression. This is because future
values of m (like current and past values of m) are not independent of the
disturbance term in equation (la). Similarly, in a regression of m^ on
future, current, and past y, the future values of y should prove to have
significant explanatory power in the regression because the future values of
y are not Independent of the disturbance term In equation (lb).
T
A
B
L
E
1
IN
T
E
R
P
R
E
T
A
T
IO
N
O
F
S
IM
S
'
T
E
S
T
R
E
S
U
L
T
S
R
e
g
re
ss
io
n
E
q
u
a
ti
o
n
s
O
u
tc
o
m
e
o
f
F
-
t
e
s
t
o
n
F
u
tu
r
e
C
o
e
f
f
ic
ie
n
ts
In
te
rp
re
ta
ti
o
n
o
f
T
e
st
R
e
su
lt
s
y
on
fu
tu
re
,
c
u
rr
e
n
t,
an
d
p
a
st
m
m
o
n
fu
tu
re
,
c
u
rr
e
n
t,
an
d
p
a
s
t
y
s
ig
n
if
ic
a
n
t
in
s
1
g
n
if
ic
a
n
tr
C
o
n
s
is
te
n
t
w
it
h
u
n
id
ir
e
c
ti
o
n
a
l
c
a
u
s
a
ti
o
n
fr
o
m
y
to
m
;
m
d
o
e
s
n
o
t
c
a
u
se
y
;
y
is
e
x
o
g
e
n
e
o
u
s
r
e
la
ti
v
e
to
m
;
m
is
n
o
t
e
x
o
g
e
n
o
u
s
re
la
ti
v
e
to
y
y
o
n
fu
tu
re
,
c
u
rr
e
n
t,
an
d
p
a
s
t
m
m
o
n
fu
tu
re
,
c
u
rr
e
n
t,
an
d
p
a
s
t
y
in
s
ig
n
if
ic
a
n
t
s
ig
n
if
ic
a
n
t
C
o
n
s
is
te
n
t
w
it
h
u
n
d
ir
e
c
ti
o
n
a
l
c
a
u
s
a
ti
o
n
fr
o
m
m
to
y
;
y
d
o
e
s
n
o
t
c
a
u
se
m
;
y
is
n
o
t
e
x
o
g
e
n
o
u
s
r
e
la
ti
v
e
to
m
;
m
is
e
x
o
g
e
n
o
u
s
re
la
ti
v
e
to
y
y
o
n
fu
tu
re
,
c
u
rr
e
n
t,
an
d
p
a
s
t
m
m
o
n
fu
tu
re
,
c
u
rr
e
n
t,
an
d
p
a
s
t
y
s
ig
n
if
ic
a
n
t
s
ig
n
if
ic
a
n
t
C
o
n
s
is
te
n
t
w
it
h
b
i
d
i
r
e
c
t
i
o
n
a
l
c
a
u
s
a
ti
o
n
b
e
tw
e
e
n
y
an
d
m
;
y
is
n
o
t
ex
o
g
en
o
u
s
re
la
ti
v
e
to
m
;
m
is
n
o
t
e
x
o
g
e
n
o
u
s
r
e
la
ti
v
e
to
y
y
o
n
fu
tu
re
,
c
u
rr
e
n
t,
an
d
p
a
s
t
m
m
o
n
fu
tu
re
,
c
u
rr
e
n
t,
an
d
p
a
s
t
y
in
s
ig
n
if
ic
a
n
t
In
s
ig
n
if
ic
a
n
t
In
d
e
p
e
n
d
e
n
c
e
b
e
tw
e
e
n
y
a
n
d
m
;
y
d
o
e
s
n
o
t
c
a
u
se
m
;
m
d
o
e
s
n
o
t
c
a
u
s
e
y
10
We turn now to the model described by equations (2a) and (2b) In which
there is unidirectional causation from m to y. In a regression of y^ on
future, current, and past m, the future values of m should be Insignificant.
The reason is that future values of m are Independent of the disturbance
term in equation (2a). On the other hand, if Is regressed on future,
current, and past y, the future values of y should turn out to have signif
icant explanatory power because they are not independent of T(B)v^ in
equation (2b).
Sims' test method can be fooled, however. To see this, consider the
following stochastic-process model:
- Q(B)m^ + R(B)Uj. (3a)
= T(B)v^ + (3b)
where a Is a sealer. This model differs from that described by equations (2a)
and (2b) in only one respect: the current value of m is partly dependent
upon the current value of u. Hence, m is not exogenous relative to y.
Using time series data generated by this process, a regression of on
current and past values of m would yield biased estimates of how changes In
m affect y. This is, of course, due to the violation of a fundamental assunq>-
tion of the least squares model: is not independent of u^. Nevertheless,
if we were to include future values of m in the regression along with current
and past values, the future values should turn out to be insignificant explan
atory variables in the regression because they are independent of R(B)u^ in
equation (3a).
Here we have a case in which m is not exogenous relative to y (i.e.,
is not independent of the disturbance term in equation (3a)) and yet Sims'
test would indicate that it is exogenous. The failure of the test is due to
11
the special property which we assume about the structure of the |y, m| process:
that the sum of all the other factors (i.e., aside from m) affecting y, which
comprise the white noise sequence u, also affect m contemporaneously but not
with a lag,—^
We do not believe that the structure of the processes which generate the
nominal aggregate income and nominal money stock time series are likely to have
this special property--if the "other factors" which affect y also affect m,
it seems likely that they should affect m with a distributed lag. Hence, we
do not believe that this possible failure of the Sims' test method is of any
real concern for the problem at hand.
C. Sims* Exact Test Procedure
Sims used logarithmic transformations of seasonally adjusted, quarterly
nominal GNP (Y) and nominal Ml money stock (M) data.—^ Each of these loga-
2
rithmic time series was then transformed with the linear filter (1 - .75B) .
This yielded the time series Y* and M*, where
\ + •5625Y^.2
and similarly for M*.
To test whether income causes money (or whether money is exogenous
relative to income), he regressed Y* on ..., M*, ^_g» ®constant,
an arithmetic trend, and three seasonal dummy variables. Then the regression
was repeated but without the inclusion of the future values of M* as right-
hand variables and the F-test was applied to test whether or not the presence
of the future values of M* in the regression significantly reduced the
unexplained variance of Y*.
12
This same procedure was followed in testing whether money causes income
(or whether income is exogenous relative to money), i.e., was regressed on
Y*, ...» ^*8' ^ constant, a linear trend, and three seasonally
dummy variables, and so on.
Sims transformed the arithmetic income and money stock data into loga
rithmic data in order to produce time series with approximately stabilized
variance about a linear trend. The inclusion of the arithmetic trend
term in the regression was to pick up this trend, and the inclusion of the
three seasonal dunmy variables was to allow for possible deviation of the
dependent variable from covariance stationarity due to inadequate seasonal
adjustment of the original time series. The purpose of the application of
the linear filter (1 - ,75B) to both the logarithmic income and money stock
series was to hopefully result in regression disturbance terms which were
approximately white noise, for the validity of the F-test depends critically
upon the regression disturbances being serially independent. (Sims did apply
Durbin's [4] test on the cumulated periodogram of the regeresion residuals.
In each case the results were in the indeterminate range, neither supporting
nor rejecting the hypothesis of serial independence.)
D. An Alternative Procedure for Sims' Test
Major questions with respect to Sims' empirical findings are whether his
prechosen filter was adequate to yield serially uncorrelated regression dis
turbances and, thus, whether his F-test results were unbiased. Consequently,
in this study we also employed an alternative procedure for Sims' test, a
procedure which we believe is more likely to result in serially uncorrelated
regression disturbances than is Sims* procedure.
As with Sims' procedure, logarithmic transformations of seasonally
adjusted data were used. However, at the outset we took first differences
13
of these logarithmic series in order to remove stochastic as well as deter
ministic first-order trend from the data series which were to be used in the
regressions.
Instead of employing a prechosen filter, we estimated the filters from
the initial regression residuals. For example, in testing whether income
causes money, was regressed on ® con
stant.—^ Then the residuals from this regression (the were used to
estimate the structure of the regression disturbances: we calculated sanq)le
residual autocorrelation functions with the data and then enq>loyed an
8/
over-fitting procedure described in Fuller [7, pp. 341 and 428].~ This
allowed for a rather general class of error structures and in this study we
found the following types of error structures:
1. (1 -
2. (1 - - P2B^)e^ -
3. (1 - p^B - pjB^ - P4B^ej " 5^
4. (1 -
5. (1 - p^B)(l - - 5^
or (1 - Pj^B - p^B^ +p^p^B^)ej. =5^-^
From the estimated error models, filters were calculated and used to transform
the ay and AM time series. These transformed data series were then used in
both of the regressions from which the F-test on the significance of the
future values of money was calculated.—^
We did not include seasonal dumn^^ variables in these regressions, lliis
is because the use of seasonal dummies involves an implicit assuiiq)tion that
14
any seasonal variation remaining in the dependent variable is deterministic.
We chose instead to allow for stochastic seasonal variance in the modeling
of the regression error structures and, thus, to remove seasonal variation
from the dependent variables with appropriate filters.
15
IV. Haugh's Univariate Residual
Cross-Correlation Test Method
Haugh's [10] univariate residual cross-correlation test method was devel
oped for use in investigating independence between covariance-stationary time
series. However, it has been used by Feige and Pearce [6] and also by Pierce
[12] in efforts to detect the direction of causation in the sense of Granger
between stochastic time series variables. The method involves the fitting of
univariate iiKjdels to each of the time series. Then the residuals from these
models are cross correlated to test whether the two series are temporally related
A. The Basis for Haugh's Approach
Let y and m be covariance-stationary, purely linearly indeterministic,
stochastic processes. It is well known (see Box and Jenkins [3, Ch. 3] for
example) that such processes have univariate autoregressive representations
of the form
F(B)y^ - (4a)
where ^ and p, are white noise processes satisfying
- E[n,^] = 0
E[<rt ♦s'
'' 2 ..t - S
^,0, t s
• 2 ^
CT , t « S
M-
^^0, t s
and F(B) and G(B) are polynomials in the lag operator B (with Fq ^ = 1) which
are either finite or infinite and convergent for B ^1.
16
The white noise processes ijt and p, are respectively the innovations or the
driving forces in the y and mprocesses. Hence, y and mare related if and
only if t^nd \j, are related. It follows that an investigation of the relation
ship between the and p, processes yields information concerning the relation
ship between the y and m processes.
Consider the cross correlations between ijr and \i:
^^^t-k"'t^ (5)
• 2,,1/2 •
If D (k) » 0 for all k ^ 0, the \jr and |j, processes are independent and so
also are the y and mprocesses. On the other hand, if p^^(k) ^ 0 for soi&e
k ^ 0, ^ and ]x are not independent and neither are y and m.
Since and are respectively those portions of y^ and which cannot
be predicted from their own pasts, the cross correlations between ijfand p, also
provide information concerning the causal relationship between y and m.
Specifically:
(1) p (k) = 0 for all k > 0 iiiq>lies past y does not cause m and m
fM-
is exogenous relative to past y, but ^ ® some k > 0
is consistent with the hypothesis that past y causes m and
implies that m is not exogenous relative to past y.
(2) p (k) = 0 for all k < 0 implies past m does not cause y and y
is exogenous relative to past m, but p^^(k) ^ 0 for some k< 0
is consistent with the hypothesis that past m causes y and
implies that y is not exogenous relative to past m.
(3) (0) • 0 inqjlies no conteiuporaneous causation from y to m or
from m to y; but p, (0) 0 is consistent with hypotheses of
17
contemporaneous causation from y to m, contemporaneous causation
from m to y, and contemporaneous bidirectional causation between
y and m.
Statement (3) reveals an important limitation connected with the use of Haugh's
test method, as well as implicity with Sims' test method. When there is
evidence of contemporaneous causality, we cannot ascertain from the data
whether this causality is in one direction or the other or in both directions.
Table 2 presents the interpretation of all the combinations of zero and
nonzero values of p. (k) for k > 0, "0, and < 0.
fP-
B. Estimating the Cross Correlations
Of course, in reality the p, (k) are unknown. They must be estlxaated
VM-
from the time series data of y and m. This first of all necessitates
estimating the univariate structures of the y and mprocesses from sample
data. There are various ways of doing this, but Haugh, Feige and Pearce,
and Pierce all used the method of Box and Jenkins [3].
Once estimates of the F(B) and G(B) polynomials have been obtained,
residual $ and Jt series are calculated from the y and mdata according to
J - f(B)y^ (6a)
- G(B)m^ (6b)
where F(B) and G(B) are respectively the estimates of the true structural
polynomials of equation (4a) and (4b). Then sample residual cross correlations
are calculated and used as estimates of the p (k).
TABLE 2
INTERPRETATION OF CROSS-CORRELATIONS BETWEEN AND
Cross-Correlations Interpretation
p^l^(k) ^ 0 for some k> 0
°
p. (k) » 0 for all k < 0
ijry,
Consistent with unidirectional causation from y
to m; m does not cause y; y is exogenous relative
to m; m is not exogenous relative to y
p. (k) « 0 for all k > 0
fU
p (k) ^ 0 for some k < 0
•ilV'
Consistent with unidirectional causation from m
to y; y does not cause m; y is not exogenous
relative to m; m is exogenous relative to y
p. (k) ^ 0 for some k > 0
VM-
- 0
p^^(k) ^ 0 for some k< 0
Consistent with bidirectional causation between
y and m; y is not exogenous relative to m; m is
not exogenous relative to y
P, (k) » 0 for all k > 0
tIfM.
p. (0) - 0
p, (k) • 0 for all k < 0
im,
Independence between y and m; y does not cause
m; m does not cause y
p, (k) ^ 0 for some k > 0
ijry,
^ °
Pj. (1^) " 0 for all k < 0
VM-
Consistent with contemporaneous bidirectional
causation between y and m; consistent with past
y causing m; past m does not cause y
p, (k) = 0 for all k > 0
7Wr
P^^(O) ^ 0
P, (k) 5^ 0 for some k < 0
IfM-
Consistent with contemporaneous bidirectional
causation between y and m; consistent with past
m causing y; past y does not cause m
p^^(k) ^ 0 for some k> 0
P^^(O) ^ 0
P, (k) 4 0 for some k < 0
VM,
Consistent with bidirectional causation between
y and m; y is not exogenous relative to m; m is
not exogenous relative to y
Pj, (k) » 0 for all k > 0
•M-
^ 0
p (k) «= 0 for all k < 0
fM-
Consistent with contemporaneous bidirectional
causation between y and m; past y does not
cause m; past m does not cause y
V •
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To use the hypotheses about the necessary to
know at least their approximate sampling distribution. For the general case,
this is an unsolved problem. However, Haugh has shown that under the null
hypothesis of independence between y and m, the r*-(k) are asympdotically
independently and normally distributed with zero means and standard deviations
of where N is the length of the time series.
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V. Empirical Results
rfi The data which was used in this study were obtained from the central
banks of the six countries in questionM^ (See Table 3.) The money stock of
12/each country was defined to consist of currency plus demand deposits.—
Nominal GNP was used as the measure of aggregate income in Canada, Germany,
Japan, and the United States. For Australia and the United Kingdom, we used
Gross Domestic Product (GDP)
The data of all the countries except Australia were seasonally adjusted
at the source. We did obtain seasonally adjusted series for Australia, but
they were so much shorter than the unadjusted series that we elected to use
the unadjusted data. For Sims' test (but not for Haugh's test) we seasonally
adjusted the Australian data with the Census X-11 procedure.
A. The Results of Sims' Test
Henceforth, Sims' test with his procedure will be referred to as""Test
I" while Sims' test with the alternative procedure will be referred to as
"Test II".
Table 4 shows the filters which were used with Test II. Table 5 presents
the F-test statistic for the four future values of the right-hand variable in
the regressions of both Test 1 and II. Important statistics from all of the
regressions are reported in Tables 6 through 11.
In more than half of the regressions of Test I, the Durbin-Watson coef
ficient (d) was larger than 2.5. Values of d which are this large or larger
indicate negative first-order serial correlation of the regression disturbances
which would bias the F-test in favor of the null hypothesis of independence.
, In contrast, nearly all of the regressions of Test II had d values which were
very close to 2.0, indicating the absence of either positive or negative
Variable
Australia
M (NSA)
GDP (NSA)
Canada
m; (SA)
GNP (SA)
Germany
M. (SA)
GNP (SA)
Japan
M (SA)
GNP (SA)
United Kingdom
M (SA)
GDP (SA)
United States
M (SA)
GNP (SA)
TABLE 3
DESCRIPTION OF DATA
Time Period Source
1959-III to 1973-11 Reserve Bank of Australia
1953-1 to 1975-IV Bank of Canada
1960-1 to 1975-IV Deutsche Bundesbank
1955-1 to 1975-IV Bank of Japan
1958-1 to 1973-XII Bank of England
1950-X to 1975-III Federal Reserve
Note: SA is "seasonally adjusted"; NSA is "not seasonally adjusted".
TABLE 4
EMPIRICALLY ESTIMATED FILTERS USED IN TEST II (SIMS MODIFIED)
Regression Equations
Australia
GDP on M
M on GDP
Canada
GNP on M
M on GNP
Germany
GNP on M
M on GNP
Japan
GNP on M
M on GNP
United Kingdom
GDP on M
M on GDP
United States
GNP on M
M on GNP
Estimated Filters
- B)(l + 0.243B)
- B)(l + 0,289bS
- B)
- B)(l - Oa78B)(l + 0.424bS
B)
B)(l - 0.155B)
B)(l + 0.197B i 0.198B )
B)(l - 0.383B)
- B)(l + 0.375B)
- B)(l - 0.357B + 0.367B^)
- B)(l - O.UIB + 0.215B )
- B)(l - 0.495B + 0.303B^)
TABLE 5
F-TEST ON FOUR FUTURE QUARTER'S COEFFICIENTS
Regression Equations
Australia
GDP on M
M on GDP
Canada
GNP on M
M on GNP
Germany
GNP on M
M on GNP
Japan
GNP on M
M on GNP
United Kingdom
GDP on M
M on GDP
United States
GNP on M
N on GNP
Test I
^4.24 -
^4,24
^4.60 = 0-®®^
^4,60 -
^32 -
^.32 " °-802
^.52 " 0.649
^4,52 -
F4 23 = 2.005
^4,23 -
^.76 - 1-217
F4_76 = 7.913***
Test II
^4,28
^4,25 "
F, - 1.554
4,65
F, - 7.225***
4,65
F4 37 - 0.957
^4,32 -
F, cc - 3.148***4.55
F. - 2.243*
4.56
27 - 2.397*
^,26 - l-O"
^4,75 • 2-327*
F, « 3.950***
4,73
Note: *** indicates significance at the .01 level, ** at the .05 level,
and * at the .10 level.
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first-order serial correlation of the regression disturbances. Of course,
Che absence of first-order serial correlation does not mean that higher-order
serial correlation is not present. But the favorable values of d for Test II
support the notion that our empirically estimated filters resulted in regres
sion disturbance series which were approximately white noise.
The qualitative findings of Tests I and II are as follows:
Australia. Test I results suggest that money and income are Independent.
However, the Durbin-Watson coefficients for these regressions are larger
than 2.8. The results of Test II indicate that Income does not cause
money, but they are consistent at the .10 level of confidence with the
hypothesis that money causes income.
Canada. Both Tests I and II results are consistent with unidirectional
causation from money to income.
Germany. The results of both Tests I and II indicate that money and
income are independent.
Japan. Test I results suggest that money and Income are independent,
but the Durbln-Watson coefficients for these regressions are quite
large (that for the regression of income on money is greater than 3.0).
Test II results are consistent with the h3rpothesis that income causes
money and they are also consistent at the .10 level of confidence with
the hypothesis that money causes income.
United Kingdom. Tests I and II both indicate that money does not cause
income. Test II results are consistent at the .10 level of confidence
with the hypothesis that income causes money. Test I results can also
be interpreted as weakly supporting the hypothesis of locome-to-money
causality, particularly when the very high value of the Durbln^-Watson
coefficient for the regression of income on money is taken into account.
«<
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Upited States. Test I results are consistent with unidirectional
causation from money to Income. However, the Durbin-Watson coefficient
was 2.47 when income was regressed on nraney. Test II results are con
sistent with the hypothesis that money causes Income, and they are
also consistent at the .10 level with the hypothesis that income causes
money.
B. Haueh's Test Results
For Haugh's test (as we had for Sims' test), we began our empirical work
by transforming each of the arithmetic income and money stock series into
logarithmic time series. Then we fitted autoregressive integrated moving
average (ARIMA) models to the data of these logarithmic time series.
ARIMA models and the procedure for fitting them are fully explained in
Box and Jenkins [3]. Hence, here we present only a brief description.
A general (p, d, q) ARIMA model for the stochastic, but not necessarily
stationary, Y process can be expressed as
0p(B)(l - B)'^ Yj. -
where 0 (B) is a p*^^-order polynomial in the lag operator Bwith roots outside
A f"K
the unit circle, (1 - B) is the d difference operator (which transforms
a nonstationary process into a covariance-stationary process), ®
q '^^ -order polonomial in Bwith roots outside the unit circle, and ^ is ja
white noise process.
The univariate autoregressive representation of stochastic process y
was
F(B)y^ - (4a)
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The ARIMA model of equation (8) can be restated as
/^[(l -B)
q
since 9 (B) is invertible. Allowing y - [(1 - B) Y 1, since y andq c L
[(1 - B)*^Y] are both covariance-stationary processes, we have
F(B) . ^
Hence, an ARIMA model is simply another way of representing a stochastic
process. However, ARIMA representations generally require fewer parameters to
be estimated than do other representations of stochastic pricesses.
In order to estimate the ARIMA n^del of equation (8)» sample autocorrela
tion and partial autocorrelation functions are computed from the Ytime series
data. These functions are then compared with a catalog of theoretical auto
correlation and partial autocorrelation functions of known stochastic pro
cesses to identify a tentative model of the Yprocess. Given the p, d, and
q values of the tentative model, a specific model of the Yprocess is
estimated from the Y time series data with nonlinear least squares.
The estimated model is considered adequate if the residuals appear to
be generated by a white noise process. To test the hypothesis that the
residuals are the realization of a white noise process, sample autocorrela
tions of the residuals are calculated and compared with their standard
errors Then a joint test of the serial independences of the residuals
is made by calculating
J 2
Q « N S ri(k)
k-1 V
where
23
N = number of data observations remaining after the application of
the difference operator; and
rj(k) - san5>le correlation of residuals and
Under the null hypothesis of serial independence, Q is approximately distributed
X"^ with (J - p - q) degrees of freedom.
The ARIMA models which we estimated from logarithmic income and money
stock data series of each country are shown in Table 12, The Q statistics
for J " 24 quarters, degrees of freedom (D F), and standard errors of the
models are also reported in this table. The largest Q statistic (that for
the model of the Japanese money stock) is not significant at the .10 level of
confidence and most of the Q statistics are not significant at the .50 level.
The $ and (i residual series are respectively estimates of time series
generated by the innovations or driving forces in the income and money stock
^ A
series. Hence, cross correlations between f and can be used to test
hypotheses of causal relationships between income and money. Table 13
presents the calculated values of these residual cross correlations, the
rj«^(k) , for k ranging from 8 to -8.
For joint tests of the significance of groups of r^j(k), the statistic
£ ^
k»l
2
N S r .(k)
2
is approximately distributed X with J degrees of freedom under the null
hypothesis of independence between \(r and p,. Table 14 shows values of S for
k from 1 to 8, 1 to 4, -1 to -4, and -1 to -8 for each country. This table
also reports values of r^A(O).
The qualitative findings of Haugh's test are as follows:
a.
Australia. The test results are consistent with the hypothesis that
past money causes income and they indicate that past income does not
if
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cause money. However, since Che contemporaneous sample correlation
between $ and J is greater than zero at the .10 level of confidence,
contemporaneous bidirectional causation between money and income cannot
be ruled out on the basis of this test.
Canada. The results of the test are consistent with unidirectional
causation from money to Income.
Germany; Although the S statistic for k from 1 to 8 is significant
at the .10 level of confidence, the over all test results indicate
that the relationship between money and income is very weak.
Japan. The results of the test are consistent with the hypothesis
that past money causes Income and they indicate that past income does
not cause money. But since significantly different from
zero at the .05 level of confidence, we cannot reject the hypothesis
of contemporaneous bidirectional causation between money and income.
United Kingdom. The test results are weakly consistent with the
hypothesis of unidirectional causation from income to money.
United States. The test results indicate that past income does not
cause money and they are consistent at the .10 level of confidence
with the hypothesis that past money causes income. However, since
the conten5)oraneous san^^le correlation between $ and p, is signifi'-
cantly different from zero at the .05 level, contenq>oraneous bidirec
tional causation between money and income cannot be ruled out on the
basis of these test results.
25
VI. Final Comments
The three test procedures used In this study yielded empirical results
for each country which are broadly consistent with one another. This con
sistency is quite apparent when one takes into account the likely bias
(due to negatively serially correlated regression disturbances) in most of
the results from the use of Sims' test with his test procedure.
We believe that the evidence consistent with bidirectional causatton
between money and Income in Japan and the United States is sufficiently
strong that it should not be ignored in attempts to estimate the impaot
of money stock changes on nominal aggregate income. On the other hand, our
interpretation of the test results for Australia, Canada, and the United
Kingdom is that they are consistent with unidirectional causation—from
money to income in Australia and Canada and from income to money in the
United Kingdom.
The enq)irical results for Germany are rather puzzling in that they
indicate a lack of any relationship between money and income. Perhaps the
anawer to this puzzle is that the German economy is so open with respect
to other western European countries that we should have tested the direction
of causation between the nominal money stock and nominal aggregate income in
all of western Europe (or at least the common market countries) as a whole.
1..
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Footnotes
1. This is not exactly Granger's phraselogy. He would simply define;
M causes Y if
a^(Y/U) < ct^(Y/U - M)
However, we believe that this situation is better described as "past
M causes current Y" because this description clearly indicates the
temporal ordering in the use of knowledge of M to predict Y.
2. However, we believe that the following definition of contemporaneous
causation, is more in line with common sense than is Granger's definition.
M cause Y contemporaneously if
CT^(Y/!r - Y) < ct^(Y/U - Y- M)
where
a^(Y/W-Y) =minimum predictive error variance of Y^ given
apart from Y^
a^(Y/f-Y-M) =minimum predictive error variance of Y^ given
apart from both Y^ and
3. This system is, of course, unidentified.
4. Stated differently, y and m are both affected by current and past values
of u^ and v^.
5. The problem here is due to our inability to detect the direction of
contemporaneous causality. As Pierce and Haugh [13] show, if there is
evidence of contemporaneous causality, we cannot ascertain from the data
if this causality is from m to y, y to m, or in both directions.
6. Sims also used data on the monetary base in place of the money stock in
his tests.
7. For the tests on U.S. data, we also included a linear tend in the
regressions.
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8. The adequacy of the estimated error models was diagnostically checked by
examining the san^le autocorrelation function of the residuals of the
** estimated error models.
9. The error structure of the last type is a multiplicative seasonal auto-
regressive model which is estimated by nonlinear least squares to take
account of the restriction on the coefficient of B^e^.
10. This amounts to assuming that the structure of the regression disturbances
are the same whether or not the future values of the right-hand variable
are included in the regression.
11. When we first began our research, we used data supplied by the Inter
national Monetary Fund. However, when we received the same type of
data from the different central banks, we realized that a discrepancy
existed between the IMF and central bank data. In some cases, the
» discrepancy was very large.
12. Williams, Goodhart, and Gowland of the Bank of England graciously
provided us with the data which they used in their recent article.
Hence, the money stock data which we used for the United Kingdom is
what Williams, Goodhart, and Gowland [14] describe as "narrow money".
13. The terminal date for the Australian data is the quarter ending June,
1973 because of a change in the money stock data series. Monetary
data prior to this date include Papua and New Guinea while data for
subsequent dates do not.
14. Under the null hypothesis of serial independence, the standard deviation
-1/2
of the sample residual autocorrelations is approximately N where
N is the length of the time series after the application of the
difference operator.
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^ 15. There is no unique ARIMA model representation of any given time series
Therefore, alternative ARIMA models were fitted to each time series.
^ The final model choice was based on the "principal of parsimony",
minimum estimated standard errors of the residuals, and significant
of the model parameters at the .05 level of confidence.
