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Abstract
Die Verwaltung großer Mengen von Testfahrtdaten verschiedener Fahrzeuge stellt
eine Herausforderung bei der Entwicklung autonomer Fahrassistenzsysteme dar. Um
eine zentrale Anlaufstelle zu haben, auf die von u¨berallher zugegriffen werden kann,
ist die Verwendung einer Cloudplattform eine zukunftsweisende Methode. Der Auf-
bau einer solchen Plattform, deren Schnittstellen, sowie die Client-Programme, wel-
che fu¨r die Verbindung der Testfahrtdatenquellen zu dieser Cloudplattform beno¨tigt
werden, werden in dieser Arbeit konzeptionell entwickelt, an konkreten Beispielen
umgesetzt und diese Implementierungen ausgewertet.
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1. Motivation
Die schrittweise Automatisierung von Aufgaben, die bisher nur von Menschen durch-
gefu¨hrt werden konnten, hat in den letzten Jahrzehnten kaum einen Lebensbereich
unberu¨hrt gelassen. Waren vor 15 Jahren bei einem Fahrzeug Systeme wie Tempo-
mat, Einparkhilfe und Spurhalteassistent noch Luxus, so sind sie heute in fast jedem
Neuwagen vorhanden. Der aktuelle Fokus der Automobilindustrie, um das Fahren
zu vereinfachen, liegt auf Systemen, welche den Wagen zum Teil oder vollsta¨ndig au-
tonom steuern ko¨nnen. Damit sowohl die fehlerfreie Funktionsweise dieser Systeme
validiert werden kann, als auch die potentiellen Nutzer der Systeme von deren Si-
cherheit u¨berzeugt werden, mu¨ssen diese ausfu¨hrlich getestet werden. Dafu¨r werden
bei kontrollierten realen oder virtuellen Erprobungsfahrten mit den entsprechenden
Systemen Testdaten gesammelt, welche fu¨r eine sinnvolle Weiterverarbeitung und
Auswertung strukturiert gespeichert werden mu¨ssen. Der Anspruch an diese auto-
matisiert fahrenden Systeme ist, dass diese wenigstens doppelt so gut sein mu¨ssen
wie ein menschlicher Fahrer [18]. Aus diesem Grund entsteht ein Aufwand von 6,22
Mrd. Testfahrtkilometern, bei durchschnittlich 50 Testkilometern pro Stunde mu¨ssen
so 124,4 Mio Stunden Testfahrten durchgefu¨hrt werden. Diese verursachen bei ei-
nem durchschnittlichen Gehalt von 15e/h Personalkosten in Ho¨he von 1,87e Mrd.
Zusa¨tzlich entstehen mit einem durchschnittlichen Benzinpreis von 1,45e pro Liter,
sowie einem Verbrauch von 7 Litern auf 100km Kraftstoffkosten von bis zu 631,33e
Mio fu¨r Testfahrten in realen Fahrzeugen.
Um diesen enormen Zeit- und Kostenaufwand zu reduzieren arbeitet das Pro-
jekt PEGASUS (Projekt zur Etablierung von generell akzeptierten Gu¨tekriterien,
Werkzeugen und Methoden sowie Szenarien und Situationen zur Freigabe hochau-
tomatisierter Fahrfunktionen) daran Standards und Werkzeuge zu entwickeln, um
Testkilometer einzusparen und andere Mo¨glichkeiten der Validierung zu entwickeln
[19]. Dazu werden zuna¨chst Testszenarien entwickelt, in welchen die autonomen
Fahrsysteme getestet werden sollen [18]. Diese Szenarien bestehen aus unabha¨ngigen
Parameterra¨umen, welche beispielsweise den groben Verlauf der Straße, aber auch
spezifischere Variablen, wie andere Verkehrsteilnehmer, Wetter und Lichtsituation,
sowie Kommunikation zwischen Fahrzeugen beschreiben. Die so definierten Szenari-
en werden nach Relevanz, also der Wahrscheinlichkeit, dass dieses Szenario auftritt,
sortiert und unter Beru¨cksichtigung fester Aspekte fu¨r Bestehen oder Nichtbestehen
des Testsystems simuliert. Besteht das Testsystem in der Simulation in einem dieser
Aspekte nicht, so erfolgen Erprobungsfahrten mit echten Fahrzeugen, zuna¨chst auf
dem Testgela¨nde und spa¨ter im Straßenverkehr.
Da auch mit den Erfolgen des Projekt PEGASUS Testfahrten zur Validierung
von Fahrerassistenzsystemen noch einige Zeit unumga¨nglich sein werden, setzen
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Autohersteller Systeme ein, welche es ermo¨glichen Testfa¨lle automatisch zu mo-
dellieren, durchzufu¨hren und auszuwerten. Ein Beispiel dafu¨r ist die Methodik EX-
AM(EXtended Automation Method) der Volkswagen AG, welche von der Micro-
NovaAG entwickelt wurde [1]. Obwohl die EXAM als Freeware nutzbar ist, um die
Entwicklung und den Transfer von Funktionsbibliotheken und Testfa¨llen zu verein-
fachen, werden die damit erhaltenen Testdaten der entwickelten Fahrzeuge von den
jeweiligen Herstellern unter Verschluss gehalten.
Um eine frei nutzbare Testfahrtdatenbasis zu schaffen, existiert an der TU Chem-
nitz die Automotive-Cloud-Plattform TUCDriveCloud. Dieses Big-Data-Storage-
System ist fu¨r die Erfassung und Auswertung von Automotive-Testdaten konzipiert.
Mittels eines standardisierten API ko¨nnen Daten auf einfache Weise zum System
hinzugefu¨gt werden. Die Daten werden dort nach Testfahrten geordnet gespeichert.
Eine Testfahrt wird dabei durch das genutzte Testfahrzeug, sowie einer festgelegten
Menge der im Testfahrzeug vorhandenen Sensoren, deren Werte wa¨hrend der Fahrt
aufgenommen werden sollen, definiert. Die Sensoren u¨bermitteln in vorgegebenen
Intervallen Daten an das API der TUCDriveCloud, in welcher diese fu¨r die laufende
Testfahrt zusammen mit dem aktuellen Zeitstempel gespeichert werden. Die so ge-
sammelten Informationen einer Testfahrt ko¨nnen dazu genutzt werden, den Verlauf
der Sensordaten wa¨hrend der Fahrt grafisch darzustellen.
Da im Moment noch kein generisches Clientkonzept existiert, mithilfe dessen Test-
fahrtdatenquellen an die TUCDriveCloud angebunden werden ko¨nnen, soll dieses im
Rahmen dieser Arbeit entwickelt werden. Um es zu testen und erste Testfahrtda-
ten zu erhalten, werden außerdem ein Simulator, zur virtuellen Testfahrtdatenge-
nerierung und der Automotive-Demonstrator YellowCar der TU Chemnitz mittels
Clientimplementierungen an das API der TUCDriveCloud angebunden.
Dazu wird in Kapitel 2 dieser Arbeit zuna¨chst ein U¨berblick u¨ber bereits existie-
rende Automotive-Cloud-Systeme mit offenen Schnittstellen verschafft, sowie deren
Eignung fu¨r diesen Anwendungszweck gepru¨ft. Außerdem werden verschiedene Fahr-
simulatoren vorgestellt und anhand geeigneter Kriterien verglichen, welcher dieser
Simulatoren als virtuelle Testfahrtdatenquelle fu¨r eine Anbindung an die gewa¨hl-
te Automotive-Cloud-Plattform am Besten geeignet ist. Das YellowCar, welches im
Rahmen dieser Arbeit an die Cloud angebunden werden soll, sowie die BlackPearl,
die in naher Zukunft angebunden wird, werden auch beschrieben. Zudem wird ein
kurzer Einblick in die Technologien gegeben, welche genutzt werden ko¨nnen, um ein
Kraftfahrzeug mit Straßenzulassung als Testfahrtdatenquelle an die Automotive-
Cloud-Plattform anzubinden.
In Kapitel 3 wird der Begriff der Testfahrt genauer definiert und die Konzepte fu¨r
Testfahrten im Online- und Oﬄinemodus vorgestellt. Außerdem werden die Voraus-
setzungen beschrieben, welche ein Client als Bestandteil der Testfahrtdatenquelle
und das API der Automotive-Cloud-Plattform fu¨r die Umsetzung dieser Testfahrt-
konzepte erfu¨llen mu¨ssen.
Kapitel 4 stellt die Implementierung dieser Konzepte vor. Dabei werden zuna¨chst
die TUCDriveClass und die Sensor -Klasse beschrieben, welche fu¨r die Implemen-
tierungen der Testfahrtdatenquellen genutzt werden, sowie die Aufrufstruktur der
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Testfahrtmodule vorgestellt. Danach wird die konkrete Umsetzung der Python-
Testfahrtmodule fu¨r den Fahrsimulator beschrieben. Fu¨r diesen werden ein Modul
fu¨r eine automatische Testfahrt und ein Modul fu¨r eine manuelle Testfahrt, in denen
der Wechsel zwischen Online- und Oﬄineabschnitten wa¨hrend der Testfahrt mo¨glich
ist, entwickelt. Als Na¨chstes werden die fu¨r die Implementierung der YellowCar-
Client-Module relevanten technischen Details vorgestellt, sowie ein U¨berblick u¨ber
die Hardware verschafft, welche zur Ermittlung der Sensorwerte dient. Zuletzt wer-
den die generelle Struktur der Python-Module und die Details der Implementierun-
gen des Online- und des Oﬄine-Moduls beschrieben.
In Kapitel 5 werden die entwickelten Testfahrtmodule unter Beru¨cksichtigung ver-
schiedener Anwendungsfa¨lle auf geeignete Weise getestet und die Ergebnisse vorge-
stellt.
Den Abschluss bildet Kapitel 6 mit einer Zusammenfassung der Ergebnisse dieser
Arbeit und einem Ausblick auf zuku¨nftig geplante Entwicklungen.
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Dieses Kapitel stellt die aktuelle Software im Bereich der Fahrsimulatoren vor, um zu
analysieren, ob es einen Simulator gibt, welcher dafu¨r geeignet ist an die TUCDri-
veCloud angebunden zu werden, oder ob ein eigener Simulator entwickelt werden
muss. Außerdem werden die relevanten miniaturisierten Forschungsdemonstratoren
der TU Chemnitz vorgestellt, welche an die Cloud angebunden werden sollen und ein
Einblick in die Hardware verschafft, mit der Fahrzeuge mit Straßenzulassung an die
Cloud angebunden werden ko¨nnen. Zuna¨chst wird jedoch eine kurze U¨bersicht u¨ber
bereits existierende Automotive-Cloud-Systeme gegeben, um zu u¨berpru¨fen, ob eine
a¨hnliche offene Cloudschnittstelle existiert, welche mo¨glicherweise besser geeignet
ist als die der TUCDriveCloud.
2.1. Automotive-Cloudsysteme mit offenen
Schnittstellen
In der deutschen Automobilbranche werden Automotive Cloudsysteme noch vorran-
gig dafu¨r verwendet, um dem Fahrzeugnutzer Multimediainhalte und Services wie
Telefonie oder Navigation anzubieten. Die Volkswagen AG arbeitet mit dem Soft-
warehersteller Microsoft an der Volkswagen Automotive Cloud, welche dem Nutzer
hochpersonalisiertes Medienstreaming und Vorschla¨ge fu¨r nahegelegene Parkpla¨tze
oder Ladestationen fu¨r Elektrofahrzeuge bieten soll [10]. Daimler bietet das CO-
MAND Online-System an, eine Onlineversion des schon seit 1993 in Fahrzeugen
enthaltenen Infotainmentsystems, welches weiterentwickelt wurde. In der aktuellen
Version verfu¨gt dieses u¨ber einen App Store um dem Nutzer zu erlauben indivi-
duell Applikationen fu¨r sein Fahrzeug zusammenzustellen, welche sich zum Teil auf
Vehicle-to-everything-Kommunikation (V2X-Kommunikation) stu¨tzen [25]. Die Sys-
teme BMW Connected bzw. BMW Connected Plus stu¨tzen sich auf die BMW Open
Mobility Cloud, realisiert mit Microsoft Azure. Diese fungiert als Big Data Cloud
und bietet den Fahrzeugnutzern zentralisiert auf diesen Daten basierende Funktio-
nen an, welche in der Cloud ausgefu¨hrt werden, sodass weniger Softwareupdates
no¨tig sind [16].
Eine weitere Nutzung von Cloudtechnologie im Automotive-Bereich findet sich in
der Fertigung. Dabei werden die Daten der Systeme, Anlagen und Maschinen aller
Fabriken des Konzerns zusammengefu¨hrt um Prozesse und Abla¨ufe zu optimieren
und die Produktivita¨t zu steigern. Beispiele der deutschen Autoindustrie sind dabei
die Volkswagen Industrial Cloud der Volkswagen AG in Kooperation mit Amazon
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Web Services [26] und die Open Manufacturing Platform von BMW in Zusammen-
arbeit mit Microsoft [24].
Die Cloud-Plattform eXtollo der Daimler AG, welche gemeinsam mit Microsoft
fu¨r Microsoft Azure entwickelt wurde, umfasst einen weiteren Anwendungsbereich
als nur die Fertigung der Fahrzeuge. Sie sammelt Daten beginnend bei der Fahr-
zeugentwicklung bis nach Verkaufsabschluss, welche mittels ku¨nstlicher Intelligenz
ausgewertet und fu¨r zuku¨nftige Vorhersagen in Bezug auf Kundenvorlieben und Ver-
kaufszahlen genutzt werden [15][23].
Allen genannten Cloudsystemen ist gemein, dass die darin gespeicherten Daten
nur firmenintern nutzbar sind, oder im Fall der Cloudsysteme mit dem Fokus auf
Infotainment nur bestimmte Funktionen fu¨r den Nutzer frei zugreifbar sind. Außer-
dem liegt bei keinem der Systeme der Schwerpunkt auf dem Sammeln und Auswerten
von Testfahrtdaten, dies wird vorrangig in lokalen Datenbanken der entsprechenden
Konzerne vorgenommen. Somit ist keines der Cloudsysteme als Grundlage fu¨r die
in dieser Arbeit beno¨tigte Cloudstruktur geeignet und die an der TU Chemnitz
entwickelte TUCDriveCloud ist die bestmo¨gliche Wahl fu¨r diesen Zweck.
2.1.1. TUCDriveCloud
Abbildung 2.1.: APIs der TUCDriveCloud
Das zentrale System der TUCDriveCloud ist eine strukturierte Datenbank fu¨r
die Verwaltung und Aufnahme von Testfahrtdaten. Auf diese Clouddatenbank kann
durch standardisierte APIs fu¨r den Input und Output zugegriffen werden, wie in Ab-
bildung 2.1 illustriert. Ein weiterer Teil der Cloudanwendung ist die Website, welche
auf einem PROWeb-Server der TU Chemnitz ausgefu¨hrt wird und ein vereinfachtes
Userinterface fu¨r den Input und Output der Clouddaten bereitstellt
U¨ber dieses Webinterface ko¨nnen Testfahrzeuge zur Cloud hinzugefu¨gt und Test-
fahrten fu¨r diese konfiguriert werden. Eine Testfahrt basiert auf einem Drive Setup,
welches eine Zusammenstellung von Sensoren des Testfahrzeugs beinhaltet, sowie
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Abbildung 2.2.: Struktur TUCDriveCloud
ein Intervall in dem die Sensorwerte abgerufen werden. Mit diesem Drive Setup
kann das Testfahrzeug dann beliebig viele Testfahren unternehmen, deren Daten
sortiert nach Fahrten in der TUCDriveCloud gespeichert werden. Die Daten ko¨nnen
schon wa¨hrend der Fahrt u¨ber ein durch ein Token geschu¨tztes API direkt in der
Clouddatenbank gespeichert werden. Ist dies wegen fehlender Internetverbindung
nicht mo¨glich, werden die Daten zuna¨chst lokal gespeichert und dann spa¨ter in die
Clouddatenbank geladen. Eine weitere Option ist das Speichern der Fahrtdaten als
.csv-Datei, welche mittels der Website in die Clouddatenbank geladen werden kann.
Die Fahrtdaten werden grafisch aufbereitet und ko¨nnen u¨ber die Website betrach-
tet und ausgewertet werden. Die Gesamtstruktur der Cloud ist in Abbildung 2.2
dargestellt.
2.2. Fahrsimulatoren
Um die Testfahrtdatengenerierung zu vereinfachen, sowie Verkehrssituationen repro-
duzierbar zu gestalten und auch seltener auftretende Szenarien wie Unfa¨lle zu un-
tersuchen, ko¨nnen virtuelle Testfahrten mithilfe eines Fahrsimulators durchgefu¨hrt
werden. Damit der fu¨r diese Arbeit am besten geeignete Simulator gewa¨hlt werden
kann, mu¨ssen zuna¨chst die Anforderungen festgelegt werden, welche der Simulator
erfu¨llen muss, damit sowohl die Datengenerierung, als auch die Anbindung an die
Cloud mo¨glichst effizient ausgefu¨hrt werden ko¨nnen:
1. Der Simulator soll realistische Verkehrssituationen darstellen und den Fokus
auf die Simulation des Fahrzeugs und nicht die Aktionen des Nutzers legen.
2. Der Simulator soll ohne zusa¨tzliche Hardware am PC verwendbar sein.
3. Der Quelltext des Simulators soll einsehbar und anpassbar sein.
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4. Der Simulator soll eine einfache Anbindung an das Python-API der TUCDri-
veCloud ermo¨glichen.
5. Die Fahrzeuge des Simulators sollen Sensormodelle besitzen, auf deren Werte
zugegriffen werden kann.
6. Die Erstellung von Routen, welche von Fahrzeugen abgefahren werden, soll
mo¨glich sein.
Fu¨r die U¨berpru¨fung, inwieweit die betrachteten Simulatoren diese Anforderungen
erfu¨llen, wird fu¨r jede Anforderung eine Eigenschaft definiert. Diese Eigenschaften
werden unabha¨ngig voneinander mit bis zu 2 Punkten bewertet. Die Bewertungen
ko¨nnen verschiedene Abstufungen von 0, 1 oder 2 Punkten haben, welche nachfol-
gend vorgestellt werden. Bei einigen der Abstufungen ko¨nnen verschiedene Punkt-
werte erreicht werden, da in diesem Fall mindestens einer der Simulatoren einen
kleinen Vorteil (z.B. ein bessere API) besitzt, welcher zwar keine neue Abstufung
erreicht, jedoch zu dem ho¨heren Punktwert fu¨hrt.
1. Art:
Rennsimulatoren sind nicht geeignet, da dort die Fahrten nur auf abgegrenz-
ten Rennstrecken durchgefu¨hrt werden, welche wenig Bezug zu realisti-
schem Verkehr haben. - 0 Punkte
Fahrschulsimulatoren haben zwar Fahrzeuge, welche in realistischen Umge-
bungen Fahrzeugdaten generieren, sind allerdings nur eingeschra¨nkt ge-
eignet, da sie entwickelt wurden, um die typischen Abla¨ufe des Fahrers
im Fahrzeug und nicht das Fahrzeug selbst detailliert zu simulieren. - 1
Punkt
Fahrsimulatoren sind geeignet, da sie darauf ausgelegt sind, realistische Fahr-
zeugdaten in simulierten Verkehrsumgebungen zu erzeugen. - 2 Punkte
2. Hardware:
Abgeschlossene Simulationsgera¨te, welche nicht mit handelsu¨blichen Com-
putern kompatibel sind, sind nicht geeignet. - 0 Punkte
Simulatoren, die zusa¨tzliche Hardware wie Lenkrad, Pedale und Schaltung
erfordern, sind ebenfalls nur bedingt geeignet, da die Hardware fu¨r die
eigentliche Simulation nicht no¨tig ist, sondern nur ein realistischeres Fahr-
gefu¨hl vermitteln soll. - 1 Punkt
Ohne zusa¨tzliche Eingabegera¨te nutzbare Simulatoren sind am Besten ge-
eignet, da sie mit vorhandener Hardware wie Tastatur und Maus bedient
werden ko¨nnen und keine spezifischen, meist teuren Zusatzgera¨te erfor-
dern. - 2 Punkte
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3. Erweiterbarkeit:
Kommerzielle Software ist meist mit Lizenzbedingungen verbunden, welche
unter Umsta¨nden nicht erlauben, die Software, oder Teile davon, zu vera¨n-
dern. - 0-1 Punkt
Open Source Software kann, bei den hier betrachteten Simulatoren, ohne
Probleme unter Beru¨cksichtigung der jeweiligen Nutzungs- und Lizenz-
bedingungen fu¨r private oder wissenschaftliche Zwecke vera¨ndert werden.
- 2 Punkte
4. Python-Kompatibilita¨t:
Ist nicht gegeben, wenn die Software nicht vera¨ndert werden darf und kein
entsprechendes API vorliegt. - 0 Punkte
Ist gegeben, wenn die Software ein entsprechendes API besitzt oder dahin-
gehend angepasst werden kann. - 1-2 Punkte
5. Sensordaten:
Existieren keine Sensoren oder ist es nicht mo¨glich auf die Sensordaten zu-
zugreifen, ist der Simulator nicht geeignet. - 0 Punkte
Kann auf Sensordaten zugegriffen werden, ist der Simulator geeignet. - 1-2
Punkte
6. Steuerung:
Ist nur manuelle Steuerung mo¨glich, ko¨nnen Testfahrten nicht exakt repro-
duziert werden, somit ist der Simulator nicht geeignet. - 0 Punkte
Ko¨nnen Routen festgelegt werden, ist eine einfache Durchfu¨rung von Test-
fahrten gewa¨hrleistet und der Simulator geeignet. - 1-2 Punkte
Im folgenden Teil werden die Simulatoren und ihre Eigenschaften vorgestellt und
bewertet.
2.2.1. CityCarDriving
Der Simulator CityCarDriving, entwickelt von Forward Development Ltd., ist ein
kommerzieller Fahrschulsimulator, welcher darauf abzielt fahrpraktische Grundkennt-
nisse unter verschiedenen Bedingungen realita¨tsnah zu vermitteln [8].
Die Eigenschaften des Simulators erreichen 3 Punkte:
1. Art:
CityCarDriving ist ein Fahrschulsimulator. - 1 Punkt
2. Hardware:
Der Simulator beno¨tigt nur einen PC und keine zusa¨tzlichen Eingabegera¨te,
um im vollen Funktionsumfang nutzbar zu sein. - 2 Punkte
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3. Erweiterbarkeit:
Die Erweiterbarkeit ist nicht gegeben, da der Quelltext des kommerziellen
Simulators nicht vera¨ndert werden darf. - 0 Punkte
4. Python-Kompatibilita¨t:
Der Simulator ist nicht kompatibel mit Python, da der Quelltext nicht er-
weiterbar ist und kein Python-API seitens des Programms gegeben ist. - 0
Punkte
5. Sensordaten:
Sensoren sind nur Programmintern genutzt und nicht von außen zugreifbar. -
0 Punkte
6. Steuerung:
Die Fahrzeuge sind nur manuell steuerbar. - 0 Punkte
2.2.2. Carnetsoft Driving Simulator
Der Carnetsoft Driving Simulator vom Entwickler Carnetsoft ist ein professioneller
Fahrsimulator der niedrigeren Preisklasse. Der Simulator bietet eine realita¨tsnahe
Fahrsimulation, welche verschiedene Szenarien fu¨r Fahrschulen oder Fahrsicherheits-
trainings zur Verfu¨gung stellt [4]. Außerdem bietet der Entwickler Carnetsoft eine
zusa¨tzliche Software zur Erweiterung des Simulators an, welche die Programmierung
bestimmter Funktionen des Simulators unter Verwendung einer eigenen Scriptspra-
che ermo¨glicht [5].
Die Eigenschaften des Simulators erreichen 5 Punkte:
1. Art:
Der Carnetsoft Driving Simulator ist ein Fahrsimulator. - 2 Punkte
2. Hardware:
Der Simulator beno¨tigt zusa¨tzlich zum PC mindestens ein Lenkrad, Pedale
und Gangschaltung um nutzbar zu sein. - 1 Punkt
3. Erweiterbarkeit:
Die Erweiterbarkeit ist unter Verwendung der Scriptsprache der Zusatzsoft-
ware eingeschra¨nkt mo¨glich, der Quelltext des Simulators selbst darf nicht
vera¨ndert werden. - 0 Punkte
4. Python-Kompatibilita¨t:
Der Simulator ist mittels der angebotenen Scriptsprache eingeschra¨nkt kom-
patibel mit Python, ein spezielles Python-API seitens des Programms ist nicht
gegeben. - 0 Punkte
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5. Sensordaten:
Sensoren sind mithilfe der Scriptsprache zugreifbar. - 1 Punkt
6. Steuerung:
Mittels der Scriptsprache ko¨nnen Szenarios erstellt werden, welche einigen oder
allen Fahrzeugen der Simulation bestimmte Verhaltensmuster vorgeben. - 1
Punkt
2.2.3. OpenDS
Der Simulator OpenDS, wird hauptsa¨chlich am Deutschen Forschungszentrum fu¨r
Ku¨nstliche Intelligenz entwickelt. Dieser Simulator ist fu¨r die wissenschaftliche Ver-
wendung konzipiert, wie die Fahrsimulation, Verkehrssimulation und die Analyse
des Fahrverhaltens [2]. Die Eigenschaften des Simulators erreichen 10 Punkte:
1. Art:
OpenDS ist ein Fahrsimulator. - 2 Punkte
2. Hardware:
Der Simulator beno¨tigt keine zusa¨tzliche Hardware um genutzt werden zu
ko¨nnen. - 2 Punkte
3. Erweiterbarkeit:
Aufgrund der Open Source Eigenschaft ist der Code einfach erweiterbar. - 2
Punkte
4. Python-Kompatibilita¨t:
Der Simulator ist durch die Eigenschaft der Erweiterbarkeit prinzipiell mit
Python kompatibel, besitzt jedoch kein spezielles Python-Interface. - 1 Punkt
5. Sensordaten:
Sensoren sind mittels des Quelltextes zugreifbar, besitzen jedoch kein spezielles
API. - 1 Punkt
6. Steuerung:
Die Fahrzeuge ko¨nnen selbststa¨ndig, ohne Nutzereingaben, fahren. - 2 Punkte
2.2.4. TORCS (The open racing car simulator)
Der unter der Leitung von Bernhard Wymann und Eric Espie als Open Source
Projekt entwickelte Rennsimulator TORCS [27], hat das Ziel KI-Rennfahrer zu ent-
werfen und zu trainieren, welche unter verschiedenen Bedingungen gute Ergebnisse
erzielen ko¨nnen. Außerdem ko¨nnen die entwickelten KIs in Rennen, an denen der
Nutzer ebenfalls teilnehmen kann, getestet werden. Die Eigenschaften des Simulators
erreichen 8 Punkte:
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1. Art:
TORCS ist ein Rennsimulator. - 0 Punkte
2. Hardware:
Der Simulator beno¨tigt keine zusa¨tzliche Hardware um genutzt werden zu
ko¨nnen. - 2 Punkte
3. Erweiterbarkeit:
Aufgrund der Open Source Eigenschaft ist der Code einfach erweiterbar. - 2
Punkte
4. Python-Kompatibilita¨t:
Der Simulator ist durch die Eigenschaft der Erweiterbarkeit prinzipiell mit
Python kompatibel, besitzt jedoch kein spezielles Python-Interface. - 1 Punkt
5. Sensordaten:
Sensoren sind mittels des Quelltextes zugreifbar, besitzen jedoch kein spezielles
API . - 1 Punkt
6. Steuerung:
Mittels der erstellten KI-Fahrer ist es mo¨glich Fahrten ohne Nutzereingaben
durchzufu¨hren. - 2 Punkte
2.2.5. CARLA
Der Open Source Fahrsimulator CARLA [9], welcher unter der Leitung des CARLA-
Teams entwickelt wird, wird hauptsa¨chlich dafu¨r genutzt, autonome Fahrsysteme in
urbanen Umgebungen zu entwickeln und zu validieren. Die Funktionen des Simula-
tors ko¨nnen von außen mittels Python-Skripten zugegriffen werden, ohne dabei den
eigentlichen Quelltext des Simulators zu vera¨ndern. Die Eigenschaften des Simula-
tors erreichen die vollen 12 Punkte:
1. Art:
CARLA ist ein Fahrsimulator. - 2 Punkte
2. Hardware:
Der Simulator beno¨tigt keine zusa¨tzliche Hardware um genutzt werden zu
ko¨nnen. - 2 Punkte
3. Erweiterbarkeit:
Aufgrund der Open Source Eigenschaft ist der Code einfach erweiterbar. Au-
ßerdem ermo¨glicht das Python-API den Code leicht vera¨ndert zu nutzen, ohne
stark in diesen einzugreifen. - 2 Punkte
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4. Python-Kompatibilita¨t:
Aufgrund des Python-Interfaces besitzt CARLA eine sehr gute Python-Kom-
patibilita¨t. - 2 Punkte
5. Sensordaten:
Sensoren sind mittels des Python-API einfach zugreifbar. - 2 Punkte
6. Steuerung:
Die Fahrzeuge ko¨nnen selbststa¨ndig, ohne Nutzereingaben, eine festgelegte
Route abfahren. - 2 Punkte
2.2.6. Zusammenfassung
Aus Tabelle 2.1 ist zu erkennen, dass der Simulator CARLA die geforderten Eigen-
schaften am Besten erfu¨llt und deshalb als Simulator fu¨r virtuelle Testfahrten in
dieser Arbeit genutzt wird. Der grafische Vergleich der Simulatoreneigenschaften in
den Abbildungen 2.3(a) - 2.3(e) unterstreicht dies.
Tabelle 2.1.: Vergleich Simulatoren
City Car Carnetsoft Open DS TORCS CARLA
Driving Driving Simulator
Art 1 2 2 0 2
Hardware 2 1 2 2 2
Erweiterbarkeit 0 0 2 2 2
Python-
Kompatibilita¨t 0 0 1 1 2
Sensordaten 0 1 1 1 2
Steuerung 0 1 2 2 2
Gesamt 3 5 10 8 12
2.3. Miniaturisierte Forschungsdemonstratoren
Die Professur Technische Informatik der TU Chemnitz besitzt mehrere Demonstra-
toren fu¨r die Forschung im Bereich des Automotive Software Engineerings. Diese
Demonstratoren besitzen jeweils ein CAN-Bussystem zur Kommunikation, welches
auch in Kraftfahrzeugen genutzt wird. Dieses Bussystem wird von den Electronic
Control Units (ECU) genutzt, um Informationen, wie Sensordaten, untereinander
auszutauschen und ist somit der Anlaufpunkt, um diese in einer Cloudplattform zu
speichern.
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(a) Eigenschaften City Car Driving (b) Eigenschaften Carnetsoft Driving Simulator
(c) Eigenschaften OpenDS (d) Eigenschaften TORCS
(e) Eigenschaften CARLA
Abbildung 2.3.: Vergleich der Simulatoreneigenschaften
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Abbildung 2.4.: Das YellowCar aus [6]
2.3.1. YellowCar
Das YellowCar wurde entwickelt um Funktionspru¨fungen, Leistungsbeurteilungen
sowie Optimierungen von hardwareunabha¨ngigen Softwarearchitekturen in einem
kontrollierten Rahmen zu ermo¨glichen. Die Basis des YellowCars bildet ein elektri-
sches Kinderauto, welches mit drei Steuergera¨ten ausgestattet wurde, der Proces-
singECU, der FeatureECU und der AssistantECU. Diese Steuergera¨te sind auf der
Grundlage von AUTOSAR programmiert und kommunizieren u¨ber einen CAN-Bus
[21]. Außerdem besitzt das YellowCar Sensoren fu¨r Licht, Temperatur, Raddrehzahl
sowie fu¨r die Abstandsmessung an der Front- und der Ru¨ckseite. Die Werte dieser
Sensoren werden von der ProcessingECU eingelesen, welche diese u¨ber den CAN-
Bus fu¨r die FeatureECU und die AssistantECU verfu¨gbar macht, wie in Abbildung
2.5 dargestellt. Die FeatureECU steuert das Abblendlicht und die Blinker des Yel-
lowCars an. Die AssistantECU kontrolliert die Motoren fu¨r Lenkung und Antrieb
und koordiniert die Demonstrationsabla¨ufe.
Um die Fernsteuerung des YellowCars zu ermo¨glichen, wurde zusa¨tzlich ein Client-
Server-Interface geschaffen, welches den CAN-Bus mit einem drahtlosen Netzwerk
verbindet. Dafu¨r wird mit einem TinyCAN-Interface ein Netbook mit der entspre-
chenden Serverimplementierung an den CAN-Bus angeschlossen. Dieser Server wer-
tet die erhaltenen CAN-Bus Daten aus und stellt eine Website bereit, welche die Da-
ten visualisiert und die Nutzerschnittstelle zur Fernsteuerung anbietet. Diese Struk-
tur wird in Abbildung 2.6 illustriert. Zudem werden die Daten an ein Simulations-
programm weitergegeben, welches ein 3D-Modell des YellowCars und der aktuellen
Aktionen generiert [13].
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Abbildung 2.5.: Schematischer Aufbau des YellowCars aus [6]
Abbildung 2.6.: Struktur Client-Server Interface aus [6]
2.3.2. BlackPearl
Der Automotive-Demonstrator BlackPearl basiert auf dem zuvor vorgestellten Yel-
lowCar [17]. Die Black Pearl legt den Fokus dabei auf das Testen von Funktio-
nen, welche auf Bildverarbeitung basieren. Um dies zu erreichen mu¨ssen sowohl die
Hardware- als auch die Softwarearchitektur an die ho¨here Rechenlast angepasst wer-
den. Dafu¨r wurde ein elektrisches Kinderauto mit einem Rack ausgestattet, in wel-
ches mehrere Platinen eingesetzt werden ko¨nnen. Zusa¨tzlich zu den Sensoren, u¨ber
welche das YellowCar verfu¨gt, besitzt die BlackPearl mehrere Kameras als Sensoren
fu¨r Bilddaten. Wie das YellowCar besitzt die BlackPearl Motoren fu¨r Lenkung und
Antrieb und verschiedene Lichter, welche einzeln angesteuert werden ko¨nnen. Die
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Softwarearchitektur basiert auch hier auf dem AUTOSAR-Standard [20].
Abbildung 2.7.: Die BlackPearl aus [17]
Abbildung 2.8.: Module der BlackPearl aus [17]
Der Demonstrator besteht aus vier Hauptmodulen, welche u¨ber den CAN-Bus
kommunizieren. Der Zusammenhang der Module ist in Abbildung 2.8 dargestellt.
1. Den Sensoren und den Aktoren. Die Sensoren lesen Werte ein, welche an die
Aktoren weitergeleitet werden.
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2. Dem Netzwerk aus Steuergera¨ten, welche u¨ber den CAN-Bus kommunizieren.
Diese setzen die allgemeine Steuerung des Systems und die zu testenden au-
tonomen Fahrfunktionen um.
3. Den Multicore-Prozessoren, welche performant die Bildverarbeitung, beste-
hend aus der Bildvorverarbeitung, der Erkennung von Feature Points und
darauf aufbauend die Identifizierung relevanter Ziele durchfu¨hren. An dieses
Modul sind ebenfalls die Kameras angeschlossen.
4. Dem Display, welches Status und Steuerungsinformationen darstellt.
2.4. Testfahrzeuge mit Straßenzulassung
Wie die miniaturisierten Forschungsdemonstratoren, verfu¨gen auch Kraftfahrzeuge
mit Straßenzulassung, welche hier als Testfahrzeuge verwendet werden, u¨ber einen
CAN-Bus fu¨r die Kommunikation von Steuergera¨ten. Die Busnachrichten ko¨nnen
mithilfe einer On-Board-Diagnose-Schnittstelle ausgewertet werden [22]. Diese OBD-
Schnittstelle erha¨lt den Zugang zu den Diagnosedaten des Fahrzeugs u¨ber eine
OBD-2-Diagnosebuchse. Um Daten zu erhalten, mu¨ssen diese unter Verwendung der
Adresse des Steuergera¨tes, dessen Werte von Interesse sind, angefragt werden. Ne-
ben mo¨glichen Fehlercodes und Statusmeldungen der angeschlossenen Steuergera¨te,
ko¨nnen hier auch Sensorwerte wie Motordrehzahl, Geschwindigkeit und Außen- so-
wie Motortemperatur erhalten werden. Mithilfe geeigneter Software ist es mo¨glich,
diese Sensorwerte aufzuzeichnen. Diese OBD-Schnittstelle ist der Anlaufpunkt, um
mithilfe von regelma¨ßigen Anfragen an die Steuergera¨te deren Werte zu erhalten,
welche als Testfahrtdaten gespeichert werden ko¨nnen.
Im abschließenden Ausblick dieser Arbeit wird kurz darauf eingegangen, wie eine
zuku¨nftige Anbindung eines Kraftfahrzeugs mit Straßenzulassung an die TUCDri-
veCloud aussehen ko¨nnte.
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Dieses Kapitel stellt die grundsa¨tzlichen Schritte vor, welche umgesetzt werden
mu¨ssen, um eine erfolgreiche Anbindung einer Testfahrtdatenquelle an die TUCDri-
veCloud zu gewa¨hrleisten. Dafu¨r werden zuna¨chst der Begriff der Testfahrt definiert
und die Abla¨ufe vorgestellt, welche fu¨r Testfahrten im Online- oder Oﬄinemodus
no¨tig sind. Danach wird detailliert beschrieben, welche Anforderungen die Clients
als Bestandteil der Testfahrtdatenquellen und das Cloud-API erfu¨llen mu¨ssen, damit
diese Abla¨ufe ermo¨glicht werden.
3.1. Testfahrt
Eine Testfahrt bezeichnet den Zeitraum, welcher mit dem Abrufen des aktiven Drive
Setups beginnt und endet, wenn alle Daten, welche wa¨hrend der Fahrt mit der Test-
fahrtdatenquelle aufgezeichnet wurden, in der Cloud gespeichert wurden. Die Test-
fahrt la¨sst sich in fu¨nf Phasen unterteilen, wie in Abbildung 3.1 dargestellt. Die erste
Phase liegt vor dem eigentlichen Start der Testfahrt, die zweite Phase markiert den
Start der Testfahrt, die dritte Phase definiert die Fahrt, wa¨hrend der Sensordaten
aufgenommen werden, die vierte Phase bestimmt das Ende der Testfahrt und die
letzte Phase liegt nach dem Ende der Fahrt.
Abbildung 3.1.: Phasen der Testfahrt
Testfahrten ko¨nnen im Online- oder im Oﬄinemodus durchgefu¨hrt werden. Der
Onlinemodus erfordert dabei eine Internetverbindung, welche einen regelma¨ßigen
Upload einiger Byte an Daten, ungefa¨hr einmal pro Sekunde, ermo¨glicht, bei Fahr-
ten im Oﬄinemodus besteht diese Voraussetzung nicht. Im Oﬄinemodus gestartete
Fahrten ko¨nnen in der zweiten oder dritten Phase in den Onlinemodus wechseln,
umgekehrt ist dies zwar mo¨glich, sollte aber vermieden werden, da die Testfahrt in
der Cloud schon als gestartet gekennzeichnet wurde und solange nicht beendet wer-
den kann, bis die alle Fahrtdaten in der Clouddatenbank gespeichert wurden. Die
beiden Fahrtmodi werden im Folgenden beschrieben.
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3.2. Onlinemodus
Abbildung 3.2.: Phasen im Onlinemodus
Eine Fahrt im Onlinemodus wird dadurch definiert, dass der Client wa¨hrend der
ersten Phase die gesamte Zeit eine Verbindung zum Cloud-API herstellen kann, in
den folgenden beiden Phasen so oft, dass Sensorwerte in der Clouddatenbank ge-
speichert werden und in der vierten Phase ausreichend lang, damit alle noch nicht
in der Datenbank gespeicherten Werte der Testfahrt u¨bertragen und die Fahrt be-
endet werden kann. In diesem Fall kann die letzte Phase entfallen. Die schematische
Darstellung der Phasen des Onlinemodus ist in Abb. 3.2 zu finden.
In der ersten Phase wird das aktive Setup des Clients von der Cloud angefragt,
woraufhin diese die ID des Setups zuru¨ckgibt. Mithilfe der ID ko¨nnen die IDs der
Sensoren, welche zum aktiven Setup geho¨ren, sowie das Intervall, in welchem die
Sensorwerte wa¨hrend der Fahrt gelesen werden sollen, von der Clouddatenbank ab-
gefragt werden. Die ermittelten Sensoridentifikatoren und das Intervall werden fu¨r
spa¨teres Abrufen lokal im Client gespeichert.
In der zweiten Phase versucht der Client zuna¨chst das Signal fu¨r den Start der
Fahrt an die Cloud-API zu senden. Sollte dies beim ersten Versuch gelingen, erha¨lt
der Client einen von der Cloud generierten Identifikator fu¨r die Fahrt. Kann zuna¨chst
keine Verbindung zur Cloud-API hergestellt werden, wird auf Client-Seite eine Test-
fahrt-ID generiert und wa¨hrend der na¨chsten Phase solange versucht das Startsignal,
zusammen mit der ID, an das Cloud-API zu senden, bis eine Verbindung hergestellt
und eine positive Ru¨ckmeldung von der Cloud erhalten wird. Da die Fahrt in der
ersten Phase schon eine Verbindung zum Cloud-API herstellen konnte, wird an-
genommen, dass die Verbindung nur kurzzeitig unterbrochen wurde und innerhalb
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weniger Loggingintervalle wiederhergestellt werden kann.
In der dritten Phase, der eigentlichen Testfahrt, werden die Werte der physischen
Sensoren des Testfahrzeugs in regelma¨ßigen Absta¨nden, den Sensorintervallen, ab-
gerufen und diese in virtuellen Sensormodellen zuna¨chst lokal zwischengespeichert.
Nach Ablauf des vom Client-Setups festgelegten Loggingintervalls werden die ge-
speicherten Werte der virtuellen Sensoren an die Cloud u¨bertragen. Es ist ebenfalls
mo¨glich, die Werte der physischen Sensoren nur nach Ablauf des Loggingintervalls
abzurufen und diese ohne Zwischenspeichern direkt an das Cloud-API zu u¨bergeben,
dabei wu¨rden jedoch, besonders bei relativ großen Loggingintervallen von mehreren
Sekunden, viele der Sensorwerte fu¨r die Auswertung verloren gehen. Kann keine Ver-
bindung zum Cloud-API hergestellt werden, oder wurde das Startsignal noch nicht
besta¨tigt, werden die Werte der virtuellen Sensoren in geeigneter Form im Client
gespeichert und in den Sensormodellen gelo¨scht. Bei bestehender Cloudverbindung
wird nach dem U¨bertragen der aktuellen Sensorwerte gepru¨ft, ob bis zum na¨chs-
ten Loggingintervall noch soviel Zeit ist, wie durchschnittlich beno¨tigt wird, um ein
gepuffertes Zeitstempel-Sensorwert-Paar an das Cloud-API zu senden. Ist dies der
Fall, werden bis zum Ende des Loggingintervalls die gepufferten Werte an die Cloud
u¨bertragen.
Abbildung 3.3.: Anwendungsfall Onlinemodus
In der vierten und fu¨r Fahrten im Onlinemodus letzten Phase wird zuna¨chst im
Client das Signal fu¨r das Fahrtende gegeben. Dies bewirkt, dass keine weiteren Wer-
te der physischen Sensoren in den Sensormodellen gespeichert werden. Außerdem
werden die verbliebenen lokal gespeicherten Werte an das Cloud-API u¨bertragen
und danach das Signal, welches das Fahrtende markiert, auch an die Cloud weiter-
gegeben. Sobald das Signal von der Cloud besta¨tigt wurde, lassen sich keine weiteren
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Daten mehr zur aktuellen Fahrt hinzufu¨gen. Da die Testfahrt zu diesem Zeitpunkt
schon vollsta¨ndig abgeschlossen ist, entfa¨llt die fu¨nfte Phase der Testfahrt.
Ein mo¨glicher Anwendungsfall des Onlinemodus, dargestellt in Abb. 3.3, besteht
darin, dass der Nutzer die Testfahrt fu¨r die Testfahrtdatenquelle startet und das
Fahrzeug dann steuert. Dabei werden schon wa¨hrend der Fahrt die Sensorwerte an
das API der Cloud gesendet. Daher ko¨nnen die Daten schon wa¨hrend der Fahrt von
der Cloud abgerufen und die Testfahrt so nachverfolgt werden. Der Nutzer beendet
die Testfahrt, kann dann aber weiterhin die Daten online abrufen.
3.3. Oﬄinemodus
Abbildung 3.4.: Phasen im Oﬄinemodus
Da eine stabile Internetverbindung nicht in jedem Fall garantiert werden kann, soll
es auch die Mo¨glichkeit geben, eine Testfahrt nahezu komplett ohne Verbindung zur
Cloud durchzufu¨hren. Dies ist jedoch nur in seltenen Fa¨llen ratsam, da dadurch der
Echtzeit- und Cloudaspekt der Testfahrt verloren geht. Eine Fahrt im Oﬄinemodus
ist damit definiert, dass nur in der fu¨nften Phase eine Verbindung zum Cloud-API
hergestellt wird. Die schematische Darstellung der Phasen des Oﬄinemodus ist in
Abb. 3.4 zu finden.
In der ersten Phase der Oﬄinefahrt werden die Sensoridentifikatoren und das
Intervall des lokal gespeicherten Client-Setups abgerufen.
In der zweiten Phase wird die Testfahrt-ID im Client lokal definiert und gespei-
chert. Der Start der Fahrt wird in diesem Fall durch das Speichern der ersten Sen-
sorwerte festgelegt.
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In der dritten Phase werden, wie bei der Onlinefahrt die Werte der physischen
Sensoren des Testfahrzeugs in den Sensorintervallen abgerufen. Hier besteht nun die
Mo¨glichkeit diese Werte direkt im Client fu¨r den spa¨teren Upload zu speichern, oder
auch den Zwischenschritt u¨ber virtuelle Sensoren zu gehen, welche die gesammelten
Werte nur nach Ablauf des Loggingintervalls im Client speichern.
In der vierten Phase wird das Signal fu¨r das Fahrtende sowohl an das Client-
Fahrzeug gegeben, welches dann keine neuen Sensorwerte mehr loggt, als auch nach
dem Logging der letzten Werte in der Datei mit den gespeicherten Sensorwerten
vermerkt. Damit ist das Ende der Oﬄine-Testfahrt definiert.
In der fu¨nften Phase werden alle Fahrtdaten, die Testfahrt-ID, die Sensoren-IDs
und die geloggten Sensorwerte, unter der Voraussetzung einer stabilen Internetver-
bindung in die Cloud geladen. Nachdem dies beendet ist, ist die Oﬄine-Testfahrt
vollsta¨ndig abgeschlossen.
Abbildung 3.5.: Anwendungsfall Oﬄinemodus
Ein mo¨glicher Anwendungsfall des Oﬄinemodus, dargestellt in Abb. 3.5, besteht
darin, dass der Nutzer die Testfahrt fu¨r die Testfahrtdatenquelle startet und das
Fahrzeug dann steuert. Anders als im Onlinemodus werden die Testfahrtdaten in
der Testfahrtdatenquelle gespeichert und ko¨nnen daher nicht live von der Cloud
abgerufen werden. Der Nutzer beendet die Testfahrt und sendet dann die geloggten
Daten an das Cloud-API. Nachdem dies erfolgreich geschehen ist, ko¨nnen die Daten
von der Cloud abgerufen werden.
3.4. Client
Der Client ist der Bestandteil der Testfahrtdatenquelle, welcher die Sensordaten
speichert und die Verbindung zum Cloud-API herstellt. Er muss bestimmte Vor-
aussetzungen erfu¨llen, um die beschriebenen Testfahrtmodi umsetzen zu ko¨nnen.
Der Client muss die Mo¨glichkeit bieten, den Abruf des Drive Setups und daran an-
schließend den Start der Fahrt durch eine Nutzeraktion einzuleiten. Auf gleichem
oder a¨hnlichem Weg muss es mo¨glich sein, die Testfahrt durch eine Nutzeraktion zu
beenden.
Sollen Fahrten im Onlinemodus mit dem Client realisierbar sein, so muss dieser
u¨ber ein Verfahren zur Internetverbindung verfu¨gen. Diese Verbindung muss nicht
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durchga¨ngig stabil sein, sollte aber am Ende der Testfahrt im Onlinemodus zu-
verla¨ssig sein, da dann alle lokalen Daten an das Cloud-API gesendet werden und
erst nach Abschluss dieses Prozesses die Fahrt tatsa¨chlich beendet werden kann.
Der Client muss auf die Sensorwerte des Testfahrzeugs zugreifen ko¨nnen, oder
die Mo¨glichkeit besitzen, die Werte anzufragen. Dies muss fu¨r jeden Sensor einzeln
und in verschiedenen Intervallen mo¨glich sein. Fu¨r jeden der physischen Sensoren
muss im Client ein virtuelles Sensormodell angelegt werden ko¨nnen. Dieses muss die
ID des Sensors, sowie dessen erhaltene Werte speichern ko¨nnen und die Mo¨glichkeit
bieten, diese Werte abzurufen, auszugeben und sie dabei im Sensormodell zu lo¨schen,
damit sie beim na¨chsten Abruf nicht erneut zuru¨ckgegeben werden.
Die Testfahrtdatenquelle muss außerdem u¨ber eine gewisse Menge an Speicher-
platz verfu¨gen, auf den der Client zugreifen kann. Die no¨tige Menge ist dabei von
verschiedenen Faktoren abha¨ngig, welche unterschiedliche Einflu¨sse auf den Spei-
cherplatzbedarf haben. Grundsa¨tzlich ist zu sagen, dass Fahrten im Oﬄinemodus,
bei denen alle Sensorwerte lokal gespeichert werden, deutlich mehr Platz beno¨tigen,
als Fahrten im Onlinemodus, welche nur bei Bedarf einige Werte zwischenspeichern.
Auch die Anzahl der Sensoren, welche bei der Testfahrt verwendet werden, und das
Intervall, in dem deren Werte abgerufen werden, beeinflussen den Platzbedarf. Mehr
Sensoren oder ein kleineres Intervall fu¨hren zu einem gro¨ßeren Speicherbedarf. Die-
se Einflu¨sse wirken sich bei Fahrten im Oﬄinemodus wiederum sta¨rker aus, als bei
denen im Onlinemodus. Im Allgemeinen sollte der Speicherplatz, welchen der Cli-
ent fu¨r die Zwischenspeicherung von Sensorwerten beno¨tigt, die Gro¨ße von einigen
hundert Megabyte nicht u¨berschreiten.
Die Hardware-Software-Partitionierung kann dabei fu¨r Clients unterschiedlicher
Testfahrtdatenquellen verschieden vorgenommen werden. Meist ist eine implizite
Partitionierung ausreichend [14].
3.5. Cloud-API
Das Cloud-API stellt die Schnittstelle zwischen dem Client und der Clouddatenbank
dar. Es erha¨lt die Anfragen der Clients und verarbeitet sie weiter. Dies bedeutet,
dass die relevanten Daten der Client-Anfragen in Anfragen an die Cloud-Datenbank
umgewandelt werden. Die Datenbankanfragen werden dann ausgefu¨hrt und deren
Ergebnisse in geeigneter Form an den anfragenden Client zuru¨ckgegeben.
Damit keine unberechtigten Zugriffe auf das Cloud-API erfolgen ko¨nnen, muss
eine Authentifizierungsmo¨glichkeit fu¨r die Clients existieren, beispielsweise ein To-
kensystem, bei dem ein Client bei jeder Anfrage ein Token mitsendet und nur die
Anfragen vom API weiterverarbeitet werden, welche ein valides Token besitzen.
Folgende Client-Anfragen muss die Cloud-API mindestens verarbeiten ko¨nnen,
um die vorgestellten Testfahrtmodi realisieren zu ko¨nnen:
• Anfrage des aktiven Drive Setups, Ru¨ckgabe der Setup-ID
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• Anfrage der Details dieses Drive Setups, Ru¨ckgabe der Liste von Sensor-IDs
und dem Intervall
• Signal fu¨r Start der Testfahrt erhalten, Ru¨ckgabe der neu generierten ID der
Fahrt, oder Besta¨tigung des Signalerhalts, wenn Testfahrt-ID schon in der
Anfrage enthalten
• Sensorwert erhalten, Besta¨tigung, wenn in der Datenbank gespeichert
• Signal fu¨r Fahrtende erhalten, Besta¨tigung des Signalerhalts
Die hier vorgestellten Ru¨ckgabewerte sind fu¨r den Fall, dass die Anfrage wie ge-
wu¨nscht ausgefu¨hrt wurde. Bei Fehlern oder Problemen sollten aussagekra¨ftige Feh-
lernachrichten zuru¨ckgegeben werden.
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In diesem Kapitel wird detailliert erla¨utert, wie das Konzept aus dem vorgehen-
den Abschnitt fu¨r den Fahrsimulator CARLA und den Automotive-Demonstrator
YellowCar umgesetzt wurde. Die Implementierungen wurden in der Programmier-
sprache Python vorgenommen, um die Anbindung an das Python-basierte API der
TUCDriveCloud zu vereinfachen. Zuerst werden jedoch die Klassen fu¨r die Steue-
rung der Testfahrt und die virtuellen Sensormodelle vorgestellt, welche bei beiden
Implementierungen verwendet werden.
4.1. Testfahrt- und Sensorklassen
Um die Steuerung der Phasen der Testfahrt von einem Python-Modul aus zu ermo¨gli-
chen, existiert die Klasse TUCDriveClass, welche fu¨r jede der Testfahrtphasen ei-
ne oder mehrere Methoden bereitstellt. Die Klasse wird mit der Vehicle Identi-
fication Number(VIN) und dem Web-Token der Testfahrtdatenquelle initialisiert,
da dies die mindestens beno¨tigten Angaben sind, um u¨ber das Token-geschu¨tzte
TUCDriveCloud-API eine Anfrage an die Datenbank der TUCDriveCloud zu stellen.
Die VIN bei den in dieser Arbeit verwendeten Clientimplementierungen wurde im
Code festgelegt, da die Testfahrzeuge keine tatsa¨chliche VIN besitzen. Wenn Kraft-
fahrzeuge fu¨r Testfahrten verwendet werden, kann die VIN mittels OBD-Interface
direkt vom Fahrzeug abgerufen werden [22]. Fu¨r jede VIN kann auf der Website der
TUCDriveCloud ein Token erstellt, das erstellte Token abgerufen, oder das Token
gelo¨scht werden. Dieses Token wird in der Client-Implementierung verwendet, um
die TUCDriveClass zu initialisieren. Außerdem werden Attribute initialisiert, welche
den Status der Testfahrt als ’nicht gestartet’ definieren und ein Standardintervall
festlegen.
Zu Beginn der ersten Testfahrtphase, deren Ablauf in Abb. 4.1 dargestellt ist, wird
eine Instanz der TUCDriveClass erstellt und mithilfe der Methode getDriveSetup()
die ID des aktiven Drive Setups der Testfahrtdatenquelle von der TUCDriveCloud
erfragt. Ist diese Abfrage erfolgreich, so wird die ID als Attribut der TUCDrive-
Class-Instanz gespeichert, um erneut darauf zugreifen zu ko¨nnen. Die Sensoren des
Setups, sowie das Loggingintervall ko¨nnen mit der Methode getDriveSensors() er-
halten werden. Das Intervall wird als Attribut der Klasseninstanz gespeichert, die
IDs der Sensoren werden in einer Liste fu¨r die Erstellung der virtuellen Sensormo-
delle zwischengespeichert und außerdem in eine Textdatei geschrieben, welche bei
einer Testfahrt im Oﬄinemodus referenziert werden kann.
Fu¨r die zweite Testfahrtphase, deren Ablauf in Abb. A.1 im Anhang zu sehen ist,
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Abbildung 4.1.: TUCDriveClass Phase 1
kann die Methode StartDrive() genutzt werden, um das Signal fu¨r den Start der
Testfahrt an die Cloud zu senden und eine ID fu¨r die Testfahrt zuru¨ck zu erhalten.
Außerdem wird das Statusattribut der Testfahrt von ’nicht gestartet’ aktualisiert zu
’gestartet’.
Alle bisher vorgestellten Methoden sind als try-except-Blo¨cke implementiert. Kann
33
4. Implementierung
eine Methode fehlerfrei ausgefu¨hrt werden, ist ihr Ru¨ckgabewert wahr, tritt bei der
Ausfu¨hrung ein Fehler auf, ist der Ru¨ckgabewert falsch. Dies kann genutzt werden,
um zu u¨berpru¨fen, ob bei jeder der Methoden eine Cloudverbindung hergestellt
werden konnte. Ist dies nicht der Fall, so startet die Fahrt im Oﬄinemodus.
Die dritte Testfahrtphase, welche im Anhang in Abb. A.2 dargestellt ist, beginnt
mit dem Aufruf der Methode setSensors(), welche aus einer Liste mit Sensor-IDs eine
Liste von Instanzen der Klasse der virtuellen Sensoren Sensor erzeugt. Bei Fahrten
im Onlinemodus wurde diese Liste von der Funktion getDriveSensors() erstellt. Bei
Fahrten im Oﬄinemodus wird die Liste an dieser Stelle aus den in der Textdatei
gespeicherten Sensor-IDs generiert.
Die Sensor -Klasse wird mit dem Attribut fu¨r die ID des Sensors und zwei Attri-
buten, welche leere Listen fu¨r Sensorwerte und die zugeho¨rigen Zeiten beinhalten,
initialisiert. Die Klasse implementiert die Methode saveSensorValue(value, time) um
einzelne Sensorwerte und deren zugeho¨rige Zeiten, oder ganze Listen von Sensorwer-
ten und Zeiten zu speichern. Die Klasse besitzt außerdem die Methode getSensorVa-
lue(), um die Listen mit Sensorwerten und Zeiten zuru¨ckzugeben und diese Listen
dann zu leeren.
Fu¨r die eigentliche Testfahrt hat die TUCDriveClass die Methode drive(). Ist der
Wert des Statusattributs noch ’nicht gestartet’, da sich die Testfahrt im Oﬄinemo-
dus befindet, so wird hier eine ID fu¨r die Fahrt generiert. In jedem Fall wird dann die
Textdatei zum lokalen Speichern der Sensorwerte, welche noch nicht in die Cloud
geladen werden konnten, zuru¨ckgesetzt oder erstellt, falls sie noch nicht vorhan-
den ist. Die zuvor darin enthaltenen Werte sind bei einer abgeschlossenen Testfahrt
bereits vollsta¨ndig in der Clouddatenbank gespeichert. Sollte dies aufgrund einer
nicht vorhandenen Internetverbindung am Ende der Testfahrt nicht der Fall sein,
so muss der Nutzer dafu¨r sorgen, dass der Upload bis zur na¨chsten Fahrt erfolgt
ist, oder die Textdatei an einer anderen Stelle sichern. Fu¨r diesen Upload kann die
spa¨ter vorgestellte Funktion endDrive() verwendet werden. Befindet sich die Fahrt
im Oﬄinemodus, so werden die erhaltenen Sensorwerte in der lokalen Textdatei
gespeichert. Nach jedem Loggingintervall wird ein ein Versuch unternommen, das
Startsignal an die API der TUCDriveCloud zu senden. Ist der Versuch erfolgreich,
so wechselt die Fahrt an diesem Punkt in den Onlinemodus und der Status wird auf
’gestartet’ gesetzt.
Fu¨r Fahrten im Onlinemodus verfu¨gt die Methode u¨ber eine Schleife, in der
zuna¨chst die intern verwendete Methode sendValue(SenID,time,Value) aufgerufen
wird, welche versucht, die erhaltenen Sensorwerte an das Cloud-API zu senden. Ist
dies nicht erfolgreich, so werden die Sensorwerte in der lokalen Textdatei zwischen-
gespeichert um sie bei spa¨terer Cloud-Verbindung zu senden. Der Ru¨ckgabewert
dieser internen Methode ist der Indikator dafu¨r, ob die Cloudverbindung erfolgreich
war. Bei erfolgreicher Verbindung, wird nach dem Senden aller Sensorwerte die nur
intern verwendete Methode writeValues(time) aufgerufen, welche fu¨r den Rest des
Loggingintervalls (time) die in der lokalen Textdatei gespeicherten Sensorwerte an
das Cloud-API sendet.
Um das Ende der Testfahrt zu markieren und damit die Schleife zu beenden,
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gibt es es in der drive()-Methode der TUCDriveClass zwei Mo¨glichkeiten. Fu¨r die
erste Option wird von der Testfahrtdatenquelle ein Sensorwert aktiv auf einen nicht
erreichbaren Wert gesetzt. Wird dieser Wert in der Schleife der drive()-Methode
ausgelesen, so wird ein Indikator gesetzt, dass nach diesem Loggingintervall das
Ende der Testfahrt einzuleiten ist. Auf diese Weise kann eine Testfahrt gezielt vom
Testfahrzeug beendet werden.
Die zweite Mo¨glichkeit das Testfahrtende zu markieren, besteht darin, dass nach
einer bestimmten Anzahl von Loggingintervallen, in denen keine Werte von den
physischen Sensoren der Testfahrtdatenquelle in den virtuellen Sensormodellen ge-
speichert wurden, das Ende der Testfahrt eingeleitet wird. Damit ist auch gewa¨hr-
leistet, dass technische Probleme, oder ein Ausfall der Testfahrtdatenquelle nicht
dazu fu¨hren, dass Testfahrten nicht ordnungsgema¨ß beendet werden ko¨nnen.
Das Markieren des Testfahrtendes beendet noch nicht die Testfahrt, sondern nur
das Speichern und Abrufen der Sensorwerte in den virtuellen Sensormodellen. Da-
mit, nachdem durch eine der beiden soeben beschriebenen Mo¨glichkeiten das Ende
der Testfahrt markiert wurde, diese auch korrekt beendet werden kann, existiert die
Methode endDrive(). Diese kann, wie in Abb. A.3 dargestellt, fu¨r die vierte Pha-
se einer Onlinetestfahrt, oder fu¨r die fu¨nfte Phase einer Oﬄinetestfahrt verwendet
werden. In endDrive() wird zuna¨chst die intern genutzte Methode writeRemaining-
Values() aufgerufen, welche alle in der lokalen Textdatei gespeicherten Sensorwerte,
die noch nicht an die Cloud gesendet wurden, nun sendet. Nachdem dies erfolgreich
abgeschlossen wurde, sendet die Methode endDrive() das Signal fu¨r das Fahrtende an
das Cloud-API und setzt den Status der Testfahrt auf ’beendet’. Konnte ab einem
Punkt wa¨hrend der Testfahrt keine Verbindung mehr zum Cloud-API hergestellt
werden und ist auch wa¨hrend des Fahrtendes keine Verbindung mo¨glich, so kann
das Skript, nachdem das Testfahrtende sicher markiert wurde, zuna¨chst unterbro-
chen und spa¨ter bei stabiler Internetverbindung die Methode endDrive() aufgerufen
werden, um die u¨brigen geloggten Fahrtdaten an das Cloud-API zu senden.
Mithilfe einer Instanz der TUCDriveClass, welche nacheinander alle hier vorge-
stellten Methoden aufruft, la¨sst sich eine einfache Testfahrt realisieren. Eine Test-
fahrtdatenquelle, welche an das API der TUCDriveCloud angebunden werden soll,
muss dann nur noch auf die von der TUCDriveClass-Instanz generierte Liste mit
Instanzen der Sensor -Klasse zugreifen und mittels der saveSensorValue(value, ti-
me)-Methode die Werte der physischen Sensoren in den virtuellen Sensormodellen
speichern.
Dabei ist zu beachten, dass sowohl die Methode drive() der TUCDriveClass, als
auch das Sammeln der Sensorwerte der Testfahrtdatenquelle als Dauerschleife laufen,
welche erst mit Fahrtende unterbrochen werden sollte. Daher mu¨ssen die Funktionen,
welche diese Aufgaben ausfu¨hren, parallel laufen. Dies kann durch das Starten der
Funktionen in eigenen Threads gewa¨hrleistet werden. Um dies zu erreichen, wurde
eine Aufteilung der Testfahrt in drei Python-Module vorgenommen, welche je einen
Teil der Testfahrt implementieren.
Das Startmodul beinhaltet die Hauptfunktion der Testfahrt. Diese erstellt die In-
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stanz der TUCDriveClass und ruft deren Methoden zur Vorbereitung der Test-
fahrt auf (getDriveSetup(), getDriveSensors(), StartDrive() und setSensors()).
Danach startet es zwei Threads mit den Hauptfunktionen der anderen beiden
Module, an welche die Instanz u¨bergeben wird. Nach dem Ende der Testfahrt
beendet es die beiden Threads, falls diese noch laufen.
Das Fahrtmodul beinhaltet eine Hauptfunktion, welche die drive()-Methode der
erhaltenen Instanz der TUCDriveClass aufruft. Die Funktion wartet auf das
Ende der Testfahrt, also dass die Endlosschleife der aufgerufenen Methode
durch das Signal fu¨r das Fahrtende unterbrochen wird. Nach dem Ende der
drive()-Methode endet auch die Funktion und der Thread, in dem die Funktion
ausgefu¨hrt wurde.
Das Sensordatenmodul implementiert als Hauptfunktion die Funktionen der Test-
fahrtdatenquelle, welche beno¨tigt werden, um die Werte der physischen Sen-
soren in den virtuellen Sensoren der Sensor -Klasse zu speichern.
Da nur einzelne Funktionen in den Threads gestartet werden, ko¨nnte auch ein Mo-
dul mit allen diesen Funktionen fu¨r die gesamte Testfahrt verwendet werden. Wegen
des Anspruches, dass verschiedene Testfahrtdatenquellen angebunden werden sollen,
wird die Aufteilung jedoch sinnvoll, da so nur das Sensordatenmodul ausgetauscht
werden muss. Außerdem ist es dadurch auch mo¨glich, zuku¨nftige Vera¨nderungen an
der Implementierung der Testfahrt dadurch vorzunehmen, indem das entsprechen-
de Modul ausgetauscht wird. Die Zusammenarbeit der Module wird in Abb. 4.2
schematisch dargestellt.
Abbildung 4.2.: Schematische Darstellung der Python-Module fu¨r die Testfahrt
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Um also die Testfahrtdatenquellen CARLA-Simulator und YellowCar an das API
der TUCDriveCloud anzubinden, muss je ein Modul erstellt werden, welches die
Sensorwerte der Testfahrzeuge auf geeignete Weise abruft und diese dann in den vir-
tuellen Sensoren der Sensor -Klasse speichert, damit diese von der drive()-Methode
der TUCDriveClass gelesen und verarbeitet werden ko¨nnen.
4.2. Anbindung des CARLA-Simulators
Der Fahrsimulator CARLA wird mit der Spiel-Engine Unreal Engine realisiert. Diese
stellt die Grundlage fu¨r die Visualisierung und die eigentliche Simulation von Stadt-
umgebung, Fußga¨ngern, Fahrzeugen, sowie Kameras und Sensoren dar [9]. Die Si-
mulation kann u¨ber das CARLA-Python-API konfiguriert werden. Dieses API steht
als Python-Modul zur Verfu¨gung und kann in eigenen Skripten verwendet werden.
Diese modulare Aufteilung des Simulators, sowie die Unterteilung in Client und Ser-
ver, welche im na¨chsten Abschnitt beschrieben wird, ist in Abb. 4.3 dargestellt. In
dieser Arbeit wurde die Version 0.9.3 des CARLA-Simulators genutzt.
Um eine Fahrt durchzufu¨hren, wird zuna¨chst ein Server mit der Simulation der
virtuellen Testumgebung gestartet. Standardma¨ßig wird nach Simulationsstart ein
Fenster geo¨ffnet, in welchem die Umgebung gerendert wird, dies fu¨hrt jedoch zu
einer schlechteren Performanz der Simulation, daher existiert die Option, beim Start
des Servers auf dieses Fenster zu verzichten, welche in dieser Arbeit immer genutzt
wurde. Auf diesen Server ko¨nnen nun, auch von anderen Rechnern, verschiedene
Clients zugreifen, welche das CARLA-Python-API nutzen, um die Simulation zu
steuern. So ko¨nnen zum Beispiel Fahrzeuge in die Testumgebung eingefu¨gt, oder
die Wetterbedingungen vera¨ndert werden. Dieses CARLA-Python-API ist auch die
Anlaufstelle, um eine Testfahrtdatenquelle zu erstellen, welche Sensorwerte an das
API der TUCDriveCloud weitergeben kann.
Abbildung 4.3.: Modulare Aufteilung des CARLA-Simulators aus [7]
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4.2.1. Allgemein verwendete Funktionen
Es sollen zwei Steuerungsmo¨glichkeiten fu¨r die Testfahrtdatenquelle erstellt werden.
Die erste Steuerungsmo¨glichkeit besteht darin Wegpunkte vorzugeben, welche au-
tomatisch abgefahren werden. Bei der zweiten Mo¨glichkeit, kann der Nutzer das
Fahrzeug selbst u¨ber Tastatureingaben steuern. Fu¨r jede dieser Steuerungsmo¨glich-
keiten wurde ein eigenes Python-Modul erstellt.
Um eine Testfahrtdatenquelle in eine Simulation einzufu¨gen, muss zuerst ein
Client erstellt werden, welcher sich mit dem Server verbindet, auf dem die Simu-
lation ausgefu¨hrt wird. Dafu¨r bietet das CARLA Python-API die Funktion car-
la.Client(host, port) an, welche eine Instanz der Client-Klasse erstellt. Diese Client-
Instanz kann nun mithilfe der Methode Client.get world(), auf die ’Welt’ der Simu-
lation, was hier der Begriff fu¨r die komplette Simulation ist, zugreifen, und damit
eine Instanz der World -Klasse erstellen. Mit den Methoden dieser Klasse kann nun
auf die Simulation selbst zugegriffen werden. Das wird im Folgenden genutzt, um ein
Fahrzeug zur Simulation hinzuzufu¨gen und dieses mit Sensoren auszustatten, damit
es als Testfahrtdatenquelle genutzt werden kann. Ein Schema dazu ist in Abb. 4.4
zu finden.
Abbildung 4.4.: Schritte um ein Fahrzeug zu erstellen und in die Simulation ein-
zufu¨gen
Fahrzeuge werden, so wie alle Akteure des Simulators CARLA, durch sogenannte
blueprints definiert, welche alle wichtigen Angaben fu¨r die Erstellung eines solchen
Akteurs beinhalten. Die blueprints werden in einer Bibliothek zusammengefasst, auf
die unter Einsatz von Filtern zur na¨heren Auswahl zugegriffen werden kann. So
kann wie in Algorithmus 1 gezeigt auf ein zufa¨lliges Modell fu¨r ein Testfahrzeug
zugegriffen werden.
Das Fahrzeug kann mit der spawn actor(blueprint, transform, attach to=None)-
Methode der World -Klasse zur Simulation hinzugefu¨gt werden. Das Attribut trans-
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1 blueprint library = world.get blueprint library()
2 blueprint=random.choice(blueprint library.filter(’vehicle’))
Algorithmus 1: Zufa¨llige Auswahl eines virtuellen Testfahrzeugs
form legt dabei den Startpunkt des Fahrzeugs fest. Damit beim Beenden einer
Client-Anwendung alle zugeho¨rigen Akteure aus der Simulation des Servers ent-
fernt werden, ist es ratsam eine Liste der erstellten Akteure zu fu¨hren, welche dann
genutzt werden kann, um diese aus der Simulation zu entfernen.
Um einen Sensor zu erstellen, wird dessen blueprint aus der Bibliothek abge-
rufen. Um den Sensor einem konkreten Fahrzeug zuzuweisen, wird die Methode
spawn actor(blueprint, transform, attach to=Vehicle) genutzt, um den Sensor an das
zuvor erstellte Fahrzeug anzubinden. In diesem Fall bestimmt das Attribut trans-
form die Position des Sensors relativ zum Fahrzeug, an welches er gebunden ist.
Sensoren verfu¨gen u¨ber eine listen(callback function)-Methode, welche jedes Mal,
wenn der Sensor einen neuen Wert entha¨lt die in ihr registrierte callback function
aufruft. Manche Sensoren erhalten neue Werte bei jedem Update der Simulation,
andere nur, wenn bestimmte Ereignisse eintreten.
Abbildung 4.5.: Schema des Testfahrtdatenerhalts von einem virtuellen Fahrzeug
An das, hier als Testfahrtdatenquelle verwendete, Testfahrzeug wurde ein gnss-
Sensor angebracht, welcher bei jedem Simulationsupdate eine simulationsinterne
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GPS-Position zuru¨ckgibt. Die bei jedem Sensorupdate aufgerufene callback function
wird dafu¨r genutzt, die so erhaltenen Positionsdaten in den virtuellen Sensoren der
Sensor -Klasse zu speichern. Die in der TUCDriveCloud ebenfalls als Sensor de-
finierte Fahrzeuggeschwindigkeit, wird im Simulator CARLA als Eigenschaft des
Fahrzeugs definiert, auch in der callback function abgerufen und im entsprechen-
den virtuellen Sensor gespeichert. In der Funktion wird außerdem die Distanz zum
na¨chsten Fahrzeug ermittelt und in einem virtuellen Sensor gespeichert. Dazu wird
eine Liste von allen anderen Fahrzeugen in der Simulation erstellt, der Abstand
jedes Fahrzeugs zur Testfahrtdatenquelle, unabha¨ngig von der Richtung, ermittelt,
diese Absta¨nde sortiert und der geringste Abstand als Distanz gespeichert. Diese
unterschiedliche Sensordatenerzeugung wird in Abb. 4.5 verdeutlicht.
Die Erstellung des Fahrzeugs und die Definition der Sensoren des Fahrzeugs, zu-
sammen mit der callback function ist fu¨r beide Steuerungsmo¨glichkeiten prinzipiell
gleich.
4.2.2. Automatische Testfahrt
Der erste gro¨ßere Unterschied liegt darin, dass fu¨r die automatische Testfahrt eine
Reihe von Wegpunkten festgelegt werden muss, welche dann von der Testfahrtda-
tenquelle nacheinander abgefahren werden sollen.
Ein Anspruch an diese Wegpunkte ist es, dass sie auf den Fahrbahnen der simu-
lierten Stadt liegen und in Fahrtrichtung abgefahren werden ko¨nnen. Das CARLA
Python-API bietet dafu¨r eine Funktion, welche die Karte des Straßennetzes der
Simulation zuru¨ckgibt. Um Wegpunkte zu generieren, welche die zuvor genannten
Anforderungen erfu¨llen, existiert eine weitere Funktion, welche eine Liste von Weg-
punkten mit einem bestimmten Abstand basierend auf der Karte der Simulation
erstellt. Die wichtigsten Funktionen dafu¨r sind in Algorithmus 2 zusammengefasst.
1 streetmap = world.get map()
2 waypoint list = streetmap.generate waypoints(distance)
Algorithmus 2: Erstellen einer Liste von Wegpunkten der Simulation
Außerdem existiert eine a¨hnliche Funktion, welche sinnvolle Startpunkte fu¨r Fahr-
zeuge generiert: spawnpoint list = streetmap.get spawn points(). Start und Weg-
punkte bestehen hier aus einer carla.Location mit einem Positions- und einem Ro-
tationsanteil, welche mit bis zu drei Variablen fu¨r die x-,y- und z-Position, bzw. die
Rotation um x-,y- oder z-Achse im 3D-Raum der Simulation definiert sein ko¨nnen.
Mithilfe dieser drei Funktionen wurde fu¨r diese Arbeit ein Skript erstellt, welches
fu¨r die aktuell auf dem Server laufende Simulation Listen von mo¨glichen Start- und
Wegpunkten erstellt, und diese so formatiert in zwei Textdateien speichert, dass ein
spa¨teres Einlesen dieser Punkte vereinfacht wird. Aus diesen Listen ko¨nnen dann
Punkte fu¨r den Start und den Verlauf der Testfahrt ausgewa¨hlt und in eine separate
Textdatei kopiert werden.
40
4. Implementierung
Abbildung 4.6.: Ablauf der automatischen Testfahrt
Die Spezifikation des virtuellen Testfahrzeugs und des Wetters fu¨r die Testfahrt
kann in einer separaten Textdatei vorgenommen werden.
Der schematische Ablauf einer automatischen Testfahrt ist in Abb. 4.6 dargestellt.
Zu Beginn der Methode, welche die automatische Testfahrtdatengenerierung imple-
mentiert, wird die Textdatei mit den ausgewa¨hlten Wegpunkten eingelesen und diese
in einer Liste als carla.Locations gespeichert. Ist dies abgeschlossen, werden das Fahr-
zeugmodell und die Wetterspezifikationen festgelegt. Nachdem das Testfahrzeug er-
stellt und der Sensor an dieses angebunden ist, werden nacheinander die Wegpunkte
abgefahren. Dazu wird zuna¨chst die Methode vehicle.set transform(carla.Transform)
genutzt, welche eine Transformationsvorschrift fu¨r das entsprechende Fahrzeug (ve-
hicle) setzt, welche in der Funktion carla.Transform(carla.Location) mit der Loca-
tion des ersten Wegpunktes erstellt wurde. Mit der Methode vehicle.get location(),
kann die aktuelle carla.Location des Fahrzeugs abgefragt werden, um diese mit der
carla.Location des Wegpunktes zu vergleichen. Ist der Abstand des Fahrzeugs zum
aktuellen Wegpunkt in x- und y-Richtung kleiner als 0.5 La¨ngeneinheiten, kann der
na¨chste Wegpunkt gewa¨hlt werden. Dieser Ablauf, bestehend aus dem Setzen der
Transformation des Wegpunktes und dem U¨berpru¨fen, ob dieser erreicht wurde,
wird in einer Schleife solange wiederholt, bis die Liste der Wegpunkte abgearbeitet
ist. Nachdem dies geschehen ist, wird die Testfahrt beendet, indem die Aktoren des
Testfahrtclients aus der Simulation entfernt werden, was dazu fu¨hrt, dass die virtu-
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ellen Sensoren der Sensor -Klasse einen nicht erreichbaren Wert speichern, welcher
fu¨r die drive()-Methode der TUCDriveClass das Zeichen ist, das Ende der Testfahrt
einzuleiten.
Aus Performanzgru¨nden wurde auf ein Fenster, welches das Fahrzeug wa¨hrend
der Testfahrt rendert, verzichtet. Der Simulator CARLA bietet fu¨r diesen Zweck
das Python-Modul no rendering mode.py, welches eine simple U¨bersichtskarte des
simulierten Straßennetzes, mit allen darin befindlichen Akteuren, darstellt.
4.2.3. Manuelle Testfahrt
Um die manuelle Steuerung des Testfahrzeugs zu ermo¨glichen, wurde das schon
existierende Modul manual control.py des CARLA-Simulators erweitert. Dieses im-
plementiert einen Client, welcher ein Fahrzeug mit mehreren Sensoren der Simula-
tion hinzufu¨gt und dieses in einem Fenster aus der Third-Person-Perspektive, zu-
sammen mit einem Head-up-Display(HUD), rendert. Das HUD entha¨lt zahlreiche
Informationen der Sensoren und der Eigenschaften des Fahrzeugs, unter anderem
auch die Werte fu¨r Position, Geschwindigkeit und Distanz zu anderen Fahrzeu-
gen. Um diese Testfahrtdatenquelle anzubinden, musste deshalb die Funktion sa-
veSenData(data,SenName,Sensors) erstellt werden, welche den Sensorwert (data)
in den durch den Identifikator (SenName) definierten virtuellen Sensor der Sen-
sorliste(Sensors) speichert. Diese Funktion wurde dann an den Stellen im Modul
manual control.py aufgerufen, an denen die entsprechenden Werte abgerufen oder
berechnet wurden.
Um einen wa¨hrend der Fahrt auftretenden Netzwerkausfall zu simulieren, ohne die
tatsa¨chliche Internetverbindung des Rechners zu trennen, kann mittels Tastaturein-
gabe eine Statusvariable gesetzt werden. Diese bewirkt, dass die in der TUCDri-
veClass verwendeten Methoden keinen Versuch unternehmen die erhaltenen Sen-
sorwerte an das Cloud-API zu senden, sondern diese direkt lokal speichern. Durch
erneute Tastatureingabe wird der normale Verlauf wiederhergestellt.
4.3. Anbindung des YellowCar-Demonstrators
Bei der Implementierung des YellowCars als Testfahrtdatenquelle wurde der fu¨r
die Kommunikation der Steuergera¨te genutzte CAN-Bus als Anlaufpunkt fu¨r die
Daten der physischen Sensoren gewa¨hlt, da die ECUs auf diesem regelma¨ßig aktu-
elle Statusnachrichten senden, welche mithilfe eines CAN-Bus-Interfaces ausgelesen
und verarbeitet werden ko¨nnen [13]. Die fu¨r diesen Anwendungszweck wichtigsten
Bestandteile einer solchen Nachricht sind die Signale, aus denen sie aufgebaut ist.
Jedes dieser Signale steht fu¨r den aktuellen Wert eines physischen Sensors oder einer
Statusvariable. Eine detaillierte Beschreibung der CAN-Bus-Nachrichten und ihrer
Signale wird in einer .dbc-Datei vorgenommen. Darin wird auch fu¨r jede Nachricht
eine ID festgelegt, um diese beim Lesen vom CAN-Bus eindeutig zu identifizieren.
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Da ein Signal einer Nachricht genau einen Wert definiert, wurde die Entschei-
dung getroffen, je ein virtuelles Sensormodell fu¨r jedes Signal aller mo¨glichen in der
.dbc-Datei beschriebenen Nachrichten zu definieren. Manche der CAN-Nachrichten
werden fortlaufend gesendet, andere nur bei bestimmten Ereignissen, daher ist schon
im Vornherein klar, dass bei einer Testfahrt nicht alle virtuellen Sensoren die gleiche
Anzahl an Daten in den gleichen Intervallen erhalten ko¨nnen.
Im Normalfall kann jedes Gera¨t, welches u¨ber ein entsprechendes Interface an den
CAN-Bus angeschlossen ist, Nachrichten auf diesem senden und empfangen. Da das
YellowCar jedoch nur mit entsprechender Autorisierung gesteuert werden ko¨nnen
soll, wurde das Bussystem hier als Request-Interface umgesetzt. Dazu muss zuna¨chst
der YellowCar-Server auf dem Netbook, siehe Abb. 2.6, gestartet werden und ein au-
torisierter User auf der zur Verfu¨gung gestellten Website eingeloggt sein. Nach dem
Login sendet der Server dann in regelma¨ßigen Absta¨nden Request-Nachrichten u¨ber
den CAN-Bus, wodurch die angeschlossenen ECUs ihre Nachrichten ebenfalls aus-
tauschen. Wird ein weiteres CAN-Bus-Interface an das Server-Netbook oder einen
anderen Rechner angeschlossenen, wirkt es fu¨r dieses dann so, als ob ein normaler
Austausch von Nachrichten auf dem CAN-Bus stattfindet. La¨uft der YellowCar-
Server nicht, oder ist kein User auf der Website eingeloggt, befindet sich nur eine
immer gleiche Standardnachricht auf dem Bus.
Auf Messen, bei denen das YellowCar vorgestellt wird, wird es in der Regel von
einem externen Notebook aus ferngesteuert. Dafu¨r mu¨ssen sich das Server-Netbook
im YellowCar und das Notebook, mit dem das YellowCar gesteuert werden soll, im
selben Funknetz befinden. Das dafu¨r verwendete YellowCar-Netz basiert auf dem
WLAN-Standard, hat jedoch keine Verbindung zum Internet. Um Testfahrtdaten
in einer solchen Situation zu speichern, gibt es zwei Optionen. Eine Mo¨glichkeit be-
steht darin, einen zweiten mobilen Computer im YellowCar zu integrieren, welcher
ebenfalls mit einem Interface am CAN-Bus des YellowCars angeschlossen ist und
sich in einem WLAN-Netz befindet, welches Internetzugriff hat. Steht kein zweiter
mobiler Computer zur Verfu¨gung, oder kann keine Internetverbindung garantiert
werden, welche stabil genug fu¨r eine Testfahrt im Onlinemodus ist, ko¨nnen die Test-
fahrtdaten nur lokal auf dem Server-Netbook des YellowCars gespeichert werden.
Fu¨r jede dieser beiden Optionen wurde fu¨r das YellowCar ein Python-Modul fu¨r
die Testfahrt entwickelt. Ein Modul, welches Daten in virtuellen Sensoren speichert,
welche dann mithilfe der TUCDriveClass in die Cloud geladen werden und ein Mo-
dul, das komplett unabha¨ngig von der TUCDriveClass die Sensordaten nur lokal
speichert. Diese Unabha¨ngigkeit ermo¨glicht dem Modul das Starten von mehreren
Threads zu vermeiden, sowie ein sehr effizientes Logging der Werte der physischen
Sensoren zu erreichen, da die Werte nicht erst in den virtuellen Sensormodellen
zwischengespeichert werden mu¨ssen.
4.3.1. Verwendete Hardware
Standardma¨ßig erfasst das YellowCar selbst keine Positionsdaten. Da jede zusa¨tz-
liche Information allerdings fu¨r umfangreichere Mo¨glichkeiten der Testfahrtauswer-
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tung sorgt, ist es sinnvoll auch die Position des YellowCars zu ermitteln. Dies konn-
te durch ein USB-Modul mit integriertem GPS-Empfa¨nger erreicht werden. Dieses
muss an dem Gera¨t angeschlossen sein, welches das Skript fu¨r die Erfassung der
Testfahrtdaten ausfu¨hrt. Das GPS-USB-Modul hat dabei den Nachteil, dass es in
Geba¨uden keine zuverla¨ssigen Positionsdaten empfangen kann. Daher kann auch
damit bei einigen Testfahrten keine Positionserfassung vorgenommen werden.
Um die Positionsdaten des GPS-Moduls auszulesen, muss zuna¨chst der USB-Port
ermittelt werden, an welchen dieses angeschlossen ist. Dazu wird eine Liste der
mo¨glichen Ports erstellt und nacheinander versucht einige Zeilen von diesen Ports
einzulesen. Das GPS-Modul codiert die Positionsdaten entsprechend dem National
Marine Electronics Association (NMEA) 0183-Standard [3]. Ko¨nnen die von einem
Port eingelesenen Zeilen nach diesem Standard wieder decodiert werden, so kann
angenommen werden, dass das GPS-Modul an diesem Port angeschlossen ist. Kann
kein Port mit diesem Standard ermittelt werden, wird angenommen, dass kein GPS-
Modul angeschlossen ist.
Das bei der Implementierung der Python-Module verwendete CAN-Bus-Interface
ist das Tiny-CAN II XL Interface von MHS Elektronik [11]. Um einen einfachen
Zugriff auf die Hardware und damit die CAN-Bus-Nachrichten zu ermo¨glichen, bietet
der Hersteller dazu ein passendes API [12] in verschiedenen Programmiersprachen,
unter anderem auch in Python, an. Ein Schema zur Verbindung eines Computers
mit einem CAN-Bus mithilfe des Interfaces ist in Abb. 4.7 zu sehen.
Abbildung 4.7.: Schema Verbindung mit Tiny-CAN-Interface und Lesen der CAN-
Bus-Nachrichten
Um mithilfe der API und des CAN-Bus-Interfaces einen Zugriff auf die CAN-Bus-
Nachrichten zu erhalten, muss zuerst eine Instanz der Klasse MhsTinyCanDriver
erstellt werden. Mithilfe deren Methode OpenComplete(index, canSpeed, listenOn-
ly) wird dann versucht die Verbindung zu einem physischen Tiny-CAN-Interface
herzustellen. Dabei ist die Variable canSpeed von großer Bedeutung, denn sie de-
finiert die Bitrate der Nachrichtenu¨bertragung des CAN-Busses fu¨r das Interface,
um ein korrektes Auslesen zu ermo¨glichen. Die Variable listenOnly ist ein Indika-
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tor, ob Busnachrichten nur gelesen, oder auch eigene Nachrichten gesendet werden
sollen. In der hier beno¨tigten Implementierung ist das Mitlesen der Nachrichten
ausreichend. Die Variable Index ist nur dann von Bedeutung, wenn mindestens zwei
Tiny-CAN-Interfaces am Rechner angeschlossen sind, wie es bei der Verwendung
des Server-Notebooks als lokales Speichermedium fu¨r eine Oﬄinefahrt der Fall ist.
Die angeschlossenen Tiny-CAN-Interfaces werden dann indiziert, anhand des Inde-
xes lassen sie sich unterscheiden. Da der YellowCar-Server standardma¨ßig auf das
Interface mit Index 0 zugreift, wird fu¨r das Skript der Oﬄine-Testfahrt das Interface
mit Index 1 verwendet.
Kann eine Verbindung der MhsTinyCanDriver -Instanz zu einem physischen Tiny-
CAN-Interface erfolgreich hergestellt werden, so ist es mo¨glich u¨ber die Methode
CanReceive() auf die Nachrichten des CAN-Bus zuzugreifen. Ist keine Verbindung
mo¨glich, oder bricht diese ab, wird an dieser Stelle eine Fehlermeldung ausgegeben.
Um eine bestehende Verbindung zu beenden kann die Methode CanDownDriver()
verwendet werden.
Da es vorkommen kann, dass wa¨hrend einer Testfahrt sowohl das Tiny-CAN-
Interface, als auch das GPS-Modul vom Rechner oder vom YellowCar getrennt
und wieder angesteckt werden, ist ein Anspruch an die Implementierung, dass diese
Aktionen keine dauerhaften Fehler auslo¨sen, sondern nach dem Wiederanschließen
weiter Daten eingelesen werden. Ein weiterer Anspruch ist, dass Testfahrten un-
terbrochen und wieder fortgesetzt werden ko¨nnen, da es bei der Ausstellung des
YellowCars auf einer Messe no¨tig werden kann, bei einem Akkuwechsel das Skript
kurz zu beenden. Dies muss bei der Definition des Testfahrtendes beachtet werden.
4.3.2. Generelle Struktur der Module
Die im vorgehenden Abschnitt vorgestellte Hardware, sowie deren Funktionen, wer-
den nun eingesetzt, um die fu¨r die unterschiedlichen Testfahrten beno¨tigten Python-
Module zu entwickeln. Ein allgemeines Schema ist in Abb. 4.8 dargestellt. Bei-
den Modulen ist gemeinsam, dass zuerst nach einem angeschlossenen GPS-Modul
gescannt und gegebenenfalls dessen Port gespeichert wird. Danach wird eine In-
stanz der MhsTinyCanDriver -Klasse erstellt und versucht eine Verbindung zu ei-
nem CAN-Bus-Interface herzustellen. Gelingt dies nicht, wird das Skript beendet,
um einen Neustart nach einer Hardwareu¨berpru¨fung zu ermo¨glichen. Konnte eine
Verbindung hergestellt werden, so wird mit dem Lesen der CAN-Bus-Nachrichten
fortgefahren.
Dafu¨r werden zwei Funktionen genutzt, abha¨ngig davon, ob ein GPS-Modul er-
kannt wurde oder nicht. Wurde beim Start des Python-Moduls ein USB-Port er-
kannt, an dem ein GPS-Modul angeschlossen ist, so wird die Funktion log with GPS()
aufgerufen, welche auch auf Positionswerte zugreift. Wird diese beendet, oder wur-
de beim Start kein GPS-Modul erkannt, so wird die Funktion log without GPS()
aufgerufen. Diese Funktionen werden im Folgenden vorgestellt.
Beide Funktionen implementieren Schleifen, welche eine Funktion (ReadAndU-
ploadMessages() oder LogtoFile()) aufrufen, die eine bestimmte Anzahl CAN-Bus-
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Abbildung 4.8.: Ablauf der Sensorwerterfassung des YellowCars
Nachrichten einliest und abha¨ngig vom Online- oder Oﬄine-Python-Modul weiter-
verarbeitet. Ko¨nnen keine Nachrichten empfangen werden, wird ein Fehler zuru¨ckge-
geben. Danach wird in der Schleife die Verbindung zum CAN-Bus-Interface gepru¨ft,
wurde diese getrennt, so wird die Schleife solange unterbrochen, bis eine neue Ver-
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bindung hergestellt werden kann.
Bei der Funktion log without GPS() wird, nach einem bestimmten Intervall, zu Be-
ginn der Schleife erneut nach einem USB-Port mit angeschlossenem GPS-Modul ge-
sucht. Ist die Suche erfolgreich, so wird an dieser Stelle die Funktion log with GPS()
aufgerufen, welche zusa¨tzlich zu den CAN-Bus-Nachrichten auch Sensorwerte loggt.
Wird diese dann beendet, oder ist die Suche nicht erfolgreich, wird mit der Schleife
fortgefahren. Die Funktion log without GPS() wird erst mit dem Ende der Testfahrt
beendet.
Beide Python-Module mu¨ssen das Einlesen und Verarbeiten der CAN-Bus-Nach-
richten und der Positionsdaten, welche entweder in den virtuellen Sensormodellen der
TUCDriveClass gespeichert, oder lokal geloggt werden verschieden implementieren.
Fu¨r das Modul, welches die Sensorwerte lokal loggt, muss außerdem das Markieren
des Testfahrtendes implementiert werden. Dazu kommen weitere unterschiedliche
Kriterien, welche in den entsprechenden Abschnitten vorgestellt und behandelt wer-
den.
4.3.3. Python-Modul zur lokalen Speicherung
Dieses Modul soll unabha¨ngig von der TUCDriveClass eine Oﬄine-Testfahrt rea-
lisieren, um auch auf Systemen mit weniger Arbeitsspeicher eingesetzt werden zu
ko¨nnen.
Ein Aspekt, welcher bei dieser Methode zusa¨tzlich beachtet werden muss, ist das
Dateimanagement der bei der Testfahrt zu erstellenden Logdateien. Um dieses von
anderen Dateien zu kapseln, werden die Logs in einem eigenen Ordner gespeichert.
Damit keine zu großen Logdateien entstehen, wurde die maximale Gro¨ße der Da-
teien auf 2GB festgelegt. Um diese Grenze einzuhalten, werden die beim Logging
entstehenden Zeilen nummeriert und die aktuelle Zeilennummer als Variable ge-
speichert, welche fu¨r eine andere Funktionalita¨t ebenfalls beno¨tigt wird. Durch die
Analyse einiger, zum Test erstellter Logdateien, konnte ermittelt werden, dass die
durchschnittliche Gro¨ße einer solchen Zeile 100 Byte betra¨gt. Eine Datei darf also
nicht mehr als 20 Mio. Zeilen beinhalten. Sollen bei einer Testfahrt mehr Zeilen
geloggt werden, so wird bei Erreichen des Zeilenlimits eine neue Logdatei erstellt.
Die Dateien erhalten den Namen canlog und eine fortlaufende Nummer.
Es wa¨re auch mo¨glich die Gro¨ße der Logdatei zusammen mit der aktuell zu spei-
chernden Zeile zu ermitteln und diese Gro¨ße mit 2GB zu vergleichen. Diese Gro¨ßen-
bestimmung mit zusa¨tzlichem Vergleich besitzt jedoch eine ho¨here Laufzeit als der
Vergleich der Zeilennummervariablen mit einer Konstanten.
Damit das Log einer Testfahrt auch nach dem Neustart des Testfahrt-Moduls
fortgesetzt werden kann, wird zu Beginn gepru¨ft, ob schon eine Logdatei existiert
und an welcher Zeilennummer diese fortgesetzt werden muss.
In der Funktion LogtoFile() wird eine eingelesene CAN-Nachricht pro Zeile in der
Logdatei zusammen mit dem aktuellen Zeitstempel und der Zeilennummer gespei-
chert. Die CAN-Nachricht beinhaltet die jeweilige ID, sowie die Werte der einzelnen
Signale, welche spa¨ter als Sensorwerte an das Cloud-API gesendet werden. Sollte
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beim Einlesen ein Fehler auftreten, wird dieser ebenfalls in der Logdatei vermerkt.
Ist die Verbindung zum CAN-Bus-Interface unterbrochen, so wird dies auch in der
Logdatei vermerkt. Diese Fehlernachrichten belegen dort jeweils eine Zeile.
Ist ein GPS-Modul erkannt worden, werden auch die eingelesenen Positionsdaten,
also La¨ngen- und Breitengrad, formatiert in einer Zeile der Textdatei gespeichert.
Abbildung 4.9.: Ablauf Upload der Logdatei
Das Skript fu¨r die Oﬄine-Testfahrt kann mittels Tastatureingabe beendet werden.
Die Testfahrt selbst wird durch die Logdatei definiert. In dieser ko¨nnen theoretisch
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mehrere Fahrten der Testfahrtdatenquelle aufgezeichnet sein, welche dann auf einmal
an das API der Cloud gesendet werden. Der Zeitstempel des letzten aufgezeichneten
Sensorwertes bestimmt dann das Ende der Testfahrt. Das Aufzeichnen mehrerer
Fahrten in einem Log ist jedoch nicht zu empfehlen, da dadurch die zeitliche und
unter Umsta¨nden auch ra¨umliche Definition einer Testfahrt aufgeweicht werden.
Der Upload der aufgezeichneten Testfahrtdaten wird in einem separaten Python-
Modul vorgenommen, welches bei einer stabilen Internetverbindung aufgerufen wer-
den kann. Der schematische Ablauf des Uploads ist in Abb. 4.9 dargestellt. Dieses
Modul greift direkt auf das API der TUCDriveCloud zu. Um Fehler wa¨hrend des
Uploads aufzuzeichnen, wird darin als erstes eine Textdatei als Errorlog erstellt.
Danach wird fu¨r jeden Sensor, welcher wa¨hrend der Testfahrt potentiell verwendet
werden ko¨nnte, eine Liste erstellt, deren Elemente wiederum zwei Listen sind, in
denen spa¨ter die Sensorwerte und die Zeitpunkte des Erhalts gespeichert werden.
Dann wird ein Signal fu¨r den Fahrtstart an das Cloud-API gesendet, welches eine
ID fu¨r die Testfahrt zuru¨ckgibt. Wird keine ID zuru¨ckgegeben, konnte keine Verbin-
dung zur Cloudplattform hergestellt werden und der Upload muss zu einem spa¨teren
Zeitpunkt erneut versucht werden.
Bei Erhalt einer DriveID werden die Logdateien in chronologischer Reihenfolge
Zeile fu¨r Zeile durchgegangen. Sind in der aktuellen Zeile eine formatierte CAN-Bus-
Nachricht und ein Zeitstempel gespeichert, wird eine Funktion aufgerufen, welche die
Nachricht anhand ihrer ID identifiziert und deren Signale, also hier die Sensorwerte,
zusammen mit dem Zeitstempel, in den fu¨r die Sensoren entsprechenden Listen
speichert. Ist in der eingelesenen Zeile eine Fehlermeldung vermerkt, oder ko¨nnen die
Signale einer CAN-Nachricht nicht korrekt verarbeitet werden, wird dies im Errorlog
festgehalten. Nachdem 2500 Zeilen eingelesen wurden, werden die Listen, welche die
Werte der Sensoren und die Zeitstempel enthalten, an das API der TUCDriveCloud
gesendet, geleert und das Einlesen der Logdateien fortgesetzt.
Nachdem alle Logdateien eingelesen und die Sensorwerte an die Cloud gesendet
wurden, wird das Signal fu¨r das Ende der Testfahrt an das Cloud-API gesendet und
von diesem besta¨tigt. Dann ist die Oﬄine-Testfahrt abgeschlossen.
4.3.4. Python-Modul zum direkten Upload
Beim direkten Upload der Sensorwerte muss kein zusa¨tzliches Dateimanagement be-
trieben werden, da dieses hier von der TUCDriveClass u¨bernommen wird. Dement-
sprechend wird die Testfahrt hier wieder von einem externen Modul aus in mehreren
Threads gestartet.
Bei diesem Modul ist die Verwaltung der virtuellen Sensormodelle zu beachten,
da aufgrund der Vielzahl an Signalen auch eine gro¨ßere Menge ebendieser Senso-
ren entsteht, auf welche effizient zugegriffen werden muss. Dazu wird ein Mapping
erstellt, welches jedem physischen Sensor die Position des entsprechenden virtuel-
len Sensors in der von der TUCDriveClass erstellten Sensorliste zuordnet. So kann
u¨ber die Bezeichnung des physischen Sensors auf den virtuellen Sensor und seine
Methoden zugegriffen werden.
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In der Funktion ReadAndUploadMessages() werden die eingelesenen CAN-Nach-
richten direkt in ihre Signale (Sensorwerte) zerlegt und diese zusammen mit dem
aktuellen Zeitstempel in den virtuellen Sensoren gespeichert. Die GPS-Daten werden
ebenfalls nach Erhalt in Breiten- und La¨ngengrad aufgespalten und diese in den
entsprechenden virtuellen Sensoren gespeichert.
Abbildung 4.10.: A¨nderung des Testfahrtablaufs fu¨r das Fortsetzen begonnener
Testfahrten
Damit eine nicht beendete Testfahrt nach dem Neustart des Moduls fortgesetzt
werden kann, mu¨ssen sowohl die TUCDriveClass, als auch die anderen Module, wel-
che die Testfahrt implementieren, leicht vera¨ndert werden. Die meisten der Vera¨nde-
rungen betreffen die TUCDriveClass. Der vera¨nderte Teil ist in Abb. 4.10 darge-
stellt. Der drive()-Methode wurde ein Argument hinzugefu¨gt, welches definiert, ob
die Testfahrt neu gestartet werden soll. Ist dies der Fall, wird in der ersten Zeile
der Textdatei, in welcher die Sensorwerte zwischengespeichert werden, die nicht di-
rekt an die Cloud gesendet werden konnten, die ID der Testfahrt vermerkt. Diese
kann dann genutzt werden, um vor dem na¨chsten Aufruf der drive(resume)-Methode
das Argument resume zu bestimmen. Dazu wurde der TUCDriveClass die Methode
isActive() hinzugefu¨gt. Diese liest die Testfahrt-ID aus der ersten Zeile des Textdo-
kuments und fragt bei der Cloud-API an, ob die Fahrt mit dieser ID schon beendet
ist. Ist die Fahrt noch aktiv, wird das DriveID-Attribut der TUCDriveClass-Instanz
mit deren ID aktualisiert und die ID zuru¨ckgegeben. Diese Methode kann nun im
Startmodul der Testfahrt aufgerufen werden, um zu pru¨fen, ob die Testfahrt neu
gestartet werden soll. Nur in diesem Fall wird die Methode StartDrive aufgerufen.
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Im Fahrtmodul, welches die drive(resume)-Methode aufruft, kann, wenn die Instanz
der TUCDriveClass schon eine DriveID besitzt, das Argument resume so gesetzt
werden, dass die Testfahrt fortgesetzt wird.
Das Ende der Testfahrt wird u¨ber einen Timeout ausgelo¨st. Werden mehr als 30
Loggingintervalle lang keine Daten von CAN-Bus-Interface oder GPS-Modul erhal-
ten, wird das Ende der Testfahrt eingeleitet. Bei einer Mindestdauer des Logging-
intervalls von 1s, sind so mindestens 30 Sekunden Zeit, um ein gelo¨stes Kabel vom
CAN-Bus Interface oder dem GPS-Modul wieder anzubringen.
51
5. Auswertung
Dieses Kapitel beschreibt die mo¨glichen Verwendungszwecke der im Rahmen dieser
Arbeit erstellten Implementierungen im Zusammenspiel mit der TUCDriveCloud.
Anhand von Testfa¨llen werden dabei unter verschiedenen Aspekten Performanzda-
ten gesammelt und diese dann bezu¨glich der Vollsta¨ndigkeit der Datenu¨bertragung
an die Clouddatenbank, sowie fu¨r den Simulator zusa¨tzlich bezu¨glich der Simulati-
onsperformanz, welche an entsprechender Stelle definiert wird, ausgewertet. Dafu¨r
werden die in Kapitel 3.2 und 3.3 vorgestellten Anwendungsfa¨lle fu¨r Online- und
Oﬄinemodus fu¨r die implementierten Python-Module erweitert.
5.1. Anwendungsfa¨lle
Sowohl fu¨r die virtuelle Testfahrtdatenquelle des CARLA-Simulators, als auch fu¨r
das YellowCar als Testfahrtdatenquelle gibt es je zwei mo¨gliche Hauptanwendungsfa¨lle,
welche sich grundsa¨tzlich nur in wenigen Punkten unterscheiden.
5.1.1. CARLA
Beim CARLA-Simulator existiert ein Anwendungsfall fu¨r eine automatische Test-
fahrt mit vorheriger Routenwahl (Fall CARLA auto) und ein Fall fu¨r eine manu-
elle Testfahrt (Fall CARLA manu).
Abbildung 5.1.: Anwendungsfall Fall CARLA auto
52
5. Auswertung
Fu¨r den Fall CARLA auto, dargestellt in Abb. 5.1, wird vom Nutzer zuerst eine
Route fu¨r die virtuelle Testfahrt festgelegt und danach der Start der Testfahrtsimula-
tion initiiert. Wa¨hrend der Simulation werden vom virtuellen Fahrzeug automatisch
die festgelegten Wegpunkte abgefahren. Wa¨hrenddessen werden Sensordaten gene-
riert und an das Cloud-API gesendet. Der Nutzer kann wa¨hrend der Testfahrtsimu-
lation durch eine Tastatureingabe eine Unterbrechung oder das Wiederherstellen der
Internetverbindung vorgeben. Die in der Cloud befindlichen Testfahrtdaten ko¨nnen
schon wa¨hrend der Fahrt auf der Website der TUCDriveCloud abgerufen werden.
Nachdem die Route vollsta¨ndig abgefahren wurde, wird die Simulation beendet. Dies
leitet auch das Ende der Testfahrt ein.
Abbildung 5.2.: Anwendungsfall Fall CARLA manu
Beim Fall CARLA manu, dargestellt in Abb. 5.2, wird der Start der Testfahrt-
simulation direkt vom Nutzer eingeleitet. Wa¨hrend der simulierten Testfahrt steu-
ert der Nutzer das virtuelle Fahrzeug selbst. Wie auch im anderen Anwendungsfall
ko¨nnen wa¨hrend der Simulation eine unterbrochene Internetverbindung vorgegeben
und die schon gesammelten Daten auf der Website der TUCDriveCloud abgerufen
werden. Das Ende der Simulation und der Fahrt wird hier vom Nutzer festgelegt.
Die Nutzung des Fall CARLA auto ist dann sinnvoll, wenn eine Testfahrt unter
gleichen Bedingungen mehrfach durchgefu¨hrt werden soll, oder dieselbe Teststrecke
von verschiedenen Fahrzeugen oder unter verschiedenen Wetterbedingungen getestet
werden soll. Der Fall CARLA manu ist geeignet um eine reale Testfahrt, bei der
der Nutzer das Fahrzeug meist selbst steuert, nachzuempfinden.
5.1.2. YellowCar
Fu¨r das YellowCar existiert ein Anwendungsfall fu¨r eine Fahrt bei der die Testfahrt-
daten lokal gespeichert werden (Fall YC lok) und ein Fall fu¨r eine Testfahrt mit
direktem Upload (Fall YC upl).
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Abbildung 5.3.: Anwendungsfall Fall YC lok
Beim Fall YC lok, dargestellt in Abb. 5.3, wird die Testfahrt vom Nutzer nach
dem Start des YellowCars gestartet. Der Nutzer steuert außerdem das YellowCar
wa¨hrend der Fahrt, dabei werden die Sensorwerte lokal gespeichert. Nachdem der
Nutzer die Fahrt beendet hat, kann er die Logdatei mit den Sensorwerten der Fahrt
in die TUCDriveCloud laden. Danach ko¨nnen die Testfahrtdaten auf der Website
der Cloud abgerufen werden.
Abbildung 5.4.: Anwendungsfall Fall YC upl
Fu¨r den Fall YC upl, dargestellt in Abb. 5.4, startet der Nutzer ebenfalls nach
dem Start des YellowCars die Testfahrt und steuert dann den Demonstrator. Hier
werden dann jedoch schon wa¨hrend der Fahrt die Sensorwerte an das API der
TUCDriveCloud gesendet. Daher ko¨nnen die Daten auch schon wa¨hrend der Fahrt
auf der Website der TUCDriveCloud abgerufen werden. Der Nutzer beendet die
Testfahrt.
Wa¨hrend der Fall YC lok fu¨r die Nutzung bei Ausstellungen und Messen gedacht
ist, bei denen keine stabile Internetverbindung gewa¨hrleistet werden kann, ist der
Fall YC upl fu¨r den Test neuer Algorithmen oder Sensoren des Demonstrators
geeignet, da so schon wa¨hrend der Testfahrt mo¨gliche Probleme erkannt werden
ko¨nnen.
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5.2. Ergebnisse
Wa¨hrend bei den Anwendungsfa¨llen des YellowCars das Hauptaugenmerk darauf
liegt, dass die Testfahrtdaten vollsta¨ndig in der Cloud erfasst werden, ist fu¨r die
Anwendungsfa¨lle des Fahrsimulators CARLA auch die Performanz der Simulation
entscheidend. Maßgeblich fu¨r die Performanz ist dabei die Anzahl an erfassten Sen-
sorwerten in der Sekunde. Im Fall CARLA manu, in dem außerdem eine Bildaus-
gabe erfolgt, ist auch deren Anzahl an Bildern pro Sekunde (FPS) Teil der Perfor-
manz. Im Folgenden werden fu¨r die unterschiedlichen Anwendungsfa¨lle verschiedene
Testszenarien definiert, durchgefu¨hrt und ausgewertet. Ein Wert fu¨r die erwarte-
te Anzahl der erfassten Sensordaten eines Sensors (AES) la¨sst sich mit folgender
Formel bestimmen:
AESSensor =
tdrive
∆tSensor
Dabei steht tdrive fu¨r die Dauer der Testfahrt und ∆tsensor fu¨r die Dauer eines
Sensorintervalls.
Mithilfe der so bestimmten Anzahl an Sensordaten, la¨sst sich eine Metrik Q fu¨r
die Auswertung der Vollsta¨ndigkeit der Datenerfassung fu¨r einen Sensor aufstellen:
QSensor =
REALSensor
AESSensor
Dabei ist REALSensor die Anzahl der wa¨hrend der Testfahrt erfassten Werte eines
bestimmten Sensors. Fu¨r die ermittelte Metrik Q gilt:
Q = 1 ⇐⇒ REALSensor = AESSensor
Wurden weniger Testfahrtdaten erfasst als erwartet wurden, ist Q < 1, wurden mehr
erfasst, ist Q > 1.
5.2.1. CARLA
Der Server, welcher die Simulation ausfu¨hrt sowie die Client-Anwendungen, die auf
diesen zugreifen, werden auf einem System mit folgenden Spezifikationen ausgefu¨hrt:
Prozessor: Intel Core i7-7700CPU, 8 * 3,60 GHz
Grafikkarte: GeForce GTX 1070
RAM: 16 GB
Betriebssystem: ubuntu 16.04 LTS (64 Bit)
Fu¨r den Test des Anwendungsfalls Fall CARLA auto wird eine Route beste-
hend aus 25 Wegpunkten von unterschiedlichen Fahrzeugen unter verschiedenen
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Wetterbedingungen abgefahren. Dabei wird die Dauer der Testfahrt von der Er-
stellung des Testfahrzeugs, bis zu dessen Entfernen aus der Simulation erfasst. Au-
ßerdem werden die wa¨hrend der Testfahrt in der Cloud gespeicherten Sensorwerte
der verschiedenen Testfahrten verglichen.
Die Simulation wird dabei nicht in Echtzeit durchgefu¨hrt, sondern mit ho¨her-
er Geschwindigkeit, um mo¨glichst effizient Testfahrtdaten zu generieren. Da die
Simulationsdauer nur wenige Sekunden betra¨gt wurde auf das Unterbrechen der
Internetverbindung verzichtet. Weil fu¨r den Simulator kein exaktes Sensorintervall
der einzelnen Sensoren angegeben wird, sondern die Sensorwerte nach jedem Si-
mulationsupdate erneuert und abgerufen werden, wurden zuna¨chst fu¨r ein Szenario
Testfahrten mit einer begrenzten Zahl an Simulationsschritten pro Sekunde durch-
gefu¨hrt, um zu u¨berpru¨fen, ob dies zu einer gleichen Zahl an Sensorwerten pro
Sekunde fu¨hrt (siehe Tabelle 5.1). Da dies, wie in Abbildung 5.5 gezeigt, nicht der
Fall ist, kann hier keine Auswertung der Vollsta¨ndigkeit der Sensorwerte mittels der
Eingangs beschriebenen Metrik erfolgen. Daher kann die Begrenzung der Simulati-
onsschritte weggelassen werden, um die ho¨chstmo¨gliche Performanz der Simulation
zu erreichen.
Um vergleichbare Werte zu erhalten, werden die Tests ohne andere Verkehrsteil-
nehmer durchgefu¨hrt, außerdem wird der Server, welcher die Simulation ausfu¨hrt
jedes Mal neu gestartet, um gleiche Ausgangsbedingungen zu schaffen.
Tabelle 5.1.: Dauer und erfasste Sensorwerte Standardszenario (Audi TT, nasse
Fahrbahn)
Dauer der Testfahrt Anzahl Sensorwerte Werte pro Sekunde
Fahrt 1 1,909585 s 125 65
Fahrt 2 1,810022 s 111 61
Fahrt 3 1,881053 s 116 61
Fahrt 4 1,547039 s 98 63
Fahrt 5 1,341408 s 80 59
Um zu u¨berpru¨fen, wie verschiedene Fahrzeugtypen die simulierte Testfahrt beein-
flussen, wurden unterschiedliche Fahrzeugmodelle gewa¨hlt. Die genutzten Fahrzeuge
aus der CARLA Blueprint-Bibliothek sind ein Audi TT, ein VW-Bus (VW Typ 2)
und eine Harley-Davidson Low Rider, dargestellt in den Abbildungen 5.6(a) - 5.6(c).
Der Simulator bietet verschiedene Voreinstellungen fu¨r die Wetterparameter an.
Um ein breites Spektrum an mo¨glichen Wetterbedingungen abzudecken, werden
Fahrten mit Voreinstellungen fu¨r klares Wetter, nasse Fahrbahn und starken Regen
durchgefu¨hrt. Diese Wetterbedingungen wirken sich zusa¨tzlich auf die Beschaffen-
heit der Fahrbahn aus, wa¨hrend sich Wetterbedingungen wie Nebel hauptsa¨chlich
auf die Sicht des Fahrzeugfu¨hrers auswirken, was bei der automatisierten Testfahrt
vernachla¨ssigt werden kann. Da der Simulator weder Schnee noch Eis als Wetterein-
stellung anbietet, ko¨nnen diese durchaus interessanten Fa¨lle nicht getestet werden.
Wie in den Abbildungen 5.7(a)-5.7(c) zu erkennen, ist die Dauer der Simulatio-
nen auch bei gleichen Szenarien teils starken Schwankungen unterworfen. Besonders
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Abbildung 5.5.: Sensorwerte/Sekunde Standartszenario (Audi TT, nasse Fahrbahn)
deutlich sind diese bei der dritten Testfahrt des Szenarios AudiTT/nasse Fahrbahn
und bei der ersten Testfahrt des Szenarios Harley Davidson/klares Wetter, dort wei-
chen die Zeiten um etwa eine Sekunde von den anderen Testfahrten des gleichen
Szenarios ab. Die Durchschnittszeiten in Abbildung 5.7(d) zeigen jedoch, abgesehen
von der Simulationsdauer des Szenarios Audi TT/nasse Fahrbahn, keine großen Ab-
weichungen zwischen den Fahrzeugen bei gleichen Wetterbedingungen. Diese Abwei-
chung ist mit einer halben Sekunde deutlich geringer als die Abweichung der beiden
einzelnen Szenarien. Detaillierte Zeitangaben finden sich in den Tabellen 5.2 - 5.4.
Tabelle 5.2.: Simulationszeit Audi TT
Klares Wetter Nasse Fahrbahn Starker Regen
Fahrt 1 1,993448 s 1,394289 s 1,30009 s
Fahrt 2 1,369939 s 1,779067 s 1,284725 s
Fahrt 3 1,330494 s 2,743462 s 1,295685 s
Durchschnitt 1,564627 s 1,972273 s 1,2935 s
Tabelle 5.3.: Simulationszeit VW-Bus
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(a) Audi TT (b) VW-Bus
(c) Harley-Davidson Low Rider
Abbildung 5.6.: Verwendete virtuelle Testfahrzeuge
Klares Wetter Nasse Fahrbahn Starker Regen
Fahrt 1 1,417516 s 1,437946 s 1,437946 s
Fahrt 2 1,723383 s 1,810603 s 1,810603 s
Fahrt 3 1,785468 s 1,356165 s 1,356165 s
Durchschnitt 1,642122 s 1,534905 s 1,534905 s
Tabelle 5.4.: Simulationszeit Harley-Davidson Low Rider
Klares Wetter Nasse Fahrbahn Starker Regen
Fahrt 1 0,873962 s 1,432299 s 1,432138 s
Fahrt 2 1,935039 s 2,006973 s 1,267098 s
Fahrt 3 1,971666 s 1,506501 s 1,300649 s
Durchschnitt 1,593556 s 1,648591 s 1,333295 s
Der Vergleich der Sensorwerte wird hier anhand der Geschwindigkeit durchgefu¨hrt,
da die Wegpunkte den Verlauf der GNSS-Sensordaten vorgeben und aufgrund der
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(a) Simulationszeit Audi TT (b) Simulationszeit VW-Bus
(c) Simulationszeit Harley-Davidson Low Rider (d) Durchschnitte der Simulationszeiten
Abbildung 5.7.: Diagramme der Simulationszeiten
Testfahrt ohne andere Verkehrsteilnehmer keine Abstandsdaten vorhanden sind. Die
Anzahlen der Werte der verschiedenen Sensoren sind dabei gleich, da alle Werte beim
Update der Werte des CARLA-GNSS-Sensors abgerufen und gespeichert werden.
Die Anzahlen der erfassten Geschwindigkeitswerte pro Sekunde sind in den Ab-
bildungen 5.8(a)-5.8(c) dargestellt. Zu sehen ist, dass wa¨hrend der Simulationen mit
starkem Regen bei allen Fahrzeugen mehr Sensorwerte pro Sekunde aufgenommen
wurden, als bei den Simulationen mit anderen Wetterbedingungen. Mo¨glicherweise
wird die Simulation wegen des Regens ha¨ufiger geupdatet als ohne Niederschlag.
Allgemein ist erkennbar, dass die Schwankungen der Werteanzahl innerhalb eines
Szenarios relativ gering sind, abgesehen von der dritten Testfahrt des Szenarios Audi
TT/Nasse Fahrbahn und der ersten Testfahrt des Szenarios VW-Bus/Starker Regen.
Um eine ungefa¨hre Entwicklung der Geschwindigkeiten wa¨hrend der Testfahrten
zu erkennen, wurden je 10 Werte der Testszenarien zu Intervallen zusammengefasst
und aus diesen 3*10 Geschwindigkeitswerten der Durchschnitt gebildet. Wie in den
Abbildungen 5.9-5.11 zu sehen ist, liegt eine Steigerung der Geschwindigkeit mit
zunehmender Dauer der Testfahrt vor. Dabei ist kein eindeutig schnellstes Fahrzeug
oder schnellste Wetterbedingung zu erkennen, nur die Tendenz, dass in den Sze-
narien mit starkem Regen die geringsten Geschwindigkeiten gefahren werden. An
einigen Stellen, wie den Intervallen S5-S8 in Abb. 5.9 entwickeln sich die Durch-
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(a) Sensorwerte/Sekunde Audi TT (b) Sensorwerte/Sekunde VW-Bus
(c) Sensorwerte/Sekunde Harley-Davidson Low
Rider
Abbildung 5.8.: Diagramme der Sensorwerte/Sekunde
schnittsgeschwindigkeiten der Testfahrten a¨hnlich, an anderen, wie den Intervallen
S1-S3 derselben Abbildung wiederum unterschiedlich. Solche Abschnitte sind auch
in den anderen Diagrammen erkennbar.
Eine Aufschlu¨sselung der drei Testfahrten des Szenarios Harley-Davidson Low
Rider/Starker Regen ist in Abbildung 5.12 zu sehen. Auch wenn die Testfahrten
a¨hnliche Aufbauten haben, na¨mlich schwankende Werte am Anfang, dann einen
Anstieg sowie einen leichten Ru¨ckgang am Ende, ist doch zu erkennen, dass die
Geschwindigkeitswerte selbst relativ unterschiedlich sind. Daher muss die Schluss-
folgerung gezogen werden, dass auch bei exakt gleichen Szenarien die Werte einer
automatischen Testfahrt, wie sie im Rahmen dieser Arbeit implementiert wurde,
nicht reproduzierbar sind. Das ist jedoch damit zu erkla¨ren, dass der Fokus hier auf
der Anbindung der Testfahrtdatenquelle an die TUCDriveCloud lag und nicht auf
der reproduzierbaren und realita¨tsnahen Simulation einer autonomen Testfahrt.
Um den Anwendungsfall Fall CARLA manu zu testen, wird eine manuelle Test-
fahrt durchgefu¨hrt, bei der mehrfach zwischen Online- und Oﬄinemodus gewechselt
wird. Dabei sind außerdem andere Verkehrsteilnehmer anwesend, welche mittels Au-
topilot zufa¨llig, unter Beachtung der Verkehrsregeln, umherfuhren.
Um diese Fahrt auszuwerten, werden die Anzahlen der Werte der verschiedenen
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Abbildung 5.9.: Durchschnittsgeschwindigkeit der Testfahrten Audi TT, je 3*10
Sensorwerte zum Intervall S zusammengefasst
Abbildung 5.10.: Durchschnittsgeschwindigkeit der Testfahrten VW-Bus, je 3*10
Sensorwerte zum Intervall S zusammengefasst
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Abbildung 5.11.: Durchschnittsgeschwindigkeit der Testfahrten Harley-Davidson
Low Rider, je 3*10 Sensorwerte zum Intervall S zusammengefasst
Sensoren, welche in der Datenbank gespeichert werden, verglichen. Diese Anzahlen
ko¨nnen hier unterschiedlich sein, da an verschiedenen Stellen des Python-Moduls
die entsprechende Funktion aufgerufen wird, welche jeweils den Wert eines CARLA-
Sensors, bzw. im Falle des GNSS-Sensors zwei Werte, speichert.
Zudem wird die Performanz des Zwischenspeicherns der Sensorwerte u¨berpru¨ft.
Dazu wird zuna¨chst die Zeitspanne, welche sich die Fahrt im Oﬄine-Modus befindet
gespeichert. Außerdem wird die Zeit bestimmt, die die Funktion welche den Upload
der zwischengespeicherten Daten in die Cloud vornimmt, ausgefu¨hrt wird, sowie die
Dauer des Uploads der erst am Ende der Fahrt in die Cloud geladenen Daten. Nach
Ende der Fahrt wird dann die Anzahl der zwischengespeicherten Daten bestimmt.
Zuna¨chst wurde eine manuelle Testfahrt durchgefu¨hrt, um die Anzahl an Bildern
pro Sekunde (FPS) fu¨r die Simulation aufzuzeichnen. Um die Ergebnisse der Simu-
lationsfahrten, welche die Aufzeichnung und U¨bertragung von Sensorwerten testen,
nicht zu verfa¨lschen, wurde die FPS-Aufzeichnung fu¨r diese wieder abgeschaltet. Fu¨r
die Tests der Sensorwertaufzeichnung und -u¨bertragung wurde eine manuelle Test-
fahrt durchgefu¨hrt, bei der mehrfach zwischen Online- und Oﬄinemodus gewechselt
wurde und zum Vergleich eine manuelle Testfahrt, welche nur im Onlinemodus statt-
fand. Die dabei konkret aufgenommenen Sensorwerte werden hier nicht betrachtet,
da diese bei manuellen Testfahrten nicht vergleichbar sind. Stattdessen erfolgt ei-
ne Betrachtung der Anzahlen der Sensorwerte pro Sekunde, sowie eine Analyse der
Zeitaufteilung wa¨hrend der Testfahrten.
Als Fahrtzeit wird hier die Zeitspanne bezeichnet, in der wa¨hrend der drive()-
Methode der TUCDriveClass die Schleife ausgefu¨hrt wird, welche die Funktionen
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Abbildung 5.12.: Durchschnittsgeschwindigkeiten der Testfahrten bei Starkem Re-
gen Harley-Davidson Low Rider, je 10 Sensorwerte zusammenge-
fasst
aufruft, um die Sensordaten an die Cloud zu senden. Diese Zeitspanne beinhaltet
die Zeiten:
Zeit Oﬄine: die Fahrzeit im Oﬄinemodus
Zeit direkter Upload: die Zeit fu¨r die Methode sendValue()
Zeit Upload Oﬄinedaten: die Zeit, welche die Methode writeValues() ausgefu¨hrt
wird
Restzeit: die Zeit, in der die Schleife gerade nicht die beschriebenen Methoden
aufruft
Zeit Upload vor Fahrtende: die Zeit fu¨r die Methode writeRemainingValues(), wel-
che vor Fahrtende aufgerufen wird, um die restlichen lokal gespeicherten Daten
an die Cloud-API zu senden
Tabelle 5.5.: Zeiten manuelle Testfahrten
63
5. Auswertung
Testfahrt Online Testfahrt Online/Oﬄine
Fahrtzeit 13,239679 s 91,754859 s
Zeit Oﬄine 0 s 24,402036 s
Zeit direkter Upload 10,216312 s 64,219803 s
Zeit Upload Oﬄinedaten 3,01906 s 2,743462 s
Restzeit 0,004307 s 0,838887 s
Zeit Upload vor Fahrtende 0 s 59,085568 s
Gesamtzeit 13,239679 s 150,840427 s
Abbildung 5.13.: Anteile der Zeiten an der Gesamtzeit der Testfahrt
Wie aus Tabelle 5.5 und Abbildung 5.13 hervorgeht, wird der Hauptteil der Fahr-
zeit fu¨r den direkten Upload der Sensordaten beno¨tigt. Ein weiterer, bei der Fahrt
mit Oﬄineabschnitten, nicht zu vernachla¨ssigender Zeitanteil, ist der Upload der
Restdaten vor Fahrtende, welcher a¨hnlich groß ist, wie der Zeitanteil fu¨r den direk-
ten Upload, obwohl der Oﬄine-Fahrtteil fast dreimal kleiner ist. Dies ist mit dem
Overhead zu erkla¨ren, welcher entsteht, wenn die Textdatei eingelesen und die ent-
haltenen Daten in Arrays fu¨r den Upload umgewandelt werden. Dagegen ist der
Zeitanteil fu¨r den Upload der Oﬄinedaten wa¨hrend der Fahrt relativ gering, was
daran liegt, dass die entsprechende Methode nur aufgerufen wird, wenn nach dem
Upload der aktuellen Daten noch soviel Zeit bleibt, dass mindestens ein Array aus
Sensorwerten und Zeiten an das Cloud-API gesendet werden kann, bevor das Senso-
rintervall endet, was nur relativ selten der Fall ist. Die Online-Testfahrt hat ebenfalls
einen Anteil an diesem Zeitwert, da writeValues() immer aufgerufen wird, wenn eine
Cloud-Verbindung besteht und erst in der Methode u¨berpru¨ft wird, ob Daten lokal
zwischengespeichert sind.
64
5. Auswertung
Abbildung 5.14.: FPS, Ausschnitt manuelle Online/Oﬄine-Testfahrt, Intervalle
T=1s, Oﬄinephase markiert
Abbildung 5.15.: Anzahl Sensorwerte pro Sekunde, gesamte manuelle Online-
Testfahrt, Intervalle T=1s
Die Diagramme in den Abbildungen 5.15 und 5.16 stellen die Anzahlen der Sen-
sorwerte dar, welche pro Sekunde in der TUCDriveCloud-Datenbank erfasst wurden.
In Abbildung 5.15 ist die gesamte manuelle Online-Testfahrt erfasst, wobei zu
erkennen ist, dass wa¨hrend des Starts und des Endes der Testfahrt weniger Werte
gespeichert wurden, als wa¨hrend der Hauptphase der Testfahrt. Fu¨r den Start ist
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Abbildung 5.16.: Anzahl Sensorwerte pro Sekunde, Ausschnitt manuelle
Online/Oﬄine-Testfahrt, Intervalle T=1s
dies dadurch zu erkla¨ren, dass die erste Sekunde nicht vollsta¨ndig Teil der Testfahrt
war und deswegen in dieser ku¨rzeren Zeitspanne weniger Sensorwerte erfasst wur-
den. Am Ende der Testfahrt dagegen sind hauptsa¨chlich nur noch die Werte von
Latitude und Longitude erfasst, also die Positionsdaten. Diese unterscheiden sich
von den anderen Werten dadurch, dass sie direkt u¨ber ein CARLA-Sensor-Objekt
ermittelt werden, welches an die Existenz des Testfahrzeugs gebunden ist. Die Wer-
te fu¨r Distance und Speed hingegen sind von Eigenschaften des Fahrzeugs abha¨ngig
und werden in diesem speziellen Fall von dort abgegriffen, wo sie fu¨r das HUD des
Anzeigefensters berechnet werden. Wird die Testfahrt beendet, so wird zuerst dieses
Fenster geschlossen, wobei das Fahrzeug, wie anhand der Sensorwerte zu erkennen
ist, noch fu¨r einige Sekunden in der Simulation existiert und Werte der CARLA-
Sensor-Objekte generiert. Auch wa¨hrend der Hauptphase ist der unterschiedliche
Ursprung der Sensorwerte anhand deren Anzahl zu erkennen. Wa¨hrend fu¨r Latitude
und Longitude nur etwa 12-15 Werte pro Sekunde gespeichert wurden, waren es fu¨r
Distance und Speed 52-59 Werte. Der Grund dafu¨r ist wahrscheinlich die relativ ho-
he Updaterate der HUD-Informationen im Vergleich zu der erreichten Updaterate
des Sensors, welcher die Positionsdaten liefert.
In Abbildung 5.14 ist die Anzahl an Bildern pro Sekunde fu¨r den Ausschnitt ei-
ner Testfahrt mit Online- und Oﬄinephasen dargestellt. Dabei wird unterschieden
zwischen den FPS des Servers, welcher die Simulation bereitstellt und den FPS
des Clients, welcher ein Fenster mit einer grafischen Ausgabe der Simulation ren-
dert. Zu beachten ist, dass die Frameraten durch die Aufzeichnung leicht beeinflusst
werden ko¨nnten, sodass die eigentlichen FPS etwas ho¨her liegen. Die Oﬄinephase
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ist markiert, in Intervall T12 wurde sie begonnen, in Intervall T16 wurde sie wieder
beendet. Auffa¨llig ist dabei, dass die FPS des Clients wa¨hrend der Oﬄinephase deut-
lich geringer sind, als in der Onlinephase, doch auch wa¨hrend der Onlinephase gab
es in Intervall T3 und T7 deutliche Frameeinbru¨che beim Client. Zusammenha¨nge
zu den FPS des Servers sind dabei nicht zu erkennen, da diese zwar beim Abfall
der Client-FPS von Intervall T2 auf T3 ansteigen, jedoch von Intervall T6 auf T7
ebenfalls abfallen. Die FPS des Servers schwanken den gesamten Testfahrtausschnitt
u¨ber relativ stark, zwischen 20 FPS und 61 FPS. Eine mo¨gliche Ursache fu¨r diese
Schwankungen ko¨nnte darin liegen, dass Client und Server auf dem gleichen Rech-
ner ausgefu¨hrt wurden und deswegen die Rechenleistung zwischen den Anwendungen
aufgeteilt werden musste.
In Abbildung 5.16 ist ein Ausschnitt der Online/Oﬄine-Testfahrt abgebildet, in
dem von der Onlinephase in die Oﬄinephase und wieder zuru¨ck gewechselt wurde.
Dabei ist zu erkennen, dass beim Wechsel in die Oﬄinephase die Anzahl der erfassten
Distance- und Speed -Werte deutlich zuru¨ckgeht, wohingegen die Zahl der erfassten
Positionsdaten etwas steigt. Dies ko¨nnte mit den in Abb. 5.14 festgestellten geringe-
ren FPS-Werten wa¨hrend der Oﬄinephase zusammenha¨ngen. Da die HUD-Anzeige
ebenfalls von den geringeren Framezahlen betroffen war, ist dies eine Erkla¨rung fu¨r
die geringe Anzahl der erfassten Distance- und Speed -Werte. Die etwas erho¨hte An-
zahl von Positionswerten ko¨nnte damit erkla¨rt werden, dass wegen des selteneren An-
zeigenupdates des Clients ein ha¨ufigeres Simulationsupdate des Servers ermo¨glicht
wurde. Ein expliziter Grund, weshalb dieser Performanzverlust in der Oﬄinephase
entsteht, ist nicht zu erkennen, da das Speichern der Sensorwerte aus der Simulation
in die virtuellen Sensormodelle, was genauso auch in der Onlinephase passiert, in
einem anderen Thread ausgefu¨hrt wird, als das lokale Speichern dieser Werte aus
den virtuellen Sensoren in der Textdatei. Wa¨hrend der Onlinephasen ist die Anzahl
der Sensorwerte vergleichbar mit der automatischen Online-Testfahrt.
5.2.2. YellowCar
Fu¨r den Anwendungsfall Fall YC lok wurde eine Logdatei einer ausgedehnten
Testfahrt erstellt, aufgrund derer die Ha¨ufigkeit des Empfangs bestimmter CAN-
Bus-Nachrichten und dementsprechend auch der zugeho¨rigen Sensorwerte ermittelt
werden kann. Diese Ha¨ufigkeit kann dann genutzt werden, um die am Anfang des
Kapitels beschriebene Metrik fu¨r den Anwendungsfall Fall YC upl zu bestimmen.
Da bei dem Fall YC lok der Upload der Logdaten der performanzintensivste Teil
ist, wird dieser unter kontrollierten Bedingungen getestet. Dabei wird einmal das in
Kapitel 4.3.3 beschriebene Modul zum Sensordatenupload genutzt. Zum Vergleich
wird jedoch auch ein Modul verwendet, welches jeweils nur ein Sensordatenpaar an
das Cloud-Interface schickt, da diese Methode fu¨r eine fru¨here Version des Cloud-
API, welches keine Listen von Werten verarbeiten konnte, beno¨tigt wurde.
Als Test werden 5000 Zeilen Sensorwerte mit den jeweiligen Python-Modulen an
das Cloud-API u¨bertragen und die beno¨tigte Zeit bestimmt. Die Ergebnisse sind in
Tabelle 5.6 dargestellt.
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Das Modul, welches eine Pufferung der Sensordaten vornimmt, hat dabei im
Schnitt 49,897 Sekunden fu¨r den Upload der 5000 Zeilen gebraucht, also etwa 0,01
Sekunden pro Zeile. Das Modul, welches keine Pufferung der Daten vornimmt, hat
dagegen fu¨r den Upload der 5000 Zeilen 5276,025 Sekunden, also rund 1,06 Sekunden
pro Zeile, beno¨tigt. Diese ungefa¨hr 100-fach gro¨ßere Laufzeit begru¨ndet sich damit,
dass nach dem Einlesen jeder Zeile ein API-Aufruf pro eingelesenem Sensorwert
folgt. In diesem Test wurden in jeder Zeile 4 Sensorwerte eingelesen.
Beim Modul mit Datenpufferung werden dagegen ha¨ufige API-Aufrufe vermieden
und gro¨ßere Arrays an Sensorwerten gesammelt, welche dann an das Cloud-API
u¨bergeben werden. Daran ist deutlich zu erkennen, dass der gro¨ßte Zeitfaktor fu¨r
den Upload die Verbindung mit dem API der TUCDriveCloud ist und diese daher so
selten wie mo¨glich hergestellt werden sollte, um ein effizientes Programm zu erhalten.
Tabelle 5.6.: Uploadgeschwindigkeiten Logdateien
Ungepuffert Gepuffert
Upload 5000 Zeilen 5276,025 s 49,897 s
pro Zeile 1,06 s 0,01 s
Um den Fall YC upl zu testen, wird eine Testfahrt vom 17.05.2019 genutzt,
welche um 14:16:22 begonnen und um 14:20:56 beendet wurde. Da dabei jedoch zu
Testzwecken die Verbindung zum Tiny-CAN-Interface mehrmals unterbrochen wur-
de, kann die Vollsta¨ndigkeit der Datenerfassung nur in Intervallen gepru¨ft werden.
Fu¨r diese U¨berpru¨fung wird die Ha¨ufigkeit der CAN-Bus Nachricht mit der ID 42
pro Sekunde und damit der dort beinhalteten Sensorwerte innerhalb von 10 Minuten
(14:30:00-14:39:59) in der Logdatei vom 04.05.2019 bestimmt und diese Ha¨ufigkeit
mit den in der Testfahrt vom 17.05.2019 erfassten Sensorwerten verglichen.
Wie in Tabelle 5.7 zu sehen, wird die Nachricht im Schnitt etwa 2 Mal pro Sekunde
gesendet, tendenziell etwas seltener. Fu¨r die Metrik wird hier daher angenommen,
dass ∆tSensor = 0, 5
s
Wert
. Geringe Abweichungen der Nachrichtenanzahl nach unten
sind dabei im Rahmen des Mo¨glichen.
Tabelle 5.7.: Ha¨ufigkeit CAN-Nachricht 42 pro Sekunde
Anzahl CAN-Nachricht/s Ha¨ufigkeit
1 44
2 523
3 33
Durchschnitt: 1,9817
Fu¨r die Auswertung wird das Intervall 14:16:30-14:18:30 gewa¨hlt, in dem das Tiny-
CAN-Interface durchgehend angeschlossen war, also tdrive = 120s. Damit ergibt sich:
AESSensor =
tdrive
∆tSensor
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AESSensor =
120s
0, 5 s
Wert
AESSensor = 240Werte
Im Intervall wurden REALSensor = 239Werte erfasst, also ergibt sich:
QSensor =
REALSensor
AESSensor
QSensor =
239Werte
240Werte
QSensor = 0, 9958
Das Ergebnis von QSensor = 0, 9958 ist, unter der Beru¨cksichtigung, dass in der
Praxis das Sensorintervall etwas gro¨ßer als die hier angenommenen 0,5 Sekunden
ist, sehr gut. Fu¨r den Fall YC upl kann also geschlussfolgert werden, dass alle
gesendeten CAN-Bus-Nachrichten auch in der TUCDriveCloud gespeichert werden.
5.3. Kritische Bewertung der Ergebnisse
Die Auswertung der Testfahrten legt nahe, dass es mit der in dieser Arbeit entwi-
ckelten Lo¨sung zur Anbindung von Testfahrtdatenquellen an die TUCDriveCloud
mo¨glich ist, große Mengen von Testfahrtdaten, ohne nennenswerte Verluste vom
Fahrzeug an die Clouddatenbank zu u¨bertragen.
Der Simulator CARLA ermo¨glicht, fu¨r den Fall CARLA auto, mit der hier im-
plementierten Variante einer autonomen Testfahrt, etwa 70 Werte in der Sekunde fu¨r
einen Sensor zu erfassen und diese vollsta¨ndig an das API der TUCDriveCloud zu
u¨bermitteln. Diese Variante der Testfahrt liefert zwar keine reproduzierbaren Simu-
lationsfahrten, die Cloudanbindung kann jedoch zum Aufzeichnen der Testfahrten
autonom fahrender Fahrzeuge genutzt werden, deren Algorithmen in CARLA ent-
wickelt und getestet werden.
Manuelle Testfahrten des Anwendungsfalls Fall CARLA manu des CARLA-
Simulators liefern etwa 55 Werte pro Sekunde fu¨r Abstand und Geschwindigkeit
und etwa 14 Werte pro Sekunde fu¨r Positionsdaten. Die FPS der Simulation und
der Client-Bildausgabe schwanken zwar teilweise, die Gru¨nde dafu¨r liegen jedoch
hauptsa¨chlich bei der Implementierung des Fahrsimulators selbst und der Nutzung
von nur einem Rechner fu¨r Client- und Serveranwendung. Im Allgemeinen bewe-
gen sich die FPS jedoch in einem Rahmen, in dem die Verwendung der manuellen
Simulation mo¨glich ist.
Fu¨r die virtuelle Testfahrtdatengenerierung ist der CARLA-Simulator mit An-
bindung an die TUCDriveCloud also geeignet. Das automatische Generieren von
Testfahrtdaten, wie beim Anwendungsfall Fall CARLA auto ist dabei effizienter,
das manuelle Generieren, beim Fall CARLA manu dagegen anschaulicher und
individuell steuerbar.
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Das lokale Aufzeichnen der Sensorwerte des YellowCars fu¨r den Fall YC lok ist
mithilfe eines u¨berschaubaren Skripts effizient mo¨glich. Dabei wurde eine Logdatei
einer ausgedehnten Testfahrt erstellt, aufgrund derer Durchschnittswerte fu¨r die
Sensorintervalle ermittelt werden konnten. Fu¨r den Upload der Logdatei wurden
Methoden mit und ohne Pufferung der eingelesenen Werte getestet. Daraus ging
hervor, dass die gepufferte Variante um den Faktor 100 schneller ist. Sie beno¨tigt
dabei fu¨r den Upload einer Zeile der Logdatei, welche durchschnittlich 4 Sensorwerte
beinhaltet, durchschnittlich 0,01 Sekunden. Es ko¨nnen also mit 400 Sensorwerten pro
Sekunde performant Daten an das Cloud-API u¨bertragen werden.
Das mithilfe der ausfu¨hrlichen Oﬄinetestfahrt ermittelte Sensorintervall kann fu¨r
die Bewertung der Vollsta¨ndigkeit der Datenerfassung der Onlinetestfahrt genutzt
werden. Das direkte Hochladen der erfassten Sensorwerte des YellowCars fu¨r den
Fall YC upl liegt mit einer berechneten Vollsta¨ndigkeit von QSensor = 0, 9958 sehr
nah am mo¨glichen Optimum von QSensor = 1. Unter Beru¨cksichtigung der Tatsa-
che, dass ein berechneter Durchschnittswert fu¨r das Sensorintervall genutzt wurde,
kann von einer vollsta¨ndigen Sensorwertu¨bertragung an das Cloud-API ausgegangen
werden.
Die Anbindung des YellowCars konnte im Rahmen dieser Arbeit fu¨r beide An-
wendungsfa¨lle mit einer sehr hohen Vollsta¨ndigkeit der Datenerfassung, sowie einer
guten Uploadperformanz fu¨r den Anwendungsfall Fall YC lok implementiert wer-
den.
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In dieser Arbeit wurde ein Konzept fu¨r die generische Anbindung von Testfahrtda-
tenquellen an das Automotive-Cloud-System TUCDriveCloud erstellt und auf zwei
verschiedene Testfahrtdatenquellen konkret angewendet.
Dazu wurden in Kapitel 2 existierende Automotive-Cloud-Systeme mit offenen
Schnittstellen dahingehend u¨berpru¨ft, inwieweit sie fu¨r die Anbindung von Test-
fahrtdatenquellen geeignet sind, woraus hervorging, dass die an der TU Chemnitz
entwickelte TUCDriveCloud die am besten geeignete Cloudplattform fu¨r diesen An-
wendungszweck ist. Bei dem Vergleich der Fahrsimulatoren, unter dem Gesichts-
punkt wie gut sie sich als virtuelle Testfahrtdatenquelle eignen, lag der Simulator
CARLA klar vorn.
Das in Kapitel 3 vorgestellte allgemeine Konzept fu¨r eine Testfahrt, wurde in Ka-
pitel 4 fu¨r zwei Testfahrtdatenquellen und verschiedene Anwendungsfa¨lle umgesetzt.
Diese Implementierungen wurden in Kapitel 5 auf geeignete Weise getestet und
die Ergebnisse vorgestellt. Daraus geht hervor, dass die automatische Testfahrt des
Carla-Simulators schnell eine große Menge an Testfahrtdaten generiert, welche per-
formant an das Cloud-API u¨bertragen werden, die hier implementierte Methode
einer autonomen Testfahrt allerdings auch unter exakt gleichen Voraussetzungen
unterschiedliche Ergebnisse liefert. Die manuelle Testfahrt liefert zwar weniger Sen-
sorwerte, ist aber besser nachvollziehbar und steuerbar. Die Performanz der manu-
ellen Simulation schwankt zwar teilweise, ist allerdings dennoch nutzbar. Aufgrund
einer ausfu¨hrlichen Testfahrt des YellowCars, wa¨hrend der große Mengen an Sens-
ordaten Oﬄine geloggt wurden, konnten Tests durchgefu¨hrt werden, welche zeigen,
dass fu¨r einen effizienten Upload von Sensordaten gro¨ßere Datenmengen zusammen-
gefasst werden sollten, damit nur selten eine zeitintensive Verbindung zum Cloud-
API hergestellt werden muss. Mithilfe der Logdatei konnte außerdem nachgewiesen
werden, dass bei einer Online-Testfahrt mit dem YellowCar die Sensorwerte nahezu
vollsta¨ndig in der Clouddatenbank gespeichert werden.
6.1. Ausblick
Nach der, mit der Anbindung des CARLA-Simulators und des YellowCars an die
TUCDriveCloud, erfolgreichen Umsetzung des fu¨r diese Arbeit entwickelten Kon-
zepts, ko¨nnen zuku¨nftig weitere Testfahrtdatenquellen an das Cloud-API angebun-
den werden.
Eine dieser Datenquellen ist die BlackPearl. Deren Anbindung kann auf Grundlage
der fu¨r das YellowCar entwickelten Module, mit einigen Anpassungen, erfolgen.
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Um ein Kraftfahrzeug mit Straßenzulassung als Testfahrtdatenquelle an die TUC-
DriveCloud anzubinden, sind weiterfu¨hrende Schritte erforderlich. Ein OBD-Interface
kann dort genutzt werden um in regelma¨ßigen Absta¨nden die gewu¨nschten Sensor-
werte anzufragen. Dieses Inter-face steht in Verbindung mit einem Raspberry Pi,
welcher die Werte konvertiert. Die TUCDriveClass und die Sensor -Klasse ko¨nnen
auch hier verwendet werden, um die Werte der physischen Sensoren in den virtu-
ellen Sensormodellen zu speichern und an das Cloud-API zu senden, dazu muss
allerdings eine SIM-Karte im Raspberry Pi vorhanden sein, um eine Internetverbin-
dung herstellen zu ko¨nnen. Ist dies nicht mo¨glich, oder ist schon vor Fahrtbeginn
klar, dass die Fahrt in eine Umgebung mit schlechtem Mobilfunknetz fu¨hrt, kann,
wie beim YellowCar, eine Oﬄinetestfahrt durchgefu¨hrt werden, bei der eine Logda-
tei generiert wird, welche spa¨ter an einen Rechner mit stabiler Internetverbindung
u¨bertragen und an das Cloud-API gesendet wird.
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A. Abbildungen
Abbildung A.1.: TUCDriveClass Phase 2
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A. Abbildungen
Abbildung A.2.: TUCDriveClass Phase 3
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A. Abbildungen
Abbildung A.3.: TUCDriveClass Phase 4 bzw. 5
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Abku¨rzungsverzeichnis
API Programmierschnittstelle
(Application Programming
Interface)
ECU Steuergera¨t (Electronic Control
Unit)
CAN Controller Area Network
OBD On-Board-Diagnose
V2x Vehicle to everything
ID Identifikator
VIN Vehicle Identification Number
HUD Head-up-Display
FPS Frames per second
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