Abstract-In the previous work for joint Direction-Of-Arrival (DOA) and frequency estimation with sub-Nyquist sampling, algorithm JDFTD has a superior estimation performance. However, the computational burden increases with the snapshot for iterative operation. In this paper, singular value decomposition (SVD) is employed to eliminate the effect of snapshot and a new version of algorithm JDFTD based on SVD (SVD-JDFTD) is proposed. Numerical simulations verify that SVD-JDFTD reduces the computational burden without loss the superior estimation performance of JDFTD.
INTRODUCTION
Cognitive radio (CR) is a significant technique for improving the utilization of the radio electromagnetic spectrum [1] [2] [3] [4] . It provide a good way to cope with the problem of the spectral congestion. One of the most important functions of CRs is to detect locally idle spectrum and then make use of it. That is also called as dynamic spectrum management. Traditionally, the spectrum access style is through time domain and frequency domain. With the development of array processing techniques [5] [6] [7] , the spatial spectrum can be viewed as a new access dimension. This improves spectrum resource usage. Joint estimation of carrier frequency and direction of arrival (DOA) will enhance the performance of CRs. Meanwhile, the higher and higher Nyquist sampling rate is becoming a bottleneck for wideband signal processing in CRs because the applications of CRs develop in higher frequency and wider band.
Compressive sampling methods provide a way to eliminate the bottleneck for wideband signal sampling. Some compressive sampling methods and applications based on this technique are proposed [8] [9] [10] . Among them, extensive research focuses on joint estimation with sub-Nyquist sampling [11] [12] [13] [14] [15] [16] [17] . In [11] , an ultra wideband (UWB) subNyquist sampling receiver is proposed to jointly estimate time of arrival (TOA) and data symbols. In terms of joint DOA and frequency estimation, the authors of [12] suggested a new structure where each output of a linear array is carried out by the multi-coset sampling. Hereon, the case of the uncorrelated sources is more than sensors can be handled when the Minimum Redundancy Array (MRA) is employed. However, the block length and array aperture respectively determine the estimation accuracy of frequency and DOA. Moreover, a two dimensional (2D) peak searching leads to tremendous computational burden. To simplify the hardware complexity in [12] , two different structures are proposed in [13] and [14] , which have same hardware complexity. The pairing problem in [13] is solved in [14] . In [15] , a so-called space-time array is proposed to jointly estimate frequency and DOA of more sources than sensors, where sensors are followed by multiple same delayed channels. More recently, in [17] , the authors propose an alternative sub-Nyquist sampling and signal reconstruction method to the MWC, where a uniform linear array (ULA) is employed. On this basis, they develop algorithms and system to joint spectrum sensing and DOA estimation. Note that the joint estimation is realized under an L-shaped array with two ULAs condition. Because the computational burden increases with the snapshot for iteration operation. In [16] , a sub-Nyquist array receiver along with two joint DOA and frequency algorithms are proposed. The estimation performance of the algorithms is superior, where the JDFTD algorithm suffers from the huge computational burden when the snapshot is large. The aim of this paper is to solve the computational burden caused by the big snapshot.
The following notations are used in the paper. In [16] , an array signal receiver architecture and the corresponding signal reception model are proposed, which introduces sub-Nyquist sampling technology. This paper is aim to reduce calculation. Therefore, the receiver architecture is shown in Fig. 1 and the main conclusions of [16] will be reviewed in this section. Consider K narrowband far-field signals impinging on a ULA composed of M ( ) M K sensors. Our previous receiver architecture applies multi-coset sampling [8] . And every array sensor is followed by same P delay branches. 
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III. JDFTD BASED ON SVD AND COMPUTATIONAL COMPLEXITY
A. JDFTD Based on SVD According to [16] , the element form of (4) is as follow,
This problem can be solved by the trilinear decomposition algorithm [18] [19] [20] [21] [22] . Based on this, JDFTD is proposed to realize joint DOA and frequency estimation [16] . The complexity of JDFTD algorithm is dominated by regularized alternating least squares (RALS) iterative operation [21] [22] . Especially, the amount of calculation is huge when the snapshots are large. So the effect of snapshot by SVD can be eliminated. When SVD is implemented, the following relationship will be held. (6) where S N U U U , S U and N U are signal subspace and noise subspace, respectively. The signal space satisfies to
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S . * U A B Q (7) where Q is a K K full rank matrix. Equation (7) shows that the signal subspace S U will retain the information of A and B . In element form, (7) can be written as (8) Similar to (5), (8) can be also solved by trilinear decomposition. Compared (5) with (8), it is easy to find that the dimension of the problem is reduced.
After the trilinear decomposition, A , B , and Q are gotten. Further, S G is obtained. According to (4), the least
So far, A , B , and f S f S have been known. Next, execute the step 2)-6) of Algorithm JDFTD in Table 1 of [16] . k , k f , and k will be estimated successively. Such a joint algorithm based on trilinear decomposition after SVD is named as SVD-JDFTD.
B. Computational Complexity
In the following analysis, we should assume
. Such as analysis in [16] , the complexity of JDFTD algorithm is dominated by RALS iterative operation, which costs In this paper, the matrix dimension is reduced through SVD, which costs 3 3 ( ) O M P multiplications [23] . After SVD, RALS iterative operation costs 2 3 6MPK P M K multiplications per iteration. Next, the LS solution in (9) costs much less than SVD and RALS iterative operation. But beyond that, the JDFTD algorithm and SVD-JDFTD algorithm carry out same operation steps. It is easy to get that the SVD-JDFTD algorithm will cost less than JDFTD algorithm when the snapshot T is relatively large since the First simulation is used to show that the estimation performance of the proposed algorithm is same with the JDFTD in [16] in different noise levels. The basic simulation conditions are same with [16] . It has shown that the algorithm is not limited to the array form in [16] . Herein, the ULA is taken as the example. Fig.2 a) demonstrates that the frequency estimation performance of SVD-JDFTD achieves the Sub CRB and clearly outperforms the algorithm in [14] .
At the same time, SVD-JDFTD has same frequency estimation performance with JDFTD. Fig.2 b) shows that the DOA estimation performance of the proposed method improves with SNR. Both SVD-JDFTD and JDFTD achieve the Sub CRB . Taken together, SVD-JDFTD have same estimation performance with JDFTD in terms of whether frequency estimation or DOA estimation.
Next, we will investigate the estimation performance and the computational burden when the number of sources varies. The simulation conditions are the same with the previous simulation, except that the snapshot T varies as 3 [1, 2, 4, 8, 16 ,32] 10 and SNR is fixed at 0dB. Fig.3 a) and Fig.3 b) show that the frequency estimation performance and DOA estimation performance of SVD-JDFTD reach Sub CRB , respectively. That also happen to JDFTD. This again confirm that SVD-JDFTD and JDFTD have same estimation performance which is superior to ST-Euler-ESPRIT. Fig.4 shows the CPU time increases with the snapshot. Among them, the CPU time of JDFTD-SVD is medium. Combined the estimation performance, a conclusion is drawn that JDFTD-SVD reduces the computational burden without loss the superior estimation performance of JDFTD. 
V. CONCLUSIONS
Due to the computational burden increases with the snapshot for iterative operation of algorithm JDFTD. In this paper, SVD is employed to eliminate the effect of snapshot and a new version of algorithm JDFTD based on SVD (SVD-JDFTD) is proposed. Numerical simulations verify that SVD-JDFTD reduces the computational burden without loss the superior estimation performance of JDFTD. Future research will be addressed in improving computational efficiency in the case of less snapshot since the SVD-JDFTD costs almost same in that case. Especially, high-efficiency SVD operation is required.
