This paper describes hybrid multivariate methods: Fisher's Discriminant Analysis and Principal Component Analysis improved by Genetic Algorithm. These methods are good techniques that have been used to detect faults during the operation of industrial processes. In this study, score and residual space of modified PCA and modified FDA are applied to the Tennessee Eastman Process simulator and show that modified PCA and modified FDA are more proficient than PCA and FDA for detecting faults.
Introduction
Analysis of chemical data for detecting faults in chemical process has been intensively studied for the past decade [1] [2] [3] [4] [5] [6] [7] [8] [9] . Two definitions were suggested by the IFAC technical committee safe process: fault detection is a determination of fault present in the system and the time of detection, where a fault is an unpermitted deviation of at least one characteristic property or variable of the system from acceptable/ usual/ standard behavior.
Data driven techniques have been applied in many chemical processes. Zhang used kernel Independent Component Analysis (KICA), Kernel PCA (KPCA) and SVM for fault detection and diagnosis in the TEP [9] . Chiang, Russell and Braatz applied Fisher's Discriminant Analysis (FDA), Discriminant Partial Least Squares (DPLS) and Principal Component Analysis (PCA) for fault detection and diagnosis of Tennessee Eastman Process (TEP) [10] .Nashalji, Shoorehdeli and Teshnehlab used PCA to produce a lower-dimensionality to detect fault by neural classifier [11] . Russell, Chiang and Braatz applied CVA and Dynamic PCA (DPCA) for fault detection in industrial processes [12] . Chen & Liao integrated two data driven techniques, neural network and PCA for fault monitoring [13] . Xiong, Zhao and Liu used PCA to reduce the dimension of the process data, present a new fault detection method based on artificial immune system for complicated process and illustrated proposed method by the TEP [6] .
The idea of key dimension selection in classification is selecting a subset of dimension in which classification result is better or comparable than the result obtained from the full set of dimensions. This paper is used PCA and FDA to produce a lower-dimensionality, PCA is a dimensionality reduction technique which transforms correlated original multivariate data to a set of uncorrelated data [14] .
The proposed methodology is used GA to select Principal Component (PC) of data, which are collected of TEP. Selected PCs are used to make PCA and FDA matrix that is called transfer matrix. Neural classifier is used lower dimension reduced data to detect fault. The rest of this paper is organized as follows: TEP is present in section II. In section III PCA and fault detection statistics are described. Section IV discusses FDA. Section V presents order reduction method. Section VI shows result and simulation and conclusions coming in section VII.
Tennessee Eastman Process
The TEP was created by Eastman chemical company in open loop operation to provide a realistic industrial process for evaluating process control and monitoring methods [15] . The TEP is a wellknown benchmark chemical process, which was firstly introduced by Downs and Vogel [15] . The TEP has been widely used by the process monitoring community as a source of data comparing various approaches [10, 12, [16] [17] [18] [19] .
The TEP consists of five major units: a reactor, condenser, compressor, separator and stripper. The process contains eight components: A, B, C, D, E, F, G and H and produces two products. TEP simulator coded in FORTRAN and a detailed description of the process and simulation is available [15] . The simulation code for the process in close loop and the data used for experiment are given by [20] . The TEP contains 41 measured and 12 manipulated variables from the controller, all measurements have Gaussian noise. The TEP simulation contains 21 preprogrammed faults. Sampling time was used to collect the simulated data for the training and testing data is 3 minutes.
Principal CoMponent Analysis
PCA is a dimensionality reduction technique [1] . PCA is used to linearly project a matrix of data in a low dimensional space, this space spanned by Principal Components (PCs) -i.e. eigenvectors corresponding to the large eigenvalues-for the distribution of the training data. PCA determines a set of orthogonal vectors, called loading vector, ordered by the amount of variance explained in the loading vector directions [1] .
Let X the original data set, where each row is a single sample of data set and each column is an observation. Data matrix n m X R × ∈ consists n sample rows and m variable column that are normalized to zero mean and unit variance. The loading vectors are calculated by solving the stationary point of the optimization problem:
is a loading vector [1] . PCA and Singular Value Decomposition (SVD) are related, the loading vector can be computed via the SVD: 
Fault detection
Normal operations can be characterized by employing Hotelling's T 2 statistic [10] . In statistics, Hotelling's T 2 statistic is a generalization of Student's T statistic that is used in multivariate hypothesis testing. Hotelling's T 2 statistic is defined as:
(3) where P includes the 'a' loading vectors, a Σ contains the 'a' rows and columns of Σ from (2), and x is an observation vector of dimension m. the T 2 statistic threshold is:
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F a n a α − is the upper 100α% critical point of the F-distribution with a and n-a degrees of freedom [21] . A value for the T 2 statistic greater than the threshold given by (3) indicates that a fault has occurred.
The projections of the observations in X into the lower-dimensional space are contained in the score matrix:
The difference between X and X is the residual matrix E:
The subspaces spanned by X and E are called the score space and residual space. The portion of the measurement space corresponding to the lowest m-a singular values can be monitored by using the Q statistic [1, 19] :
where r is the residual vector, a projection of the observation x into the residual space. The threshold for the Q statistic can be computed from its approximate distribution [22] :
and c α is the normal deviate corresponding to the upper (1 ) α − .percentile. A value for the Q statistic greater than the threshold given by (9) indicates that a fault has occurred.
Fisher's Discriminant Analysis
FDA is method used in statistics and machine learning to find a linear combination of features which characterize or separate two or more classes. FDA is an optimal dimensionality reduction technique in terms of maximizing the separability of these classes. It determines a set of projection vectors that maximize the scatter between the classes while minimizing the scatter within each class. The resulting combination may be used as a linear classifier or, more commonly, for dimensionality reduction before later classification. The FDA vectors -projection vectors-are determined by computing the singularities of the optimization problem:
where S b is the between classes scatter matrix and S w is the within classes scatter matrix. The FDA vectors are equal to the generalized eigenvectors of the eigenvalues problem:
where the eigenvalues λ k indicate the degree of overall separability among the classes by projecting the data onto k w [1] . Define the matrix W with the FDA vectors as columns. The definitions of the scatter matrices are:
where:
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x n (15) And n j is the number of observations in the j th class.
Fault detection
The FDA approach simultaneously uses all of the data to obtain a single lower dimensional model are used to detect faults. The lower dimensional representation provided by FDA can be employed with discriminant functions, such as the T 2 statistic, to detect faults. FDA can be used to detect faults by including a class of data collected during normal process operation [10] .
Reduction order
A reduced set of a smaller number 'a' (a<m) of variables, is obtained by a set of loading vectors, projection vectors for FDA, in the directions where most of data are good for fault detecting. The vector projected into the lower dimensional space, only 'a' variables needed to be monitored, as compared with m variables without the use of PCA and FDA. There are several methods for determining 'a' (reduction order's value) [14, 19, 23, 24] . Some techniques for determining 'a' that used in this paper are:
The first 'a' loading vectors:
For PCA, selecting the columns of the loading matrix × ∈ m a P R to correspond to the loading vectors associated with the first 'a' singular values; for FDA, selecting the first 'a' columns of the projection matrix
The PRESS statistic
The dimension of the space can be determined using a cross validation procedure with the Prediction Residual Sum of Squares (PRESS) statistic [25] , 2 F 1 PRESS(i) = X -X mn (16) where i is the number of subset groups retained to calculate X and F is the Frobenius norm. The training set divided into groups. The PRESS statistic for one group is computed based on various dimensions of the space using all the other groups. This is repeated for each group, and the value i associated with the minimum average PRESS statistic determines the dimension of the space [1] .
Genetic Algorithm
For making PCA matrix, the problem is selecting a subset of PCs. Finding out which PCs to be used in classification task is called PC selection. PC selection is an optimization problem that involves searching the space of PC to find one subset that is optimal or near-optimal with respect to a certain criterion. A number of PC selection (some authors use the term "feature selection" rather than PC selection) methods have been proposed in [25] [26] [27] [28] [29] [30] . GA provides a simple, general and powerful framework to select good subsets of PCs. GA is problem solving method that has been developed with evolution strategies.
Recently, GAs have attracted more and more attention in the feature -PC-selection area [30] . [30] and [31] are presented one of the earliest studies of GA-based feature selection. In [29] [30] [31] [32] [33] GA used for a feature selection. They used binary encoding and standard GA operators to solve the feature selection problem. GA is very efficient technique for PC selection in this paper, because the size of the selection area is enormous (2 52 -1). The GA starts with randomly chosen parent chromosomes from the search space to create a population [34] . It works with chromosomes genotype. The population evolves towards the better chromosomes by applying genetic operators modeling the genetic processes occurring in the nature -selection, crossover and mutation- [34] . Sun, Bebis and Miller have employed a simple encoding scheme where the chromosome is a bit string whose length is determined by the number of eigenvectors [31] . Each eigenvector is associated with one bit in the string, if the i th bit is '1', then the i th eigenvector is selected, otherwise, that component is ignored. Each chromosome represents a different subset of eigenvectors.
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Initial population:
The initial population is generated randomly. Crossover:
The bit string of two chromosomes, named parent, are cut into two pieces and the information of one side of the bit strings are swapped, cutting point chosen randomly [35] . Both offsprings contain one part of information from one parent and the rest of the other parent. Mutation:
Mutation is the other evolutionary operator for GA; its general aim is to create a new individual from only one chromosome by changing one or more genes in it [36] . In this paper, mutation operator just flips a specific bit with a very low probability. it simply inverts on bit in the individual. Selection:
Crossover and mutation operators make new chromosomes. Selection for replacement creates the new generation from the current one and the obtained offsprings. The best N (N is equal initial population size) chromosomes in respect of fitness function selected the combined parent-offspring population. Fitness evaluation:
The fitness evaluation contains two terms: 1. accuracy and 2. The number of feature selected, PCs, [37] . The PC subset with fewer PCs and better performance is preferred. We used the fitness function shown below to combine the two terms: 
where miss represents the miss detection rate of the data samples realized by the T 2 and Q statistic, N f is the number of PCs are chosen by the chromosome, N all is the dimension of PC space and p is a parameter which balanced the miss detection rate and the number of retained PC.
Result and discussion
Used methods in this paper are: Fault detection using PCA and PCAm -the projection matrix P utilizes from all fault classesbased on the first 'a' loading vectors with first 'a' columns of the loading vector in the matrix V at (2) by T 2 and Q statistic. Fault detection using FDA based on the first 'a' loading vectors with first 'a' columns of the projection vector in the matrix W by T 2 statistic. Fault detection using PCA and PCAm based on PRESS statistic by T 2 and Q statistic: 400 subset groups of PCs are generated randomly to find good PCs subset by PRESS statistic for fault detecting. Fault detection using modified PCA (PCA that uses GA to select PCs) and modified FDA (FDA that uses GA to select PCs): GA has several parameters for which no guidance is available on how to specify their values. We used a population size of 100 chromosomes and 100 generations, with a probability of mutation P m =0.02 and probability of crossover P c =0.3 to find near-optimal PC subset. We used p=30 which is a balanced parameter in fitness function of GA -(17)-. The overall missed detection rate for each method when applied to all disturbances of the testing set and selected PCs are listed in Table I . The PCA based on largest singular value and PRESS statistic performed good fault detection. It is difficult to compare the GA method with the other methods. Unlike the other methods, this method does not try to find the best subset of a specified size its search space surrounds all the subsets. The statistics quantifying variations in the residual space (Q statistic) were more sensitive for most faults than the statistics quantifying the variations in the score or state space (T 2 statistic).
Conclusions
In fault detection methods, the number of variable or PC greatly affects the ability of fault detection. This paper has focused on performing PC selection on data sets since PC selection is typically done in an off-line mode, the execution time of a particular algorithm has much less importance than its ultimate classification performance. This paper illustrates the deservingness of various methods of PC selection to detect fault of TEP. It was shown that the optimum or near-optimum number of PCs, which maximizes the sensitivity of fault detection, can be select by GA. Results show that the proposed methods perform good detection capability. While the modified PCA and modified FDA have the lowest missed detection rate of faults for the TEP, they should be used as part of a fault detection strategy. 
