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Abstract
Assume the mapping
A :
{
x1 = x+ω +y+ f (x,y),
y1 = y+g(x,y),
(x,y) ∈ Td×B(r0)
is reversible with respect to G : (x,y) 7→ (−x,y), and | f |Cℓ(Td×B(r0)) ≤ ε0, |g|Cℓ+d(Td×B(r0)) ≤ ε0,
where B(r0) := {|y| ≤ r0 : y ∈ Rd}, ℓ= 2d+1+ µ with 0< µ ≪ 1. Then when ε0 = ε0(d)> 0
is small enough and ω is Diophantine, the map A possesses an invariant torus with rotational
frequency ω. As an application of the obtained theorem, the Lagrange stability is proved for a
class of reversible Duffing equation with finite smooth perturbation.
1 Introduction and Main Results
Kolmogorov [9], Arnold [1] and Moser [19] established the well-known KAM theory after their
names. Let us begin with a nearly integrable Hamiltonian H = H0(y) + ε R(x,y) where x ∈ Td is
angle variable and y is action variable in some compact set of Rd . Endow H the symplectic structure
d y∧d x. Assume H0 is non-degenerate in the Kolmogorov’s sense: det
(
∂ 2
∂y2
H0(y)
)
6= 0. In 1954’s
ICM, Kolmogorov announced that for any Diophantine vector ω := ∂∂y H0(y), the Hamiltonian H
possesses an invariant torus which carries quasi-periodic motion with rotational frequency vector ω
provided that H is analytic and ε is small enough. This result is called Kolmogorov’s invariant-tori-
theorem. Kolmogorov himself gave an outline of proof in [9]. Arnold [1] gave a detail proof for the
Kolmogorov’s theorem. Arnold’s proof is a little bit different from Kolmogorov’s outline. Recently
one has found that Kolmogorov’s proof is valid and of more merits. Kolmogorov’s basic idea is to
overcome the difficulty arising from resonances (small divisors) by Newton iteration method. The
main contribution of Moser [19] to the KAM theory was to extend Kolmogorov’s invariant-tori-
theorem to smooth category. Moser exploited smooth approximation technique closely related to
idea of Nash [22] to overcome the loss of regularity due to the inversion of certain (non-elliptic)
differential operators at each Newton iteration step. In the original work of Moser [19], which
deals with twist area-preserving maps (corresponding to the Hamiltonian system case in one and
a half degrees of freedom), the perturbation was assumed to be C333. The smoothness assumption
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(in the twist map case) was later relaxed to five by Ru¨ssmann [26]. The Moser’s theorem with
improvement by Ru¨ssmann is usually called Moser’s twist theorem. For the Hamiltonian case we
refer to [20, 39], and, especially, [24], where Kolmogorovs theorem is proved under the hypothesis
that the perturbation is Cℓ with ℓ > 2d.
It is well-known that a center ( phase space is foliated by 1-dimensional invariant tori) of planar
linear system can changed into a focus by a non-Hamiltonian nonlinear perturbation so that all
invariant tori are broken down. From this one sees that the Hamiltonian structure plays an important
role in preserving the invariant tori undergoing perturbations. Besides the Hamiltonian structure (or
symplectic structure for mappings), there is so-called reversible structure for differential equations
or mappings on which KAM theory can be constructed. Moser [21] and Arnold [2] initiated the
study of reversible differential equations or reversible mappings. In 1973, Moser [21] constructed a
KAM theorem for
x˙= ω + y+ f (x,y), y˙= g(x,y),
where f and g are analytic in their arguments and reversible with respect to the involution (x,y) 7→
(−x,y), that is,
f (−x,y) = f (x,y), g(−x,y) =−g(x,y).
The KAM theory for analytic reversible equations (vector-fields) of more general form was deeply
investigated in Sevryuk [30, 31, 32, 33, 34] and Broer [4]. Zhang [40] constructed a KAM theorem
for a class of reversible equations which are assume to be Cℓ smooth where the low bound of ℓ < ∞
is not specified. Sevryuk [30] also studied deeply the KAM theory for reversible mappings. For
example, Sevryuk [30] constructed a KAM theorem for a reversible mapping A with respect to G :
A :
 xy
z
 7→
 x+λy+ f 1(x,y,z)y+ f 2(x,y,z)
z+ f 3(x,y,z)
 , G :
 xy
z
 7→
 −x+α1(x,y,z)y+α2(x,y,z)
z+α3(x,y,z)
 ,
where (x,y,z) is in some domain in Tn×Rp×Rq, constant λ ∈ (0,1], f j ( j = 1,2,3) and α j( j =
1,2,3) are real analytic in some domain. Liu [18] established a KAM theorem for analytic and
reversible mapping which is quasi-periodic in x. In those works the mappings are required to be
analytic. Naturally one hopes to construct KAM theory for reversible mapping of finite smoothness.
Especially one can ask what the lowest smoothness assumption is for reversible mapping.
Actually, KAM theorem for reversible mapping of finite smoothness is useful in the study of
some ordinary differential equations. Dieckerhoff-Zehnder [7] showed the Lagrange stability for
Duffing equation
x¨+ x2n+1+
2n
∑
j=0
a j(t)x
j = 0, a j(t) ∈C∞(T1)
using Moser’s twist theorem. See [11, 14, 15, 36, 37, 38] for more details. Levi [12] generalizes
the polynomial x2n+1+∑2nj=0 a j(t)x
j to any finite smooth function of g(x, t) with some suitable con-
ditions, by using the facts that the mapping is required to be finite smooth rather than analytic in
Moser’s twist theorem and that the Duffing equation is a Hamiltonian system. Liu [16, 17, 18], Piao
[23] and Yuan-Yuan [35] proved the Lagrange stability for the Duffing equation
x¨+
(
[(n−1)/2]
∑
j=0
b j(t)x
2 j+1
)
x˙+ x2n+1+
n
∑
j=0
a j(t)x
2 j+1 = p(t), (1.1)
which is reversible with respect to G : (x, x˙, t) 7→ (−x, x˙,−t), where either p(t) = 0 or p(t) is odd. If
we want to generalize (1.1) to a general reversible system x¨+g(x, x˙, t) = 0 where g is finite smooth in
each variable, then we need to construct a KAM theorem for reversiblemapping of finite smoothness.
This is one of aims that we write the present paper.
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To that end, let Td = (R/2piZ)d,B(r) = {y ∈Rd | |y|< r} with r > 0, and let us consider a twist
mapping
A0 :
{
x1 = x+ω + y,
y1 = y,
where (x,y) ∈ Td ×B(r0) with some r0 > 0 is a constant, as well as ω ∈ Rd is called frequency of
A0. It is clear that A0 possesses an invariant torus
J0 := {x1 = x+ω : x ∈ Td}×{y1 = 0}.
We will prove that the invariant torus J0 is preserved undergoing a small perturbation of finite
smoothness, provided that ω is Diophantine. More exactly, we have the following theorem:
Theorem 1. Consider a mapping A which is the perturbation of A0 :
A :
{
x1 = x+ω + y+ f (x,y),
y1 = y+ g(x,y),
(x,y) ∈ Td×B(r0).
Suppose that
(A1) ω ∈ DC(κ ,τ) with 0 < κ < 1, τ > d, that is, there exist constants 1 > κ > 0 and τ > d such
that
| 〈k,ω〉+ j |≥ κ|k|τ , ∀ (k, j) ∈ Z
d×Z, k 6= 0. (1.2)
(In order to the smoothness of perturbations f and g is sharp, we take τ = d + µ
100
with
0< µ ≪ 1.)
(A2) Given ℓ = 2d+ 1+ µ with 0 < µ ≪ 1, and f ,g : Td ×B(r0)→ Rd are Cℓ and Cℓ+d , respec-
tively, and
| f |Cℓ(Td×B(r0)) ≤ ε, |g|Cℓ+d(Td×B(r0)) ≤ ε.
(A3) The mapping A is reversible with respect to the involution G : (x,y) 7→ (−x,y), that is,
AGA= G on Td×B(r0).
Then there exists ε0 = ε0(τ,d,r0)> 0 such that for any 0< ε < ε0, the mapping A has an invariant
torus Γ and the restriction of A on Γ is expressed by
A |Γ: x 7→ x+ω .
Theorem 2. Consider a system of non-autonomous differential equations
(a) :
{
x˙= ω + y+ f (x,y, t),
y˙= g(x,y, t),
(x,y, t) ∈ Td×B(r0)×T := D. (1.3)
Suppose that
(a1) ω ∈ DC(κ ,τ) with 0< κ < 1, τ > d.
(a2) f , g : Td×B(r0)×T→Rd are Cℓ and Cℓ+d , respectively, and
| f |Cℓ(D) ≤ ε, |g|Cℓ+d(D) ≤ ε.
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(a3) The system (1.3) of differential equations is reversible with the involutionG : (x,y, t) 7→ (−x,y,−t),
that is, for any (x,y, t) ∈ D,
f (−x,y,−t) = f (x,y, t),
g(−x,y,−t) =−g(x,y, t).
Then there exists ε0 = ε0(τ,d,r0)> 0 such that for any 0< ε < ε0 there exists a coordinate changes
ψ :
{
x= ξ + u(ξ ,η , t)
y= η + v(ξ ,η , t)
such that the map ψ restricted to {ξ = ωt : t ∈ R}×{η = 0}×{t : t ∈ T} is a real C0 embedding
into Td×Rd of a rotational torus with frequency ω for the system (1.3).
Remark 1. The first equation in (1.3) can be replaced by x˙ = ω +α(y)+ f (x,y, t) with ∂yα(y) ≥
C0 > 0 in the sense of positive definite matrix. In Theorem 2, the condition that f and g are 2pi
periodic in time t can be generalized to that f and g are quasi-periodic with frequency ω˜ ∈ Rd˜
(d˜ ≥ 1) in time t, if we take ℓ = 2(d + d˜)− 1+ µ and replace the condition (a1) by (ω , ω˜) ∈
R
d+d˜⋂DC(κ ,τ) with 0< κ < 1, τ > d+ d˜.
Remark 2. For exact and area-preserving twist maps on annulus, it was proved by Herman in
[10] that unperturbed invariant curves can be destructed by C3−δ (0 < δ < 1) arbitrarily small
perturbation, and the unperturbed invariant curves can be preserved by C3+δ sufficiently small
perturbation for some special Diophantine frequency ω of zero Lebesgue measure but infinitely
many numbers. Recently, Cheng-Wang [5] showed that for an integrable Hamiltonian H0 =
1
2 ∑
d
i y
2
i
(d ≥ 2), any Lagrangian torus with a given unique rotation vector can be destructed by arbitrarily
C2d−δ small Hamiltonian perturbations. Checking those counter-examples above, it was seen that
the results on destructed invariant tori hold still true if an additional reversible condition is imposed
on the symplectic mapping or Hamiltonian vector. So the optimal smoothness of the reversible
mapping A depending periodically on time t should be larger or equal to 2d+ 1+ µ . It is not clear
whether the smoothness 3d+ 1+ µ is optimal or this requirement is a shortcoming of our proof. It
is worth to investigate further.
Remark 3. The proof of Theorem 1 is different from that of Moser’s twist theorem. We recall
that Moser invoked the smooth approximation technique from Nash’s idea to overcome the loss of
regularity during Newton iteration. More exactly, Moser used a smoothness operator, say Ss, to
decompose the perturbation vector field ( f ,g) into ( f ,g) = (Ss f +(1−Ss) f ,Ssg+(1−Ss)g), where
Ss f and Ssg are more smooth than f and g, and (1− Ss) f and (1− Ss)g are smaller than f and g.
Then he eliminated the perturbations (Ss f ,Ssg). An important fact is that (Ss f ,Ssg) is still symplectic
if ( f ,g) is symplectic. Unfortunately, when ( f ,g) is reversible with respect to the involution G, we do
not know if (Ss f ,Ssg) is, too, reversible with respect to G. So we could not transplantMoser’s trick to
deal with the reversible mapping of finite smoothness. In the present paper, we regard the reversible
mapping A in Theorem 1 as the Poincare map of a reversible differential equation. And then we
construct a KAM theorem (Theorem 2) for a reversible differential equation which is periodic in
time. Then we proved Theorem 1 by using Theorem 2.
This paper is organized as follows: Section 2 we give out the approximation theorem of Jackson-
Moser-Zhender. In Section 3, we give out iterative constants and iterative domains in Newton itera-
tion. In Section 4, we give out the key iterative lemma (See Lemma 4.1). Using Lemma 4.1 further,
we give proof of Theorems 2 and 1 . In Section 5, we derive the homological equations and give out
the estimates of the solutions of the homological equations to eliminates perturbations. In Section
6, we make the estimate of new perturbations. In Section 7, we give an application of the obtained
Theorem 1 to the Lagrange stability for reversible Duffing equation with finite smooth nonlinear
perturbation.
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2 Approximation Lemma
First we denote by | · | the norm of any finite dimensional Euclidean space. LetCµ(Rm) for 0< µ < 1
denote the space of bounded Ho¨lder continuous functions f : Rm → Rn with the norm
| f |Cµ = sup
0<|x−y|<1
| f (x)− f (y)|
|x− y|µ + supx∈Rm
| f (x)|.
If µ = 0 the | f |Cµ denotes the sup-norm. For ℓ = k+ µ with k ∈ N and 0 ≤ µ < 1 we denote
by Cℓ(Rm) the space of functions f : Rm → Rn with Ho¨lder continuous partial derivatives ∂ α f ∈
Cµ(Rm) for all multi-indices α = (α1, ...,αm) ∈ Nm with |α| = α1 + ...+αm ≤ k. We define the
norm
| f |Cℓ := ∑
|α |≤ℓ
|∂ α f |Cµ
for µ = ℓ− [ℓ]< 1. In order to give an approximate lemma, we define the kernel function
K(x) =
1
(2pi)m
∫
Rm
K̂(ξ )ei〈x,ξ 〉 dξ , x ∈ Cm,
where K̂(ξ ) is a C∞ function with compact support, contained in the ball |ξ | ≤ a with a constant
a> 0, that satisfies
∂ α K̂(0) =
{
1, ifα = 0,
0, ifα 6= 0.
Then K : Cm →Rn is a real analytic function with the property that for every j > 0 and every p> 0,
there exists a constant c1 = c1( j, p) > 0 such that for all β ∈Nm with |β | ≤ j,∣∣∣∂ β K(x+ iy)∣∣∣≤ c1(1+ |x|)−pea|y|, x,y ∈Rm. (2.1)
Lemma 2.1. (Jackson-Moser-Zehnder) There is a family of convolution operators
(SsF)(x) = s
−m
∫
Rm
K(s−1(x− y))F(y)dy, 0< s≤ 1, ∀ F ∈C0(Rm) (2.2)
from C0(Rm) into the linear space of entire (vector) functions on Cm such that for every ℓ > 0 there
exist a constant c = c(ℓ) > 0 with the following properties: If F ∈ Cℓ(Rm), then for |α| ≤ ℓ and
|Imx| ≤ s,
|∂ α(SsF)(x)− ∑
|β |≤ℓ−|α |
∂ α+βF(Rex)(i Imx)β/β !| ≤ c |F |Cℓsℓ−|α |. (2.3)
Moreover, in the real case
|SsF−F|Cp ≤ c|F |Cℓsℓ−p, p≤ ℓ, (2.4)
|SsF|Cp ≤ c|F|Cℓsℓ−p, p≤ ℓ. (2.5)
Finally, if F is periodic in some variables then so are the approximating functions SsF in the same
variables.
Remark 4. Moreover we point out that from (2.5) one can easily deduce the following well-known
convexity estimates which will be used later on
| f |l−kCα ≤ c| f |l−αCk | f |
α−k
Cl
, k ≤ α ≤ l, (2.6)
| f ·g|Cs ≤ c(| f |Cs |g|C0 + | f |C0 |g|Cs), s≥ 0. (2.7)
See [29, 39] for the proofs of Lemma 2.1 and the inequalities (2.6) and (2.7).
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Remark 5. From the definition of the operator Ss, we clearly have
sup
x,y∈Rm,|y|≤s
|SsF(x+ iy)| ≤C|F |C0 . (2.8)
In fact, by the definition of Ss, we have that for any x,y ∈ Rm with |y| ≤ s,
|SsF(x+ iy)| =
∣∣∣∣s−m ∫
Rm
K(s−1(x+ iy− z))F(z)d z
∣∣∣∣ (2.9)
=
∣∣∣∣∫
Rm
K(is−1y+ ξ )F(x− sξ )d ξ
∣∣∣∣ (2.10)
≤ |F |C0
∫
Rm
∣∣K(is−1y+ ξ )∣∣ d ξ (2.11)
≤ C |F |C0 , (2.12)
where we used (2.1) in the last inequality. The following lemma shows that the operator Ss commutes
with the involution map G : (x,y, t) 7→ (−x,y,−t).
Lemma 2.2. Let m= 2d+ 1 in Lemma 2.1. Then
(1)when F(−x,y,−t) =−F(x,y, t), for ∀(x,y, t) ∈ Td×B(r)×T with r > 0, we have
SsF(−x,y,−t) =−SsF(x,y, t).
(2) when F(−x,y,−t) = F(x,y, t), for ∀(x,y, t) ∈ Td×B(r)×T with r > 0, we have
SsF(−x,y,−t) = SsF(x,y, t).
Proof. Let ξ = (ξ1,ξ2, t) ∈ Rd ×Rd ×R = Rm. Clearly we can choose the kernel function K̂(ξ )
such that
K̂(−ξ1,ξ2,−t) = K̂(ξ1,ξ2, t), ∀ξ ∈Rm.
It follows that
K(−x,y,−t) = (−1)d+1K(x,y, t), ∀(x,y, t) ∈ Rm.
By the definition of Ss,
SsF(x,y, t) = s
−(2d+1)
∫
Rd×Rd×R
K(s−1(x− x˜,y− y˜, t− t˜))F(x˜, y˜, t˜)dx˜dy˜dt˜.
So
SsF(−x,y,−t) = s−(2d+1)
∫
Rd×Rd×R
K(s−1(−x− x˜,y− y˜,−t− t˜))F(x˜, y˜, t˜)dx˜dy˜dt˜
= s−(2d+1)(−1)d+1
∫
Rd×Rd×R
K(s−1(x+ x˜,y− y˜, t+ t˜))F(x˜, y˜, t˜)dx˜dy˜dt˜
= s−(2d+1)
∫
Rd×Rd×R
K(s−1(x− x∗,y− y˜, t− t∗))F(−x∗, y˜,−t∗)dx∗dy˜dt∗
= ∓s−(2d+1)
∫
Rd×Rd×R
K(s−1(x− x˜,y− y˜, t− t˜))F(x˜, y˜, t˜)dx˜dy˜dt˜
= ∓SsF(x,y, t),
where ∓=− for case (1),∓=+ for case (2).
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Consider a Rn− valued function F : D→ Rn with
|F |ℓC(D)≤ ε.
Recall D = Td ×B(r0)×T. By Whitney’s extension theorem, we can find a Rn− valued function
F˜ : Td×Rd×T→ Rn such that F˜ |D= F (i. e. F˜ is the extension of F) and
|F˜ |C|α|(Td×Rd×T) ≤Cα | F |C|α|(D), ∀α ∈ Zd+, |α| ≤ ℓ,
whereCα is a constant depends only ℓ and d.
Let z= (x,y, t) for brevity, define, for ∀s> 0,
(SsF˜)(z) = s
−(2d+1)
∫
Td×Rd×T
K(s−1(z− z˜))F˜(z˜)dz˜.
Let Tds = {φ ∈ (C/2piZ)d : |Imφ |< s}, Rds = {x∈Cd | |Imx|< s}. Fix a sequence of fast decreasing
numbers sν ↓ 0, ν ∈ Z+ and s0 ≤ 1/2. Let
F (ν)(z) = (Ssν F˜)(z), ν ≥ 0.
Then F (ν)’s (ν ≥ 0) are entire functions inC2d+1, in particular, which obey the following properties.
(1) F(ν)’s (ν ≥ 0) are real analytic 1 on the complex domain Tdsν ×Rdsν ×Tsν := Dsν ;
(2) The sequence of functions F (ν)(z) satisfies the bounds
sup
z∈Dsν
|F(ν)(z)−F(z)| ≤C|F |Cℓ(D)sℓν , (2.13)
sup
z∈Dsν+1
|F (ν+1)(z)−F(ν)(z)| ≤C|F|Cℓ(D)sℓν , (2.14)
where constantsC =C(d, ℓ) depend on only d and ℓ;
(3) The first approximate F (0)(z) = (Ss0 F˜)(z) is “small” with respect to F. Precisely,
|F(0)(z)| ≤C|F |Cℓ(D), ∀z ∈ Ds0 , (2.15)
where constantC =C(d, ℓ) is independent of s0.
(4) From Lemma 2.1, we have that
F(z) = F (0)(z)+
∞
∑
ν=0
(F (ν+1)(z)−F(ν)(z)), ∀z ∈D. (2.16)
Let
F0(z) = F
(0)(z), Fν+1(z) = F
ν+1(z)−Fν (z). (2.17)
Then
F(z) =
∞
∑
ν=0
Fν(z), ∀z ∈D. (2.18)
By Lemma2.2, we have
Fν(−x,y,−t) =−Fν(x,y, t), if F(−x,y,−t) =−F(x,y, t), (2.19)
Fν(−x,y,−t) = Fν(x,y, t), if F(−x,y,−t) = F(x,y, t). (2.20)
1that is, Fν (z) is analytic in Tdsν ×Rdsν ×Tsν , and is real when z is real.
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3 Iterative constants
• Given constant µ with 0< µ ≪ 1, and let τ = d+ µ
100
, µ˜ = µ
100(2τ+1+µ) ;
• ℓ= 2d+ 1+ µ ;
• ε0 = ε, 2 εν = ε(1+µ˜)ν , ν = 0,1,2, · · · , which measures the size of perturbation at ν−th step
of Newton iteration;
• sν = ε1/ℓν , ν = 0,1,2, · · · , which measures the width of angle variable in analytic approxima-
tion;
• rν = sd+1+
µ
10
ν , ν = 0,1,2, · · · , which measures the size of action variable in analytic approxi-
mation;
• s( j)ν = sν − j100ℓ(sν − sν+1), j = 1,2, ...,100ℓ, which are bridges between sν and sν+1;
• r( j)ν = rν − j100ℓ(rν − rν+1), j = 1,2, ...,100ℓ, which are bridges between rν and rν+1;
• BC(r) = {y ∈Cd : |y| ≤ r}, for ∀r ≥ 0;
• D(s,r) = Tds ×BC(r)×Ts, ∀r ≥ 0,s≥ 0.
• For a Cn− valued function F(x,y, t) analytic in D(s,r), denote
||F ||s,r = sup
z=(x,y,t)∈D(s,r)
|F(z)|,
here (and other places) | · | is Euclidean norm.
4 Iterative Lemma
Let us return to function f = f (x,y, t), g = g(x,y, t) in Theorem 2. Let z = (x,y, t) for brevity. With
the above preparation, we can rewrite equation (1.3) in Theorem 2 as follows:
x˙= ω + y+
∞
∑
ν=0
fν (z), y˙=
∞
∑
ν=0
gν(z), (4.1)
where
fν ,gν : T
d
sν
×Rdsν ×Tsν →Cn (4.2)
are real analytic, and
‖ fν ‖sν ,rν≤Cεν , ‖ gν ‖sν ,rν≤Cεν sdν (4.3)
and for any (x,y, t) ∈ D(sν ,rν )
fν (−x,y,−t) = fν (x,y, t), gν(−x,y,−t) =−gν(x,y, t). (4.4)
The basic idea in KAM theory is to kill the perturbations f and g by Newton iteration. The procedure
of the iteration is as follows:
1st step: to search for a involution map Φ0 (which keeps the involution G : (x,y, t) 7→ (−x,y,−t)
unchanged) such that the analytic vector-field
(a)0 : (ω + y+ f0,g0)
2We hope that the readers are able to distinguish this ε0 with that in Theorems 1.1 and 1.2.
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is changed by Φ0 into
(a)0 ◦Φ0 = (ω + y+ f0,g0)◦Φ0
= (ω + y+ f 01 ,g
0
1) := (a)1,
where f 01 = O(ε1) and g
1
0 = O(ε1s
d
1).
2nd step: to search for a involution map Φ1 such that (a)1+( f1,g1) is changed into (ω + y+
f 02 ,g
0
2), where f
0
2 = O(ε2,) g
0
2 = O(ε2s
d
2). The combination of steps 1 and 2 implies that (ω +
y+ f0 + f1,g0+ g1) ◦Φ0 ◦Φ1 = (ω + y+ f 02 ,g02). Repeating the above procedure, at m+ 1th step,
we have that (a)m+( fm,gm) is changed by Φm into (ω + y+ f
0
m+1,g
0
m+1), where f
0
m+1 = O(εm+1),
g0m+1 = O(εm+1s
d
m+1). That is, (ω + y+ ∑
m
j=0 f j,∑
m
j=0g j) ◦Φ(m) = (ω + y+ f 0m+1,g0m+1), where
Φ(m) = Φ0 ◦Φ1 ◦ · · · ◦Φm. Finally letting m→ ∞, and letting
Φ∞ := lim
m→∞ Φ
(m),
we have
(ω + y+ f ,g)◦Φ∞
= lim
m→∞(ω + y+
m
∑
j=0
f j,
m
∑
j=0
g j)◦Φ(m)
= lim
m→∞(ω + y+ f
0
m+1,g
0
m+1)
= lim
m→∞(ω + y+O(εm+1),O(εm+1s
d
m+1))
= (ω + y,0).
From this, we see that (Φ∞)−1({x= ωt}×{y= 0}×{t : t ∈ T}) is an invariant torus of the original
vector-field. This iterative procedure can be found in [6]. The following iterative Lemma is a
materialization of the above iterative procedure.
Lemma 4.1. (Iterative Lemma) Let ω ∈ DC(κ ,τ). Assume that we have m coordinate changes
Φ0 = Ψ
−1
0 , · · · ,Φm−1 = Ψ−1m−1, which obey
Ψ j : D(s j,r j)→ D(s j−1,r j−1) ( j = 0,1, · · · ,m− 1)
of the form
Ψ j : x= x˜+ u j(x˜, y˜, t), y= y˜+ v j(x˜, y˜, t), ( j = 0,1, · · · ,m− 1)
and u j, v j are real for real arguments and analytic in each argument with estimates
‖ u j ‖s j ,r j≤Cε js−dj ,‖ v j ‖s j ,r j≤Cε j ( j = 0,1, · · · ,m− 1) (4.5)
such that the system of equations
(a)(m−1) :
{
˙˜x= ω + y˜+∑m−1j=0 f j(x˜, y˜, t),
˙˜y= ∑m−1j=0 g j(x˜, y˜, t)
is changed by Φ(m−1) = Φ0 ◦ · · · ◦Φm−1 into
(a)
(m−1)
∗ :
{
x˙= ω + y+ f 0m(x,y, t),
y˙= g0m(x,y, t),
where f 0m, g
0
m obey
9
(1)m The functions f
0
m, g
0
m are real for real arguments;
(2)m The functions f
0
m, g
0
m are analytic in D(sm,rm) with estimates
‖ f 0m ‖sm,rm≤Cεm, ‖ g0m ‖sm,rm≤Cεmsdm; (4.6)
(3)m The functions f
0
m, g
0
m is reversible with respect to involution map: G : (x,y, t) 7→ (−x,y,−t),
that is,
f 0m(−x,y,−t) = f 0m(x,y, t), g0m(−x,y,−t) =−gm(x,y, t). (4.7)
Then there is a coordinate change Φm = Ψ
−1
m :
Ψm :D(sm+1,rm+1)→D(sm,rm)
of the form
Ψm : ξ = x+ um(x,y, t), η = y+ vm(x,y, t) (4.8)
and
‖ um ‖sm,rm≤Cεms−dm , ‖ vm ‖sm,rm≤Cεm (4.9)
such that Ψm, which is reversible with respect to G : (x,y, t) 7→ (−x,y,−t), changes the modified
equations:
(a j)
∗ :
{
x˙= ω + y+ f 0m(x,y, t)+ fm(x,y, t)
y˙= g0m(x,y, t)+ gm(x,y, t)
(4.10)
into
(a)
(m)
∗ :
{
ξ˙ = ω +η + f 0m+1(ξ ,η , t),
η˙ = g0m+1(ξ ,η , t),
(4.11)
where f 0m+1 and g
0
m+1 obey the conditions (1)m, (2)m and (3)m by replacing m by m+ 1. In other
words, Φ(m) := Φ(m−1) ◦Φm changes{
x˙= ω + y+∑mj=0 f j(x,y, t)
y˙= ∑mj=0 g j(x,y, t)
(4.12)
into (a)
(m)
∗ .
Proof of Theorem 1.2We see that
Ψ∞ = lim
m→∞ Ψ1 ◦ · · · ◦Ψm :D(0,0)→ D(s0,r0)⊂ D.
The proof for the existence of limit Ψ∞ is now standard. We omit the detail. See Moser [19] for
example. Let Φ∞ = limm→∞ Φ(m). Thus Ψ∞ = (Φ∞)−1 and Ψ∞({ωt}×{y= 0}×{t : t ∈ T}) is a
C0 embedding torus of the original equations (1.3).
Proof of Theorem 1.1 By Proposition 4.5 of Sevryuk [30], we know that the map A in Theorem
1.1 can be regarded as the time-1 map ( Poincare map ) of equation (1.3) in Theorem 1.2. The proof
is completed by Theorem 1.2.
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5 Derivation of homological equation
Let us recall (4.10). Let
f
(m)
m (x,y, t) = f
0
m(x,y, t)+ fm(x,y, t), (5.1)
g
(m)
m (x,y, t) = g
0
m(x,y, t)+ gm(x,y, t). (5.2)
By the conditons (1)m, (2)m and (3)m in the iterative lemma, and observing (4.2), (4.3) and (4.4),
we have
(i)m the functions f
(m)
m , g
(m)
m are real for real arguments;
(ii)m the functions f
(m)
m , g
(m)
m are analytic in D(sm,rm) :
‖ f (m)m ‖sm,rm≤Cεm, ‖ g(m)m ‖sm,rm≤Cεmsdm; (5.3)
(iii)m the functions f
(m)
m , g
(m)
m are reversible with respect to G : (x,y, t) 7→ (−x,y,−t), that is
f
(m)
m (−x,y,−t) = f (m)m (x,y, t), (5.4)
g
(m)
m (−x,y,−t) =−g(m)m (x,y, t). (5.5)
Consider a map Φ = Φm of the form
Φ = Φm :
{
x= ξ +U(ξ ,η , t)
y= η +V(ξ ,η , t)
(5.6)
and its inverse Φ−1 is of the form
Ψ = Φ−1 :
{
ξ = x+ u(x,y, t),
η = y+ v(x,y, t),
(5.7)
where u,v,U,V will be specified. Inserting (5.7) into equation (a j)
∗ with j =m−1 (i.e. (4.10)), and
noting (5.1) and (5.2), we have that
ξ˙ = ω +η (5.8)
+ ω ·∂xu+ ∂tu+ f (m)m (x,y, t)− v (5.9)
+ ∂yu ·g(m)m (x,y, t)+ ∂xu · f (m)m (x,y, t) (5.10)
+ ∂xu · y, (5.11)
η˙ = ω ·∂xv+ ∂tv+ g(m)m (x,y, t) (5.12)
+ ∂yv ·g(m)m (x,y, t)+ ∂xv · f (m)m (x,y, t) (5.13)
+ ∂xv · y (5.14)
and where u= u(x,y, t), v= v(x,y, t), ω ·∂x = Σdj=1ω j∂x j , and x= ξ +U(ξ ,η , t), y= η +V(ξ ,η , t)
will be implicity defined by (5.7).
Letting (5.9)=0 and (5.12)=0, we derive homological equations:
ω ·∂xu+ ∂tu− v+ f (m)m (x,y, t) = 0 (5.15)
11
and
ω ·∂xv+ ∂tv+ g(m)m (x,y, t) = 0. (5.16)
Let ĝ
(m)
m (k, l,y) is the (k, l)− Fourier coefficient of g(m)m (x,y, t), with respect to variable (x, t), that
is,
ĝ
(m)
m (k, l,y) =
1
(2pi)d+1
∫ 2pi
0
· · ·
∫ 2pi
0
g
(m)
m (x,y, t)e
−√−1(〈k,x〉+lt)dxdt,
where k ∈ Zd , l ∈ Z. Similarly, we can define f̂ (m)m (k, l,y), etc.
By (5.5), we have
ĝ
(m)
m (0,0,y) = 0, y ∈ BC(rm). (5.17)
By passing to Fourier coefficients, homological equation (5.16) reads
√−1(〈k,ω〉+ l) v̂(k, l,y) =−ĝ(m)m (k, l,y), (5.18)
where (k, l) ∈ Zd×Z\ {(0,0)}, y ∈ BC(rm). So we have
v̂(k, l,y) =
√
−1 ĝ
(m)
m (k, l,y)
〈k,ω〉+ l . (5.19)
We notice that when (k, l) = (0,0), 〈k,ω〉+ l = 0 and ĝ(m)m (0,0,y) = 0. Thus we have a freedom to
choose v̂(0,0,y) in (5.18).
Lemma 5.1. [27, 28] Assume ω satisfies
|〈k,ω〉+ j| ≥ κ/|k|τ , ∀(k, j) ∈ Zd×Z\ {(0,0)}.
Then the inequalities
∑
|k|≤n
|〈k,ω〉+ j|−2 ≤Cκ−2n2τ , |k|= |k1|+ · · ·+ |kd|
hold for n= 1,2, · · · .
Proof. The proof for d = 1 is given in [27, 28]. For d > 1, the proof goes well. For the convenience
of the readers, we copy the proof from [27, 28] with a minor modification. If we numerate the
numbers of the set
{〈k,ω〉+ l | |k| ≤ n, l ∈ Z},
according to their natural order
· · ·< d−2 < d−1 < 0< d1 < d2 < · · · ,
d j = 〈k j,ω〉− l j, j =±1,±2, · · · .
According to ω ∈ D(κ ,τ), d1 ≥ κ/nτ , we obtain
d j+1− d j = |〈k j+1− k j,ω〉+(l j− l j+1)| ≥ κ/2τnτ , j = 1,2, · · · .
Thus
d j ≥ jκ(2n)−τ , j = 1,2, · · · .
It follows that
∞
∑
j=1
d−2j ≤ κ−2(2n)2τ
∞
∑
j=1
1
j2
≤Cκ−2n2τ .
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In the same way, we have
−1
∑
j=−∞
d−2j ≤Cκ−2n2τ .
Consequently, we have
∑
|k|≤n
|〈k,ω〉+ l|−2 ≤Cκ−2n2τ .
We are now in position to estimate v(x,y, t). First, by Parseval’s identity
sup
y∈BC(rm)
∑
(k,l)∈Zd+1\{0}
| ĝ(m)m (k, l,y) |2 e2(|k|+|l|)sm ≤C ‖ g(m)m ‖2sm,rm , (5.20)
whereC =C(κ ,τ) depends on κ and τ. Following [22, 23], let
Gn(y) = ∑
(k, l) ∈ Zd+1
1≤ |k|+ |l| ≤ n
| ĝ(m)m (k, l,y) | e
(|k|+|l|)sm
|〈k,ω〉+ l| , (n= 1,2, · · ·).
Then by Cauchy-Schwarz inequality and Lemma 5.1, we get
Gn(y) ≤ C
√
∑
(k,l)∈Zd+1
| ĝ(m)m (k, l,y) |2 e2(|k|+|l|)sm
√
∑
1≤|k|+|l|≤n
1
| 〈k,ω〉+ l |2
≤ C ‖ g(m)m ‖sm,rm
|n|τ
κ
.
Letting b˜m =
1
200ℓ(sm− sm+1)≥ 1400ℓsm and letting G0(y) = 0, we obtain by means of Abel’s partial
summation, for any N ≫ 1,
∑
0<|k|+|l|≤N
| ĝ(m)m (k, l,y) | e
(|k|+|l|)(sm−b˜m)
| 〈k,ω〉+ l |
= (1− e−b˜m)
N
∑
n=1
Gn(y)e
−nb˜m +GN(y)e−(N+1)b˜m
≤ C ‖ g(m)m ‖sm,rm
∞
∑
n=1
nτ(e−nb˜m − e−(n+1)b˜m)
≤ C ‖ g(m)m ‖sm,rm (b˜m)−τ
≤ (400ℓ)τC ‖ g(m)m ‖sm,rm s−τm .
It follows
‖ v ‖
s
(1)
m ,rm
≤ C ‖ g(m)m ‖sm,rm s−τm
≤ Cεms−τ+dm =Cεms
− µ100
m
≪ rm. (5.21)
Recall that we have a freedom to choose v̂(0,0,y) such that
− v̂(0,0,y)+ f̂ (m)m (0,0,y) = 0, ∀y ∈ BC(rm). (5.22)
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In view of (5.3) and (5.22), by applying the same method to (5.15), we have
‖ u ‖
s
(2)
m ,rm
≤ C ‖ v ‖
s
(1)
m ,rm
s−τm +C ‖ f (m)m ‖sm,rm s−τm
≤ Cεms−(τ+
µ
100 )
m . (5.23)
By Cauchy estimate, we have that for 0≤ p, 0≤ q and p+ q= 1,
‖ ∂ px ∂ qy v ‖s(2)m ,r(1)m ≤Cεms
− µ100
m max{s−1m ,r−1m } ≤Cs
l− µ100−(d+1+ µ100 )
m ≤Csd−
µ
100
m ≪ 1,
‖ ∂ px ∂ qy u ‖s(3)m ,r(1)m ≤Cεms
−(τ+ µ100 )
m max{s−1m ,r−1m } ≤Cs
l−τ− µ100−(d+1+ µ100 )
m ≤Cs
µ
100
m ≪ 1.
By (5.7), (5.21) and (5.23) and by means of implicit theorem, we have that Φ = Ψ−1 = Φm :
Φ :
{
x= ξ +U(ξ ,η , t),
y= η +V(ξ ,η , t),
(5.24)
where (ξ ,η , t) ∈ D(s(4)m ,r(2)m ) andU,V are real analytic in D(s(4)m ,r(2)m ), and satisfy
‖U ‖
s
(4)
m ,r
(2)
m
≤Cεms−2τm , (5.25)
‖V ‖
s
(4)
m ,r
(2)
m
≤Cεms−τm , (5.26)
Ψ(D(sm+1,rm+1))⊂ Ψ(D(s(4)m ,r(2)m ))⊂ D(sm,rm) (5.27)
Now let us consider the reversibility of the changed system. First of all, by applying (5.4), (5.5) to
(5.15) and (5.16), we have
u(−x,y,−t) =−u(x,y, t), v(−x,y,−t) = v(x,y, t). (5.28)
Then by Φ◦Ψ = id, we get
u(x,y, t)+U(x+ u(x,y, t),y+V(x,y, t), t) = 0, (5.29)
v(x,y, t)+V(x+ u(x,y, t),y+V(x,y, t), t) = 0. (5.30)
By (5.28), (5.29) and (5.30), we have
U(−ξ ,η ,−t) =−U(ξ ,η , t), V (−ξ ,η ,−t) =V (ξ ,η , t), (5.31)
where (ξ ,η , t) ∈ D(s(4)m ,r(2)m ). It follows that the changed system are still reversible with respect to
G : (x,y, t) 7→ (−x,y,−t).
6 Estimates of new perturbations
• Estimate of (5.10). By (5.21), (5.22), (5.23) and (5.3), and regarding (5.10) as a function of
(x,y, t), we have
‖ (5.10)(x,y, t) ‖
s
(5)
m ,r
(3)
m
≤ ε µ˜mεm = εm+1.
• Estimate of (5.11). By Cauchy estimate, and in view of (5.23), we have
‖ (5.11)(x,y, t) ‖
s
(3)
m ,r
(2)
m
≤ εms−(τ+
µ
100+1)
m rm (6.1)
= s
4
50 µ
m εm < εm+1. (6.2)
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Let
f 0m+1 = (5.10)+ (5.11).
Moreover, by (5.25) and (5.26), we have
‖ f 0m+1(ξ ,η , t) ‖sm+1,rm+1≤ εm+1. (6.3)
Let g0m+1 = (5.13)+ (5.14). Similarly, we can prove
‖ g0m(ξ ,η , t) ‖sm+1,rm+1≤ εm+1sdm+1.
Thus we have proved the claim (2)m in the iterative Lemma with replacing m by m+ 1.
Nowwe are in position to prove (3)m with replacingm bym+1. Let us return to the homological
equation (5.15) and (5.16). Replacing (x,y, t) by (−x,y,−t), and in view of
f
(m)
m (−x,y,−t) = f (m)m (x,y, t), g(m)m (−x,y,−t) =−g(m)m (x,y, t).
We see that u(−x,y,−t),−v(−x,y,−t) are still a pair of the solutions of (5.15) and (5.16). Noting
that the solutions of (5.15) and (5.16) are unique. So
u(−x,y,−t) = u(x,y, t),v(−x,y,−t) =−v(x,y, t).
This implies that (4.11) is reversible with respect to G : (x,y, t) 7→ (−x,y,−t). Thus (3)m holds true
with replacing m by m+ 1.
Again returning to (5.15) and (5.16). Note that f
(m)
m and g
(m)
m are real for real arguments. It
follows that so are u and v. Moreover, f 0m+1 and g
0
m+1 are real for real arguments. We omit the detail
here. This completes the proof of the iterative Lemma.
7 Application: Lagrange stability for a class of Lie´nard equa-
tion
Let C > 0 be a universal constant which maybe different in different places. Consider the Lie´nard
equation
x¨+ x2n+1+ g(x, t)+ f (x, t)x˙= 0, (7.1)
where f and g satisfy
( f )1 f (x, t) is odd in x, even in t, and of period 1 in t,
( f )2 ∃ 0≤ p≤ n− 1, and ∃ integer N > 0 such that
|xk∂ kx ∂ ℓt f (x, t)| ≤C|x|p, |x| ≫ 1, 0≤ k≤ N, 0≤ ℓ≤ 2,
(g)1 g(x, t) is odd in x, even in t, and of period 1 in t,
(g)2 ∃ q with 0≤ q≤ 2n− 1 such that
|xk∂ kx ∂ ℓt g(x, t)| ≤C|x|q, |x| ≫ 1, 0≤ k ≤ N, 0≤ ℓ≤ 2.
15
Note that Eq. (7.1) is equivalent to the plane system
x˙= y, y˙=−x2n+1− g(x, t)− f (x, t)y. (7.2)
First of all, we consider a special Hamiltonian system
x˙= y, y˙=−x2n+1 (7.3)
with Hamiltonian
h(x,y) =
y2
2
+
x2(n+1)
2(n+ 1)
. (7.4)
Suppose that (x0(t),y0(t)) is the solution of Eq. (7.3), with the initial conditions (x0(0),y0(0)) =
(0,1). Clearly it is periodic. Let T0 be its minimal positive period. It follows from (7.3) that x0(t)
and y0(t) possess the following properties:
(a) x0(t+T0) = x0(t) and y0(t+T0) = y0(t);
(b) x′0(t) = y0(t) and y
′
0(t) =−(x0(t))2n+1;
(c) (n+ 1)((y0(t))
2+(x0(t))
2n+2 = n+ 1;
(d) x0(−t) =−x0(t) and y0(−t) = y0(t).
Following [7, 17] we construct transformation ψ : R+×T→ R2/{0}, where (x,y) = ψ(λ ,θ ) with
λ > 0 and θ (mod 1) being given by the formula
ψ : x= cα ραx0(
θT0
2pi
), y= cβ ρβ y0(
θT0
2pi
), (7.5)
where α = 1
n+2 , β = 1−α and c = 2piβT0 . By using the transformation ψ , and noting properties (b)
and (d), Eq. (7.2) is transformed into{
ρ˙ = −1
2pi (cρT0y
2
0 f (c
α ραx0, t)+ c
αραy0T0g(c
α ραx0, t)), F1(θ ,ρ , t),
θ˙ = c0ρ
2β−1+ cαx0y0 f (cα ραx0, t)+ cααρα−1x0g(cα ραx0, t), c0ρ2β−1+F2(θ ,ρ , t),
(7.6)
where c0 = βc
2β , x0 = x0(
θT0
2pi ), y0 = y0(
θT0
2pi ), 2β − 1= nn+2 .
Definition 7.1. Given ρ∗ ≫ 1. Consider ρ ≥ ρ∗, θ ∈ T. For γ ∈ R, q ≥ 0, we call y = y(θ ,ρ , t) ∈
Pq,p(γ) if
sup
(θ ,ρ ,t)∈T×[ρ∗,+∞]×T
|ρq−γ ∑
k+ℓ≤q, k,ℓ≥0
∂ kθ ∂
ℓ
ρ ∂
p
t y(θ ,ρ , t)| ≤C < ∞.
In light of ( f )1, ( f )2 and (g)1, (g)2, we have
F1 ∈ PN,2(2n+ 1
n+ 2
),F1(−θ ,ρ , t) =−F1(θ ,ρ , t),F1(θ ,ρ ,−t) = F1(θ ,ρ , t), (7.7)
∀(θ ,ρ , t) ∈ T× [ρ∗,+∞)×T,
F2 ∈ PN,2(n− 1
n+ 2
),F2(−θ ,ρ , t) = F2(θ ,ρ , t),F2(θ ,ρ ,−t) = F2(θ ,ρ , t), (7.8)
∀(θ ,ρ , t) ∈ T× [ρ∗,+∞)×T.
For ∀C > 0, we define the domain
DC = {(θ ,λ , t) | θ ∈ T, t ∈ T,λ ≥C}.
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Lemma 7.1. There exists a diffeomorphism depending periodically on t,
Ψ : ρ = µ +U(φ ,µ , t), θ = φ +V(φ ,µ , t)
such that
Dc+ ⊂ Ψ(Dc0)⊂ Dc− for 1≪ c+ < c0 < c−,
and (7.6) is changed by Ψ into{
µ˙ = F˜1(φ ,µ , t),
φ˙ = c0µ
2β−1+ h(µ , t)+ F˜2(φ ,µ , t),
and
F˜1 ∈ P5,0
( −1
n+ 2
)
, F˜1(−φ ,µ ,−t) =−F˜1(φ ,µ , t), (7.9)
F˜2 ∈ P5,0
( −1
n+ 2
)
, F˜2(−φ ,µ ,−t) = F˜2(φ ,µ , t), (7.10)
h ∈ P5,0
(
n− 1
n+ 2
)
, which is independant of φ and h(µ ,−t) =−h(µ , t). (7.11)
Proof. The proof is similar to that in Propositions 3.2 and 3.3 in [17].
Let λ = c0µ
2β−1. Then (7.1) reads{
λ˙ = F∗1 (φ ,λ , t),
φ˙ = λ + h˜(λ , t)+F∗2 (φ ,λ , t),
(7.12)
where
F∗1 ∈ P5,0
(−1
n
)
, F∗1 (−φ ,λ ,−t) =−F∗1 (φ ,λ , t), (7.13)
F∗2 ∈ P5,0
(−1
n
)
, F∗2 (−φ ,λ ,−t) = F∗2 (φ ,λ , t), (7.14)
h˜(λ , t) ∈ P5,0
(
n− 1
n
)
, h(λ ,−t) =−h(λ , t). (7.15)
Following Lemma 4.1 in [17], we get the Poinca´re map of (7.12) is of the form
P : θ1 = θ + r(λ )+ f˜ (θ ,λ ), λ1 = λ + g˜(θ ,λ ), λ ≥ λ∗≫ 1,
where r(λ ) = λ +
∫ 1
0 h˜(λ , t)dt,∣∣∣∣∣ ∑
k+ℓ≤5
Dkλ ∂
ℓ
θ f˜
∣∣∣∣∣≤Cλ− 1n ,
∣∣∣∣∣ ∑
k+ℓ≤5
Dkλ ∂
ℓ
θ g˜
∣∣∣∣∣≤Cλ− 1n .
Let ρ = r(λ ). By (7.15) and the implicit function theorem, we have that P is of the form
P : θ1 = θ +ρ + f
∗(θ ,ρ), ρ1 = ρ + g∗(θ ,ρ),
where ∣∣∣∣∣ ∑
k+ℓ≤5
Dkρ ∂
ℓ
θ f
∗
∣∣∣∣∣≤ ρ− 1n < ε0,
∣∣∣∣∣ ∑
k+ℓ≤5
Dkρ ∂
ℓ
θg
∗
∣∣∣∣∣≤ ρ− 1n < ε0, ρ ∈ [m,m+ 1], m≫ 1.
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Let Φ = ψ ◦Ψ. It is easy to see that equation (7.12) is reversible with respect to G : (φ ,λ , t) 7→
(−φ ,λ ,−t). By Lemma 2.2 in [17], we have that P is reversible with respect to G.
Using Theorem 1, we get that P has an invariant carve Γm ⊂ T× [m,m+1] (∀m≫ 1). It follows
that the original equation has a family of invariant curves which are around the infinity. Thus, we
have that
sup
t∈R
|x(t)|+ |x˙(t)| ≤C,
where (x, x˙) is the solution of (7.2), andC depends on initial (x(0), x˙(0)).
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