The well-studied local postage stamp problem (LPSP) is the following: given a positive integer k, a set of positive integers 1 = al < a2 < ' ' ' < ak and an integer h > 1, what is the smallest positive integer which cannot be represented as a linear combination ~l<i<k xiai where ~l<i<k xi ~ h and each xi is a non-negative integer? In this note we prove that LPSP is NP-hard under Turing reductions, but can be solved in polynomial time if k is fixed.
Introduction
The local postage-stamp problem, or LPSP for short, can be informally defined as follows. One is given a supply of stamps of k different denominations, 1 = al < a2 < ". < ak, and an envelope that has room for at most h different stamps. What is the smallest amount of postage Nh(al, a2,... , ak) that cannot fit on the envelope? For example, if the available denominations are 1¢, 4¢, 7¢, and 8¢, and the envelope has room for 3 stamps, then all amounts of postage < 24¢ can be provided but 25¢ cannot. Hence N3 (1, 4, 7, 8) = 25.
A more formal statement of LPSP is given in the abstract. In this note we consider the computational complexity of LPSP. If N = ~1<i<~ xiai, we call (Xl, X2,... , Xk) a representation for N and ~l<i<k xi the weight of the representation. If further ~l<i<k xi is minimum among all representations for N, we call (Xl, x2,... , x~) a minimum-weight representation for N. If the denominations ai and bound h are given in unary, then a simple dynamic programming algorithm can determine the minimum-weight representation for all integers N < hak + 1 in polynomial-time, and hence we can compute Nh (al, a2,. .. , ak) in polynomial time. We therefore assume for the rest of this paper that all inputs are provided in binary.
LPSP was apparently introduced by Rohrbach [7, 8] in 1937, and since then dozens of papers have been written about it and a variant, the global postage-stamp problem (GPSP); see Guy [3, pp. 123-127] ) for a brief survey. Despite this, no general results on the computational complexity of the problem seem to be known up to now; for example, Alter and Barnett [1] asked if Nh(a~,... ,ak) "can be expressed by a simple formula". Selmer [9] discussed efficient algorithms for the case where k < 3.
In the next section we prove that LPSP is NP-hard under Turing reductions, and in Section 3 we give a polynomial-time algorithm for LPSP when k is fixed.
LPSP is NP-hard
We prove that LPSP is NP-hard by reducing from a related problem, the Fi'obenius problem (see, for example, Guy [3, pp. 113-114] ). In the Frobenius problem, we are given an integer k > 1 and k positive integers al, a2,... , ak with gcd(al, a2,... , ak) = 1, and we are asked to compute g(al, a2,... ,ak), the largest integer which cannot be expressed as a non-negative integer linear combination ~l<i<k xiai. The Frobenius problem is well-studied, but it was only fairly recently that it was proved NP-hard (under Turing reductions) by RamlrezAlfonsin [6] .
Before we give the reduction, we need a technical lemma. Remark. Parts (a)-(f) can be essentially found more or less verbatim in the paper of Selmer [9] ; the only difference in our presentation is that we explicitly compute the bounds h0, hi. For similar results on hi, see [10] .
Proof. (a) Consider finding a representation n = ~l<i<k xiai for an integer n, 0 _< n < ak, using the greedy algorithm. We use at most [a~/ak-lJ copies of ak-1, then at most i.e., ift has a representation of any weight using the basis ak --ak-~, ak --ak-2, • • • , ak --al, ak, since we can choose h to be arbitrarily large. But the largest t with no representation in the basis ak -ak-1, ak -ak-2 (al, a2,... , ak) . Note that Q is the intersection of four half-spaces. Kannan's algorithm is quite complicated and this method is likely not to be useful in practice.
