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Abstract
In this paper we apply the techniques and results from the theory of multifractal divergence points
developed in [L. Olsen, Multifractal analysis of divergence points of deformed measure theoretical
Birkhoff averages, Journal de Mathématiques Pures et Appliquées 82 (2003) 1591–1649; L. Olsen,
Multifractal analysis of divergence points of deformed measure theoretical Birkhoff averages III,
Preprint (2002); L. Olsen, S. Winter, J. London Math. Soc. 67 (2003) 103–122; L. Olsen, S. Win-
ter, Multifractal analysis of divergence points of deformed measure theoretical Birkhoff averages II,
Preprint (2001)] to give a systematic and detailed account of the Hausdorff dimensions of sets of d-
tuples numbers defined in terms of the asymptotic behaviour of the frequencies of the digits in their
N-adic expansion. Using the method and results from [L. Olsen, Multifractal analysis of divergence
points of deformed measure theoretical Birkhoff averages, Journal de Mathématiques Pures et Ap-
pliquées 82 (2003) 1591–1649; L. Olsen, Multifractal analysis of divergence points of deformed mea-
sure theoretical Birkhoff averages III, Preprint (2002); L. Olsen, S. Winter, J. London Math. Soc. 67
(2003) 103–122; L. Olsen, S. Winter, Multifractal analysis of divergence points of deformed measure
theoretical Birkhoff averages II, Preprint (2001)] we investigate and compute the Hausdorff dimen-
sion of several new sets of d-tuples of numbers. In particular, we compute the Hausdorff dimension
of a large class of sets of d-tuples numbers for which the limiting frequencies of the digits in their N-
adic expansion do not exist. Such sets have only very rarely been studied. In addition, our techniques
provide simple proofs of higher-dimensional and non-linear generalizations of known results, by Ca-
jar and Volkmann and others, on the Hausdorff dimension of sets of normal and non-normal numbers.
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1.1. Introduction
Fix positive integers N and d with N  2. The purpose of this paper is to apply
the methods and techniques from [13,14,18,19] (cf. also the surveys [15,16]) to give a
systematic and detailed account of the Hausdorff dimensions of sets of d-tuples of numbers
defined in terms of the asymptotic behaviour of the frequencies of the digits in their N -adic
expansion. In addition to investigating and computing the Hausdorff dimension of several
new classes of sets of d-tuples of numbers, our techniques can also be used to obtain simple
proofs of substantial generalizations of known results on the Hausdorff dimension of sets
of normal and non-normal numbers.
For x ∈R, let [x] denote the integer part of x and write
x = [x] +
∞∑
n=1
dn(x)
Nn
(1.1)
for the unique non-terminating N -adic expansion of x . For a digit j ∈ {0,1, . . . ,N − 1}
and a positive integer n write
Πj(x;n)= |{1 i  n | di(x)= j }|
n
(1.2)
for the frequency of the digit j among the first n of the N -adic digits of x .
The problem of computing the Hausdorff dimension of various sets of numbers defined
in terms of the asymptotic behaviour of the frequencies Πj (x;n) has a long history going
back to Borel’s Normal Number Theorem from 1909. For a given probability vector
p = (p0, . . . , pN−1), it is natural to investigate the size of the set of numbers x for which
the frequency of the digit j among the first n digits of x approaches pj as n→∞ for all
j ∈ {0,1,2, . . . ,N − 1}, i.e., the set
B(p)=
{
x ∈ [0,1] ∣∣ lim
n
Πj (x;n)= pj for all j
}
. (1.3)
Borel’s Normal Number Theorem says that, if p equals the uniform distribution, i.e.,
if p = (1/N, . . . ,1/N), then the Lebesgue measure of B(p) equals 1; in particular, this
implies that the Hausdorff dimension dimB(p) of B(p) is equal to 1, i.e., dimB(p) = 1.
It is therefore natural to ask for the Hausdorff dimension of B(p) for a general probability
vector p. Indeed, this problem was investigated by Besicovitch [1] and Eggleston [6] in the
1930s and the 1940s, and the set B(p) is therefore usually referred to as the Besicovitch–
Eggleston set. Besicovitch and Eggleston proved that
dim
{
x ∈ [0,1] ∣∣ lim
n
Πj (x;n)= pj for all j
}
=− 1
logN
∑
j
pj logpj . (1.4)
Formula (1.4) was first proved by Besicovitch [1] for N = 2 in 1934, and later for general
N by Eggleston [6] in 1949. The reader is referred to [2] or [8] for a short proof of (1.4).
It is natural to extend these ideas to a higher-dimensional setting. For x = (x1, . . . , xd) ∈
[0,1]d and an integer i , let
di (x)=
(
di(x1), . . . , di(xd)
)
, (1.5)
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Σ = {0,1, . . . ,N − 1}d,
i.e., Σ is the family of vectors i = (i1, . . . , id) with entries ij ∈ {0,1, . . . ,N − 1}, and for
a vector j ∈Σ of N -adic digits and a positive integer n write
Πj(x;n)= |{1 i  n | di (x)= j}|
n
. (1.6)
In this paper we apply the results and methods from [13,14,18,19] to give a detailed
study of the dimensions of sets of d-tuples x of numbers defined in terms of the asymp-
totic behaviour of the frequencies Πj(x;n). In particular, we emphasize that we obtain the
Hausdorff dimension for a new and very large class of sets of d-tuples x = (x1, . . . , xd) of
numbers for which the limiting frequencies limn Πj(x;n) or limn Πj (xk;n) do not exist.
Tuples x = (x1, . . . , xd) of numbers for which the limiting frequencies limn Πj(x;n) or
limn Πj (xk;n) (or similar limits) do not exist are called divergence points and have rarely
been studied. Indeed, with the exception of the work by Cajar [4], Volkmann [21] and Olsen
[17], sets of numbers x for which the limiting frequencies limn Πj (x;n) do not exist have
until very recently been considered of little interest in number theory and geometric mea-
sure theory. Indeed, according to folklore, these sets carried no essential information about
the underlying structure. However, recent work on (the more general notion of) divergence
points in multifractal analysis [3,5,9,13,14,18,19]has changed this point of view. In this pa-
per we apply the techniques developed in [13,14,18,19] for the study of divergence points,
to provide a detailed and systematic study of sets of d-tuples of numbers x for which the
limiting frequencies limn Πj(x;n) do not exist. In addition to investigating and computing
the Hausdorff dimension of several new classes of sets of numbers and sets of d-tuples
of numbers, our techniques can also be used to obtain simple proofs of (generalizations
of) known results on the Hausdorff dimension of sets of normal and non-normal numbers.
For example, our main results provide higher-dimensional and non-linear generalizations
of results by Cajar [4] and Volkmann [21] on the Hausdorff dimension of sets of numbers
with prescribed frequencies of digits (cf. Sections 2.1 and 2.2). In fact, the detailed theory
of multifractal divergence points developed in [13,14,18] is essential for addressing these
problems, cf. the discussion prior to the statements of Theorems 3 and 4. In addition, this
provides interesting and non-trivial applications of multifractal analysis to number theory.
As in the one-dimensional case, for a given probability vector p = (pj)j∈Σ , it is natural
to investigate the size of the set of d-tuples of numbers x = (x1, . . . , xd) ∈ [0,1]d for
which the frequency Πj(x;n) of the vector j of digits among the first n digits of the xk’s
approaches pj as n→∞ for all j ∈Σ , i.e., the set
Bd(p)=
{
x ∈ [0,1]d ∣∣ lim
n
Πj(x;n)= pj for all j
}
.
Following Maxfield [12] we will say that a vector x ∈ [0,1]d is base N normal if the
limiting frequencies limn Πj(x;n) exist for all j ∈Σ and equals 1/Nd . In fact, already in
1914 Hardy and Littlewood [10] extended Borel’s Normal Number Theorem to the higher-
dimensional case, and proved that Lebesgue almost all x ∈ [0,1]d are base N normal; in
particular, this implies that dimBd(p) = d if p = (pj)j is the uniform distribution, i.e.,
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dimensional Besicovitch–Eggleston set Bd(p). For example, we obtain the following
generalization of Hardy and Littlewood’s result.
Theorem 1. Let (pj)j∈Σ be a probability vector. Then
dim
{
x ∈ [0,1]d ∣∣ lim
n
Πj(x;n)= pj for all j
}
=− 1
logN
∑
j
pj logpj.
In fact, we prove a significantly more general result. For a sequence (xn)n in a metric
space X, we let A(xn) denote the set of accumulation points of the sequence (xn)n, i.e.,
A(xn)=
{
x ∈X | there exists a subsequence (xnk )k such that xnk → x
}
.
Theorem 2. Let ∆ be the family of probability vectors in R|Σ |. For E,F ⊆∆, write
Bd(E,F )=
{
x ∈ [0,1]d |E ⊆ A((Πj(x;n))j)⊆ F}.
(1) If E = ∅ and F is closed and convex, then
dimBd(E,F )= sup
(pj)j∈F
− 1
logN
∑
j
pj logpj.
(2) If E = ∅ and the closed and convex hull of E is contained in a connected component
of F , then
dimBd(E,F )= inf
(pj)j∈E
− 1
logN
∑
j
pj logpj.
(2) If E = ∅ and the closed and E is not contained in a connected component of F , then
Bd(E,F )= ∅.
Note that Theorem 1 follows immediately from Theorem 2. The proof of Theorem 2
will be given in Section 4.
We now present a further few selected examples of the results in this paper which
illustrate the essential role played by the theory of divergence points. However, first we
note that
dim
(
B(p)×B(q))= dimB(p)+ dimB(q) (1.7)
for all probability vectors p and q. (This equality follows from the following two facts
(where we write Dim for the packing dimension): (1) for all probability vectors p, we have
dimB(p)= DimB(p) (this follows from [7] since the set B(p) coincides with a so-called
multifractal decomposition set for a suitably chosen self-similar probability measure),
and (2) if E ⊆ Rk and F ⊆ Rl are sets with dimE = DimE and dimF = DimF , then
dim(E × F)= dimE + dimF (cf. [20]).) Let k > 0 and
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{
(x1, x2) ∈ [0,1]2
∣∣ lim
n
Π0(x1;n)= k lim
n
Π1(x2;n)
}
.
This is the set of pairs (x1, x2) of numbers in the unit square such that in its N -adic
expansion the frequency of 0’s in x1 is k times the frequency of 1’s in x2. The frequencies
of the other digits are arbitrary. First observe that if N = 2, then clearly
E =
⋃
0umin(1,1/k)
B(ku,1 − ku)×B(1− u,u)
(recall that the Besicovitch–Eggleston set B(p) is defined in (1.4)). It follows immediately
from this and (1.7) that
dimE  sup
0umin(1,1/k)
dim
(
B(ku,1− ku)×B(1 − u,u))
= sup
0umin(1,1/k)
dimB(ku,1− ku)+ dimB(1− u,u)
= sup
0umin(1,1/k)
(
−ku logku+ (1− ku) log(1− ku)
log 2
− (1− u) log(1− u)+ u logu
log 2
)
.
The methods developed in this paper allows us to show that this inequality is, in fact, an
equality. The difficulties lies in the fact that the union E =⋃0umin(1,1/k) B(ku,1 −
ku)×B(1− u,u) is uncountable. Additional difficulties are encountered for N  3, since
in this case the identityE =⋃0umin(1,1/k) dim(B(ku,1−ku)×B(1−u,u)) is replaced
by a strict inclusion,
E 
⋃
u0
p1,p2,...,pN−10
q0,q2,...,qN−10
ku+p1+p2+···+pN−1=1
q0+u+q2+···+qN−1=1
B(ku,p1,p2, . . . , pN−1)×B(q0, u, q2, . . . , qN−1).
This is so since (for N  3) the set E, in addition to the numbers in the union⋃
u0
p1,p2,...,pN−10
q0,q2,...,qN−10
ku+p1+p2+···+pN−1=1
q0+u+q2+···+qN−1=1
B(ku,p1,p2, . . . , pN−1)×B(q0, u, q2, . . . , qN−1),
clearly also contains (an uncountable number of) pairs (x1, x2) for which the limiting
frequencies limn Πi(xj ;n) does not exist for one or several j = 1,2 and for one or several
i ∈ {2, . . . ,N − 1}. To solve these problems the theory of divergence points is essential. It
follows from (1.7) that
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 sup
u0
p1,p2,...,pN−10
q0,q2,...,qN−10
ku+p1+p2+···+pN−1=1
q0+u+q2+···+qN−1=1
dim
(
B(ku,p1,p2, . . . , pN−1)×B(q0, u, q2, . . . , qN−1)
)
= sup
u0
p1,p2,...,pN−10
q0,q2,...,qN−10
ku+p1+p2+···+pN−1=1
q0+u+q2+···+qN−1=1
dimB(ku,p1,p2, . . . , pN−1)+ dimB(q0, u, q2, . . . , qN−1)
= sup
u0
p1,p2,...,pN−10
q0,q2,...,qN−10
ku+p1+p2+···+pN−1=1
q0+u+q2+···+qN−1=1
− 1
logN
(
ku logku+
∑
i=1,2,...,N−1
pi logpi
+ u logu+
∑
i=0,2,...,N−1
qi logqi
)
. (1.8)
Again, using the methods developed in this paper, we can show that this inequality is, in
fact, an equality. In addition, our methods also provide an explicit value for the supremum
on the right-hand side in (1.8). We emphasize that the methods and techniques developed
in this paper are capable of solving these problems for all values of N . In particular, in
Example 1 in Section 2.1 we obtain the following result.
Theorem 3. Let k > 0 and E = {(x1, x2) ∈ [0,1]2 | limn Π0(x1;n) = k limn Π1(x2;n)}.
Let s > 0 denote the unique real number such that(
k(N − 1)− 1)sk+1 + ksk − (N − 1)= 0.
Then
dimE = sup
u0
p1,p2,...,pN−10
q0,q2,...,qN−10
ku+p1+p2+···+pN−1=1
q0+u+q2+···+qN−1=1
− 1
logN
(
ku logku+
∑
i=1,2,...,N−1
pi logpi
+ u logu+
∑
i=0,2,...,N−1
qi logqi
)
= 1
logN
log
(
(N − 1)sk+1 + sk + (N − 1)2s + (N − 1)
s
)
.
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real numbers in which the limiting frequencies are subject to non-linear constraints. For
example, in Example 2 in Section 2.2 we obtain the following result.
Theorem 4. Let N = 2. Let
G=
{
(x1, x2) ∈ [0,1]2
∣∣ lim
n
Π0(x1;n)=
(
lim
n
Π1(x2;n)
)2}
.
This is the set of pairs (x1, x2) of numbers in the unit square such that in its binary
expansion the frequency of 0’s in x1 equals the square of the frequency of 1’s in x2. The
frequencies of the other digits are arbitrary. Define f,f1, f2 : (0,∞)→R by
f (x)=
√
x
1+ x , f1(x)=
1
1+ x
(
1− f (x)), f2(x)= 11+ x f (x).
Let s ≈ 0.6563718528 denote the unique real number such that(
1− f (s))(1+ 1
s2f (s)
)
= 1.
Then
dimG=− 1
log 2
(
(1+ s)
2∑
i=1
fi(s) logfi(s)+ 11+ s s log s
)
≈ 1.919782208.
We emphasize that the above results are particular cases of the theory developed in this
paper.
1.2. Statement of results
We will now state the main result in the paper, viz. Theorem 5. Recall that
Σ = {0,1, . . . ,N − 1}d
denotes the family of vectors i = (i1, . . . , id) with entries ij ∈ {0,1, . . . ,N − 1}. Let
∆=
{
(qi)i∈Σ
∣∣∣ qi  0, ∑
i
qi = 1
}
, (1.9)
i.e., ∆ denotes the family of probability vectors in R|Σ |, and define H :∆→R by
H(q)=−
∑
i
qi logqi (1.10)
for q = (qi)i∈Σ . For a sequence (xn)n in a metric space X, recall that A(xn) denotes the set
of accumulation points of the sequence (xn)n. The main result consists of two parts. The
first part (i.e., Theorem 5(1)) provides variational principles for the Hausdorff dimension
of large classes of new and very general sets of d-tuples of numbers defined by their N -
adic expansion, and in the second part of the theorem (i.e., Theorem 5(2)) we obtain an
explicit expression for the suprema in these variational principles.
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T = (ti,(k,j))i∈I, (k,j)∈{1,...,d}×{0,1,...,N−1}
be a matrix with real valued entries. For E,F ⊆R|I | write
C(E,F)= CT (E,F )
=
{
(xk)k ∈ [0,1]d
∣∣∣ E ⊆ A((∑
k,j
ti,(k,j)Πj (xk;n)
)
i∈I
)
⊆ F
}
,
and define K :R|I | →R by
K(t)= sup
q=(qi)i∈∆∑
k,j ti,(k,j)
∑
i=(i1,...,id ), ik=j qi=ti for all i
H (q)
logN
for t = (ti )i ∈R|I |. We first compute the dimension of the set C(E,F) in terms of K(t).
(1) If E = ∅ and F is closed and convex, then
dimC(E,F)= sup
t∈F
K(t).
If E = ∅ and E is contained in a connected component of F , then
sup
E⊆Q⊆F
Q is a continuum
inf
t∈QK(t) dimC(E,F) inft∈EK(t).
If E = ∅ and the closed convex hull of E is contained in a connected component of F ,
then
dimC(E,F)= inf
t∈EK(t).
If E = ∅ and E is not contained in a connected component of F , then
C(E,F)= ∅.
Next, we compute the supremum K(t) in (1). For i= (i1, . . . , id) ∈Σ , let
ti =
(∑
k
ti,(k,ik )
)
i∈I
∈R|I |,
and for t = (ti)i∈I ∈R|I |, let Λ(t)⊆R|I | be defined by
Λ(t)=
{
λ ∈R|I |
∣∣∣∑
k,j
∑
i=(i1,...,id )
ik=j
(ti − dti,(k,j))e−〈λ|ti〉 = 0 for all i
}
.
(2) For t ∈R|I |, we have
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λ∈Λ(t)
− 1
logN
∑
i
e−〈λ|ti〉∑
j e−〈λ|tj〉
log
e−〈λ|ti〉∑
j e−〈λ|tj〉
= sup
λ∈Λ(t)
1
logN
log
(∑
i∈Σ
e〈λ|t−ti〉
)
.
The proof of Theorem 5 is given in Section 3. In Section 2 we will give numerous
applications of Theorem 5. We note that Theorem 5 unifies and generalizes many results
in the literature to the higher-dimensional case. Indeed, by applying Theorem 5 to
different matrices T , we obtain higher-dimensional and non-linear generalizations of
results obtained by, for example, Cajar [4] and Volkmann [21] (see Sections 2.1 and 2.2).
2. Applications
2.1. An application. Tuples of numbers with linearly constrained frequencies of digits
Theorem 5 can be applied to compute the Hausdorff dimension of very general sets of
d-tuples of numbers whose frequencies of N -adic digits satisfy linear constraints. Indeed,
if M ⊆ {1, . . . , d} × {0,1, . . . ,N − 1}, then by applying Theorem 5 to the matrix T =
(t(l,i),(k,j))(l,i)∈M, (k,j)∈{1,...,d}×{0,1,...,N−1} defined by t(l,i),(k,j) = 1 for (l, i)= (k, j) and
t(l,i),(k,j) = 0 for (l, i)= (k, j) for (l, i) = (k, j) we obtain Theorem 6 below. Theorem 6
has been obtained by Cajar [4] and Volkmann [21] in the case d = 1.
Theorem 6. Let M ⊆ {1, . . . , d} × {0,1, . . . ,N − 1}. For E,F ⊆R|M| write
D(E,F)= {(xk)k ∈ [0,1]d |E ⊆ A((Πj(xk;n))(k,j)∈M)⊆ F}.
For t = (tk,j )(k,j)∈M ∈R|M|, write
ul,i(t)=
{
tl,i for (l, i) ∈M;
(1−∑j : (l,j)∈M tl,j )/∑j : (l,j)/∈M 1 for (l, i) /∈M.
If E = ∅ and F is closed and convex, then
dimD(∅,F )= sup
t∈F
− 1
logN
∑
l,i
ul,i(t) logul,i(t).
If E = ∅ and E is contained in a connected component of F , then
sup
E⊆Q⊆F
Q is a continuum
inf
t∈Q−
1
logN
∑
l,i
ul,i(t) logul,i(t)
 dimD(E,F) inf
t∈E−
1
logN
∑
l,i
ul,i(t) logul,i(t).
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then
dimD(E,F)= inf
t∈E−
1
logN
∑
l,i
ul,i(t) logul,i(t).
If E = ∅ and E is not contained in a connected component of F , then
D(E,F)= ∅.
Proof. Define the matrix T = (t(l,i),(k,j))(l,i)∈M, (k,j)∈{1,...,d}×{0,1,...,N−1} by t(l,i),(k,j) = 1
for (l, i)= (k, j) and t(l,i),(k,j) = 0 for (l, i) = (k, j). For this choice of T we clearly have
D(E,F)= CT (E,F ) (where the set CT (E,F ) is defined in Theorem 5) and according to
Theorem 5 it therefore suffices to prove that
sup
λ∈Λ(t)
− 1
logN
∑
i
e−〈λ|ti〉∑
j e−〈λ|tj〉
log
e−〈λ|ti〉∑
j e−〈λ|tj〉
= − 1
logN
∑
l,i
ul,i(t) logul,i(t) (2.1)
for all t ∈R|M| where Λ(t) and ti are defined in Theorem 5.
We now prove (2.1). Fix t = (tl,i)(l,i)∈M and let λ= (λl,i )(l,i)∈M ∈Λ(t). Since λ ∈Λ(t)
it follows from the definition of Λ(t) that
tl,i
∑
i
e
−∑k: (k,ik )∈M λk,ik = ∑
i
il=i
e
−∑k: (k,ik )∈M λk,ik . (2.2)
Write ak,j = e−λk,j for (k, j) ∈M and ak,j = 1 for (k, j) /∈M , and put Ak =∑k ak,j . We
clearly have∑
i
e
−∑k: (k,ik )∈M λk,ik = ∑
i1,...,id
a1,i1 · · ·ad,id
=
(∑
i1
a1,i1
)
· · ·
(∑
id
ad,id
)
=A1 · · ·Ad, (2.3)
and similarly we deduce that∑
i
il=i
e
−∑k: (k,ik )∈M λk,ik
=
∑
i1,...,il−1,il+1,...,id
a1,i1 · · ·al−1,il−1al,ial+1,il+1 · · ·ad,id
= al,i
(∑
i1
a1,i1
)
· · ·
(∑
il−1
al−1,il−1
)(∑
il+1
al+1,il+1
)
· · ·
(∑
id
ad,id
)
= al,i
Al
A1 · · ·Ad. (2.4)
For brevity write ul,i = ul,i(t). We now derive an expression for al,i/Al for (l, i) ∈M . It
follows from (2.2), (2.3) and (2.4) that
al,i = tl,i = ul,i for (l, i) ∈M. (2.5)
Al
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Al =
∑
i
al,i =
∑
j : (l,j)∈M
al,j +
∑
j : (l,j)/∈M
1 =Al
∑
j : (l,j)∈M
tl,j +
∑
j : (l,j)/∈M
1,
whence
al,i
Al
= 1
Al
= 1−
∑
j : (l,j)∈M tl,j∑
j : (l,j)/∈M 1
= ul,i for all (l, i) /∈M. (2.6)
Using (2.5) and (2.6) we conclude that
e−〈λ|ti〉∑
j e−〈λ|tj〉
= (a1,i1/A1) · · · (ad,id /Ad)= u1,i1 · · ·ud,id
for all i= (i1, . . . , id) ∈Σ . This and Theorem 5(2) now show that
H(q)=−
∑
i
e−〈λ|ti〉∑
j e−〈λ|tj〉
log
e−〈λ|ti〉∑
j e−〈λ|tj〉
= −
∑
i1,...,id
u1,i1 · · ·ud,id
∑
k
loguk,ik
=−
∑
k
(∑
i1
u1,i1
)
· · ·
(∑
ik−1
uk−1,ik−1
)(∑
ik
uk,ik loguk,ik
)
×
(∑
ik+1
uk+1,ik+1
)
· · ·
(∑
id
ud,id
)
=−
∑
k
∑
j
uk,j loguk,j .
This completes the proof of Theorem 6. ✷
Corollary 7. Let I be a finite set. Let T = (ti,(k,j))i∈I, (k,j)∈{1,...,d}×{0,1,...,N−1} be a matrix
with real valued entries and let t = (ti)i ∈R|I |. Put
M(T, t)=
{
(xk)k ∈ [0,1]d
∣∣∣∑
k,j
ti,(k,j) lim
n
Πj (xk;n)= ti for all i
}
.
For i = (i1, . . . , id) ∈Σ , let
ti =
(∑
k
ti,(k,ik )
)
i∈I
∈R|I |.
Define Λ⊆R|I | by
Λ=
{
λ ∈R|I |
∣∣∣∑
k,j
∑
i=(i1,...,id )
ik=j
(ti − dti,(k,j))e−〈λ|ti〉 = 0 for all i
}
.
Then
dimM(T, t)= sup
λ∈Λ
1
logN
log
(∑
i∈Σ
e〈λ|t−ti〉
)
.
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(l, i)= (k, j) and s(l,i),(k,j) = 0 for (l, i) = (k, j). For this choice of S we clearly have
CS(V,W)=
{
(xk)k ∈ [0,1]d | V ⊆ A
((
Πj(xk;n)
)
(k,j)
)⊆W}
for V,W ⊆RdN (where the set CS(V,W) is defined in Theorem 5). Next, define F ⊆RdN
by
F =
{
(uk,j )(k,j)∈{1,...,d}×{0,1,...,N−1} ∈ [0,1]d
∣∣∣∑
k,j
ti,(k,j) uk,j = ti for all i
}
.
It follows immediately that⋃
u∈F
CS
(∅, {u})⊆M(T, t)⊆ CS(∅,F ).
Since F is closed and convex, it follows from this and Theorem 5 that
dimM(T, t) dimCS(∅,F )= sup
(uk,j )k,j∈F
sup
q=(qi)i∈∆∑
i=(i1,...,id ), ik=j qi=uk,j for all k,j
H (q)
logN
,
and that
dimM(T, t) sup
u∈F
dimCS
(∅, {u})= sup
(uk,j )k,j∈F
sup
q=(qi)i∈∆∑
i=(i1,...,id ), ik=j qi=uk,j for all k,j
H (q)
logN
Hence
dimM(T, t)= sup
(uk,j )k,j∈F
sup
q=(qi)i∈∆∑
i=(i1,...,id ), ik=j qi=uk,j for all k,j
H (q)
logN
= sup
q=(qi)i∈∆(∑
i=(i1,...,id ), ik=j qi
)
k,j∈F
H(q)
logN
= sup
q=(qi)i∈∆∑
k,j ti,(k,j)
∑
i=(i1,...,id ), ik=j qi=ti
H (q)
logN
,
and the statement now follows from part (2) in Theorem 5. ✷
We now consider a specific example of Corollary 7.
Example 1. Let k > 0 and
E =
{
(x1, x2) ∈ [0,1]2
∣∣ lim
n
Π0(x1;n)= k lim
n
Π1(x2;n)
}
.
This is the set of pairs (x1, x2) of numbers in the unit square such that in its N -adic
expansion the frequency of 0’s in x1 is k times the frequency of 1’s in x2. The frequencies
of the other digits are arbitrary. Let I = {1}, and put
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= (1, 0, . . . ,0︸ ︷︷ ︸
N−1 entries
,0,−k, 0, . . . ,0︸ ︷︷ ︸
N−2 entries
)
and t = (t1)= (0). For this choice of T and t we clearly have E =M(T, t). The dimension
of the set E =M(T, t) can now be computed using Corollary 7. The set Λ in Corollary 7
is easily seen to equal Λ= {λ ∈R | (k(N − 1)− 1)eλ(k+1)+ keλk− (N − 1)= 0}. An easy
calculus argument shows that Λ consists of exactly one element, namely, λ= log s where
s > 0 is the unique solution to(
k(N − 1)− 1)sk+1 + ksk − (N − 1)= 0,
and Corollary 7 therefore shows that
dimE = dimM(T, t)= 1
logN
log
(
(N − 1)sk+1 + sk + (N − 1)2s + (N − 1)
s
)
.
This example proves Theorem 3 in the Introduction.
2.2. An application. Tuples of numbers with non-linearly constrained frequencies of digits
Theorem 5 can by applied to compute the Hausdorff dimension of sets of d-tuples of
numbers whose frequencies of N -adic digits satisfy very general non-linear constraints.
Theorem 8. Let I be a finite set. Let f = (fi,(k,j))i∈I, (k,j)∈{1,...,d}×{0,1,...,N−1} be a family
of functions fi,(j,k) : [0,1]→R, and let t = (ti )i ∈R|I |. Put
N(f, t)=
{
(xk)k ∈ [0,1]d
∣∣∣∑
k,j
fi,(k,j)
(
lim
n
Πj (xk;n)
)
= ti for all i
}
.
Then
dimN(f, t)= sup
q=(qi)i∈∆∑
k,j fi,(k,j)
(∑
i=(i1,...,id ), ik=j qi
)=ti
H (q)
logN
.
In order to prove Theorem 8 we need the following lemma.
Lemma 9. Let d1 and d2 be positive integers and let ∆d1 denote the family of probability
vectors in Rd1 . Let A :Rd1 → Rd2 be a linear map and let H :∆d1 → R be a continuous
map. Fix ε > 0 and F ⊆ A(∆d1)⊆ Rd2 . Then there exists δ > 0 such that if F0 ⊆Rd2 is a
closed set satisfying F ∩ F0 = ∅ and diamF0  δ, then
sup
x∈A−1(F0)∩∆d1
H(x) ε+ sup
x∈A−1(F )∩∆d1
H(x).
Proof. Let Q :Rd1 → Rd1/kerA denote the quotient map, and equip the quotient
Rd1/kerA with the quotient norm ‖ · ‖. Observe that A induces a linear bijection
A˜ :Rd1/kerA → ImA such that A˜ ◦ Q = A. Let A˜−1 : ImA → Rd1/kerA denote the
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denotes the operator norm of A˜−1. Next, observe that a simple geometric argument shows
that:
there exists c > 0 such that if v,u ∈∆d1 and u0 ∈ (u+ kerA)∩∆d1
is the unique vector with |v− u0| = dist
(
v, (u+ kerA)∩∆d1),
then |v− u0| c
∥∥Q(v− u0)∥∥. (2.7)
Since ∆d1 is compact, we conclude that H is uniformly continuous and we can thus
find δ0 > 0 such that if x1,x2 ∈ ∆d1 satisfy |x1 − x2|  δ0, then |H(x1) − H(x2)|  ε.
Now put δ = δ0/(c‖A˜−1‖), and let F0 ⊆ Rd2 is a closed set satisfying F ∩ F0 = ∅
and diamF0  δ. Using compactness once more we can find p ∈ A−1(F0) ∩ ∆d1 such
that supx∈A−1(F0)∩∆d1 H(x) = H(p). Also, as ∅ = F ∩ F0 ⊆ A(∆d1) there exists q ∈
A−1(F ∩ F0) ∩∆d1 . Since (q + kerA) ∩∆d1 is closed and convex, there exists a unique
vector q0 ∈ (q+ kerA)∩∆d1 with |p− q0| = dist(p, (q+ kerA)∩∆d1).
Now observe that A˜Qp = Ap, whence Qp = A˜−1Ap. Similarly we conclude that
Qq = A˜−1Aq. It follows from this and (2.7) that
|p− q0| c
∥∥Q(p− q0)∥∥= c‖Qp−Qq0‖ = c‖Qp−Qq‖
= c∥∥A˜−1Ap− A˜−1Aq∥∥ c∥∥A˜−1∥∥ |Ap−Aq| c∥∥A˜−1∥∥diamF0  δ0,
whence |H(p) − H(q0)|  ε. Finally, since q0 ∈ A−1(F ) ∩ ∆d1 , we deduce from this
inequality that
sup
x∈A−1(F0)∩∆d1
H(x)=H(p) ∣∣H(p)−H(q0)∣∣+H(q0) ε+ sup
x∈A−1(F )∩∆d1
H(x).
This completes the proof. ✷
Proof of Theorem 8. Define the matrix S = (s(l,i),(k,j))(l,i), (k,j)∈{1,...,d}×{0,1,...,N−1} by
s(l,i),(k,j) = 1 for (l, i) = (k, j) and s(l,i),(k,j) = 0 for (l, i) = (k, j). For this choice of S
we clearly have
CS(V,W)=
{
(xk)k ∈ [0,1]d | V ⊆ A
((
Πj(xk;n)
)
(k,j)
)⊆W}
for V,W ⊆RdN (where the set CS(V,W) is defined in Theorem 5). Next, define F ⊆RdN
by
F =
{
(uk,j )(k,j)∈{1,...,d}×{0,1,...,N−1} ∈ [0,1]d
∣∣∣∑
k,j
fi,(k,j)(uk,j )= ti for all i
}
.
It follows immediately that⋃
u∈F
CS
(∅, {u})⊆N(f, t),
and Theorem 5 therefore implies that
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u∈F
dimCS
(∅, {u})= sup
(uk,j )k,j∈F
sup
q=(qi)i∈∆∑
i=(i1,...,id ), ik=j qi=uk,j for all k,j
H (q)
logN
= sup
q=(qi)i∈∆∑
k,j fi,(k,j)
(∑
i=(i1,...,id ), ik=j qi
)=ti
H (q)
logN
.
In order to prove the reverse direction we need Lemma 9. Define A :R|Σ | → RdN
by A((qi)i) = (∑i=(i1,...,id ), ik=j qi)(k,j)∈{1,...,d}×{0,1,...,N−1}, and let ε > 0. According to
Lemma 9 we can choose δ > 0 such that if F0 ⊆RdN is a closed set satisfying F ∩F0 = ∅
and diamF0  δ, then
sup
q∈A−1(F0)∩∆
H(q)
logN
 ε+ sup
q∈A−1(F )∩∆
H(q)
logN
. (2.8)
Observe that we may clearly choose countable many closed convex subsets (Fi)i of RdN
satisfying F ⊆⋃i Fi , F ∩ Fi = ∅ and diamFi  δ for all i . Next, we note that since
F ⊆⋃i Fi , we conclude that
N(f, t)⊆
⋃
i
CS(∅,Fi).
This and (2.8) imply that
dimN(f, t) sup
i
dimCS(∅,Fi)
= sup
i
sup
(uk,j )k,j∈Fi
sup
q=(qi)i∈∆∑
i=(i1,...,id ), ik=j qi=uk,j for all k,j
H (q)
logN
= sup
i
sup
q=(qi)i∈∆(∑
i=(i1,...,id ), ik=j qi
)
k,j∈Fi
H(q)
logN
= sup
i
sup
q∈A−1(Fi)∩∆
H(q)
logN
 ε+ sup
i
sup
q∈A−1(F )∩∆
H(q)
logN
 ε+ sup
q∈A−1(F )∩∆
H(q)
logN
= ε+ sup
q=(qi)i∈∆∑
k,j fi,(k,j)
(∑
i=(i1,...,id ), ik=j qi
)=ti
H (q)
logN
.
Letting ε↘ 0 completes the proof. ✷
We now consider a specific example of Theorem 8.
Example 2. Let N = 2 and
G=
{
(x1, x2) ∈ [0,1]2
∣∣ lim
n
Π0(x1;n)=
(
lim
n
Π1(x2;n)
)2}
.
This is the set of pairs (x1, x2) of numbers in the unit square such that in its binary
expansion the frequency of 0’s in x1 equals the square of the frequency of 1’s in x2.
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f = (fi,(k,j))i∈I, (k,j)∈{1,...,d}×{0,1,...,N−1} of maps fi,(k,j) : [0,∞)→ R by f1,(1,0)(x)= x ,
f1,(2,1)(x)=−x2, fi,(k,j)(x)= 0 for all other values of i and (k, j). Also, put t = (t1)=
(0). For this choice of f and t we clearly have G = N(f, t). The dimension of the set
G=N(f, t) can now be computed using Theorem 8. According to Theorem 8 we have
dimG= dimN(f, t)= sup
(q0,0,q0,1,q1,0,q1,1)
qi1,i20∑
i1,i2
qi1,i2=1
q0,0+q0,1−(q0,1+q1,1)2=0
− 1
log 2
∑
i1,i2
qi1,i2 logqi1,i2 .
Finally, a standard application of Lagrange Multiplier Rule shows if we define f,f1, f2 :
[0,∞)→ R by f (x) =
√
x
1+x , f1(x) = 11+x (1 − f (x)) and f2(x) = 11+x f (x), and let
s ≈ 0.6563718528 denote the unique real number such that (1− f (s))(1+ 1/s2f (s))= 1,
then
dimG= sup
(q0,0,q0,1,q1,0,q1,1)
qi1,i20∑
i1 i2 qi1,i2=1
q0,0+q0,1−(q0,1+q1,1)2=0
− 1
log 2
∑
i1,i2
qi1,i2 logqi1,i2
=− 1
log 2
(
(1+ s)
2∑
i=1
fi(s) logfi(s)+ 11+ s s log s
)
≈ 1.919782208.
This example proves Theorem 4 in the Introduction.
3. Proof of Theorem 5
In this section we prove Theorem 5. Therefore, let I be a finite index set, and let
T = (ti,(k,j))i∈I, (k,j)∈{1,...,d}×{0,1,...,N−1} be a matrix with real valued entries. Recall that
Σ = {0,1, . . . ,N − 1}d , i.e., Σ denotes the family of vectors i = (i1, . . . , id) with entries
ij ∈ {0,1, . . . ,N − 1}. We now introduce some notation. Let P(ΣN) and PS(ΣN) denote
the family of probability measures on Σ and the family of shift invariant probability
measures on ΣN , respectively. We define the nth order empirical measure Ln :ΣN →
P(ΣN) by
Lnω= 1
n
n−1∑
k=0
δSkω
where S :ΣN→ΣN denotes the shift and δx denotes the Dirac measure concentrated at x .
Also, define Ξ :P(ΣN)→R|I | by
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(∑
k,j
ti,(k,j)
∑
i=(i1,...,id )
ik=j
µ
([i]))
i
.
Next, recall that ∆ denotes the family of probability vectors in R|Σ |, i.e.,
∆=
{
(qi)i∈Σ
∣∣∣ qi  0, ∑
i
qi = 1
}
,
and that H :∆→R is defined by
H(q)=−
∑
i
qi logqi
for q = (qi)i∈Σ . Next, define L :R|I | →R by
L(t)= sup
µ∈PS (ΣN)
Ξµ=t
h(µ)
logN
, (3.1)
for t = (ti )i∈I , and recall that K :R|I | →R is defined by
K(t)= sup
q=(qi)i∈∆∑
k,j ti,(k,j)
∑
i=(i1,...,id ), ik=j qi=ti for all i
H (q)
logN
, (3.2)
for t = (ti )i∈I , where h(µ) denotes the entropy of µ ∈ P(ΣN).
Finally define π :ΣN → [0,1]d as follows. For ω = i1i2 . . . ∈ ΣN with ij = (ij1, . . . ,
ijd) ∈Σ , we put
π(ω)=
(∑
j
ijk
Nj
)
k
.
Note that
C(E,F)= π{ω ∈ΣN |E ⊆ A(ΞLnω)⊆ F}; (3.3)
recall that the set C(E,F) is defined in Theorem 5. The following result now follows
immediately from (3.3) and [13,14,19], cf. also the surveys [15,16].
Proposition 3.1.
(1) If E = ∅ and F is closed and convex, then
dimC(E,F)= sup
t∈F
L(t).
(2) If E = ∅ and F is contained in a connected component of F , then
sup
E⊆Q⊆F
Q is a continuum
inf
t∈QL(t) dimC(E,F) inft∈EL(t).
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then
dimC(E,F)= inf
t∈EL(t).
(4) If E = ∅ and E is not contained in a connected component of F , then
C(E,F)= ∅.
Hence in order to prove Theorem 5 it suffices to prove that
L(t)=K(t) (3.4)
for all t ∈R|I |, and that
K(t)= sup
λ∈Λ(t)
− 1
logN
∑
i
e−〈λ|ti〉∑
j e−〈λ|tj〉
log
e−〈λ|ti〉∑
j e−〈λ|tj〉
= sup
λ∈Λ(t)
1
logN
log
(∑
i∈Σ
e〈λ|t−ti〉
)
(3.5)
for all t ∈ R|I |. The proofs of (3.4) and (3.5) are given in Theorem 3.5. However, we first
prove three auxiliary results, viz. Lemma 3.2, Lemma 3.3 and Proposition 3.4.
Lemma 3.2. Let C be an affine subspace of R|Σ |. Assume that
∆∩C ∩ (0,∞)|Σ | = ∅,
and that the intersection ∆ ∩ C is not a singleton. Assume that the restriction of H to
∆ ∩ C has a local maximum at q ∈ ∆ ∩ C. Then q is an interior point of [0,∞)|Σ |, i.e.,
q ∈ (0,∞)|Σ |.
Proof. We must show that if p ∈ ∆ ∩ C ∩ ∂([0,∞)|Σ |), then there exists q ∈ ∆ ∩ C ∩
(0,∞)|Σ | such that H(p) < H(q). Therefore, fix p = (pi)i ∈∆∩C ∩ ∂([0,∞)|Σ |). Since
p ∈ ∂([0,∞)|Σ |), there exists a non-empty subset J ⊆ Σ such that pi = 0 for i ∈ J and
pi = 0 for i /∈ J . Next, since p ∈∆∩C andC is an affine subspace such that the intersection
∆∩C is not a singleton and ∆∩C ∩ (0,∞)|Σ | = ∅, we may choose a vector x = (xi)i∈Σ
with xi > 0 for all i such that if we define p(t)= (pi(t))i∈Σ for t ∈ [0,1) by pi(t)= txi for
i ∈ J and pi(t) = pi − txi for i /∈ J , then p(t) ∈ ∆ ∩ C ∩ (0,∞)|Σ | for all t ∈ (0,1) and
p(0)= p. Now define f : (0,1)→R by f (t)=H(p(t)). Then clearly
f ′(t)=
∑
i
DiH
(
p(t)
)
p′i(t)
=−
∑
i∈J
(1+ log txi)xi +
∑
i/∈J
(
1+ log(1− txi)
)
xi. (3.6)
Since J = ∅, it follows from (3.6) that f ′(t) → ∞ as t → 0+, and we therefore
conclude that f is strictly increasing in a neighbourhood of 0. Hence there exists t0 ∈
(0,1) such f (t0) > f (0). Now put q = p(t0). Then q = p(t0) ∈ ∆ ∩ C ∩ (0,∞)|Σ |
and H(q) = H(p(t0)) = f (t0) > f (0) = H(p(0)) = H(p). This completes the proof of
Lemma 3.2. ✷
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is not a singleton. Assume that the restriction of H to ∆ ∩ C has a local maximum at
q= (qi)i∈Σ ∈∆∩C and that h = (hi)i∈Σ ∈R|Σ | is a vector such that
q+ th ∈ C and
∑
i
(qi + thi)= 1
for all t ∈R. Then there exists t0 > 0 such that
q+ th ∈∆∩C
for all t ∈ (−t0, t0).
Proof. By successively removing dimensions orthogonal to those faces of∆which contain
∆∩C, we may assume that ∆∩C ∩ (0,∞)|Σ | = ∅. It therefore follows from Lemma 3.2
that q ∈ ∆ ∩ C ∩ (0,∞)|Σ |. This clearly implies that we can choose t0 > 0 such that
q+ th ∈∆∩C for all t ∈ (−t0, t0). ✷
Next we prove a version of Lagrange Multipliers Rule. Define the function G :R|Σ | →
R by
G(p)=
∑
i
pi
for p = (pi)i∈Σ .
Proposition 3.4. Let G1, . . . ,Gm :R|Σ | →R be linear functions and let a1, . . . , am be real
numbers. Write C = {p ∈R|Σ | |Gi(p)= ai for all i}. Assume that the intersection ∆∩C
is not a singleton. Assume that the restriction of H to ∆ ∩ C has a local maximum at
q ∈ ∆ ∩ C. Then all partial derivatives of H at q exist and there exist (not necessarily
unique) real numbers λ,λ1, . . . , λm such that
∇H(q)− λ∇G(q)−
∑
i
λi∇Gi(q)= 0.
Proof. Let X be the subspace of R|Σ | spanned by the vectors ∇G(q),∇G1(q), . . . ,
∇Gm(q), i.e., X = span(∇G(q),∇G1(q), . . . ,∇Gm(q)). We must prove that∇H(q) ∈X.
For a subspace Y of R|Σ |, we denote the orthogonal complement of Y by Y⊥. Since
X =X⊥⊥, it suffices to show that
∇H(q) ∈X⊥⊥. (3.7)
Therefore let h = (hi)i∈Σ ∈ X⊥. We must now prove that 〈h|∇H(q)〉 = 0. Write
q = (qi)i∈Σ . Since h ∈ X⊥, we conclude that 〈h|∇G(q)〉 = 0 and 〈h|∇Gi(q)〉 = 0 for
all i . We now claim that
q+ th ∈ C and
∑
i
(qi + thi)= 1 (3.8)
for all t ∈ R. Indeed, using the linearity of Gi and the fact that q ∈ ∆ ∩ C we see that
Gi(q + th) = Gi(q) + tGi(h) = ai + tGi(h). Furthermore, the linearity of Gi clearly
284 L. Olsen / Bull. Sci. math. 128 (2004) 265–289implies that Gi(h) = 〈h|∇Gi(x)〉 for all x ∈ R|Σ |. Hence Gi(q + th) = ai + tGi(h) =
ai + t〈h|∇Gi(q)〉 = ai + t0 = ai for all i , and so q + th ∈ C. Similarly, the linearity
of G implies that
∑
i(qi + thi) = G(q + th) = G(q) + tG(h) =
∑
i qi + t〈h|∇G(q)〉 =
1+ t0 = 1. This proves (3.8).
It follows from (3.8) and Lemma 3.3 that there exists t0 > 0 such that g(t)= (gi(t))i =
(qi + thi)i = q + th ∈ ∆m ∩ C for all t ∈ (−t0, t0). Since g(0) = q, this implies that the
function f : t→H(g(t)) has a local extremum at the interior point t = 0 ∈ (−t0, t0). Hence
0 = f ′(0)=
∑
i
DiH
(
g(0)
)
g′i(0)=
∑
i
DiH(q)hi =
〈
h|∇H(q)〉
(here Di denotes partial differentiation with respect to the ith variable). This shows that
∇H(q) ∈X⊥⊥ =X. ✷
Remark. Write G0 = G. The two main differences between the above version of the
Lagrange Multiplier Rule and the usual version are the following: (1) we do not assume
that m+ 1 |Σ|, and (2) we do not assume that the rank of the Jacobian
J (z)= (DiGj (z))i∈Σ, 0jm,
equals the number of constraints functions G0,G1, . . . ,Gm, i.e., m+ 1 (here Di denotes
partial differentiation with respect to the ith variable). Since we are not assuming that
the rank of J (z) equals m + 1, additional assumptions are needed in order to prove the
existence of the parameters λ,λ1, . . . , λm. Indeed, we are assuming that the constraint
functions Gi are linear. In particular, this implies that Gi(h)= 〈h|∇Gi(x)〉 for all vectors
h,x ∈ R|Σ |. This formula, which plays a crucial role in the proof of Proposition 3.4,
is, of course, not true for arbitrary (not necessarily linear) C1 functions Gj . Related
versions of Lagrange Multipliers Rule appears in optimization theory, cf., for example,
[11, Theorem 6.2].
We now turn towards the proof of Theorem 5, i.e., the proofs of (3.4) and (3.5).
Theorem 3.5.
(1) We have
L(t)=K(t)
for all t ∈R|I |. (Recall that the functions L and K are defined in (3.1) and (3.2).)
(2) We have
K(t)= sup
λ∈Λ(t)
− 1
logN
∑
i
e−〈λ|ti〉∑
j e−〈λ|tj〉
log
e−〈λ|ti〉∑
j e−〈λ|tj〉
= sup
λ∈Λ(t)
1
logN
log
(∑
i∈Σ
e〈λ|t−ti〉
)
for all t ∈R|I |.
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Part 1: We prove that L(t)K(t). Let µ ∈PS(ΣN) with Ξµ= t. Now put qi = µ([i])
for i ∈Σ , and define q ∈∆ by q = (qi)i∈Σ . Since Ξµ= t, it follows that∑
k,j
pi,(k,j)
∑
i=(i1,...,id )
ik=j
qi = ti
for all i ∈ I . Hence
h(µ)
logN
− 1
logN
∑
i
µ
([i]) logµ([i])=− 1
logN
∑
i
qi logqi
= 1
logN
H(q)K(t).
Finally, since the measure µ ∈ PS(ΣN) with Ξµ = t was arbitrary, this shows that
L(t)K(t).
Part 2: Next we prove that K(t) L(t). Let q= (qi)i∈Σ with∑
k,j
pi,(k,j)
∑
i=(i1,...,id ), ik=j
qi = ti
for all i ∈ I . Next, we define a Bernoulli measure ν on ΣN by
ν
([i1 . . . in])= qi1 · · ·qin
for all positive integers n and all i1, . . . , id ∈Σ . However, since ν is a Bernoulli measure,
we have h(µ)=−∑i ν([i]) logν([i]), whence
H(q)
logN
=− 1
logN
∑
i
qi logqi =− 1logN
∑
i
ν
([i]) logν([i])= h(ν)
logN
.
Next, we observe that Ξν = t, and we therefore conclude that
H(q)
logN
= h(ν)
logN
 L(t).
Finally, since the probability vector q ∈∆ was arbitrary this implies that K(t)L(t).
(2) Fix t = (ti )i∈I ∈R|I |.
Part 1: We prove that K(t)  supµ∈Λ(t) 1logN log(
∑
i e
〈µ|t−ti〉). Let µ ∈ PS(ΣN) with
Ξµ= t. Fix t ∈R|I | with t = (ti )i∈I . For i ∈ I define Gi :R|Σ | →R by
Gi(q)=
∑
k,j
ti,(k,j)
∑
i=(i1,...,id )
ik=j
qi
for q = (qi)i∈Σ . Also recall that G,H :∆→R are defined by
G(q)=
∑
i
qi, H(q)=−
∑
i
qi logqi
for q = (qi)i∈Σ . Let
C = {q ∈R|Σ | |Gi(q)= ti for all i ∈ I}.
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attains its maximum at some point q ∈ ∆ ∩ C, whence K(t) = H(q). It follows from
Proposition 3.4 that there exist real numbers λ,λi for i ∈ I such that
0 =∇H(q)− λ∇G(q)−
∑
i
λi∇Gi(q). (3.9)
Next, write c= e−1−λ and λ= (λi)i∈I . It follows from (3.9) that
0 =− logqi + log c− 〈λ|ti〉
for all i= (i1, . . . , id), whence
qi = ce−〈λ|ti〉 (3.10)
for all i ∈Σ . We now prove that
λ ∈Λ(t).
Since G(q)= 1, we conclude that
1 =
∑
i
qi = 1
d
∑
k,j
∑
i=(i1,...,id )
ik=j
qi = c 1
d
∑
k,j
∑
i=(i1,...,id )
ik=j
e−〈λ|ti〉. (3.11)
Also, since Gi(q)= ti we have
ti =
∑
k,j
ti,(k,j)
∑
i=(i1,...,id )
ik=j
qi = c
∑
k,j
∑
i=(i1,...,id )
ik=j
ti,(k,j)e
−〈λ|ti〉. (3.12)
It follows from (3.11) and (3.12) that ∑k,j ∑i=(i1,...,id ), ik=j (ti − dti,(k,j))e−〈λ|ti〉 = 0 for
all i ∈ I . Hence λ ∈Λ(t).
Next, observe that (3.10) shows that
1+ λ= log 1
c
= log
(∑
i
e−〈λ|ti〉
)
. (3.13)
Also, observe that
ti =
∑
k,j
ti,(k,j)
∑
i=(i1,...,id )
ik=j
qi =
∑
k,j
∑
i=(i1,...,id )
ik=j
ti,(k,j)qi
=
∑
k
∑
j
∑
i=(i1,...,id )
ik=j
ti,(k,ik)qi =
∑
k
∑
i=(i1,...,id )
ti,(k,ik)qi.
Hence∑
i
〈λ|ti〉qi =
〈
λ
∣∣∣∣∑
i
tiqi
〉
=
∑
i
λi
∑
k
∑
i=(i1,...,id )
ti,(k,ik )qi
=
∑
λiti = 〈λ|t〉. (3.14)
i
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K(t)= 1
logN
H(q)=− 1
logN
∑
i
qi logqi =− 1logN
∑
i
qi
(−1− λ− 〈λ|ti〉)
= 1
logN
(
1+ λ+
∑
i
〈λ|ti〉qi
)
= 1
logN
log
(∑
i
e−〈λ|ti〉
)
+ 1
logN
log
(
e〈λ|t〉
)
= 1
logN
log
(∑
i
e〈λ|t−ti〉
)
.
Finally, since λ ∈Λ(t), we conclude from this inequality that
K(t) sup
µ∈Λ(t)
1
logN
log
(∑
i
e〈µ|t−ti〉
)
.
Part 2: Next we prove that supµ∈Λ(t) 1logN log(
∑
i e
〈µ|t−ti〉)  K(t). Indeed, let µ ∈
Λ(t). Define q= (qi)i∈Σ ∈∆ by qi = e〈µ|ti〉∑
j e
〈µ|tj〉 . Since µ ∈Λ(t), an easy calculation shows
that
1
logN
log
(∑
i
e〈µ|t−ti〉
)
= H(q)
logN
and that
∑
k,j ti,(k,j)
∑
i=(i1,...,id ), ik=j qi = ti for all i , whence
1
logN
log
(∑
i
e〈µ|t−ti〉
)
= H(q)
logN
K(t).
Taking supremum over all µ ∈Λ(t) completes the proof. ✷
Proof of Theorem 5. Theorem 5 follows immediately from Proposition 3.1 and Theo-
rem 3.5. ✷
4. Proof of Theorem 2
In this section we prove Theorem 2. The proof of Theorem 2 is similar (but significantly
simpler than) the proof of Theorem 5, and we will therefore be brief. Define Ξ :P(ΣN)→
R|Σ | by
Ξµ= (µ([i]))i∈Σ.
Next, recall that the empirical measure Lnω and the map π :ΣN →[0,1]d are defined in
the beginning of Section 3, and note that{
x ∈ [0,1]d |E ⊆ A((Πi(x;n))i∈Σ)⊆ F}
= π{ω ∈ΣN |E ⊆ A(ΞLnω)⊆ F} (4.1)
for all E,F ⊆∆. The following result now follows immediately from (4.1) and [13,14,19],
cf. also the surveys [15,16].
288 L. Olsen / Bull. Sci. math. 128 (2004) 265–289Theorem 4.1. For E,F ⊆∆, write Bd(E,F )= {x ∈ [0,1]d |E ⊆ A((Πi(x;n))i)⊆ F }.
(1) If E = ∅ and F is closed and convex, then
dimBd(E,F )= sup
p∈F
sup
µ∈PS(ΣN)
Ξµ=p
− h(µ)
logN
.
(2) If E = ∅ and the closed and convex hull of E is contained in a connected component
of F , then
dimBd(E,F )= inf
p∈E sup
µ∈PS(ΣN)
Ξµ=p
− h(µ)
logN
.
(2) If E = ∅ and the closed and E is not contained in a connected component of F , then
Bd(E,F )= ∅.
Hence, in order to prove Theorem 2, it suffices to prove that
sup
µ∈PS(ΣN)
Ξµ=p
− h(µ)
logN
=− 1
logN
∑
i
pi logpi (4.2)
for all p = (pi)i ∈∆. However, (4.2) follows easily from standard properties of the entropy.
This completes the proof of Theorem 2.
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