We give the first polynomial-time approximation scheme (PTAS) for the Steiner forest problem on planar graphs and, more generally, on graphs of bounded genus. As a first step, we show how to build a Steiner forest spanner for such graphs. The crux of the process is a clustering procedure called prize-collecting clustering that breaks down the input instance into separate subinstances which are easier to handle; moreover, the terminals in different subinstances are far from each other. Each subinstance has a relatively inexpensive Steiner tree connecting all its terminals, and the subinstances can be solved (almost) separately. Another building block is a PTAS for Steiner forest on graphs of bounded treewidth. Surprisingly, Steiner forest is NPhard even on graphs of treewidth 3. Therefore, our PTAS for bounded-treewidth graphs needs a nontrivial combination of approximation arguments and dynamic programming on the tree decomposition. We further show that Steiner forest can be solved in polynomial time for series-parallel graphs (graphs of treewidth at most two) by a novel combination of dynamic programming and minimum cut computations, completing our thorough complexity study of Steiner forest in the range of bounded-treewidth graphs, planar graphs, and bounded-genus graphs.
Approximation Schemes for Steiner Forest on Planar Graphs 21:3 most 2); the complexity of the problem for series-parallel graphs was stated as an open question by Richey and Parker [1986] . We resolve this question by giving a polynomialtime algorithm for Steiner forest on series-parallel graphs. The main idea is that even though algorithms based on dynamic programming have to evaluate subproblems corresponding to exponentially many partitions, the function describing these exponentially many values turn out to be submodular and it can be represented in a compact way by the cut function of a directed graph. On the other hand, Steiner forest becomes NP-hard on graphs of treewidth at most 3 [Gassner 2010 ]. Thus perhaps this is the first example when the complexity of a natural problem changes as treewidth increases from 2 to 3. In light of this hardness result, we investigate the approximability of the problem on bounded-treewidth graphs and show that, for every fixed k, Steiner forest admits a PTAS on graphs of treewidth at most k. The main idea of the PTAS is that if the dynamic programming algorithm considers only an appropriately constructed polynomial-size subset of the set of all partitions, then this produces a solution close to the optimum. Very roughly, the partitions in this subset are constructed by choosing a set of center points and classifying the terminals according to the distance to the center points. Our PTAS for planar graphs (and more generally, for bounded-genus graphs) uses this PTAS for bounded-treewidth graphs. This completes our thorough study of Steiner forest in the range of bounded-treewidth graphs, planar graphs and bounded-genus graphs.
Our Results and Techniques
Our main result in this article is a PTAS for the planar Steiner forest problem. THEOREM 1.1. For any constant¯ > 0, there is a polynomial-time (1 +¯ )approximation algorithm for the Steiner forest problem on planar graphs and, more generally, on graphs of bounded genus.
To this end, we build a Steiner forest spanner for the input graph and the set of demands; this is done in two steps. Roughly speaking, a Steiner forest spanner is a subgraph of the given graph whose length is no more than a constant factor times the length of the optimal Steiner forest, and furthermore, it contains a nearly optimal Steiner forest. Denote by OPT D (G) the minimum length of a Steiner forest of G satisfying (connecting) all the demands in D. We sometimes use OPT instead of OPT D (G) when D and G are easily inferred from the context. A subgraph H of G is a Steiner forest spanner with respect to demand set D if it has the following two properties.
-Spanning Property. There is a forest in H that connects all demands in D and has length at most (1 + )O PT D (G), namely, OPT D (H) ≤ (1 + )OPT D (G). -Shortness Property. The total length of H is not more than f ( ) · O PT D (G). THEOREM 1.2. Given any fixed > 0, a bounded-genus graph G in (V in , E in ) and demand pairs D, we can compute in polynomial time a Steiner forest spanner H for G in with respect to demand set D.
The algorithm that we propose achieves this in time O(n 2 log n). The entire algorithm for Steiner forest runs in polynomial time but the exponent of the polynomial depends on and the genus of the input graph.
The proof of Theorem 1.2 heavily relies on a novel clustering method presented in Theorem 1.3 that allows us to (almost) separately build the spanners for smaller and far apart sets of demands. The rest of the spanner construction-done separately for each of the sets-uses ideas of Borradaile et al. [2009b] , although there are still several 21:4 M. Bateni et al. technical differences. The clustering technique works for general graphs as opposed to the rest of the construction that requires the graphs to have bounded genus. THEOREM 1.3. Given an > 0, a graph G in (V in , E in ) , and a set D of pairs of vertices, we can compute in polynomial time a set of trees {T 1 , . . . , T k }, and a partition of demands {D 1 , . . . , D k }, with the following properties.
(1) All the demands are covered, that is,
(2) All the terminals in D i are spanned by the tree T i .
(3) The sum of the lengths of all the trees T i is no more than ( 4 + 2)OPT D (G in ).
(4) The sum of the lengths of minimum Steiner forests of all demand sets D i is no more than 1 + times the length of a minimum Steiner forest of G in ; that is,
The last condition implies that (up to a small factor) it is possible to solve the demands D i separately. Notice that this may lead to paying for portions of the solution more than once.
We will prove Theorem 1.3 in Section 3. Roughly speaking, the algorithm here first identifies some connected components by running a 2-approximation Steiner forest algorithm. Clearly, this construction satisfies all but the last condition of the theorem. However, at this point, these connected components might not be sufficiently far from each other so that we can consider them separately. To fix this, we contract each connected component into a "super vertex" to which we assign a prize (potential) that is proportional to the sum of the edge weights of the corresponding component. Then we run an algorithm that we call prize-collecting clustering. The algorithm as well as some parts of its analysis bears similarities to a primal-dual method due to Agrawal et al. [1991] and Goemans and Williamson [1995] . Indeed our analysis strengthens these previous approaches by proving certain local guarantees (instead of the global guarantee provided in these algorithms). In some sense, this clustering algorithm can also be seen as a generalization of an implicit clustering algorithm of Archer et al. [2009] who improve the best approximation factor for prize-collecting Steiner tree to 2 − , for some constant > 0. In this clustering, we consider a topological structure of the graph in which each edge is a curve connecting its endpoints whose length is equal to its weight. We paint (portions of) edges by different colors each corresponding to a super vertex. These colors form a laminar family and the "depth" of each color is at most the prize given to its corresponding super vertex. Using this coloring scheme we further connect some of the super vertices to each other with a length proportional to the sum of their prizes. At the end, we show that now we can consider these combined connected components as separate clusters and, roughly speaking, an optimal solution need not connect two different clusters because of the concept of depth. We believe the prize-collecting clustering presented in this paper might have applications for other problems (especially to obtain PTASes).
To obtain a PTAS as promised in Theorem 1.1, we first construct a spanner Steiner forest based on Theorem 1.2. On this spanner, we utilize a technique due to Klein [2008] and Demaine et al. [2007] that reduces the problem of obtaining a PTAS in a planar (and more generally, bounded-genus) graph whose total edge length is within a constant factor of the optimal solution to that of finding an optimal solution in a graph of bounded treewidth. (See the proof of Theorem 1.1 in Section 5 for more details.) However, there are no known polynomial-time algorithms in the literature for Steiner forest on bounded-treewidth graphs, so we cannot plug in such an algorithm to complete our PTAS. Therefore, we need to investigate Steiner forest on bounded-treewidth graphs, too.
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Resolving an open question of Richey and Parker [1986] , we design a polynomialtime algorithm for Steiner forest on series-parallel graphs. Very recently, using completely different techniques, a polynomial-time algorithm was presented for the special case of outerplanar graphs [Gassner 2010 ]. THEOREM 1.4. The Steiner forest problem can be solved in polynomial time for subgraphs of series-parallel graphs (i.e., graphs of treewidth at most 2).
A series-parallel graph can be built form elementary blocks using two operations: parallel connection and series connection. The algorithm of Theorem 1.4 uses dynamic programming on the construction of the series-parallel graph. For each subgraph arising in the construction, we find a minimum weight forest that connects some of the terminal pairs, connects a subset of the terminals to the "left exit point" of the subgraph, and connects the remaining terminals to the "right exit point" of the subgraph. The minimum weight depends on the subset of terminals connected to the left exit point, thus it seems that we need to determine exponentially many values (one for each subset). Fortunately, it turns out that the minimum weight is a submodular function of the subset. Furthermore, we show that this function can be represented by the cut function of a directed graph and this directed graph can be easily constructed if the directed graphs corresponding to the building blocks of the series-parallel subgraph are available. Thus, following the construction of the series-parallel graph, we can build all these directed graphs and determine the value of the optimal solution by the computation of a minimum cut.
Surprisingly, it turns out that the problem becomes NP-hard on graphs of treewidth at most 3 [Gassner 2010 ]. For completeness, in Section 8 we give a (different) NPhardness proof, that highlights how submodularity (and hence the approach of Theorem 1.4) breaks if treewidth is 3. There exist a few known problems that are polynomial-time solvable for trees but NP-hard for graphs of treewidth 2 [Bateni et al. 2011; Marx 2009 Marx , 2005 Richey and Parker 1986; Zhou and Nishizeki 1998 ], but to our knowledge, this is the first natural example where there is a complexity difference between treewidth 2 and 3.
Not being able to solve Steiner forest optimally on bounded-treewidth graphs is not an unavoidable obstacle for obtaining a PTAS on planar graphs: the technique of Klein [2008] and Demaine et al. [2007] can still be applied when we have a PTAS for graphs of bounded treewidth. In Section 7, we demonstrate such a PTAS. THEOREM 1.5. For every fixed w ≥ 1 and > 0, there is a polynomial-time (1 + )approximation algorithm for Steiner Forest on graphs with treewidth at most w.
Note that the exponent of the polynomial in Theorem 1.5 depends on both and w; it remains an interesting question for future research whether this dependence can be removed.
The main idea of the PTAS of Theorem 1.5 is to reduce the set of partitions considered in the dynamic programming algorithm to a polynomially bounded subset, in a way that an (1 + )-approximate solution using only these partitions is guaranteed to exist. The implementation of this idea consists of three components. First, we have to define which partitions belong to the polynomially bounded subset. These partitions are defined by choosing a bounded number of center points and a radius for each center. A terminal is classified into a class of the partition based on which center points cover it. Second, we need an algorithm that finds the best solution using only the allowed subset of partitions. This can be done following the standard dynamic programming paradigm, but the technical details are somewhat tedious. Third, we have to argue that there is a (1 + )-approximate solution using only the allowed partitions. We show 21:6 M. Bateni et al. this by proving that if there is a solution that uses partitions that are not allowed, then it can be modified, incurring only a small increase in the length, such that it uses only allowed partitions. The main argument here is that for each partition appearing in the solution, we try to select suitable centerpoints. If these centerpoints do not generate the required partition, then this means that a terminal is misclassified, which is only possible if the terminal is close to a centerpoint. In this case, we observe that two components of the solution are close to each other and we can join them with only a small increase in the length. The crucial point of the proof is a delicate charging argument, making use of the structure of bounded-treewidth graphs, which shows that repeated applications of this step results in a total increase that is not too large.
Follow-Up Work
The prize-collecting clustering technique was first implicitly used in Archer et al. [2009] for obtaining an approximation ratio of prize-collecting Steiner tree and prizecollecting traveling salesman problems to a constant below two. The technique was then formalized in the conference version of the current work and led to a PTAS for planar Steiner forest. Bateni et al. [2011] subsequently generalized the technique and provided reductions from planar graphs to bounded-treewidth graphs for a large class of prize-collecting Steiner network problems. This resulted in PTASes for prize-collecting Steiner tree, prize-collecting TSP and prize-collecting stroll on planar graphs. In another work, the technique has found application in presenting a PTAS for the planar multiway cut problem [Bateni et al. 2012 ].
BASIC DEFINITIONS
Let G(V, E) be a graph. As is customary, let δ(V ) denote the set of edges having one endpoint in a subset V ⊆ V of vertices. For a subset of vertices V ⊆ V, the subgraph of G induced by V is denoted by G[V ]. With slight abuse of notation, we sometimes use the edge set to refer to the graph itself. Hence, the previously mentioned subgraph may also be referred to by E[V ] for simplicity. We denote the length of a shortest x-toy path in G as dist G (x, y). For an edge set E, we denote by (E) := e∈E (e) the total length of edges in E, where (e) denotes the length of edge e in G.
A collection S is said to be laminar if and only if for any two sets C 1 , C 2 ∈ S, we have
Given an edge e = (u, v) in a graph G, the contraction of e in G denoted by G/e is the result of unifying vertices u and v in G, and removing all loops and all but the shortest among parallel edges. More formally, the contracted graph G/e is formed by the replacement of u and v with a single vertex such that edges incident to the new vertex are the edges other than e that were incident with u or v. To obtain a simple graph, we first remove all self-loops in the resulting graph. In case of multiple edges, we only keep the shortest edge and remove all the rest. The contraction G/E is defined as the result of iteratively contracting all the edges of E in G, that is, G/E := G/e 1 /e 2 / . . . /e k if E = {e 1 , e 2 , · · · , e k }. Clearly, the planarity of G is preserved after the contraction. Similarly, contracting edges does not increase the length of an optimal Steiner forest.
The boundary of a face of a planar embedded graph is the set of edges adjacent to the face; it does not always form a simple cycle. The boundary ∂ H of a planar embedded graph H is the set of edges bounding the infinite face. An edge is strictly enclosed by the boundary of H if the edge belongs to H but not to ∂ H. Now we define the basic notion of treewidth, as introduced by Robertson and Seymour [1986] . To define this notion, we consider representing a graph by a tree Approximation Schemes for Steiner Forest on Planar Graphs 21:7 structure, called a tree decomposition. More precisely, a tree decomposition of a graph G(V, E) is a pair (T, B) in which T(I, F) is a tree and B = {B i | i ∈ I} is a family of subsets of V(G) such that
(2) for each edge e = (u, v) ∈ E, there exists an i ∈ I such that both u and v belong to
To distinguish between vertices of the original graph G and vertices of T in the tree decomposition, we call vertices of T nodes and their corresponding B i 's bags. The width of the tree decomposition is the maximum size of a bag in B minus 1. The treewidth of a graph G, denoted tw(G), is the minimum width over all possible tree decompositions of G.
For algorithmic purposes, it is convenient to define a restricted form of tree decomposition. We say that a tree decomposition (T, B) is nice if the tree T is a rooted tree such that for every i ∈ I either (1) i has no children (i is a leaf node), (2) i has exactly two children i 1 , i 2 and B i = B i 1 = B i 2 holds (i is a join node), (3) i has a single child i and B i = B i ∪ {v} for some v ∈ V (i is an introduce node), or (4) i has a single child i and
It is well known that every tree decomposition can be transformed into a nice tree decomposition of the same width in polynomial time. Furthermore, we can assume that the root bag contains only a single vertex.
We will use the following lemma to obtain a nice tree decomposition with some further properties (a related trick was used in Marx [2007] , the proof is similar):
LEMMA 2.1. Let G be a graph having no adjacent degree 1 vertices. G has a nice tree decomposition of polynomial size having the following two additional properties:
(1) No introduce node introduces a degree 1 vertex.
(2) The vertices in a join node have degree greater than 1.
PROOF. Consider a nice tree decomposition of graph G. First, if v is a vertex of degree 1, then we can assume that v appears only in one bag: if w is the unique neighbor of v, then it is sufficient that v appears in any one of the bags that contain w. Let B v = {v, x 1 , . . . , x t } be this bag where x 1 = w. We modify the tree decomposition as follows. We replace
and its parent, and create a new bag B t = B v \ {v} that is the other child of B v (thus B v is a join node). For i = 1, . . . , t − 1, let B i = {x 1 , . . . , x i }, and let B i be the child of B i+1 . Finally, let B w = {w, v} be the child of B 1 and let B = {v} be the child of B w . Observe that B i (2 ≤ i ≤ t), B w are introduce nodes, B 1 is a forget node, and B is a leaf node. This operation ensures that vertex v appears only in a leaf node. It is clear that after repeating this operation for every vertex of degree 1, the two required properties will hold.
We also need a basic notion of embedding; see, for example, Robertson and Seymour [1994] and Cabello and Mohar [2005] . In this article, an embedding refers to a 2-cell embedding, that is, a drawing of the vertices and edges of the graph as points and arcs in a surface such that every face (connected component obtained after removing edges and vertices of the embedded graph) is homeomorphic to an open disk. We use basic terminology and notions about embeddings as introduced in Mohar and Thomassen [2001] . We only consider compact surfaces without boundary. Occasionally, we refer 21:8 M. Bateni et al. to embeddings in the plane, when we actually mean embeddings in the 2-sphere. If S is a surface, then for a graph G that is (2-cell) embedded in S with f facial walks, the number g = 2 − |V(G)| + |E(G)| − f is independent of G and is called the Euler genus of S. The Euler genus coincides with the crosscap number if S is nonorientable, and equals twice the usual genus if the surface S is orientable.
PRIZE-COLLECTING CLUSTERING
The goal of this section is to prove Theorem 1.3, that allows us to break up the input Steiner forest instance into simpler ones. The proof relies on the prize-collecting clustering technique, that produces a partition of graph vertices corresponding to potential values assigned to them. Roughly speaking, vertices close to each other (relative to their potentials) are placed in one cluster, and those far from each other will be part of different clusters.
It is more instructive to state the prize-collecting theorem in abstract terms, and then use it to prove the particular theorem needed for Steiner forest. This abstraction cleans up the proofs. THEOREM 3.1 (PRIZE-COLLECTING CLUSTERING). Let G(V, E) be a graph with a nonnegative edge length (e) for each edge e and a potential φ v for each vertex v. In polynomial time, we can find a subgraph Z such that
(1) the length of Z is at most 2 v∈V φ v , and (2) for any subgraph L of G, there is a set Q of vertices such that (a) v∈Q φ v is at most the length of L, and (b) if two vertices v 1 , v 2 ∈ Q are connected by L, then they are in the same component of Z .
The theorem is proved by presenting and analyzing a procedure, PC-Clustering, which takes as input G, , φ, and outputs Z ; however, this procedure does not compute Q since such a computation requires the knowledge of L. In fact, Q need not even be computable (in polynomial time) from L-although it is possible-and the very guarantee that a suitable Q exists for each L is sufficient for the applications of the theorem.
Before giving the proof of Theorem 3.1 in Section 3.1, we argue that it implies Theorem 1.3. The procedure for doing so is shown in Algorithm 1 (PC-Partition). 
Algorithm 1 PC-Partition
Approximation Schemes for Steiner Forest on Planar Graphs 21:9 PROOF OF THEOREM 1.3. We start with a 2-approximate solution F * satisfying all the demands in D (such a solution can be found via Goemans-Williamson's Steiner forest algorithm, for instance). In the following, we extend F * by connecting some of its components to make the trees T i . It is easy to see that this construction guarantees the first two conditions of Theorem 1.3. We work on a graph G(V, E) formed from G in by contracting each tree component of F * . A potential φ v is associated with each vertex v of G, which is 1 times the length of the tree component of F * corresponding to v in case v is the contraction of a tree component, and zero otherwise.
Let Z be the subgraph of G given by Theorem 3.1. Let Z in be the subgraph of G in obtained from Z by uncontracting the components of F * and adding F * to Z in ; as F * is a solution, Z in is a solution as well. Let T 1 , . . . , T k be spanning trees of the components of Z in and let D 1 , . . . , D k be the set of demands spanned by these trees. It is clear that the first two conditions of the theorem hold. The length of Z in is the length of F * (which is at most 2OPT) plus the length of Z (which is at most 2 v∈V φ v ≤ 4 OPT), giving the third condition.
Let OPT be an optimal solution and let L be the corresponding subgraph of G (obtained by contracting the components of F * ). Let Q be the set of vertices of G given by the second condition of Theorem 3.1. For every node in Q, there is a corresponding component of F * ; let Q in be the forest of G in composed from all these components. From the way the potential φ v was defined, we have (Q in ) = v∈Q φ v ≤ (L) ≤ (OPT), where in the second inequality, we used condition 2(a) of Theorem 3.1.
To show that the last condition holds, for every D i we construct a subgraph H i that satisfies the demands in D i . For every demand in D i , if the component K of F * satisfying the demand belongs to Q in , then we put K into H i ; otherwise, we put the component of OPT satisfying the demand into H i . Observe that each component of Q in is used in at most one of the H i 's: as Q in is a subgraph of Z in , all the demands satisfied by a component K of Q in belong to the same D i . Furthermore, we claim that each component of OPT is used in at most one of the H i 's. Suppose that a component K of OPT was used in both H i and H j , that is, K satisfies a demand in D i and a demand in D j . The components of F * satisfying these two demands are not in Q in (otherwise we would have put these components into H i or H j instead of K), thus they correspond to nodes v 1 , v 2 ∈ Q in the contracted graph G. Thus L, the contracted version of OPT, connects two nodes v 1 , v 2 ∈ Q. Condition 2(b) of Theorem 3.1 implies that v 1 and v 2 are in the same component of Z and hence the two demands are satisfied by the same component of Z in . This contradicts that the two demands are in two different sets D i and D j .
Since every component of Q in and every component of OPT is used by at most one of the
. This establishes the last condition of the theorem.
Proof of Theorem 3.1
In this section, we describe an algorithm PC-Clustering that is used to prove Theorem 3.1. The algorithm as well as its analysis bears similarities to the primal-dual method due to Agrawal et al. [1995] and Goemans and Williamson [1995] . It uses a technique that we call prize-collecting clustering and our analysis strengthens the previous approaches by proving some local guarantees (instead of the global guarantee provided in previous algorithms).
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The following system of linear equations is central to our algorithm. The variable y S,v is defined for every v and S with v ∈ S ⊆ V, and (e) denotes the length of the edge e.
S v
These constraints are quite similar to the dual LP for the prize-collecting Steiner tree problem when φ v are thought of as penalty values corresponding to the vertices. In the standard linear program for the prize-collecting Steiner tree problem, there is a special root vertex to which all the terminals are to be connected. Then, no set containing the root appears in the formulation.
Although there are exponentially many variables here, only a polynomial number of them will take nonzero values during the algorithm, and the algorithm runs in polynomial time.
The solution is built up in two stages. First we perform an unrooted growth to find a forest F 1 and a corresponding vector y. (During the process, we maintain a vector y satisfying all these constraints, and at the end, all the constraints (2) hold with equality.) In the second stage, we prune some of the edges of F 1 to get another forest F 2 . In the following, we describe the two phases of Algorithm 2 (PC-Clustering).
Growth. We begin with a zero vector y, and an empty set F 1 . We maintain a partition C of vertices V into clusters; it initially consists of singleton sets. Each cluster is either
Equivalently, a cluster C ∈ C is active if and only if there is a live vertex v ∈ C. We simultaneously grow all the active clusters by η. In particular, if there are κ(C) > 0 live vertices in an active cluster C, we increase y C,v by η/κ(C) for each live vertex v ∈ C. Hence, y C defined as v∈C y C,v is increased by η for an active cluster C. We pick the largest value for η that does not violate any of the constraints in (1) or (2). Obviously, η is finite in each iteration because the values of these variables cannot be larger than v φ v . Hence, at least one such constraint goes tight after the growth step. If this happens for an edge constraint for e = (u, v), then there are two clusters C u u and C v v in C; at least one of the two is growing. We merge the two clusters into C = C u ∪ C v by adding the edge e to F 1 , remove the old clusters and add the new one to C. Nothing needs to be done if a constraint (2) becomes tight. The number of iterations is at most 2|V| because at each event either a vertex dies, or the size of C decreases.
We can think of the growth stage as a process that paints portions of the edges of the graph. This gives a better intuition to the algorithm, and makes several of the following lemmas intuitively simple. Consider a topological structure in which vertices of the graph are represented by points, and each edge is a curve connecting its endpoints whose length is equal to the weight of the edge. Suppose a cluster C is growing by an amount η. This is distributed among all the live vertices v ∈ C, where y C,v is increased by η := η/κ(C). As a result, we paint by color v a connected portion with length η of all the edges in δ(C). Finally, each edge e gets exactly C:e∈δ(C) y C,v units of color v. We can perform a clean-up process, such that all the portions of color Approximation Schemes for Steiner Forest on Planar Graphs 21:11 Fig. 1 . PC-Clustering paints the graph with different colors (corresponding to potentials of vertices), and each part of an edge may get a different color. Solid edges represent edges bought by PC-Clustering, whose result gives rise to five connected components, namely K 1 = {1}, K 2 = {2}, K 3 = {3, 4, 5, 7, 8}, K 4 = {6} and K 5 = {9}. (The final pruning step may erase some of the edges and break up certain components, but for simplicity of presentation in this figure, we assume these are the actual components.) The dashed edges correspond to another solution, say the optimum. The "length" of two components connected by such a solution can be charged to the length of this solution. For instance, the path from 1 to 3 passes through the colors corresponding to 1 and 3, and, since both nodes are exhausted, the length of the path is at least the sum of the potentials of the two nodes-in general, at least one of the involved nodes is exhausted by the solution whenever it connects two separate components of PC-Clustering. Thus, we can leave these two nodes out of consideration, and continue this process. As a result, we can solve demands in each of the remaining components separately, and only pay a small additional length (due to charging).
v are consecutive on an edge. 1 Hence, as a cluster expands, it colors its boundary by the amount of growth. At the time when two clusters merge, their colors barely touch each other. At each point in time, the colors associated with the vertices of a cluster form a connected region.
Pruning. Let S contain every set that is a cluster at some point during the execution of the growth step. It can be easily observed that the clusters S are laminar and the maximal clusters are the clusters of C. In addition, notice that F 1 [C] is connected for each C ∈ S.
Let B ⊆ S be the set of all such clusters that are tight, namely, for each S ∈ B, we have S ⊆S v∈S y S ,v = v∈S φ v . In the pruning stage, we iteratively remove some edges from F 1 to obtain F 2 . More specifically, we first initialize F 2 with F 1 . Then, as long as there is a cluster S ∈ B such that F 2 ∩ δ(S) = {e}, we remove the edge e from F 2 .
A cluster C is called a pruned cluster if it is pruned in the second stage in which case, δ(C) ∩ F 2 = ∅. We argue that a pruned cluster cannot have nonempty and proper intersection with a connected component of F 2 . Notice that, at the time the cluster C is pruned, the single remaining edge of F 2 ∩ δ(C) is removed from F 2 , thus the final F 2 21:12 M. Bateni et al. cannot have any edge of δ(C). Therefore, no connected component of F 2 can have two vertices such that one is inside C and the other is not.
Before we can give the algorithm, we need to define C(v) as the cluster currently
Let η be the largest possible value such that simultaneously increasing y C by η for all active clusters C does not violate Constraints (1)-(3).
6:
Let
if ∃e ∈ E that is tight and connects two clusters then 8:
Pick one such edge e = (u, v).
9:
Let F 1 ← F 1 ∪ {e}.
10:
Notice that Line 2 of PC-Clustering ensures that, at the end of the algorithm, all budgets are exhausted because no vertex is alive.
Observation 3.2. When PC-Clustering terminates, Inequalities (2) hold with equality.
We first bound the length of the forest F 2 . The following lemma is similar to the analysis of the algorithm in Goemans and Williamson [1995] . However, we do not have a primal LP to give a bound on the dual. Rather, the upper bound for the length is the sum of all the potential values v φ v . In addition, we bound the length of a forest F 2 that may have more than one connected component, whereas the prize-collecting Steiner tree algorithm of Goemans and Williamson [1995] finds a connected graph at the end.
PC-Clustering has a notion of time, and the algorithm is defined by how the forest F 1 , F 2 and dual variables y S,v grow over time. Conceptually, it is helpful to think of PC-Clustering as progressing continuously over time, although the actual computation is confined to a sequence of discrete event points. Time begins at 0 and unfolds in epochs, which are the intervals of time between two consecutive event points (possibly an empty interval, if two event points occur simultaneously). There are two types of event points, tight edge and cluster death events, which we described previously. Notice that, during each epoch, each cluster is either active or inactive, and each active cluster C increases its y C value at rate 1 for the duration of the epoch, while all other duals remain unchanged. At time 0, the (singleton) clusters with strictly positive penalty are active. PROOF OF LEMMA 3.3. The strategy is to prove that the length of the forest F 2 is at most 2 v∈S⊆V y S,v ≤ 2 v∈V φ v . The inequality follows from Eq. (2). Recall that the growth phase has several events corresponding to an edge or set constraint going tight. We first break apart y variables by epoch. Let t j be the time at which the j th event point occurs in the growth phase (0 = t 0 ≤ t 1 ≤ t 2 ≤ · · · ), so the j th epoch is the interval of time from t j−1 to t j . For each cluster C, let y ( j) C be the amount by which y C := v∈C y C,v grew during epoch j, which is t j − t j−1 if it was active during this epoch, and zero otherwise. Thus, y C = j y ( j) C . Because each edge e of F 2 was added at some point by the growth stage when its edge packing constraint (1) became tight, we can exactly apportion the length (e) amongst the collection of clusters {C : e ∈ δ(C)} whose variables "pay for" the edge, and can divide this up further by epoch. In other words, (e) = j C:e∈δ(C) y ( j) C . We will now prove that the total edge length from F 2 that is apportioned to epoch j is at most 2 C y ( j) C . In other words, during each epoch, the total rate at which edges of F 2 are paid for by all active clusters is at most twice the number of active clusters. Summing over the epochs yields the desired conclusion.
We now analyze an arbitrary epoch j. Let C j denote the set of clusters that existed during epoch j. Consider the graph F 2 , and then collapse each cluster C ∈ C j into a supernode. Call the resulting graph H. Although the nodes of H are identified with clusters in C j , we will continue to refer to them as clusters, in order to avoid confusion with the nodes of the original graph. Some of the clusters are active and some may be inactive. Let us denote the active and inactive clusters in C j by C act and C dead , respectively. The edges of F 2 that are being partially paid for during epoch j are exactly those edges of H that are incident to an active cluster, and the total amount of these edges that is paid off during epoch j is (t j − t j−1 ) C∈C act deg H (C). Since every active cluster grows by exactly t j − t j−1 in epoch j,
First, we must make some simple observations about H. Since F 2 is a subset of the edges in F 1 , and each cluster represents a disjoint induced connected subtree of F 1 , the contraction to H introduces no cycles. Thus, H is a forest. All the leaves of H must be alive because otherwise the corresponding cluster C would be in B and hence would have been pruned away.
With this information about H, it is easy to bound C∈C act deg H (C). The total degree in H is at most 2(|C act | + |C dead |). Noticing that the degree of dead clusters is at least two, we get
The following lemma gives a sufficient condition for two vertices that end up in the same component of F 2 . This is a corollary of our pruning rule, which has a major 21:14 M. Bateni et al. difference from other pruning rules. Unlike the previous work, we do not prune the entire subgraph; rather, we only remove some edges, increasing the number of connected components.
LEMMA 3.4. Two vertices u and v of V are connected via F 2 if there exist sets S, S both containing u, v such that y S,v > 0 and y S ,u > 0.
PROOF. The growth stage connects u and v since y S,v > 0 and u, v ∈ S. Consider the path p connecting u and v in F 1 . All the vertices of p are in S and S . For the sake of reaching a contradiction, suppose some edges of p are pruned. Let e be the first edge being pruned on the path p. Thus, there must be a cluster C ∈ B cutting e; furthermore, δ(C)∩ p = {e} since e is the first edge pruned from p. As C cuts e, it only has one endpoint of the edge. Then, the laminarity of the clusters S gives C ⊂ S, S . In addition, we show that C contains exactly one endpoint of the path p (as opposed to exactly one endpoint of the edge e). This holds because, if C contained neither or both endpoints of p, the cluster C could not cut p at exactly one edge. Call the endpoint of p in this cluster v.
We then have C ⊆C y C ,v = φ v because C is tight. However, as C is a proper subset of S, this contradicts with y S,v > 0, proving the supposition is false. The case when C contains u is symmetric.
Consider a pair (v, S) with y S,v > 0. If subgraph G of G has an edge that goes through the cut (S,S), at least a portion of length y S,v of G is painted with the color v due to the set S. Thus, if G cuts all the sets S for which y S,v > 0, we can charge part of the length of G to the potential of v. Later, in Lemma 3.6, we are going to use potentials as a lower bound on the length of a graph. (When it is invoked in Theorem 1.3, this serves as a lower bound on the optimum.) More formally, we say a graph G (V, E ) exhausts a color u if and only if E ∩ δ(S) = ∅ for any S with y S,u > 0. We can relate the length of a subgraph to the potential value of the colors it exhausts.
LEMMA 3.6. Let Q be the set of colors exhausted by subgraph G of G. The length of
This is quite intuitive. Recall that the y variables color the edges of the graph. Consider a segment on edges corresponding to cluster S with color v. At least one edge of G passes through the cut (S,S). Thus, a portion of the length of G can be charged to y S,v . Hence, the total length of the graph G is at least as large as the total amount of colors paid for by Q.
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We now provide a formal proof.
Now we are ready to prove Theorem 3.1. PROOF OF THEOREM 3.1. The subgraph Z is the forest F 2 . Condition 1 is given by Lemma 3.3. For condition 2, let Q be the set of vertices exhausted by L. Now conditions 2(a) and 2(b) are proved by Lemma 3.6 and Lemma 3.5, respectively.
CONSTRUCTING THE SPANNER
The goal of this section is to prove Theorem 1.2. Recall that we are given a graph G in (V in , E in ), and a set of demands D. From Theorem 1.3, we obtain a set of trees {T 1 , . . . , T k } associated with a partition of demands {D 1 , . . . , D k }: tree T i connects all terminals Q i in demand set D i , and the total length of trees T i is O(OPT). The construction goes along the same lines as those of Borradaile et al. [2009a Borradaile et al. [ , 2009b , yet there are certain differences in the analysis. The construction is carried out in three steps. We separately build a graph H i for each T i , and finally let H be the union of all graphs H i . Borradaile et al. [2007 Borradaile et al. [ , 2009b developed a PTAS for the Steiner tree problem in planar graphs; this technique was later extended to bounded-genus graphs [Borradaile et al. 2009a ]. The method involves finding a grid-like subgraph called the mortar graph that spans the input terminals and has length O(OPT). Each face of the mortar graph corresponds to a subgraph of the original graph, called a brick. The set of feasible Steiner trees is restricted to those that cross brick boundaries only at a small number (per brick) of predesignated vertices called portals. A Structure Theorem guarantees the existence of a nearly optimal solution (one that has length at most (1 + )OPT) in this set. 
The Construction
In this work, we do not give the details of the constructions due to Borradaile et al. [2009a Borradaile et al. [ , 2009b . We only mention some of the definitions in order to facilitate the presentation and proof.
The following steps are performed separately for each demand set. When working on D i to build H i , the set of terminals Q = Q i will include all the vertices appearing in the demand pairs of D i .
Step 1. Building a Mortar Graph. The mortar graph 2 (of a bounded-genus graph G) with respect to a subset Q of vertices, called terminals, is a subgraph G M of G with the following properties, among others:
(1) (G M ) ≤ γ ( , g) span(Q), where γ ( , g) = 2(8g + 2)( −1 + 1) 2 and span(Q) denotes the minimum length of a Steiner tree spanning terminals Q.
(2) A face B of G M with all edges and vertices of G embedded inside it is called a brick.
Every brick is planar.
(3) The boundary of each brick B consists of four sides W, N, E, S in clockwise order.
The total length of all W-and E-boundaries (called supercolumns) is at most 2 · span(Q). (4) All terminals Q fall on N-or S-boundaries. Borradaile et al. [2009a] show how to construct the mortar graph of a boundedgenus graph in O(n log n) time.
Step 2. Designating Portals. For some θ that polynomially depends on −1 and g, at most θ vertices on the boundary of each brick B are designated as portals such that the distance between any two consecutive portals is no more than (∂ B)/2θ . (This can be done using a greedy algorithm: start with an arbitrary vertex as a portal, and then moving clockwise around the brick, iteratively find the farthest vertex on the boundary whose distance to the previously selected portal is within the prescribed limit.) The goal is to focus on portal-respecting solutions, that is, those in which the solution crosses brick boundaries only at portals. To reduce the patching cost (of connecting the original solution's crossing points to portals), we pick θ to be large compared to the number of crossings a solution may have. In particular, Theorem 10.7 of Borradaile et al. [2009b] bounds the number of crossings by α which is a polynomial in g and −1 .
LEMMA 4.1. For any forest F in a brick B, there exists a forest F such that (1) (F ) ≤ (1 + ) (F), (2) F crosses 3 the boundary of B at most α times, and (3) any two vertices on N-or S-boundaries of B connected by F are also connected by F .
Step 3. Adding Steiner Trees. All edges of G M belong to H i . For each brick B and any selection of its portals ⊆ , we add to H i the optimal Steiner tree (not forest) spanning and only using the boundary or the inside of B, assuming that the W-and E-boundaries of B have length zero. This can be done in time polynomial in θ using the algorithm of Erickson et al. [1987] since all these terminals lie on the infinite face of a planar graph.
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Notice that for fixed and g, there are at most a constant number of portals, hence constant number of such Steiner trees, and the length of each is at most the length of the boundary of the brick.
The Analysis
Next we prove two properties of the spanner: a bound on its length in Lemma 4.2 and its spanning property in Lemma 4.3. The following lemma is the main piece in proving the shortness property. 
Step 3 we add at most 2 θ Steiner trees each of which has length no more than (∂(B)). Since an edge of G M may appear in the boundary of two bricks, the total addition due to these trees is at most 2
Finally we prove the spanning property of H. Recall that H is formed by the union of the graphs H i constructed above.
PROOF. Take the optimal solution OPT. Find forests OPT i satisfying demands D i , i.e., (OPT i ) = OPT D i (G in ). We can apply Theorem 1.3 to get i (OPT i ) ≤ (1 + )OPT.
Consider one OPT i that serves the respective set of demands D i . Add the set of all supercolumns of H i to OPT i to get OPT 1 i . Recall the total length of these supercolumns is at most 2 · span(Q i ) ≤ 2 (T i ). Next, use Lemma 4.1 to replace the intersection of OPT 1 i and each brick with another forest having the properties of the lemma. Let OPT 2 i be the new forest. The length of the solution increases to no more than a 1 + factor. Furthermore, as a result, OPT 2 i crosses each brick at most α times. We claim, provided that θ is sufficiently large compared to α, we can ensure that moving these intersection points to the portals introduces no more than an factor in the length.
Consider a brick B with boundaries W, N, E, S. Connect each intersection point of the brick to its closest portal. Each connection on a brick B moves by at most (∂(B))/θ . The total movement of each brick is at most α (∂(B))/θ which is no more than 2 (∂(B))/γ ( , g) if θ ≥ α −2 γ ( , g). Hence, the total additional length for all bricks of H i is bounded by 2 2 (T i ). Finally, we replace the forests inside each brick B by the Steiner trees provisioned in the last step of our spanner construction. Take a brick B with the set of portals . Let K 1 , K 2 , . . . be the connected components of OPT 2 i inside B. Each intersection point is connected to a portal of B. Replace each K j by the optimal Steiner tree corresponding to this subset of portals. This procedure does not increase the length and produces a graph OPT 3 i . Clearly, OPT 3 i satisfies all the demands in D i . Thus, the union of all forests OPT 3 i , henceforth referred to as OPT * , gives a solution for the given Steiner forest instance. It only remains to bound the length of OPT * . We have which may be strict due to the presence of common edges between different OPT 3 i forests. Replacing the Steiner trees by the optimal Steiner trees between portals cannot increase the length, so, the only length increase comes from connections to portals. Thus, we get
From the preceding discussion,
Hence, the length of OPT * is (5), (6) and (7) = Now we can complete the proof of Theorem 1.2. Notice that we first find a set of trees T i from Theorem 1.3 such that i length(T i ) ≤ ( 4 +2)OPT D (G in ). Lemma 4.2 then establishes the shortness property whereas Lemma 4.3 yields the spanning property.
Notice that the construction will produce a subset of the original graph, hence the bound on genus carries over.
Running Time
The spanner can be constructed in time O(n 2 log n), where the dominant term comes from PC-Clustering. Borradaile et al. [2009a] show how to construct the mortar graph in time O(n log n). The rest of the spanner construction can be done in O(n log n) time [Borradaile et al. 2009b ].
THE PTAS FOR BOUNDED-GENUS STEINER FOREST
Having proved the spanner result, we can present our main PTAS for Steiner forest on planar graphs in this section. We first mention two main ingredients of the algorithm. We invoke the following result due to Demaine et al. [2007] .
THEOREM 5.1 [DEMAINE ]. For a fixed genus g, and any integer k ≥ 2, and for every graph G of Euler genus at most g, the edges of G can be partitioned into k sets such that contracting any one of the sets results in a graph of treewidth at most O(g 2 k). Furthermore, such a partition can be found in O(g 5/2 n 3/2 log n) time.
As a corollary, this holds for a planar graph (which has genus zero). According to [Borradaile et al. 2009a ], the running time of this procedure can be Approximation Schemes for Steiner Forest on Planar Graphs
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improved to O(n log n) using the techniques in Cabello and Chambers [2007] (assuming constant g).
We can now prove the main theorem of this work. Algorithm 3 (SF-PTAS) shows the steps of the PTAS. PROOF OF THEOREM 1.1. Given are bounded-genus graph G in , and the set of demand pairs D. We build a Steiner forest spanner H using Theorem 1.2. For a suitable value of k whose precise value will be fixed below, we apply Theorem 5.1 to partition the edges of H into E 1 , E 2 , . . . , E k . Let E i * be the set having the least total length. The total length of edges in E i * is at most (H)/k. Contracting E i * produces a graph H * of treewidth O(g 2 k).
Algorithm 3 SF-PTAS
Theorem 1.5 allows us to find a solution OPT * corresponding to H * . Adding the edge set E i * clearly produces a solution for H whose length is at most (1 + The running time of the algorithm excluding the bounded-treewidth PTAS is bounded by O(n 2 log n). The parameter k above has a singly exponential dependence on . Yet, the running time of the current procedure for solving bounded-treewidth instances is not bounded by a low-degree polynomial; rather, k and appear in the exponent of the polynomial. Were we able to improve the running time of this procedure, we would obtain a PTAS that runs in time O(n 2 log n).
PTAS FOR GRAPHS OF BOUNDED TREEWIDTH
The purpose of this section is to prove Theorem 1.5 by presenting a PTAS for Steiner forest on graphs of bounded treewidth.
Groups
We define a notion of group that will be crucial in the description of the algorithm. A group is defined by a set S of center vertices, a set X of "interesting" vertices, and a maximum distance r; the group G G (X , S, r) contains S and those vertices of X that are at distance at most r from some vertex in S. 21:20 M. Bateni et al. Fig. 2 . The four components K 1 , K 2 , K 3 , K 3 of F partition A i into 4 classes. Note that the restriction of F to V i has 6 components. LEMMA 6.1. Let T be a Steiner tree of X ⊆ V(G) with length W. For every > 0, there is a set S ⊆ X of O(1 + 1/ ) vertices such that X = G G (X , S, W) .
PROOF. Let us select vertices s 1 , s 2 , . . . from X as long as possible, with the requirement that the distance of s i is more than W from every s j , 1 ≤ j < i. Suppose that s t is the last vertex selected this way. We claim that t ≤ 1 + 2/ . Consider a shortest closed tour in G that visits the vertices s 1 , . . . , s t (not necessarily in the order of their indices). As the distance between any two such vertices is more than W, the total length of the tour is more than t W (assuming that t > 1). On the other hand, all these vertices are on the tree T and it is well known that there is a closed tour that visits every vertex of the tree in such a way that every edge of the tree is traversed exactly twice and no other edge of the graph is used. Hence, the shortest tour has length at most 2W and t ≤ 2/ follows.
The following consequence of the definition of group is easy to see. PROPOSITION 6.2. If S 1 , S 2 , X 1 , X 2 are subsets of vertices of G and r 1 , r 2 are real numbers, then
Conforming Solutions
Let (T, B) be a rooted nice tree decomposition of width k, let I be the nodes of T, and let B = {B i | i ∈ I} be the bags of the decomposition. For every i ∈ I, let V i be the set of vertices appearing in B i or in the bag of a descendant of B i . Let A i be the set of active vertices at bag B i : those vertices v ∈ V i for which there is a demand {v, w} ∈ D with w ∈ V i . Let G i := G[V i ]. A Steiner forest F induces a partition π i (F) of A i for every i ∈ I: let two vertices of A i be in the same class of π i (F) if and only if they are in the same component of F. Note that if F is restricted to G i , then a component of F can be split into up to k + 1 components, thus π i (F) is a coarser partition than the partition defined by the components of the restriction of F to G i . See Figure 2 for an example.
Approximation Schemes for Steiner Forest on Planar Graphs
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Let
= ( i ) i∈I be a collection such that i is a set of partitions of A i . If some Steiner forest F satisfies π i (F) ∈ i for every i ∈ I, then we say that F conforms to . The aim of this section is to give an algorithm for bounded treewidth graphs that finds a minimum-length solution conforming to a given . For fixed k, the running time is polynomial in the size of the graph and the size of the collection on a graph with treewidth at most k. In Section 6.3, we construct a polynomial-size collection such that there is a (1 + )-approximate solution that conforms to . Putting together these two results, we get a PTAS for the Steiner forest problem on bounded treewidth graphs. LEMMA 6.3. For every fixed k, there is a polynomial-time algorithm that, given a graph G with treewidth at most k and a collection , finds the minimum-length Steiner forest conforming to .
The proof of Lemma 6.3 follows the standard dynamic programming approach, but it is not completely trivial. First, we use a technical trick that makes the presentation of the dynamic programming algorithm simpler. We can assume that every terminal vertex v has degree 1: otherwise, moving the terminal to a new degree 1 vertex v attached to v with an edge vv having length 0 does not change the problem and does not increase treewidth. Thus, by Lemma 2.1, it can be assumed that we have a nice tree decomposition (T, B) of width at most k where no terminal vertex is introduced and the join nodes contain no terminal vertices; this assumption simplifies the presentation. For the rest of the section, we fix such a tree decomposition and notation V i , A i , etc. refer to this fixed decomposition.
Let us introduce terminology and notation concerning partitions. A partition α of a set S can be considered as an equivalence relation on S. Hence, we use notation (x, y) ∈ α to say that x and y are in the same class of α. We denote by x α the class of α that contains element x.
If F is a subgraph of G and S ⊆ V(G), then F induces a partition α of S: (x, y) ∈ α if and only if x and y are in the same component of F (and every x ∈ S \ V(F) forms its own class). We say that partition α is finer than partition β if (x, y) ∈ α implies (x, y) ∈ β; in this case, β is coarser than α. If α = β, then α is both finer and coarser than β. We denote by α 1 ∨ α 2 the unique finest partition α coarser than both α 1 and α 2 . This definition is very useful in the following situation. Let F 1 , F 2 be subgraphs of G, and suppose that F 1 and F 2 induce partitions α 1 and α 2 of a set S ⊆ V(G), respectively. If F 1 and F 2 intersect only in S, then the partition induced by the union of F 1 and F 2 is exactly α 1 ∨ α 2 (see Figure 3 ). Let β i be a partition of B i for some i ∈ I and let F i be a subgraph of G[V i ]. Then, we denote by F i + β i the graph obtained from F i by adding a new edge xy for every (x, y) ∈ β i . Note that F i + β i is not necessarily a subgraph of
Following the usual method of designing algorithms for bounded-treewidth graphs, we define several subproblems for each node i ∈ I. A subproblem at node i corresponds to finding a subgraph F i in G i satisfying certain properties: informally speaking, F i is supposed to be the restriction of a Steiner forest F to V i . The properties defining a subproblem prescribe how F i should look from the "outside world" (i.e., from the part of G outside V i ) and they contain all the information necessary for deciding whether F i can be extended, by edges outside V i , to a conforming solution. Let us discuss briefly and informally what information these prescriptions should contain. Clearly, the edges of F i in B i and the way F i connects the vertices of B i (i.e., the partition α of B i induced by F i ) is part of this information. Furthermore, the way F i partitions A i should also be part of this information. However, there is a subtle detail that makes the description of our algorithm significantly more technical. The definition of π i (F) = π means that 21:22 M. Bateni et al. Fig. 3 . Forest F 1 induces partition α 1 on S, forest F 2 induces partition α 2 , the union of the two forests induces the partition α 1 ∨ α 2 . the components of F partition A i in a certain way. But the restriction F i of F to V i might induce a finer partition of A i than π: it is possible that two components of F i are in the same component of F (see Figure 2 ). This means that we cannot require that the partition of A i induced by F i belong to . We avoid this problem by "imagining" the partition β of B i induced by the full solution F, and require that F i partition A i according to π if each class of β becomes connected somehow. In other words, instead of requiring that F i itself partitions A i in a certain way, we require that F i + β induce a certain partition.
Formally, each subproblem P is defined by a tuple (i, H, π, α, β, μ) , where (S1) i ∈ I is a node of T, (S2) H is a spanning subgraph of G[B i ] (i.e., contains all vertices of G[B i ]), (S3) π ∈ i is a partition of A i , (S4) α, β are partitions of B i , β is coarser than α, and α is coarser than the partition induced by the components of H, and (S5) μ is an injective mapping from the classes of π to the classes of β.
The solution c (i, H, π, α, β, μ) of a subproblem P is the minimum length of a subgraph F i of G[V i ] satisfying all of the following requirements.
We solve these subproblems by bottom-up dynamic programming. Let us discuss how to solve a subproblem depending on the type of i.
Leaf Nodes i. If i is a leaf node, then the value of the solution is trivially 0. Join Node i Having Children i 1 , i 2 . Note that A i 1 and A i 2 are disjoint: the vertices of a join node are not terminal vertices. The set A i is a subset of A i 1 ∪ A i 2 and it may Approximation Schemes for Steiner Forest on Planar Graphs 21:23 be a proper subset: if there is a pair (x, y) with x ∈ A i 1 , y ∈ A i 2 , then x or y might not be in A i .
We show that the value of the subproblem is H, π 1 , α 1 , β, μ 1 ) + c(i 2 , H, π 2 , α 2 , β, μ 2 ) − (H)), (8) where the minimum is taken over all tuples satisfying, for p = 1, 2, all of the following conditions:
(J2) π and π p are the same on
(note that the classes of β are the domain of both μ and μ p ). (J4) If there is a terminal pair (x 1 , x 2 ) with x 1 ∈ A 1 and x 2 ∈ A 2 , then μ 1 (x π 1 1 ) = μ 2 (x π 2 2 ). We will use the following observation repeatedly. Let F be a subgraph of G i and let F p = F[V i p ]. Suppose that F induces partition α on B i and β is a coarser partition than α. Then, two vertices of V i p are connected in F + β if and only if they are connected in F p + β. Indeed, F 3− p does not provide any additional connectivity compared to F p + β: as β is coarser than α 3− p , if two vertices of B i are connected by a path in F 3− p , then they are already adjacent in F p + β. H, π 1 , α 1 , β, μ 1 ) and P 2 = (i 2 , H, π 2 , α 2 , β, μ 2 ) be subproblems minimizing the right-hand side of (8), and let F 1 and F 2 be optimal solutions of P 1 and P 2 , respectively. Let F be the union of subgraphs F 1 and F 2 . It is clear that the length of F is exactly the right-hand side of (8): the common edges of F 1 and F 2 are exactly the edges of H. We show that F is a solution of P, that is, F satisfies requirements (C1)-(C6).
(C2) Follows from (J1) and from the fact that F 1 and F 2 intersect only in B i . (C3) First consider two vertices x, y ∈ A i p ∩ A i . Vertices x and y are connected in F + β if and only if they are connected in F p + β. By (C3) for F p , this is equivalent to (x, y) ∈ π p , which is further equivalent to (x, y) ∈ π by (J2). Now suppose that x ∈ A i 1 ∩ A i and y ∈ A i 2 ∩ A i . In this case, x and y are connected in F + β if and only if there is a vertex of B i reachable from x in F 1 + β and from y in F 2 + β, or in other words, μ 1 (x π 1 ) = μ 2 (y π 2 ). By (J3), this is equivalent to μ(x π ) = μ(y π ), or (x, y) ∈ π (as μ is injective). (C4) If d is a descendant of i p , then the statement follows using that (C4) holds for solution F p of P p and the fact that for every descendant d of i p , F i + β and F + β induce the same partition of A d . For d = i, the statement follows from the previous paragraph, that is, from the fact that F + β induces partition π ∈ i on A i . (C5) Consider a pair (x 1 , x 2 ). If x 1 , x 2 ∈ V i 1 or x 1 , x 2 ∈ V i 2 , then the statement follows from (C5) on F 1 or F 2 . Suppose now that x 1 ∈ V i 1 and x 2 ∈ V i 2 ; in this case, we have x 1 ∈ A i 1 and x 2 ∈ A i 2 . By (C6) on F 1 and F 2 , x p is connected to μ p (x π p p ) in F p + β. By (J4), we have μ 1 (x π 1 1 ) = μ 2 (x π 2 2 ), hence x 1 and x 2 are connected to the same class of β in F + β. (C6) Consider an x ∈ A i that is in A i p . By condition (C6) on F p , we have that x is connected in F p + β (and hence in F + β) to μ p (v π p ), which equals μ(v π ) by (J3). PROOF OF (8) LEFT ≥ (8) RIGHT. Let F be a solution of subproblem (i, H, π, α, β, μ) and let F p be the subgraph of F induced by V i p . To prove the inequality, we need to show three things. First, we have to define two tuples (i 1 , H, π 1 , α 1 , β, μ 1 ) and (i 2 , H, π 2 , α 2 , β, μ 2 ) that are subproblems, that is, they satisfy (S1)-(S5). Second, we show that (J1)-(J4) hold for these subproblems. Third, we show that F 1 and F 2 are solutions for these subproblems (i.e., (C1)-(C6)), hence they can be used to give an upper bound on the right-hand side that matches the length of F.
Let α p be the partition of B i induced by the components of F p ; as F 1 and F 2 intersect only in B i , we have α = α 1 ∨ α 2 , ensuring (J1). Since β is coarser than α, it is coarser than both α 1 and α 2 . Let π p be the partition of A i p defined by F + β; we have π p ∈ i p by (C4) for F. Furthermore, by (C3) for F, π is the partition of A i induced by F + β, hence it is clear that π and π p are the same on A i p ∩ A i , so (J2) holds. This also means that F + β (or equivalently, F p + β) connects a class of π p to exactly one class of β; let μ p be the corresponding mapping from the classes of π p to β. Now (J4) is immediate. It is clear that the tuple (i p , H, π p , α p , β, μ p ) satisfies (S1)-(S5).
We show that F p is a solution of subproblem (i p , H, π p , α p , β, μ p ). As the edges of H are shared by F 1 and F 2 , it will follow that the right-hand side of (8) is not greater than the left-hand side.
(C1) Obvious from the definition of F 1 and F 2 . (C2) Follows from the way α p is defined. (C3) Follows from the definition of π p , and from the fact that F + β and F p + β induce the same partition on A i p . (C4) Follows from (C4) on F and from the fact that F + β and F p + β induces the same partition on A d . (C5) Suppose that x 1 , x 2 ∈ V i p . Then, by (C5) for F, x 1 and x 2 are connected in F + β, hence they are connected in F i + β as well. (C6) Follows from the definition of μ p .
Introduce Node i of Vertex v. Let j be the child of i. Since v is not a terminal vertex, we have A j = A i . Let F be a subgraph of G[V j ] and let F S be obtained from F by adding vertex v to F and making v adjacent to S ⊆ B j . If α is the partition of B j induced by the components of F , then we define the partition α [v, S] of B i to be the partition obtained by joining all the classes of α that intersect S and adding v to this new class (if S = ∅, then {v} is a class of α [v, S]). It is clear that α [S, v] is the partition of B i induced by F S .
We show that the value of a subproblem is given by
where the minimum is taken over all tuples satisfying all of the following.
PROOF OF (9) LEFT ≤ (9) RIGHT. Let F be an optimal solution of subproblem P = ( j, H[B j ], π, α , β , μ ). Let F be the graph obtained from F by adding to it the edges of H incident to v; it is clear that the length of F is exactly the right-hand side of (9). Let us verify that (C1)-(C6) hold for F. Indeed, if a path in F + β connects two vertices via vertex v, then the two neighbors x, y of v on the path are in the same class of β as v (using that α and β are coarser than the partition induced by H); hence, (I2) implies that x, y are in the same class of β as well. In particular, for every descendant d of i, the components of F + β and the components of F + β give the same partition of A d . (C6) Follows from (C6) for F and from (I3). PROOF OF (9) LEFT ≥ (9) RIGHT. Let F be a solution of subproblem (i, H, π, α, β, μ) and let F be the subgraph of F induced by V j . We define a tuple ( j, H[B j ], π, α , β , μ ) that is a subproblem, show that it satisfies (I1)-(I3), and that F is a solution of this subproblem.
Let α be the partition of V j induced by F and let β be the restriction of β on B j ; these definitions ensure that (I1) and (I2) hold. Let μ (x π ) = μ(x π ) \ {v}, which is a class of β ; clearly, this ensures (I3). Note that this is well defined, as it is not possible that μ(x π ) is a class of β consisting of only v: by (C6) for F, this would mean that v is the only vertex of B i reachable from x in F. Since v is not a terminal vertex, v = x, thus if v is reachable from x, then at least one neighbor of v has to be reachable from x as well.
Let us verify that (S1)-(S5) hold for the tuple ( j, H[B j ], π, α , β , μ ) . (S1) and (S2) clearly hold. (S3) follows from the fact that (C4) holds for F and A i = A j . To see that (S4) holds, observe that (x, y) ∈ α implies (x, y) ∈ α, which implies (x, y) ∈ β, which implies (x, y) ∈ β . (S5) is clear from the definition of μ .
The difference between the length of F and the length of F is exactly xv∈E(H) (xv). Thus, to show that the left-hand side of (9) is at most the right-hand side of (9), it is sufficient to show that F is a solution of subproblem ( j, H[B j ], π, α , β , μ ) .
(C1)-(C2) Obvious. (C3)-(C5) As in the other direction, follow from the fact that F + β induces the same partition of V j as F + β. (C6) By the definition of μ , it is clear that μ (x π ) is exactly the subset of B j that is reachable from x in F + β and hence in F + β .
Forget Node i of Vertex v. Let j be the child of i. We have V i = V j and hence A i = A j . We show that the value of a subproblem is given by c (i, H, π, α, β, μ) = min (F1),(F2),(F3),(F4) c ( j, H , π, α , β , μ ) ,
where the minimum is taken over all tuples satisfying all of the following:
contains at least one vertex of B i ).
PROOF OF (10) LEFT ≤ (10) RIGHT. Let F be a solution of ( j, H , π, α , β , μ ) . We show that F is a solution of ( j, H, π, α, β, μ) as well.
(C1) Clear because of (F1). (C2) Clear because of (F2). (C6) Observe that if μ (x π ) are the vertices of B j reachable from x in F + β , then μ(x π ) = μ (x π ) \ {v} are the vertices of B i reachable from x in F + β . We have already seen that F + β and F + β have the same components, thus the nonempty set μ(x π ) is indeed the subset of B i reachable from x in F + β. Furthermore, by (F3), β is the restriction of β on B i , thus if μ (x π ) is a class of β , then μ(x π ) is a class of β.
PROOF OF (10) LEFT ≥ (10) RIGHT. Let F be a solution of ( j, H, π, α, β, μ) . We define a tuple ( j, H , π, α , β , μ ) that is a subproblem, we show that (F1)-(F3) hold, and that F is a solution of this subproblem.
Let us define H = F[B j ] and let α be the partition of B j induced by the components of F; these definitions ensure that (F1) and (F2) hold. We define β as the partition obtained by extending β to B j such that v belongs to the class of β that contains a vertex x ∈ B i with (x, v) ∈ α (as β is coarser than the partition induced by H, there is at most one such class; if there is no such class, then we let {v} be a class of β ). It is clear that (F3) holds for this β . Let us note that F + β and F + β have the same connected components: if (x, v) ∈ β , then x and v are connected in F. Let μ (x π ) be the subset of B j reachable from x in F + β (or equivalently, in F + β). It is clear that μ(x π ) = μ (x π ) \ {v } holds, hence (F4) is satisfied.
Let us verify first that (S1)-(S5) hold for ( j, H , π, α , β , μ ) . (S1) and (S2) clearly holds. (S3) follows from the fact that (S3) holds for (i, H, π, α, β, μ) and
We show that F is a solution of ( j, H , π, α , β , μ ) .
(C1) Clear from the definition of H . (C2) Clear from the definition of α . (C3)-(C5) Follow from the fact that F + β and F + β have the same connected components. (C6) Follows from the definition of μ .
Constructing the Partitions
Recall that the collection = ( i ) i∈I contains a set of partitions i for each i ∈ I. We construct these sets i in the following way. Each partition in i is defined by a sequence ((S 1 , r 1 ), . . . , (S p , r p )) of at most k + 1 pairs and a partition ρ of {1, . . . , p}. The pair (S j , r j ) consists of a set S j of O((k + 1)(1 + 1/ )) vertices of G i and a nonnegative real number r j , which equals the distance between two vertices of G. This means that there are at most |V(G)| O((k+1)(1+1/ )) · |V(G)| 2 possible pairs (S j , r j ) and hence at most |V(G)| O((k+1) 2 (1+1/ )) different sequences. The number of possible partitions ρ is O(k k ). Thus if we construct i by considering all possible sequences constructed from every possible choice of (S j , r j ), the size of i is polynomial in |V(G)| for every fixed k and .
We construct the partition π corresponding to a particular sequence and ρ the following way. Each pair (S j , r j ) can be used to define a group R j = G G ( A i , S j , r j ) of A i . Roughly speaking, for each class P of ρ, there is a corresponding class of π that contains the union of R j for every j ∈ P. However, the actual definition is somewhat more complicated. We want π to be a partition, which means that the subsets of A i corresponding to the different classes of ρ should be disjoint. In order to ensure disjointness, we define R j := R j \ j−1 j =1 R j . The partition π of A i is constructed as follows: for each class P of ρ, we let j∈P R j be a class of π. Note that these classes are disjoint by construction. If these classes fully cover A i , then we put the resulting partition π into Journal of the ACM, Vol. 58, No. 5, Article 21, Publication date: October 2011. Approximation Schemes for Steiner Forest on Planar Graphs 21:27 i ; otherwise, the sequence does not define a partition. This finishes the construction of i .
Before showing that there is a near-optimal solution conforming to the collection defined in this article, we need a further definition. For two vertices u and v, we denote by u < v the fact that the topmost bag containing u is a proper descendant of the topmost bag containing v. Note that each bag is the topmost bag of at most one vertex in a nice tree decomposition (recall that we can assume that the root bag contains only a single vertex). Thus if u and v appear in the same bag, then u < v or v < u holds, that is, this relation defines a total ordering of the vertices in a bag. We can extend this relation to connected subsets of vertices: for two disjoint connected sets K 1 , K 2 , K 1 < K 2 means that K 2 has a vertex v such that u < v for every vertex u ∈ K 1 , or in other words, K 1 < K 2 means that the topmost bag where vertices from K 1 appear is a proper descendant of the topmost bag where vertices from K 2 appear. If there is a bag containing vertices from both K 1 and K 2 , then either K 1 < K 2 or K 2 < K 1 holds. The reason for this is that the bags containing vertices from K 1 ∪ K 2 form a connected subtree of the tree decomposition, and if the topmost bag in this subtree contains vertex v ∈ K 1 ∪ K 2 , then u < v for every other vertex u in K 1 ∪ K 2 . LEMMA 6.4. There is a (1 + k )-approximate solution conforming to .
PROOF. Let F be a minimum-length Steiner forest. We describe a procedure that adds further edges to F to transform it into a Steiner forest F that conforms to and has length at most (1 + k ) (F). We need a delicate charging argument to show that the total increase of the length is at most k · (F) during the procedure. In each step, we charge the increase of the length to an ordered pair (K 1 , K 2 ) of components of F. We are charging only to pairs (K 1 , K 2 ) having the property that K 1 < K 2 and there is a bag containing vertices from both K 1 and K 2 . Observe that if B i is the topmost bag where vertices from K 1 appear, then these properties imply that a vertex of K 2 appears in this bag as well. Otherwise, if every bag containing vertices of K 2 appears above B i , then there is no bag containing vertices from both K 1 and K 2 ; if every bag containing vertices from K 2 appears below B i , then K 1 < K 2 is not possible. Thus a component K 1 can be the first component of at most k such pairs (K 1 , K 2 ): since the components are disjoint, the topmost bag containing vertices from K 1 can intersect at most k other components. We will charge a length increase of at most · (K 1 ) on the pair (K 1 , K 2 ), thus the total increase is at most k · (F). It is a crucial point of the proof that we charge on (pairs of) components of the original solution F, even after several modification steps, when the components of F can be larger than the original components of F. Actually, in the proof to follow, we will refer to three different types of components. To emphasize the different meanings, and be clear as well, we use the terms acomponent, b-component, and c-component. (See Figure 4. ) Initially, we set F := F and it will be always true that F is a supergraph of F, thus F defines a partition of the b-components of F. Suppose that there is a bag B i such that the partition π i (F ) of A i induced by F is not in i . Let K 1 < K 2 < · · · < K p be the b-components of F intersecting B i , ordered by the relation <. Some of these 21:28 M. Bateni et al. Fig. 4 . The original solution F (plain and strong edges) consists of 4 b-components. Restricting F to V i yields 6 c-components (strong edges). Forest F , which is obtained from F by adding the two dotted edges, has two a-components. b-components might be in the same a-component of F ; let ρ be the partition of {1, . . . , p} defined by F on these b-components.
Let A i, j be the subset of A i contained in K j . The intersection of b-component K j with V i gives rise to at most k + 1 c-components, each of length at most (K j ). Thus by Lemma 6.1 and Proposition 6.2, there is a set S j ⊆ V(K j ) of at most O((k + 1)(1 + 1/ )) vertices such that A i, j = G G i ( A i, j , S j , r j ) for some r j ≤ · (K j ). If the sequence (S 1 , r 1 ), . . . , (S p , r p ) and the partition ρ give rise to the partition π i (F ), then π i (F ) ∈ i . Otherwise, let us investigate the reason why this sequence and ρ do not define the partition π i (F ). Let R j , R j be defined as in the definition of i , that is, R j = G G ( A i , S j , r j ) and R j := R j \ j−1 j =1 R j . It is clear that A i, j ⊆ R j . Therefore, every vertex of A i is contained in some R j and hence in some R j . Thus the sequence does define a partition π, but maybe a partition different from π i (F ). Let ρ( j) be the class of ρ containing j. If for every 1 ≤ j ≤ p, every vertex of A i, j is contained in j ∈ρ( j) R j , then π and π i (F ) are the same. So suppose that some vertex v ∈ A i, j is not in j ∈ρ( j) R j . As v ∈ R j , this means that v ∈ R j * for some j * < j and j * ∈ ρ( j). The fact that
Note that u is a vertex of b-component K j * (as u ∈ S j * and by definition S j * is a subset of V(K j * )) and v is a vertex of b-component K j . We modify F by adding a shortest path that connects u and v. Clearly, this increases the length of F by at most · (K j * ), which we charge on the pair (K j * , K j ) of b -components. Note that K j and K j * both intersect the bag B i and K j * < K j , as required in the beginning of the proof. Furthermore, K j and K j * are in the same a-component of F after the modification, but not before. Thus we charge at most once on the pair (K j * , K j ).
We prove Theorem 1.4 in this section by constructing a polynomial-time algorithm to solve Steiner forest on series-parallel graphs. It is well known that the treewidth of a graph is at most 2 if and only if it is a subgraph of a series parallel graph [Bodlaender 1998 ]. Since setting the length of an edge to ∞ is essentially the same as deleting the edge, it follows that Steiner forest can be solved in polynomial time on graphs with treewidth at most 2.
Let (G, D) be an instance of Steiner forest where G is a series parallel graph. For i = 1, . . . , m, denote by G i (x i , y i ) all the intermediary graphs appearing in the seriesparallel construction of G. We assume that these graphs are ordered such that G = G m and if G i is obtained from G j 1 and G j 2 , then j 1 , j 2 < i. Let D i ⊆ D contain those pairs {u, v} where both vertices are in V(G i ). Let A i be those vertices v ∈ V(G i ) for which there exists a pair {v, u} ∈ D with u ∈ V(G i ) (note that A m = ∅ and D m = D). For every G i , we define two integer values a i , b i and a function f i as follows.
(1) Let a i be the minimum length of a solution F of the instance (G i , D i ) with the additional requirements that x i and y i are connected in F and every vertex in A i is in the same component as x i and y i . (2) Let G i be the graph obtained from G i by identifying vertices x i and y i . Let b i be the minimum length of a solution F of the instance (G i , D i ) with the additional requirement that every vertex of A i is in the same component as x i = y i . (3) For every S ⊆ A i , let f i (S) be the minimum length of a solution F of the instance (G i , D i ) with the additional requirements that x i and y i are not connected, every v ∈ S is in the same component as x i , and every v ∈ A i \ S is in the same component as
The main combinatorial property that allows us to solve the problem in polynomial time is that the functions f i are submodular. We prove something stronger: the functions f i can be represented in a compact way as the cut functions of certain directed graphs.
If D is a directed graph with lengths on the edges and X ⊆ V(D), then δ D (X ) denotes the total length of the edges leaving X . For X , Y ⊆ V(D), we denote by λ D ( A , B) the minimum length of a directed cut that separates A from B, that is, the minimum of δ D (X ), taken over all ( A , B) is defined to be ∞).
Definition 7.1. Let D i be a directed graph with nonnegative edge lengths. Let s i and t i be two distinguished vertices and let A i be a subset of vertices of D i . We say that 
A i are clear from the context, then we simply say that D i represents f i .
A function f defined on the subsets of a ground set U is submodular if f (X )+ f (Y ) ≥ f (X ∩ Y ) + f (X ∪ Y ) holds for every X , Y ⊆ U. For example, it is well known that δ G (X ) is a submodular function on the subsets of V(G). Submodularity is a powerful unifying concept of combinatorial optimization: classical results on flows, cuts, matchings, and matroids can be considered as consequences of submodularity. The following (quite standard) proposition shows that if a function can be represented in the sense of Definition 7.1, then the function is submodular. In the proof of Theorem 1.4, we show that every function f i can be represented by a directed graph, thus it follows that every f i is submodular. Although we do not use this observation directly in this article, it explains in some sense why the problem is polynomial-time solvable. PROPOSITION 7.2. If a function f : 2 A → R + can be represented by (D, s, t, A) (in the sense of Definition 7.1), then f is submodular.
PROOF OF THEOREM 1.4. We assume that in the given instance of Steiner forest each vertex appears only in at most one pair of D. To achieve this, if a vertex v appears in k > 1 pairs, then we subdivide an arbitrary edge incident to v by k − 1 new vertices such that the length of each of the k − 1 edges on the path formed by v and the new vertices is 0. Replacing vertex v in each pair involving it by one of the new vertices does not change the problem, and achieves the said property.
For every i = 1, . . . , m, we compute the values a i , and b i , as well as a representation D i of f i . In the optimal solution F for the instance (G m , D) , vertices x m and y m are either connected or not. Thus, the length of the optimal solution is the minimum of a m and f m (∅) (recall that A m = ∅). The value of f m (∅) can be easily determined by computing the minimum-length s m -t m cut in D m .
If G i is a single edge e, then a i and b i are trivial to determine: a i is the length of e and b i = 0. The directed graph D i representing f i can be obtained from G i by renaming x i to s i , renaming y i to t i , and either removing the edge e (if D i = ∅) or replacing e with a directed edge − → s i t i of length ∞ (if {x i , y i } ∈ D i ). If G i is not a single edge, then it is constructed from some G j 1 and G j 2 by either series or parallel connection. Suppose that a j p , b j p , and D j p for p = 1, 2 are already known. We show how to compute a i , b i , and D i in this case.
Parallel Connection. Suppose that G i is obtained from G j 1 and G j 2 by parallel connection. It is easy to see that a i = min{a j 1 + b j 2 , b j 1 + a j 2 } and b i = b j 1 + b j 2 . To obtain D i , we join D j 1 and D j 2 by identifying s j 1 with s j 2 (call it s i ) and by identifying t j 1 with t j 2 (call it t i ). Furthermore, for every {u, v} ∈ D i \ {D j 1 ∪ D j 2 }, we add directed edges − → uv and − → vu with length ∞.
To see that D i represents f i , suppose that F is the subgraph that realizes the value f i (S) for some S ⊆ A i . We first show that there is an appropriate X ⊆ V(D i ) certifying λ D i (S ∪ {s}, ( A i \ S) ∪ {t}) ≤ (F). The graph F is the edge disjoint union of two graphs F 1 ⊆ G j 1 and F 2 ⊆ G j 2 . For p = 1, 2, let S p ⊆ A j p be the set of those vertices that are connected to x j p in F p , it is clear that F p connects A j p \ S p to y j p . Since F p does not connect x i and y i , we have that (F p ) ≥ f j p (S p ). Since D j p represents f j p , there is a set X p of vertices in D j p with S p ∪ {s j p } ⊆ X p ⊆ V(D i ) \ (( A j p \ S p ) ∪ {t j p }), and δ D jp (X p ) = f j p (S p ). We show that δ D i (X 1 ∪ X 2 ) = δ D j 1 (X 1 ) + δ D j 2 (X 2 ). Since D i is obtained from joining D j 1 and D j 2 , the only thing that has to be verified is that the edges with infinite length added after the join cannot leave X 1 ∪ X 2 . Suppose that there is such an edge − → uv; assume, without loss of generality, that u ∈ X 1 and v ∈ V(D j 2 ) \ X 2 . This means that u ∈ S 1 and v ∈ S 2 . Thus, F connects u with x i and v with y i , implying that length 0 and set s i := s j 1 and t i := t j 2 . Furthermore, we introduce two new vertices γ 1 , γ 2 and add the following edges (see Figure 5 ):
(1) − − → s j 1 γ 1 with length a j 2 , (2) − − → γ 1 γ 2 with length f j 1 ( A j 1 \ T 1 ) + f j 2 (T 2 ), (3) − − → γ 2 t j 2 with length a j 1 , (4) − − → γ 2 γ 1 with length ∞, (5) − → γ 1 v with length ∞ for every v ∈ V(D j 1 ), (6) − → vγ 2 with length ∞ for every v ∈ V(D j 2 ), (7) − → vγ 1 with length ∞ for every v ∈ T 1 , and (8) − → γ 2 v with length ∞ for every v ∈ T 2 .
Approximation Schemes for Steiner Forest on Planar Graphs 21:33 Fig. 6 . The graph used in the proof Theorem 8.2.
Case 1. γ 1 ∈ X , γ 2 ∈ X . In this case, the edges having length ∞ ensure that V(D j 1 ) ⊆ X and V(D j 2 ) ∩ X = ∅, thus δ D i (X ) = ( − − → γ 1 γ 2 ) + ( − − → t j 1 s j 2 ) = f j 1 ( A j 1 \ T 1 ) + f j 2 (T j 2 ). We also have S = A j 1 \ T 1 . Now it is easy to see that f i (S) ≤ f j 1 ( A j 1 \ T 1 ) + f j 2 (T j 2 ): taking the union of some F 1 realizing f j 1 ( A j 1 \ T 1 ) and some F 2 realizing f j 2 (T j 2 ), we get a subgraph F realizing f i (S).
Case 2. γ 1 , γ 2 ∈ X . The edges starting from γ 1 and having length ∞ ensure that V(D j 1 ) ⊆ X . Furthermore, γ 2 ∈ X ensures that T 2 ⊆ X . Let X 2 := X ∩ V(D j 2 ); we have X 2 ∩ A j 2 = T 2 ∪ (S ∩ A j 2 ), which implies δ D j 2 (X 2 ) ≥ f j 2 (T 2 ∪ (S ∩ A j 2 )). Observe that δ D i (X ) = a j 1 + δ D j 2 (X 2 ) (where the term a j 1 comes from the edge − − → γ 2 t j 2 ). Let F 1 be a subset of G j 1 realizing a j 1 and let F 2 be a subset of G j 2 realizing f j 2 (T 2 ∪ (S ∩ A j 2 )). Let F := F 1 ∪ F 2 , and note that F connects vertices S with x i , vertices A i \ S with y i , and vertices in T 1 ∪ T 2 with μ. Thus, f i (S) ≤ (F) = a j 1 + f j 2 (T 2 ∪ (S∩ A j 2 )) ≤ δ D i (X ), as desired.
Case 3. γ 1 , γ 2 ∈ X . Similar to Case 2.
HARDNESS FOR TREEWIDTH 3
In this section, we show that Steiner forest is NP-hard on graphs with treewidth at most 3. Very recently, this has been proved independently by Gassner [2010] , but our compact proof perhaps better explains what the reason is for the sharp difference between the series-parallel and the treewidth 3 cases. Consider the graph in Figure 6 and let us define the function f analogously to the function f i in Section 7: for every S ⊆ {1, 2, 3}, let f (S) be the minimum length of a subgraph F where x and y are not connected, t i is connected to x for every i ∈ S, and t i is connected to y for every i ∈ {1, 2, 3} \ S; if there is no such subgraph F, then let f (S) = ∞. It is easy to see that f ({1, 2}) = f ({2, 3}) = f ({1, 2, 3}), while f ({2}) = ∞. Thus, unlike in the case of series-parallel graphs, this function is not submodular.
We use the properties of the function f defined in the previous paragraph to obtain a hardness proof in a more or less "automatic" way. Let us define the Boolean relation R(a, b , c) := (a = c) ∨ (b = c). Observe that for any S ⊆ {1, 2, 3}, we have f (S) = 3 if R(1 ∈ S, 2 ∈ S, 3 ∈ S) = 1 and f (S) = ∞ otherwise (here 1 ∈ S means the Boolean variable that is 1 if and only if 1 ∈ S). Thus, the gadget in Figure 6 in some sense represents the relation R and, as we shall see, this is sufficient to construct an NPhardness proof.
An R-formula is a conjunction of clauses, where each clause is the relation R applied to some Boolean variables or to the constants 0 and 1, for example, R(x 1 , 0, x 4 ) ∧ R(0, x 2 , x 1 ) ∧ R(x 3 , x 2 , 1). In the R-SAT problem, the input is an R-formula and it has to be decided whether the formula has a satisfying assignment.
LEMMA 8.1. R-SAT is NP-complete.
