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Abstract
We prove a strengthened Cauchy–Schwarz inequality for one-dimensional biorthogonal wavelets.
The functional frame is given by a class of Hilbert spaces, defined in terms of weighted Fourier
transforms, which contain as relevant examples the standard Sobolev spaces H(s) as well as their ho-
mogeneous version. Intended applications concern multilevel and hierarchical methods for numerical
approximation of partial differential equations.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Let H be a Hilbert space. The usual Cauchy–Schwarz inequality is refined by the
strengthened one in the sense that it states the existence of a constant γ ∈ [0,1) such that∣∣(v,w)∣∣ γ ‖v‖‖w‖ (1.1)
for v ∈ V , w ∈ W , where V,W are given linear subspaces of H with V ∩ W = {0} and γ
depends only on V and W , and not on the choice of the functions v and w. The smallest
such quantity γ may be called the cosine of the angle between the spaces V and W . When
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validity of (1.1) with γ ∈ [0,1) depends on V and W .
In view of some applications to hierarchical methods for numerical approximation of
partial differential equations (see [1–3,8,11,13,15]) it is interesting to take as H a function
space and consider wavelet subspaces V,W . In this connection since now, as far as we
know, the only existing result is a strengthened Cauchy–Schwarz inequality for general
biorthogonal wavelets in the homogeneous Sobolev space H(1) [9]; see also [10] for a
particular family of spline-wavelets in the bi-dimensional case.
In the present paper we extend the results of [9] to general Sobolev spaces. Namely
we refer to the weighted Sobolev spaces Hk , where the weight function k(ξ) is assumed
to satisfy conditions similar to those in Hörmander [12, Chapter 10.1]. Relevant examples
will be k(ξ) = (1 + |ξ |2s)1/2, giving the standard Sobolev spaces H(s), and k(ξ) = |ξ |s ,
corresponding to their homogeneous versions, which also play an important role in the
applications.
The contents of the paper are in short the following. In Section 2, we first give the
concept of biorthogonal wavelet multilevel decomposition, see [4,6] recalling some results
to be used in the sequel of the paper. In Section 3 we present the function spaces Hk . In
Section 4 we state and prove our main result. The strengthened Cauchy–Schwarz inequality
is obtained by adapting the arguments of [9] to the present general context; crucial point
is to impose a certain regularity of the wavelet system, taking into account the order of the
zero of k(ξ) at the origin and its growth for ξ → ∞.
Intended applications of our result to the analysis of multilevel iterative methods (which
will remain outside the contents of the present paper) concern numerical solution of partial
differential equations, cf. [3,8].
2. Biorthogonal wavelets
Following [4,6], we introduce a biorthogonal system of wavelets by assigning two func-
tions m0(ξ), m˜0(ξ), ξ ∈ R, satisfying the following conditions:
(M1) m0, m˜0 are two 2π -periodic Cr functions, with r  1.
(M2) m0 and m˜0 satisfy the identity
m0(ξ)m˜0(ξ)+m0(ξ + π)m˜0(ξ + π) = 1, ∀ξ ∈ R,
and
m0(0) = m˜0(0) = 1, m0(π) = m˜0(π) = 0.
(M3) m0 and m˜0 vanish at π with a zero of order L and L˜ (< r), respectively. We mean
precisely that limξ→π m0(ξ)(ξ − π)−L and limξ→π m˜0(ξ)(ξ − π)−L˜ exist, with
values in C\{0}. Consider then in R the 2π -periodic function λ(ξ) = (1+e−iξ )/2 =
(1 + cos ξ − i sin ξ)/2. We have λ(ξ) = 0 for ξ = π in the interval [0,2π], whereas
limξ→π(ξ − π)λ−1(ξ) = i/2. Therefore
F(ξ) = m0(ξ)λ−L(ξ), F˜(ξ) = m˜0(ξ)λ−L˜(ξ)
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F˜(π) = limξ→π F˜(ξ) = 0 and then extend by periodicity to the whole R.
(M4) There exists two integers p, p˜ > 0 such that, if we set
max
ξ
∣∣F(ξ) . . .F(2p−1ξ)∣∣= 2pτ ,
max
ξ
∣∣F˜(ξ) . . . F˜(2p˜−1ξ)∣∣= 2p˜τ˜ ,
we have τ, τ˜  0 and σ = L − 1/2 − τ > 0, σ˜ = L˜ − 1/2 − τ˜ > 0.
The orthogonal case corresponds to the case when m0 and m˜0 coincide (cf. [5,7]). Now,
by using the Fourier transformation
ϕˆ(ξ) = 1√
2π
∫
R
ϕ(x)e−ixξ dx, ϕ(x)= 1√
2π
∫
R
ϕˆ(ξ)eixξ dξ,
we define the functions
ϕˆ(ξ) = 1√
2π
∞∏
j=1
m0(2−j ξ), ˆ˜ϕ(ξ) = 1√
2π
∞∏
j=1
m˜0(2−j ξ).
From the definition we have the following important relations:
ϕˆ(ξ) = ϕˆ
(
ξ
2
)
m0
(
ξ
2
)
, ˆ˜ϕ(ξ) = ˆ˜ϕ
(
ξ
2
)
m˜0
(
ξ
2
)
, (2.1)
and
ϕˆ(0) = 1√
2π
, ˆ˜ϕ(0) = 1√
2π
.
The anti-transforms ϕ(x) and ϕ˜(x) are the scaling functions in the biorthogonal decom-
position of L2(R). Consider the Fourier expansions of m0 and m˜0,
m0(ξ) = 1√
2
+∞∑
n=−∞
hne
−inξ , m˜0(ξ) = 1√
2
+∞∑
n=−∞
h˜ne
−inξ .
By (2.1) we obtain the refinement equations
ϕ(x) = √2
∑
n
hnϕ(2x − n), ϕ˜(x)=
√
2
∑
n
h˜nϕ˜(2x − n), (2.2)
and the normalization conditions∫
R
ϕ(x) dx = 1,
∫
R
ϕ˜(x) dx = 1. (2.3)
Moreover ϕ, ϕ˜ verify the biorthogonality relation(
ϕ, ϕ˜(· − k))= δ0k.
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Vj = spanL2(R){ϕjk: k ∈ Z}, (2.4)
where, for j, k ∈ Z,
ϕjk(x) = 2j/2ϕ(2jx − k).
Similarly we define V˜j . It is possible to prove that, for every j ∈ Z, we have Vj ⊂ Vj+1,
and moreover⋂
j∈Z
Vj = {0},
⋃
j∈Z
Vj = L2(R);
the same results hold for the V˜j . Now, we consider the function (wavelet mother)
ψ(x) = √2
∑
n
(−1)nh˜1−nϕ(2x − n),
and set
ψjk(x)= 2j/2ψ(2j x − k), (2.5)
Wj = spanL2(R){ψjk: k ∈ Z}. (2.6)
Similarly we define ψ˜jk and W˜j . Thus we have the biorthogonal decompositions
Vj+1 = Vj ⊕Wj , V˜j+1 = V˜j ⊕ W˜j ,
with
Wj ⊥ V˜j , W˜j ⊥ Vj .
The Fourier transform of ψ is
ψˆ(ξ) = −e−iξ/2m˜0
(
ξ
2
+ π
)
ϕˆ
(
ξ
2
)
. (2.7)
The wavelets satisfy the relation
(ψjk, ψ˜j ′l ) = δjj ′δkl .
The wavelet representation of a generic function f ∈ L2(R) is
f (x) =
∑
j,k
(f, ψ˜jk)ψjk(x),
or
f (x) =
∑
k
(f, ϕ˜j0,k)ϕj0,k(x)+
∑
jj0,k
(f, ψ˜jk)ψjk(x).
Now we recall some results that will be used in the sequel (see, for example, [4,6]).
Proposition 2.1. Let σ be as in hypothesis (M4). There exists a constant C > 0 such that
∀ξ ∈ R,∣∣ϕˆ(ξ)∣∣ C(1 + |ξ |)−1/2−σ .
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m ∈ Z − {0} we have
∂lϕˆ
∂ξ l
(2πm) = 0.
Proposition 2.3. There exists C > 0 such that
C−1 
∑
l∈Z
∣∣ϕˆ(ξ + 2lπ)∣∣2  C.
3. Function spaces
We shall refer in the following to the Hörmander spaces Hk (spaces B2,k , in the original
notation of Hörmander [12]). We recall the definition in the one-dimensional case. Let us
begin by introducing the space K of the Hörmander weight functions.
Definition 3.1. A positive function k defined in R is called a temperate weight function, if
there exist constants C > 0 and N  0 such that
k(ξ + η) (1 +C|ξ |)Nk(η), ξ, η ∈ R.
The set of all such functions satisfying the inequality for a given N  0 will be denoted
by KN . Write K=⋃N0KN .
When η = 0 we obtain the useful estimate
k(ξ)
(
1 +C|ξ |)Nk(0). (3.1)
For simplicity, here we shall also impose the lower bound
k(ξ) c > 0, ξ ∈ R. (3.2)
From the estimate in Definition 3.1, it follows also that k(ξ) is continuous for all ξ ∈ R.
Definition 3.2. If k ∈K, we denote by Hk the set of all the functions v ∈ L2(R) such that
‖v‖2k = (2π)−n
∫
k2(ξ)
∣∣vˆ(ξ)∣∣2 dξ < ∞. (3.3)
The space Hk is a Hilbert space with norm ‖v‖k and scalar product
(u, v)k = (2π)−n
∫
k2(ξ)uˆ(ξ) ¯ˆv(ξ) dξ. (3.4)
Let us address to [12] for a list of properties of temperate weight functions and spaces Hk .
Here we recall the following result.
Theorem 3.3. If k1 and k2 belong to K and there exists C > 0 such that
k2(ξ) Ck1(ξ), ξ ∈ Rn,
it follows that Hk1 ⊂ Hk2 also in topological sense.
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(1 + |ξ |2s)1/2, s  0. Observe that for a given k ∈KN , we have H(N) ⊂ Hk ⊂ L2, in view
of (3.1), (3.2) and Theorem 3.3.
In the next section we shall refer to a larger space of weight functions, namely
Definition 3.5. Let s and N be fixed nonnegative real numbers. We say that the nonnegative
function k defined on R belongs to Ks,N if k(ξ)/|ξ |s ∈ KN , that is k(ξ) = |ξ |s k˜(ξ) for
some k˜ ∈KN .
Relevant examples are k(ξ) = |ξ |s , k(ξ) = |ξ |s (1 + |ξ |2N)1/2, with N  0, s  0. Ob-
viously K0,N =KN . Every function k ∈Ks,N is continuous for all ξ ∈ R, and outside any
fixed neighborhood of the origin k(ξ) c, for a suitable c > 0. Spaces Hk with k ∈Ks,N
can be defined exactly as before, with norm (3.3) and scalar product (3.4). Take note
however that, since k(ξ) vanishes at the origin for s > 0, we loose completeness of the
Hilbert space structure. We address to [14] for a careful study of the so-called homoge-
neous Sobolev spaces, corresponding to the weight k(ξ) = |ξ |s ; they are obtained as the
closure of Hk in a suitable space of distributions. For our purposes it will be sufficient
to observe the validity of Theorem 3.3 and of the following Cauchy–Schwarz inequality,
which obviously is not affected by loss of completeness.
Theorem 3.6. Let k ∈Ks,N , s  0, N  0. Then for every u,v ∈ Hk we have the Cauchy–
Schwarz inequality∣∣(u, v)k∣∣ ‖u‖k‖v‖k .
A natural problem, which we shall not discuss in the present paper, is to characterize the
spaces Hk in terms of the biorthogonal Fourier coefficients of the wavelet representation,
for a given wavelet system in Section 2. We recall that, even for standard Sobolev spaces,
precise results in this connection require additional assumptions beside (M1)–(M4); see,
for example, Section 2.8 in [4].
4. Main result and proof
Theorem 4.1. Let k ∈ Ks,N , s  0, N  0, be fixed, cf. Definition 3.5, and let Hk be the
corresponding Hilbert space, cf. Definition 3.2 and (3.3), (3.4). Let Vj ,Wj be defined as
in (2.4), (2.6) corresponding to a system of biorthogonal wavelets; let hypothesis (M4) be
satisfied with σ > s +N . Then there exists γ ∈ [0,1) such that∣∣(v,w)k∣∣ γ ‖v‖k‖v‖k (4.1)
for every v ∈ Vj , w ∈ Wj , with γ depending on j ∈ Z.
Remarks. (1) Let us observe that Vj ⊂ Hk , Wj ⊂ Hk for every j . In fact, under the
assumption σ > s +N , we have Vj ⊂ H(s+N), Wj ⊂ H(s+N); see, for example, [4, Propo-
sition 2.18], and on the other hand we have H(s+N) ⊂ Hk , cf. the preceding section.
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pendent of j ∈ Z; we address to the end of the paper for some remarks in this connection.
Proof. We first observe that is sufficient to argue on the case j = 0, i.e., to prove (4.1) for
v ∈ V0, w ∈ W0, as it follows easily by the change of variable y = 2j x . Namely, we are
reduced to prove (4.1) for j = 0 and kj (ξ) = k(2j ξ). In view of Definition 3.5, we have
kj (ξ) = |ξ |s k˜j (ξ), where k˜j (ξ) = 2js k˜(2j ξ) with k˜ ∈ KN . Hence from Definition 3.1 it
follows k˜j ∈KN . Therefore kj ∈Ks,N for the same values of s,N ; for shortness we shall
denote it again by k in the following of the proof.
From the definition of the spaces V0 and W0 in Section 2 we have that f ∈ V0 if and
only if f = ∑k αkϕ0k(x) with {αk} ∈ l2, that is fˆ (ξ) = ∑k αke−ikξ ϕˆ(ξ) = F(ξ)ϕˆ(ξ),
with F ∈ L2(0,2π), extended to R by periodicity. Similarly every g ∈ W0 can be seen as
the inverse Fourier transform of a function G(ξ)ψˆ(ξ), with G ∈ L2(0,2π). Now, in view
of (3.3), (3.4), we can rewrite (4.1) as∣∣∣∣∣
∫
R
k2(ξ)F (ξ)G(ξ)ϕˆ(ξ)ψˆ(ξ) dξ
∣∣∣∣∣
 γ
(∫
R
k2(ξ)
∣∣F(ξ)∣∣2∣∣ϕˆ(ξ)∣∣2 dξ
)1/2(∫
R
k2(ξ)
∣∣G(ξ)∣∣2∣∣ψˆ(ξ)∣∣2 dξ
)1/2
, (4.2)
which we want to prove to be valid with γ independent of F,G ∈ L2(0,2π). Substituting
(2.1) and (2.7) into (4.2) and using the fact that F and G are 2π -periodic functions, we
find
∣∣∣∣∣
2π∫
0
F(ξ)G¯(ξ)χ(ξ) dξ
∣∣∣∣∣
 γ
( 2π∫
0
∣∣F(ξ)∣∣2∣∣Γ (ξ)∣∣2 dξ
)1/2( 2π∫
0
∣∣G(ξ)∣∣2∣∣Λ(ξ)∣∣2 dξ
)1/2
, (4.3)
where
χ(ξ) =
∑
k
k2(ξ + 2kπ)ei(ξ/2+kπ)m0
(
ξ
2
+ kπ
)
m˜0
(
ξ
2
+ π + kπ
)∣∣∣∣ϕˆ
(
ξ
2
+ kπ
)∣∣∣∣
2
,
Γ (ξ) =
(∑
k
k2(ξ + 2kπ)
∣∣∣∣m0
(
ξ
2
+ kπ
)∣∣∣∣
2 ∣∣∣∣ϕˆ
(
ξ
2
+ kπ
)∣∣∣∣
2)1/2
,
Λ(ξ) =
(∑
k
k2(ξ + 2kπ)
∣∣∣∣m˜0
(
ξ
2
+ π + kπ
)∣∣∣∣
2 ∣∣∣∣ϕˆ
(
ξ
2
+ kπ
)∣∣∣∣
2)1/2
.
We now apply the following lemma, the easy proof is left to the reader.
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F,G ∈ L2(0,2π) if and only if∣∣χ(ξ)∣∣ γ ∣∣Γ (ξ)∣∣∣∣Λ(ξ)∣∣ (4.4)
for every ξ ∈ [0,2π].
In order to check that χ,Γ,Λ appearing in (4.3) are actually continuous, we use the
following auxiliary results.
Lemma 4.3. Define
S(ξ) =
∑
l
k2(ξ + 4lπ)
∣∣∣∣ϕˆ
(
ξ
2
+ 2lπ
)∣∣∣∣
2
.
Then
∣∣χ(ξ)∣∣= ∣∣∣∣m0
(
ξ
2
)
m˜0
(
ξ
2
+ π
)
S(ξ) −m0
(
ξ
2
+ π
)
m˜0
(
ξ
2
)
S(ξ + 2π)
∣∣∣∣,
Γ (ξ) =
(∣∣∣∣m0
(
ξ
2
)∣∣∣∣
2
S(ξ) +
∣∣∣∣m0
(
ξ
2
+ π
)∣∣∣∣
2
S(ξ + 2π)
)1/2
,
Λ(ξ) =
(∣∣∣∣m˜0
(
ξ
2
+ π
)∣∣∣∣
2
S(ξ) +
∣∣∣∣m˜0
(
ξ
2
)∣∣∣∣
2
S(ξ + 2π)
)1/2
.
The proof is straightforward, by splitting the sums for odd k and even k and by applying
the periodicity of m0, m˜0.
Lemma 4.4. Let k ∈Ks,N . The function S(ξ) in Lemma 4.3 is 4π -periodic and continuous;
moreover S(ξ) > 0 for ξ ∈ ]0,4π[, S(0) = 0 if s > 0, S(0) > 0 if s = 0.
Proof. The 4π -periodicity is evident. Every term of the series defining S(ξ) in Lemma 4.3
is continuous, hence to conclude the continuity of S(ξ) it will be sufficient to prove the
uniform convergence of the series in [0,4π]. We may further limit ourselves to consider
the series
∑
|l|2
k2(ξ + 4lπ)
∣∣∣∣ϕˆ
(
ξ
2
+ 2lπ
)∣∣∣∣
2
.
On the other hand, in view of Proposition 2.1,
k2(ξ + 4lπ)
∣∣∣∣ϕˆ
(
ξ
2
+ 2lπ
)∣∣∣∣
2
 C k
2(ξ + 4lπ)
1 + |ξ/2 + 2lπ |1+2σ .
We then use (3.1) and Definition 3.5 to estimate
k2(ξ + 4lπ) C1|ξ + 4lπ |2s
(
1 +C2|ξ + 4lπ |
)2N
.
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k2(ξ + 4lπ)
∣∣∣∣ϕˆ
(
ξ
2
+ 2lπ
)∣∣∣∣
2
 C3
1
|ξ + 4lπ |2(σ−s−N)+1  C3
1
|l|2(σ−s−N)+1 .
From the assumptions of Theorem 4.1 we have σ − s −N > 0, hence we get the required
uniform convergence.
Concerning the last part of the statement, obviously S(ξ)  0. On the other hand,
S(ξ) = 0 for some ξ ∈ ]0,4π[ would imply ϕˆ(ξ/2 + 2lπ) = 0 for every l ∈ Z, hence∑
l∈Z |ϕˆ(ξ/2 + 2lπ)|2 = 0, which contradicts Proposition 2.3. Finally, assuming s > 0 we
have
S(0) =
∑
l∈Z, l =0
k2(4lπ)
∣∣ϕˆ(2lπ)∣∣2 = 0
in view of Proposition 2.2, whereas S(0) = k2(0)|ϕˆ(0)|2 > 0 if s = 0. The proof of
Lemma 4.4 is therefore concluded. 
Summing up, combining Lemmas 4.3, 4.4 and hypothesis (M1), we have that χ,Γ,Λ
appearing in (4.3) are continuous. Hence we may apply Lemma 4.2 and conclude that (4.3)
is valid if and only if∣∣χ(ξ)∣∣ γ ∣∣Γ (ξ)∣∣∣∣Λ(ξ)∣∣,
where now we represent χ,Γ,Λ in terms of S(ξ) as in Lemma 4.3. This inequality can be
then rewritten as∣∣∣∣m0
(
ξ
2
)
m˜0
(
ξ
2
+ π
)
S(ξ) −m0
(
ξ
2
+ π
)
m˜0
(
ξ
2
)
S(ξ + 2π)
∣∣∣∣
2
 γ 2
[∣∣∣∣m0
(
ξ
2
)∣∣∣∣
2
S(ξ) +
∣∣∣∣m0
(
ξ
2
+ π
)∣∣∣∣
2
S(ξ + 2π)
]
×
[∣∣∣∣m˜0
(
ξ
2
+ π
)∣∣∣∣
2
S(ξ) +
∣∣∣∣m˜0
(
ξ
2
)∣∣∣∣
2
S(ξ + 2π)
]
. (4.5)
It will be convenient to introduce the following other auxiliary functions:
A(ξ) =
∣∣∣∣m0
(
ξ
2
)
m˜0
(
ξ
2
+ π
)∣∣∣∣
2
,
B(ξ) =
∣∣∣∣m0
(
ξ
2
+ π
)
m˜0
(
ξ
2
)∣∣∣∣
2
,
C(ξ) =
∣∣∣∣m0
(
ξ
2
)
m˜0
(
ξ
2
)∣∣∣∣
2
+
∣∣∣∣m0
(
ξ
2
+ π
)
m˜0
(
ξ
2
+ π
)∣∣∣∣
2
.
Applying the definition of A,B,C, we may write the left-hand side of (4.5),∣∣∣∣m0
(
ξ
2
)
m˜0
(
ξ
2
+ π
)∣∣∣∣
2
S2(ξ) +
∣∣∣∣m0
(
ξ
2
+ π
)
m˜0
(
ξ
2
)∣∣∣∣
2
S2(ξ + 2π)
−
{
m0
(
ξ
)
m˜0
(
ξ
)
m0
(
ξ + π
)
m˜0
(
ξ + π
)
2 2 2 2
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(
ξ
2
)
m˜0
(
ξ
2
)
m0
(
ξ
2
+ π
)
m˜0
(
ξ
2
+ π
)}
S(ξ)S(ξ + 2π)
= A(ξ)S2(ξ) +B(ξ)S2(ξ + 2π)+ (C(ξ) − 1)S(ξ)S(ξ + 2π),
using the fact that hypothesis (M2) implies
1 =
∣∣∣∣m0
(
ξ
2
)
m˜0
(
ξ
2
)
+m0
(
ξ
2
+ π
)
m˜0
(
ξ
2
+ π
)∣∣∣∣
2
=
∣∣∣∣m0
(
ξ
2
)
m˜0
(
ξ
2
)∣∣∣∣
2
+
∣∣∣∣m0
(
ξ
2
+ π
)
m˜0
(
ξ
2
+ π
)∣∣∣∣
2
+m0
(
ξ
2
)
m˜0
(
ξ
2
)
m0
(
ξ
2
+ π
)
m˜0
(
ξ
2
+ π
)
+m0
(
ξ
2
)
m˜0
(
ξ
2
)
m0
(
ξ
2
+ π
)
m˜0
(
ξ
2
+ π
)
.
Finally, the right-hand side of (4.5) can be rewritten as
γ 2
{∣∣∣∣m0
(
ξ
2
)
m˜0
(
ξ
2
+ π
)∣∣∣∣
2
S2(ξ) +
∣∣∣∣m0
(
ξ
2
+ π
)
m˜0
(
ξ
2
)∣∣∣∣
2
S2(ξ + 2π)
+
[∣∣∣∣m0
(
ξ
2
)
m˜0
(
ξ
2
)∣∣∣∣
2
+
∣∣∣∣m0
(
ξ
2
+ π
)
m˜0
(
ξ
2
+ π
)∣∣∣∣
2 ]
S(ξ)S(ξ + 2π)
}
= γ 2{A(ξ)S2(ξ) +B(ξ)S2(ξ + 2π)+C(ξ)S(ξ)S(ξ + 2π)}.
Inserting in (4.5) we obtain
A(ξ)S2(ξ) +B(ξ)S2(ξ + 2π)+ (C(ξ) − 1)S(ξ)S(ξ + 2π)
 γ 2
{
A(ξ)S2(ξ) +B(ξ)S2(ξ + 2π)+C(ξ)S(ξ)S(ξ + 2π)}.
It will be then sufficient to prove that
ζ(ξ) = S(ξ)S(ξ + 2π)
A(ξ)S2(ξ) +B(ξ)S2(ξ + 2π)+C(ξ)S(ξ)S(ξ + 2π)  1 − γ
2 > 0.
To this end, let us observe that A,B,S are 4π -periodic, whereas C is 2π -periodic, and
A(ξ + 2π) = B(ξ), B(ξ + 2π) = A(ξ),
hence the function ζ(ξ) is actually 2π -periodic. We recall that A, B , C and S are contin-
uous functions. We have A(ξ) 0, B(ξ)  0, and in view of hypothesis (M2), C(ξ) > 0;
note also that A(0) = B(0) = 0, C(0) = 1.
We are now able to conclude the proof of Theorem 4.1. From the preceding remarks
and from Lemma 4.4, we have that the 2π -periodic function ζ(ξ) is continuous and strictly
positive for ξ ∈ ]0,2π[. It will be then sufficient to prove that limξ→0 ζ(ξ) = 0. Writing
lim
ξ→0 ζ(ξ) = limξ→0
S(ξ + 2π)
A(ξ)S(ξ) + B(ξ)S2(ξ + 2π)+C(ξ)S(ξ + 2π),S(ξ)
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lim
ξ→0
B(ξ)
S(ξ)
< +∞.
This is obvious if s = 0 since in this case S(0) > 0 in view of Lemma 4.4. Assume s > 0.
From hypothesis (M3) we have B(ξ) ∼ ξ2L for ξ → 0, where L > σ , and hence L > s +
N  s, in view of the assumption of Theorem 4.1. On the other hand, from the expression
of S(ξ) in Lemma 4.3 we have
S(ξ) = k2(ξ)
∣∣∣∣ϕˆ
(
ξ
2
)∣∣∣∣
2
+H(ξ),
where H(ξ)  0. Since ϕˆ(0) = 1/√2, and k(ξ) = |ξ |s k˜(ξ) with k˜(0) = 0, cf. Defini-
tion 3.5, we have for ξ → 0,
B(ξ)
S(ξ)
∼ ξ
2L
S(ξ)
 c ξ
2L
k2(ξ)
∼ |ξ |2L−2s → 0.
This gives limξ→0 ζ(ξ) = 0 and concludes the proof of Theorem 4.1. 
Let us finally study the dependence of γ on j in Theorem 4.1. To this end, it will be
convenient to express more precisely S(ξ) from Lemma 4.3 in terms of j and k ∈ Ks,N ,
namely consider
Sj (ξ) =
∑
l
k2j (ξ + 4lπ)
∣∣∣∣ϕˆ
(
ξ
2
+ 2lπ
)∣∣∣∣
2
, (4.6)
where kj (ξ) = k(2j ξ). From the arguments above, we have that the functions B(ξ)/Sj (ξ)
and Sj (ξ + 2π) are bounded nonnegative continuous, and therefore
Mj(ξ) = B(ξ)
Sj (ξ)
Sj (ξ + 2π)Cj (4.7)
for a constant Cj depending on j . On the other hand, using the 4π -periodicity of S(ξ) and
the identity A(ξ) = B(ξ + 2π), we have also
Mj(ξ + 2π) = A(ξ)
Sj (ξ + 2π)Sj (ξ).
It is therefore evident from the last part of the preceding proof that we may take γ < 1
independent of j if we can estimate Mj(ξ)  C for some C independent of j . We are
not able to obtain this for a generic k ∈ Ks,N but the claim can be easily proved for the
examples mentioned in the Introduction.
Example 4.5 (Homogeneous Sobolev spaces). Take k(ξ) = |ξ |s , s  0, and assume σ > s
in the hypothesis (M4). Then in this case Sj (ξ) = 22jsS(s)(ξ), where
S(s)(ξ) =
∑
l
|ξ + 4lπ |2s
∣∣∣∣ϕˆ
(
ξ
2
+ 2lπ
)∣∣∣∣
2
. (4.8)
Hence obviously Mj(ξ) C for a constant C depending on s, but independent of j .
60 A. De Rossi, L. Rodino / J. Math. Anal. Appl. 299 (2004) 49–60Example 4.6 (Standard Sobolev space). Take k(ξ) = (1 + |ξ |2N)1/2, N  0, and assume
σ >N . In this case, with the notation (4.8), we have
Sj (ξ) = S(0)(ξ) + 22jNS(N)(ξ).
We may estimate
Sj (ξ + 2π) C122jN
and obviously Sj (ξ) 22jNS(N)(ξ). Then we get
Mj(ξ) = B(ξ)Sj (ξ + 2π)
Sj (ξ)
 C1
B(ξ)
S(N)(ξ)
 C′1
for a constant C′1 depending on N , but independent of j .
Example 4.7. Consider k(ξ) = |ξ |s (1 + |ξ |2N)1/2 and assume σ > s + N . We may argue
as in Example 4.6 and conclude Mj(ξ)C for a constant C independent of j .
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