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Abstract 
Lang, J., Newton polygons of jacobian pairs, Journal of Pure and Applied Algebra 72 ( 1991) 
39-5 1. 
A pair of elements f, gE @Ix, y] is a jacobian pair if (dfl&)(dglay) - (dfidy)(dgldx) is a 
nonzero element of C. The two-variable case of the Jacobian problem asks if every jacobian 
pair f, g is an automorphic pair. Abhyankar shows in his 1977 Tata notes that an affirmative 
answer is equivalent to showing that the Newton polygons of a jacobian pair are triangles. In 
this paper we prove that the Newton polygons of a jacobian pair are similar (a result first 
presented by Abhyankar in the early 1970’s); and that an affirmative answer to the Jacobian 
problem is equivalent to elimina;. b the possib;lily of naving edges of positive slope in the 
Newton polygons of jacobian pairs. In this connection, we investigate o)-related pairs f. 
g E @[x, y] when w = (o,, to?) E Z” with W, oz < 0. 
Introduction 
This article further relates results from Abhyankar’s 1977 Tata notes to the 
study of the Newton polygons of jacobian pairs in k[x, y], k a field of cbaracteris- 
tic 0. A pair of elements f, g E k[x, y] will be referred to as a jacobian pair if 
af al? af ag ----- 
ax ay ay ax 
is a nonzero element of k. An automorphic pair f, g E k[x, y] is one such that 
k[ f, g] = k[x, y]. The Jacobian problem asks if every jacobian pair is an au- 
tomorphic pair in k[x, y]. The converse is well known to be true [ 1, p. 1181. In 
[ 11, Abhyankar shows that every jacobian pair is an automorphic pair if and only 
if the Newton polygons of every jacobian pair are triangles with vertices on the 
coordinate axes (see Theorem 1.9). Further consequences of Abhyankar’s results 
relating to the Newton polygons of jacobian pairs are derived in this paper using 
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Definition 1.2. Let f, g E A. We say that f and g are o-rekrred if f Z 0, g # 0, and 
F = f: and G = g: satisfy the equivalent conditions (1) and (2) of Lemma 1.1. 
Proposition 1.3 [ 1, p. 1221. Let F, G be nonzero o-homogeneous elements of A of 
w-degrees m, n, respectively. Assume that either (i) w, wz > 0 and FG e k or (ii) 
m # 0 or n # 0. Then the following statements are equivalent: 
(1) F and G are w-related, 
(2) F and G are algebraically dependent over k, 
(3) J(F, G) = 0, 
(4) F” = e G “‘, 
(5) Fl”i = 0 G”“‘. [7 
Lemma 1.4 [l, p. 1311. Let f E A with d,(f) If 0. Suppose there exists g E A such 
that f and J( f, g) are w-related. Then there exists o-homogeneous elements H, G 
of A, a positive integer p and a nonnegative integer r such that f: = e HP and 
J(H, G) = e H: Cl 
Lemma 1.5 [l, p. 1321. Assume o, wz > 0. Let f, g E A such that f and J(F, g) are 
w-related. Then there exist w-homogeneous elements H, G of A and a positive 
integer p such that f z =ye_HPandJ(H,G)=8H’ withs=Oor 1. 0 
Theorem 1.6 [l, p. 1381. Assume o1 > 0, oz > 0. Let f, g E A such that 
J( f, g) = e. Then f: = eufbi2 with i,, i, nonnegative integers, i, + i, > 0, and 
uz ( ii,, ii, ) has one of the following three forms: 
(i) if 0, = 02, then ui is homogeneous linear in x, y, i = 1,2; 
(ii) if o, > 02, then u, = x + ayWIiWz, u2 = y, with a E k and w& E fW if a # 0; 
(iii) if o1 < ol, then II, = x, ug = y + axwziwl with a E k and 40, E IV if 
a#O. Cl 
Definition 1.7. Let k be the algebraic closure of k. Let f E A such that f gk and 
let r E N. We say f has r points at infinity with respect to the o-gradation if f: is a 
product of r-mutually coprime factors in k[x, y]. We say f has r points at infinity if 
it has r points at infinity with respect to the (1, I)-gradation. 
Corollary 1.8 [ 1, p. 1391. Lef f, g E A such that J( f, g) = e. If 0, > 0, w1 > 0, 
then f (also g) has at most two points at infinite with respect to the w-gradation. 0 
Theorem 1.9 [l, p. 1431. The following statements are equivalent: 
(i) If f, g E A and J( f, g) = e, then k[ f, g] = A. 
(ii) If f, g E A and J( f, g) = 0, then f has one point at infinity. 
(iii) If f, g E A and J( f, g) = 0, then N( f) is a triangle with vertices (0, n) , 
(m, 0), (0,O) for some n, m E Z’. 
(iv) If f, g E A and J( f, g) = E+, thzn deg f divides deg g or deg g divides 
deg f. Cl 
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Theorem 1.10 (Lang [2, p. 3951). Let k be a field of characteristic p and 
A = k[x, y]. Let f E A and D be the derivation on k(x, y) defined by. D(h) ,= 
J(h, f), for all h E k(x, y). Then Dp = aD, where a = cr=_I,’ f p-‘-lV( f’), 
v= $P-‘laxP-’ (jyP-‘_ 0 
2. Newton polygons 
Definition 2.0. In this section, let k be a field of characteristic 0, f, g E k[x, y]. 
Let m=max{j:(O,j)ES(f)}, m’=max{j:(O, j)ES(g)}, n=max{i:(i,O)E 
S(f)} and n’ = max{ i: (i, 0) E S(g)}. Assume deg f 2 2, deg g ‘=r 2. Assume 
N(f) has s vertices and N(g) has t vertices. Proceeding in the clockwise direction 
from (0,O) denote them by A, = (O,O), A, = (aI, b,), . . . , A, = (a,, b,) and 
Ai=(O,O), Ai =(a;,bi) ,..., A: = (a:, b:), respectively. Also let A,+1 = (0, 0), 
A:,, = (0,O). 
ForeachOGss,Orj 
P 
5 t, let Ci denote the vector pi = AiAi+l and Ci denote 
the vector 6,: = A;Ai+I (see Fig. 1). 
Lemma 2.1. With f as in Definition 2.0, let q, q E H with q + o2 # 0. Zf the 
angle between (3 = 0,; -I- wzi and Ck is 42 measured in the clockwise direction 
from (3, then f t has the form O,xakybk + . . . + OZ~ak+ lybk+ 1 where 0,, 0-2 E k*. 
Furthermore, if the angle between Cs and i$ is not n/2 for each k = 0, 1, . . . , s, then 
f t = Oxarybr for some r. 
Proof. Let (x’, y) be the coordinate system on IR’ having positive y’ direction in 
the direction of Cs and origin at A, = (0,O) (see Fig. 2). 
Let A be a point of iV( f) with x coordinate a and y coordinate b. Let r? = m. 
Then with respect to the x)-y’ coordinate system the y’ coordinate of A is given 
Fig. 1. 
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Fig. 2. 
ii-cs -= 
II II cs 
(am, + blt+)(O; + o;y2. (1) 
If the angle between & and &, is n/2, then all points of S(f) n A,A,+, have the 
same y’ coordinate and all other points of S(f) have lesser y’ coordinate. This 
implies that fs = 8, xnkyb, + l l l + e2 xuk + lyhk+l where 8,, 8, E k”. 
If the angle between G and V;- is not n/2 for each 15 k 5 s, then there exists a 
uniquer=l,... , s such that the y’ coordinate of A, is strictly greater than the y’ 
coordinate of each point of N(f). By (1) this shows that fs = ~~~~~~~~ Cl 
Lemma 2.2. With f, g as in Definition 2.0, if J( f, g) = e, then m + 0. 
Proof. For all h E A and i E Z’, denote by hi the homogenous form of degree i of 
h. We may assume f. = go =O. J(f, g)=e implies J(f,, g,)=0. Thus f= 
qx + a,y, g, = &x + p,y with a,, a2, &, &E k and qp? - a;pI fO. We may 
therefore assume that i, # 0. If a2 # 0, we are done. If & = 0, then & # 0 and 
hence m’ #O. Thus Ai = (0, m’). Recall Ai = (a;, bi). If ai = 0, then Ai = A;. 
This would imply that g E k[ y] and deg( g) = 1. Therefore ai f 0. 
Let q=m’-61, q=ai and o=(ol, w?). By Lemma 2.1, g,’ has the form 
g: = @xa5ybi + l l l + @ y”“, with ei, 0; E k*. 
We have that J( f: , g: ) equals 0 or 6% By Proposition 1.3 the first possibility 
implies there exist positive integers N, M such that (,f: )” = 0( g: )“. It then 
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follows that f: has the form 8, x”y” + - l * + 8? y’, with 8,, 8, E k*, f E NJ. 
Hence m # 0. 
Suppose now that J( f:, 9,: ) = e. Let f = f:, g = 9,‘. Then 9, # 0. Thus 
either&=1 oral= 1 and bi = 0. 
Case 1. Assume a; = 1 and bi = 0. Then Ai = (1,O) and jj must be of the form 
0,x+~,y’“’ with m’>l, since deg( g) 2 2. Either J(f’, $) = 0 or 
deg J( J’, g’) > 0. Since J(f. 8) = C3, we obtain J(f’, g+) = 0. By Proposition 
1.3, JI’ = 8y’for some HEN and m’#O. 
Case 2. Assume m ’ = 1. 
If 61 = 0, then Ai = (a;, 0) and g = @ xai + 0; y. Since deg(g) ~2, a: 2 2. 
Then J( f. g) = +3 implies J( fi , y) = e. Therefore fi = J+X + ‘y2y with ‘y, k k*, 
‘yz E k. Arguing as above, J( f ‘. S+ ) = 0. By Proposition 1.3 f ’ = 0x’ for some 
r E Z’. Since ^~1# 0 and f is m-homogeneous, deg,(x) = deg,(x’). Hence r = 1. 
This is impossible since deg f 2 2, wi = 1 and wz 2 2. 
Suppose bi > 0. We saw above that ui # 0. Thus ii = Gkx?y’~ and 9, = 8~. It 
then follows that fi = ex and by Proposition 1.3 f’ = 8x”y’ with abi = sib, 
a, b f Pd. Since f and g are o-homogeneous, the line segment through (0,l) and 
(a;, bi) and the line segment through (1,O) and (a, b) are parallel. Then 
(bi - l)lai = bl(a - l), which gives a + bi = 1. Contradiction. Cl 
Proposition 2.3. Let f, g, n, m be as in Definition 2.0. Assume J( f, g) = e. 
Suppose for some k = 1, . . . , s, the line segment A kAk+, has negative slope. Then 
A, = (0, m) or AI;,, = (n,O). 
Proof. By Lemma 2.2, nm #O. Let o, = b, - b,_,, wz = ak+, - ak, w = (q, 02)* 
Then o1 > 0 and oz > 0 (see Fig. 3). 
With respect to the o-gradation, f: has the form f: = 8, xnkyhp + l l l + 
e2 .gX + lyh, + I = XR”ybX + i(q y9 + . . . + 8, _a?), where 8,) SS2 E k* by Lemma 
2.1. 
Fig. 3. 
If aA+, # 0, then f has at least three points at infinity with respect to the 
w-gradation. Thus by Corollary 1.8, ak = 0 or 6, +, = 0. If ak = 0, then A, = A 1 = 
(0, m) and if bk+, = 0, then Ak+, = A, = (n, 0). Cl 
Corollary 2.4. Let f, g, n, m be as in Definition 2.0. Assume that J( f, g) = +3 and 
N( f ) is contained in the half-open rectangle Rh = ((x, y): 0 5 x < n, 0 zs y c FTI > U 
{(n, 01, (O,m)l. Then N(f) is a triangle with vertices (O,O), (n, 0), (0, m) or is a 
quadrilateral with additional vertex (a, 6) with 0 < a < n , 0 < b < m. Cl 
Proposition 2.5. Let f, g be as in Definition 2.0, Rh as in Corohary 2.4 and R the 
closed rectangle R = {(x, y): 0 5 x (: n, 0 5 y 5 m > . Then the following are equiv- 
alent: 
(a) J( f, g) = e implies k[ f, g] = k[x, y]. 
(b) J( f, g) = e implies N(f) c R! 
(c) J( f, g) = +3 implies N(f) C R. 
(d) J( f, g) = e implies the line segment A ,A2 has slope less than 0. 
Proof. (a) + (b) By Theorem 1.9. 
(b) =) (a) By Theorem 1.9 and Corollary 2.4 it is enough to show that (b) 
implies N(f) is not a quadrilateral if J( f, g) = e. Assume it is with fourth vertex 
(a, 6) with O<a<n, O<b<m (see Fig. 4). 
We proceed by induction on n - a to show that this is not possible. If n - a = 1, 
then a = n - 1. Let o, = 6, o2 = 1, o = (01, 02). By Lemma 2.1 ft has the form 
f: =~,~~+~~~+~~x~y~=x~(~~x+~~~+~~y~) with 8,, 8$k*. If 
o2 c wl, then by Theorem 1.6, y is a factor of f: . Thus 1 = o7 = o1 = b and 
f 
+ 
x)*-l@, x + e2 y). Make the change of coordinates X-X, y+ 
&‘( y - e,x). Then N(f) will still be a quadrilateral with vertices (0, 0), (0, m), 
(a, 6) and (n’, 0) with n’ < n. Since a = n - 1, this contradicts (b). 
A3 =(n .O) 
Fig. 4. 
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Assume t2 - ad. Let o,=b, c+=n - a. Then f: has the form f: = 
0, .x’l + l l l + 0, xayh = x*(0* XI1-a + . l l + e, y”), 0,, 0, E k*. By Theorem 
I.6 b-‘(ir - a) = 0;‘~~ EN and 8, _x’Ima + l .I + 0, yh = 6(y + axw;‘wz)“, a E 
k *, s f f$j. Make the change in coordinates x- x, y --, y - ax”; ‘? By Corollary 
2.4 and (b), N(f) will still be a quadrilateral with vertices (0, m), (0, 0), (a, b), 
and (d, 0) with 12’ < n and a < n’. We then have n’ - a < n - a. 
(b) 3 (c) Clear. 
(c) 3 (d) Assume .I( f, g) = 0. By (b) we need only show that A ,A 2 is not 
horizontal. Suppose that the slope of A ,A, is 0. Then A, = (b2, m). Let o, = 
(0,l). By Lemma 2.1, f: = 0, y” + l l = + 0? xa2ym = ~“‘(0, + l 9 8 + 02 xa2), 
0,, 0? E k*. Choose cy E k such that 0, cyaZ + 9 l l + 0, = 0. Make the change 
in coordi.lates x* x + Q, y + y. Then the jacobian pair we obtain has line 
segment A ,A 2 with positive slope, contradicting (c). 
(d) + (a) Assume (d) and that f, g is a jacobian pair. Then A ,A_* has slope less 
than 0. Let f= f( y, x) and i = g( y, x). Then J( f, g) = 0 and IV(f) is a reflection 
of N(f) about the line y = x. By (dj, A,_,A, has a negative slope, hence 
N(f)c Rh. Cl 
Remark 2.6. Proposition 2.5 suggests the study of f: when o, q < 0. This we 
begin in Section 4, primarily for the case when A ,A, has positive slope less than 
1. Before doing this, we prove that Newton polygons of jacobian pairs are similar. 
3. J( J, g) = 0 impiies N(f) and N(g) are similar 
Definition 3.0. In this section, f, g, pi (0 5 i 5 s), 5; (0 5 j 5 t) are as in Definition 
2.0. 
Proposition 3.1. J( f, g) = 0 implies that for each 0 5 i 5 s, there exists a 6; in the 
same direction as pi. 
Proof. Suppose Gi is such that no 17; has the same direction. Let mi = bi - bi+l, 
0, = a,+, - ai, 0 = (q , oZ) (see Fig. 5). 
-By Lemma 2.1, f: has the form f: = 0, x”~Y’~ + . . l + 0? xai+ lyhi+l and g: 
has the form gz = Oxa;yh; for some J’ = 0, 1, . . . , t, where 0,0, f: 0. This 
contradicts Lemma 1.3. 0 
Corollary 3.2. J( f, g> = 0 implies s = t (i.e. N(f) and N(g) have the same 
number of vertices). Furthermore, the direction of Vi is the same as that of v: for 
each i = 0,. . . , s. 
roof. Let 12 be the unit vector in the direction of Go (equivalently GA). Then for 
each O 5 i 5 s, the vector direction of pi is determined uniquely by the angle ei 
Newtort polygons of jacobiart pairs 
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between u’ and pi measured in the clockwise direction from ii. Similarly, the angle 
0;) 0 5 j 5 I, measured in the clockwise direction from u’ to Gi uniquely 
determines the direction of 5:. We have strictly ascending sequences, 
0=$<6,<***<8, = 31r/2 and 0 = 6; c 0; c l l - c 0; = 3n/2. Now apply Prop- 
osition 3.1. q 
Corollary 3.3 (MacKay and Wang). Let f, g E kjx, y]. Z$ iilf, g] = k[x, y], then 
N(f) and N(g) are similar triangles. 
Proof. That IQ f) and N( g) are triangles was proved by Abhyankar [ 1, p. 1441. 
That they are similar follows from Corollary 3.2. Cl 
Theorem 3.4. Let f, g be as in Definition 3.0. Then J( f, g) = e impks N( f ) and 
N(g) are similar polygons. That is, for each i, Vi and vi have the same direction and 
for each i, j, 0 5 i, j+ llviII~llvjll = llv~ll~IIv~ll~ 
Proof. For each i = 1, . . , S, let o(i) = (bi - bi+ , , ai+, - ai). Then by Lemma 2.1 
and Corollary 3.2, f O+(i) and g:,i, have the forms f:(i) = pi, ~“y~‘= l l l + 
eiZ~ai+lybi+I, gLti, = e:, &ybi + l l l + ~~,$;+'yb;+l, with ei,ei20;18;2 #O. By 
Lemma 1.3, for each i, 0 5 i 5 S, there exists Ni, Mi E IV such that ( f z(i)) = 
( g:(i,)Mi. Comparing monomials on both sides of these equalities we obtain 
aiNi= a:Mi and biNi= bjn/li , OliSs, (2) 
a,+& = a:+& and bi+,Ni = b[+,M, , 05 i 5 s - (31 
From (2) and (3) we obtain 
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Q, a,+, bl b,+l 
-7 
=-=- =I 
a* a:+, bf’ bi+l ’ OSiSS. 
Let r E Q be this common ratio. Then 
ai = ra: and bi = ybl , 05iSs. 
Thus If v’ill/ 116,: 11 = r, 15 i 5 s. q 
4. Edges of N(f) with positive slope 
Let F(t), G(r) E k[r] such that F(O)G(O) # 0. Let a, 6, p, q, p’, q’ E Z’ such 
that pq’ - p’q #0 and (bp - aq)(b - a) > 0. Let f, g E k[x, y] be given by f= 
xPy9F(x*yh), g = xPj9’G(x”yh). 
Lemma 4.1. Suppose J( f, g) = 63 f A for some A E N. Then f A- ’ divides g. 
Proof. 
ef A = J(f- 9) 
Therefore 
= xpy9GJ( F, xp’y4j + xpy9’FJ( y’, xP’G) + xp’yqFJ(xp, yq’G) 
=X P+P’- ‘y”‘“‘-‘[x”yb((aq’ - bp’)F’G + (bp - aq)FG’ 
+ (P4’ - P’WG)l l 
eX 
p(A-I)-p’+l q(A-I)-q'+l 
Y F 
A 
= x”y*[(aq’ - bp’)FG’ + (pb - aq)FG’] + (pq’ - p'q)FG . (6) 
The expression to the right of the equality in (6) belongs to k[xayb], as does FA. 
Since F(O)G(O) # 0 and pq’ - p’q # 0, we have 
p(A-l)=p’-1, q(A - 1) = q’- 1, 
B(F(t))A = t[(aq’ - bp’)F’G - (aq - bp)FG’] + (pq’ - p’q)FG . 
(7) 
p(A-l)=p’- 1 and q(A - 1) = q’ - 1 implies qp’ - q =pq’ -p, hence pq' - 
p'q = p - q. Therefore 
8F’” = t[(aq’ - bp’)F’G - (aq - bp)FG’] + (p - q)FG. (8) 
Since pq’ - p’q # 0, we may without loss of generality assume that p 
A- 1< “’ -bp’*p’- 1 < aq’-bp’ 
aq - bP P aq - bP 
H (aq - bp)(p’ - 1) - W - b’)P co 
( a - bP)P 
*a(p’q-Pq’)-aq*bp <O 
pcaq - BP) 
P(b - 4 
* p(aq - bP) 
cO@(bp - aq)(b - a)>0 l 
By Lemma 4.2 below, we conclude that F”-’ divides G. Since p(A - 1) < p' and 
q(A - 1) c q’ we have f”-’ divides g in k[x, yf. Cl 
Lemma 4.2. Let F, G E k[t], F(O)G(O) # 0. Let A, B, M, N E Z such that M 2 0, 
N>O, A>O, M(A-l)lN and NtF’G - MtFG’ + BFG = 8F”. Then F”-’ 
divides G. 
Proof. We may assume that k is algebraically closed. Then F is a product in k[ t] 
of linear polynomials. It is enough to prove that if I is a factor of F and p is a 
positive integer such that lp divides F, then IpfA- ‘) divides G. We have I = at + b 
with 6 # 0 since F(0) # 0. After a change in coordinates we may assume that 
a = 1. We may also assume that Zp+ ’ does not divide F. Write F = IpFcI, G = 14G, 
with qEZ+,f,G,#O (mod/). We will show q?(A-1)p. 
Case 1: Np = Mq. Then M >O and q/p = N/M 2 A - 1. Hence q 1 (A - 1)~. 
Case 2: Np # Mq. Since dlldt = 1, we have F’ = pZp-‘F,, (mod I’) and G’ = 
g14-‘G, (mod P). Therefore, 
NtF’G - MtFG’ - BFG = (Np - Mq)lP+q-ltFOGO (mod lpi-“). 
Since Np - Mq # 0, FOG0 # 0 (mod I) and since FA divides NtF’G - MtF’ - 
BFG, wegetpAsp+q- 1. Hencep(A-l)sq-lcq. Cl 
Proposition 4.3. Let f, g, A I, A, be as in Definition 2.0. Assume J( f, g) = e. Let 
w1 = 6, - b,, o2 = a2 - a,, o = (ol, wJ. If the slope of the line segment A 1A 2 is 
positive and less than 1, then there exist o-homogenous forms H, G and a positive 
integer d such that f 2 =8HdandJ(H,G)=8H’,s=Oor1. 
Proof. By Lemma 2.2, a, = 0, b, = m so that w, = m - bz, q = a2. By Lemma 
1.4 there exists o-homogeneous elements H, G of k[x, y], a positive integer d 
and a nonnegative integer e such that f: = e Hd and J(H, G) = e H’. By 
Lemma 2.1, f: has the form f s = 8, y”’ + l l l + e ~‘~y’~, 0, e2 f 0. By 2 
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hypothesis, (b, - m) la2 > 0. Hence bz > m. Then f: = y”‘(e, + . l * + 
8, Xa’yb, - m ). Let n = gcd(a,, b, - m). Let a = azld, b = (b2 - m)ld. Then f: = 
y’T(xayh; fnr some F E k[t] and F(0) # 0. Thus H = y’F(,(x”y’) with F,, E k[t], 
F; = F and dq = m. Also G is of the form G = xP’yg’G,,(xayb), with G,, E k[t], p’, 
q’EZ+, G,(O)#O. 
By hypothesis, b, - m -aa,<O, henceb-a<Oand -aq(b-a)>O. Ifp’=O, 
then by Lemma 4.1, We-’ divides G. Then if e > 0, we replace G by G/He-’ and 
obtain J(H, 6) = eH. Therefore we must only show that p’ # 0. 
If p’ = 0, we obtain by (6), 
0XY 9(e-1)-9’+*F~ = xayb[aq’FiG, - aqF,Gi] . (9) 
Since F,(O) # 0, (9) implies either a = 0 or 1, by comparing lowest-degree terms 
on both sides of the equality, a = 0 implies F, = 0, thus a = 1. Since b c a, b = 0. 
Then bz - m = 0, which implies A ,A z is horizontal. Contradiction. q 
Remark 4.4. Proposition 4.3 suggests the study of polynomials H, G E k[x, y] 
of the form H = y9Z&(xayb), G = xP’y9’G0(xayb) such that H,, G, E k[t], 
H,(O)G,(O) #O and J(H, G) = 8H”, s = 0 or 1. By (7), p’ = q’ = 1. 
The hope would be, but this seems too optimistic, that this would force Ho to 
be an element of k. Then if A ,A 2 has positive slope, this slope would have to be 
greater than 1 and by symmetry, if A s _ ,A, has positive slope, then its slope would 
have to be less than 1. 
We might ask if J(H, G) = e H”, s = 0 or 1, implies some restriction as to the 
number of prime factors of Ho in k[ t]. 
5. Remarks on characteristic p # 0 
In [3] we proved the following: 
Proposition 5.1. Let f, g E C[x, y]. If J( f, g) = 0, then for all but a finite number 
of prime numbers p # 0, there exists a finite field k of characteristic p and a pair of 
elements x gE k[x, y] such that S(f) = S(f), S(g) = S(f) and J(x i) = 1. 0 
Proposition 5.2. Let f, g, A k, 0 5 k 5 s, be as in Definition 2.0. If J( f, g) = f3, 
thenforeach k=l,..., s,a,#b,. 
&oof. Suppose ak = b, for some k, 15 k 5 s. Then there is a prime number 
p > ak , a field of characteristic p, and i g E k[x, y], such that S(f) = S(f), 
S(g) = S(g) and J(x i) = 1. Let D =A(alax) -&8/8y). Then D(g) = 1 implies 
Dp = 0, which yields V( i”) = 0 for all s E Z’ by Theorem 1.10, where V = a2”-‘/ 
axp-’ ayp-‘. Let W* = b, - bk+l, w2 = ak+l - ak, w = (01, w2). Then V(f:)” = 0, 
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for all s E k’. f”: has the form 8! xe”ybk + - . . + +& xnk +lyhk +I = f: by Lemma 
2.1. Since p > ak, there exists r, t E Z’ such that rak = (p - 1) + tp. Then 
0 = V( f; )’ = 0; Xrakyrhk + . . . + 0; Xrak t ly% + 1 
= 0); x’Py’” + . . . + 0; v(x”k + ly4 + I ). 
Contradiction. Cl 
Also in [3], we conjectured the following 
5.3. Let k be a field of characteristic p # 0 and fi g E k[x, y] with J( f, g) = e. 
Let o = (0, , 02) be a gradation of x, y with o, > 0, oz > 0. If deg, f = 0 (mod p), 
then f: (xwl, y”‘) E k[x’, y”]. 
I recently discovered the following counter-e- .-tile when p > 2: Let f = 
x(np-1)/2 (mp+1)13 
Y +y,g= 
X(np+1)‘2 
Y 
(mp-I)/7 _ x, where n, rn are odd positive inte- 
gers. With respect to the (l,l)-gradation, f: (x, y) $k[xP, y”]. 
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