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G. GATI and of results of the theory of "parallel" formai languages, namely of the theory of L Systems. Because of the large number of existing formai Systems, we do not propose a new one but base our investigations on the parallel program schemata of Karp and Miller (9] . The ad vances in hardware that have taken place in the meantime make the design of computing machines of very high parallelism more and more promising; therefore it is deemed reasonable to extend the parallel program schemata to unbounded parallelism. From this the question arises how the main decidability resuit for parallel program schemata concerning the determinacy of an important class of schemata can be extended to the case of unbounded parallelism. This is possible by adding two additional restrictions -local finiteness and compactness -to the restrictions already to be found in [9] . Nevertheless the result still remains a generalization of the one for bounded schemata. Also for the time being it seems that these restrictions will be satisfied in any highly parallel computing machine; another révolution in computer architecture could, of course, obsolete these restricions, too. It should be noted that we have not generalized the other decidability results for parallel program schemata to unbounded parallelism.
As we feel that a gênerai formalism for unbounded parallelism is only satisfactory if it also embraces the viewpoint of complexity, we define a complexity measure for parallel computations ( 3 ). We present a simple algorithm based on the critical path idea which finds a fastest computation of a schema whose controi satisfies certain standard assumptions of scheduling theory, e. g. no cycles are allowed in the precedence graph because this would make scheduling input-dependent. The algorithm is executed on a schema representing Winograd's version [1] of Strassen's algorithm for multiplying 2x2 matrices. Because the controi structure of this schema is not trivial, the parallel exécution time of a "naively" found parallel computation is longer by the exécution time of two parallel additions than the parallel exécution time of the parallel computation found by the algorithm. The (sequential) complexity of the algorithm itself can be considered to be cubic. The algorithm is able to operate on an unbounded number of opérations.
Due to an idea of Prof. E. Engeler a possible connection between parallel algorithms and "parallel formai languages", namely L Systems, is established in two examples, matrix multiplication and the knapsack problem. DOL Systems are explicitly constructed which describe essential features of the parallel algorithms; specifically these are the classes of simultaneously executed opérations (which are a main part of the control structure of a parallel algorithm) and the classes of memory locations into which intermediate results of opérations are stored simultaneously (which are an essential part of the data and conflict structure of a parallel algorithm).
Finally the above connection between parallel program schemata and L systems is formalized. Results known for the membership problem for certain classes of L systems can be applied to classes of schemata over L systems in order to décide, whether there exists a computation of the schema in which certain opérations are executed simultaneously or in which results are stored into certain memory locations simultaneously.
SCHEMATA FOR UNBOUNDED PARALLELISM
In this section, we propose to extend the parallel program schemata of Karp and Miller [9] to an unbounded number of (parallel) opérations. This would présume a Computing facility with unlimited parallel computing resources. The motivation for this assumption is the growing interest in high parallelism. Recent work in this field includes Buchberger [3] and Buchberger and Fegerl [4] . A convincing theoretical model of a highly parallel computing machine is proposed in [3] and the tradeoff in exécution performance between sequential exécution on a large computer and highly parallel exécution on microprocessors is determined for several algorithms of theoretical and practical importance. Aspects of the hardware implementation of the model proposed in [3] are discussed in [4] . Other inspiring research that provides motivation of this work includes Albrecht [2] , Schwenkel [14] , Sullivan and Bashkow [15] and Sullivan, Bashkow and Klappholz [16] .
It is therefore of a certain interest whether the concept of unbounded parallelism can be formulated in a mathematical framework and under which restrictions one can extend results on bounded parallelism to unbounded parallelism.
We choose the parallel program schemata of Karp It is assumed that the z-th opération o(i) takes its operands from the memory locations whose addresses are in D(i) in the moment of its initiation, which is signalized by the initiation symbol o(i), and stores its results into the memory locations of R(i) in the moment of its termination, which is signalized by a termination symbol Oj(i). Also a décision with H(i) possible outcomes is made in the moment of its termination; while most programming languages have explicit décision constructs, in UKMS the décisions are merged with the decision-free opérations. We call O: = OuO the alphabet of the schema S where 0 : = {o(i)\ieN}is the set of initiation symbols and Ö. -~ { o{i) | i e N } is the set of termination symbols. The control T-(Q, q 0 , t ) consists of a (possibly infinité) set of states Q, an initial state q 0 e Q and a partial transition function t : Q x O -• Q which is total on QxO. We also write t for the natural extension of t to Q x O*.
In a schema the opérations are uninterpreted. In order to be able to express concrete computations we have to specify all the data on which the opérations can operate, their effects on the data and the décisions. This is done by interprétations; for the définition of this notion we need the following notation: let U be any universe, i. e. the set of ail possible contents of the memory locations; a value assignment to the entire memory is then an element of U N , the countably infinité cartesian product of U with itself; now let M <= N be a subset of N; then U M dénotes the | M|-fold cartesian product of U with itself "the memory locations of M being born in mind". Thus U M dénotes the set of all possible assignments to the memory locations of M. DÉFINITION (ï) with the help of F, u 0 and t, that is the transition mapping for Z(I). We refrain from giving its spécification explicitly here because it is analogous to the one in [9, def. 1.3, 1.4, 1.5].
The next définition describes the éléments of the set C(S, I)czO*, the set of computations of a schema S under the interprétation I. A computation of a schema S is a string of initiation and termination symbols of opérations which satisfies certain natural conditions. The main feature of a parallel schema is that each set C{S, I) consists of more than one computation, i.e. for a given input there are several (more or less parallel) exécutions of the program. One possibility is two exécute a program strictly sequentially, e.g.
.., i. e. two or more opérations are never initiated simultaneously, but, before the next opération is initiated, all opérations having been initiated beforehand must have been terminated. An
. . . where opérations o(l), o (2) and o (3) are executed simultaneously. DÉFINITION 
1.4:
The set C{S, I) of computations of the schema S under the interprétation / consists of ail strings xeÔ: = 0* u 0 e0 , where O oe is the set of infinité strings over 0, that satisfy the following conditions (we write(ocx) for "oex is defined" and y^x for "there is a z in Ô with yz = x"):
The conditions below on computations xeC{S,I) are conséquences of définitions 1.3 and 1.4: Then Gi(u(y', i))=j.
Let us comment on the meanings of the conditions:
(1) In a computation, only those opérations o (i ) may be initiated in the state q for which t(q, o(i)) is defined. This permits one to relate schemata to spécifie algorithms.
(2) A finite computation must halt in a state in which no opération can be initiated.
(3) This condition is equivalent to the finite delay property [9, def. 1.6 (iii)] for persistent UKMS, cf. définition 1.9, however, it is stronger than the finite delay property for gênerai UKMS. It assures the following properties:
(a) Between the initiation and the termination of an opération, only a finite number of other opérations can be initiated or terminated.
(b) Once an opération is ready to be initiated, it will be initiated after the initiation or termination of at most a finite number of other opérations.
(4) No opération must be terminated before it is initiated. (5) If the same opération is initiated twice on the same data, then the outcomes of the décisions associated with the corresponding terminations must be equal.
(6) For different interprétations / and f of S it might be the case that x -zoj{i) u e C {S, I) and x' = zo r (i) u' e C {S, ƒ') while x$C(S, V) and x'$C(S, I) with;V/, zeO* and u, u'eÔ. As the state t(q Q , zoj(i)) might be different from the state t{q 0 , zoj! (i)) the prefix z might be continued differently undér différent interprétations.
We introducé the sets P{S, I):={y^x\xeC(S, ƒ)},
C(S):= [j C(S,I) and P(S):= [j P(S,l).

IeI(S) IeI{S)
The sets P(S, I) and P(S) consist of préfixes of computations. lïxeP(S, I) and | x | ^k then we write x k for the /c-th symbol in x and ^x for x x .. . x fc . We write Q(x) for the séquence of value assignments (u^,^ | _ v | where ur. =pr 2 The above condition for determinacy is a rather strong one because not only the final but also all intermediate results of any two computations x, yeC(S, I) must be equal and this for all IeI(S). DÉFINITION 
1.6: An interprétation ƒ e I (S) of a UKMS
We call I'(S)czI(S) the class of one-one interprétations of a UKMS S.
LEMMA 1.1: A UKMS S is determinate iff the condition in définition 1.5 is satisfied by all one-one interprétations I of S.
The proof of this lemma is completely analogous to the proof of [9, lemma 2.2]. The main advantage of the lemma is that the class of interprétations which have to be investigated for equality of the intermediate and final results of the computations is restricted. Now we define a class of UKMS which can be considered as an extension of the parallel flowcharts of [9] to an unbounded number of opérations. In the following we assume that H is constant on each element N t of the partition Jfoî N used in the next définition; thus we can write H(l) instead of H (i ), ie Ni. This assumption contains no loss of generality if ( | H (i ) | ) ieN is bounded; the latter restriction is justified by the observation that at most 2 r outcomes of a décision can be distinguished from the viewpoint of the control. g-is a bijection from {1, . . ., r) onto W-.
(3) the control T is specified by
Then we can specify the transition function t in the following way: 
l). Hère C(S,I) consists of an infinité number of different éléments for all Iel {S).
As is well known SVAS permit the simulation of the following parallel control structures:
fork: after the termination of an opération a set of opérations is initiated simultaneously;
join: after the termination of ail of a set of simultaneously executing opérations an opération is initiated; quit: certain opérations are terminating but the rest of the simultaneously executing opérations continues.
We now explain the background behind this finite présentation of the control. It is rare that one designs an algorithm in which an unbounded number of totally different opérations are executed simultaneously. Ho we ver, an algorithm might produce an "exploding" amount of data items on each of which the same opération has to be performed; e. g. one solves an JVP-complete scheduling problem for n opérations by first producing all permutations of the n opérations and then checking, simultaneously for each permutation, whether it is a valid schedule, i. e. respects the precedence graph, etc. In this example, the opérations that are initiated in a very big number are all the same from the viewpoint of the control structure of the algorithm; in our case they are even literally the same, but this need not be. It is this type of behaviour that frequently occurs in algorithms for which unbounded parallelism is desired. One would put all the numbers of the opérations that are equal from the viewpoint of the control into the same set JV, of the finite partition of JV. The vector #_ (/) corresponds to all initiation symbolso(i), i'eiV,, and the vector g+ (/, j) to all termination symbols Oj(i'), ieN l , One should bear in mind that the opérations corresponding to a member JV, of the partition of N need not be equal or similar with respect to the data or conflicts; in the above mentioned example each permutation of the n opérations will be stored in different memory locations. So in an SVAS only the control is finitely presented, but that is not necessary for the conflicts.
We now recall several technical terms from [9] . DÉFINITION 
1.9: A UKMS is lossless if (VieiV) (R{i)^0).
A UKMS is repetition-free if 
of K the actual conflict relation and K: = {j K(i, j) the set of actual conflict locations of a UKMS S and define the "cross section"
We remark that an SVAS S is not determinate if
and there are computations of S in which opérations associated with N t occur. The first part of this condition is already decidable by inspection of the spécification of S, the second part reduces to a decidable problem for vector addition Systems [9, cor. 4.1] and we alway assume that the condition is not satisfied.
One immediately sees that the following characterization of determinacy of [9] holds for UKMS, too; we therefore state it without proof: LEMMA 
1.2: A persistent, commutative, permutable, lossless and repetition-free UKMS is determinate iff (3xeP(S,I)) (3(i,j)eK) (xo(i)eP(S, l) A xo(j) eP(S, / COROLLARY 1.1 : A lossless and repetition-free SVAS is determinate iff -i ((3 / e ƒ (S)) (3xeP (S, I)) (3 (i, j) s K) (xo (ï) e P (S, I) A XO (j) e P (S, ƒ))).
Sketch of proof:
The proof is analogous to the proof of corollary 2.2 of [9] , but one has to observe that SVAS are not persistent "with respect to opérations associated with the same element N, of the partition yK ofAP'. Using définition 1.4, (3), and the assumption below définition 1.10 the "sliding" argument works in this case, too. Details are presented in appendix 1.
We now describe the restrictions on the conflicts that permit us to décide the determinacy of a UKMS. DÉFINITION 
1.11: A UKMS is locally finite if (\/ieN){\K'(ï)\ is finite). A UKMS is compact if K' is fmite.
Before we discuss the implications of local finiteness and compactness we remark that a locally finite UKMS might not be compact, e.g. Définition 1.11 is a contribution to the theory of parallelism by presenting a formai expression for ideas which could be informally described in the following way: One wants to design Computing machines in which the number of parallel processes may become arbitrarily large. But then the expenses for enabling and controlling the communication between the single processes grow very fast, too. One therefore tries to restrict this communication in a suitable manner. The restriction caused by local finiteness means that every process can communicate only with a finite number of other processes. As we have seen above one permits an infinité number of conflict locations even when requiring local finiteness: the schema is only locally finite. Infinity would then be introduced not only in the number of opérations but also in the number of memory locations with potential conflicts. The restriction caused by compactness implies that conflicts can only arise at finitely many memory locations. In the following we also require compactness because we believe that the problems of theoretical investigation and practical administration of inûnitely many conflict locations are too difficult for the time being. We also remark that every UKMS which uses only finitely many memory locations is compact.
Let S be a locally finite SVAS such that the partition JT={N 1 , . .., N r } of N associated with S has only one element of infinité cardinality, say N r ; se ver al enumerative parallel algorithms fall under this class of schemata. We then require the schema S to be presented in the following way: with each opération o (i) the finite list K' (i) must be specified. We dénote by 0 r the r-dimensional zero vector, by 6 y the Kronecker delta and by r N the set {1, . . ., r } of the first r natural numbers. As by the assumption below définition 1. then we can effectively construct the above defined relation p and décide the determinacy of 5. We first present a définition and then state these considérations as a theorem. DÉFINITION 
: An SVAS S is suitably presented if:
(1) each infinité element N t of the partition JV of N is decidable and (2) if K' is finite then K' can be effectively construçted. THEOREM 
1.1: Let S be a lossless, repetition-free locally finite and suitably presented SVAS and let Jf be the partition of N associated with S: (a) If there is only one element of infinité cardinality in Jf then it is decidable whether S is determinate, (b) If there is more than one element of infinité cardinality in Jf and S is compact, too, then it is decidable whether S is determinate.
Thus our extension of the main theorem of Karp and Miller [9] essentially results out of the fact, that conditions, which one would impose on unbounded schemata out of motivations external to schemata theory, permit one to reduce some aspects of the decidability of their determinacy to those of bounded schemata.
THE PARALLEL TIME COMPLEXITY OF PARALLEL COMPUTATIONS
The main reason for considering parallel algorithms is the hope that a parallel exécution of a parallel algorithm will take significantly less time than a sequential exécution. Therefore one is interested, given a parallel computation, to devise a PARALLEL ALGORITHMS 167 more parallel computation which computes the same results in less parallel time. It is this line of investigation which Keiler has folio wed in [11, 12] . We have looked at things differently by trying to answer questions like: What is a reasonable complexity measure for parallel computations of a UKMS ? What is the (minimal) parallel exécution time for an algorithm represented by an SVAS ? Are there kinds of sequential algorithms which are good starting points for designing parallel algorithms? Most of our answers are different from the ones Keiler has given in [11, 12] because we are looking at these questions more from the viewpoint of the algorithms than from the viewpoint of the schemata.
We commence by proposing a complexity measure for parallel computations of a UKMS. lts définition is so simple that we hope to have got hold of salient features of the natural complexity measure which is intuitively used for parallel computations. Before we give the définition we explain the idea behind it and introducé some notation.
A complexity measure for the exécution time of a parallel computation must take into account that several opérations might be executed simultaneously and that the duration of an opération must no more be measured from the moment of the termination of the opération terminated at last. Because UKMS provide for initiation and termination symbols and because of their generality permit the représentation of a vèry big number of algorithms we define our complexity measure on all finite computations of a UKMS and their préfixes. To this aim a strictly positive map v : N -• N+, the exécution time, must be given; v (i) spécifies the exécution time of the z-th opération o(i). We measure the moment of termination of an opération from the moment of its initiation. We consider a séquence consisting of initiation symbols only as contemporaneous, and we assign the latest of the moments of termination to a séquence consisting of termination symbols only. The latter prescription is the main différence between the complexity measure of [11, 12] and our's; for another approach see Keiler's thesis [10] ; also Keiler's complexity measure is deûned in a more genera! setting that we do not deem necessary for our investigations.
For the formai définition of our complexity measure we need the following notation. Let xq(i[eP(S) be a prefix of a computation of a UKMS S. After having defined a parallel complexity measure on the préfixes of the computations of a UKMS we now present an itérative algorithm which finds a fastest computation of a schema for this complexity measure. This algorithm will answer our second question -what is the parallel exécution time for an algorithm given by an SVAS? -because in our view the parallel exécution time of an algorithm given by a schema is the exécution time of the fastest computation of this schema. This seems to be a reasonable viewpoint if one observes that in gênerai in every parallel exécution of an algorithm one has to choose between different parallel computations of the algorithm and one often chooses the one which is fastest.
In order to simplify the otherwise quite difficult problem we make two additional assumptions:
(1) that the control of the schema can be specified in the form of a precedence graph, cf [5] , and (2) that the precedence graph is a dag (directed acyclic graph). The first assumption makes it necessary to construct a precedence graph from the control specified in the manner of définition 1.1. Of course the precedence graph embodies only part of the properties of the control, namely those that are relevant to constructing the fastest computation, which is exactly what we want. 
v'o(ï)z')£P{S).
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It might be necessary to modify the above construction for certain UKMS. The second assumption is necessary to reduce the problem to a scheduling problem (in the sense of [5] ).
From now on we base our considérations only on the precedence graph G and no more on the control specified in the manner of définition 1.1. Before we present our itérative algorithm we informally described the idea behind it. The input to the algorithm are the precedence graph G and the exécution times v (i) of the opérations o(i)e V; the output is a fastest computation x of the schema underlying G.
In a procedure called "NEXT" those opérations, which are going to be treated in the current itération, are read into the set C. After the termination of the opérations in T' the procedure NEXT is called again because new opérations might be enabled. Then the set ƒ' of all opérations which have to be initiated in this itération is constructed as
This fmishes the contents of the repeat loop. This loop is executed until 1=0.
We now present the algorithm that constructs a fastest computation of a UKMS whose control is speciûed in the form of a directed acyclic precedence graph; several obvious improvements are not applied to the algorithm for the sake of simplicity. We now prove the correctness of algorithm 2.1 and calculate its time complexity.
The following lemma is necessary because the output of our algorithm is not the input to a list schedule but a computation of the schema underlying the precedence graph. Proof: It follows from the construction of T f that only opérations from T-I are terminated. Because T=I in the first pass no opérations are terminated.
Consider a pass which is not the first one and in which no opérations are terminated. Because of lemma 2.3 at least one opération is initiated in that pass, say o{i). Let o(j) be the termination symbol for which a string y o (j ) yields the maximum in the computation of e (i ). Because of lemma 2. i the opération o {j ) then has already been terminated in an earlier pass, in which among others the opération o (k) has been initiated. Thus m (xo ( j ))^e(k)<e(i) which contradicts Because of corollary 2.2, algorithm 2.1 can be considered n 3 , where n = | V | for finite V. This is interesting because the analogous scheduling problem for a vol. 13, n°2, 1979 172 G. GATI bounded number of parallel processors has been proven JVP-complete in [18] . It is furthermore immédiate that algorithm 2.1 is really suited for precedence graphs with an unbounded number of opérations, because it can be executed simultaneously with the exécution of the opérations.
We now consider the exécution of algorithm 2.1 on the precedence graph of a celebrated algorithm of complexity theory, namely the algorithm of Strassen for multiplication of 2x2-matrices in the version of Winograd, cf. [1] . In appendix II we present the precedence graph of the Strassen-Winograd algorithm and a "dump" of the exécution of algorithm 2.1 on this precedence graph containing the contents of C, T, I, T' and V each time they are assigned some value and also denoting each call of the procedure NEXT. In practice it is intractable to find the fastest parallel computation by enumeration of all parallel computations because even a small algorithm like the Strassen-Winograd algorithm, which consists only of 21 different opérations, might have an enormous number of parallel computations, e.g. the StrassenWinograd algorithm has more than 1.4 x 10 10 different parallel computations, as can be easily seen. In this fact we see the justification for the development of algorithm 2.1.
L SYSTEMS AS MODELS FOR PARALLELISM IN ALGORITHMS
In this section we interpret L Systems as models for parallel algorithms and try to obtain decidability results for the theory of parallel algorithms from the known decidability results of the theory of L Systems. It should be noted that our approach is just a continuation of a philosophy already expressed in [8] where, with the simulation of the firing squad synchronization problem as a PD2IL scheme, [cf. 8, p. 278], it was proven that L Systems are able to model the essential features of a parallel algorithm. In what follows we propose to systematically consider L Systems as models of the control and data structure of parallel algorithms and first demonstrate our approach in two examples. In the following we explain why L t (G) can be identified with the set of all subsets of {0, 1 }\ The gênerai rule is: L t (G) represents those strings in {0, 1 }* which are produced by the algorithm in the z-th parallel time unit. The algorithm starts on the empty string À-, which can be considered as being produced in the zeroth time unit and which is represented by the axiom GO. lu the first time unit, the strings 0 and 1 are produced, and in the i-th time unit ail éléments of {0, 1 } l are construct f~1 (n) and
. .,7 fc }is exactly the set of memory locations into which results are stored by the opérations of x terminating in the i-th time unit. Then we say that S is a G data UKMS (short: GDUKMS) iff there is a mapping f d : Z*-*F(JV) whose restriction to L (G) is injective and which has the properties that for any ne F (N) we can effectively construct f^1 (n) and
We now informally describe what is behind the above définition. In both cases, when S is a GCUKMS or a GDUKMS, important aspects of computations of S can be characterized by properties of the OL System G. When S is a GCUKMS then the parallel exécution of opérations in computations of S is mirrored by the éléments ofL(G); when S is a GDUKMS then the storage of results of opérations in computations of S is mirrored by the éléments of L(G). Example 3.1 is an example for a GCUKMS and example 3.2 is an example for a GDUKMS. In both cases the algorithm has not been explicitly given in schema form because this would not have given any further insight. Also in both cases the OL-system G is a DOL-system which is tantamount to a considérable simplification in specifying the maps f c and f d> respectively, but which is paid for by restricting the number of computations of the GCUKMS or GDUKMS; this is a disadvantage more from the viewpoint of decidability than from the viewpoint of parallelism. THEOREM Proof: Let G = < 2, P, <o > be the underlying OL-system such that •
• • J*})eL(G).
But as the membership problem for OL-systems is decidable according to [8, p. 76 We consider theorem 3.1 as a strong hint that the theory of L Systems is not only applicable to biological and related phenomena but also to the theory of parallel programs.
We conclude with a bibliographical remark. The ûrst paper known to us, in which a formai connection between a model for parallel processes and grammars, which are very similar to L Systems with interaction, is established, is [13] ; however, it is not mentioned there that the grammars investigated are similar to L Systems with interaction. Also in [17] the theory of parallel algorithms and the theory of L-systems are presented in one common volume though apparently no formai connection had been established. ACKNOWLEDGEMENT I gratefully acknowledge the constant and untiring support of Prof. Dr. Erwin Engeler during ail of this work. It is based on several ideas presented to me by him. I am, however, the only one to be blamed for any shortcomings or errors in their carrying-out.
I also warmly thank the anonymous référée. He has not only eliminated severaî mistakes and proposed (among many other things) a profound modification of the first section that has resulted in a considérable improvement but has done ail this in a very coopérative and extraordinarily competent way.
Further thanks are due to Prof. A. C. Shaw, Dr. H.-H. Nàgeli and P. Horâk for linguistic help. .M+3A M+4A
Finally figure 4 exhibits a parallel computation y that one would get from the sequential exécution of the Strassen-Winograd algorithm using only the "obvious" possibilities of parallelization effecting a minimization of m; we have
