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Abstract
The “meaning” of a computer model — a
computer simulation — of some physical system
is an ill-defined concept, and clearly it would
strengthen any hypotheses based on such models
if some formal model verification was possible.
In this paper we present experiments on computer modelling of mobile robot operation, in
which the interaction of a Scitos G5 mobile robot
with a carefully chosen environment is modelled.
The experimental setup chosen was such that we
could determine from theoretical considerations
what the model should be.
The comparison between the actually obtained
computer model and the theoretically correct solution demonstrates that in the experiments conducted the obtained models are “correct”.

1.
1.1

Correctness of Numerical Models of
Physical Systems
Model Verification

(Oreskes et al., 1994) have convincingly argued that a
formal verification and validation of numerical models
of natural systems is impossible. By “verification’ they
mean a “demonstration of truth”, forming a reliable basis for decision making. Such verification, they argue,
is only possible for closed systems, and since all “interesting” systems, such as physical systems like robots are
open, a formal demonstration of truth is impossible.
There is the further dilemma that often more than
one model will produce the same output (non-uniqueness
of models). This implies that a model generating the
correct output need not be the “right” one — a problem
we are interested in with regard to this paper.

1.2

systems. They argue that even if a model produces the
correct numerical output this does not prove that the
model is actually an accurate representation of the real
system.
We believe that mobile robotics is an ideal experimental medium to investigate the question of model verification and validation. Because the experimental scenario
can be tightly controlled by the experimenter, it is possible to design experiments in which the “correct” model
is known before the modelling process.
This is what we have done in the experiments presented in this paper. We designed three experiments
with a Scitos G5 mobile robot, in which it was possible to formulate the relationship between model input
and model output in closed mathematical form; in other
words, the “correct” model was known to us a priori,
because of the experimental setup chosen. We then obtained a numerical model of the input-output relationship, using a system identification approach, and evaluated the resulting model in the light of our theoretical
knowledge.

Model Validation

(Oreskes et al., 1994) argue further that even the weaker
notion of model validation, which they define as the “establishment of legitimacy” (models not containing internal flaws), may not be a useful concept for physical

1.3

Background:
Numerical Modelling of
Robot-Environment Interaction

We have shown previously that it is possible to express certain input-output relationships pertaining to
a (mobile) robot’s interaction with its environment in
closed mathematical form (Nehmzow, 2006). For instance, it is possible to express sensor-motor couplings
(i.e. robot control code) in the form of non-linear polynomials (Iglesias et al., 2004, Iglesias et al., 2007). Similarly, it is possible to express sensory perception as a
function of robot location (Nehmzow, 2006, p.156ff) —
simulation of sensory perception — or its counterpart,
the robot’s location as a function of sensory perception
(Nehmzow, 2006, p.162ff), i.e. self-localisation.
Such representations are extremely useful for the
robotics practitioner to express relevant relationships
succinctly and parsimoniously, to “program” robots in
very efficient ways, or to analyse the robot’s behaviour
formally. It is the latter point that this paper is con-

cerned with.
A model such as the one shown in equation 1, which
gives a wall-following robot’s x(t) position as a function
~ begs the question whether this
of laser perception L,
model is the true relationship between perception and
location, or merely one of many possible representations
of that relationship. In other words: what is the “meaning” of such a model?
x(t) = 1.04x(t − 1) − 0.65y(t − 1)
−6.7L15 (t) − 8.84L30 (t) + 4.05L75 (t)

(1)

+7.1L120 (t) − 5.75L135 (t) + 14.53L180 (t)
If the modelling process is to enable understanding of
mobile robot behaviours, if it is to help us grasp the
connection between perception and action, then we need
to be able to assign meaning to the polynomial. That
is, the coefficients of the polynomial are not just numbers in a regression equation, but values that represent
real relationships in the physical world of mobile robot
control.
The answer to this question helps us to answer a
deeper question: “Can we capture the behaviour of a
robot in an equation that we can understand and therefore use to validate that a design is working correctly?”
Deeper still, “Can we use this understanding to develop
tools for the design of robot behaviours?” If we can do
the first, we can verify that a robot is achieving its design
goals. This would be a big step forward in mobile robot
design. The second question is beyond the scope of this
paper, but naturally follows on from this research.

1.4

Modelling mobile robot behaviours

Mobile robots perform tasks that involve motion. Motion may be velocity controlled or position controlled.
They perform those tasks within an environment and,
so, their behaviour is influenced and effected by that environment. Thus, when achieving a given task, a robot’s
behaviour is considered to emerge from the interaction
of the robot with the world.
The relationship between the task, the robot and the
environment is a robot behaviour that describes the interaction between the robot and the environment as it
achieves the task. Usually, more complex environments
require more complex behaviours. The hypothesis that
underlies this research is that that interaction can be
modelled by a function that can be found by observing
the robot’s behaviour.
A user requests a robot to carry out a task (figure 1).
From this request, a trajectory, a plan or a goal is produced that sets the robot in motion. As the robot moves,
it interacts with the world and that interaction results in
changes to the robot’s motion. After a sequence of motions and interactions the robot completes its task. By

Task

Robot

World

Figure 1: Relationship between Task, robot and environment

moving, the robot has changed the state of the world,
which in some way will modify the next task.
The arrows in figure 1 indicate the direction of causality. The task causes the robot to move, not vice versa.
The commands to the robot result in its motion, which
can be considered to be a forward process that is a oneto-one mapping. The inverse process of trying to infer
the commands from the motion is potentially a one-tomany process and is much harder to model.
The robot, by achieving the task, changes the state
of the world. Again this is a forward process with a
one-to-one mapping. Trying to infer the task from the
change in the state of the world is an inverse process that
may have a one-to-many mapping. Similarly, inferring a
robot’s location from its sensor data is a many-to-many
mapping that we try to fuse into a many-to-one mapping
in localisation.

1.5

Mobile robot action behaviours

A mobile robot is a machine that moves in (x, y, θ) coordinates. Its motion can be decomposed into several
basic behaviours:
1. Translation by a distance ∆d in a straight line from
point (x1 , y1 ) to (x2 , y2 ).
2. Rotation by an angle ∆θ from heading θ1 to θ2 .
3. Combined translation and rotation from point to
point along a curved path.
4. Linear velocity vr in the heading θ.
5. Rotational velocity ωr around the point (x, y).
6. Combined linear and angular velocity to follow a trajectory from (x1 , y1 , θ1 ) to (x2 , y2 , θ2 ).
Any motion of a mobile robot can be described by
a combination of these action behaviours. Higher-level
behaviours combine these action behaviours with perception behaviours to enable a mobile robot to interact
with the world to perform a task.
To validate the hypothesis that “we can capture the
behaviour of a robot in a NARMAX model that we can
understand”, we designed a set of experiments. The aim
of each experiment is to produce a situation where we
know what the polynomial should be a priori, and then
examine the NARMAX model to see how well it matches
the expected polynomial.

The design of the following experiments was guided by
the aim of producing a simple task where we:
1. know the polynomial a priori,
2. use one action behaviour,
3. test either the action behaviour or control an action
behaviour to achieve a perception behaviour, and
4. we modify one of the three components in the TaskRobot-World relationship in a known way and model
the relationship between the other two.
In this way, it should be possible to reduce the system
to its underlying components.

1.6

Experimental Setup

In order to investigate the question posed in section 1.3,
we investigated three scenarios of robot-environment interaction, in which the mathematical relationship between the variables under consideration was known a
priori, to see if the model resulting from our modelling
process took the form that we knew to be correct. Specifically, we investigated the following three scenarios:
1. A mobile robot moves in a straight line along a sinusoidal wall, and we model the range reading of the
wall-facing sensor as a function of position. The action behaviour is translation at a fixed velocity. The
perception behaviour is to measure the shape of the
wall.
2. A mobile robot follows a straight wall in a sinusoidal
fashion, and again we model the range reading of the
wall-facing sensor as a function of position. The action behaviour is combined translation and rotation
from point to point along a curved path. The perception behaviour is to calculate the pose of the robot
(position and bearing) relative to the straight wall
and then measure the distance from the robot to the
wall with the laser range finder.
3. A mobile robot is placed at an unknown position in a
circular environment, and we model the robot’s position (x, y) as a function of the robot’s sensory perception. The action behaviour is to stand still. The
perception behaviour is to measure the ranges to the
walls in front and behind the robot.

(a)

(b)

Figure 2: (a) Dax. The robot’s laser range finder has an
angular coverage of 240◦ , with a radial resolution of 0.36◦
and distance resolution of less than 1 cm. To decrease the
dimensionality of the input space to the Narmax model, we
coarse coded the laser readings into 10 sectors (u1 to u10 )
by averaging 62 readings for each 24 degree intervals (b).The
robot’s two degrees of freedom used here were translational
and rotational velocity. Positive and negative translational
velocities indicate forward and backward movement respectively. Positive and negative rotational velocities indicate left
and right turns respectively.

The robot used was the Scitos G5 mobile robot Dax
(figure 2), equipped with a ring of 24 sonar and 24 infrared sensors, both uniformly distributed. A Hokuyo laser
range finder is also present on the front part of the robot.
This range sensor has a wide angular range of 240◦ with a
radial resolution of 0.36◦ , and distance resolution of less
than 1 cm. The robot’s colour camera (640x480 pixels
at 60 Hz) was not used in the experiments reported here.
Models of the form given in equation 1 were obtained using the Narmax system identification process (Billings and Chen, 1998), (Korenberg et al., 1988,
Billings and Voon, 1986), which is a parameter estimation methodology for identifying both the important
model terms and the parameters of unknown nonlinear dynamic systems. For multiple input, single output
noiseless systems this model takes the form of equation 2.
y(n)
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All experiments described in this paper were conducted in the 100 square meter circular robotics arena
of the University of Essex. The arena is equipped with a
Vicon motion tracking system which can determine the
robot’s position in 3D at a sampling rate of 100 Hz with
sub-millimetre accuracy.
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Figure 4: Range data logged in the first experiment
Figure 3: Experimental setup for the first experiment: the
robot drives in a straight line along a sinusoidal wall

y(n − 1), y(n − 2), · · · , y(n − Ny ),
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2

y(n − 1) , y(n − 2) , · · · , y(n − Ny ) ,
···,
l

y(n − 1) , y(n − 2) , · · · , y(n − Ny ) )

y(n) and u(n) are the sampled output and input signals at time n respectively, Ny and Nu are the regression
orders of the output and input respectively, d is the dimension of the input vector and l is the degree of the
polynomial. f () is a non-linear function and here taken
to be a polynomial multi-resolution expansion of its arguments. Expansions such as multi-resolution wavelets
or Bernstein coefficients can be used as an alternative to
the polynomial expansions considered in this study.

2.

Robot Experiments

2.1

Experiment 1: Following a sinusoidal wall

In the first experiment we drove Dax in a straight line
along a sinusoidal wall, this experimental scenario is
shown in figure 3.
We collected range data from the robot’s wall-facing
laser range sensor during 13 traversals of the route, this
logged data is shown in figure 4. We removed the DC
component (mean) from the logged data and subsampled
it so that 10 sampling points per period remained, and
modelled it using an Armax process (Inria, 2007).
Knowing that the wall is — as much as experimentally
possible — sinusoidal, we expect to obtain a model of the
form d(t) ∝ sin(t). The model we actually obtained is
given in equation 3, and appears to have a different form
at first sight.

d(t) = 0.9 ∗ d(t − 1) + 0.14 ∗ d(t − 2) − 0.7 ∗ d(t − 3) (3)
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Figure 5: Actually observed sensor reading and time series
generated by equation 3.

However, under the assumption that d(t) = sin(t) and
for a sufficiently high sampling rate (i.e. small ∆t) equation 3 can be rewritten as shown in equation 4.
d(t) = .9 d(t − 1) + .14 d(t − 2) − .7 d(t − 3) (4)
= .9 sin(t − ∆t) + .14 sin(t − 2∆t) − .7 sin(t − 3∆t)
= .9 (sin tcos ∆t − cos tsin ∆t)
+.14 (sin tcos 2∆t − cos tsin 2∆t)
−.7(sin tcos 3∆t − cos tsin 3∆t)
≈ .9 sin t + .14 sin t − .7 sin t
= 0.34 sin t.
Equation 4 therefore confirms our expectation that the
model obtained reflects the true relationship between the
modelled variables. However, it also illustrates that the
output from the modelling process may not resemble the

a priori model. In such cases,
is unwise to immediately jump
the model isn’t “correct”. We
reformulate the equations in the

as in this example, it
to the conclusion that
may, as here, need to
model.

0.6

0.4

2.2

Experiment 2:
straight wall

Sinusoidally following a
0.2

0.0

The second experiment is essentially a variant of experiment 1, this time however the environment is “simple” while the robot’s behaviour is more “complex”: the
robot followed a straight wall, whilst its steering commands were governed by the mathematical sine function.
This experimental setup is shown in figure 6.
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Figure 8: Actual range data, and model-predicted range data

As before, we modelled the perceived distance d as a
function of t, expecting a relationship d(t) ∝ sin(t). The
actual model obtained is given in equation 5.
d(t) = 1.6 ∗ d(t − 1) − d(t − 2).

(5)

Rewritten as previously discussed (equation 4) this becomes d(t) ≈ 0.6 ∗ sin t, again confirming our expectation.
Figure 6: Experimental setup for the second experiment: the
robot drives in a sinusoidal line along a straight wall

We logged the range reading of the robot’s laser range
sensors during 9 passes along the straight wall, the
robot’s perceived distance to the wall is shown in figure 7.

Figure 7: The robot’s perceived distance to the wall in the
second experiment

2.3

Experiment 3: Self-localisation in a circular arena

In our final experiment we placed Dax in a circular arena
(as much as this was experimentally possible), as shown
in figure 9.

Figure 9: Experiment 3: Perception-based localisation in a
circular arena

Here, we were interested in modelling x and y (defined

in figure 10) as a function of the robot’s laser range readings. The theoretical solution, derived from figure 10, is
given in equation 6.
y
(Xc,Yc)
D
f
1(X ,Yr )
0
0 r
1

1= robot position
0
0
1

x
D
b

(Xc,−Yc )

Figure 10: Experiment 3: Definitions

2yc = Df + Db
yr + Df = yc
yr − Db = −yc → Db − yr = yc
→ yr + Df = Db − yr → 2yr = Db − Df
→ yr = 0.5 ∗ Db − 0.5 ∗ Df ,

(6)

with Df and Db being the range readings at the front
and back of the robot respectively. Analogously follows
xr = 0.5 ∗ Dlef t − 0.5 ∗ Dright .

(7)

~ over the enHaving logged all laser range readings L
◦
tire arc of 240 available from the Hokuyo laser range
finder, the Narmax modelling process determined the
model of the robot’s (xr , yr ) position as a function of
~ given in equation 8. This model is very close to the
L
ground truth established by the theoretical considerations of equations 6 and 7.
xr = 0.02m − 0.50 ∗ D6◦ + 0.49 ∗ D183◦

(8)

yr = 0.02m − 0.51 ∗ D93◦ + 0.49 ∗ D273◦ .

3.

Discussion

Computer modelling of robot-environment interaction is
an important simulation tool for the roboticist, but we
would argue that understanding, identifying the underlying dynamics of that interaction are an equal, if not more

important contribution of computer models towards a
science of mobile robotics.
A key issue in computer modelling of mobile robot
operation is, obviously, the veracity of the computer
model — it is conceivable that a computer model merely
captures the input-output relationships of the modelled
system, or that it actually represents the true relationship between these variables, both statically and dynamically. Many modelling methods, for example artificial neural networks, capture the former, but are
in no way a true representation of a physical systems’s input-output dynamics. In contrast to such
opaque modelling methods, the Narmax method used
here is capable of identifying true input-output relationships (Zhu et al., 2006, Swain et al., 1998), and is
therefore particularly interesting for a formal analysis of robot-environment interaction. Most modelling
methods are well able to allow predictions of system
states, but fail to model the system’s underlying dynamics. Narmax methods have been shown to capture
the dynamics of physical systems (qualitative validation,
(Zheng and Billings, 1999, Haynes and Billings, 1994)),
and ongoing work in our laboratories investigates this
property with respect to mobile robot dynamics.
Our experiments with a Scitos G5 robot, reported in
this paper, indicate that it may well be the case that
we can capture the true relationship between input and
output variables, rather than just generating an agreement between their numerical values. We designed three
experiments in which the correct model was know to us
a priori, and found that in all three cases the Narmax
system identification process indeed obtained the correct
model.
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