INTRODUCTION
Empirical likelihood is a computationally intensive nonparametric approach for deriving estimates and confidence sets for unknown parameters. Detailed in Owen (2001) , empirical likelihood shares some merits of parametric likelihood approach, such as limiting chi-square distributed likelihood ratio and Bartlett correctability (DiCiccio et al., 1991; Chen & Cui, 2006) . On the other hand, as a data driven nonparametric approach, it is attractive in robustness and flexibility in incorporating auxiliary information (Qin & Lawless, 1994) . We refer to Owen (2001) for a comprehensive overview, and Chen & Van Keilegom (2009) for a survey of recent development in various areas.
Let Z 1 , . . . , Z n be independent and identically distributed random vectors from some distribution, and θ ∈ R p be a vector of unknown parameters. Suppose that data information is available in the form of an unbiased estimating function g(z; θ) = {g 1 (z; θ), . . . , g r (z; θ)} T (r ≥ p) such that E{g(Z i ; θ 0 )} = 0. Besides the score equations derived from a likelihood, the choice of g(z; θ) is more flexible and accommodates a wider range of applications, for example, the pseudo-likelihood approach (Godambe & Heyde, 1987) , the instrumental variables method in measurement error models (Fuller, 1987) and survey sampling (Fuller, 2009) , the generalized method of moments (Hansen, 1982; Hansen & Singleton, 1982) and the generalized estimating equations approach in longitudinal data analysis (Liang & Zeger, 1986) .
When r = p, θ can be estimated by solving the estimating equations 0 = n −1 n i=1 g(Z i ; θ). Allowing r > p provides a useful device to combine available information for improved efficiency, but then directly solving 0 = n −1 n i=1 g(Z i ; θ) may not be feasible. Hansen (1982) and
(1) Qin & Lawless (1994) showed that empirical likelihood optimally combines information. More specifically, the maximizerθ of
is optimal in the sense of Godambe & Heyde (1987) . Define the empirical likelihood ratio as ℓ(θ) = − [log{L(θ)} − n log(n)]. Qin & Lawless (1994) further showed that −2{ℓ(θ) − ℓ(θ 0 )}→χ 2 p in distribution as n → ∞. This device is useful in testing hypotheses and obtaining confidence regions for θ. Compared to the Wald type confidence region, this approach respects the range of θ and imposes no shape constraint (Qin & Lawless, 1994) .
Our motivations for this paper are multiple-fold. Contemporary statistics often deals with datasets with diverging dimensionality. Sparse models can help interpretation and improve prediction accuracy. There is a large literature on the penalized likelihood approach for building such models; for example lasso (Tibshirani, 1996) , the smoothly clipped absolute deviation method (Fan & Li, 2001) , adaptive lasso (Zou, 2006; Zhang & Lu, 2007) , least squares approximation (Wang & Leng, 2007) , the folded concave penalty (Lv & Fan, 2009 ). Despite these developments, it is not clear how existing methods can be applied to general estimating equations with diverging dimensionality. When likelihood is not available, estimating equations can be more flexible and information from additional estimating equations can improve the estimation efficiency (Hansen, 1982) . Reducing the effective dimension of the unknown parameter θ may lead to extra efficiency gain. From this perspective, sparse models in the estimating equations framework provide additional insights.
The importance of high dimensional statistical inference using empirical likelihood was only recently recognized by Hjort et al. (2009) and . Neither paper explored model selection. Tang & Leng (2010) studied variable selection using penalty in the empirical likelihood framework, which is limited to mean vector estimation and linear regression models. When dimension grows, variable selection using more general estimating equations is thus of greater interest. Empirical likelihood for general estimating equations with growing dimensionality is challenging, theoretically and computationally. First, the number of Lagrange multipliers which are used to characterize the solution and to derive asymptotic results, increases with the sample size. It is not clear how appropriate bounds can be obtained. Second, empirical likelihood usually involves solving nonconvex optimization and any generalization of it to address the issue of variable selection is nontrivial. The main contributions of this work are summarized as follows:
1. We show that empirical likelihood gives efficient estimates by combining high dimensional estimating equations. This generalizes the results in Qin & Lawless (1994) derived for fixed dimension, which may be of independent interest; 2. For building sparse models, we propose an estimating equation-based penalized empirical likelihood, a unified framework for variable selection in optimally combining estimating equations. With a proper penalty function, the resulting estimator retains the advantages of both empirical likelihood and the penalized likelihood approach. More specifically, this method has the oracle property (Fan & Li, 2001; Fan & Peng, 2004) by identifying the true
The oracle property of the proposed method does not require strict distributional assumptions, thus is robust against model misspecification. The proposed method is widely applicable as long as unbiased estimating equations can be formed, even when a likelihood is unavailable. Later we outline four such applications in which estimating equations are more natural than the usual likelihood function, and the efficiency of the estimates is improved by having more estimating equations than the parameters. To our best knowledge, variable selection for these examples in a high dimensional setup has not been investigated.
EMPIRICAL LIKELIHOOD FOR HIGH DIMENSIONAL ESTIMATING EQUATIONS
We first extend the fixed dimensional results in Qin & Lawless (1994) to cases with diverging dimensionality, i.e., r, p → ∞ as n → ∞. Via Lagrange multipliers, the weights
By noting that the global maximum of (2) is achieved at w i = n −1 , the empirical likelihood ratio is given by
Thus maximizing (2) is equivalent to minimizing (3). In high dimensional empirical likelihood, the magnitude of ||λ θ || is no longer O p (n −1/2 ) as in the fixed dimensional case (Hjort et al., 2009; . To develop an asymptotic expansion for (3), λ T θ g(Z i ; θ) needs to be stochastically small uniformly, which is ensured by Lemma 1 in the Appendix. Let a n = (p/n) 1/2 , and D n = {θ : θ − θ 0 ≤ Ca n } be a neighborhood of θ 0 for some constant C > 0. Let g i (θ) = g(Z i ; θ) and g(θ) = E(Z i ; θ). The following regularity conditions are assumed.
A.1 The support of θ denoted by Θ is a compact set in R p , θ 0 ∈ Θ is the unique solution to
. There exists b and B such that the eigenvalues of Σ(θ) satisfy 0 < b ≤ γ 1 {Σ(θ)} ≤ · · · ≤ γ r {Σ(θ)} ≤ B < ∞ for all θ ∈ D n when n is large. A.4 As n → ∞, p 5 /n → 0 and p/r → y for some y such that C 0 < y < 1 where C 0 > 0. A.5 There exist C 1 < ∞ and K ij (z) such that for all i = 1, . . . , r and j = 1, . . . , p
There exist C 2 and H ijk (z) such that for the ith estimating equation
Conditions A.1 and A.2 are from Newey & Smith (2004) to ensure the existence and consistency of the minimizer of (3) and to control the tail probability behavior of the estimating function. Condition A.4 restrictive because empirical likelihood is studied in a broad framework based on general estimating equations. Since no particular structural information is available on g(z; θ), establishing the theoretical result is very challenging so that strong regularity conditions are needed and the bounds in the stochastic analysis are conservative. This is also the case in Fan & Peng (2004) in studying the penalized likelihood approach in high dimension. When specific model structure is available, the restriction on dimensionality p can be relaxed. Here r/p → y in A.4 is for simplicity in presenting the theoretical results. There are also situations when p is fixed and r is diverging (Xie & Yang, 2003) , in which our framework also applies. We emphasize that the dimensionality r effectively can not exceed n because the convex hull of {g(Z i ; θ)} n i=1 is at most a subset in R n as seen from the definition (2).
We now show the consistency of the empirical likelihood estimate and its rate of convergence. THEOREM 1. Under Conditions A.1-A.5, as n → ∞ and with probability tending to 1, the minimizerθ E of (3) satisfies a)θ E → θ 0 in probability, and b) θ E − θ 0 = O p (a n ).
We now present the theoretical property of the high dimensional empirical likelihood.
From Theorem 2, the asymptotic variance V (θ 0 ) ofθ E remains optimal as in fixed dimensional cases (Hansen, 1982; Godambe & Heyde, 1987) . Theorem 2 implies that for the high dimensional estimating equation, empirical likelihood based estimate achieves the optimal efficiency.
We remark that the framework presented in this paper is applicable only to the case where the sample size is larger than the dimension of the parameter. When that is violated, preliminary methods such as sure independence screening (Fan & Lv, 2008) may be used to reduce the dimensionality. This condition cannot be improved because empirical likelihood does not have a solution due to the fact that there are more constraints than the observations.
PENALIZED EMPIRICAL LIKELIHOOD
In high dimensional data analysis, it is reasonable to expect that only a subset of the covariates are relevant. To identify the subset of influential covariates, we propose to use the penalized empirical likelihood by complementing (2) with a penalty functional. Using Lagrange multipliers, we consider equivalently minimizing the penalized empirical likelihood ratio defined as
where p τ (|θ j |) is some penalty function with tuning parameter τ controlling the trade-off between bias and model complexity (Fan & Li, 2001 ). Write A = {j : θ 0j = 0} and its cardinality as d = |A|. Without loss of generality, let θ = (θ
T where θ 1 ∈ R d and θ 2 ∈ R p−d correspond to the nonzero and zero components respectively. This implies θ 0 = (θ
The following regularity conditions on the penalty function are assumed.
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Condition A.6 states that the nonzero parameters can not converge to zero too fast. This is reasonable because otherwise the noise is too strong. Condition A.7 holds by many penalty functions such as the penalty in Fan & Li (2001) and the minimax concave penalty (Zhang, 2010) . The penalized empirical likelihood has the following oracle property.
T be the minimizer of (4). Under Conditions A.1-A.7, as n → ∞, we have the following results.
1. With probability tending to one,θ 2 = 0.
Let
Theorem 3 implies that the zero components in θ 0 are estimated as zero with probability tending to one. Comparing Theorem 3 to Theorem 2, penalized empirical likelihood gives more efficient estimates of the nonzero components. As shown in the proof of Theorem 3, the efficiency gain is due to the reduction of the effective dimension of θ via penalization. It can be shown further that the penalized empirical likelihood estimateθ 1 is optimal in the sense of Heyde & Morton (1993) as if empirical likelihood were applied to the true model. We show in the later simulations that the improvement can be very large, sometimes substantial.
Next we consider testing statistical hypotheses and constructing confidence regions for θ. Consider the null hypothesis of fixed dimensionality in the following form
T n = I q for a fixed q, and I q is the q-dimensional identity matrix. Such hypotheses include testing for individual and multiple components of θ 0 as special cases, and can be easily extended to linear functions of θ 0 . A similar type of hypothesis testing was considered in Fan & Peng (2004) under a parametric likelihood framework. Based on the empirical likelihood formulation, a penalized empirical likelihood ratio test statistic is constructed asl
We show the asymptotic property of this ratio in the following theorem.
THEOREM 4. Under the null hypothesis and Conditions
As a consequence, a (1 − α)-level confidence set for L n θ can be constructed as
where χ 2 q,1−α is the 1 − α level quantile of χ 2 q distribution. Theorem 4 extends the results in Qin & Lawless (1994) to growing dimensionality. For the full parametric likelihood approach, Fan & Peng (2004) showed that the likelihood ratio statistic has similar properties given in Theorem 4.
The attractiveness of empirical likelihood and its penalized version comes at the expense of computation. Due to the nonconvexity, computing empirical likelihood is nontrivial (Owen, 6 C. LENG AND C. Y. TANG 2001). Penalized empirical likelihood computation involving a non-differentiable penalty is obviously more involved. We propose a nested optimization procedure in minimizing (4). Due to the non-quadratic nature of the loss function, we iterate between solving for λ and θ. When λ is fixed, we use the local quadratic approximation in Fan & Li (2001) by approximating
j is the kth step estimate of θ j . We then make use of the algorithm discussed in Owen (2001) Chapter 12 to obtain the minimizer of (4) through nonlinear optimization. The procedure is repeated until convergence by using the resulting minimizer as the next initial value. Our experience suggests that this algorithm converges quickly, usually in fewer than ten iterations given a good initial value.
To choose the penalty parameter τ , we use the following BIC type function proposed by Wang et al. (2009) 
where θ τ is the estimate of θ with τ being the tuning parameter; df τ is the number of nonzero coefficient in θ τ ; C n is a scaling factor diverging to infinity at a slow rate as p → ∞. When p is fixed, we can simply take C n = 1 as for the usual BIC. Otherwise, C n = max{log log p, 1} seems to be a good choice. The growing C n is used to offset the effect of a growing dimension. However, a rigorous justification is nontrivial and will be studied in future work.
SIMULATION AND DATA ANALYSIS
We present extensive simulation studies to illustrate the usefulness of penalized empirical likelihood. We choose examples from cases where r > p such that the number of estimating equations is greater than the number of parameters. The proposed method is also applicable for r = p when likelihood score functions or the first derivatives of a loss function are used. We compare the penalized empirical likelihood estimates with competing methods whenever appropriate in terms of estimation accuracy. We also give variable selection results for the simulation studies, as well as hypothesis testing results in terms of the size and power. In our implementation, we use the penalty in Fan & Li (2001) although other penalties can also be used. Specifically, the first derivative of the penalty function is defined as
for θ > 0, where a = 3.7, and (s) + = s for s > 0 and 0 otherwise. Example 1. Longitudinal data arise commonly in biomedical research with repeated measurements from the same subject or within the same cluster. Let Y it and X it be the response and covariate of the ith subject measured at time t. Here, i ∈ {1, . . . , n} and t ∈ {1, . . . , m i } index the subject and measurement respectively. The estimating equations utilize the marginal moment conditions without resorting to the likelihood, which is complicated especially for categorical responses. Let E(Y it ) = µ(X T it β) = µ it where β ∈ R p is the parameter of interest. Incorporating the dependence among the repeated measurements is essential for efficient inference. Liang & Zeger (1986) proposed to estimate β by solving 0 = n i=1μ
where v i is a diagonal matrix of the conditional variances of subject i and R = R(α) is a working correlation matrix indexed by α. This is the estimating equations method with g(Z i ; β) =μ
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More recently, Qu et al. (2000) proposed (Qu et al., 2000) that uses
This falls into our framework with r > p when m > 1, and with r = p if m = 1.
In this simulation study, we consider the model
. . , n; j = 1, 2, 3), where β = (3, 1.5, 0, 0, 2, 0, · · · , 0)
T ∈ R p , x ij are generated from multivariate normal distribution N (0, Σ) with Σ kl = 0.5 |k−l| . The random error ε i = (ε i1 , ε i2 , ε i3 )
T is generated from a three-dimensional normal distribution with mean zero, marginal variance 1. The correlation we simulate for the random error is either compound symmetry or AR(1) with parameter 0.7. We use two sets of basis matrices in fitting the model. We take M 1 = I 3 as the identity matrix. The second basis matrix M 2 is either a matrix with 0 on the diagonal and 1 elsewhere, or a matrix with two main off-diagonals being 1 and 0 elsewhere. Note that these two sets of basis matrices are referred to as the working structures and are called compound symmetry and AR(1) working assumptions respectively (Qu et al., 2000) . In our setup, there are r = 2p estimating equations to estimate p parameters. For each simulation, we repeat the experiment 1000 times. We try different sample sizes n = 50, 100, 200, 400 and we take p as the integer part of 10(3n) 1/5.1 − 20, which enables us to study the asymptotic properties of empirical likelihood. We compare the usual least-squares estimate, the Oracle least-squares estimator, empirical likelihood estimator, the oracle empirical likelihood estimator and the proposed penalized empirical likelihood estimator, in terms of the mean squared error MSE = E{(β − β)
T (β − β)}. For the oracle estimates, only the covariates corresponding to the nonzero coefficients are used in estimation. We report the Monte Carlo estimate of MSE and its sample standard error in 1000 simulations.
The results are summarized in Table 1 . Empirical likelihood is more efficient than least-squares because more estimating equations are used. Similar phenomenon happens for their oracle versions. These agree with the general conclusion in Qu et al. (2000) . The proposed method has smaller MSE than empirical likelihood and oracle least squares, indicating the gain in accuracy by having more estimating equations and using the penalized method for variable selection. Furthermore, the MSE of the proposed method is close to that of oracle empirical likelihood, especially so for larger sample sizes and larger models. This confirms the efficiency results in Theorem 3 empirically. Finally, using the correct working structure gives more efficient estimates, which can be seen by the smaller MSE's when the true correlation is used in Table 1 . This agrees with Qu et al. (2000) .
In addition, we record the average correctly estimated zero coefficients and the average numbers of incorrectly estimated zero coefficients for penalized empirical likelihood. The results are summarized in Table 1 . The model selection result is satisfactory. As n increases, the average correctly estimated zero coefficients is approaching p − 3, while the average numbers of incorrectly estimated zero coefficients is 0 throughout. This confirms the selection consistency in Theorem 3.
To verify the penalized empirical likelihood ratio result in Theorem 4, we test the null hypothesis H 0 : β 1 = a for a = 2.8, 2.9, 3.0, 3.1, 3.2 respectively, where β 1 is the first component of β. Using a nominal level α = 0.05, we document the empirical size and power results in Table 8 C. LENG AND C. Y. TANG Qin & Lawless (1994) . Let the jth variable be
where θ = (θ 1 , . . . , θ p ) T = (1, −1, 0, 0, 1, 0, . . . , 0) T . We consider the following estimating equations (Qin & Lawless, 1994) 
We generate x i ∈ R p (i = 1, . . . , n) from p-dimensional normal distribution with mean θ and the AR(1) correlation matrix with parameter 0.5. The marginal variance matrix is a diagonal matrix with entries θ 2 j + 0.1. To consider the scenario of a diverging dimensionality, we let p be the integer part of 20n 1/5.1 − 36 and consider several sample sizes. To make a comparison, we compute mean square errors of the usual sample mean, the oracle sample mean assuming that the zero entries in θ were known, empirical likelihood estimate without penalization, the oracle empirical likelihood estimator by using the estimating equations only for the nonzero entries, and finally the proposed penalized empirical likelihood. The sample mean estimator can be seen as using g 1 only in the estimating equation. Note that the oracle empirical likelihood estimate is suboptimal because the estimating equations for the zero entries can be exploited to AR (1) AR (1) 1.00 0.98 0.08 0.97 1.00
LS, least-squares; O-LS, oracle least-squares; EL, empirical likelihood; O-EL, oracle empirical likelihood; PEL, penalized empirical likelihood; C, the average of correctly estimated zeros; IC, the average of incorrectly estimated zeros; CS, compound symmetry improve the efficiency of nonzero entries. This phenomenon was also noted in Tang & Leng (2010) . The results from 1000 replications for each sample size are summarized in Table 3 . We see that empirical likelihood is more accurate than sample mean, because g 2 is incorporated. The penalized empirical likelihood has the smallest MSE's, because X j − θ j from the zero entries can be exploited to improve the efficiency of the estimates for the nonzero entries. The model selection results are provided in Table 4 . We see that variable selection is satisfactory as the average number of correctly estimated zeros is close to p − 3.
To verify the result in Theorem 4, we test the null hypothesis H 0 : θ 1 = a for a = 0.8, 0.9, 1.0, 1.1, 1.2 respectively. Using a nominal level α = 0.05, we document the empirical size and power results in Table 5 . We can see clearly that the size of the test is close to 0.05 as the sample size increases and the power goes to 1 as either the sample size increases or a deviates more from the true θ 1 = 3, especially when the hypothesized value is less than the true value. These results show that the proposed empirical likelihood test statistic performs satisfactorily. Example 3. The instrumental variable method is widely used in measurement error models (Fuller, 1987) , survey sampling (Fuller, 2009 ) and econometrics (Hansen & Singleton, 1982) . Briefly speaking, this approach starts from conditional moment condition E{h(X i ; θ)|F} = 0 where h(X i ; θ) ∈ R q and F is information generated by data. Hence, for any F-measurable variable U i ∈ R r×q , so-called the instrument variables, E{U i h(Z i ; θ)} = 0. Then θ can be estimated using g(Z i ; θ) = U i h(X i ; θ) as estimating equations. Since the dimensionality of U i is not restricted, this approach is an estimating equations method with r ≥ p. We consider the model y i = x T i β + ε i , where two noisy copies of x i denoted by u i and v i instead of x i , and y i are observed. We follow the classical measurement error model assumption Fuller (1987) by assuming u i = x i + e 1i and v i = x i + e 2i , where e 1i and e 2i are p-dimensional 10 C. LENG AND C. Y. TANG mean zero random vector independent of each other and independent of ε i . Via instrumental variables, we formulate two sets of estimating equations as
It is known that the ordinary least squares estimates are usually biased (Fuller, 1987) . We generate β and x according to Example 1, whereas e 1 and e 2 are generated from a multivariate normal with mean zero and exchangeable correlation matrix with parameter 0.5. Each component of e 1 and e 2 has marginal variance 0.04. Furthermore, we generate ε from N (0, 0.25). To make comparisons, we compute the mean square errors for the ordinary least squares estimate using U as X, the oracle least squares estimate using the sub-vector of U corresponding to the nonzero component of X, the empirical likelihood estimator, the oracle empirical likelihood estimator and the penalized empirical likelihood. Note that least squares uses g(U, Y, β) = U T (Y − U T β) as the estimating equation and that both least squares and oracle least squares give biased estimates due to the measurement error. The results on MSE are summarized in Table 3 . We see that penalized empirical likelihood is much more accurate than empirical likelihood. For large n, the MSEs of empirical likelihood is closer to those of oracle empirical likelihood, indicating that the proposed method is closer to the oracle for large sample sizes. In addition, our method performs satisfactorily in variable selection, as can be seen from Table 4 . We also conducted hypothesis testing using the null hypothesis in Example 1. The results are similar to that in Example 1 and are omitted to save space. Example 4. We consider the two sample problem with common means in Qin & Lawless (1994) . In particular, we have a pair of random variables
We generate x i and y i independently from p-dimensional multivariate normal distribution with mean θ and an AR(1) covariance matrix with parameter 0.5. We take p as the integer part of 25n 1/5.1 − 45. We compare the following estimators: the sample mean, the oracle sample mean, the empirical likelihood estimate, the oracle empirical likelihood estimate and the penalized empirical likelihood. Once again, we see from Table 3 that the proposed method gives MSEs close to the oracle estimator, especially when the sample size becomes large. In addition, penalized empirical likelihood is much more accurate than the usual empirical likelihood. This indicates that variable selection can enhance estimation accuracy if the underlying model is sparse. The penalized empirical likelihood performs well in variable selection, as can be seen from Table 4 . Higher dimensionality. Since the proposed method is based on empirical likelihood, it is not possible to allow p or r greater than n. Otherwise, empirical likelihood can not be applied. To explore higher dimensionality problems, we fix the sample size to be 100 and investigate the performance of the method for Example 2 to 4 with p ranging from 10 to 25 (r ranging from 20 to 50). The results are presented in Figure 1 . Clearly, with higher dimensions, the performance of the proposed method deteriorates especially when p > 15. However, the proposed method always outperform the empirical likelihood method with no penalization. We note additionally that with r = 2p estimating equations when p ≥ 30, the optimization of empirical likelihood can be unstable and sometimes may fail, a phenomenon observed by Tsao (2004) and Grendár & Judge (2009) . Therefore penalized empirical likelihood still performed reasonably well with larger p while caution needs to be taken when the number of estimating equations is too large comparing to the sample size. Example 5. To illustrate the usefulness of penalized empirical likelihood, we consider the CD4 data (Diggle et al., 2002) where there are 2,376 observations for 369 subjects ranging from 3 years to 6 years after seroconversion. The major objective is to characterize the population average time course of CD4 decay while accounting for the following predictor variables: age (in years), smoking (packs per day), recreational drug use (yes or no), number of sexual partners, and depression symptom score (larger values indicate more severe depression symptoms). As in Diggle et al. (2002) , we consider the square-root-transformed CD4 numbers whose distribution is more near Gaussian. We parametrize the variable time by using a piecewise polynomial
where t 0 = min(t ij ) < t 1 < · · · < t 6 < t 7 = max(t ij ) are equally spaced points and (t − t j ) 2 + = (t − t j ) 2 if t ≥ t j and (t − t j ) 2 + = 0 otherwise. This spline representation is motivated by the data analysis in Fan & Peng (2004) . We normalize all the covariates such that their sam-531  532  533  534  535  536  537  538  539  540  541  542  543  544  545  546  547  548  549  550  551  552  553  554  555  556  557  558  559  560  561  562  563  564  565  566  567  568  569  570  571  572  573  574  575 ple means are zero and sample variance is one, which is routinely done in variable selection (Tibshirani, 1996) . We use the quadratic inference function method by using the compound symmetry and AR(1) matrices, respectively. In total there are 14 variables in the model and 28 estimating equations. The intercept is not penalized. We also combine the estimating equations which use the compound symmetry and AR(1) working structure. This gives a model with an additional 14 estimating equation. In total, there are 42 estimating equations for this estimator. The detail of the quadratic inference function modeling approach can be found in Example 1 and Qu et al. (2000) . The fitted time curves of the square root of CD4 trajectory against time via the three penalized empirical likelihood, together with the unpenalized fits using independent, compound symmetry and AR(1) working correlation structures, are plotted in Figure 2 . These curves are plotted when all the other covariates are fixed at zero. These curves show close agreement with the data points and with each other. The only exception is that if the working correlation is assumed to be independent, the fitted trajectory differs from other fitted curves for large time. Table 6 gives the generalized estimating equation estimates using various working correlation matrices and the three penalized empirical likelihood estimates for the five variables. It is noted that all the estimates identify smoking as the important variable. 579  580  581  582  583  584  585  586  587  588  589  590  591  592  593  594  595  596  597  598  599  600  601  602  603  604  605  606  607  608  609  610  611  612  613  614  615  616  617  618  619  620  621  622  623 Fig. 2 . The fits and the CD4 data: independent (gray solid), general estimating equations using compound symmetry correlations (gray long dash), general estimating equations using AR(1) correlations(gray short dash), penalized empirical likelihood using compound symmetry correlations (long dash), penalized empirical likelihood using AR(1) correlations (dash), penalized empirical likelihood using compound symmetry and AR (1) correlations (dot-dash). CS, compound symmetry; PEL-CS, penalized empirical likelihood using compound symmetry correlations; PEL-AR1, penalized empirical likelihood using AR(1) correlations; PEL-CM, penalized empirical likelihood using compound symmetry and AR(1) correlations SUPPLEMENTARY MATERIAL Supplementary Material available at Biometrika online includes the proofs of Lemmas 1-4 and Theorems 1-4, as well as quantile-quantile plots for demonstrating the empirical distributions of the estimated parameters in simulations.
APPENDIX
The Appendix sketches the main idea in the proofs of Theorems 1-4, and the important lemmas for the proofs.
Let ℓ(θ, λ) = n −1 n i=1 log{1 + λ T g i (θ)},ḡ(θ) = n −1 n i=1 g i (θ). We present Lemmas 1-3 following the approach in Newey & Smith (2004) , which is used in proving Theorem 1. The proofs of the lemmas are given in the Supplementary Material.
