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Abstract
Exploring and understanding the exotic properties, phases, phase transitions ex-
hibited by quantum materials are central research thrusts in contemporary condensed
matter physics and materials science. One class of quantum materials that has at-
tracted much attention during the past three decades is the family of copper-oxide
(cuprate) high-transition-temperature superconductors. This family not only manifests
superconductivity, a technologically useful macroscopic quantum state, but offers great
opportunities for us to understand and control quantum phase transitions in the pres-
ence of strong electron-electron correlations. Investigating the competing, coexisting,
and intertwined orders exhibited by the cuprate materials challenges us to consider new
theoretical descriptions.
This Thesis focuses on a specific type of cuprate superconductor, namely the electron-
doped cuprate materials. The phases exhibited by these materials (antiferromagnetism,
superconductivity, and charge order) depend on the degree of chemical substitution and
oxygen reduction. Because these chemical manipulations induce simultaneous modifi-
cations to multiple parameters (e.g., chemical potential, band structure, local disorder,
etc.), the electron-doped cuprate materials exhibit a rich and complex phase diagram
that remains to be fully understood. The results presented in this Thesis provide cru-
cial links between the normal and superconducting states and between the electron- and
hole-doped parts of the phase diagram.
High-quality single crystals of the archetypal electron-doped cuprate superconductor
Nd2−xCexCuO4+δ (NCCO) are synthesized using the state-of-the-art traveling-solvent
floating-zone technique, and characterized by various in-house techniques, including
Laue X-ray diffraction, magnetization (using a superconducting quantum interference
device), scanning electron microscopy, and energy dispersive X-ray spectroscopy. The
magnetic properties (Ne´el temperature, staggered magnetization, instantaneous spin-
spin correlation length, magnetic volume fraction, and spin fluctuation timescales) and
the electronic properties (Fermi surface topology, electrical resistivity, Hall constant,
magnetoresistivity, upper critical field, superconducting volume fraction, and superfluid
density) are studied with neutron scattering, muon spin rotation/relaxation (µSR),
iv
and high-magnetic-field transport measurements at national laboratories in the United
States and Canada. Published data for NCCO and other electron-doped cuprates are
reanalyzed and compared with the new results obtained for NCCO. Simulations are
performed for the instantaneous spin-spin correlation length and magnetoresistivity.
A revised phase diagram of the electron-doped cuprates is constructed in the multi-
dimensional parameter space of temperature, chemical substitution, and oxygen reduc-
tion. Three distinct phases are observed as a function of chemical substitution and
oxygen reduction: (1) a long-range antiferromagnetic phase, where the Fermi surface
consists of small electron pockets; (2) a bulk superconducting phase, where the Fermi
surface consists of small electron and hole pockets; (3) a phase at high doping lev-
els with a large hole Fermi surface. A disorder-smeared, first-order phase transition
with microscopic phase separation is identified between the long-range antiferromag-
netic and bulk superconducting phases. Specifically, this phase transition is observed
to be volume-wise, and distinct spin fluctuation timescales are found for each phase.
The magnetoresistivity measurements presented in this Thesis together with pre-
vious charge transport studies show two-band (electron and hole) contributions to the
normal-state transport properties in electron-doped cuprate samples with bulk super-
conductivity. In addition, the two-band features are observed in the characteristic prop-
erties of the superconductor, including the upper critical field and the superfluid density.
Universal scaling is demonstrated between the superconducting transition temperature
and the hole superfluid density for both electron- and hole-doped cuprates, which clearly
points to hole-related superconductivity in the nominally electron-doped cuprates. This
scaling extends the famous Uemura scaling established for the hole-doped cuprates. The
analysis of the superfluid density of the electron-doped cuprates follows that of prior
theoretical work.
Furthermore, new and published data for the ab-plane resistivity, Hall coefficient,
cotangent of the Hall angle, and c-axis resistivity for the electron- and hole-doped
cuprates are analyzed. The ab-plane resistivity of the electron- and hole-doped cuprates
and the c-axis resistivity of the electron-doped cuprates features an upturn at low tem-
perature/doping and a quadratic temperature-dependent contribution. Universal scal-
ing between coefficients that characterize the low-temperature upturn is obtained for
both electron- and hole-doped cuprates, indicative of a single underlying origin of the
v
resistivity upturns, regardless of the nominal dopant type. The ab-plane transport scat-
tering rate exhibits a quadratic (Fermi-liquid) temperature dependence, and is nearly
independent of doping, compound and carrier type (electrons versus holes).
vi
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Chapter 1
Introduction
This Chapter briefly describes the scientific history that led to the current stage of
research in the field of strongly-correlated materials, in particular the cuprates. I in-
troduce the structural, electronic and magnetic properties of the cuprates and give an
outline of this Thesis.
1.1 A roadway to quantum materials
Exploring, understanding, and describing the behavior and interactions of matter from
the atomic scale to the macroscopic scale is the central focus of condensed matter physics
and materials science. The quantum theory of solids developed in the 20th century can
explain many structural, electronic, and magnetic properties of materials. Materials
that defy this conventional description are often referred to as quantum materials. Such
materials exhibit a variety of unusual emergent phenomena (i.e., cooperative, collective
behavior) [1]. These emergent phenomena typically result from strong many-body in-
teractions among electrons and give rise to various fascinating states of matter (e.g.,
superconductivity, magnetism, and fractional quantum Hall states). Understanding how
to determine ground states, excitations, and the relationships among different states of
matter is at the heart of the quantum materials research.
Quantum theory can be traced back to the early 19th century, following the devel-
opment of the wave theory for light. John Dalton [2], intrigued by the observation of
different absorption rates of gases in liquids, introduced the first evidence-based concept
1
2of atoms (the idea of atoms was proposed by the ancient Greeks). Transitions between
different states of matter (e.g., solid, liquid, and gas) at macroscopic scale were investi-
gated at the phenomenological level [3]. At the end of 19th century, light radiation from
matter was intensively studied. Based on a peculiar (at the time) relation between the
temperature of matter and its dominant radiation frequency, Max Planck proposed that
the energy of radiated light, instead of being continuous, is quantized [4]. Albert Ein-
stein later extended this proposal while solving the puzzle of the photoelectric effect. He
suggested that light can only be emitted or absorbed by matter in discrete quanta, and
thus that light can be characterized as a particle [5]. The elementary particle of light is
the photon, and a photon with a given frequency carries a certain quantum of energy.
Niels Bohr then studied light emitted from atoms (atomic line spectra) and postulated
that in order to emit light with discrete energies, electrons can only occupy a discrete
set of orbits [6]. After the establishment of the dual characteristics (particle and wave)
of light, Louis de Broglie hypothesized a momentum-energy-frequency relation between
the particle and wave descriptions [7]. Subsequently, this relation was found to be true
for particles other than the photon.
The development of the single-particle quantum theory included Werner Heisen-
berg’s matrix mechanics [8] and Erwin Schro¨dinger’s wave mechanics [9]. The renowned
Schro¨dinger equation was built by replacing the term of kinetic momentum in the en-
ergy conservation equation with an operator obtained using a plane wave as the wave
function. Subsequently, angular quantum numbers were obtained upon introducing
the Coulomb potential. The spin degree of freedom (an additional quantum number)
was later proposed by Wolfgang Pauli (non-relativistic) [10] and Paul Dirac (relativis-
tic electron with four-component spinor) [11, 12], which explained the Stern-Gerlach
[13, 14] and Zeeman experiments [15]. The concept of electron spin was used to explain
Wolfgang Pauli’s exclusion principle [10].
A real difficulty appeared when physicists began to study multi-particle systems well
beyond the reach of the single-particle quantum theory. The Schro¨dinger equation can
no longer be exactly solved when including complex interactions among particles. In
order to simplify the Schro¨dinger equation, approximations such as Hartree-Fock [16],
random phase [17], and configuration interaction [18] methods were applied to estimate
wave functions. In addition, computational methods, such as density functional theory
3[19] and quantum Monte Carlo [20], were developed. These methods, which occasionally
describe experimental results with good accuracy, are typically inadequate when dealing
with the complex phenomena exhibited by quantum materials.
In parallel with the development of theoretical descriptions, new states of matter
were observed experimentally. In 1911, Heike Kamerlingh Onnes discovered that the
electrical resistivity of mercury becomes zero below about 4 K [21]. In the 1930s,
Walther Meissner and Robert Ochsenfeld [22] observed that materials in their zero-
resistant states also actively expel magnetic fields from their interior. Materials with
these two defining properties were named superconductors in order to distinguish them
from (hypothetical) perfect conductors that do not exhibit the Meissner-Ochsenfeld ef-
fect. A natural subsequent question was how far a magnetic field can penetrate into
superconductors. The London brothers applied electromagnetic theory and found that
an external magnetic field is exponentially suppressed on a certain length scale (the
London penetration depth) [23]. Measurements of the thermal conductivity of super-
conductors showed the existence of an electronic gap in the superconducting state. The
superconducting transition temperature (Tc) was observed to depend on the choice of
isotope, an indication that the vibrations of lattice atoms (phonons) are relevant to
superconductivity. In 1957, John Bardeen, Leon Cooper, and John Robert Schrieffer
(BCS) proposed a superconducting wave function by assuming an attractive interaction
between electrons due to phonons [24]: two electrons with opposite kinetic momentum
and spin form a boson called a Cooper pair. The Cooper pairs condense and constitute
a new ground state. The BCS theory successfully described superconductors with an
isotropic energy gap (later named s-wave, type-I superconductors [25]).
There exist two basic categories of superconductors. In contrast to type-I supercon-
ductors, which are perfect diamagnets, type-II superconductors form magnetic vortices
above a threshold magnetic field (the lower critical field Hc1), and thus do not exhibit a
complete Meissner-Ochsenfeld effect. The magnetic field that suppresses superconduc-
tivity completely is named the upper critical field (Hc2). The type-II superconductors
were described by Ginzburg-Landau theory [26], which argues that the formation of
magnetic vortices is the result of a superconducting coherence length htat is shorter
than the London penetration depth.
The wave functions that describe the superconducting states have both spin and
4orbital components. S-wave superconductors constitute the simplest realization (Cooper
pairs have total spin S = 0 and angular momentum l = 0). Superconductors with
higher-order wave functions, such as p-wave (S = 1, l = 1), d-wave (S = 0, l = 2),
and f -wave (S = 1, l = 3) were proposed [25, 27, 28]. The cuprates exhibit d-wave
superconductivity, and the possible observation of p-wave superconductivity [28] is still
under debate.
Following the discovery of superconductivity, numerous technological applications
were proposed. Based on the electrical properties of superconductors, electrical cables
were built to enhance energy densities and to minimize energy-loss during electricity
transfer [29]. Because of the Meissner-Ochsenfeld effect, electromagnets made from
superconductors began to be used in many aspects of human activity, such as in pub-
lic transportation (maglev train [30]), health care (magnetic resonance imaging [31]),
and scientific research (high-field magnets [32]). Applications were also achieved by
utilizing other delicate characteristics of superconductors (such as Josephson junctions
based on the current-phase relation [33]). In order to utilize their fascinating electri-
cal and magnetic properties, superconductors have to be cooled below their respective
Tc. The highest Tc achieved in 70 years following Kamerlingh Onnes’ discovery of the
superconductors was only at 23.2 K (Nb3Ge [34]), rendering difficulties in applications.
In 1986, Georg Bednorz and Alex Mu¨ller [35] reported the discovery that a layered
cuprate material, La2−xBaxCuO4, exhibits superconductivity at about 30 K. Supercon-
ducting transition temperatures as high as 134 K at ambient pressure (163 K under high
pressure) were soon found in other cuprate materials [36]. The discovery of this fam-
ily of high-transition-temperature (high-Tc) superconductors was big news at the time,
not only due to the unprecedented high values of Tc and the associated technological
potential (liquid nitrogen used to cool high-Tc superconductors, with a boiling point at
about 77 K, is much cheaper than liquid helium used to cool superconductors with a
lower Tc), but also because the observed Tc values exceeded the theoretical upper limit
of about 30 K thought to exist at the time. Interestingly, the parent state of the cuprate
superconductors, instead of being a good metal, was soon found to be an antiferromag-
netic Mott insulator. Such insulating behavior, which can not be understood by the
conventional band picture, was proposed by Mott to be caused by large onsite Coulomb
repulsions which can cause localization of electrons and result in magnetism [37, 38].
5The emergence of superconductivity at high temperatures is generally thought to be
related to the strong electron correlations, but the pairing mechanism has remained
elusive. In addition, many exotic electronic and magnetic properties were observed in
the non-superconducting “normal” state at temperature above Tc. How to best under-
stand their properties and how the superconductivity emerges upon doping and cooling
are central questions posed by these fascinating materials.
1.2 Cuprate superconductors
1.2.1 Crystal structures and phase diagram
A defining characteristic of the cuprate superconductors is their quintessential square-
planar, copper-oxygen (CuO2) layer (Fig. 1.1). The crystal structures of the cuprates
are similar to the three-dimensional perovskite structure (ABO3) of, e.g., strontium ti-
tanate (SrTiO3). The CuO2 layers are stacked with charge-reservoir layers in between.
Those charge reservoir layers supply electrons or holes to the CuO2 layers [42], a process
referred to as doping. For isolated copper and oxygen atoms, the atomic orbital con-
figurations of the electrons are [Ar]3d104s1 and [He]2s22p4, respectively. For the “ions”
in the undoped parent compounds, experiments suggested that copper can be approxi-
mately thought of as Cu2+ with [Ar]3d9 configuration and oxygen approximately as O2−
with [He]2s22p6 configuration [42]. The actual situation is more complex than this sim-
ple ionic picture. For example, a partial covalent nature of the copper-oxygen bonds was
observed in nuclear magnetic resonance (NMR) work [43]. The copper-oxygen struc-
tures can be classified into three categories: tetragonal (T, copper-oxygen octahedron),
tetragonal prime (T′, copper-oxygen planar structure), and tetragonal star (T∗, with
only one apical oxygen site occupied). The degree of orbital hybridization differs for
these different structures. Because the CuO2 layer is universal and the charge-reservoir
layers are not, the CuO2 layer is thought to be responsible for existence of unusual
behavior exhibited by the cuprates, including the emergence of unconventional super-
conductivity [42].
As shown in Fig. 1.1, two primary oxygen sites exist in typical cuprate structures:
(1) a site in the CuO2 layer; (2) a site in the charge reservoir layer or, alternatively, the
apical site directly above or below copper atoms. In addition, interstitial oxygen atoms
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Figure 1.1: Crystal structures of two single-CuO2-layer cuprate superconductors. The
electron-doped compound Nd2−xCexCuO4+δ (NCCO) has the T′ structure and the hole-
doped compound La2−xSrxCuO4 (LSCO) has the T structure. Red and black spheres
indicate the oxygen and copper atoms, respectively. The gray spheres show Neodymium
and Lanthanum atoms for NCCO and LSCO, respectively. Spin orientations on copper
sites in the antiferromagnetically ordered state are shown as green arrows. While NCCO
remains tetragonal to low temperatures, LSCO undergoes a structural transition to an
orthorhombic phase below a doping (x)-dependent temperature [39]. Figure adapted
and modified from [40].
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Figure 1.2: Crystal-field diagram for the T, T′ and T∗ structures. Figure constructed
based on quantum chemistry calculations (see e.g., [41]).
(not shown in Fig. 1.1) can typically be introduced to (or removed from) the charge-
reservoir layers. The electron-doped cuprates, e.g., Nd2−xCexCuO4+δ (NCCO), has the
T′ structure. Single-CuO2 layer hole-doped cuprates La2−xSrxCuO4 (LSCO) have the
T structure, with fully occupied apical oxygen sites and elongated Cu - apical O bonds.
The T∗ structure labels a material in which only one of the two apical oxygen sites is
occupied (not shown). These structural differences affect the crystal field splitting of
the Cu-3d/ O-2p orbitals. For the T and T∗ structures, electrons can be shared between
copper and apical oxygen atoms, thus the electronic hybridization has a z component.
The crystal field splitting of the 3d Cu orbitals for these structures is shown in Fig. 1.2.
The relevant highest energy level for all structures is the 3dx2−y2 orbital. Note that the
orbitals with the second highest energy differ for the T and T′ structures. Because of
the nominal [Ar]3d9 electronic configuration of copper, the orbital configuration of the
second highest energy is often neglected in theoretical descriptions. An illustration of
the planar copper-oxygen orbital hybridization is shown in Fig. 1.3.
In the antiferromagnetically order state of the insulating parent compounds, the
spin structure have been determined using neutron scattering techniques. A collinear
antiferromagnetic structure with spins oriented along the diagonal direction ([1 1 0], in
83dx2-y2
2pσ
Figure 1.3: Illustration of the copper-oxygen orbital hybridization in the CuO2 plane.
White spheres, gray spheres, and arrows indicate copper atoms, oxygen atoms, and
the copper spin-1/2 magnetic moments, respectively. The white arrow indicates the
spin of an additional electron doped into the CuO2 plane of a T
′ material via chemical
substitution (Ce4+ doping in NCCO). Doped electrons prefer to stay in the Cu 3dx2−y2
orbital. Figure adapted from [44].
the CuO2 layers) was observed for the T structure, and a non-collinear, layer-alternating
antiferromagnetic structure with spins oriented along the copper-oxygen bond ([1 0 0]
and [0 1 0], in the CuO2 layers) was observed for the T
′ structure [56, 57]. Because
the spin structure strongly depends on a material’s atomic structure and magnetic
superexchange energy [58], it can change as a function of temperature, pressure, etc.
For example, the Cu moments of Nd2CuO4 (Fig. 1.1), which order antiferromagnetically
below a Ne´el temperature of about TN = 270 K [57], reorient at T = 75 K and 30 K.
For many cuprates, chemical substitution is used to introduce electrons or holes
into the CuO2 layers. For example, Nd
3+ ions can be replaced by Ce4+ ions to dope
electrons in NCCO, and La3+ ions can be replaced by Sr2+ ions to dope holes in LSCO.
In addition, the doping level (chemical potential) also depends on deviations from stoi-
chiometric chemical composition. Figure 1.4 shows a schematic band digram for NCCO
and LSCO.
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Figure 1.4: Schematic band diagram for NCCO and LSCO. UHB (LHB) denotes the
upper (lower) Hubbard band, and EF denotes the Fermi energy. Doped electrons or
holes introduce states shown in magenta. Figure adapted from [45].
Because of the large onsite Coulomb repulsion (the [Ar]3d10 configuration has a much
higher potential energy than [Ar]3d9 configuration for copper), the 3dx2−y2 orbital is
split into upper (UHB) and lower (LHB) Hubbard bands, with a gap on the order of 10
eV. The oxygen 2p bands lie between the UHB and LHB, and thus the Mott-insulating
parent compounds are technically charge-transfer insulators. Doped electrons stay near
the bottom of UHB and doped holes stay near the top of oxygen 2p bands. Detailed
discussions of the electronic and magnetic structures of the cuprates can be found in
review articles such as [42, 59–64].
A schematic temperature-doping phase diagram for cuprates is shown in Fig. 1.5 [42].
Near half-filling (zero doped carriers, one dx2−y2 electron per copper site), the ground
state of the cuprates is an antiferromagnetic insulator. At large electron and hole
doping concentrations, the cuprates are non-magnetic and exhibit conventional Fermi-
liquid behavior. Superconductivity is observed at intermediate doping concentrations.
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Figure 1.5: Schematic temperature-doping phase diagram of the hole-doped (LSCO) and
the electron-doped (NCCO) cuprates. The antiferromagnetic (AF) and superconducting
(SC) phases are indicated by dark green and red, respectively. TN, T
∗, and Tc denote the
Ne´el temperature, pseudogap temperature, and supercomputing transition temperature,
respectively. The uncertainty regarding the antiferromagnetic phase boundary on the
electron-doped side is shown as a light green area. Figure adapted from [42].
The antiferromagnetic phase does not coexist with the superconducting phase on the
hole-doped side, whereas the question of a possible coexistence on the electron-doped
side has remained under debate. A partial gap (pseudogap) opens in momentum space
at temperatures (T ∗) higher than the Ne´el temperature (TN ).
It is instructive to compare the phase diagram of the cuprates to those of other
unconventional superconductors. Phase diagrams for the iron arsenide compounds
La(O,F)FeAs, Sm(O,F)FeAs, Ce(O,F)FeAs, and (Ba,K)Fe2As2, the organic supercon-
ductor κ-(BEDT-TTF)2X, and the heavy-fermion compound CeRhIn5 are shown in
Fig. 1.6. The universal existence of a first-order transition in the presence of disorder
between the antiferomagnetic and the bulk superconducting order was proposed in [52].
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Figure 1.6: Phase diagrams of other unconventional superconductors: (a) the iron ar-
senide compounds La(O,F)FeAs [46], Sm(O,F)FeAs [47], and Ce(O,F)FeAs [48], (b) the
iron arsenide compound (Ba,K)Fe2As2 [49], (c) the organic superconductor κ-(BEDT-
TTF)2X [50], and (d) the heavy fermion compound CeRhIn5 [51]. Figure reproduced
from [52].
The temperature-doping phase diagram for oxygen-reduced NCCO based on neutron-
scattering measurements of the instantaneous spin-spin correlation length was previ-
ously reported in [55] (Fig. 1.7). The measurements were performed at intermediate Ce
concentrations and at temperatures comparable to, or higher than the apparent Ne´el
temperatures. This phase diagram left open the possibility of a quantum critical point
around x = 0.134. The newer results presented in this Thesis work (Chapter 3), which
were obtained for samples with improved chemical homogeneity and extend to tempera-
tures much lower than the apparent Ne´el temperature, instead reveal a disorder-smeared
first-order phase transition between antiferromagnetic and superconducting phases.
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Figure 1.7: Previous temperature-doping phase diagram for oxygen-reduced NCCO
based on neutron-scattering measurements of the instantaneous spin-spin correlation
length. The red and blue hashed areas indicate long-range antiferromagnetic order
and superconductivity, respectively. The instantaneous spin-spin correlation length ξ
was measured at the doping levels and over the temperature ranges indicated by the
vertical bars. The Ne´el temperature TN is shown as the dotted line, whereas the dashed
line is the extrapolated contour of ξ/a = 400 (a is the planar lattice constant). The
grey and white circles indicate optical conductivity measurements of of the pseudogap
temperature T ∗ for NCCO crystals[53] and Pr2−xCexCuO4±δ thin films[54], respectively.
The dot-dashed curve is a guide to the eye. Figure reproduced from [55].
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The origin of the high-Tc superconductivity in the cuprates is highly debated, and
this question has been studied with numerous distinct theoretical approaches, ranging
from the strong-coupling limit to the weak-coupling limit [27, 61, 65–73]. Among the
many proposed pairing mechanisms are antiferromagnetic fluctuations [27], which are
best studied via neutron scattering.
1.2.2 Pairing symmetry
The electronic pairing mechanism and pairing symmetry in the cuprates have been
intensively studied. Due to the unprecedentedly high Tc, early work questioned the
existence of Cooper pairs in cuprates [74], yet experimental work soon revealed a quan-
tization of the magnetic flux that corresponds to two electrons, providing direct evidence
of Cooper pairs [75]. Because of the distinct electronic structure of the quintessential
CuO2 plane, the pairing symmetry is limited to a few candidates, including s, dx2−y2 ,
dxy, and g symmetries [74]: s symmetry corresponds to a constant superconducting gap
in the momentum space, whereas dx2−y2 , dxy, and g symmetries correspond to super-
conducting gaps with nodes and a sign change in the phase of the wave function that
describes the superconducting state. The paring symmetry of the cuprates was stud-
ied by non-phase-sensitive techniques (such as penetration depth, specific heat, thermal
conductivity, angle-resolved photoemission, raman scattering, and nuclear magnetic res-
onance) and phase-sensitive techniques (such as superconducting quantum interference
device (SQIUD) and Josephson-junction).
For the hole-doped cuprates, evidence for predominantly d-wave pairing symmetry
was revealed by phase-sensitive techniques in both orthorhombic and tetragonal materi-
als [74]. Calculation based on the t-J model (see the following Sections) also suggested
that the d-wave pairing symmetry prevails near half-filling (see references in [74]). In
the case of the electron-doped cuprates, interpretations of experimental results (s-wave
versus d-wave) were debated for years before a consensus on the pairing symmetry was
finally reached (d-wave gap with nonmonotonic gap amplitude) [42, 74].
Raman scattering measures photons absorbed and emitted by materials. With a
choice of specific polarization geometries of the initial and emitted photons, Raman
scattering can probe specific regions of the k space, and thus detect an anisotropy of
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the superconducting gap. In particular, Raman scattering results point to a nonmono-
tonic dx2−y2 superconducting gap, with a node along the Brillouin zone diagonal and
a maximum gap at antiferromagnetic hot spots (2∆SC,max ≈ 4.4kBTc for NCCO), i.e.,
at the intersection of the antiferromagnetic Brillouin zone and the Fermi surface [76].
The doping dependence of superconducting gap amplitude was extracted using Raman
scattering [77], and it was concluded that the superconducting gap node exists in a wide
doping range.
The existence of a node in the superconducting gap (∆SC) manifests itself in the
temperature dependence of the superfluid density, which measures the phase stiffness
(ρs(T )) of the condensate, such that ρs(T ) ∼ e−∆SC/T for an isotropic (s-wave) ∆SC
and ρs(T ) ∼ 1−T 2/T 2c for a d-wave superconductor with impurity scattering [78]. The
superfluid density can be obtained by probing the London penetration depth or the
magnetic field distribution of vortices (see transverse-field µSR in Chapter 2). Because
of the strong magnetic response of Nd3+ ions, data for NCCO can be contaminated at
low temperature [79]. Penetration depth experiments on Pr2−xCexCuO4+δ, which essen-
tially avoided this low-temperature contamination (ordered moment: Nd3+ ≈ 1.23µB,
Pr3+ ≈ 0.08µB), observed that ρs(T ) ≈ 1 − T 2/T 2c [80, 81]. It was proposed that the
superfluid density can be decomposed into ρs(T ) ≈ e−∆SC/T and ρs(T ) ≈ 1 − T 2/T 2c
contributions [77, 82].
Photoemission spectroscopy, which measures single-particle electronic excitations
in k space, probes the superconducting gap through a shift in the spectrum near the
Fermi surface. Photoemission experiments detected an anisotropic gap consistent with
the Raman scattering results (large gap near the Brillouin zone boundary, and negligible
gap along zone diagonal) [83, 84]. The maximum superconducting gap was estimated
to be ∆SC,max ∼ 4 meV for NCCO. The non-monotonic angular dependence of the
superconducting gap was later determined as ∆SC = 1.9[1.43 cos 2φ− 0.43 cos 6φ] meV
[85, 86] for Pr1−xLaCexCuO4 (PLCCO).
Electron tunneling experiments between a metal and a superconductor are sensitive
to the pairing symmetry by measuring the density-of-states as a function of tunneling
bias. A V -shape differential conductance (dI/dV ), which signifies the d-wave pairing,
was observed for NCCO and PLCCO in [87, 88].
Specific heat and thermal conductivity are sensitive probes of low-energy excitations.
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For s-wave superconductors, the existence of a superconducting gap was first revealed by
such measurements. The expected temperature and field dependences of the electronic
specific heat for a d-wave superconductor are given by Cel ∼ T 2/T 2c and Cel ∼
√
H,
respectively [89]. The temperature dependence of the electronic specific heat is difficult
to extract due to the dominant phonon contribution, but the Cel ∼
√
H field dependence
was observed for Pr2−xCexCuO4+δ (PCCO) [90–92].
Another characteristic of d-wave superconductivity is the sign change in the phase
of the wave function that describes the superconducting state. Such a sign change
was detected by measuring trapped flux quanta, i.e., the Josephson effect, between
superconductors with different phase of the wave function. The half-flux quantum was
observed using a SQUID for tricrystal junctions for PCCO and NCCO [93] and the
supercurrent expected for a d-wave gap was found in a zig-zag Josephson junction for
NCCO [94].
1.2.3 Pseudogap
The pseudogap is one of the most enigmatic phenomena in condensed matter physics.
For the underdoped hole-doped cuprate materials, below a temperature T ∗ higher than
the superconducting transition temperature Tc, a partial gap is observed to open on
portions of the Fermi surface near the Brillouin zone boundary, i.e., near (pi, 0) and
equivalents, in k space, rendering an arc-like Fermi surface. Here, we use notations in
which the lattice constant a is unitary and hence the reciprocal lattice constant (r.l.u.) is
2pi rather than 2pi/a. According to conventional understanding, arc-like Fermi segments
can not exist, as the Fermi surface should be a closed boundary of the Fermi sea. The
existence of the pseudogap indicates that Fermi statistics may no longer describe the low-
energy excitations near the zone boundary (also named antinodal regions, in contrast to
the nodal regions on the Fermi arcs where that the node of the d-wave order parameter
is located in the superconducting state).
The manifestation of the pseudogap in the electron-doped cuprate materials is dif-
ferent. No arc-like Fermi segments have been observed. However, features of a gap
were indeed revealed in the charge degrees of freedom. Optical conductivity spectra
(with electrical field both parallel to the CuO2 plane and along the crystalline c-axis)
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[53, 54, 95] revealed the opening of a gap at temperatures much higher than the antifer-
romagnetic ordering temperature TN, in the approximate energy range ∼ 0.2− 0.3 eV.
Photoemission measurements [85] also found gap features (a suppression of the spec-
tral weight near Fermi energy) near the antiferromagnetic hot spots (which correspond
to the intersections of the antiferromagnetic Brillouin zone with the underlying Fermi
surface and are different from the antinodal positions for the hole-doped cuprates). Be-
cause the energy scales of the gaps observed by optical conductivity and photoemission
are similar, it was argued that they have the same origin. The temperature T ∗ below
which the gap opens monotonically decreases with increasing Ce and hence electron con-
centration [95], just as for the hole-doped cuprates. The gap magnitude was revealed
to be ∆PG ≈ 10kBT ∗ [95]. The pseudogap temperature T ∗ separates the phase dia-
gram into two regions: the Fermi surface is disconnected below T ∗ and fully connected
above T ∗ for NCCO. The Ce concentration x∗ at which T ∗ extrapolates to zero marks
a zero-temperature transition in the Fermi surface topology [53].
In previous neutron scattering studies [55], the instantaneous spin-spin correlation
length at the pseudogap temperature (ξ∗ ≡ ξ(T ∗)) was found to be consistent with
a power-law dependence on x, with ξ∗ on the order of thermal de Broglie length, ξth.
Based on theoretical considerations, it has been argued that T ∗ is the temperature below
which the magnetic correlations exceed ξth [96]. In Chapter 3, it will be shown that our
newer, more precise data indicate the break-down of the power-law doping dependence
of ξ∗ in the normal-state above bulk superconducting phase, i.e., for x > 0/145.
Reports for the hole-doped cuprates suggest that T ∗ coincides with the onset of a
novel magnetic order. Polarized neutron diffraction measurements of YBa2Cu3O6+x [97,
98] and HgBa2CuO4+δ [99] showed that this magnetic order preserves the translational
symmetry of the CuO2 lattice (~q=0 order) and is thus quite different in nature from the
antiferromagnetic order (with the ~q=(pi, pi) propagation vector). It remains an open
question whether T ∗ in the electron-doped cuprates is associated with the ~q=0 order as
well.
1.2.4 General theoretical descriptions
In order to theoretically describe the motion of electrons and ions in materials, the quan-
tum mechanical total energy operator needs to be constructed. The generic Hamiltonian
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for a given system can be expressed as
H = He−e +Hi−i +Hi−e, (1.1)
where He−e, Hi−i and He−i are electron-electron, ion-ion and electron-ion energy oper-
ators, respectively. The Schro¨dinger equation is given as
HΨ = i~
∂
∂t
Ψ, (1.2)
where Ψ is the wave function. The Hamiltonian and the Schro¨dinger equation can be
written in either real space or momentum space. Once the operator H is specified,
various theoretical approches can be applied to extract useful information from Eq. 1.2.
Weakly interacting electron systems
In some materials, a subset of the electrons can (almost) move freely and form an
“electron gas.” An useful wave function basis is the plane-wave basis. In this case,
Hi−i and He−i can be ignored (or approximated as a background potential). Written in
momentum space, using the notation of second quantization [100], the Hamiltonian can
be expressed as
H =
∑
k,σ
εkc
†
k,σck,σ +
∑
k,k′,q,σ,σ′
vk,k′,qc
†
k+q,σc
†
k′−q,σ′ck,σck′,σ′ , (1.3)
where c† and c are fermion creation and annihilation operators, k, k′, and q denote the
electron momenta and the momentum transfer, and σ and σ′ denote the spin states.
For the electron-electron Coulomb interaction, vk,k′,q =
1
4piε0
2pie2
q2
can be obtained by
performing Fourier transform of the interaction in real space.
A particularly useful quantity to consider is the momentum-energy particle propa-
gating function G(k − k′, ω) (i.e., the Green’s function), which denotes the probability
amplitude of finding a particle in state |k, σ〉, given the that it was initially in state
|k′, σ′〉. For the Hamiltonian in Eq. 1.3, the momentum-energy particle propagating
function can be expressed as [101]
G(k − k′, ω) = 1
ω − εk −
∑
(k, ω)
, (1.4)
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where
∑
(k, ω) is the one-particle irreducible self-energy. The important single-particle
spectral function A(k, ω), measured in photoemission experiments, is then deduced from
the imaginary part of the momentum-energy particle propagating function [101]
A(k, ω) = − 1
pi
lim
δ→0
Im[GR(k − k′, ω + iδ)]. (1.5)
The BCS superconductors
Upon introducing in Eq. 1.3 an additional phonon-mediated, electron-electron at-
tractive interaction, Ve−ph =
∑
k,q,σ
Mq(a
†
−q + aq)c
†
k+q,σck,σ (where a
† and a are phonon
creation and annihilation operator, respectively), the interaction is modified [25]:
vk,k′,q → veffk,k′,q =
1
4piε0
2pie2
q2 + q2TF
+
2|Mq|2ωq
ω2 − ω2q
, (1.6)
where ωq is the eigenvalue of a phonon in a plane-wave state |q〉 and qTF is the Thomas-
Fermi screening wave vector.
Denoting bk = 〈c−k,↓ck,↑〉 and b†k = 〈c†k,↑c†−k,↓〉, and introducing superconducting gap
parameters (∆†k =
∑
veffb†, ∆k =
∑
veffb), the Hamiltonian can be approximated as
H =
∑
k,σ
εkc
†
k,σck,σ −
∑
k
(∆kc
†
k,↑c
†
−k,↓ + ∆
†
kc−k,↓ck,↑ − b†k∆k). (1.7)
Rewriting γk,↑ = ukck,↑ − vkc†−k,↓ and γk,↓ = ukck,↓ − vkc†−k,↑ (Bogoliubov transfor-
mation [102]), the Hamiltonian can be diagonalized with the energy dispersion:
E =
√
ε2k + ∆
2
k (1.8)
This is the result of the Bardeen-Cooper-Schrieffer (BCS) theory for s-wave type-I su-
perconductors [24].
Hubbard and the t-J models
if the electrons in the system are confined to the ions (localized) and only occasionally
move to other atomic sites, the plane-wave basis in momentum space no longer describes
the system. Instead, the Hamiltonian can be expressed in real space. For the cuprates,
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the most relevant electron orbitals near half-filling are the copper 3dx2−y2 , and oxygen
2px and 2py orbitals. The Hamiltonian of the three-band Hubbard model is [61]
H = −tij
∑
〈i,j〉σ
(d†i,σpj,σ + p
†
j,σdi,σ)− tjj′
∑
〈j,j′〉σ
(p†j,σpj′,σ + p
†
j′,σpj,σ)
+ (εd − µ)
∑
i,σ
(ndi,σ + n
p
j,σ) + Udd
∑
i
ndi,↑n
d
i,↓ + Upp
∑
j
npj,↑n
p
j,↓ + Upd
∑
σσ′,ij
ndi,σn
p
j,σ′ ,
(1.9)
where i and j denote copper and oxygen sites, σ denotes the spin state, d and p (d†
and p†) denote (creation) annihilation operators for the copper 3d and oxygen 2p or-
bitals, respectively, t, εd, and µ denote the hopping parameter, energy of the copper 3d
orbital and the chemical potential, respectively, Udd (Upp) denotes interactions between
electrons occupying the same copper (oxygen) site, Upd denote interactions between
electrons occupying nearest copper and oxygen sites, and nd (np) denotes electron oc-
cupation on copper (oxygen) sites.
In case the Fermi energy lies inside a single conduction band (copper 3d orbital
for electron-doping and oxygen 2p orbital for hole-doping), assuming that the other
bands are far away from the Fermi energy and that the interband interactions are
sufficiently weak, the three-band Hubbard model can be “projected” to an effective
one-band Hubbard model [61]:
H = −tij
∑
〈i,j〉σ
c†i,σcj,σ + Ueff
∑
i
ni,↑ni,↓ − µ
∑
i
ni. (1.10)
The hopping term (tij) is typically limited to the nearest-neighbor hopping. The value
of Ueff , instead of originating from onsite Coulomb repulsion, is given by charge-transfer
gap between the copper 3d orbital and the oxygen 2p orbital (εd − εp). The parameter
µ denotes the chemical potential.
At small doping levels (〈ni〉 ∼ 1), four occupation scenarios are possible for each
site: (1) no electron occupation, (2) occupied by a spin-up electron, (3) occupied by
a spin-down electron, and (4) occupied by two electrons. Because of the large onsite
Coulomb repulsion U (U  t), Anderson assumed that the double occupation is ex-
tremely unlikely and introduced the full Gutzwiller projector P [103]
P =
∏
i
(1− ni,↑ni,↓), (1.11)
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where ni,↑ and ni,↓ are the occupation numbers of spin-up and spin-down electron on
the ith site, respectively.
Projecting out the double occupation with the full Gutzwiller projector P , the one-
band Hubbard model can be rewritten into the t-J model [61, 104]
Ht−J = P [−tij
∑
〈i,j〉σ
c†i,σcj,σ + J
∑
〈i,j〉
(Si · Sj − 1
4
ninj)]P, (1.12)
where J = 4t2ij/Ueff . The c
†
i,σ and ci,σ are true quasiparticle excitations of the system in
the unprojected Hilbert space, while Pc†i,σ and ci,σP are physical electrons of the system
and excitations in the projected space [104]. For the cuprates, experiments revealed that
the spins on the copper sites align antiferromagnetically, implying that J > 0 [42].
In the limit that Ueff → 0 (weak coupling), the real-space operators ci,σ and c†i,σ
can be Fourier transformed back to the momentum space operators ck,σ and c
†
k,σ. The
Hamiltonian then becomes
H =
∑
k,σ
εkc
†
k,σck,σ, (1.13)
where εk = −2t(cos kx + cos ky) − µ for a two-dimensional system. Note that Eq. 1.13
only considers nearest-neighbor hopping.
The Hubbard model at intermediate coupling, U ∼ t, and away from half-filling
〈ni〉 6= 1 is much less well understood, and this is exactly the regime where supercon-
ductivity emerges in the cuprate materials. Although solutions in the two limits (strong
and weak coupling) are well established, how a system evolves from one limit (i.e., strong
coupling, undoped parent compound) to the another (i.e., weak coupling, over-doped
regime) is still elusive. The accuracy of describing the cuprate materials with the effec-
tive one-band Hubbard model is also questionable. A set of well-established parameters
for the electron-doped cuprate materials is tij ∼ 0.4 eV, Ueff ∼ 2 eV, and 1 ≤ 〈ni〉 ≤ 1.2
[42].
1.3 Scope and outline of this Thesis
This Thesis aims to investigate the magnetic and electronic properties of the electron-
doped cuprates and is comprised of experiments, data analysis, and simulations.
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In Chapter 2, the various experimental techniques used in this work are discussed.
Single crystals of NCCO were grown using traveling-solvent floating-zone (TSFZ) tech-
nique. Chemical substitution took place during the growth process and oxygen manip-
ulation was performed as a post-growth annealing process. Samples were characterized
by Laue X-ray diffraction, SQUID magnetometery, resistivity measurements, electron
microscopy and chemical analysis. Chapter 2 furthermore discusses the instrumentation
and theoretical background for the neutron scattering, muon spin rotation/relaxation,
and charge-transport measurements. The experiments were performed at national lab-
oratories in the united States and Canada.
Chapters 3 presents neutron scattering, µSR, and SQUID magnetization measure-
ments of the Ne´el temperature, staggered magnetization, instantaneous spin-spin corre-
lation length, magnetic and superconducting volume fractions, muon relaxation rates,
and spin fluctuation timescales of NCCO. Simulations of the instantaneous spin-spin
correlation length are compared to the experimental results. A multi-dimensional phase
diagram of NCCO as a function of temperature, Ce concentration x, and oxygen con-
tent/disorder, in which clear relationships are observed between antiferromagnetic and
superconducting phases, is constructed. The underlying Fermi surface topology is shown
to be directly connected to normal-state magnetic and electronic properties.
Further study in Chapter 4 reveals a surprising relationship between the existence
of a two-band Fermi surface and the emergence of bulk superconductivity. New and
prior magnetoresistivity data provide crucial links between the normal and supercon-
ducting states of the electron-doped cuprates, and between the electron- and hole-doped
parts of the phase diagram. The characteristics of the normal-state (magnetoresistiv-
ity, quantum oscillations, and Hall coefficient) and those of the superconducting state
(superfluid density and upper critical field) consistently indicate two-band (electron
and hole) features and clearly pointed to hole-related superconductivity in the nom-
inally electron-doped materials. Building on the well-known Uemura scaling for the
hole-doped curpates, we show the existence of universal scaling between the supercon-
ducting transition temperature and the hole superfluid density for both electron- and
hole-doped cuprates.
In Chapter 5, the normal-state charge-transport properties (resistivity, Hall coeffi-
cient, and cotangent of the Hall angle) parallel and perpendicular to the copper-oxygen
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plane are studied. The transport scattering rate is found to exhibit a quadratic temper-
ature (Fermi-liquid) dependence in the Ne´el state of the electron-doped cuprates, and
is nearly independent of doping, compound and carrier type (electrons versus holes).
Universal scaling between the coefficients that describes the ubiquitous logarithmic low-
temperature resistivity upturn is obtained for various electron- and hole-doped cuprates,
which points to a single origin of this upturn regardless of nominal dopant type.
Chapter 2
Experimental methods
This Chapter describes the experimental methods that were used throughout this Thesis
work. The laboratory work at the University of Minnesota involved crystals growth,
characterization, and transport measurements. Key experiments were performed at
various national and international laboratories: neutron scattering, µSR, and charge-
transport measurements in high magnetic fields.
2.1 Crystal growth
The discoveries of new materials and the exploration of their properties have been cru-
cial for human scientific and technological development. For example, historic periods
such as the Stone Age, Bronze Age, Iron Age, Atomic Age and Information Age are
named after materials or new technologies driven by the study of materials. Needless to
say, a significant portion of contemporary scientific efforts, including in physics, chem-
istry, biology and engineering, has focused on the discovery of novel materials and on
understanding/improving their fascinating properties.
Materials synthesis, to a certain extend, can be regarded as the re-arrangement
of atoms and the transformation of phases. Some important concepts and methods
relevant to the traveling-solvent floating-zone (TSFZ) single-crystals growth are listed
below. For more detailed discussions of materials synthesis, the reader is encouraged to
consult with references such as [105, 106].
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Crystallization and nucleation: Crystallization is a process by which solid crys-
tals form from other phases, typically a liquid/melt phase. The first step of crystal-
lization is nucleation, in which a small number of atoms assemble and thereby initialize
growth sites for further organization of atoms. In the TSFZ method, crystallization is
achieved from either small powder-form crystal seeds or a bulk single-crystal seed.
Supersaturation: Supersaturation refers the state of a solution that contains more
dissolved material than what could be dissolved under normal circumstances. Carbon-
ated water is an example of supersaturation. Crystal synthesis, to a certain extent, is
the action to reduce solubility and drive crystallization. Supersaturation thus is essen-
tial for all solution crystallization processes. In the TSFZ method, the molten zone
above the seed crystal is supersaturated with target materials (in this Thesis work, the
target material is NCCO, and the solvent is CuO).
Surface energy: Surface energy quantifies the degree of interaction force a material
surface applies to other materials. The crystal morphology and growth speed at different
crystal faces are determined by surface energy. Different crystal shapes (e.g., cylindrical
for NCCO when grown by the TSFZ method) are controlled by surface energy.
Diffusion: Diffusion describes the net movement of particles as a result of the
kinetic energy of random motion. Material deposition, which is crucial to crystallization,
is strongly affected by diffusion processes. Crystals are difficult to form in the absence
of a concentration gradient in the surrounding environment.
Adsorption: Adsorption is defined as the adhesion of atoms or other building blocks
from a gas, liquid or melt phase to a crystal surface. Details of adsorption control every
aspect of crystallization. Hydrophobic or hydrophilic cell surfaces in biochemistry are
analogs of material-phobic and material-philic adsorption layers for single crystals.
Congruent and incongruent melting: (In)congruent melting occurs for a com-
pound when the composition of the melt liquid is (not) the same as the composition
of the solid. Crystals of incongruent melting materials can not be synthesized upon
cooling a melt liquid with the same chemical composition as the solid material. Instead,
the composition of melt liquid will change during the growth process. This is the rea-
son why the chemical composition of the solvent for NCCO, an incongruently melting
material, differs from that of the crystal.
Materials are typically synthesized either in the form of bulk crystals or thin-film
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crystals. Bulk single crystals are usually synthesized using a liquid-solid process, such
as melt growth (e.g., the Bridgman, Kyropoulos, and Czochralski methods), flux growth
(e.g., self-flux encapsulation and the TSFZ method), solution and hydrothermal growth.
Thin-film materials can be obtained by cleaving bulk materials in clever ways (e.g., the
exfoliation “scotch tape” method to obtain graphene, or the knife-cleaving method for
cuprates), or by sophisticated methods such as sputtering, chemical vapor deposition
(CVD) and molecular beam epitaxy (MBE). Other methods include utilizing a focused
ion beam (FIB) or optical/electron beam lithography to reduce dimensionality (e.g.,
recent work on topological materials [107]) or atomic manipulation to assemble layers
from single atoms (e.g., early scanning tunneling microscopy (STM) work or more recent
work on assembled materials [108]).
2.1.1 Temperature-composition diagram for NCCO
NCCO was firstly reported in 1989 as an electron-doped cuprate superconductor [110]
and the growth procedure has been refined since then. The fact that NCCO melts
incongruently only at very high temperature (T ≈ 1315◦C) renders the growth of sizable
high-quality crystals difficult. The pseudo-binary temperature-composition diagram for
NCCO [109] is shown in Fig. 2.1. This diagram is constructed for an oxygen atmosphere
of 1 atm, and the diagram will differ if pressure or a different gas atmosphere is applied.
In order to improve the crystal quality, our growth procedure uses a mixture of Ar/O2
atmosphere at 4 atm, and the resultant melt temperature of NCCO is tens of degrees
higher.
In order to obtain single crystals from polycrystalline materials, NCCO have to
be heated above 1315◦C to form a solid-liquid mixture. However, direct cooling of
the flux that has the same chemical composition as the target crystal would result in
the decomposition of the material into Nd2−xCexO3+δ and CuO. Because NCCO is an
incongruently melting material, the flux used should contain a much higher ratio of
CuO than the target crystal. This excludes the possibility of simple self-flux synthesis.
In order to resolve this issue, extra CuO material was added to the flux. During the
growth, the flux composition obeys the temperature-chemical relation indicated by a
liquidus-line (highlighted in blue in Fig. 2.1), which requires a CuO composition between
80% and 90% and a temperature between 1150◦C and 1315◦C.
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Figure 2.1: Temperature-composition phase diagram for the Nd1.85Ce0.15O3+δ-CuO
(Cu2O) mixed system. NCCO with x = 0.15, the target material, is shown as a vertical
line at 50% CuO composition. Because of its incongruently melting nature, NCCO can
not be synthesized by simply cooling down a mixed melt with 50% CuO composition.
Instead, NCCO crystallizes at a liquidus-line (highlighted by blue) from a Cu-rich (80%
- 90% CuO) melt. Figure adapted and modified from that in [109].
The decomposition temperature of NCCO in air as a function of Ce concentration
is shown in Fig. 2.2. NCCO crystals with a high Ce concentration have a tendency to
form in regions with higher temperature. In the case of the TSFZ growth, temperature
gradients exist both horizontally (along radial direction of the solvent) and vertically
(along the co-axis of polycrystalline rod and synthesized single-crystal rod). Thus chem-
ical inhomogeneity is expected, and indeed observed, as a function of the radius of the
synthesized crystals.
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Figure 2.2: Decomposition diagram of NCCO as a function of Ce concentration x in
air. This digram depends on the atmosphere (oxygen partial pressure). Figure adapted
from [109].
2.1.2 Traveling-solvent floating-zone technique
The origin of the traveling-solvent floating-zone (TSFZ, or image furnace) technique
can be traced back to the manufacture of silicon in the 1950s at Bell Laboratories and
Siemens (see [105, 106] and reference therein). Optical heating with elliptical mirrors was
later developed to enable high-temperature synthesis. This is why the TSFZ technique
is also called image furnace technique. More recent TSFZ setups use halogen lamps as
a light source. Halogen lamps contain halogen gas and a tungsten filament, producing
a halogen cycle that redeposits evaporated tungsten back onto the filament to increase
the life-time of the filament and achieve higher temperatures.
The heating system of our TSFZ furnaces includes four ellipsoidal mirrors and four
halogen lamps (typically 300 W for NCCO), as shown in Fig. 2.3 and Fig. 2.4. A
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Figure 2.3: Picture of three TSFZ furnaces in the Physics and Nanotechnology building
at the University of Minnesota (Crystal Systems Corp., models: FZ-T-4000-H-II-P-S,
FZ-T-4000-H-III-P-S, and FZ-T-10000-HVP-II-S).
thick-wall (thickness depends on applied pressure, about 5 mm for 4 atm) quartz tube
is installed to protect the growth and maintain high pressure. Light emitted from
halogen lamps is focused onto the center of the system, with a vertical extent of about
3 mm. The temperature at the molten zone is controlled by the power supplied to
the halogen lamps. The molten zone is suspended between a polycrystalline rod and a
growing crystal. The polycrystalline rod (connected to the upper shaft) and the growing
crystal (connected to the lower shaft) counter-rotate, such that a resonance condition
is avoided and convection flow in the molten zone is best adjusted. The halogen lamp
stage (mirror stage) moves upward slowly (in the case of NCCO, usually 0.5 mm/h) to
support continuous crystallization. The polycrystalline rod is pulled upward at a slower
rate (upper shaft pulling rate) that depends on the diameters of the polycrystalline rod
and of the target crystal. The upper shaft pulling rate can be calculated based on mass
conservation.
A schematic illustration of a typical crystal growth is shown in Fig. 2.5. When the
growth is not properly seeded, multiple grains form initially. Because growth speed
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Figure 2.4: Picture (side view) and schematic illustrations of the TSFZ furnace’s heating
system (mirror stage). Illustration adapted from [111].
varies with grain orientation (the growth speed is fastest in the CuO-plane for NCCO),
a single grain will eventually dominate and visible facets will appear.
2.1.3 Synthesis procedure
The NCCO synthesis procedure using the TSFZ technique includes the preparation of
a polycrystalline NCCO rod, the preparation of a flux, and the single-crystal growth.
The preparation of the polycrystalline rod includes making a powder mixture and a
rod, and sintering at high temperature. Chemical powders of Nd2O3 (99.99%, pale blue),
CeO2 (99.99%, pale yellow), and CuO (99.995%, black/dark gray) were dehydrated for
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Figure 2.5: Illustration of TSFZ crystal growth stages, adapted and modified from [111].
a sufficient amount of time prior to mixture to ensure accurate chemical composition.
The powders were typically left in a furnace for one night for dehydration. The powder
was weighted using an analytic balance in stoichiometric amounts, and ground using a
mortar and pestle. Ethanol was added to the combined mixture in order to increase
homogeneity of the powder and to reduce particle size. Ethanol was used at least for
the first round of the mixing process. After having been ground for about 1 hour
and sufficiently dried, blue-gray powder was collected into a high-alumina crucible and
heated to 900◦C for 12 hours. Three subsequent rounds of grinding (approximately
40 minutes each) and baking (at 920◦C, 950◦C, 980◦C for 12 hours, respectively) were
performed to obtain single-phase, polycrystalline, black NCCO powder. The chemical
reaction can be expressed as
(1− x2 ) ·Nd2O3 + x · CeO2 + CuO −→ Nd2−xCexCuO4 + x4 ·O2 ↑ (2.1)
Once the single-phase NCCO powder was prepared, the next step was to produce a
uniform polycrystalline rod of about 15 cm in length. Surgical latex tubes with proper
diameter (about 7 mm) and elasticity were used to form NCCO powder into a cylindrical
shape. The surgical latex tube was tied at one end and attached to a glass funnel
mounted to a stand at another end, as shown in Fig. 2.6. It was found to be crucial
to clean both sides of the surgical latex tubes and glass funnel with ethanol. A small
amount of NCCO powder was periodically added to the glass funnel and compressed
31
glass funnel
latex tube
powder rod
stand
Figure 2.6: Illustration of the powder packing setup, adapted and modified from [40].
with a metal stick. Halves of brass or stainless steel tubes were used to ensure a uniform
shape of the powder rod with the chosen diameters. Due to the elasticity of the latex
tubes, the diameter of the powder rods can be larger than 7 mm. A larger diameter
usually ensures a denser rod because of the surface tension of latex tubes. The powder
rods had to be packed tight enough such that no change in shape was observed after a
gentle/moderate finger press.
A piece of powder filter (cotton ball) was inserted at the open end of the surgical
latex tube (top side of packed NCCO powder), and the surgical latex tube was removed
from the glass funnel before it was attached to the nozzle of a vacuum pump. Air in the
tube was continuously pumped out for about 30 minutes. The exact duration depended
on the diameter of the rod. Next, the open end of the surgical latex tube was twisted
and tied so that no air could leak into the tube. The packed powder rod became solid
and rigid. The latex tube was then attached to a supporting frame and placed into a
hydraulic press with a water-filled chamber (Fig. 2.7), and pressed at 70 MPa. Note
that this process requires a high vacuum state inside the latex tube, as otherwise gas
bubbles would burst and rupture the latex tubes. The diameter of the packed powder
rod was visibly smaller and the rod was much more fragile. The latex tube was then
carefully cut away.
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Figure 2.7: Hydraulic press with a water-filled chamber.
After removing the latex tube, the powder rod was placed into a zirconia ceramic
tube and heated to 980◦C for 12 hours to harden the rod. Once hardened, the rod was
solid enough to allow hand-drilling of a hole into one of its end. A high-temperature-
resistant Ni-Cr wire was then fed through the hole, and the rod was hung vertically
over the open mouth of a high-alumina crucible. This was necessary to avoid reaction
between the powder rod and crucible during the sintering process. The powder rod-
crucible setup was then heated to 1225◦C for 12 hours, with temperature ramping rate
no faster than 300◦C per hour. After having been sintered, the rod became much
denser (more than 95% of the ideal crystalline density of about 7.3 g/cm3) and light
reflection could be observed from tiny polycrystals on the surface. The high density of
the polycrystalline rod was crucial in enabling successful growths. A photograph of a
prepared polycrystalline rod is shown in Fig. 2.8.
CuO flux pellets with masses of about 175 mg, 200 mg, 225 mg, and 250 mg were
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Figure 2.8: Picture of a sintered polycrystalline NCCO rod (about 7 mm in diameter
and 10 cm in length) and of CuO flux pellets (about 5 mm in diameter).
produced following similar procedures. CuO powders were ground and compressed with
no more than 10 MPa pressure, using a pellet die with a 5 mm bore, before being heated
to 980◦C for 12 hours. It was found that a small amount of NCCO powder could be
added to achieve the ideal chemical composition (80-90% CuO), although this was not
required due to the fact that NCCO dissolves into flux during growth.
The polycrystalline rod was mounted up-side down to the lower shaft of a TSFZ
furnace, and a CuO flux pellet was placed on top of the polycrystalline rod. The
combined system was heated to above the melt temperature of the flux pellet in an
oxygen atmosphere to dissolve and attach CuO flux to the polycrystalline rod (oxygen
is used in order to suppress gas bubbling during the subsequent growth stage). A seed
crystal was cut from a previously grown single crystal. It was found that the seed crystal
could be cut from a crystal with multiple grains, and that a short polycrystalline rod
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could also serve as a seed.
The next step was to re-mount the polycrystalline rod (with flux attached) to the
upper shaft. A shallow groove along the circumference of the polycrystalline rod was
carved to allow wrapping with Ni-Cr wire. The position of the polycrystalline rod was
adjusted by shaping the Ni-Cr wire loop and a small palladium hook that attached to
the upper shaft. The polycrystalline rod and seed crystal were aligned vertically to
allow coaxial rotation. Perfect alignment is crucial for the synthesis.
A quartz tube was then put into place, and an Ar/O2 gas mixture was flowed
through the quartz tube, at a pressure of about 4 atm. The ratio of Ar and O2 gases
was optimized. It was found that a 1 to 3 flow rate (50 cc/m of Ar and 150 cc/m of
O2) is most ideal for the crystal growth of NCCO [112]. In certain cases, the elevated
pressure could not be achieved at room temperature, and the sealed quartz tube was
slightly heated to ensure a tight seal.
The end of the polycrystalline rod (with flux attached) was lowered to the center
focal point of the halogen lamps to re-melt the flux while the polycrystalline rod was
rotating. The melt temperature of the flux with dissolved NCCO is higher than that of
the pure CuO, and corresponds to around 50% of the maximum power level for halogen
lamps. The power level increases with the age of the halogen lamps. The flux was left
molten for approximately 30 minutes to allow a better mixture before it was attached to
the preheated seed crystal. Once carefully attached, the counter-rotating polycrystal-
flux-seed system was further heated for about one hour before growth was started by
initializing an upward movement of the mirror stage.
For a typical growth, the operating power level was between 50% to 60% of the
maximum power level for the 300 W halogen lamps. The mirror stage moving rate was
at 0.5 mm/h and the upper shaft moving rate was between 0.2 to 0.3 mm/h. The lower
shaft’s rotation speed was between 21 rpm to 25 rpm, and that for upper shaft between
17 rpm to 23 rpm.
The success of a crystal growth strongly relies on the stability of the molten zone,
which depends on the stability of the power, the translations/rotations of the shafts,
the gas flow/pressure, and the uniformity of density and shape of the polycrystalline
rod. A picture of a crystal being grown in a TSFZ furnace is shown in Fig. 2.9, and a
picture of a grown NCCO crystal is shown in Fig. 2.10. During the growth, the following
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Figure 2.9: Picture of a crystal being grown in a TSFZ furnace. Above the hourglass-
shaped molten zone is the polycrystalline feed rod, and below the molten zone is the
grown crystal. Reflections of the halogen lamps’ filaments are visible behind the molten
zone.
situations may arise, which can cause a deviation from the typical hourglass shape of the
molten zone and require an adjustment of the growth parameters. A detailed discussion
of these situations with illustrations can be found in [106].
“Knocking” between the polycrystalline rod and the grown crystal. This
situation arises when the temperature of the molten zone is too low and the growth of
the crystal is too fast. The polycrystalline rod and the grown crystal physically touch,
“knocking” against each other. The mechanical instability of the crystallization front
decreases the quality of the grown crystal and may even lead to a sudden detachment
of the flux. In order to resolve this situation, an emergency step is to raise the position
of the upper shaft. However, only an increase in temperature can solve the problem in
the long term.
Inverse trapezoidal shape of the molten zone. This situation signifies too
fast a feeding of the polycrystalline rod while the temperature of the molten zone is
not high enough. Although this usually does not result in a sudden detachment of the
flux, because the large amount of dissolved material will be eventually deposited onto
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Figure 2.10: Picture of a NCCO crystal. The crystal is roughly 12 cm in length and 6
mm in diameter. Most of this crystal is a single grain.
the grown crystal and increases its diameter, it should be avoided so that a crystal of
uniform shape and composition is obtained. A faster upper shaft pulling rate can solve
the problem.
Big-bottom and thin-neck hourglass molten zone. This shape indicates that
the flux is overheated and the feed from the polycrystalline rod is too low. This is a
dangerous situation, as the bottom part of molten zone may be suddenly detached from
the top at the neck position, once surface tension no longer overcomes the gravitational
force. A lower upper shaft pulling rate and a high temperature of the molten zone
should resolve the issue.
Termination of the growth involves a long procedure to decrease the temperature
of the molten zone. In order to avoid thermal shock to the crystal, the power level
of halogen lamps was slowly decreased over the course of several hours (usually less
than 2 % per hour) and the polycrystalline rod was slowly pulled away from the grown
crystal (the pulling rate is calculated such that no material enters the molten zone when
the melt temperature of NCCO is reached). The whole system is left in 4 atm Ar/O2
atmosphere before the furnace was cooled down.
2.1.4 Oxygen reduction process
The oxygen reduction process after the growth of a crystal has been intensively studied.
Without this process, the electron-doped cuprate materials remain non-superconductive
even with a change in Ce concentration [42, 110]. After the oxygen reduction process,
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antiferromagnetism is weakened and superconductivity emerges at low temperatures for
a range of Ce concentrations [113]. The Ne´el temperature is lowered and the instanta-
neous spin-spin correlation is shortened. At the same time, the resistivity upturn at low
temperature is suppressed, but the temperature dependence of the resistivity at high
temperature does not change significantly. The exact effects of the oxygen reduction
step in modifying the structure and disorder levels have been heavily debated.
The oxygen reduction process can not be studied via chemical analyses such as induc-
tively coupled plasma (ICP) measurements and energy dispersive X-ray spectroscopy
(EDS), as these methods are insensitive to oxygen and have poor spatial resolution.
Thermogravimetric analysis only gives information about the overall mass loss. Ex-
perimental probes to extract detailed local structure information, such as X-ray and
neutron diffraction, are better suited for the task.
NCCO contains three different regular oxygen sites (Fig. 1.1): (1) O(1) oxygen site
in the copper-oxygen plane; (2) O(2) oxygen site in the charge reservoir layer; (3) O(3)
oxygen site directly above or below the copper atoms that is nominally vacant in the
ideal T′ structure. Oxygen atoms can also exist at interstitial positions. Because the
oxygen ions are negatively charged (typically O2−), oxygen removal adds electrons to
the CuO2 planes.Recent nuclear quadrapole resonance (NQR) work [43] suggests that
the valence of oxygen ions at the O(1) site is less than 2. The effect of increasing
the overall electron density and modifying the chemical potential by removing oxygen
atoms was observed in [114, 115]: for samples that went through the standard reduction
process, the Ne´el temperature was found to correspond to that of the as-grown samples
if an effective shift of the Ce concentration is introduced (xeff = x+ 0.03).
Neutron diffraction measurements on as-grown crystals of NCCO revealed that,
although the apical O(3) site is nominally unoccupied in the ideal T′ structure, a few
percent of oxygen atoms actually exist at this site [116, 117].
The amount of oxygen atoms at the apical O(3) site decreases as a result of the oxy-
gen reduction process, whereas no observable change has been convincingly established
regarding the oxygen atoms at the O(1) and O(2) sites [116, 118]. Naively, removal of ex-
cess oxygen from O(3) sites restores the ideal T′ structure and eliminates local disorder
that potentially disrupts superconductivity and localizes electrons in the copper-oxygen
plane (Fig. 2.11). Removal of oxygen from the O(3) site was therefore proposed to be
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Figure 2.11: Proposed refined two-step reduction protocol. For as-grown materials, a
small percentage of O(3) apical oxygen sites is randomly occupied. The rather severe
standard reduction protocol may only remove a portion of the unwanted O(3) oxygens
and might, in addition, introduce planar O(1) vacancies. A proposed refined two-step
reduction process removes oxygens from the O(3) apical site and heals possible planar
O(1) deficiency. Figure adapted from [119].
necessary in order to induce superconductivity [42]. This proposal was supported by
the fact that the c-axis lattice constant is shortened after the reduction process [42].
Neutron scattering, X-ray scattering, and transmission electron microscopy (TEM)
studies showed that the reduction process causes the decomposition of a small fraction
(1 - 2 % under standard reduction conditions) of the material into the rare-earth oxide
(RE,Ce)2O3 [114, 120], where RE represents the rare earth elements. A TEM image
of NCCO after standard oxygen reduction is shown in Fig. 2.12. The (RE,Ce)2O3
sheet appears parallel to the crystalline ab-plane with a typical thickness of less than 10
nm. Because of a somewhat serendipitous lattice match between the lattice constant of
(RE,Ce)2O3 (≈ 11.08 A˚) and the diagonal of the CuO2 layer of NCCO (2
√
2a ≈ 11.14
A˚), (RE,Ce)2O3 forms epitaxially. This lattice match results in additional discrete
Bragg peaks instead of a powder-sample like scattering ring [44, 114, 121].
Because the (RE,Ce)2O3 secondary phase contains no copper, it was argued that
the copper atoms must migrate to the copper-oxygen planes of the majority NCCO
phase. The copper migration may thus heal any presumed pre-existing copper vacancies
in the as-grown material (Fig. 2.13). Neutron powder diffraction measurements on
Pr1−xLaCexCuO4±δ are consistent with the disappearance of about 2% percent copper
deficiency after standard reduction [120]. With the decrease of the disorder due to
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Figure 2.12: TEM image of reduced NCCO. The black thin lines perpendicular to the
crystalline c-axis are the (RE,Ce)2O3 secondary phase. Figure adapted from [114].
healed copper vacancies and the lowered apical oxygen occupation, electrons may be
able to form a superconducting coherent state in the copper-oxygen planes.
A third proposal regrading the structural modification due to the oxygen reduction
process is related to the first two. Neutron powder diffraction work indicates that the
copper-oxygen layer, instead of being a flat plane, may be actually locally distorted
and buckled [122]. Distortion and buckling of the copper-oxygen plane can change local
potential the orbital hybridization (e.g., induce orbital hybridization in the out-of-plane
direction) and thus the electronic properties of the material. Both the removal of apical
oxygen and the filling of copper vacancies would affect local distortion, and the emer-
gence of superconductivity may be related to these local structural changes.
Laboratory procedure
The phase stability diagram for NCCO with x = 0.15 as a function of oxygen par-
tial pressure and temperature is plotted in Fig. 2.14. Ideally, the oxygen reduction
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Figure 2.13: Proposed “healing” of copper vacancies during the standard reduction
process. Figure reproduced from [120].
condition should lie in the region below the decomposition line in order to avoid the
appearance of the secondary phase. However, in the process of optimizing the reduction
condition, a two-step temperature protocol was found to be much more efficient [123].
This is the standard reduction protocol used in this Thesis work. Note that this stan-
dard reduction protocol differs from the proposed refined two-step protocol described
in [119] and Fig. 2.11.
The first step of the standard protocol is to keep the sample for 10 hours at 970◦ C
with an oxygen partial pressure of 10−6 atm. Since the furnace temperature read-out
may differ from the temperature at the sample position, the furnace temperature needs
to be calibrated such that the sample temperature was indeed 970◦ C. A near vacuum
atmosphere created via continuous gas pumping does not allow reliable control of the
oxygen partial pressure. Instead, laboratory-grade Ar flow is used. The laboratory-grade
Ar gas contains oxygen at roughly 1 ppm which equals to oxygen partial pressure at 10−6
atm. The typical Ar flow rate is 100-200 mL/min. Note that the reduction condition
of 970◦ C and oxygen partial pressure at 10−6 atm is above the decomposition line in
Fig. 2.14. The samples can not stay at in this environment for a long time without
complete decomposition.
The second step is to anneal samples for 20 hours at 500◦ C with an oxygen par-
tial pressure of 1 atm. This step sharpens the superconducting transition and further
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Figure 2.14: Phase stability diagram for NCCO (x = 0.15). The diagonal solid curve
indicates where NCCO decomposes. (Non)superconductivitive samples are indicated as
(open) solid triangles. Figure adapted from [124].
increases the transition temperature by 1-2 K. The second step is believed to release
stress induced by the harsh first step and potentially removes part of disorder in the
material [44, 123]. Although the phase stability diagram should in principal depend on
the Ce concentration, in this Thesis work the same temperature profile was used for the
reduction of NCCO samples. The amount of oxygen removed using the same procedure
may differ somewhat for samples with different Ce concentration.
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2.2 Sample characterization
2.2.1 Laue diffraction
In 1912, Max von Laue was the first to apply a specific type of X-ray diffraction method
to study crystal structures [125]. This method, which was subsequently named after
Laue, utilizes a white-beam X-ray source (incident X-ray photons with a wide distribu-
tions of wave lengths) to study diffraction patterns and elucidate crystal symmetries.
The principle of X-ray Laue diffraction is the Bragg scattering condition (which is also
used for selecting the energy of neutron beams, as described later in this Chapter),
nλ = 2d sin θ, (2.2)
where n is an integer, λ is the wave length of the incident X-ray beam, d is the distance
between lattice layers in the material, and θ is the scattering angle. The lattice layers
can be characterized using the Miller indices (h, k, l). In order to simultaneously satisfy
the Bragg scattering conditions for layers with different Miller indices, a white beam is
required.
In this Thesis work, X-ray Laue diffraction was used to determine and characterize
the sample quality, namely to determine if a sample is a single crystal, and to orient
the sample by comparing the diffraction pattern of the sample to that of a standard
single crystal. Although X-ray Laue diffraction is not the only method to achieve this
goal (other methods include, e.g., neutron diffraction), in-house Laue diffraction is most
convenient and thus routinely performed.
For bulk-crystalline NCCO, the back-reflection method was used, because the X-
ray penetration depth is much shorter than the crystal dimensions. The X-ray beam
is back-scattered from the sample and then collected by an area detector. To adjust
the sample position, two rotators (on a goniometer) and two translational stages (both
perpendicular to the incident X-ray beam) were used. For single-crystal NCCO, the
Laue diffraction pattern is highly symmetric when the incident beam is parallel to the
crystalline c-axis (perpendicular to the CuO2 plane). Because the c-axis is perpendicular
to the fastest growth direction of the material, it is easy to identify prior to the diffraction
measurement.
A typical Laue X-ray diffraction pattern for a NCCO single crystal with incident
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Figure 2.15: Laue X-ray diffraction pattern for a NCCO single crystal with incident X-
rays parallel to the crystalline c-axis. The horizontal and vertical patterns correspond
to the equivalent crystalline a- and b-axes.
X-ray beam parallel to the crystalline c-axis is shown in Fig. 2.15. The horizontal and
vertical patterns correspond to the equivalent crystalline a- and b-axes (i.e., [1 0 0] and
[0 1 0]). The diagonal patterns correspond to [1 1 0] and [1 1¯ 0]. A useful rule to
distinguish [1 0 0] from [1 1 0] is that, the two other patterns with lower scattering
intensity than [1 0 0] and [1 1 0] patterns (see Fig. 2.15) lie closer to [1 1 0] patterns.
2.2.2 SQUID and resistivity measurements
The superconducting transitions were characterized via magnetic susceptibility and elec-
trical resistivity as a function of temperature (see Appendix.A). In the superconducting
state, a material expels an external magnetic field from its interior (Meissner-Ochsenfeld
effect) and the electrical resistivity becomes zero.
A superconducting quantum interference device (SQUID) was used to measure the
magnetic susceptibility (induced magnetization divided by the magnetic field strength)
[33]. The dc SQUID, a design based on the Josephson Effect, is a very sensitive mag-
netometer. The Josephson effect can be formulated such that for a single Josephson
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Figure 2.16: Illustration of the scanning loop for a dc SQUID. SC 1 and SC 2 are two
superconductors separated by thin barriers [33]. The total current I(t) is split into Ia
and Ib. A voltage difference on the two ends is shown as v(t).
junction (two superconductors connected by a weak non-superconducting link):
I(t) = Ic sin[∆φ(t)], (2.3)
v(t) =
~
2e
∂φ(t)
∂t
, (2.4)
where I(t) [v(t)] is the current [voltage] across the single Josephson junction. Ic is the
critical current. ∆φ(t) is the phase difference between to two superconductors, and h2e
is the magnetic flux quantum.
A dc SQUID consists of two parallel Josephson junctions that form a superconduct-
ing loop (Fig. 2.16) [33]. Without an external magnetic field, the current I(t) in the
superconducting loop is equally split into I(t) = Ia + Ib. With an external magnetic
field, a screening current Is appears in the loop. Assuming that Is is parallel to Ia (the
direction of Is is determined by direction of the external magnetic field), Ia = I(t)/2+Is
and Ib = I(t)/2− Is. In the case that Ia exceeds the critical current (Ia > Ic), a voltage
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Figure 2.17: Examples of the determination of superconducting transition temperature
via magnetization and resistivity measurements for NCCO near optimal doping. Both
measurements suggest a transition at Tc ≈ 22 K.
difference v(t) appears on the two ends of the superconducting loop. When the exter-
nal magnetic field varies, v(t) varies correspondingly. Each period of voltage variation
signifies a field change by one flux quantum through the superconducting loop.
The dc SQUID measurements were preformed with a Quantum Design, Inc., mag-
netic property measurement system (MPMS XL). Bulk crystal/powder samples were
mounted on a transfer rod and inserted into the sample chamber before applying an
external magnetic field. Once the field was applied, the magnetization of the mate-
rial was probed (integrated) by sweeping the sample entirely through the dc SQUID
loop. A representative zero-field-cooled magnetization curve as a function of temper-
ature is shown in Fig. 2.17. The magnetization is normalized at low temperature. A
superconducting transition occurs at Tc ≈ 22 K with a transition width of about 2 K.
Alternatively, the planar and c-axis electrical resistivity for a sample with the same Ce
concentration was measured using a Quantum Design, Inc., physical property measure-
ment system (PPMS). Figure 2.17 shows a representative resistance curve as a function
of temperature.
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Figure 2.18: Representative SEM image of a NCCO crystal piece. The EDS spectrum
at location No. 7 (highlighted in orange) is shown in Fig. 2.19 (image taken with the the
JEOL USA, Inc., model JEOL 6500 SEM at the Characterization Facility, University
of Minnesota).
2.2.3 SEM and EDS
Scanning electron microscopy (SEM) and energy dispersive X-ray spectroscopy (EDS)
were used to characterize sample surfaces and local chemical composition (see Ap-
pendix.A).
SEM produces two-dimensional images by scanning the sample with a focused elec-
tron beam. The electrons interact with the sample surface (the electron beam has a
very short penetration depth, about 10-100 nm, due to the Coulomb interaction) and
get back-scattered or produce secondary electrons. Those back-scattered electrons (due
to elastic interactions between the incident electrons and the sample) and secondary
electrons (due to inelastic interactions between the incident electrons and the sample)
contain information about a sample surface’s topography and chemical composition
[126, 127]. The back-scattered electrons, for which the backscatter coefficient mono-
tonically increases with the target’s atomic number, are most efficient for contrasting
multiple-phases. The secondary electrons, which provide images with better resolution,
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Figure 2.19: Representative EDS spectrum of a NCCO crystal piece (see Fig. 2.18).
are most suitable to measure the surface topography. Spatial resolution of a typical SEM
image is about 50 nm. SEM allows analysis of select locations on sample, and thus en-
ables a qualitative determination of chemical composition using EDS. A representative
SEM image is shown in Fig. 2.18.
EDS on the SEM system uses a high-energy electron beam to stimulate the emission
of characteristic X-rays from the sample. The incident beam excites electrons of the
chemical elements in a material from their ground states. When these excited elec-
trons restore to their ground states, X-rays with a characteristic energy/wavelength are
emitted from the sample. By collecting information on the intensity and energy of the
emitted characteristic X-rays, EDS enables the study of a sample’s chemical composition
[127]. For the work in this Thesis, EDS results were compared to inductively coupled
plasma (ICP) mass spectrometry results taken by previous group members in order to
eliminate systematic errors. The EDS spectrum for location No. 7 in Fig. 2.18 is shown
in Fig. 2.19. Utilizing the intensity ratio between the observed characteristic X-rays,
the sample’s chemical composition can be acquired. For example, the Ce concentration
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x can be quantified as
x ≈ (4.83 KeV Ce peak amplitude)/(3.83 times 8 KeV Cu peak amplitude). (2.5)
In order to obtain an accurate estimate of the peak amplitudes, the 4.83 KeV Ce and
8 KeV Cu peaks were fit simultaneously to a double Gaussian function with zero back-
ground slope.
2.3 Neutron scattering
The neutron, a sub-atomic particle and an essential component of all chemical elements
except hydrogen, was discovered less than 100 years ago. In 1920, Ernest Rutherford,
after the discovery of the proton, speculated that there exists an electrically neutral,
massive particle in the nucleus of chemical atoms. in 1932, James Chadwick found that
Beryllium atoms when bombarded by alpha particles emit a stream of particles that
can approximately be described to have one proton mass and zero charge [128]:
4
2α+
9
4 Be→16 2C +10 n. (2.6)
The neutron is a charge-neutral particle with spin S = 1/2 and magnetic moment
µn = γe~/2mp, where γ = −1.913 is the neutron gyromagnetic ratio and mp is the
proton rest mass. Outside of a nucleus, neutrons are unstable and decay into a proton,
an electron, and an antineutrino with an average life time of about 881.5 seconds [129].
When thermalized, the neutron has a de Broglie wave length on the order of an angstrom
(10−10 m), comparable to interatomic distances. The energy scale for the thermalized
neutron is on the order of tens of meV, similar to many important excitations in ma-
terials, such as phonons, magnons, and crystal field excitations. Because of its charge
neutral nature, the neutron has the ability to penetrate deeply into matter, and it has
been intensively used to probe structural and magnetic properties of materials.
There exist two types of modern neutrons sources - nuclear reactors and spallation
sources. Nuclear reactors provide neutrons as a byproduct of fission reactions. The
most common fission chain reaction used to obtain neutrons is
1
0n+
235
92 U →14156 Ba+9236 Kr + 310n. (2.7)
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Research reactors typically use heavy water neutron moderators to control the chain
reaction. In thermal equilibrium, the energy of the neutrons can be approximated
by a Maxwellian distribution, and thus the average neutron energy is related to the
moderator temperature. Averge neutron energies of 5, 26, and 100 meV correspond
to moderator temperatures of about 20, 300, and 1400 K, respectively. Accordingly,
neutron beams with these approximate energies are classified as cold, thermal, and hot.
Following their production, the neutrons are guided to instruments for experiments.
Spallation sources provide intense pulsed rather than continuous neutron beams.
Negatively charged hydrogen ions are injected into a linear particle accelerator and
accelerated to produce high-energy proton beams. The protons accumulate in “pulsed
bunches” in a proton accumulator ring, before striking a target, which in the case of the
Oak Ridge National Laboratory Spallation Neutron Source is liquid mercury, to produce
neutrons. The neutrons are slowed down in a moderator and guided towards instruments
for scattering experiments. The time-of-flight (TOF) spectrometers commonly seen at
spallation sources use the overall time-of-flight between the sample and the detector
bank, which encompasses a large range of solid angles, to determine neutron energies.
Fermi choppers are typically used to select the energy of neutrons incident on a sample.
2.3.1 Scattering theory
The energy (∆E) and momentum (∆k) transfered to a scattering system by a beam of
neutrons with initial momentum ~ki and energy Ei, final momentum ~kf and energy Ef ,
and mass mn, are
~ω ≡ ∆E = Ei − Ef = ~2/2mn(~k2f − ~k2i ), (2.8)
~Q ≡ ∆~k = ~kf − ~ki . (2.9)
Note that, fundamental constants such as ~, kB are often set to 1 for simplicity. For
elastic scattering, ω = 0, while for inelastic scattering, ω has a non-zero value. The
above equations set a kinematic relation between energy and momentum transfers of
the scattering process.
The partial differential cross section, defined as the probability of neutrons scattered
per unit time into a solid angle dΩ = sin θdθdφ with final energy between Ef and
Ef +dEf , is very useful in describing scattering processes. The partial differential cross
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section can be expressed as (Fermi’s golden rule [130]) [131, 132]
dσ2
dΩdω
= (
m
2pi~2
)2
kf
ki
∑
λf ,λi
P (λf )P (λi)|〈kf , σf , λf |V |ki, σi, λi〉|2δ(~ω + Ei − Ef ), (2.10)
where P (λf ) (P (λi)) is the statistical weight of the final (initial) states; λf (λi) is
the wave vector of incident (scattered) neutrons; and σf (σi) is the spin of incident
(scattered) neutrons.
The scattering matrix elements |〈kf , σf , λf |V |ki, σi, λi〉| in Eq. 2.10 can be estimated
by the Born approximation [131]:
|〈kf , σf , λf |V |ki, σi, λi〉| = |〈λf |
∑
j
ei
~Q·~rj |λi〉|V ( ~Q), (2.11)
V ( ~Q) ≡
∫
d~rV (~r)ei
~Q·~rj , (2.12)
where V (~r) is the scattering potential at scattering centers with coordinates ~rj , and
V ( ~Q) is its Fourier transform, i.e., the scattering potential in momentum space.
Nuclear scattering
The nuclear neutron scattering cross section can not be directly calculated. Instead, one
can discuss the cross section by introducing a single parameter (the scattering length,
with unite of length) for each nuclear isotope. The individual scattering lengths have
been measured and documented [131–133]. Because the range of nuclear forces (∼ 1 fm)
is much smaller than the wave length of the neutrons, the nuclear scattering potential
can be regarded as a delta function in real space, and we can write
V ( ~Q) ≡
∫
d~rV (~r)ei
~Q·~rj =
2pi~2
m
b, (2.13)
where b is the nuclear scattering length. The value of the nuclear scattering length,
which depends on the spin state of the nucleus, varies greatly among different nuclei
(even among isotopes of a single element). The partial differential cross section, when
taking into account the motion of scattering potential over time, can be expressed as
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[134]
dσ2
dΩdω
= N
kf
ki
b2S( ~Q, ω), (2.14)
S( ~Q, ω) =
1
2pi~N
∑
j,j′
∫
dt〈e−i ~Q· ~rj′ (t)ei ~Q·~rj(t)〉e−iωt, (2.15)
where N is the number of nuclei and t is the time.
For monatomic materials with br and statistical weight cr, the average nuclear scat-
tering length b can be expressed as
b =
∑
r
crbr. (2.16)
Due to the presence of isotopes, a random variance of nuclear scattering length
may exist from site to site. The coherent scattering cross-section, σcoh, corresponds
to collective scattering, while incoherent scattering section, σinc, corresponds to the
variance in spin state and isotopes:
σtotal = σcoh + σinc = 4pib2, (2.17)
σcoh = 4pib
2
, (2.18)
σinc = 4pi(b2 − b2), (2.19)
where σtotal is the total scattering section.
The above equations can be understood by considering a scattering process involving
a simple incoming plane wave function and an outgoing spherical wave function:
Incident plane wave : Ψin = e
ikx, (2.20)
Incident particle number : Iin = |Ψin|2 = 1, (2.21)
Scattered spherical wave : Ψout = −be
ikr
r
, (2.22)
Scattered particle number : Iout = |Ψout|2 = b2/r2, (2.23)
Scattering cross section : σ = Iout/Iin × area = 4pib2. (2.24)
The partial differential cross-section can be expressed as
dσ2
dΩdω
= N
kf
ki
σtotal
4pi
S( ~Q, ω). (2.25)
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Nuclear Bragg scattering
In the case of nuclear Bragg scattering for a rigid Bravais lattice (i.e., coherent, elastic
nuclear scattering for a periodic solid), Eq. 2.14 and Eq. 2.25 can be rewritten as
S( ~Q, ω) = δ(~ω)
(2pi)3
V
∑
G
δ( ~Q− ~G), (2.26)
where V is the unit cell volume and G are the reciprocal lattice vectors. Elastic scatter-
ing corresponds to S( ~Q, 0). Due to motion of atoms about their equilibrium positions,
Eq. 2.26 needs to be modified by the Debye-Waller factor (DWF). Denoting ~u as the de-
viation of nuclei from their positions without spatial variance, the DWF can be written
as
DWF ≡ e−2W = e−〈( ~Q·~u)2〉. (2.27)
In this case, DWF captures the incoherent scattering. For systems with more than one
atomic site per primitive cell: (jth nucleus at position ~dj with DWF Wj and scattering
length bj), the partial differential cross section is given by
dσ2
dΩdω
|ω=0coh = N
(2pi)3
V
∑
G
δ( ~Q− ~G)|FN (~G)|2, (2.28)
where FN (~G) =
∑
j
bje
i ~G·~dje−Wj is the nuclear structure factor. If the structure of a
system is known, FN (~G) can be calculated.
Nuclear inelastic scattering
S( ~Q, ω) is called the dynamic structure factor. The dynamic structure factor cap-
tures the collective motion (vibration) of the lattice nuclei (i.e., phonons) created or
annihilated by neutron-nucleus interactions. Theoretically, the vibration of lattice nu-
clei is often approximated as simple harmonic oscillations, as obtained by expanding
the small-amplitude vibrations in a Taylor series. This approximation gives excitations
(phonons) with quantized energy.
Through the fluctuation-dissipation theorem, which states that the fluctuation prop-
erties of the system in thermal equilibrium correspond to its linear response to an
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external perturbation [135], S( ~Q, ω) is related to the imaginary part of the dynamic
susceptibility (χ( ~Q, ω), which quantifies the linear response of the system to a dynamic
perturbation):
S( ~Q, ω) =
χ′′( ~Q, ω)
1− e−~ω/kBT , (2.29)
where kB is the Boltzmann constant. Replacing ~Q by − ~Q and ω by −ω in Eq. 2.27, a
energy-momentum relation (detailed balance condition) for S( ~Q, ω) is obtained:
S(− ~Q,−ω) = e−~ω/kBTS( ~Q, ω). (2.30)
Note that Eq. 2.29 and Eq. 2.30 apply to magnetic scattering as well.
Consider a three-dimensional system with n nuclei in a single unit cell. The sys-
tem features 3n phonon branches, and each phonon branch has an energy-momentum
dispersion ω~qs, where ~q is the wave vector measured from the nearest reciprocal-lattice
vector ~G, and s denotes different branches with the same wave vector. We can write
χ′′( ~Q, ω) =
1
2
(2pi)3
V
∑
G,q
δ( ~Q− ~q − ~G)
∑
s
1
ω~qs
|FN ( ~Q)|2 × [δ(ω − ω~qs)− δ(ω + ω~qs)],
(2.31)
FN ( ~Q) =
∑
j
bj√
mj
( ~Q · ~ξjs)ei ~Q·~dje−Wj , (2.32)
where the jth nucleus is at position dj , with the DWF Wj , and with mass mj . ξjs is a
polarization vector for a phonon branch with energy ω~qs. Assuming that the phonons
have an infinite life-time (lattice remains at the excited state), the dynamic structure
factor can be written as
ω > 0 : S( ~Q, ω) =
χ′′( ~Q, ω)
1− e−~ω/kBT δ(ω − ω~qs) = χ
′′( ~Q, ω)(
1
e~ω~qs/kBT − 1 + 1), (2.33)
ω < 0 : S( ~Q, ω) =
χ′′( ~Q, ω)
1− e−~ω/kBT δ(ω + ω~qs) = χ
′′( ~Q, ω)
1
e~ω~qs/kBT − 1 . (2.34)
The term 1/(e~ω~qs/kBT − 1) is the Bose factor, which gives the number of phonons at
energy E and temperature T .
When the phonons have a finite life-time (lattice restores to its ground state in a
finite time), as is the case for real materials, the thermal motion of the nuclei can be
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regarded as damped harmonic oscillations, and the delta function in energy needs to be
replaced by a Lorentzian function, such that
1
ω~qs
δ(ω ± ω~qs)→ 1
ω′~qs
Γ~qs
(ω ± ω′~qs)2 + Γ2~qs
, (2.35)
where the phonon energy is modified as ω′2~qs = ω
2
~qs − Γ2~qs, and Γ~qs is the Lorentzian
half-width at half-maximum which characterizes the magnitude of the damping effect.
Magnetic scattering
There exist two types of magnetic dipole interactions: (1) between neutron spin and
atomic spin and (2) between neutron spin and atomic orbital angular momentum (due
to orbital motion of electrons). In case of the cuprates, because of strong crystal fields
(4-fold symmetric) and weak spin orbital coupling for 3d electrons (l = 2, where l is
the orbital angular momentum quantum number), the orbital angular momentum is
quenched for the dxy orbital (|ml = −2〉/
√
2 + |ml = 2〉/
√
2, where ml is the magnetic
quantum number) and the dx2−y2 orbital (|ml = −2〉/
√
2− |ml = 2〉/
√
2) [136]. This is
the reason why only dipole interactions between neutron spin and atomic spin need to
be considered for the cuprates.
The magnetic dipole moment of the neutron can be expressed as
~µn = γµN~σ, (2.36)
where the γ = −1.1913 and µN is the nuclear magneton.
The partial differential cross-section in Eq. 2.10 can be rewritten as
dσ2
dΩdω
= (
m
2pi~2
)2
kf
ki
∑
λf ,λi
P (λf )P (λi)|〈kf , σf , λf |VM |ki, σi, λi〉|2δ(~ω+Ei−Ef ), (2.37)
where the VM is the magnetic scattering matrix. The magnetic scattering matrix can
be further expressed as [137]
dσ2
dΩdω
= [
γr0
2
gf( ~Q)]2N
kf
ki
e−2W
∑
α,β
(δα,β − QˆαQˆβ)Sαβ( ~Q, ω), (2.38)
where
Sαβ( ~Q, ω) =
1
2pi
∫
dte−iωt
∑
j
ei
~Q·~rj 〈Sα0 (0)Sβj (t)〉, (2.39)
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is the magnetic dynamic structure factor and r0 = e
2/(mec
2) is the classical radius of
an electron, f( ~Q) is the magnetic form factor, g is the Lande´ factor, and α and β denote
the three Cartesian components.
For interactions between neutron spin and a material’s atomic spin, the magnetic
form factor f( ~Q), which is the Fourier transform of magnetic density, ρs(~r), in real
space, is
f( ~Q) =
∫
ρs(~r)e
i ~Q·~rd~r. (2.40)
If including interactions between neutron spin and a material’s atomic orbital angular
moment, the magnetic form factor needs to be modified accordingly.
The instantaneous correlation function Sαβ( ~Q, t = 0) can be obtained by performing
a Fourier transform of the dynamic spin structure factor Sαβ( ~Q, ω):
Sαβ( ~Q, t = 0) =
∫
dωSαβ( ~Q, ω) ∝ 〈Sα~QS
β
− ~Q〉, (2.41)
where Sα~Q
=
∑
j
e−i ~Q·~djSαj is the spin operator in momentum space (i.e., the Fourier
transform of the real-space spin operator). Once integrated over the Brillouin zone, an
important sum rule exists:∫
dω
∫
BZ
Sαβ( ~Q, ω) =
(2pi)3
3V
S(S + 1)δαβ, (2.42)
where S is the spin momentum and δαβ is the delta function.
Magnetic Bragg scattering
Similar to the partial differential cross-section for nuclear Bragg scattering (Eq 2.28),
the partial differential cross-section for magnetic Bragg scattering can be written as
dσ2
dΩdω
|ω=0coh = NM
(2pi)3
VM
∑
GM
δ( ~Q− ~GM )|FM ~GM )|2, (2.43)
where
FM (~GM ) =
∑
j
(
γr0
2
)gf( ~Q)~S⊥j e
i ~GM ·~dje−Wj , (2.44)
and ~S⊥ is the component of magnetic moment perpendicular to the scattering vector
~Q. Note that except for ferromagnetism and the unusual ~Q = 0 magnetism exhibited
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by the cuprates (e.g., in [99]), the magnetic-lattice vector ~GM typically differs from
the structure-lattice vector ~G. The magnetic structure factor FM (~GM ) is only sensitive
to the component of magnetic moment perpendicular to the scattering vector. In or-
der to obtain the absolute values of the magnetic structure factor, the magnetic Bragg
scattering intensity (Imag) is usually compared to that of nuclear Bragg scattering (Inuc).
Magnetic inelastic scattering
A quantum of the collective excitation of an ordered spin structure is called a magnon
or spin wave, which is similar to the phonon (a quantum of collective excitation of
the vibration of the crystal lattice). At non-zero temperature, thermal energy results
in fluctuations of spin orientations. At zero temperature, quantum fluctuations (e.g.,
a temporary change of the energy in space, as described by Heisenberg’s uncertainty
principle) can have a similar effect.
In analogy to the dynamic structure factor (Eq. 2.33), the dynamic magnetic struc-
ture factor is
SM ( ~Q, ω) = S
∑
GM ,q
[(
1
e~ωq/kBT − 1 + 1)δ(
~Q− ~q − ~GM )δ(ω − ωq)
+
1
e~ωq/kBT − 1δ(
~Q+ ~q − ~GM )δ(ω + ωq)].
(2.45)
For a simple Heisenberg ferromagnet with cubic lattice, the spin-wave dispersion at
small ~q is [131]
~ωq = 2JSa2q2, (2.46)
where J is the exchange energy and a is the lattice parameter, and only nearest-neighbor
interactions are considered. Similarly, for a classical Heisenberg antiferromagnet (i.e.,
neglecting the effect of quantum fluctuation), the spin-wave dispersion at small ~q is [131]
~ωq = nJSaq2, (2.47)
where n denotes the number of nearest neighbors.
In case that interactions between spin waves are relevant, the effect of damping needs
to be considered. Similar to inelastic nuclear scattering, the delta function in energy is
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replaced by a Lorentzian function:
1
ω~q
δ(ω ± ω~q)→ 1
ω′~q
Γ~q
(ω ± ω′~q)2 + Γ2~q
, (2.48)
where ω′2~q = ω
2
~q − Γ2~q .
2.3.2 Triple-axis and two-axis spectrometers
In this Thesis work, two types of research reactor based neutron spectrometers (triple-
axis and two-axis spectrometers) were used. A schematic illustration of the triple-axis
spectrometer is shown in Fig. 2.20.
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monitor
Figure 2.20: Illustration of the triple-axis spectrometer.
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? ? ,??
? ? ,??collimator
monitor
Figure 2.21: Illustration of the two-axis spectrometer.
The term triple-axis refers to the three rotational axes of the instrument: the
monochromater, sample, and analyzer axes [138]. The energies of the incident and
scattered neutrons are selected by the monochromator and the analyzer, respectively.
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(0.5 0.5 L)
Figure 2.22: Scattering geometry for an energy-integrating two-axis measurement. Such
a measurement is feasible for quasi-one-dimensional and quasi-two-dimensional magnetic
systems. In the latter case, the cross section is nearly independent of one momentum-
transfer direction ([0 0 1] in the case of the lamellar cuprates). The grey horizontal
bar shows the one-dimensional magnetic scattering rod above the Ne´el temperature of
the cuprates. Dots and dashed lines indicate the reciprocal lattice of the material. By
allowing kf and hence Ef to vary while fixing the ki, the momentum-transfer component
perpendicular to the scattering rod is kept constant. This special scattering geometry
allows the measurement of the energy-integrated (instantaneous) spin structure factor.
~q2D is measured from the center of the scattering rod at (0.5 0.5 L). The inverse half-
width of the rod is the instantaneous magnetic correlation length. Figure adapted and
modified from [44].
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The monochromator and the analyzer are made of special crystals (typically pyrolytic
graphite) that select the neutron energies through Bragg scattering. Only neutrons with
a chosen energy (or wavelength) satisfy the Bragg scattering condition.
nλ = 2d sin θ (2.49)
where n is an integer, d is the distance between lattice planes, and θ is the scattering
angle. The initial and final momenta are determined by the initial and final energies
and the sample scattering angle.
Neutron filters are commonly used to filter out unwanted neutrons. The neutron
filters made of pyrolytic graphite works most efficiently at discrete energies (8, 13.7,
14.7, 30.5, 35 and 42 meV). Before the neutrons reach the sample, they pass through the
monitor, which measures the flux of incident neutrons. The neutron intensity measured
by the detector is normalized by the incident flux.
Because the incident neutrons have a spatial distribution, collimators were used in
the scattering setup to better define the direction and thus momentum of the neutrons.
The collimator is made of parallel thin blades of a neutron-absorbing material, such as
Cadmium. The separation and length of the blades determine the horizontal angular
divergence of the neutrons.
The setup of a two-axis spectrometer is similar to that of the triple-axis spectrometer,
as shown in Fig. 2.21. The two-axis spectrometer does not feature an analyzer, and
hence measures an energy-integrated cross-section. The energy-integrated cross-section
is related to the instantaneous correlation function (see Chapter 3 for data and analysis).
In order to measure the instantaneous spin-spin correlations in a quasi-two-dimensional
system, the integration over energy transfer can be performed by allowing the final mo-
mentum ~kf (and hence Ef and ω) to vary while keeping ~ki fixed. The corresponding
scattering geometry is shown in Fig. 2.22. The momentum transfer ~Q = ~kf − ~ki is set
such that its crucial component ~Q2D parallel to the CuO2 plane is constant, while the
component along the crystalline c-axis is allowed to vary.
The instantaneous (equal-time) scattering function can be expressed as
S(q2D) =
∫
S(q2D, ω) dω ≈
∫ Ei
−kBT
S(q2D, ω) dω. (2.50)
Because the integration is over the range from ω = −kBT to ω = Ei, Ei has to be
large enough to include all the relevant dynamics. In this Thesis work, the initial
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energy was chosen as Ei = 14.7 meV, which was previously established to give good
estimation for the magnetic correlation length up to rather high temperature [55, 139].
The energy-integrated neutron intensity is fit to the instrument resolution convolved
with a two-dimensional Lorentzian [55, 140]:
S(q2D) =
S(0)
1 + q22Dξ
2
, (2.51)
where q2D is the planar distance from center of the two-dimensional antiferromagnetic
scattering rod at (0.5 0.5 L).
Instrument resolution
In the previous discussion, the instrument resolution was not considered, i.e., the dis-
tributions of the neutrons’ momenta and energies were assumed to be delta functions.
This assumption does not hold in practice. Denoting ∆ki (∆kf ) as the deviation from
the neutrons’ initial (final) momentum around their nominal value, respectively, and
pi(∆ki) (pf (∆kf )) as the corresponding distribution function, the neutron intensity
I( ~Q, ω) is given by
I( ~Q, ω) ∼
∫
pi(∆ki)S( ~Q, ω)pf (∆kf )d∆kid∆kf . (2.52)
When the distribution functions pi(∆ki) and pf (∆kf ) have the most weight around the
nominal momentum values, Eq. 2.52 can be estimated as
I( ~Q, ω) ∼
∫
R(∆ ~Q,∆ω)S( ~Q, ω)d∆kid∆kf , (2.53)
where R(∆ ~Q,∆ω) is the resolution function.
R(∆ ~Q,∆ω) is a four-dimensional function (the three-dimensional momentum trans-
fer and the one-dimensional energy transfer). Fortunately, the resolution function per-
pendicular to the scattering plane (vertical resolution) is decoupled from the remaining
dimensions. The collimators in Fig. 2.20 and Fig. 2.21, which are open in the vertical
direction and hence give rise to a very coarse vertical distribution, are designed based
on this fact.
In this Thesis work, the resolution function of the triple-axis instrument was calcu-
lated by a MATLAB program, which was included in [44]. The MATLAB program was
61
Figure 2.23: Example of calculated triple-axis instrument resolution with collimator
configuration 48′-40′-sample-20′-80′ at (H K L)=(1.5 0 0.5) r.l.u.. Qx and Qy indicate
momentum transfer along [1 0 0] and [0 1 0] parallel to the CuO2 plane. ω indicates
the energy transfer. The resolution function perpendicular to the scattering plane is
decoupled from the remaining dimensions of the function and is not shown. The green
and red lines shows the resolution function and its projections at a number of energy
transfers, respectively. The displayed graph is calculated using the ResLib package [141].
constructed from the ResLib files at Oak Ridge National Laboratory [141]. An example
of the resolution function is shown in Fig. 2.23. A detailed discussion of the resolution
function for the two-axis case was included in [40].
2.4 Muon spin rotation/relaxation
2.4.1 µSR theory and instrumentation
Muon spin rotation/relaxation (µSR) is a high sensitivity probe of magnetism at the
microsecond timescale even in random or dilute spin systems. Detailed discussions of
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the µSR technique are included in [142, 143].
Muons with positive charge (µ+) are produced from the decay of pions (pi+). The
pions are obtained by bombarding nuclei of light elements, such as carbon or beryllium,
with high energy protons:
p+ p→ pi+ + p+ n, (2.54)
p+ n→ pi+ + n+ n. (2.55)
The pions are very unstable and subsequently decay into muons and neutrinos:
pi+ → µ+ + υµ. (2.56)
Because pions carry no spin and the neutrinos’ spin is antiparallel to its kinetic momen-
tum (due to parity violation), muons are fully polarized with spin (Sµ = 1/2) antiparallel
to their kinetic momentum Pµ. The muons have a typical kinetic energy of 4.12 MeV
and an isotropic spatial distribution. When interacting with matter, the muon kinetic
energy is affected by the Coulomb interaction and by thermalization, while the muon
spin probes the strength and distribution of the local magnetic field.
In a classical picture, the time dependence of muon spin direction (~Sµ) in a local
magnetic field ( ~Hlocal) is
d~Sµ(t)
dt
= γµ~Sµ(t)× ~Hlocal(t), (2.57)
where γµ is the gyromagnetic ratio. The muon is unstable with a mean life-time of
about 2.2 µs, and it decays into one positron and two neutrinos:
µ+ → e+ + υe + υµ. (2.58)
Because of parity violation (a parity transformation is the simultaneous sign flip of all
the spatial coordinates), the positrons are preferentially emitted along the muons’ spin
direction when the decay occurs. The angular distribution of the emitted positrons is
W (φ) = 1 + a(E) cos(φ), (2.59)
where φ is the angle between the positron emission direction and the muon’s spin di-
rection. The coefficient a(E) depends on positron energy, and have an average value of
〈a(E)〉 = 1/3.
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Figure 2.24: Illustration of the detector component of a µSR instrument (zero exter-
nal magnetic field). The spatial distribution of the emitted positrons is preferentially
along the spin direction of the muons when decay occurs (see illustrations for other
measurement configurations in [144]).
An illustration of the detector components of µSR instrument is shown in Fig. 2.24.
The angular distribution A(t) of the positrons (also named asymmetry function or µSR
time spectrum) is obtained with forward (F ) and backward (B) positron detectors:
A(t) = (B − F )/(B + F ). (2.60)
This formalism ensures that the asymmetry function A(t) reaches its maximum at t = 0.
Typical µSR measurement configurations are: (1) zero external magnetic field, (2)
longitudinal external field, and (3) transverse external field. Denoting the angle between
the local magnetic field ~H (a combination of the intrinsic and the external magnetic
fields) and the muon spin direction (~Sµ) as θ, the muon precession can be written as
σ(t) = cos2(θ) + sin2(θ) cos(γµHt). (2.61)
In case that the local magnetic field has a certain spatial distribution, P (H), the cor-
relation function of the muon spin (the relation between muon spin at time t and time
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0) can be expressed as
Sµ(t)
Sµ(0)
=
∫
[cos2(θ) + sin2(θ) cos(γµHt)]P (H)d
3H. (2.62)
The µSR time spectra (asymmetry functions) for several typical spin systems that cal-
culated based on Eq. 2.62:
1. For a paramagnetic system, the time spectrum can be expressed as an exponential
decay [142]:
A(t) ∝ e−λt, (2.63)
where λ is the muon spin decay rate.
2. For a two-dimensional material with magnetic moments aligned collinearly (e.g.,
ferromagnetism or antiferromagnetism), when the initial muon spin direction ~Sµ is per-
pendicular to the moment direction [142]:
A(t) ∝ e−λM t cos(γµHt+ φ), (2.64)
where γµH (oscillation frequency) is proportional to the local magnetic field strength,
and λM is the decay rate.
3. For a magnetically ordered polycrystalline sample [142]:
A(t) ∝ 1/3e−λt + 2/3e−λM t cos(γµHt+ φ). (2.65)
The oscillatory contribution (the prefactor 2/3) comes from the two magnetic moment
components perpendicular to the initial muon spin direction. The constant contribution
(the prefactor 1/3) comes from the component of the moment parallel to the initial muon
spin direction.
4. For a Gaussian-distributed magnetic field parallel to the initial muon spin (the
Kubo-Toyabe function) [142]:
A(t) ∝ 1/3e−λt + 2/3(1−∆2t2)e−∆2t2/2, (2.66)
where ∆ is the distribution width of the local magnetic field.
5. For an isotropic Lorentzian magnetic field distribution [142]:
A(t) ∝ (1− at)e−at, (2.67)
where a is the muon spin decay rate.
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2.4.2 Analysis of the µSR time spectrum
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Figure 2.25: Representative ZF and LF µSR time spectra for NCCO with x = 0.118
and TN ≈ 115 K. The solid lines and the full symbols indicate the fits discussed in the
text and the raw data, respectively.
Representative µSR time spectra for the zero external field (ZF) and the longitudinal
external field (LF) measurement configuration are shown in Fig. 2.25. In case there
exist regions with and without magnetic order in a sample (e.g., NCCO at intermediate
Ce concentration), the ZF µSR time spectrum can be described by a two-component
function:
A(t) = A1e
−λ1t cos(γµHt+ φ) +A2e−λ2t, (2.68)
where A1, λ1, γµH and φ are the initial asymmetry, depolarization rate, muon precession
frequency, and initial phase for the muon spin in the magnetic regions, respectively, and
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A2, λ2 are the corresponding parameters for the non-magnetic regions.
Above the magnetic ordering temperature, the internal field strength is small and
random, and no oscillatory behavior is observed in the µSR time spectrum. Below
the ordering temperature, a local magnetic moment starts to form. Once the spin-spin
correlation timescale is longer than the timescale probed by the muons (at about 1
µs, because the muon decay time is about 2.2 µs), oscillatory behavior appears (see
Eq. 2.68). The oscillation frequency is proportional to the temperature-dependent local
field strength. The muon spin relaxation rate, λ1, captures the local field distribution.
The LF µSR time spectrum for NCCO can be described as
A(t) = ALe
−λLt. (2.69)
Because of the relatively large external magnetic field, the material’s intrinsic magnetic
field can be treated as a perturbation. When the initial muon spin is parallel to the
external field, no oscillatory behavior is observed. At high temperatures, the muon
spins, which are initially antiparallel to the external field, repopularize into two principal
configurations: (1) muon spins antiparallel to the external field, and (2) muon spins
parallel to the external field. This repopulation process causes a relaxation of the muon
spins (i.e., the spin-lattice relaxation).
As discussed in Chapter 3, a number of materials properties, including the local
magnetic moment (converted from γµH), the spin-lattice relation rate (λL), the ZF spin
relaxation rate (λ1), and the magnetic volume fraction [calculated as VM = A1/(A1+A2)]
can be obtained from the ZF and LF µSR time spectra.
A representative transverse-field (TF) µSR time spectrum is shown in Fig. 2.26. The
TF µSR time spectrum can be expressed as
A(t) = Ae−σ
2t2/2 cos(γµHt+ φ). (2.70)
The decay rate, σ, contains information about the superfluid density. Early µSR exper-
iments for the hole-doped cuprates revealed a phenomenological relation between the
extrapolated zero-temperature value of σ and the superconducting transition tempera-
ture [145] (see also Chapter 4).
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Figure 2.26: Representative TF µSR time spectrum for NCCO with x = 0.170. The
green solid line and the blue open circles indicate the fit and the raw data, respectively.
2.5 Charge transport measurements
2.5.1 Classical picture of the magnetoresistivity
Magnetoresistivity is an important probe of the Fermi surface of materials. At high mag-
netic fields (ωcτ  1, where ωc is the cyclotron frequency and τ is the scattering mean
free time), quantum oscillations (i.e., Shubnikov-de Haas oscillations in the resistivity)
occur as the Fermi energy passes different Landau levels. The oscillation frequency, with
respect to the magnetic field strength, contains information about the size of the Fermi
surface in the high magnetic field. At low magnetic fields (ωcτ  1), where potential
Fermi-surface reconstruction induced by the magnetic field is of much less concern, Lif-
shitz et al. [146–148] studied the magnetoresistivity of open and closed Fermi surfaces
and observed that ∆ρ/ρ(H = 0) ∝ b2H2 for systems with two conduction bands. Here,
ρ(H = 0) is the resistivity in zero magnetic field and ∆ρ = ρ(H) − ρ(H = 0). The
magnitude of magnetoresistivity (quantified by b2) of open Fermi surfaces is usually
much less than that of closed Fermi surfaces at low magnetic fields. At intermediate
field strength (ωcτ ≈ 1), the magnetoresistivity of closed Fermi surfaces saturates and
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deviates from the quadratic field dependence, but that of an open Fermi surface con-
tinues to behave as ∆ρ/ρ(H = 0) ∝ b2H2 and become much larger. For systems with
two (electron and hole) bands, in case the Fermi surface for one type of carriers is much
smaller than that for the other, the deviation of magnetoresistivity from the quadratic
field dependence reflects a saturation effect of the small Fermi surface. The carrier den-
sity can be estimated from the size of the Fermi surface. The formulae for calculating
the magnetoresistivity based on the Fermi surface of the electron-doped cuprates are
included in Chapter 4.
2.5.2 Measurement geometries and instrumentation
V+ V- 
I+ I- 
a 
c 
(a) 
(b) 
c 
a 
I+    I- V+ V- 
Figure 2.27: Illustrations of the four-point contact geometries for (a) ab-plane and (b)
c-axis resistivity measurements. Blue areas indicate the silver paste deposition on the
sample (shown in green). The black lines indicate gold wires embedded in the silver
paste.
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Well-characterized high-quality single crystals were cut with a wire saw to desirable
sizes and shapes. For ab-plane resistivity measurements, typical sample dimensions were
4.0 × 1.0 × 0.2 mm3 (length × width × thickness). The crystal pieces were oriented
such that the crystalline a-axis was parallel to the longest edge and crystalline c-axis
was parallel to the shortest edge. For c-axis resistivity measurements, typical sample
dimensions were 3.0 × 3.0 × 0.3 mm3. The samples were oriented such that the crys-
talline c-axis was parallel to the shortest edge. The cut crystal piece was polished using
diamond sand paper with grain size smaller than 1 µm, and subsequently contacted
with silver paste (Dupont 6368 silver paste) and gold wires (1 µm in diameter). The
accuracy of the sample orientation was estimated to be better than 2◦. In order to
cure the silver paste, a mild heat treatment (20 mins at 500◦C) was applied. In case in
which the direct deposition of the silver paste on the crystal surface was difficult, gold
deposition was used.
Measurement geometries include the four-point contact, Hall bar, and Van der Pauw
configurations. Illustrations of the four-point contact geometry for ab-plane and c-axis
resistivity measurements are shown in Fig. 2.27. For measurements with current flow
along the ab-plane, the current contacts need to cover the entire side area of the crystal
slab in order to enable homogeneous current flow, and the voltage contacts should cross
the entire width. If the current contact was deposited on the ab-plane, current would
flow through a shortcut path instead of the whole sample. For measurements along the c-
axis, the current and voltage contacts form coaxial circles. The current flow through the
larger circle to ensure a homogeneous current flow along c-axis. A simple ohmic relation
exists between the measured voltage and the current source in the non-superconducting
state:
R = (V+ − V−)/(I+ − I−). (2.71)
Illustration of the Hall bar geometry for ab-plane measurements is shown in Fig. 2.28.
The resistance and the Hall constant (with an external magnetic field H) can be calcu-
lated as:
R = (V1 − V2)/(I+ − I−) = (V3 − V4)/(I+ − I−), (2.72)
RH = (V1 − V3)/(I+ − I−) = (V2 − V4)/(I+ − I−). (2.73)
In practice, contacts on the sides (i.e., V1, V3, V2, and V4) can hardly be aligned such
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Figure 2.28: Illustrations of the Hall bar geometry. Blue areas indicate the silver paste
deposition on the sample (shown in green). The black lines indicate gold wires embedded
in the silver paste.
that no longitudinal contribution enters the transverse voltage measurements. In case
that a large anisotropy of the resistivity exists (e.g., ρc ∼ 100 to 1000 ρab for the
cuprates), a slight misalignment of the contacts may introduce a substantial admixture
of longitudinal (magnetoresistance) and transverse (Hall) contributions. In addition,
disorder and defects cause the current to deviate from the ideal straight path, even
when the contacts are aligned perfectly.
In order to separate the longitudinal and transverse contributions, measurements
with Hall bar geometry involved altering the direction of the external magnetic field.
The magnetoresistance usually depends on the magnitude, but not the direction of
the external field, whereas the Hall voltage depends on both. An efficient method to
separate the two contributions is to first determine the longitudinal contribution by
canceling the transverse contribution upon performing measurements with the external
field in opposite directions. Once longitudinal contribution has been obtained, the
transverse contribution can be estimated.
Illustration of the Van der Pauw geometry is shown in Fig. 2.29. This geometry,
which can be used for samples with irregular shapes, requires an approximate C4 rota-
tional symmetry (invariant under a 90 degree rotation) of the sample. The gold wires
were embedded in the silver paste which completely covered the four corners. Denot-
ing the current (voltage) in the ab-plane by Iij (Vml), where i, j, m, and l are contact
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Figure 2.29: Illustrations of Van der Pauw contact geometry for ab-plane measurements.
Blue areas indicate the silver paste deposition on the sample (shown in green). The black
lines indicate gold wires embedded in the silver paste.
number, a ratio between voltage and current can be written as
Rij,ml = Vij/Iml, (2.74)
The resistance can be expressed as
Rvertical = (R13,24 +R31,42 +R24,13 +R42,31)/4, (2.75)
Rhorizontal = (R12,34 +R34,12 +R21,43 +R43,21)/4. (2.76)
In an external magnetic field B, the Hall constant can also be measured with the Van der
Pauw geometry. Denoting the ratio in Eq. 2.74 for magnetic field parallel (antiparallel)
to crystalline c-axis as R+ab,cd (R
−
ab,cd), in case of a constant current, the Hall constant
is
RH = (R
+
14,23 −R−14,23 +R+23,14 −R−23,14 +R+41,32 −R−41,32 +R+32,41 −R−32,41)/8B. (2.77)
An in-house Quantum Design Inc., physical property measurement system (PPMS,
with maximal magnetic field 9 Tesla) and high-field resistive magnets at the National
High Magnetic Field Laboratory (NHMFL, with magnetic field up to 34.5 Tesla) were
used for the charge transport experiments. Samples were attached to rotational plat-
forms (pucks) in both cases. In order to avoid accidental current flow between the
samples and the platform surface, electrically isolating but thermal conducting sapphire
plates were inserted between the two. The sample holders for the high-field measure-
ment were similar to that used with the PPMS systems. Stycast glue was used to glue
samples to the holder in order to avoid sample levitation at low temperatures.
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Lock-in amplifiers were used to extract signals and suppress the measurement noise,
and they are critical for the ab-plane measurements, for which the electrical resistivity
is on the order of 1 to 100 µΩcm. Orthogonality of sinusoidal functions was the key
principle used to suppress the measurement noise. The input signal (Vin, a combina-
tion of intrinsic signal and environmental noises) was first multiplied with a sinusoidal
reference function [sin(ωt + φ)] generated by an oscillator, and then integrated over a
period of time (∆t, typically on the order of 1 to 1000 ms):
Vout(t) =
∫ t+∆t
t
sin(ωt+ φ)Vin(t)dt (2.78)
In the limit of large ∆t, any signal that has frequency other than ω/2pi is suppressed.
Only when the frequency of reference function equals that of the intrinsic signal, the
output is an approximate dc signal. Modern lock-in amplifiers have two detectors (one
in-phase detector and one out-of-phase detector). The out-of-phase detector has a ref-
erence function with additional pi/2 phase compared to that of the in-phase detector.
The voltage of the two detectors (V in−phaseout and V
out−of−phase
out ) can be expressed as
V in−phaseout (t) ∼ Vin cos(∆φ) (2.79)
V out−of−phaseout (t) ∼ Vin cos(∆φ+ pi/2) ∼ Vin sin(∆φ), (2.80)
where Vin is the amplitude of the intrinsic signal and the ∆φ is the phase difference
between the reference function and the intrinsic signal. The relation between output
voltage and phase is
Vout(t) =
√
[V in−phaseout (t)]2 + [V
out−of−phase
out (t)]
2, (2.81)
tan(∆φ) = V out−of−phaseout (t)/V
in−phase
out (t). (2.82)
Chapter 3
Revised phase diagram of the
electron-doped cuprates
This Chapter focuses on the multi-parameter (chemical substitution, oxygen reduction
condition, doping and temperature) phase diagram of NCCO constructed using neutron
scattering, µSR and SQUID magnetization results. It will be explain how observables
such as the Ne´el temperature, staggered magnetization, instantaneous spin-spin cor-
relation length, magnetic and superconducting volume fractions, spin fluctuation time
scales, and µSR relaxation rates were obtained. In addition, this Chapter describe the
observation of a clear connection between the normal-state properties and the evolution
of the Fermi surface.
3.1 Overview
The “global” phase diagram of the cuprates is very complex: it features multiple com-
peting or coexisting ordering tendencies as a function of chemical substitution, oxygen
content, electron/hole doping, temperature, etc., that are often found to be compound
specific. Although the emergence of unconventional superconductivity from an antifer-
romagnetic insulator has been intensively studied for more than three decades, it has
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remained unclear if antiferromagnetic correlations drive the supercondcutivity [27]. Su-
perconductivity on the verge of antiferromagnetic order has been observed in correlated-
electron systems other than the cuprates [52], including iron-based [46–48, 149], heavy-
fermion [51, 150], and organic [50] superconductors.
The parent compounds of the electron-doped cuprate materials have been argued
to be either charge-transfer insulators (insulating behavior due to electron correlations)
or the Slater insulators (insulating behavior due to antiferromagnetic correlations) [42,
61, 70–72]. These parent compounds have the tetragonal prime (T’) structure (see
Chapter 1), in which copper and oxygen atoms form a square planar structure. In as-
grown samples, without any oxygen manipulation, it was observed that a few percent
of oxygen atoms reside at the nominally vacant apical sites (above or below the copper
atoms) [42]. These apical oxygens largely modify the planar copper-oxygen environment
resulting in a local pyramid T∗ or octahedral T structure, and thus change the crystal
field splitting. Moreover, they introduce a random disorder potential in the as-grown
system.
In order to achieve superconductivity, chemical substitution (nominally Ce4+ for
Nd3+ in the case of Nd2−xCexCuO4+δ) and/or oxygen reduction are required, which
changes the electron filling (chemical potential), the local structure, and disorder poten-
tial. Without the oxygen reduction process, the T’ materials remain non-superconducting
up to the chemical solubility limit (typically x ≈ 0.2). Only after the oxygen reduction,
superconductivity emerges at low temperatures.
Substitutional doping at small Ce concentrations was intensively studied and sug-
gested to effectively dilute the magnetic moment on the copper sites [56, 151, 152]. The
instantaneous spin-spin correlation length of the substituted materials was found to fol-
low that of the random diluted antiferromagnet [139]. For NCCO samples subjected to
the standard oxygen reduction procedure (Chapter 2), neutron scattering measurements
indicated that the antiferromagnetic phase has considerable overlap with the supercon-
ducting phase [139]. Our group’s more recent work [55], in contrast, demonstrated that
genuine long-range antiferromagnetic order does not extend nearly as far (it extends
to x ≈ 0.12 in NCCO). This is still much further than in the case of the hole-doped
cuprates, antiferromagnetic order in La2−xSrxCuO4 vanishes at p ≈ 0.02 [140]. Naively,
when the CuO2 planes are doped with electrons, the electrons prefer to enter Cu 3dx2−y2
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orbitals, leading to a non-magnetic 3d10 configuration, whereas doped holes prefer to
enter planar oxygen sites and rapidly frustrate the antiferromagnetic order (see Fig. 1.4).
The effects of oxygen reduction were initially much less studied. Although a weak-
ening and/or suppression of the antiferromagnetism was universally observed, the exact
reason for this has remained still unclear. The oxygen reduction conditions can be
broadly categorized into three classes: (1) as-grown, namely no oxygen reduction; (2)
the standard reduction condition described in Chapter 2; and (3) the special reduc-
tion condition, which is harsher (either in a high temperature or lower oxygen partial
pressure) than the standard reduction and uses powders or polycrystals to protect the
sample [119]. In this latter case, it was found that the superconductivity doping range is
extended to lower Ce concentration (x ≈ 0.04) [153], indicating the possibility that su-
perconductivity might in principle be achievable without substitutional Ce doping. For
thin-film samples subjected to a reduction treatment similar to (3), superconductivity
was indeed observed in parent compounds, such as Nd2CuO4+δ [154] and Pr2CuO4+δ
[63, 119], and it was suggested that no long-range antiferromagetic order exists in these
samples [119, 155]. How exactly the reduction enables the emergence of superconduc-
tivity remains an open question. It is a distinct possibility that the superconducting
films with x = 0 are effectively doped as a results of oxygen non-stoichiometry [119].
Because both chemical substitution and oxygen reduction modify the chemical po-
tential and change the disorder potential landscape, it is difficult to separate the effects
of the two. Resolving this issue in the case of the electron-doped cuprates would con-
stitute significant advance in understanding of these correlated-electron systems.
3.2 Magnetic properties
This Section mainly presents the magnetic properties of NCCO obtained via neutron
scattering and µSR techniques. Neutron scattering probes magnetic correlations at
(approximately) the picosecond timescale via the magnetic dipole interaction, averaged
over the whole sample (Chapter 2). µSR is a highly sensitive local probe of magnetism
even in random or dilute spin systems at (approximately) the microsecond timescale, and
it probes local magnetism via the spin precession and relaxation of muons implanted in
a sample (Chapter 2). Utilizing these two techniques, the magnetic properties of NCCO
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subjected to standard oxygen reduction (and in a few cases, also as-grown samples) were
obtained at various lengthscales and timescales as a function of Ce concentration and
temperature.
3.2.1 Ne´el temperature
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Figure 3.1: Demonstration of the determination of the Ne´el temperature from the neu-
tron diffraction intensity at (0.5 0.5 1) for a reduced NCCO sample with x ≈ 0.13. Fit
(orange solid line) of the intensity (green dots) to Eq. 3.2 was used to obtain the TN. A
Gaussian distribution of Ne´el temperature (width ∆TN) was assumed.
The Ne´el temperature (TN) is the temperature below which an antiferromagneti-
cally correlated spin system orders. It is the analogue of the Curie temperature for
ferromagnets. The quantum treatment of antiferromagnetism differs from the classical
procedure developed by Louis Ne´el [157] (the quantum ground state is a superposition of
eigen-wave-functions). Experimentally, the measured value of TN is the temperature at
which spin fluctuations become slower than the timescale of the probe. In this Section,
TN was obtained via both neutron scattering and µSR.
Neutron diffraction intensities (scans of the sample angle, i.e., θ-scans, obtained at
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Figure 3.2: Determination of the Ne´el temperature from ZF µSR for many oxygen-
reduced samples and one as-grown (AG) x = 0.170 sample. The ZF muon precession
frequency ω (symbols) was fit (lines) to a rounded power-law function.
discrete temperatures) at antiferromagnetic Bragg peak positions (which do not coincide
with the structural nuclear Bragg peak positions), were used to obtain TN. TN was
estimated as the temperature at which neutron intensity levels off, taking into account
the previously established sample inhomogeneity, which manifests itself in a macroscopic
distribution of the transition temperatures [40, 44]. The neutron intensity measures the
square of the order parameter (i.e., the staggered magnetization of the antiferromagnetic
order, see 2.43). The staggered magnetization (Mst) and neutron intensity are
Mst ∝ (TN − T )β, (3.1)
I ∝M2total, (3.2)
where β is the order parameter critical exponent. Prior measurements of Nd2CuO4
yielded a value of β ≈ 0.27 [40, 44]. For a system with macroscopic inhomogeneity, a
distribution of TN should be considered [40, 44]. A Gaussian distribution of TN was
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Figure 3.3: Summary of the doping dependence of TN for as-grown and reduced NCCO.
Magenta solid and dotted lines indicate the superconducting transition temperature
(Tc). Black dotted (neutron data for as-grown NCCO), blue dashed (neutron data for
reduced NCCO) and blue solid lines (µSR data for reduced NCCO) are guides to the
eyes. With a shift of ∆x = −0.03, TN of as-grown NCCO collapses to that of reduced
samples. Neutron data also taken from Mang et al. [139] and Uefuji et al. [156].
assumed. The data for the Ce-doped samples are not of sufficiently high quality to
allow for a reliable determination of β. Because the Ne´el transition is very broad in
temperature for samples with high Ce concentrations, β was fixed to 0.27 in order to
extract TN. The intensity in Fig. 3.1 obtained at the (0.5 0.5 1) reflection for x ≈ 0.13
NCCO was fit to Eq. 3.2 convolved with a Gaussian distribution of TN.
The Ne´el temperature was also obtained from the ZF muon precession frequency ω.
This frequency is a probe of the strength of the internal magnetic field at the muon
stoppage site, and hence of the magnitude of local magnetic moment. For each sample,
it was measured at a number of temperatures and fit to the critical function (Eq. 3.1)
convolved with a Gaussian distribution of TN. Representative µSR data and fits are
shown in Fig. 3.2. The high-temperature tails (for x = 0.118 and 0.128) were ignored
in the fits, but the temperature ranges where the tails exist were added into the error
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estimation.
The doping dependence of TN for NCCO is summarized in Fig. 3.3. The data are
for NCCO subjected to standard reduction conditions and without oxygen reduction
(as-grown) [55, 139, 156]. The doping dependence of TN for as-grown samples with Ce
concentration x + ∆x overlaps with that for reduced samples with Ce concentration
x, where ∆x = −0.03 [44, 139]. TN obtained from the ZF muon procession frequency
coincides with the neutron diffraction results at x < 0.145, but becomes negligible at
higher Ce concentrations. This indicates that the magnetic order at x > 0.145 appears
to be static on the timescale of neutron scattering (approximate 10−12 s), but is in fact
dynamic on the timescale of µSR (approximate 10−6 s). In other words, genuine long-
range antiferromagnetic order in NCCO subjected to the standard oxygen reduction
does not extend beyond x = 0.145, consistent with the behavior of the instantaneous
correlation length [55].
3.2.2 Staggered magnetization
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Figure 3.4: Quasi-elastic magnetic Bragg scattering for NCCO with x = 0.118 at T = 6
K. The neutron scattering data were fit to Gaussian functions (red solid lines). The
difference in the full-width at half-maximum is due to a difference in the instrument
resolution at the two reflections.
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Figure 3.5: Doping dependence of staggered magnetization and local magnetic moment
of NCCO. The former was normalized to the values obtained for the parent compound
Nd2CuO4+δ. The ZF muon precession frequency ω at T = 40 K, which is below TN
in all samples found to exhibit Ne´el order, but still much higher than the ordering
temperature of the Nd3+ moments, was normalized to the neutron data at x ≈ 0.12.
Black solid line is a guide to the eye. Dashed lines show theoretical predictions as a
function of Ce concentration [71, 72, 158–161]. Neutron data also taken from Mang et
al. [139] and Rosseinsky et al. [162].
The staggered magnetization, the order parameter of an antiferromagnet, can be
expressed as an expectation value per antiferromagnetic unit cell (in units in which the
Bohr magneton µB ≡ 1)
Mst =
∑
i
(−1)isi = 2si, (3.3)
where i indexes the spin sites, and si indicates the spin on the i
th site. As noted, the neu-
tron intensity at an antiferromagnetic Bragg position is proportional to the square of the
staggered magnetization, whereas the ZF muon precession frequency probes the mag-
nitude of the local magnetic field (which approximately proportional to the staggered
magnetization, considering a magnetic field produced by a magnetic dipole moment).
Because the electron-doped cuprate materials contain magnetic rare earth elements
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such as Nd3+, magnetization at low temperatures includes contributions from both Cu
and rare earth elements (which typically order below T = 30 K). In order to disentangle
the two contributions, neutron diffraction intensities were measured at two Bragg peak
positions, (0.5 0.5 1) and (0.5 0.5 3). The total neutron intensity is given by [163, 164]
I(0.5 0.5 1) ∝ |SCufCu − 1.2SNdfCu|2, (3.4)
I(0.5 0.5 3) ∝ |SCufCu + 1.9SNdfCu|2, (3.5)
where SCu and SNd denote the Cu and Nd structure factors, respectively, and fCu and
fNd denote Cu and Nd form factors, respectively.
As shown in Fig. 3.4, the neutron intensities at the two Bragg positions differ from
each other. The Cu magnetic moment can be obtained by decomposing the total diffrac-
tion intensities. Because the contributions from the Cu and Nd moments have different
temperature dependences, a compensation temperature Tcomp, at which I(0.5 0.5 1) ≈ 0
can be defined. In practice, due to the inevitable background, Tcomp was defined as the
temperature at which I(0.5 0.5 1) reaches its minimum value [44]. At T = Tcomp,
I(0.5 0.5 3) ∝ S2Cuf2Cu. Tcomp ≈ 6 K was found for NCCO, regardless of Ce concentra-
tion.
The normalized staggered magnetization and local magnetic moment as a function
of Ce concentration are summarized in Fig. 3.5. In order to avoid contamination from
Nd ordered moments, the ZF muon precession frequency at T = 40 K was used to
extract the local Cu magnetic moment. The µSR data were normalized to the neutron
data at x ≈ 0.12, and they overlap with the neutron data up to about x = 0.145 (both
quantities decrease mildly as the Ce concentration increases). A sudden drop of both
quantities was observed at x ≈ 0.145, above which a small difference was observed in
the doping dependence.
Figure 3.5 also includes the results of theoretical calculations. All of these calcula-
tions have some difficulty in capturing the doping dependence of the magnetization over
the whole doping range. The work of Kusko et al. [158], which is based on the one-
band Hubbard model (t-U model), does not explain the assumed doping dependence of
the onsite interaction U . The work of Yuan et al. [159] is based the t-J model, with
J being too small to account for the band gap at small Ce concentration. Yan et al.
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[160] extend the fluctuation-exchange approach to the Hubbard model and consider the
disorder effect of dopants. The mean-field calculation by Xiang et al. [161] based on
the t-U -J model exaggerates the magnetization at high Ce concentrations. The work
by Weber et al. [72], which assumes the parent compound to be a Slater insulator,
does not explain the sudden drop of magnetization at x ≈ 0.145. The sudden drop
of magnetization may be understood upon considering the underlying first-order phase
transition found in this Thesis work.
3.2.3 Instantaneous spin-spin correlation length
The instantaneous spin-spin correlation length ξ is the characteristic length scale over
which unpaired electron spins (giving rise to the Cu magnetic moment in the case of
the cuprates) are correlated at an instant in time. This observable was obtained with
the energy-integrating (two-axis) neutron scattering technique, for which the energy
integration (at fixed two-dimensional momentum transfer q2D) was achieved by allowing
the final neutron energy to vary [165] (see Chapter 2).
Due to the quasi-two-dimensional nature of the cuprates, S(Q,ω) is effectively in-
dependent of L ( ~Q = (H K L) r.l.u.) and can be written in the terms of the two-
dimensional reduced wave vector ~q2D as S(q2D, ω). Because of the isotropic nature of
the two-dimensional spin correlations, the dynamic structure factor only depends on the
magnitude q2D ≡ |~q2D|. Upon integration over energy, this becomes instantaneous struc-
ture factor S(q2D). S(q2D) for a two-dimensional quantum Heisenberg antiferromagnet
is given as [166]
S(q2D) = S(0)f(q2Dξ), (3.6)
f(q2Dξ) =
1 + 0.5Bf ln(1 + x
2)
1 + x2
, (3.7)
where Bf is a constant. Because the signal to noise ratio of the neutron scattering
measurement does not allow a lineshape analysis, and the proper functional form for
the electron-doped system is unknown, S(q2D) was instead fit to a Lorentzian (Bf = 0)
convolved with instrument resolution (see Chapter 2).
Representative two-axis data for NCCO with x = 0.118 are shown in Fig. 3.6. At 160
K (TN ≈ 150 K), the antiferromagnetic correlation length is so large that the full-width
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Figure 3.6: Representative two-axis neutron scattering data for x = 0.118 NCCO from
which the instantaneous structure factor S(q2D) and correlation length ξ are extracted.
Raw data (scans along ~q2D = (h h)), fits, and instrument resolution are indicated as
black circles, blue solid lines, and red dashed lines, respectively. The instantaneous
correlation length ξ is found to increase from about 10 to 200 lattice constants between
room temperature and 160 K (TN ≈ 150 K). Neutron initial energy Ei = 14.7 meV. The
collimations were 48
′
-40
′
-sample-20
′
. Measurements taken near L = 0.5.
at half-maximum of the peak centered at q2D = (0.5 0.5) approaches the instrument
resolution, and thus the uncertainty of ξ is large. At high temperatures, q2D broadens
and the uncertainty due to the non-zero instrument resolution are lower, whereas the
uncertainty due to the smaller signal-to-noise ratio is larger than at lower temperatures.
In both cases, the estimation of the antiferromagnetic correlation length sensitively
depends on determination of the background intensity, and thus it was crucial to obtain
sufficient counting statistics.
The temperature dependence of ξ for NCCO at various Ce concentrations is sum-
marized in Fig. 3.7. The correlation length for the x = 0.118 sample has an exponential
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Figure 3.7: Instantaneous spin-spin correlation length for NCCO samples with various
Ce concentrations. Magenta and yellow lines show fit to Eq. 3.8 and Eq. 3.10, respec-
tively. This figure includes results for x = 0.118, 0.123, 0.126, 0.133, 0.141, and 0.156
from [40].
temperature dependence. The large extrapolated correlation length (ξ/a ≈ 400) at the
sample’s Ne´el temperature (TN ≈ 150 K) is consistent with long-range order. However,
the correlation length for x ≈ 0.141 (and higher Ce concentrations) behaves qualita-
tively differently. It does not diverge and remains finite down to the lowest measured
temperatures, despite the fact that quasi-elastic neutron scattering data would seem to
suggest Ne´el order below TN ≈ 90 K (see Fig. 3.3). For samples with intermediate Ce
concentrations, ξ reaches its maximum value at approximately TN.
It is interesting to consider the neutron data for NCCO in the context of the quantum
nonlinear σ model (QNLσM) [167–169]. The QNLσM is the simplest continuum model
which correctly captures the long-wavelength physics contained in classical Heisenberg
lattice models [40]. In order to derive the QNLσM model, a lattice Heisenberg model
in the S → ∞ limit was used [170]. It is difficult to determine the model parameters
theoretically for systems with small S, i.e., where quantum fluctuations need to be con-
sidered. The QNLσM features three regimes as a result of a quantum phase transition:
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Figure 3.8: Spin stiffness, plotted as 2piρs/J for as-grown (open circles) [139] and oxygen
reduced (orange filled circles) [40, 55] NCCO. The value J = 125 meV is the antifer-
romagnetic superexchange energy estimated for the parent compound Nd2CuO4 [44].
The dotted line denotes a linear fit to the as-grown data, whereas the solid blue line is
a guide to the eye for the reduced samples. The vertical dashed line indicates x = 0.12.
Figure adapted and modified from [40].
(1) the renormalized classical regime, where long-range order exists at T = 0 K; (2)
the quantum critical regime; (3) the quantum disordered regime, where no long-range
order exists at T = 0 K. At zero temperature, the three regimes are separated by a
quantum critical point [167–169]. In the renormalized classical regime, as T → 0, the
instantaneous spin-spin correlation length is given as [40, 55]
ξ(T ) = Cξae
2piρs/kBT , (3.8)
where a is the lattice constant. Cξ is a constant and ρs is the spin stiffness, which denotes
the energy cost of applying a twist of the spins, at T = 0. In the quantum critical regime,
the spin-spin correlations falls off as an inverse power of temperature (ξ(T ) ∼ T−1).
With parameters Cξ and ρs determined from the data phenomenologically, Eq. 3.8
describes correlation length for NCCO samples at Ce concentrations below x = 0.12
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Figure 3.9: Representative data for the instantaneous structure factor amplitude S(0)
for NCCO. The temperature at which the amplitude reaches its maximum corresponds
to TN as measured by quasi-elastic neutron scattering (arrows). NIST: National In-
stitute of Standard technology. ORNL: Oak Ridge National Laboratory. This figure
includes data from [40].
very well.
Hasenfratz and Niedermayer [171] calculated the prefactor Cξ and obtained the first
order correction in temperature of the correlation length in the renormalized classical
regime as
ξ(T ) =
e
8
~cs
2piρs
[
1− T
4piρs
]
e2piρs/kBT , (3.9)
where cs is the spin-wave velocity. In this Thesis work, because T  4piρs, Eq. 3.8
was used to estimate the magnetic correlation length for NCCO samples at low and
intermediate Ce concentrations.
Figure 3.8 shows the doping dependence of the spin stiffness and emphasizes the
discontinuous nature of the correlation length at x ≈ 0.12 for NCCO samples subjected
to standard reduction condition. For x > 0.12, where genuine long-range order no longer
exists, the spin stiffness is zero. For x < 0.12, ρs decreases gradually with increasing Ce
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concentration and remains a large fraction of J . It is not clear why the spin stiffness at
lower Ce concentrations for the oxygen-reduced samples seems to be larger than that of
the as-grown system.
Because the instantaneous structure factor S(q2D) with q2D = 0 was measured at
L ≈ 0.5, away from the magnetic Bragg position (0.5 0.5 0), the temperature dependence
of the amplitude S(0) contains useful information (see Eq. 2.51): for T > TN , S(0)
increases upon cooling, due to the increase of antiferromagnetic correlations; for T <
TN , S(0) decreases upon cooling, due to a shift of magnetic scattering from the two-
dimensional scattering rod to the Bragg positions. The temperature dependence of S(0)
was obtained by simply fitting to Gaussian functions. Representative data for S(0) are
shown in Fig. 3.9. The temperature at which S(0) reaches its maximum corresponds to
TN as measured by quasi-elastic neutron scattering. S(0) was normalized by the sample
mass and across the neutron spectrometers in [40] using x = 0.133 data at T = 30 K.
However, further analysis shows that S(0) for x = 0.133 at T = 30 K is accidentally
much smaller than for other samples at lower and higher Ce concentrations measured at
National Institute of Standard Technology (NIST). This issue caused an over-estimation
of instantaneous structural factor amplitude for samples measured at NIST in [40]. In
Fig. 3.9, S(0) is shown without normalization.
After our group published ξ(x, T ) results for reduced NCCO samples with x = 0.038,
0.075, 0.106, 0.134, 0.145, 0.154, 0.166, 0.181 [55], we found that a surface-polishing
treatment can further improve the samples chemical homogeneity. Our measurements
performed at intermediate doping concentrations (x = 0.134, 0.145, 0.154) were largely
limited to temperatures comparable to or higher than the apparent Ne´el temperatures
(Fig. 3 of [55]). Samples with x < 0.12 were measured down to T = 8 K. These results
left open the possibility of a quantum critical point around x = 0.134 (Fig. 1.7). The
newer results analyzed in this Thesis work were obtained for samples with improved
chemical homogeneity and they extend to temperatures much lower than the apparent
Ne´el temperature. The new results show that the correlation length remains finite
at temperatures below the apparent Ne´el temperature for samples at intermediate Ce
concentrations (x = 0.128 and x = 0.133 as in Fig. 3.7).
The exponentially diverging correlation length for the x = 0.118 sample is indicative
of a two-dimensional antiferromagnetic system with long-range order in the ground
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Figure 3.10: Instantaneous spin-spin correlation length (data are the same as in Fig. 3.7)
and simulation. The data for NCCO with x = 0.118 and x = 0.141 were fit to Eq. 3.8
and Eq. 3.10, respectively. The data for x = 0.128 were simulated with Eq. 3.11.
state (renormalized classical regime of the QNLσM (Eq. 3.8), whereas ξ for the x =
0.141 sample is qualitatively different, consistent with quantum disordered behavior. A
heuristic form to describe a correlation length that has a finite value at T = 0 K (e.g.,
the x = 0.141 data in Fig. 3.10) was proposed in [111, 140, 172]:
1
ξ(T )
=
1
ξ0
+
1
ξT (T )
, (3.10)
where ξ0 = ξ(T = 0), and ξT denotes the high temperature dependence, as in Eq. 3.8
or Eq. 3.9. Alternatively, ξT (T ) could be a simple power-law dependence.
The temperature dependence of the spin-spin correlation length for samples with
intermediate doping concentrations can not be described with Eq. 3.8 and Eq. 3.10, nor
is it consistent with simple power-law behavior that would be expected in the case of a
second-order quantum phase transition. Instead, the behavior of ξ(x, T ) is indicative of
phase separation. In particular, the correlation length might be limited by non-magnetic
regions surrounding magnetic regions. Assuming such microscopic phase separation,
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simulations of the correlation length for samples with 0.12 < x < 0.14 were performed.
Because neutron scattering measurements constitute an average over the whole sample,
in principle two variables are crucial: (1) the volume fractions of the two types of regions
and (2) the size distribution of the regions. Since we have no information regarding the
latter, our simple model ignores the possible size distribution.
For a sample with magnetic and non-magnetic regions, we estimate the neutron
intensity as
Itotal = VMImag + (1− VM )Inon , (3.11)
where VM and 1−VM are the volume fractions of the magnetic and non-magnetic regions,
respectively. Imag (Inon) denotes the intensity due to magnetic (non-magnetic) regions,
and we simple use S(q2D) for samples with x = 0.118 (x = 0.141). The momentum
dependence of Itotal (proportional to S(q2D)total) was analyzed with Eq. 2.51 to arrive
at a simple estimation of ξ(x, T ) and S(0)total for 0.12 < x < 0.14, as shown in Fig. 3.11.
If the sizes of magnetic and non-magnetic regions are much larger than the corre-
lation length of the sample with x = 0.118, ξtotal could be directly estimated from the
momentum width of Itotal. However, in this case, we found that the resultant volume
fractions are very different from our experimental observations [40] (see Fig. 3.12). If the
magnetic regions are smaller than the correlation length for the sample with x = 0.118,
the measured correlation length for samples with phase separation will be affected by
the size of the magnetic regions: (1) the measured correlation length is limited to be
smaller than the size of the magnetic regions, or (2) the measured correlation length is
reduced compared to that in the sample with x = 0.118, even though it can be larger
than the size of the magnetic regions. In both cases, Eq. 3.11 needs to be modified.
In order to obtain reasonable volume fractions consistent with experiments (Fig. 3.12),
the correlation length of magnetic regions had to be set to about 150 lattice constants.
Physically, the need to set this upper limit is related to the limitation or reduction of
correlation length due to phase separation. It is the characteristic length scale of the
magnetic regions that sets ξtotal.
The temperature dependence of correlation length at low temperature, below the
temperature at which ξtotal takes its maximum value, was found to be mainly determined
by the size of non-magnetic regions. Setting the upper limit of the correlation length
for magnetic regions to be 150 lattice constant (below TN) and the size of non-magnetic
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Figure 3.11: Simulation of (a) the correlation length ξtotal and (b) the S(0)total for sam-
ples with indicated magnetic volume fraction VM . The correlation length of magnetic
(non-magnetic) regions was set to 150 (15) lattice constants at temperatures below the
apparent Ne´el temperature (see Fig. 3.3).
91
regions to be 15 lattice constants (consistent with the experimental results for x =
0.141), the correlation length (Fig. 3.7 and Fig. 3.10) and volume fractions (Fig. 3.12) for
samples with intermediate doping concentrations (0.12 < x < 0.14) can be reproduced
(Fig. 3.11).
3.2.4 Magnetic and superconducting volume fractions
Magnetic and superconducting volume fractions as function of Ce concentration were
studied using µSR of bulk samples and SQUID magnetization of powder samples. The
µSR time spectra for NCCO samples at intermediate doping contain contributions from
magnetic and non-magnetic regions and can be decomposed into two components (Chap-
ter 2). The magnetic volume fraction can be calculated based on the ratio of the two
components
VM = Amag/(Amag +Anon), (3.12)
where Amag and Anon are the prefactors of the magnetic and non-magnetic contributions,
respectively.
As shown in Fig. 3.12, a considerable decrease in VM occurs at x ≈ 0.145, which
coincides with a drop in the staggered magnetization, indicative of microscopic phase
separation. The superconducting volume fraction VSC was measured by SQUID mag-
netization. Because of the inevitable chemical inhomogeneity of crystalline samples
(Chapter 2), it is possible for a sample to have superconducting regions only near its
surface and to be non-superconducting in its interior. These surface superconducting
regions would expel magnetic flux (Meissner-Ochsenfeld effect) and result in a diamag-
netic signal which resembles that of a bulk superconducting phase. In order to avoid
this problem, the NCCO samples were ground into powder before the SQUID magneti-
zation measurements. As shown in Fig. 3.13, although diamagnetic signal was observed
in samples with x = 0.133, 0.141, and 0.145, the superconducting volume fractions are
well below 1. A comparison between VM and VSC is made in Fig. 3.14. The observed
anti-correlation between the two volume fractions suggests that the static antiferromag-
netic order competes with superconductivity (also see [173, 174]), indicating a possible
first-order phase transition.
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Figure 3.12: (a) Volume fraction (VM) of the antiferromagnetic ordered phase at various
temperatures and Ce concentrations obtained from µSR. VM is approximately indepen-
dent of temperature at T  TN. At very low temperatures (T < 30 K), VM can not be
readily extracted due to the magnetic order that develops on the Nd3+ ions. The dashed
line is a guide to the eye for VM at T = 40 K. (b) Magnetic volume fraction (purple line
corresponds to the dashed line in panel a) and staggered magnetization (same data as
in Fig. 3.5) as function of Ce concentration. The two quantities track each other.
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The samples were obtained by grinding up small pieces of crystal cut from large crys-
tals measured by neutron, µSR, or charge transport techniques. For the sample with
x = 0.123 (nonsuperconducting: NSC) and x = 0.128, the magnetization is positive,
indicating zero or negligible superconducting volume fractions. The results at x = 0.156
and 0.170 are nearly identical, indicating that VSC ≈ 1 at x ≈ 0.170.
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3.2.5 µSR relaxation rates
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Figure 3.15: Spin-lattice relaxation rate λLF (symbols) and the ZF muon precession
frequency ω (dashed lines; doping levels and colors correspond to those of symbols,
reproduced from Fig. 3.2). For x < 0.13, the temperature at which the spin-lattice
relaxation rate reaches its maximum value coincides with the temperature at which the
ZF muon precession frequency goes to zero. This signifies a thermal second-order phase
transition. The amplitude of the peak (solid lines are fits to Gaussian functions) in the
spin-lattice relaxation rate extrapolates to zero at x = 0.135± 0.05 (inset).
Spin-lattice relaxation refers to the evolution of the longitudinal projection of spin
magnetization towards its thermodynamic equilibrium value (spin depolarization). This
process involves an energy transfer from spins to their surroundings (lattice), but does
not require a decoupling of the spins (changes in the spin-spin correlation). On the other
hand, spin-spin relaxation denotes the process by which the transverse projection of
spin magnetization reaches its thermodynamic equilibrium value and does not explicitly
involve any energy transfer. The ZF muon relaxation λ1 of the magnetic contribution
measures the magnetic-field distribution in the sample.
The spin-lattice relaxation can be probed by the longitudinal field (LF) µSR relax-
ation rate λLF. With the initial muon spin along the direction of a large external field,
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Figure 3.16: ZF muon relaxation time 1/λ1. The data for samples subjected to standard
reduction collapse to a single curve, with a constant universal value of about 0.4 µs
between 40 K and TN.
the intrinsic magnetic field in a material serves as a small perturbation. For NCCO,
λLF is summarized and compared to the zero field (ZF) µSR procession frequency in
Fig. 3.15. The temperatures at which the λLF reaches its maximum value corresponds
to a slow-down of the spin fluctuations to the timescale of the probe (about 10−6). The
temperatures at which the ZF µSR frequency goes to zero indicates the magnetic or-
dering temperature. The observed coincidence between the two temperatures signifies
a thermal second-order phase transition. As shown in Fig. 3.15, the two temperatures
coincide for reduced samples with x 6 0.128. No visible feature was observed in λLF for
reduced samples with x > 0.128 and for the x = 0.170 as-grown sample.
The temperature and doping dependences of the ZF muon relaxation time (1/λ1) is
summarized in Fig. 3.16. For reduced samples, 1/λ1 is weakly doping independent, and
we observed data collapse between 40 K and TN to a universal value of about 0.4 µs. The
deviation below T = 40 K can be attributed to the formation of Nd3+ correlations. For
the as-grown (AG) sample with x = 0.170, 1/λ1 behaves very differently and is in rather
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good agreement with previous data on an as-grown NCCO sample with x = 0.155 [152].
At low temperatures, 1/λ1 becomes much smaller than the µSR timescale, and thus
may be less accurate. The difference between as-grown and reduced samples suggests
that the oxygen reduction process induces a substantial change in the magnetic field
distribution.
3.2.6 Spin fluctuation timescales
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Figure 3.17: Characteristic temperatures for the spin-lattice relaxation rate (Fig. 3.15)
and the instantaneous structure factor (Fig. 3.9). The temperatures at which the latter
reaches its maximum value coincide with TN (dotted line) measured by quasi-elastic
neutron scattering [55]. Blue solid line is a guide to the eye. The area between the
dashed and blue lines correspond to an approximate change in the characteristic spin
fluctuation timescale between 10−12 s and 10−6 s.
Figure 3.17 shows the characteristic temperatures for the spin-lattice relaxation rate
and the instantaneous structure factor amplitude. While the peak amplitude of λLF
approaches zero just below x = 0.14 (Fig. 3.15), the temperature dependence of S(0)
continues to exhibit a local maximum at higher Ce concentrations. The temperatures
at which λLF and S(0) reach their maxima (Tmax) indicate where spin fluctuations slow
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down to the µSR timescale (about 10−6 s) and the neutron scattering timescale (about
10−12 s), respectively. Tmax of S(0) closely traces TN measured by nominally elastic
neutron scattering experiments [139]. These de facto quasi-elastic neutron scattering
measurements were limited by the energy resolution (about 1 meV) of the triple-axis
instruments, and may include low-energy spin fluctuations. The area enclosed by the
µSR and neutron scattering results for 0.145 < x < 0.175 corresponds to a change
in the spin fluctuation timescale between 10−12 s and 10−6 s, approximately. A simi-
lar change in the spin fluctuations timescale was observed for another electron-doped
cuprate material, La2−xCexCuO4+δ (LCCO), based on transport and µSR experiments
[175, 176].
3.2.7 Revised phase diagram of NCCO
The temperature-doping phase diagram was established based on the magnetic proper-
ties described in the previous Sections. The instantaneous spin-spin correlation length
of NCCO with standard oxygen reduction condition is shown as a smoothed contour plot
in Fig. 3.18. This figure also includes previously published results [55]. Long-range anti-
ferromagnetic order (LR-AF) terminates at x ≈ 0.12. For 0.12 < x < 0.14, ξ reaches its
maximum value at an intermediate temperature that approximately matches the appar-
ent Ne´el temperature (see Figs. 3.3, 3.7, 3.10) and remains finite at lower temperatures.
For x > 0.14, ξ monotonically approaches a finite value upon cooling, as reported in [55]
(with a possible subtle decrease below Tc). A zoomed-in version of the phase diagram
(Fig. 3.19) was constructed based on the data for the magnetic and superconducting
volume fractions and the staggered magnetization. Dramatic changes were observed in
all three quantities at x ≈ 0.145.
The magnetic phase diagram of reduced NCCO as a function of temperature and
Ce concentration can be categorized into three regimes: (1) The LR-AF regime below
approximately x = 0.12, where a well-defined, thermal second-order phase transition to
an antiferromagnetically ordered state is observed and ξ diverges with an exponential
temperature dependence. In this regime, coincidence between maximum µSR spin-
lattice relaxation rate and the non-zero ZF muon precession frequency is observed at
TN, and neutron scattering and µSR experiments give the same transition temperature.
The staggered magnetization and magnetic volume fraction are large. This genuine
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Figure 3.18: Contour plot of the instantaneous magnetic correlation length as a function
of temperature and Ce concentration for NCCO subjected to standard oxygen reduc-
tion. The color scale is the result of an interpolation of data obtained at discrete Ce
concentrations and temperatures. The Ce concentrations of the measured samples are
indicated by black bars on top. The Ne´el phase with long-range antiferromagnetic order
(LR-AF), the mixed phase, the superconducting phase (SC) and the pseudogap tem-
perature (T∗, grey solid and dashed lines) [53, 54] are indicated. The dashed and solid
magenta lines for Tc indicate superconducting volume fractions below and above 50%,
respectively (see Fig. 3.14). The Ne´el temperature determined from neutron scattering
and µSR experiments corresponds to an extrapolated two-dimensional antiferromagnetic
correlation length of about ξ/a = 400.
LR-AF order does not coexist with superconductivity. (2) The nonmagnetic regime at
approximately x > 0.14, where bulk superconductivity is observed at low temperatures.
In this regime, ξ is small and levels off below about 30 lattice constants. The staggered
magnetization and magnetic volume fraction are essentially zero. No visible peak in the
spin-lattice relaxation rate is observed, although an apparent Ne´el transition is seen in
quasi-elastic neutron scattering measurements. The spin fluctuation timescale therefore
lies between the neutron scattering and µSR probing timescales. (3) The mixed-phase
regime at approximately 0.12 < x < 0.14. In this regime, ξ remains finite at low
temperature, and the peak in the spin-lattice relaxation rate gradually disappears. The
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Figure 3.19: Contour plot of magnetic volume fraction, superconducting volume frac-
tion, and staggered magnetization for NCCO subjected to standard oxygen reduction.
The color scales are the results of an interpolation of data obtained at discrete Ce
concentrations and temperatures. The Ce concentrations of the measured samples are
indicated by black bars on top. The mixed-phase, superconducting (SC) phase and
pseudogap temperature (T ∗, gray dashed line) [53, 95, 177] are indicated. Blue verti-
cal line indicates the boundary between the LR-AF order and the mixed phase. For
x < 0.14, Tc is shown by a dashed rather than a solid magenta line, since VSC < 50%.
This figure is constructed from the staggered magnetization data in Fig. 3.5, magnetic
volume fraction data in Fig. 3.12, and superconducting volume fraction data in Fig. 3.14.
staggered magnetization and magnetic volume fraction have small non-zero values. This
regime can not be simply classified as a spin-glass state, because no evidence of frozen
spins was observed by SQUID measurements down to 4 K.
Figure 3.20 shows the temperature-doping phase diagram for as-grown NCCO. No
abrupt changes in ξ, Mst and VM are observed below the Ce solubility limit (x ≈ 0.20)
[40, 139]. Because no data for ξ exist below TN and the data for VM are limited, strictly
speaking it is not evident if the mixed-phase regime is absent in as-grown NCCO below
the solubility limit. However, ξ is on the order of 50 lattice constant for the sample
with x = 0.18 at T ≈ TN + 50 K [139], and both Mst (about 0.1 µB) and VM (about
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Figure 3.20: Magnetic correlation length, magnetic volume fraction, and staggered mag-
netization for as-grown NCCO. The color scale is the result of an interpolation of data
obtained at discrete Ce concentrations and temperatures. The long-range antiferromag-
netic phase (LR-AF) and pseudogap temperature (T∗, gray diamond) [53, 95, 177] are
indicated. Blue solid curve indicates TN [139]. This figure is constructed with neutron
data (x = 0, 0.10, 0.14, 0.15, 0. 166, 0.18) from [40, 139] and µSR data (x = 0.170)
from this Thesis work.
0.6) are non-zero for the sample with x = 0.170. No discontinuity in the spin stiffness
appears in as-grown samples up to the highest measured Ce concentration (see Fig. 3.8).
Nevertheless, it is possible that there exists a mixed-phase regime , but that the minority
phase is non-superconducting.
3.3 Discussion: multi-parameter phase diagram
Based on the properties described in the previous sections (Ne´el temperature (TN),
instantaneous spin-spin correlation length (ξ), the staggered magnetization (Mst), mag-
netic (VM) and superconducting (VSC) volume fractions, a schematic phase diagram for
NCCO subjected to standard reduction is shown in Fig. 3.21. Our work indicates that
the LR-AF order evolves to the bulk superconducting phase via a mixed phase.
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Figure 3.21: (a) Schematic phase diagram of NCCO subjected to standard oxygen
reduction. (b) Zoomed-in version of (a). The phase with genuine antiferromagnetic
long-range order (LR-AF), the mixed phase, the superconducting transition temperature
(Tc), pseudogap temperature (T
∗) [53, 95], the characteristic temperatures of charge
order (T onsetCO and T
sat
CO, red solid and dashed curves) [178, 179], and the doping range
for which there exists evidence of a two-band Fermi surface are indicated.
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This evolution resembles that of other doped antiferromagnets, such as the iron-
based superconductors (La(O, F)FeAs, Sm(O, F)FeAs, Ce(O, F)FeAs, and (Ba, K)Fe2As2),
the heavy-fermion superconductors (CeRhIn5), as well as other doped Mott insulators
(ReNiO3, where RE indicates a rare-earth element, and V2O3) [52, 180]. At low and
moderate Ce concentrations, the magnetic properties of NCCO are similar to those of the
parent compound, and the instantaneous correlation length can be effectively described
by a site-dilution model [139, 181]. Upon increasing the Ce concentration, ξ abruptly
becomes short-ranged at x ≈ 0.12, which is much smaller than the two-dimensional
site percolation threshold (x = 0.41 [182]). The short-range spin correlations coexist
with superconductivity [55, 183]. Weber, Haule, and Kotliar [71, 72] suggested that
the parent compounds of the electron-doped cuprate may actually be Slater insulators
and not Mott insulators, in which the charge localization is caused by AF correlations.
How to understand the first-order transition to the metallic state in the Slater insulator
picture is not entirely clear currently [71, 72]. In contrast, Lee and Kivelson [61, 184]
argued that for antiferromagnetic Mott insulators, in which the antiferromagnetic order
is a consequence of strong electron-electron correlations, the first-order phase transition
from the Mott state to the metallic phase may occur with micro-phase separation. Vojta
and colleagues [185, 186] and Sachdev [187, 188] argued that the coexistence of chem-
ically disordered regions and magnetic clusters may cause a smeared quantum phase
transition. Magnetic clusters may be locally ordered while the bulk system is in the
disordered phase, and each cluster may order independently. Senthil and colleagues
[189] proposed a “deconfined quantum critical point,” which is associated with fraction-
alization of the order parameter only at the critical point, for the continuous quantum
phase transition between antiferromagnetism and valence bond solids.
The rather abrupt change in the magnetic and superconducting volume fractions
at x ≈ 0.145 is closely related to the evolution of the Fermi-surface topology (see
Chapter 4). Neutron and µSR measurements imply that for NCCO with x > 0.145
subjected to standard oxygen reduction, the magnetic volume fraction and local moment
are essentially zero. The appearance of hole pockets at x ≈ 0.145 [190] may thus be
related to the appearance of dynamic antiferromagnetic correlations, and not to long-
range antiferromagnetic order [190]. The presence of the two-band (electron and hole
pockets) Fermi surface observed in the phase with dynamic, short-range spin correlations
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Figure 3.22: Illustrations of (a) an hypothetical phase diagram without hole Fermi
pockets and (b) the actual underlying first-order phase transition that in the experi-
mental systems is compromised by disorder effects. The staggered magnetization, Ne´el
temperature, pseudogap temperature and magnetic volume fraction shown in (a) are
extrapolated from those at low Ce concentrations (x < 0.12).
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is not fully understood theoretically [191, 192]. Based on band structure calculations,
small hole Fermi pockets appear when the antiferromagnetic backscattering amplitude
becomes relatively small compared to the band parameters [193, 194] (see chapter 4).
These holes, like those in hole-doped cuprate materials, mighty predominately reside at
oxygen sites and rapidly frustrate the magnetic order.
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Figure 3.23: Schematic phase diagram for as-grown NCCO, for which no trace of super-
conductivity has been reported. The static long-range antiferromagnetic order (LR-AF)
and pseudogap temperature (T∗, grey diamond) [53, 95] are indicated.
Figure 3.22 illustrates a hypothetical magnetic phase diagram based on extrapo-
lation of experimental results at low Ce concentration, which assumes that no small
hole Fermi pockets appear upon doping. The magnetic volume fraction, Ne´el tem-
perature, staggered magnetization and pseudogap temperature all extrapolate to zero
around x = 0.176, where a Lifshitz transition (from reconstructed to unreconstructed
Fermi surface) was seen [195]. In the presence of the hole Fermi pockets, the staggered
magnetization and magnetic volume fraction are dramatically suppressed (Fig. 3.14),
but the pseudogap temperature (gap in the optical spectroscopy open at a wave num-
ber proportional to T ∗ [95]) and the apparent Ne´el temperature (observed via neutron
scattering, but not µSR, Fig. 3.12) remain unchanged. Note that the emergence of bulk
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superconductivity is accompanied by the appearance of the small hole Fermi pockets
(Chapter 4). Experimentally, the small hole pockets appear before the Lifshitz transition
occurs. Figure 3.22 also illustrates the underlying simplified phase diagram, showing
a first-order phase transition between antiferromagnetism and superconductivity. The
miscibility gap corresponds to the observed mixed-phase regime, which in the actual
experimental systems is related to the disorder effects.
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Results for the magnetic correlation length and staggered magnetization for as-grown
NCCO were reported in [139]. The psuedogap temperature was estimated for x = 0.15
NCCO [177]. No traces of superconductivity, of hole carriers, and of abrupt transitions
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have been observed below the Ce solubility limit (x ≈ 0.20). The schematic phase
diagram of as-grown NCCO is shown in Fig. 3.23.
A new method to successfully manipulate oxygen conditions for thin-film samples
(down to x = 0) [119] and bulk samples (at moderate doping) [196] has been reported.
This method uses a special two-stage reduction process and provides a third slice of the
overall phase diagram. Combing existing data for special-reduced, standard-reduced
and as-grown materials (e.g., [55, 119, 139, 152–154, 196, 197]), a multi-parameter phase
diagram is constructed in Fig. 3.24.
It is challenging but crucial to determine the exact effects of oxygen reduction.
Oxygen reduction can be more effective than Ce substitution in suppressing antifer-
romagnetic order and inducing superconductivity. Because both Ce substitution and
oxygen reduction can modify electron density [139], temperature-Ce substitution phase
diagram often gives controversial results. A recent study of electron-doped cuprate
P1−xLaCexCuO4−δ, which estimated the electron density from ARPES, reported a
temperature-electron density phase diagram in which the LR-AF phase does not appear
to coexist with true superconducting phase [198]. The rather harsh oxygen reduction
treatment was reported to: (1) cause a small shift in electron concentration (∆x = 0.03
for standard reduction) [139], (2) remove nominally absent oxygen (about 2 percent)
from apical sites [119], and therefore to decrease disorder potential experienced by the
charge carriers in the CuO2 planes, (3) induce a small fraction (about 1 to 2 percent) of
secondary (Nd,Ce)2O3 decomposition phase that forms epitaxially with (Nd,Ce)2CuO4,
parallel to the CuO2 planes [114], (4) “heal” a small amount (1 to 2 percent) copper de-
ficiency that might exist in as-grown samples [120]. The emergence of superconductivity
coincides with the appearance of fast spin fluctuations and of hole carriers (Chapter 4).
Modifications of local structure as a result of the reduction might reshape the CuO2
plaquettes at the nanoscale and result in a redistribution of electrons between planar
and out-of-plane atomic orbitals, and thereby induce the hole carriers into the plane
[199].
The revised phase diagram offers guidance to theoretical studies. For example, pre-
vious theoretical work on the electron-doped cuprates based on the single-band Hub-
bard model usually treated the electron concentration as the only tuning parameter
and ignored hole carriers and local inhomogeneity [42]. These distinct effects of oxygen
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reduction and chemical substitution require independent theoretical descriptions that
are currently absent. A disorder-smeared first-order phase transition is most suitable in
describing the transition between static long-range antiferromagnetic order and bulk su-
perconducting phase in the electron-doped cuprate materials. Similar disorder-smeared
first-order phase transitions have been found to exist in other strongly correlated elec-
tronic systems [52, 200] and are associated with interesting phenomena such as colossal
magnetoresistance in the manganites [200].
Chapter 4
Hole-related superconductivity in
the electron-doped cuprates
This Chapter describes the normal-state magnetoresistivity and two characteristics of
the superconducting state, the superfluid density and the upper critical field. Clear con-
nections are observed among the magnetoresistivity, the magnetism (Chapter 3), and
the Fermi surface topology. The magnetoresistivity is understood and simulated based
on Boltzmann theory and the Fermi surface topology. The characteristics of the normal
state (magnetoresistivity, quantum oscillations, and Hall coefficient) and those of the
superconducting state (superfluid density and upper critical field) consistently indicate
two-band (electron and hole) features and clearly point to hole-related superconduc-
tivity in the nominally electron-doped cuprates. The well-known scaling between the
superconducting transition temperature and the superfluid density of underdoped hole-
doped cuprates is found to hold for the hole superfluid density for the electron-doped
cuprates as well.
4.1 Overview
The phase diagram of NCCO discussed in Chapter 3 is closely related to the Fermi
surface. Angle-resolved photoemission spectroscopy (ARPES) [205–207] and quantum
oscillation experiments [155, 190, 195, 201, 204] have revealed three distinct Fermi sur-
face topologies: (1) deep in the long-range ordered antiferromagnetic (LR-AF) phase
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that exists only small electron pockets (around (pi, 0) and equivalent); (2) for bulk su-
perconducting samples, both small electron and hole (around (pi/2, pi/2) and equivalent)
pockets are observed in high magnetic fields; and (3) at very high Ce concentrations, a
large hole Fermi surface is expected to be recovered.
In samples subjected to standard oxygen reduction, the three Fermi surface topolo-
gies evolve as the function of doping (Chapter 3). As shown in Fig. 4.1, the LR-AF
phase and the Fermi surface with electron-pocket exists at x < 0.12, the mixed phase
exist at 0.12 ≤ x < 0.145, and the bulk superconducting phase and the two-band Fermi
surface exist at 0.145 ≤ x < 0.175. The large hole Fermi surface was estimated to exist
in NCCO above x ≈ 0.175 [53, 95], and it has been indeed observed via photomession in
other electron-doped cuprates [196]. In addition to the ARPES and quantum oscillation
measurements, transport properties also reveal the evolution of the Fermi surface with
Ce concentration: the Hall coefficient shows a sign change from negative to positive at
intermediate doping [190, 202]; the Seebeck coefficient has a positive contribution for
bulk superconducting samples [203]; and the effective carrier number observed in optical
conductivity exhibits a jump in its doping dependence [95]. Features of the two-band
contribution near the superconducting phase have been observed in other electron-doped
cuprates as well, namely in Pr2−xCexCuO4+δ and (Pr, La)2−xCexCuO4+δ [64, 77, 208–
210]. Moreover, the two-band Fermi surface was observed for Ce-free superconduct-
ing samples subjected to the special oxygen reduction treatment[155]. In contrast, for
as-grown NCCO, neutron scattering [139], µSR and ARPES [207] results point to a
single-band Fermi surface (electron pockets) below the Ce solubility limit.
Lifshitz and colleagues [146–148] showed that the magnetoresistivity is negligible
for a single-band system with circular Fermi surface, but that this quantity can be
substantial for a two-band Fermi surface. Prior work observed a coincidence between the
emergence of superconductivity and the existence of a hole contribution in the normal-
state transport properties, and it was proposed that the superconducting ground state
may be related to the appearance of hole carries in the electron-doped cuprates [210].
However, there exists no comprehensive direct evidence to support this argument. This
Chapter combines normal-state magnetoresistivity, upper critical field and superfluid
density data for NCCO and shows strong evidence for hole-related, if not hole-driven
superconductivity in the electron-doped cuprates.
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4.2 Magnetoresistivity
4.2.1 Two analysis methods
Magnetoresistivity measurements have been intensively employed in the investigation of
the Fermi surface of materials. As discussed in Chapter 2, the magnetoresistivity probes
the shift of the Fermi surface (alternatively, the deviation of quasiparticles from their
original path) in the presence of an external magnetic field. In the weak-magnetic-field
limit (ωcτ < 1, where ωc is the cyclotron frequency and τ is the relaxation time), for a
two-band Fermi surface with parabolic band dispersions, the magnetic field dependence
of the magnetoresistivity is [146–148]
∆ρ/ρ(H = 0) = b2H
2, (4.1)
where ∆ρ = ρ−ρ(H = 0) and H is the magnetic field. In high magnetic fields (ωcτ > 1),
deviations from the H2 field dependence appear.
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Figure 4.2: Demonstration of two methods used to analyze the magnetoresistivity, for
NCCO with x=0.170 and x=0.133 (insert). Method 1: red dashed lines, method 2:
black solid curves.
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Two distinct methods were used to analyze the field dependence of our NCCO
magnetoresistivity data. Because the magnetoresistivity exhibits a quadratic field de-
pendence in low fields and deviates from this behavior at H > Hdev, where Hdev denotes
the field at which the deviation occurs, the low-field data were fit to Eq. 4.1 (method
1). The coefficient b2 measures magnitude of the magnetoresistivity and can be readily
extracted from fits of data obtained with µ0H < 9 T. The deviation at H > Hdev,
which indicates a saturation effect due to the presence of small closed Fermi surfaces,
was observed to be largest for samples with optimal Ce concentration (x ≈ 0.15), i.e.,
for which Tc is highest.
The field Hdev is estimated as in the fellowing:
1 = ωcτ = eHdevτ/m
∗, (4.2)
where e is the electron charge, and m∗ is the effective mass. For the electron-doped
cuprate at small Ce concentrations (electron Fermi pockets only), it was found that
m∗/eτ = 0.014 ± 0.001 T 2 for NCCO with x ≈ 0.10, where T is temperature [211],
and thus Hdev = 35 ± 2.5 at T = 50 K. The measured value Hdev ≈ 30 T at the same
Ce concentration is comparable to this estimate. The measured Hdev ≈ 15 T for bulk-
superconducting samples (two-band Fermi surface) is consistent with the high magnetic
field of about 45 T at which quantum oscillations are first seen (the observation of
quantum oscillation requires quantized Landau levels to pass the Fermi surface, and
thus requires µ0H  Hdev) [195, 201, 204].
The magnitude of the deviation (DMR) from the quantitative low-field behavior was
defined as the percentage difference between the extrapolated b2H
2ρ(H = 0) behavior
and the high-field magnetoresistivity at H = 34.5 T:
DMR = (ρH2 −∆ρ)/ρH2 , (4.3)
where ρH2 = b2H
2ρ(H = 0) (recall that b2H
2ρ(H = 0) = ∆ρ at low magnetic field).
Because the doping and temperature dependences of DMR are independent of H, we
chose H = 34.5 T, the highest field used in our experiment.
The second method (method 2) was to fit the magnetoresistivity to a power-law
behavior over the entire measured field range:
∆ρ/ρ(H = 0) ∝ bnHn. (4.4)
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The coefficient bn is a measure of the magnitude of the magnetoresistivity, whereas
2 − n characterizes the magnitude of the high-field deviation. These two methods are
compared in Fig. 4.2 and lead to same conclusions as presented in the following Sections.
4.2.2 Electronic phase diagram
In order to better understand the overall phase diagram of the electron-doped cuprates,
it is instructive to summarize and compare magnetic and electronic properties of the
archetypal compound NCCO subjected to standard reduction. A comparison between
the magnetic properties (Chapter 3) and the Fermi surface as a function of Ce con-
centration is shown in Fig. 4.1. The Ce concentrations for which LR-AF and bulk
superconductivity are seen correspond to the distinctly different Fermi-surface topolo-
gies with small electron pockets and with small electron and hole pockets, respectively.
Figure 4.3 shows contour plots of the magnetoresistivity (b2) and the high-field de-
viation (DMR) as a function of Ce concentration and temperature (current along the
crystalline a axis and field along the crystalline c axis). These contour plots can be
directly compared to the contour plot of the supercondcuting and (static) magnetic
volume fractions in Fig. 4.4 (reproduced from Fig. 3.19 with inverted color map) and to
Fig. 4.1. Considerable increases in b2 and DMR are observed at x ≈ 0.145, coincident
with sudden changes in the staggered magnetization (Mst) and volume fractions VSC
and VM. The non-magnetic volume fraction in Fig. 4.4 is defined as VNM ≡ 1 − VM.
Other transport properties in which similar sudden changes are seen at the same dop-
ing concentration include the Hall coefficient [190], the Seebeck coefficient [203], and
the optical conductivity [95]. This doping level (x ≈ 0.145) is also the smallest Ce
concentration at which a two-band Fermi surface is seen [190].
In the mixed phase (0.12 < x < 0.145), photoemission measurements indicate possi-
ble traces of hole states [205], whereas transport measurements in high magnetic fields
show no evidence of quantum oscillations due to small hole pockets [190]. The mag-
netic and non-magnetic regions in this spatially inhomogeneous phase must be similar
to the material in the LR-AF and the bulk superconducting phase, respectively. For
samples in the mixed phase, the measured magnetoresistivity contributions are aver-
aged over the whole sample. The contributions to the magnetoresistivity are negligible
(see Fig 4.3). The volume fractions of the magnetic and superconducting regions were
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Figure 4.3: Contour plots of magnetoresistivity and high-field deviation (I//a, H//c
geometry). (a) b2 and (b) DMR for NCCO subjected to standard reduction. The
Ce concentrations of measured samples are indicated by black bars at the top. The
green vertical dashed line denotes the boundary between the LR-AF and the mixed
phases. The green open circle on the horizontal axis indicate the Ce concentration
above which quantum oscillation revealed small hole pockets [190] and above which
bulk superconductivity (VSC > 0.5, Tc indicated by magenta line) is seen. The gray dot
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Fermi surface [53, 95].
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measured with µSR and powder magnetization, respectively (Chapter 3). The doping
dependences of the magnetoresistivity coefficient b2 and the superconducting volume
fraction are compared in Fig. 4.5a: b2 closely tracks VSC as a function of Ce concen-
tration. An approximate factor of four increase in b2 is observed at Ce concentrations
where bulk superconductivity emerges [202, 209, 212, 213]. In Fig. 4.5b, we estimate the
non-magnetic volume fraction VNM from a linear extrapolation of b2 between x = 0.11
(VNM set to zero) and x = 0.156 (VNM set to one). The results agrees very well with
VSC. These data can be simply understood by postulating an underlying first-order
phase transition between LR-AF and bulk superconducting phases. We note that well
bellow x = 0.12, the magnetoresistivity can be negative[214, 215], as also seen in our
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measurements (data not shown).
In principle, the non-zero magnetoresistivity in the mixed phase may also contain a
second contribution, i.e., due to the change in the Fermi surface curvature as a function
of doping. As the Ce concentration increases, both ARPES measurements and band
calculations revealed that the electron pockets become square-like (in contrast to circle-
like at small x) [193, 205]. The square-like electron pockets give rise to an enhance of
magnetoresistivity.
It was argued that the Fermi surface may evolve as a function of temperature [53].
The temperature dependence of b2 (normalized at T ≈ 70 K) for NCCO with various Ce
concentrations is plotted in Fig. 4.6. The value of b2 collapse to a single curve at T > 70
K, suggesting an identical temperature dependence regardless of Ce concentration. The
maximum value of b2 at T ≈ 50 K for some of the samples was previously argued
to be the result of a difference in the scattering rates for electron and hole carriers
(anisotropic scattering rate) [213] rather than being caused by a change in the Fermi
surface at T ≈ 50 K. The magnetoresistivity was also measured in other geometries
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(I//a, H//a; I//c, H//c; and I//c, H//ab). Considerable increases in the coefficients
b2 and DMR at x ≈ 0.145 were also observed in measurements in I//c, H//c geometry
(Fig. 4.8), but not in I//a, H//a (Fig. 4.7) and I//c, H//ab (not shown) geometries. In
addition, no apparent high-field deviation of the magnetoresistivity was seen in I//a,
H//a (Fig. 4.7) and I//c, H//ab (not shown) geometries at µ0H < 35 T. In I//a, H//a
geometry, b2 is much smaller than in I//a, H//c geometry. As discussed in Chapter 2,
magnetoresistivity in I//a, H//a geometry probes non-orbital contributions that are
irrelevant to the evolution of the quasi-two-dimensional Fermi surface. On the other
hand, the observed magnetoresistivity in I//c, H//c geometry is difficult to understand.
One possible explanation is that the electrical current in this geometry has both ab-plane
and c-axis contributions.
4.2.3 Theoretical estimation
The considerable increase in magnetoresistivity at x ≈ 0.145 can be understood based
on Boltzmann theory and the underlying Fermi surface. As discussed in the previous
Sections, three distinct Fermi surface topologies (small electron pockets only, both small
electron and hole pockets, and a large hole Fermi surface) exist in the electron-doped
cuprates. In this Section, the first two Fermi surface topologies are reproduced with the
band structure given by the local density approximation [193, 194]. Note that the exact
Ce concentration at which the two-band Fermi surface appears depends on the oxygen
reduction conditions.
The band dispersion relation, considering existence of an antiferromagnetic gap, can
be expressed as [193, 194]
E±k =
1
2
[
εk + εk+(pi,pi) ±
√
(εk − εk+(pi,pi))2 + 4∆2
]
, (4.5)
where ∆ is the coherent antiferromagnetic back-scattering amplitude (i.e., the antifer-
romagnetic gap amplitude at ~k =(1/2, 1/2)), and εk and εk+(pi,pi) are the original band
dispersion and the band dispersion shifted by the antiferromagnetic propagation vector,
respectively. The dispersion εk can be written as:
εk =− 2t1[cos(2pikx) + cos(2piky)] + 4t2cos(2pikx)cos(2pikx)
− 2t3[cos(4pikx) + cos(4piky)] + µ,
(4.6)
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where t1, t2 and t3 are band hopping parameters, and µ is the chemical potential. The
values of hopping parameters for the electron-doped cuprates used in previous work are
t1 = 0.38 eV, t2 = 0.32t1 and t3 = 0.16t1 [194]. The band parameters used in this
Section slightly differ from those values in order to reproduce the experimental results
(hole carriers appear at x ≈ 0.145). For simplicity, µ, the material specific doping
dependence which is not fully understood, was set to zero. This simplification does
not qualitatively change the correspondence between Fermi surface topology and Ce
concentration, because of the adjustment made for the band hopping parameters, and
thus it is reliable in simulating the magnetoresistivity at a qualitative level.
A representative band structure simulated with ∆ = 0.1, t1 = 0.38 eV, t2 = 0.3t1,
and t3 = 0.18t1 is shown in Fig. 4.9. The Fermi energy crosses both the E
−
k and E
+
k
bands, resulting in both hole and electron pockets. In order to estimate the doping
dependence of the magnetoresistivity, Fermi surfaces with different ∆ values were ob-
tained. For each ∆ value, the Ce concentration (x = ne−nh), electron density (ne), and
hole density (nh)) were estimated via numerical area-integration of the Fermi surface.
The calculated doping dependence of the Fermi surface is shown in Fig. 4.10. The
hole carriers appear at x ≈ 0.145. The magnetoresistivity was then estimated based on
the Fermi surface with three methods: (1) two-band theory [216], (2) Boltzmann theory
with an anisotropic scattering rate [212, 217], and (3) spectral function approach [218]).
A considerable increase in magnetoresistivity at x ≈ 0.145 was revealed by all three
methods.
(1) Two-band model. Assuming two types (electron and hole) of carriers with
respective carrier densities (ne and nh), mobilities (µe and µh), effective masses (m
∗
e and
m∗h), and relaxation times (τe and τh), Blatt [216] calculated the magnetoresistivity:
∆ρ/ρ(H = 0) = nenhµeµh(µe − µh)2H2/(neµe + nhµh)2, (4.7)
where µe = τe/m
∗
e and µh = τh/m
∗
h. Our recent transport study revealed τe/m
∗
e ∝ T−2
and τh/m
∗
h ∝ T−2 ([211, 219], also see Chapter 5). Denoting τe/m∗e = ατh/m∗h, where
α 6= 1 is a positive number, Eq. 4.7 shows ∆ρ/ρ(H = 0) = 0 at x < 0.145 (ne 6= 0,
nh = 0) and ∆ρ/ρ(H = 0) 6= 0 at x > 0.145 (ne 6= 0, nh 6= 0). Values of ne and nh were
estimated based on numerical area-integration of the Fermi surface (Fig. 4.10). The
qualitative doping dependence of ∆ρ/ρ(H = 0) does not depend on the exact value of
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a
b
Figure 4.9: Representative band dispersions for (a) E−k and (b) E
+
k bands given by
Eq. 4.5 and Eq. 4.6 [193, 194]. The band parameters used were t1 = 0.38 eV, t2 = 0.3t1,
t3 = 0.18t1, and ∆ = 0.1 eV. The Fermi level is indicated as E
±
k = 0.
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α.
(2) Boltzmann theory with an anisotropic scattering rate. Calculations
based on Boltzmann theory, on a two-dimensional, fourfold symmetric, but otherwise
arbitrary Fermi surface, found that the magnetoresistivity depends on the details of
the Fermi surface curvature (the scattering rate is anisotropic in momentum (k) space)
[212, 217]:
∆ρ/ρ(H = 0) = (|e|µ0H/~)2[〈(dl/ds)2〉Σ + 〈(ldθ/ds)〉2Σ − 〈(ldθ/ds)2〉Σ], (4.8)
where l, s and θ are the local (k space) mean-free path, segment length along the Fermi
surface, and angle between the carrier velocity and the electrical field, respectively. The
notation 〈...〉Σ denotes
∫
Σ(s)...ds, where Σ(s) is the conductivity weight of s and dθ/ds
is the local Fermi surface curvature. In order to calculate ∆ρ/ρ(H = 0),
∫
Σ(s)...ds
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was converted to a numerical summation. The number of points for the summation
was chosen such that a moderate variation in the number did not affect the final result.
According to [212], the first term in Eq. 4.8 is
〈(dl(k)/ds)2〉Σ =
∫
(τ(k)dv(k)/ds)2σ(k)ds/
∫
σ(k)ds, (4.9)
where τ(k), v(k) and σ(k) are the local (k space) scattering relaxation time, local Fermi
velocity, and local conductivity, respectively. Note that s is a function of momentum
k. v(k) = dE−k /dk denotes the velocity of the hole carriers and v(k) = dE
+
k /dk de-
notes the velocity of the electron carriers. The local conductivity is given by σ(k) =
e2l(k)/(4pi2~) = e2τv(k)/(4pi2~). The second and third terms in Eq. 4.8 are given by
[212]:
〈(ldθ/ds)〉2Σ =
(∮
τ(k)v(k)σ(k)dθ/
∫
σ(k)ds
)2
(4.10)
〈(ldθ/ds)2〉Σ =
(∮
τ(k)v(k)σ(k)dθ
)2
/
∫
σ(k)ds (4.11)
The derivation dθ/ds was chosen to be positive for electron and negative for hole carriers.
(3) Spectral function approach. The spectral function was calculated following
[218], such that
A±k =
1
pi
W±k Γ
±
(ω − E±k )2 − (Γ±)2
, (4.12)
where W±k denote the weight functions
W±k =
1
2
 εk + εk+(pi,pi)√
(εk − εk+(pi,pi))2 + 4∆2
 , (4.13)
and Γ± denote the anisotropic scattering rates
Γ± = Γ0 + C
√
(
ε±k
dkx
)2 + (
ε±k
dky
)2, (4.14)
where Γ0 is the isotropic component of scattering rate, and C is a constant. The
conductivities were calculated as [218]
σ±xx,yy ∝
∫
dω
∑
k
[
∂E±k
∂kx,y
]2
[A±k (ω)]
2, (4.15)
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Figure 4.11: Estimated magnetoresistivity as a function of Ce concentration using three
methods. In all cases, b2 was calculated up to x = 0.15.
where σ+xx and σ
+
yy (σ
−
xx and σ
−
yy) denote conductivity tensor elements for electrons
(holes), and
σ±xy,yx =∝
∫
dω
∑
k
[
∂E±k
∂kx,y
∂2E±k
∂k2y,x
− ∂E
±
k
∂ky,x
∂2E±k
∂k2x,y
]
[A±k (ω)]
3, (4.16)
where σ+xy and σ
+
yx (σ
−
xy and σ
−
yx) denote conductivity tensor elements for electrons
(holes). The magnetoresistivity is given as
∆ρ/ρ(H = 0) = µ20H
2σ+xxσ
−
xx(σ
+
xy − σ−xy)2/(σ+xx + σ−xx)2. (4.17)
Note that Eq. 4.17 suggests that ∆ρ/ρ(H = 0) = 0 if σ−xx = 0 (i.e., nh = 0), similar to
Eq. 4.7.
The estimated magnetoresistivity is summarized in Fig. 4.11. A considerable increase
in b2 at x ≈ 0.145 is revealed by all three methods, which strongly suggests that the
increase in magnetoresistivity is due to the appearance of hole pockets with doping.
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4.2.4 Magnetoresistivity and the emergence of superconductivity
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Figure 4.12: Comparison between magnetoresistivity (in I//ab, H//c geometry) and
Tc as a function of oxygen reduction condition (annealing time) for NCCO with x =
0.15. The normalized magnetoresistivity and Tc collapse onto each other. This figure is
reproduced from [202].
Hole carriers were previously proposed to be related to the emergence of supercon-
ductivity in the electron-doped cuprate materials based on charge transport measure-
ments [210]. As discussed in the previous Section, magnetoresistivity probes the Fermi
surface, and the presence of hole carriers results in a considerable increase in magne-
toresistivity. In this Section, the normal-state magnetoresistivity is compared to the
superconducting transition temperature (Tc) as a function of Ce concetration, oxygen
reduction condition, and Ni impurity amount.
A previous study of x = 0.15 NCCO subjected to various oxygen reduction condi-
tions found a strong correlation between the normal-state magnetoresistivity and the
superconducting transition temperature [202]. As shown in Fig. 4.12, the magnitude
of the magnetoresistivity closely tracks Tc as a function of annealing time. Consistent
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Figure 4.13: Magnetoresistivity (b2) and high-field deviation for standard-reduced and
as-grown, non-superconducting (non-SC) NCCO with x = 0.170.
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[202, 212, 220]. The full symbols indicate samples near optimal Ce concentration with
estimated superconducting volume fraction close to unity (Fig. 3.14). Half symbols
indicate NCCO samples in the mixed phase (0.12 < x < 0.145), and the b2 for these
samples were corrected based on the superconducting (non-magnetic) volume fraction.
with this x = 0.15 NCCO result, the coefficient b2 in our superconducting x = 0.170
NCCO (standard oxygen reduction) is an order of magnitude larger than for as-grown,
non-superconducting, NCCO with the same Ce concentration (Fig. 4.13). The former
corresponds to the two-band Fermi surface part of the phase diagram, whereas the lat-
ter corresponds to the situation with electron pockets only. Because oxygen reduction
also changes the carrier density and moreover weakens the antiferromagnetic order, and
thus enhances the magnetoresistivity, the correlation between the normal-state magne-
toresistivity and superconducting transition temperature (Fig. 4.12 [202]) is difficult to
understand.
In an attempt to exclude this complication, further magnetoresistivity measure-
ments were performed on NCCO with nickel substitution, Nd2−xCexCu1−yNiyO4+δ ,
with x ≈ 0.15 and y = 0, 0.005, 0.010 and 0.015 subjected to standard reduction. Re-
placing copper by nickel, Tc of the electron-doped cuprates was found to be strongly
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suppressed [221, 222], but no appreciable difference was observed in the antiferromag-
netic instantaneous spin-spin correlation length [139]. The suppression of Tc by nickel
impurities was proposed to be caused by the Abrikosov-Gorkov pair-breaking mecha-
nism [223]. Remarkably, the correlation between the magnetoresistivity and Tc persists
in nickel substituted NCCO samples (Fig. 4.14), implying that this relation is robust
and not directly related to the antiferromagnetism.
We find a quantitative correlation between magnetoresistivity and Tc for a large
number of thin-films and crystals, as summarized in Fig. 4.15. The magnetoresistivity
was either estimated from b2 or from [∆ρ/ρ(H = 0)]/H
2 [202, 209, 212]. In the mixed
phase, b2 was corrected as b2/VSC in order to take into account the phase separation.
4.3 Characteristics of two-band superconductivity
4.3.1 Two-band resistive upper critical field
The resistive upper critical field Hc2, the magnetic field at which bulk superconductivity
is fully suppressed and the normal-state resistivity is recovered, was extracted from
magnetoresistivity data at T < Tc, such as in the example shown in Fig. 4.16. As shown
in Fig. 4.17, the normalized resistive upper critical field Hc2/Hc2(T = 0) for NCCO
with various Ce and Ni concentrations, subjected to standard reduction, exhibits a
remarkable universal temperature dependence. This universal temperature dependence
does not follow that of a single-band BCS superconductor. In contrast, a two-band
model, a fit of which is shown in Fig. 4.17, describes the temperature dependence of
Hc2/Hc2(T = 0) very well. This two-band model does not explicitly consider the d-wave
symmetry of the superconducting order parameter of NCCO [42]. Following [227] and
[228], Hc2 is described by parametric equations:
ln(
Tc
T
) =
1
2
[U(s) + U(ηs)] +
λ0
w
]− {1
4
[U(s)− U(ηs)− λ−
w
]2 +
λehλhe
w2
}1/2, (4.18)
Hc2 = 2φ0Ts/De, (4.19)
η = Dh/De, (4.20)
U(s) = Ψ(s+ 1/2)−Ψ(1/2), (4.21)
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where λ− = λee − λhh, λ0 =
√
λ2− + 4λehλhe, and w = λeeλhh − λehλhe. λee (electron-
electron), λhh (hole-hole), λeh (electron-hole) and λhe (hole-electron) are matrix ele-
ments of the BCS coupling constants. De and Dh denote the electron and hole diffusivi-
ties, respectively, whereas φ0 = h/2e denotes the magnetic flux quantum, where h is the
Planck constant. Ψ(x) is the digamma function. For simplicity, Tc and φ0 were set to 1
in our analysis. In the fit shown in Fig. 4.17, De = 0.885± 0.139, Dh = 0.051± 0.003,
λee = 0.250± 0.019, λhh = 0.650± 0.036, and λeh = λhe = 0.
The resistive upper critical field was argued to correspond to the “ridge” field (H∗),
at which the Nernst signal reaches its maximum, and to be lower than the “real” upper
critical field [226]. The Nernst effect is a thermoelectric effect in which an electric field
is induced when a metallic sample is subjected to a magnetic field and a temperature
gradient. Note the difference in the definition of the resistive upper critical field in [226]
and in this Section. In order to resolve this ambiguity, the prior data for the Nernst
upper critical field were also analyzed. As shown in Fig. 4.18, the single-band BCS
model (red dashed line) can not describe these data even at a qualitative level, whereas
132
the two-band model (black solid line) again describes the data very well. From a fit
to the Nernst upper critical field, we found De ≈ 0.761 ± 0.475, Dh ≈ 0.102 ± 0.014,
λee = 0.151 ± 0.020, λhh = 0.857 ± 0.095, and λeh = λhe = 0, consistent with our
analysis for the resistive Hc2 in Fig. 4.17. The fit parameters for both the resistive and
the Nernst upper critical fields suggests a stronger superconducting pairing interaction
among hole carriers than among electron carriers (λhh > λee).
4.3.2 Two-band superfluid density
Transverse-field µSR measurements were performed to extract the superfluid density
for NCCO with x=0.170. The µSR time spectra were fit to
A(t) = Ae−σ
2t2/2 cos(ωt+ φ), (4.22)
where A, σ, ω and φ denote the initial asymmetry, Gaussian relaxation rate, precession
frequency and phase, respectively (see Chapter 2). The quantity σ2 is a measure of the
distribution of the internal magnetic field due to the presence of vortices, and it contains
two components [142, 145, 229]:
σ2 = σ2SC + σ
2
NM. (4.23)
σNM denotes the nuclear moment contribution, which can be determined from data for
T > Tc. σSC denotes the superfluid density ρs with σSC ∝ ρs ≡ ns/m∗, where ns is the
carrier density and m∗ is the carrier effective mass [142, 145].
The temperature dependence of ρs (normalized to its low-temperature value) is
plotted in Fig. 4.19. Previous studies suggested that, for the electron-doped cuprates,
both an electron contribution (with nodeless superconducting gap) and a hole contribu-
tion (superconducting gap with nodes [76, 86]) are required to explain the temperature
dependence of the superfluid density [82]. In order to disentangle the electron (ρs,e)
and hole (ρs,h) contributions, we used the same method as [82] to analyze our NCCO
data. The total superfluid density was decomposed into electron and hole contributions
according to
ρs,total = ρs,e + ρs,h, (4.24)
ρs,e(T ) = ρs,e(0)[1− ae−∆/T ], (4.25)
ρs,h(T ) = ρs,h(0)(1− T 2/T 2h ), (4.26)
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where ρs,e(0) and ρs,h(0) are the zero-temperature superfluid densities, and a is a con-
stant such that ρs,e(Te) = 0, where Te is the superconducting transition temperature of
the electrons. ∆ is an assumed, simplified isotropic superconducting gap for the elec-
trons obtained from the fit. Th is the superconducting transition temperature of the
hole carriers.
The hole-carrier fraction of the superfluid density, ρs,h(0)/[ρs,h(0) + ρs,e(0)], for
NCCO with x = 0.170 was estimated to be approximately 25% (Fig. 4.19). Quan-
tum oscillation measurements indicate that, for NCCO with x ≈ 0.15, electron and
hole densities are roughly 0.18 and 0.03, respectively [204]. Incorporating estimated
electron and hole effective masses (m∗h ≈ 0.9m, m∗e ≈ 2m, where m is the electron
free mass [204, 211]), the calculation based on normal-state carrier densities gives
ρs,h(0)/[ρs,h(0) + ρs,e(0)] ≈ 27%, consistent with our decomposition of the superfluid
density for x ≈ 0.170 (see Fig. 4.19).
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In addition, we note that ρs,h(0)/[ρs,h(0)+ρs,e(0)] for PCCO [82] and for the “infinite-
layer” electron-doped cuprate Sr1−xLaxCuO2 (SLCO) [229] was reported to be approx-
imately 20% and 15%, respectively. Uemura and colleagues previously performed µSR
measurements of the superfluid density and observed universal scaling between ρs(0)
and Tc for the hole-doped cuprates below optimal doping [145]. In subsequent work,
they observed evidence for a distinct scaling between ρs,total(0) and Tc for the electron-
doped cuprates [230]. Intriguingly, as shown in Fig. 4.20, upon comparing ρs,hole(0) and
Tc, we find a single universal scaling for both electron- and hole-doped cuprates was
observed.
For thin-film samples subjected to special reduction [119], a two-band Fermi surface
was observed by quantum oscillation measurements [155]. The hole fraction of the
superfluid density can be estimated from the quantum oscillation frequency and the
effective masses. The frequency F = 310 T, corresponding to small hole Fermi pockets,
was found for specially-reduced PrCuO4 thin-films with Tc ≈ 26 K [155]. The normal-
state hole density was estimated by comparing the oscillation frequency to that for
NCCO (F = 290 T for x ≈ 0.15 NCCO with Tc ≈ 25 K [204]). Assuming that all
the normal-state hole carriers contribute to the superfluid density, we find that the
PCO thin films obey the universal scaling as well (Fig. 4.20), which points to a single
superconducting ground state, regardless of oxygen reduction conditions.
4.4 Discussion: holes in the electron-doped cuprates
Many prior works provided insights and initial evidence for hole-related superconduc-
tivity in the electron-doped cuprates. The existence of hole carriers at intermediate Ce
doping concentrations was shown in transport properties such as the Hall coefficient
[64, 190, 202, 208, 210], Nernst effect [234], Seebeck coefficient [203] and optical conduc-
tivity [53, 95]. In addition, ARPES [205–207] revealed the existence of hole carriers, and
quantum oscillation measurements [190, 195, 201, 204] found small hole Fermi pockets
in high magnetic field.
The coincidence between the appearance of hole carriers (e.g., hole contribution in
transport properties) and the emergence of superconductivity was reported as a function
of Ce concentration (e.g., [210]) and oxygen reduction [202]. For example, an increase
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in the magnetoresistivity was observed to correlate with the superconducting transition
temperature and with a sign change (from negative to positive) in the Hall constant
[202]. In addition, features of the hole contribution were reported in the characteristics
of superconducting state. For example, Raman scattering experiments revealed that
coherent normal-state hole quasiparticles contribute to superfluid density [77, 235]. The
superfluid density obtained from measurements of the penetration depth indicates both
electron and hole contributions [82, 236]. Moreover, as noted, the resistive upper critical
field can also be understood based on electron and hole contributions [225].
However, these measurement have been limited to specific measurements on specific
materials. For example, the studies of resistive upper critical field [225] and magne-
toresistivity [202] were limited to NCCO at a single Ce concentration (x = 0.15). No
unified understanding exists for the relationship among the appearance of hole carriers,
changes in the normal-state electronic/magnetic properties, and the emergence of su-
perconductivity at quantitative level. How the Fermi surface connects to the underlying
phase transition between the LR-AF and bulk superconducting phases was unknown.
In this Thesis work, we first mapped out the underlying first-order phase tran-
sition between the LR-AF and bulk superconducting phases based on neutron scat-
tering and µSR measurements (Chapter 3). Combining the magnetic phase diagram
with information for the Fermi surface provided by quantum oscillation measurements
[190, 195, 201, 204], we found a close connection between Fermi surface topology and
the magnetic phase, i.e, a Fermi surface with small electron pockets in the LR-AF phase
and a two-band Fermi surface for bulk superconducting samples. Our magnetoresistiv-
ity measurements revealed an electronic phase diagram very similar to the magnetic
phase diagram. The magnetoresistivity is understood by the evolution of the Fermi
surface based on Boltzmann theory. Intriguingly, we observed that the magnetoresistiv-
ity closely tracks properties related to the superconductivity, i.e., the superconducting
transition temperature and the superconducting volume fraction.
Our measurements for characteristics of the superconducting state were further an-
alyzed following the prior work. The resistive upper critical field was measured by fully
suppressing superconductivity with an external magnetic field, and analyzed following
the two-band (electron and hole) model in [225, 227, 228]. We found a universal tem-
perature dependence of the resistive upper critical field, which can not be described by
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a single-band BCS model, regardless of Ce and Ni concentrations. This universal tem-
perature dependence indicates a pairing interaction among hole carriers that is larger
than those among electrons. The temperature dependence of the superfluid density was
measured by transverse-field µSR and analyzed following the two-band (electron and
hole) model in [82]. Our analysis gives a ratio between electron and hole superfluid
densities consistent with normal-state carrier densities and with the ratio previously
reported in [82, 233].
Uemura and colleagues previously reported a universal scaling between the superfluid
density and superconducting transition temperature for the hole-doped cuprates below
optimal doping [145]. Subsequently, they observed distinct scaling ratios for the total
superfluid density and Tc for electron-doped cuprates [230]. Remarkably, upon decom-
posing the electron and hole contributions, we found a single universal scaling between
hole superfluid density and Tc for both electron- and hole-doped cuprates, which points
to a single mechanism of hole-related superconductivity regardless of nominal dopant
type. This scaling is also found to hold for the electron-doped cuprates subjected to
special oxygen reduction conditions [119, 155].
Having gained these new insights, we revisit the old question how to understand the
emergence of superconductivity in the electron-doped cuprates. The static long-range
antiferromagnetism does no co-exist with the bulk superconductivity in the electron-
doped cuprates, and this may be understood by the appearance of hole carriers. As
in the case of hole-doped cuprates, the hole carriers may prefer to reside on oxygen
sites, and thus will rapidly frustrate the antiferromagnetic order. The resultant fast
spin fluctuations might provide the paring glue [27, 66, 67]. Our results show that the
normal-state charge transport of the electron-doped cuprates is rather conventional.
The temperature dependences of the upper critical field and the superfluid density, and
the universal scaling between the hole contribution of the superfluid density and Tc
suggest that the hole carriers might drive the emergence of the superconductivity in the
electron-doped cuprates. It is possible that the hole carriers form Copper pairs first,
and once the hole pairs condense, the electrons start to contribute to the superfluid
density. The relatively low hole density (at least below the Lifshitz transition) might
be the reason why Tc of the electron-doped cuprates is much lower than that of the
hole-doped cuprates.
Chapter 5
Normal-state charge transport
properties
This Chapter describes charge transport properties observed in the normal-state of the
electron- and hole-doped cuprates. Both the ab-plane and c-axis dc resistivity exhibit a
sample-specific resistivity upturn at low temperatures in addition to a T 2 contribution.
Universal scaling behavior is observed between resistivity coefficients, which suggests a
single mechanism that governs the resistivity upturn in both electron- and hole-doped
cuprates. The T 2 contribution is revealed to be depended on the doping level, but not
on the specific cuprate compound or nominal dopant type. Upon separating the two
contributions, m∗/τ ∼ C2T 2, is observed for the underdoped electron-doped materials,
even deep in the antiferromagnetic phase, which resembles the behavior of a Fermi liq-
uid. Remarkably, the value of C2 is found to be approximately independent of material,
dopant type and doping level. In particular, the value of C2 is nearly the same as in
the very overdoped hole-doped cuprates, where Fermi-liquid behavior has been firmly
established. This observation suggests that the observed m∗/τ ∼ C2T 2 behavior is uni-
versally due to conventional Fermi-liquid Umklapp scattering. The ab-plane transport
results discussed in this Chapter were published in [211].
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5.1 Overview
The generic phase diagram of the electron- and hole-doped cuprate is shown in Fig. 1.5.
One of the biggest scientific puzzles presented by the cuprates is the nature of the nor-
mal state from which superconductivity emerges upon cooling [237]. The normal-state
exhibits many “exotic” physical properties which, despite three decades of remarkably
intensive research efforts, are not well understood (e.g, the pseudogap phenomenon be-
low optimal doping and T -linear resistivity near optimal doping). The charge-transport
properties studied in this Chapter are the dc electrical resistivity, Hall constant, and
quasiparticle scattering rate. In conventional materials, Landau-Fermi quasiparticles
approximately behave like electrons, yet with normalized (effective) mass due to the
electrons’ interactions with their environment. Because charge transport properties
correspond to a weighted integration over states near the Fermi surface (see e.g., the
calculation of magnetoresistivity in Chapter 4), they typically exhibit complex temper-
ature, magnetic field, pressure, etc., dependences. The development of a satisfactory
understanding of these dependences of the charge-transport properties in the cuprates
has been remarkably challenging. For example, the quasiparticle concept seems to break
down in certain regions of the phase diagram (e.g., [238]). For the hole-doped cuprates,
the quasiparticle life time measured by photoemission spectroscopy in the “strange
metal” regime (in the normal-state near optimal doping) is extremely short, which has
been interpreted to imply that quasiparticles are not well-defined on the timescale of the
scattering process [60]. In addition, the Mott-Ioffe-Regel limit, in which the mean-free
path of the quasiparticles is comparable to the lattice constant, is seemingly violated in
this regime [239, 240].
For the hole-doped cuprates, it was demonstrated that the metallic state in the
highly over-doped regime (LSCO with p ≈ 0.3 per planar Cu atom, i.e., outside the
strange metal regime) is a Fermi liquid [241, 242]. The Wiedemann-Franz law is obeyed
(the ratio between the electronic contribution to the thermal conductivity and the elec-
trical conductivity is proportioned to temperature for a Fermi-liquid system), which
suggests that charge and heat are carried by the same quasiparticles [241, 242]. The
Umklapp scattering process (electron-electron scattering that involves lattice vibrations)
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in a Landau-Fermi liquid system leads to a resistivity that exhibits quadratic temper-
ature dependence. This temperature dependence was found in the over-doped regime
of LSCO [241]. Moreover, the large Fermi surface determined via photoemission spec-
troscopy measurements [60, 243] agrees with that determined from quantum oscillation
measurements [244] and with theoretical expectations for a simple band metal [243].
Upon lowering the doping level, superconductivity emerges and the the normal-state
behavior quickly becomes very complex (strange metal, pseudogap). For example, the
planar resistivity continuously evolves from the quadratic Fermi-liquid behavior toward
an extended linear temperature dependence and, as noted, becomes so large that it
has been argued to be incompatible with the notion of quasiparticles (violating the
Mott-Ioffe-Regel limit) [240]. The approximate ρ ∝ T behavior holds from very high
temperatures down to the doping-dependent pseudogap temperature T ∗. The transport
behavior in the pseudogap regime (T < T ∗) has been thought to be ill-defined [240].
In addition, below a compound-specific doping level, the low-temperature resistivity
develops weak insulator-like behavior characterized by a logarithmic upturn [245–248].
At very low electron concentrations, the low-temperature resistivity diverges sharply,
and the undoped materials are commonly thought of as the Mott insulators.
In attempts to explain the complex normal-state transport near and below the op-
timal doping, many non-Fermi liquid theories have been proposed. In the following, I
present some of these ideas.
Marginal Fermi-liquid theory
Motivated by experimental observations for the hole-doped cuprates, Varma and col-
leagues [249–252] proposed the marginal Fermi-liquid theory for the normal-state trans-
port in the strange metal regime. The theory assumed that the single-particle scatter-
ing rate consists of two components: (1) a temperature-independent, elastic anisotropic
scattering rate (1/τi,k) due to small-angle scattering by impurities, and (2) an isotropic,
inelastic scattering rate (1/τM ) that is proportional to temperature. The total scattering
rate was expressed as [249–252]
1/τ = 1/τM + 1/τi,k ≈ A1T + 1/τi,0 cos2(2θ), (5.1)
where 1/τi,0 is a constant, and θ describes the location on the Fermi surface in k space.
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With suitable parameters, this scattering rate gives [251, 252]
ρ ∝ 1/τ ∼ T, (5.2)
cot(θH) ∼ T 2. (5.3)
Note that the marginal Fermi-liquid theory suggests distinct temperature dependences
for the resistivity and the cotangent of the Hall angle, consistent with transport exper-
iments in the strange metal regime [240].
Two-scattering-rate picture
Anderson [240, 253] proposed a two-scattering-rate picture based on the exotic idea of
charge-spin separation. The quasiparticle was proposed to be composed of two com-
ponents: (1) the excitation of the spin component, namely the spinon, and (2) the
excitation of the charge component, namely the holon. The scattering among holons
was assumed to dominate the normal-state resistivity, and its scattering rate 1/τh was
proposed to be proportional to temperature. On the other hand, the cotangent of the
Hall angle was proposed to be dominated by scattering among spinons, with a scattering
rate 1/τs proportional to the square of temperature. The temperature dependences of
the normal-state resistivity and the cotangent of the Hall angle were thus written as
[240, 253]
ρ ∝ 1/τh ∝ T, (5.4)
cot(θH) ∝ (τs)−1 ∝ T 2. (5.5)
Note that this two-scattering-rate picture only tackles the normal-state transport in the
strange metal regime.
Anisotropic scattering rate picture
Hussey [254] proposed the existence of a doping-dependent anisotropic scattering rate
(1/τ). The model can be regarded as a generalization of Varma’s idea [249–252], and
it also assumes two components for the scattering rate: (1) a temperature-independent,
anisotropic, elastic scattering rate (1/τ0), and (2) a temperature-dependent, anisotropic
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inelastic scattering rate (1/τT ) [254]:
1/τ0 = G0[1 + χ cos
2(2θ)], (5.6)
1/τT = G1 cos
2(2θ)T +G2T
2, (5.7)
1/τ = 1/τ0 + 1/τT , (5.8)
where G0, G1, G2 and χ are material-specific constants. The angle θ describes the
position of Fermi surface in k space. Furthermore, Hussey introduced a parallel-resistor
model to include the Mott-Ioffe-Regel limit [254]:
ρ ∝ 1/τ, (5.9)
1/ρeff = 1/ρ+ 1/ρmax. (5.10)
It is argued that this model can give a quadratic temperature dependence of the cotan-
gent of the Hall angle.
Recent dc transport [255, 256] and optical conductivity [257] measurements for the
hole-doped cuprates revealed a remarkably simple nature of the carriers in the pseu-
dogap regime of the hole-doped cuprates. Surprisingly, even in close proximity of the
undoped insulating state, the charge carriers exhibit a scattering rate that resembles
that of a Fermi liquid: below the characteristic temperature T ∗∗ (T ∗∗ < T ∗), the dc
resistivity per CuO2 sheet was shown to exhibit a universal, quadratic temperature de-
pendence and to be inversely proportional to the nominal hole concentration p [255].
In this part of the phase diagram, the Hall coefficient is approximately independent
of temperature, takes on a value that corresponds to the nominal hole concentration
p [258], and the large resistivity values can therefore be attributed to the low carrier
concentration [255] and to an additional non-universal contribution related to disorder
[248, 256]. Contrary to longstanding belief, it was furthermore shown that Kohler’s rule
for the magnetoresistvity (Kohler’s rule can be described as ∆ρ/ρ(H = 0) ∝ f(Hτ), i.e.,
the magnetoresistivity is a function of Hτ , where H is the magnetic field and τ is the
relaxation time), a characteristic of simple metals, is obeyed, with a Fermi-liquid scat-
tering rate (1/τ ∝ T 2) [256]. In addition, optical conductivity measurements revealed
the temperature-frequency scaling expected for a Fermi liquid [257].
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Figure 5.1: Phase diagram for the hole-doped cuprates based on ab-plane (a) electrical
resistivity and (b) scattering rate [219]. A Fermi-liquid (FL) scattering rate is observed
through our the entire phase diagram. SC: superconducting phase. SM: “strange metal”
regime. AF: antiferromagnetic phase. PG: pseudogap region. Figure reproduced from
[219].
As the transport properties in the hole-doped cuprates resemble those of a Fermi
liquid in both the pseudogap and the over-doped metallic regimes, it is intriguing to
reinvestigate them in the strange-metal regime, where the notion of quasiparticles has
been suspected to break down [240]. In this regard, an important quantity to con-
sider is the cotangent of the Hall angle, which for simple metals is proportional to the
transport scattering rate, cot(θH) = ρ/(HRH) ∝ m∗/τ , where RH is Hall constant, H
the magnetic field, and m∗ is effective mass. It has been known for a long time [259]
that cot(θH) ∝ T 2 at temperatures T > T ∗, i.e., in the strange-metal region, where
ρ ∝ T . In influential work, this was interpreted as the result of two distinct trans-
port scattering rates [253]. Subsequent experiments for lightly doped La2−xSrxCuO4
indicated cot(θH) ∝ T 2 in the pseudogap regime [258]. Remarkably, for underdoped
HgBa2CuO4+δ (Hg1201), a compound that in many respects can be considered a model
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cuprate system [256, 260, 261], cot(θH) ∝ T 2 was recently found without any notice-
able change upon crossing the characteristic temperatures T ∗ and T ∗∗, thus providing a
direct link between the strange metal (T > T ∗) and pseudogap/Fermi-liquid (T < T ∗∗)
regions of the phase diagram [219]. Moreover, upon combining results for various other
hole-doped cuprates, it was concluded that the transport scattering rate of the hole-
doped cuprates is approximately doping and compound independent, and hence that
the (Umklapp) scattering characteristics of the Fermi-liquid at high doping level prevail
throughout the entire phase diagram, including the strange-metal regime. Figure 5.1
shows the schematic phase diagrams for the hole-doped cuprates based on the planar
resistivity and the cotangent of the Hall angle.
For the electron-doped cuprates, early studies of the planar dc resistivity of optimally-
doped NCCO crystals revealed that ρ ∝ T 2 up to 250 K, and then deviates down-
ward from this resistivity behavior at higher temperatures [262]. Experiments on
Pr2−xCexCuO4+δ (PCCO) thin films reported a scaling of the planar resistivity to a
single quadratic temperature dependence from x = 0.11 to 0.19 at T = 100 to 300 K
[210]. Unlike their hole-doped counterparts, ρ ∝ T for electron-doped cuprates was
only observed relatively recently in a narrow temperature regime above Tc [263], and
this was interpreted as a consequence of spin fluctuations. A ρ ∝ T 1.6 power-law behav-
ior was reported for La2−xCexCuO4−δ (LCCO) from x = 0.15 to 0.18 and associated
with the Liftshitz transition of the Fermi surface [264]. The cotangent of the Hall angle
was found to exhibit a complex temperature dependence [210]. In addition, a large
resistivity upturn was observed at low temperatures in the under-doped regime.
5.2 Universal ab-plane charge transport properties
5.2.1 Universal scaling of resistivity coefficients
Low-temperature compound-specific upturns have been observed in both the electron-
and the hole-doped cuprate superconductors, such as the hole-doped cuprates LSCO,
YBCO and Bi2Sr2−xLaxCu2O8+δ (La-Bi2201) and the electron-doped cuprates NCCO,
PCCO and Pr1.3−xLa0.7CexCuO4−δ (PLCCO). The magnitude of this upturn appears
to be material specific (e.g.[42, 245–248]), and its physical origin has been under debate
[42]. Note that this low-temperature resistivity upturn has so far not been observed
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in HgBa2CuCuO4+δ (Hg1201). Hg1201 is regarded a model compound and believed to
feature minimal disorder effects [261].
It was proposed that the resistivity minimum and upturn may be caused by (1)
three-dimensional Kondo scattering (which involves interactions between conduction
electrons and magnetic impurities) [265, 266], (2) disorder-driven two-dimensional weak
localization (localization caused by wave function interference primarily due to self-
intersecting scattering paths) [267, 268], (3) a spin scattering process in the antiferro-
magnetic phase [214], (4) scattering due to magnetic droplets near the antiferromagnetic
phase [269, 270], or (5) a logarithmic decrease in the carrier density [271]. Those pro-
posals are unlikely to explain all of the experimental results. For example, the resistivity
upturn has been observed in both ab-plane and c-axis transport experiments (renders
two-dimensional weak localization unlikely). It was also observed both within and out-
side of the antiferromagnetic phase (renders Kondo scattering, spin scattering processes
in the antiferromagnetic phase, and scattering due to magnetic droplets near the an-
tiferromagnetic phase unlikely). Evidence for charge localization was found from Hall
measurements only at temperatures much lower than the temperature at which the log-
arithmic resistivity upturn appears, renders the possibility that the resistivity upturn
is due to a logarithmic decrease in carrier density unlikely.
In most previous studies, specific temperature ranges were considered based on the
predominant temperature dependence of the resistivity, and resistivity data were sep-
arately analyzed in each temperature range. For example, in the hole-doped cuprates,
the pseudogap temperature (T ∗) is the temperature below which the planar resistivity
deviates from ρ ∝ T [240], and the temperature scale T ∗∗ was defined as the onset tem-
perature of the ρ ∝ T 2 behavior [255]. Prior estimates of the scattering rate based on
data for the cotangent of the Hall angle (cot θH) were only performed in the tempera-
ture and doping ranges where cot θH ∝ T 2 [219, 258]. These analyses, which focused on
specific temperature ranges and did not address material-specific issues, tend to result
in complex behavior of transport properties that hard to understand. For example, as
we will see for the electron-doped cuprates, the resistivity upturn can mask a rather
conventional underlying intrinsic scattering rate.
It is instructive to recall the systematic study of initially very clean, hole-doped
YBCO samples that were subsequently exposed to electron-beam irradiation [248].
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Upon increasing the radiation dose, the intrinsic resistivity ρi(T ) ∝ T 2 was found to be
enhanced by a temperature-independent contribution ρ0 and a low-temperature upturn,
∆ρ(T ) (Fig. 5.2). The latter appears to originate from local inhomogeneity and/or dis-
order. In order to capture the distinct contributions, the resistivity was decomposed
into three terms [248]:
ρ = ρ0 + ∆ρ(T ) + ρi(T ). (5.11)
Except at very low doping levels and temperatures, ∆ρ(T ) exhibits a logarithmic tem-
perature dependence in YBCO.
Figure 5.2: Resistivity taken in zero magnetic field (solid lines), its high-temperature
extrapolation (dotted lines), and data taken in high magnetic field (symbols) for
YBaCuO7. Disorder amount: Pure < A < B. A resistivity upturn is observed for
sample B. Figure reproduced from [248].
In this Chapter, the dc resistivity for various electron- and hole-doped cuprate ma-
terials is analyzed using a similar method but without fixing any parameters (i.e., the
prefactor of ρi(T ) was not determined from a high-temperature fit). The sample infor-
mation is listed in Tables A.3 and A.4. We follow the evolution of the three resistiv-
ity contributions (Eq. 5.11) as a function of doping concentration for a large number
of compounds (electron-doped NCCO [53, 276–279], La2−xYxCuO4+δ (LYCO) [274],
PCCO[208, 270, 280, 281], PLCCO [282], and La2−xCexCuO4+δ (LCCO) [175]; the
hole-doped LSCO [245, 272], YBCO [248, 272, 273] and La-Bi2201 [246, 275]). This
detailed analysis of new and published result enables us to clearly observe ρi(T ) ∝ T 2
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a bb
Figure 5.3: Previously reported ab-plane and c-axis resistivity for NCCO [53]. (a) The
ab-plane resistivity. (b) The c-axis resistivity. Figure reproduced from [53].
and ∆ρ(T ) ∝ − log(T ) behavior and to demonstrate its universality across different
cuprate compounds.
In order to analyze resistivity data systematically, Eq. 5.11 was rewritten into two
identical forms:
ρ = ρres −Alog log(T/Tlog) +A2T 2, (5.12)
ρ = A0 −Alog log(T/1K) +A2T 2, (5.13)
where ρres is the residual resistivity at T = 0 and A0 = ρres +Alog log(Tlog/1K).
Representative ab-plane resistivity data for various cuprate materials are shown in
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Figure 5.4: Planar resistivity for three electron-doped cuprates. (a, b, c) Raw data
(blue circles) are fit to Eq. 5.13 (red dashed curves). The estimated contributions
A0 − Alog log(T/1K) are shown as black dashed lines. (d, e, f) Semilog plots of the
resistivity. The dashed lines indicate the logarithmic contributions. (g, h, i) Differences
between raw data and fits. Horizontal black dashed lines indicate zero difference. Black
vertical lines indicate the temperatures above which the fits deviate from the data.
Grey shaded bands indicate the temperature range in which the underlying quadratic
temperature dependence of the planar resistivity breaks down. Arrows indicate the
temperature (Td) below which there is a clear deviation from logarithmic behavior in
lightly doped NCCO. The Ne´el temperature of x = 0.10 NCCO obtained via neutron
scattering is shown as a green shaded band [55]. The resistivity data for x = 0.10 NCCO
are cut off at T ≈ 15 K to avoid nonuniversal traces of filamentary superconductivity
present in this particular sample. The x = 0.05 NCCO data are taken from [53]. Figure
reproduced from [211].
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Figure 5.5: Planar resistivity of several hole-doped cuprate materials. (a-c) Raw data
(blue circles) and fit to Eq. 5.13 (red dashed curves). The estimated contributions A0−
Alog log(T/1K) are shown as black dashed lines. (d-f) Semilog plots of the resistivity.
The dashed lines indicate the logarithmic contributions. (g-i) Differences between raw
data and fits. Horizontal black dashed lines indicate zero difference. Black vertical lines
indicate the temperatures above which the fits deviate from the data. Grey shaded
bands indicate the temperature range in which the underlying quadratic temperature
dependence of the planar resistivity breaks down [272]. Arrows indicate the temperature
(Td) below which there is a clear deviation from logarithmic behavior in lightly doped
LSCO and YBCO. Figure reproduced from [211].
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Fig. 5.4 and Fig. 5.5. The data were fit using Eq. 5.13 with the Levenberg-Marquardt
nonlinear least-squares algorithm with A0, Alog and A2 as fit parameters [283, 284].
For the hole-doped cuprates, Eq. 5.13 describes the data below T ∗∗ associated with the
onset of a quadratic temperature dependence. For NCCO, Eq. 5.13 describes the data
below the Ne´el temperature. These two characteristic temperatures are associated with
significant changes in the Hall constant, RH , which suggests a delocalization of charge
upon heating above these temperatures.
In order to compare the resistivity coefficients between different compounds [255],
A2, A0 and Alog were converted to the respective sheet resistance coefficients A2, A0
and Alog, which correspond to the resistance of a single copper-oxygen sheet. As shown
in Fig. 5.6, A2 for the electron- and the hole-doped cuprates follows simple A2 = Ae/x
and A2 = Ah/p behaviors, respectively. Remarkably, the absolute values of A2 at
same nominal doping level for the electron- and the hole-doped materials are very similar
(i.e., Ae ≈ Ah), despite the overall asymmetry of the phase diagram with regard to hole
and electron doping. At low doping levels, the low-temperature resistivity upturn can
152
no longer be well described by the logarithmic contribution (Figs. 5.4 and 5.5). At low
doping, the upward deviation of A2 from a simple power-law dependence (see Fig. 5.6)
might indicate a subtle difference between nominal and effective doping concentrations.
The full data can be well described by A2 = Ae/xeff with xeff = x− 0.008 and A2 =
Ah/peff with peff = p − 0.008. Overall, these simple relationships suggest that, in the
under-doped regime, the density of mobile charge carriers is proportional to the density
of doped electrons or holes.
The doping dependences of A0 and Alog are shown in Fig. 5.7. At the same nom-
inal doping concentration, the two coefficients are nearly an order of magnitude larger
for the electron-doped compounds. Consequently, the resistivity upturn tends to mask
the intrinsic resistivity behavior much more strongly than in the hole-doped cuprates.
Note that A0 and Alog are smaller for systems in which the rare earth element has
a small magnetic moment compared to NCCO, such as PLCCO and LCCO. Similar to
A2, these coefficients exhibit power-law doping dependences: Alog ∝ x−3.6±0.3 and
A0 ∝ x−3.4±0.3 (electron doping) and Alog ∝ p−3.0±0.2 and A0 ∝ p−2.7±0.3 (hole
doping).
Treating the doping level as an implicit parameter, Fig. 5.8 shows Alog versus A0,
which reveals an approximate linear universal scaling that holds over many orders of
magnitude. This demonstrates that the logarithmic resistivity upturn, when appears,
behaves the same in all cuprates, and it also implies that the dominant contribution to
A0 is not residual elastic impurity scattering (recall that A0 = ρres +Alog log(Tlog/1K)).
These observations point to a single mechanism that universally governs the appearance
of the resistivity upturns in both the electron- and the hole-doped cuprates.
5.2.2 Phase diagram based on charge transport
An intriguing trend is seen for various cuprate materials, upon superimposing Tlog and
Td (the temperature Td below which the logarithmic function no longer describes the
resistivity upturn) on the phase diagram. As shown in Fig. 5.9, for both electron-
doped (NCCO, PCCO and PLCCO) and hole-doped (LSCO and YBCO) cuprates, Td
extrapolates to zero temperature approximately at the doping level at which supercon-
ductivity emerges. Interestingly, Tlog seems to track Td, but non-zero Tlog values are
still observed for superconducting samples. The resistivity upturn is observed to exist
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Figure 5.9: Phase diagrams for various cuprate materials showing Tc, Tlog, and Td.
Intriguingly, Td roughly extrapolates to zero temperature at the doping concentration
where superconductivity emerges.
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Figure 5.10: Doping dependence of Tlog obtained for various cuprate materials. Tlog is
on the order of 50 - 150 K and exhibits a very similar, monotonic doping dependence for
all materials, pointing to a single mechanism that universally governs the appearance of
the resistivity upturn in both the electron- and the hole-doped cuprates. Data analyzed
from [53, 208, 219, 246, 248, 255, 270, 272–282] (see Tables A.3 and A.4). Figure
reproduced from [211].
deep in the antiferromagnetic phase for the electron-doped cuprates and for hole-doped
cuprate LSCO (x = 0.01). In Hg1201, no resistivity upturn has been observed down
to lowest achievable doping level (p ≈ 0.05 [219, 255]) and A0 is zero. Therefore, a
pivotal open question is whether the non-superconducting phase at low doping is in-
trinsically an insulator or a metal in this model cuprate. Figure 5.10 compares Tlog
of various materials as a function of doping concentration. The approximately linear
scaling between Alog and A0 (Fig. 5.8) suggests that Tlog in Eq. 5.12 does not vary
considerably and that ρres ≈ 0 in respect to the logarithmic contribution (recall that
A0 = ρres +Alog log(Tlog/1K)). Indeed, Tlog is on the order of 50-150 K and exhibits a
very similar monotonic doping dependence for all materials in which a low-temperature
resistivity upturn is observed.
The free-parameter fit and the fit with A2 determined at high temperatures (Eq. 5.11,
and in [248]) are compared in Fig. 5.11. The free-parameter fit gives an upper bound
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of A2 and the fit with A2 determined at high temperatures give a lower bound of A2.
A2 and Alog obtained by the two methods are summarized in Fig. 5.12.
5.2.3 Universal scattering rates
Motivated by the recent finding of a universal scattering rate throughout the phase
diagram of the hole-doped cuprates [219], this Section focuses on the scattering rate of
the electron-doped cuprates. The scattering rate τ was obtained from the cotangent
of the Hall angle, cot(θH) = ρ/(HRH) ∝ m∗/τ , where ρ denotes the planar resistivity
(ρ = m∗/ne2τ in the Drude model for conventional systems), RH denotes the Hall
constant (RH = 1/ne for conventional systems with a single type of charge carrier), H
denotes magnetic field, m∗ denotes the effective mass, n denotes charge carrier density,
and e denotes electron charge. For the hole-doped cuprates LSCO, Hg1201 and Tl2201,
cot(θH) = C0 +C2T
2 was observed to hold with a universal C2 = 0.0175(20) and with a
compound-, doping-, disorder-dependent C0. The effective mass m
∗ was argued to not
depend much on compound or doping level for the hole-doped cuprates [219].
A few distinct procedures can be used to obtain cot(θH) from the measured planar
resistivity and Hall constant: (1) directly use cot(θH) = ρ/(HRH), where ρ = ρ0 +
∆ρ(T ) + ρi(T ), and then fit cot(θH) in the temperature range where cot(θH) ∝ T 2;
(2) use cot(θH) = ρi/(HRH); (3) calculate cot(θH) = ρ/(HRH), then fit cot(θH) to
cot(θH) = cot(θH)i + cot(θH)log. cot(θH)i is the intrinsic cotangent of the Hall angle
and cot(θH)log corresponds to a logarithmic upturn in cotangent of the Hall angle.
Procedure (1) was used in previous studies that analyzed results for LSCO and
Hg1201 [219, 258]. Similar to the method to determine A2 based on a high-temperature
fit (Section 5.2), this may lead to inaccurate results at low doping concentrations, where
the resistivity upturn can be considerable. Procedures (2) and (3) are used in this
Thesis work, and they are found to give very similar results (only results obtained using
procedures (1) and (2) are shown in Fig. 5.16).
Procedure (2) is illustrated in Fig. 5.13 and Fig. 5.14. Once the non-universal
resistivity upturn is subtracted from the total resistivity, cot(θH) can be calculated as:
cot(θH) = ρi/(HRH) = C2T
2, (5.14)
where ρi = ρ− [A0 −Alog log(T/1K)].
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Figure 5.13: Cotangent of the Hall angle for NCCO with x = 0.075 and 0.10. Resistivity
data and fit for NCCO with (a) x = 0.075 (data from [53]) and (b) x = 0.10 (our data
as in Fig. 5.4). (c, d) Resistivity after subtraction of the logarithmic contribution
estimated from the fits in (a, b). (e, f) 1/RH adapted from [95]; 1/RH data obtained
for our NCCO (x = 0.10) sample (red triangles) agree with the prior work [95]. Black
horizontal dashed lines indicate estimations of 1/RH based on Ce concentration x. (g,
h) Cotangent of the Hall angle. Red dashed lines indicate cot(θH) ∝ C2T 2. Green
bands indicate the uncertainty in the Ne´el temperatures [55]. Figure reproduced from
[211].
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Figure 5.14: Cotangent of the Hall angle for NCCO with x = 0.05 and 0.125. Resistivity
data and fit for NCCO with (a) x = 0.05 and (b) x = 0.125 (data from [53]). (c, d)
Resistivity after subtraction of the logarithmic contribution from the fits in (a, b). (e,
f) 1/RH adapted from [95]. Black horizontal dashed lines indicate estimations of 1/RH
bsed on the Ce concentration x. (g, h) Cotangent of the Hall angle. Red dashed lines in-
dicate cot(θH) ∝ C2T 2. Green bands indicate the uncertainty in the Ne´el temperatures
[55]. Figure reproduced from [211].
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Figure 5.15: Cotangent of the Hall angle for LSCO with x = 0.03, 0.05 and 0.08.
Resistivity data ([272, 285]) and fits for (a) x = 0.03, (b) x = 0.05 and (c) x = 0.08.
(d-f) Resistivity after subtraction of the logarithmic contribution from the fits in (a, b,
c). (g-i) 1/RH adapted from [95]. Black horizontal dashed lines indicate estimations of
1/RH based on the Sr concentration x. (j-l) Cotangent of the Hall angle. Red dashed
lines indicate cot(θH) ∝ C2T 2. Green diamonds denote results in [272] or obtained with
the same method in [272]. Grey bands indicate T ∗∗ [255]. Figure reproduced from [211].
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Figure 5.16: Coefficient C2 for various cuprate materials. LSCO, Hg1201 and Tl2201
results are adapted from [219]. Open symbols were obtained using procedure (2), as
described in the text. Solid symbols are reproduced from [219] (procedure (1)).
As seen from Fig. 5.13 and Fig. 5.14, the temperature dependences of the resistivity
and of the inverse Hall constant (which in simple metals is proportional to the density
of charge carriers) suddenly change at TN . Using cot(θH) = ρ/(HRH), a quadratic
temperature dependence of scattering rate is clearly revealed below TN . Above the Ne´el
temperature, cot(θH) deviates from the simple quadratic temperature dependence. This
coincidence suggests that, at the Ne´el temperature, where the long-range antiferromag-
netic order breaks down due to thermal fluctuations, some of localized charges become
mobile [219].
As shown in Fig. 5.15, cot(θH) for LSCO (x = 0.03, 0.05 and 0.08) was obtained
by procedure (1) (reproduced from [272]) and procedure (2) (this Thesis work). For
samples with x = 0.03 (j) and 0.08 (l), the green diamonds denote results obtained with
procedure (1) (x = 0.03 and 0.08 data adapted from [272, 285]. The x = 0.05 data were
not shown in [272, 285]. For LSCO with x = 0.05 and 0.08, the results obtained with
the two procedures agrees rather well. For x = 0.03 LSCO, procedure (1) gives a lower
bound of cot(θH), because the low-temperature upturn is ignored, whereas procedure
(2) gives a upper bound of cot(θH), because the low-temperature upturn was forced to
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be described by a logarithmic temperature dependence (this description becomes less
accurate at low doping/temperature).
Figure 5.16 summarizes the results of the coefficient C2. The intrinsic metallic
transport scattering rate of the cuprates exhibits an underlying quadratic temperature
dependence and, moreover, the coefficient C2 is nearly universal. The relatively small
difference in the value of C2 between the electron- and the hole-doped cuprates can be
tentatively attributed to a difference in the effective mass. Unfortunately, no reliable
measurement of m∗ exists for the electron-doped cuprates in the relevant doping range,
but band calculations indicate a smaller value than for of the hole-doped compounds
[71, 72, 219]. The effective mass obtained from quantum oscillation measurements at
higher Ce concentration (m∗ ≈ 2.3 for x ≈ 0.17), which is 50% to 70% of that for the
hole-doped cuprates, and might account for the small difference seen in C2 in Fig. 5.16
[204].
In principle, there exist several distinct ways to understand the universal scattering
rate and the resistivity upturn. The first is via Matthiessen’s rule, which assumes that
different scattering rates for different scattering processes simply add up (1/τtotal =
1/τ1 + 1/τ2 + ..). A second possibility is that the dc resistivity describes a serial-
resistor network, which would imply the existence of distinct metallic and non-metallic
regions. A recent study revealed that Kohler’s rule holds for compounds that exhibit
negligible residual resistivity (ρres ≈ 0) and Fermi-liquid behavior ((ρ− ρH=0)/ρH=0 ∝
H2/ρ2H=0, where ρH=0 is the zero-field resistivity) [256]. This scaling involves the orbital
contribution of the magnetoresistivity and the temperature dependence of the resistivity.
Kohler’s rule follows directly from the Boltzmann transport equation and implies the
existence of a single scattering rate. For LSCO, which exhibits a large resistivity upturn
(large values of Alog and A0), it was found that Kohler’s rule is obeyed only if ρH=0 is
replaced by ρH=0−A0, indicating that the resistivity upturn does not contribute to the
magnetoresistivity. This surprising result is incompatible with Matthiessen’s rule for a
homogeneous system. However, it is compatible with a serial-resistor network in which
only the metalic regions contribute to the magnetoresistivity, whereas the non-metallic
regions characterized by the logarithmic behavior have a negligible influence. Such
upturns naturally appear at sufficiently large temperatures in systems with strongly
coupled metallic grains separated by an insulating matrix [286].
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5.3 Universal c-axis charge transport properties
For the hole-doped cuprates, a universal exponential insulating behavior of the c-axis re-
sistivity was observed (in Bi2Sr2CaCu2O8+δ, Bi2Sr2Ca2Cu3O10+δ and YBa2Cu3O7−δ)
[289], whereas no such universality has been established yet for the electron-doped
cuprates. Previous c-axis optical conductivity studies of the electron-doped cuprates
observed a depletion of low-energy optical spectral weight that coincides with a change
in c-axis resistivity, indicative of the formation of the pseudogap [53]. The low-frequency
c-axis optical spectra were attributed to a conventional Drude response. Quantum os-
cillation (Shubnikov-de Haas) measurements of the c-axis resistivity revealed small hole
Fermi pockets [190, 195, 201, 204]. Theoretically, electrons (near (pi, 0) and equivalent
in k space) were argued to dominate the c-axis transport [193].
This Chapter reports systematic c-axis dc resistivity measurements of NCCO and
compares the obtained data to previously published results. Remarkably, the c-axis re-
sistivity of NCCO, PLCCO and SCCO, although several orders of magnitude larger than
the ab-plane resistivity, is described by Eq. 5.13 in the antiferromagnetic phase. Above
TN , a deviation from this behavior appears that is most prominent at lower doping.
Just as for the ab-plane resistivity, this deviation can be associated with delocalization
of electrons due to the breakdown of the antiferromagnetic order.
Representative c-axis resistivity data for NCCO are shown in Fig. 5.17. The data
were fit by Eq. 5.13 using Levenberg-Marquardt nonlinear least-squares algorithm with
A0, Alog and A2 as fit parameters [283, 284]. The resistivity upturn appears at much
higher temperatures than for the ab-plane measurements. Similar to the ab-plane resis-
tivity, the upturn at low doping and low temperature can no longer be described by a
logarithmic contribution.
As shown in Fig. 5.18, A2,c for the electron-doped cuprates follows a simple A2,c ∝
1/xeff behavior, with xeff between x − 0.01 and x + 0.015. The c-axis A2,c, unlike A2
obtained from ab-plane measurements, levels off at the boundary between the LR-AF
phase and the mixed phase. The doping dependence of A0,c and Alog,c are Alog,c ∝
x−2.8±0.2 and A0,c ∝ x−2.4±0.2.
Treating the doping level as an implicit parameter, comparisons among A2,c, Alog,c
and A0,c are shown in Fig. 5.19. An approximately linear scaling over many orders
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Figure 5.17: Temperature dependence of c-axis resistivity for NCCO at five doping
levels. (a-c) Raw resistivity data (blue solid curves) and fits (red dashed curves) to
Eq. 5.13. A0 − Alog log(T/1K) is shown as black dashed lines. (d, e) c-axis resistance
data (blue solid curves) and fits (red dashed curves) to Eq. 5.13. Blue (black) curves
are resistance at zero (H = 32.7 T, H//c) magnetic field. (f-j) Difference between
raw data and fits (blue solid curves). Black vertical lines denote Ne´el temperature
estimated (TN) [55]. Grey shaded areas correspond to a Gaussian distribution of TN
due to chemical inhomogeneity [40]. Green shaded areas indicate from deviation of the
difference between data and fits. See Tables A.5 for sample information.
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Figure 5.18: Doping dependences of the coefficients A2,c, Alog,c and A0,c from fits of
ρc to Eq. 5.13. The vertical magenta shaded band indicates the boundary between the
LR-AF phase and the mixed phase. (a) Doping dependence of A2,c. The dashed line
and shaded area show A2,c ∝ 1/xeff , where xeff is estimated to lie between x− 0.01 and
x + 0.015. A2,c appears to level off in the mixed phase. (b) and (c) show the doping
dependences of Alog,c and A0,c, respectively. Blue dashed lines indicate fits to power-
law dependences, and the shaded bands indicate the uncertainty (±0.2) in the exponent
obtained from the fits. Data analyzed from [53, 276, 287, 288] (see Tables A.5).
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(see Tables A.5).
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Figure 5.20: Tlog,c and strong divergence regime from c-axis resistivity superimposed on
phase diagram of NCCO. Data adapted from [53, 276, 277] (see Tables A.5).
of magnitude is observed between Alog,c and A0,c. This implies that, for the c-axis
transport, the dominant contribution to A0,c is not related to elastic impurity scattering
(recall that A0,c = ρres,c +Alog,c log(Tlog,c/1K)). There also exists approximately linear
scaling between A2,c and A0,c, but this scaling breaks down in the vicinity of the phase
boundary between the LR-AF phase and the mixed phase region.
Similar to Fig. 5.9, Fig. 5.20 compares Tlog,c, Td,c and Tc. In contrast to the obser-
vation for the ab-plane transport, the strong divergence regime does not extrapolate to
zero temperature at the doping concentration where superconductivity emerges. Both
Tlog and Tlog,c are on the order of 50-150 K and exhibit a very similar monotonic doping
dependence.
5.4 Discussion
Universal T 2 scattering rate
Figure 5.16 implies a nearly universal T 2 transport scattering rate in the electron- and
the hole-doped cuprate materials, given that the effective mass is thought to depend
167
only weakly on material, doping concentration, and dopant type. Since this universal
behavior includes the Fermi liquid at high hole-doping concentrations, it appears to
be the consequence of the Umklapp scattering process which involves electron-electron
scattering [219]. Remarkably, this scattering rate was also observed in the strange metal
regime (Fig. 5.1), where the notion of Fermi-liquid quasiparticles was questioned [61].
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Figure 5.21: Analysis of c-axis resistivity based on Eq. 5.15. (a, b) Our c-axis resistivity
data (blue solid curves) and fit (red dashed curves) to Eq. 5.15. The contributions
A0 − Alog log(T/1K) are shown as black dashed lines. Insets of (a, b) are inverse of
ab-plane Hall constant (grey circles: this Thesis work. Blue curves: [95]). Red dashed
lines are guides to eye for the low-temperature dependence. The analysis of the x = 0.04
data uses RH for the x = 0.05 NCCO [95]. (c, d) Difference between data and fits (blue
solid curves). Black vertical lines show TN. Grey shaded areas correspond to a Gaussian
distribution of TN due to chemical inhomogeneity [40].
As discussed in [219], the universal scattering rate found throughout the hole-doped
part of the phase diagram suggests a single scattering mechanism. When interpreted in
the simplest manner, this implies that the pseudogap phenomenon signifies the gradual
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localization upon cooling of one hole per planar CuO2 unit, and that the T -linear resis-
tive behavior in the strange metal regime is the result of a T 2 scattering rate combined
with an approximate T -linear dependence of the carrier density. The mechanism that
give rise to this temperature dependence is not fully clear. In effect, band theory ap-
pears to give an appropriate description of the cuprates at high temperature and high
doping levels [42, 219]. Mott localization of one electron/hole per planar CuO2 unit
appears take place in a percolative manner [219].
Connection between the ab-plane and c-axis transport
As discussed in Section 5.2, the magnitude of the resistivity upturn is related to the
amount of disorder. As indicated by the magnetoresistivity measurements, Matthiessen’s
rule can not explain the resistivity results. Instead, the data are compatible with a
serial-resistor network of metallic and non-metallic regions, in which non-metallic re-
gions are characterized by the logarithmic behavior and have a negligible influence on
the magnetoresistivity. The existence of the logarithmic resistivity upturn suggests that
the metallic regions are embedded in a non-metallic matrix, as otherwise current flow
would bypass the non-metallic regions.
The ab-plane and c-axis resistivity of the electron-doped cuprates are very similar to
each other (both show the logarithmic upturn and the T 2 metallic behavior). However,
this similarity is not observed in the hole-doped cuprates, for which insulating behavior
was seen along the c-axis [289]. This suggests that electron and hole carriers behave
differently in ab-plane versus c-axis transport. One possible explanation is that electrons
and holes are both mobile in the ab-plane, but that only electrons can easily hop between
CuO2 layers. This scenario is consistent with theoretical work which suggests that the
c-axis transport in the electron-doped cuprates is dominated by electrons (near (pi, 0)
and equivalent in k space) [193].
Assuming that the charge carrier density is given by the inverse of the Hall constant,
we can model the ab-plane and c-axis resistivity with a temperature-dependent carrier
density. Remarkably, as shown in Fig. 5.21, the c-axis resistivity can be described up
to the highest measured temperature using
ρc = A0 −Alog log(T/1K) + (A2RH/R0)T 2, (5.15)
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which is a modified form of Eq. 5.15. RH is the Hall constant and R0 is the RH at low
temperature.
Figure 5.22 summaries scaling between Alog and A0 for both ab-plane and c-axis re-
sistivity. The difference between the scaling behavior is rooted in the difference between
A0,ab and A0,c. It is possible that A0,c includes an additional contribution (e.g., inter-
plane hopping) that does not exist in the ab-plane transport. Nevertheless, the overall
similarity in the scaling behavior points to the same underlying origin of the resistivity
upturn in the electron and hole-doped cuprates. Magnetotransport measurements of
NCCO show that the c-axis magnetoresistivity mimics the ab-plane magnetoresistivity
(Chapter 4), indicative of a potentially dominant ab-plane contribution to the c-axis
transport properties.
Connecting transport with the phase diagram
The phase diagram for NCCO was discussed in Chapters 3 and 4. The magnetic and
electronic properties were found to be closely related to the Fermi surface. As shown
in Fig. 5.23, the temperature above which ρc deviates from Eq. 5.13 (shown as green
shaded areas in Fig. 5.4 and Fig. 5.17) and the temperature at which an increase is
seen in the Hall constant coincide with TN. This behavior is possibly associated with a
delocalization of charge carriers and concomitant changes in the Fermi surface due to
the breakdown of the antiferromagnetic order.
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Appendix A
Sample information
The characteristics of samples measured by neutron scattering, µSR, and charge trans-
port experiments are summarized in this Appendix. The analyses in Chapters 3, 4, and
5 include previously published data and data taken by previous group members.
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A.1 NCCO samples for neutron scattering and µSR
Name Techniques Nominal x Actual x Tc(K)
M191 Neutron [55] 0.10 0.106(7) 0
M401,5 Neutron [55], µSR 0.15 0.166(10) 23
E11 Neutron [55] 0.04 0.038(11) 0
Yu-12:15:041 Neutron [55] 0.125 0.129(6) –
E51 Neutron [55] 0.075 – 0
E61 Neutron [55], µSR 0.15 0.154(7) 24
E81 Neutron [55] 0.1325 0.134(6) –
E91,5 Neutron [55], µSR 0.1375 0.145(4) 19
E131 Neutron [55] 0.17 0.181(4) –
E154,5 µSR 0.134 0.141(4) –
E19A2,5 Neutron, µSR 0.125 0.133(3) 24
E202 Neutron 0.131 0.138(5) 19
E212,3,5 Neutron, µSR 0.135 0.141(4) 24
E22 (as-grown)2 Neutron 0 0 0
E232,3,5 Neutron, µSR 0.146 0.156(4) 25
E242,5 Neutron, µSR 0.121 0.128(2) 20
E262,4 Neutron, µSR 0.105 0.118(3) 0
E28B2 Neutron 0.115 0.126(5) 16
E32B2 Neutron 0.11 0.120(1) 12
E34A2,4 Neutron, µSR 0.114 0.123(2) 0
YM63 Neutron 0.13 0.135(3) 24
YM163,5 Neutron, µSR 0.16 0.170(2) 23
YM16 (as-grown)5 µSR 0.16 0.170(2) 0
Table A.1: NCCO samples measured by neutron scattering
and µSR techniques (Chapter 3).
The samples listed below the horizontal line were prepared and characterized as de-
scribed in Chapter 2, and have improved homogenity compared to the older samples
listed above the line. 1 Results reported in [55]. 2,3 Neutron experiments led by previous
group members (Eugene Motoyama or Patrick Mang) and myself, respectively. 4,5 µSR
measurements led by previous group members (Eugene Motoyama or Mun Chan) and
myself, respectively. The actual chemical composition and onset Tc were determined
via ICP/EDS and SQUID measurements (see Chapter 2). This Thesis work analyzed
the newer data and those taken by previous group members. All the unpublished data
obtained by Eugene Motoyama are featured in his Thesis [40].
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A.2 NCCO samples for high-magnetic-field transport
Name Nominal x Actual x Tc(K) geometry
M401,2 0.15 0.166(10) 23 3,4
E31 0.04 0.042(6) 0 3,4
Yu-12:15:042 0.125 0.129(6) – 3
E62 0.15 0.154(7) 24 3
E91 0.1375 0.145(4) 19 1,2,3,4
Ni-0.005 (Ni=0.005)2 0.15 – 17 3
Ni-0.010 (Ni=0.010)2 0.15 – 8 3
Ni-0.015 (Ni=0.015)2 0.15 – 0 3
Z101 0.10 0.11(10) 0 1
E191 0.125 0.133(3) 24 1,2,3,4
E231 0.146 0.156(4) 25 1,2,3,4
YM161 0.16 0.170(2) 23 1
YM16(as-grown)1 0.16 0.170(2) 0 1
Table A.2: NCCO samples for high-magnetic-field transport
measurements (Chapter 4).
The measurement geometries were: (1) I//a, H//c, (2) I//a, H//a, (3) I//c, H//c, (4)
I//c, H//ab. 1,2 High-field transport experiments led by myself and a previous group
member, Neven Bariˇsic´, respectively. The actual chemical composition and onset Tc
were determined via ICP/EDS and SQUID measurements (see Chapter 2). The Ni-
doped samples were grown by Inna Visik [290]. This Thesis work analyzed all the data
for samples listed in this Table.
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A.3 Electron-doped cuprate samples for ab-plane charge
transport analysis
Material Reference x Special condition TN(K)
NCCO this Thesis 0.10 – 165
NCCO this Thesis 0.134* – 100
NCCO this Thesis 0.145* – 80
NCCO [53] 0.025 – 250
NCCO [53] 0.05 – 250
NCCO [53] 0.075 – 230
NCCO [53] 0.10 – 165
NCCO [53] 0.125 – 120
NCCO [278] 0.10 – 165
NCCO [279] 0.14 Irradiation intensity 2.0 –
NCCO [279] 0.14 Irradiation intensity 2.5 –
NCCO [279] 0.14 Irradiation intensity 3.0 –
NCCO [279] 0.14 Irradiation intensity 4.0 –
NCCO [279] 0.14 Irradiation intensity 4.5 –
NCCO [279] 0.14 Irradiation intensity 12.5 –
NCCO [279] 0.14 Irradiation intensity 18.5 –
NCCO [277] 0.06 – 240
NCCO [276] 0.06 – 240
NCCO [276] 0.12 – –
NCCO [276] 0.12 as-grown 170
NCCO [276] 0.13 as-grown 160
NCCO [276] 0.14 as-grown 150
NCCO [276] 0.14 annealed at 500◦ C –
NCCO [276] 0.14 annealed at 600◦ C –
NCCO [276] 0.14 annealed at 700◦ C –
NCCO [276] 0.14 annealed at 800◦ C –
LYCO [274] 0.15 Sample A3 –
LYCO [274] 0.15 Sample A4 –
PCCO [208] 0.13 – –
PCCO [281] 0.13 – –
PCCO [281] 0.14 – –
PCCO [280] 0.05 – –
PCCO [280] 0.10 – –
PCCO [270] 0.12 sample 1 –
PCCO [270] 0.12 sample 2 –
PCCO [270] 0.12 sample 3 –
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PCCO [270] 0.12 sample 4 –
PLCCO [282] 0.03 – –
PLCCO [282] 0.05 – –
PLCCO [282] 0.08 – –
PLCCO [282] 0.10 – –
PLCCO [282] 0.13 – –
LCCO [175] 0.06 – –
LCCO [175] 0.07 – –
LCCO [175] 0.08 – –
LCCO [175] 0.10 – –
Table A.3: Electron-doped cuprate samples for which ab-
plane charge transport is analyzed (Chapter 5).
* The actual chemical composition was determined via ICP/EDS measurements (see
Chapter 2). The listed Ne´el temperatures for NCCO were obtained from neutron scat-
tering experiments (see Chapters 2 and 3). All other Ce concentration x are nominal
values. This Thesis work analyzed all the data listed in the Table.
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A.4 Hole-doped cuprate samples for ab-plane charge trans-
port analysis
Material Reference x or δ Estimated p Special condition TN(K) T
∗∗(K)
LSCO [272] x=0.01 0.01 – 245 –
LSCO [272] x=0.02 0.02 – – –
LSCO [272] x=0.03 0.03 – – –
LSCO [272] x=0.04 0.04 – – –
LSCO [272] x=0.05 0.05 – – –
LSCO [272] x=0.06 0.06 – – –
YBCO [272] δ=0.30 0.035* – 225 280
YBCO [272] δ=0.35 0.05* – – 230
YBCO [272] δ=0.40 0.065* – – 200
YBCO [272] δ=0.45 0.079* – – 180
YBCO [273] δ=0.28 0.03* – 250 300
YBCO [273] δ=0.30 0.035* – 225 280
YBCO [273] δ=0.35 0.05* – – 230
YBCO [273] δ=0.43 0.073* – – 190
YBCO [248] δ=0.60 0.123* Irradiation step 7 – –
YBCO [248] δ=0.60 0.123* Irradiation step 6 – –
YBCO [248] δ=0.60 0.123* Irradiation step 5 – –
YBCO [248] δ=0.60 0.123* Irradiation step 4 – –
YBCO [248] δ=0..60 0.123* Irradiation step 3 – –
La-Bi2201 [246] x=0.84 0.102** – – –
La-Bi2201 [275] – 0.10 – – –
La-Bi2201 [275] – 0.105 – – –
Table A.4: Hole-doped cuprate samples for which ab-plane
charge transport is analyzed (Chapter 5).
* Hole concentration of YBCO estimated with the method in [291]. ** Hole concen-
tration of La-Bi2201 estimated using data from [275]. Hole concentration of LSCO is
taken to be p = x. The listed Ne´el temperatures for LSCO and YBCO was taken
from [272, 273]. T ∗∗ is a characteristic temperature below which the ab-plane resistivity
exhibits a quadratic temperature dependence [255]. This Thesis work analyzed all the
data listed in the Table.
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A.5 Electron-doped cuprate samples for c-axis charge trans-
port analysis
Material Reference x Special condition TN(K)
NCCO this Thesis 0.042* – 240
NCCO this Thesis 0.10 – 165
NCCO this Thesis 0.128* – 102
NCCO this Thesis 0.134* – 102
NCCO this Thesis 0.145* – 85
NCCO [53] 0.025 – 250
NCCO [53] 0.05 – 250
NCCO [53] 0.075 – 230
NCCO [53] 0.10 – 165
NCCO [53] 0.125 – 120
NCCO [53] 0.150 – –
NCCO [276] 0.03 – –
NCCO [276] 0.06 – –
NCCO [276] 0.12 – –
PLCCO [282] 0.03 – –
SCCO [287] 0.14 – –
SCCO [287] 0.143 – –
SCCO [288] – Mesa –
Table A.5: Electron-doped cuprate samples for which c-axis
charge transport is analyzed (Chapter 5).
* The actual chemical composition and onset Tc were determined via ICP/EDS and
SQUID measurements (see Chapter 2). All other Ce concentrations x are nominal
values. The listed Ne´el temperatures for NCCO were obtained from neutron scattering
experiments (see Chapters 2 and 3). This Thesis work analyzed all the data listed in
the Table.
