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We prove the solvability of the Dirichlet-periodic problem for a semilinear
parabolic equation, assuming the existence of a lower solution : and an upper
solution ;, which do not satisfy the ordering condition :;. Our results yield the
existence of unstable solutions, localized by means of : and ;, requiring weak
regularity of the coefficients of the equation.  2000 Academic Press
1. INTRODUCTION
Let us consider the periodic-parabolic problem
t u& :
N
i, j=1
xi (aij xj u)+ :
N
i=1
ai xi u+a0 u= f (x, t, u),
in 0_]0, T[,
(1)
u(x, t)=0, on 0_]0, T[,
u(x, 0)=u(x, T ), in 0,
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where t&Ni, j=1 xi (aijxj)+
N
i=1 aixi+a0 is a uniformly parabolic
operator whose coefficients are, say, Lipschitz continuous on 0 _[0, T],
f : 0_]0, T[_R  R is a Carathe odory function, 0 is a bounded domain
in RN with a boundary 0 of class C2, and T is a fixed positive number.
It is a classical fact that, under stronger regularity assumptions on the
function f, on the coefficients of A, and on the domain 0, if : and ; are,
respectively, a strict lower and a strict upper solution of (1), with
:(x, t);(x, t) in 0_]0, T[, (2)
then there exists a solution u of (1), which is stable and satisfies
:(x, t)u(x, t);(x, t) in 0_]0, T[.
This was established in the sixties by Kolesov [20, 21] (see also Kusano
[22]), although some partial contributions in this direction appeared in
the fifties in a series of papers of Prodi, starting with [28, 29]. Later on,
this result was extended to the case where f depends also on {xu and
satisfies a Nagumo condition by Amann [1], for what concerns the
existence and localization of solutions, and by Dancer and Hess [7], for
what concerns the stability. All these papers deal with classical solutions,
whereas the existence and localization of weak solutions, even for more
general quasilinear equations, is discussed in [13]. We point out again
that, under condition (2), besides existence, two further important results
are obtained on the solutions: their localization and stability.
In this paper, we investigate the solvability of (1) in the case where there
exists a pair of strict lower and upper solutions : and ; for which condi-
tion (2) fails, that is, for some (x0 , t0) # 0_]0, T[,
:(x0 , t0)>;(x0 , t0). (3)
Hitherto, this question, explicitly posed in the early seventies by Sattinger
in [31], has been studied for some classes of boundary value problems for
elliptic partial differential equations, or second order ordinary differential
equations, in [2, 6, 11, 14, 15, 27], but just for what concerns the existence
and, only in [6, 11, 15], the localization of solutions. In contrast, our main
purpose here is, besides extending the results of [11] to the parabolic
problem (1), to face the study of the stability, a topic which apparently was
never tackled before. Indeed, under condition (3) and some growth restric-
tions of f, we prove the existence of a solution u of (1), which is unstable
and satisfies, for some (x1 , t1), (x2 , t2) # 0_]0, T[,
u(x1 , t1)<:(x1 , t1) and u(x2 , t2)>;(x2 , t2). (4)
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We stress that our result is the precise counterpart of the classical one,
when condition (2) is replaced by (3), since we get both the existence of
solutions and information about their localization and stability (actually,
instability).
Now, we describe our paper in more detail. In Section 2 we state and
prove our main result; Theorem 2.1 below. There, we suppose that f ( } , } , s)
is a bounded perturbation of *1s, where *1 is the principal eigenvalue of the
linear problem associated to (1) and we assume the existence of a strict
lower solution : and of a strict upper solution ;, satisfying (3). Then, we
show that there exist a minimal solution v and a maximal solution w of (1)
which satisfy (4) and we prove that v is unstable from below and w is
unstable from above.
The proof of Theorem 2.1, which hinges over several intermediate results,
stated separately as preliminary lemmas, is divided in two parts: the former
concerns the existence and localization of solutions, the latter is devoted to
the study of the instability of the extremal ones.
The solvability of problem (1) is established evaluating the degree of an
associated operator, whose fixed points are precisely the solutions of (1),
on the set
O=[u # C1, 0(0 _[0, T]) | min(u&:)<0<max(u&;)].
This computation is actually performed on a modified problem, which
allows the frame of the classical Amann three solutions theorem be entered,
and is based on the additivity and excision properties of the degree and on
the obtention of suitable a-priori bounds for the solutions. The existence of
minimal and maximal solutions of (1), belonging to O, is proved using
Zorn’s lemma together with the a-priori bounds previously obtained. This
part of the proof exploits some ideas introduced in [11, 15].
Then, we turn to the proof of the instability of the extremal solutions of
(1), belonging to O. Since we do not require that f satisfy any local
Lipschitz, or one-sided local Lipschitz condition, we cannot employ some
tools which are standard in the study of stability questions for (1). In par-
ticular, the use of the Poincare operator in connection with the theory of
order preserving operators (as in [8] or [16]) seems to be prevented.
Therefore, we develop another approach. Namely, we start by proving that,
if u1 , u2 are distinct solutions of (1), such that u1(x, t)u2(x, t) in
0_]0, T[ and there is no further solution in between, then there exist
lower or upper solutions arbitrarily close to u1 or u2 , respectively. This
result, which has already been established for strongly order-preserving
operators in [8, 19, 24, 25], appears new in the context of problem (1),
when f is just a Carathe odory function. In this context, an elementary fact
stated in Lemma 2.1, which, roughly speaking, says that any Carathe odory
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function satisfies a local regularity condition, which is the natural
generalization of Lipschitz, or Ho lder, continuity and in turn provides
problem (1) with a certain amount of monotonicity, turns out to be of cru-
cial use. This simple observation also has some interesting connections with
the use of a monotone iterative scheme (namely, the Chaplyghin method)
for the construction of the minimum and the maximum solution of (1)
lying between a lower and an upper solution satisfying (2) (see [1, 3, 26]).
Thus, we establish a sort of relative attractiveness of such extremal solu-
tions. More precisely, we show that if z denotes the minimum solution
between a lower solution : and an upper solution ; satisfying (2), then for
every lower solution :^ lying between : and z and satisfying the boundary
conditions, there exists a solution :~ of the initial value problem
t u& :
N
i, j=1
xi (a ij xj u)+ :
N
i=1
ai xi u+a0u= f (x, t, u),
in 0_]0, +[,
u(x, t)=0, on 0_]0, +[,
u(x, 0)=:^(x, 0), in 0,
which remains between : and z and is attracted by z, in the sense that
:~ (x, t)  z(x, t) as t  +, uniformly with respect to x # 0. This statement
allows the instability of any maximal solution w of (1) belonging to O to
be proved. Indeed, we modify our original problem in such a way that an
upper solution lying above the given lower solution : appears. Hence, we
find a minimum solution z of this modified problem such that z is above
w, z is different from w, and there is no further solution between w and z.
Since there exist lower solutions, which are between w and z and are
arbitrarily close to w, by the attractiveness of z we deduce the repulsiveness
of w.
In Section 3 we produce some applications of Theorem 2.1, along three
main directions. First, we remove the restriction that f ( } , } , s) is a bounded
perturbation of *1s and we discuss situations where f ( } , } , s)&*1 s grows
linearly, or even superlinearly, at infinity, by reducing the problem, via
truncations, to the preceding one. Second, we show that certain classical
assumptions, usually referred to as resonance or nonresonance conditions
to the right of *1 , give rise to strict lower and upper solutions satisfying (3).
In this way, we improve and complete several know existence results for
(1), as far as localization and instability are concerned. Third, we obtain,
substantially as a byproduct of our previous results, some stability proper-
ties of the minimum and maximum solutions lying between a pair of
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lower and upper solutions for which (2) holds in the case where low
regularity is assumed on the coefficients of the parabolic operator and on
the nonlinearity.
Finally, we point out that similar results could be obtained as well for
parabolic problems where the Dirichlet boundary conditions are replaced
by the Neumann or the Newton boundary conditions.
2. EXISTENCE, LOCALIZATION, AND INSTABILITY
Let us suppose that
(A0) 0/RN is a bounded domain with a boundary 0 of class C2.
Set Q=0_]0, T[ and 7=0_]0, T[, where T>0 is a fixed number.
Let us define
A(x, t, x)=& :
N
i, j=1
xi (aij (x, t) xj)+ :
N
i=1
a i (x, t) xi+a0(x, t)
and
A*(x, t, x)=& :
N
i, j=1
xj (aij (x, t) xi)& :
N
i=1
xi (ai (x, t))+a0(x, t)
and consider the following conditions:
(A1) aij # C0(Q ), aij=aji , a ij (x, 0)=aij (x, T ) in 0, xk aij # L
(Q),
for i, j, k=1, ..., N, and there exists ’>0 such that, for all (x, t) # Q and
! # RN, Ni, j=1 a ij (x, t) !i!j’ |!|
2;
(A2) ai # L(Q) for i=1, ..., N;
(A3) xk ai # L
(Q) for i, k=1, ..., N;
(A4) a0 # L(Q);
(A5) a0(x, t)(2’)&1 (maxi=1, ..., N &ai&L)2 for a.e. (x, t) # Q.
It is convenient, on the rest of the paper, to suppose that the coefficients
of A(x, t, x) have been extended by T-periodicity on 0_R.
Definition 2.1. Assume (A0) and fix t1 , t2 , with 0t1t2 . Given u,
v # C1, 0(0 _[t1 , t2]), we write:
v uv if, for every (x, t) # 0 _[t1 , t2], u(x, t)v(x, t);
v u>v if uv and u{v;
v u>>v if, for every (x, t) # 0_[t1 , t2], u(x, t)>v(x, t) and, for
every (x, t) # 0_[t1 , t2], either u(x, t)>v(x, t), or u(x, t)=v(x, t) and
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&u(x, t)<&v(x, t), where &=(&0 , 0) # RN+1, &0 being the unit outer
normal to 0 at x # 0.
The same notation, with the same meaning, is also used for the functions
u, v # C1, 0(0 _R) or C1, 0(0 _[0, +[).
Let us consider the linear parabolic problem
t u+A(x, t, x) u=h(x, t), in Q,
u(x, t)=0, on 7, (5)
u(x, 0)=u(x, T ), in 0,
where h # L2(Q). By a solution of (5) we mean a function u # W 2, 12 (Q)
which satisfies the equation a.e. in Q, the Dirichlet boundary condition in
the sense of traces, and the periodicity condition in the sense of L2(0).
Note that this makes sense because u|7 # W 32, 342 (7) and u # C
0([0, T],
L2(0)).
The following two results concerning problem (5) hold (cf. [12]).
Proposition 2.1 (Existence, Uniqueness, and Continuous Dependence).
Assume (A0)(A2), (A4), and (A5). Let q2 be fixed. Then, for every h # Lq(Q),
problem (5) has a unique solution u # W 2, 1q (Q). Moreover, there exists a con-
stant C>0, independent of h, such that
&u&W q2, 1C &h&Lq .
Proposition 2.2 (Existence of the Principal Eigenvalue). Assume
(A0)(A5) and take p>N+2. Then, there exist a number *1>0 and func-
tions .1 , .1* # W 2, 1p (Q) solutions corresponding to *=*1 of, respectively,
t u+A(x, t, x) u=*u, in Q,
u(x, t)=0, on 7, (6)
u(x, 0)=u(x, T ), in 0
and
&tu+A*(x, t, x) u=*u, in Q,
u(x, t)=0, on 7, (7)
u(x, 0)=u(x, T ), in 0.
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Moreover, the following holds:
(i) .1>>0 and .1*>>0;
(ii) if  # W 2, 1p (Q) is a solution of (6) (resp. (7)) for *=*1 , then
=k.1 (respectively, =k.1*), for some k # R;
(iii) *1 is the smallest number * for which the problem (6) (resp. (7))
has a nontrivial solution.
Let us consider the semilinear parabolic problem
t u+A(x, t, x) u= f (x, t, u), in Q,
u(x, t)=0, on 7, (8)
u(x, 0)=u(x, T ), in 0,
where it is assumed that conditions (A0)(A4) hold. Possibly passing to an
equivalent problem, obtained by adding to both sides of the equation in (8)
a term *u, for some *>0 sufficiently large, it is not restrictive to suppose
that condition (A5) is fulfilled too. We also fix p>N+2 and we assume the
following:
( f1) f : Q_R  R satisfies the L p-Carathe odory conditions; i.e., for
every s # R, f ( } , } , s) is measurable in Q; for a.e. (x, t) # Q, f (x, t, } ) is
continuous on R; for each \>0, there exists # # Lp(Q) such that
| f (x, t, s)|#(x, t), for a.e. (x, t) # Q and every s # [&\, \].
Definition 2.2. By a lower solution of (8) we mean a function : #
W2, 1p (Q) such that
t:+A(x, t, x) : f (x, t, :), a.e. in Q,
:(x, t)0, on 7,
:(x, 0):(x, T ), in 0.
Similarly, an upper solution ; of (8) is defined by reversing all the above
inequalities. A solution of (8) is a function u which is simultaneously a
lower and an upper solution. We also say that a lower solution : of (8) is
strict if for every solution u of (8), with :u, one has :<<u. Similarly, an
upper solution ; of (8) is strict if for every solution u of (8), with u;, one
has u<<;.
Remark 2.1. A lower solution : is strict if it is not a solution and there
exists =>0 such that, for a.e. (x, t) # Q and every s # [:(x, t), :(x, t)+
=.1(x, t)], one has t:+A(x, t, x) : f (x, t, s). A similar observation
holds for an upper solution ;.
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Let us associate to problem (8) the solution operator S: C1, 0(Q )  C1, 0(Q )
which sends any function u # C1, 0(Q ) onto the unique solution v # W 2, 1p (Q) of
tv+A(x, t, x) v= f (x, t, u), in Q,
v(x, t)=0, on 7,
v(x, 0)=v(x, T ), in 0.
The operator S is completely continuous and its fixed points are precisely
the solutions of (8).
Definition 2.3. We say that an open set O/C1, 0(Q ) is S-admissible
for the degree if S has no fixed point on its boundary O and the set of
fixed points of S in O is bounded. In this case, we define deg (I&S, O)=
deg (I&S, O & B(0, R)), where I is the identity operator in C1, 0(Q ) and
B(0, R) is the open ball of center 0 and radius R in C1, 0(Q ), with R taken
so large that all fixed points of S in O are included in B(0, R).
Definition 2.4. Let S/C1, 0(Q ) be a given set. We say that a solution
z of (8), with z # S, is the maximum solution of (8) in S (respectively, the
minimum solution of (8) in S) if every solutions u of (8), with u # S, is
such that uz (respectively, uz). Whereas we say that a solution z of
(8), with z # S, is maximal in S (respectively, minimal in S) if every solu-
tion u # S, with uz, is such that u=z (respectively, every solution u # S,
with uz, is such that u=z).
In what follows, we also suppose that any function defined on Q=
0_]0, T[ has been extended by T-periodicity on 0_R.
Let us consider the initial value problem associated to (8)
tu+A(x, t, x) u= f (x, t, u), in 0_]0, {[,
u(x, t)=0, on 0_]0, {[, (9)
u(x, 0)=u0(x), in 0,
where { # ] 0, ] possibly depends on the solution u and u0 # W 2&2pp (0) &
H 10(0).
Definition 2.5. A lower solution of (9) is a function : # W 2, 1p (0_]0, {[),
if {<+, or : # W2, 1p (0_]0, _[) for every _>0, if {=+, such that
t :+A(x, t, x) : f (x, t, :), a.e. in 0_]0, {[,
:(x, t)0, on 0_]0, {[,
:(x, 0)u0(x), in 0.
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Similarly, an upper solution ; of (9) is defined by reversing all the above
inequalities. A solution of (9) is a function u which is simultaneously a
lower and an upper solution.
Definition 2.6. A solution z of (8) is said stable from below (respec-
tively, stable from above) if for every =>0 there exists $>0 such that, if
u0 # W 2&2pp (0) & H
1
0(0) satisfies &u0&z( } , 0)&C 1<$ and u0z( } , 0)
(respectively, z( } , 0)u0), then every solution u of (9) is globally defined
in the future, i.e., {=+, and satisfies &u( } , t)&z( } , t)&L<= for all t>0.
A solution of (8) is said unstable from below (respectively, unstable from
above) if it is not stable from below (respectively, stable from above).
The following is the main result of this paper.
Theorem 2.1. Assume (A0)(A5), ( f1) and
( f2) there exists # # L p(Q) such that | f (x, t, s)&*1s|#(x, t) for a.e.
(x, t) # Q and every s # R.
Moreover, suppose that : is a lower solution and ; is an upper solution of
(8) satisfying : ;, that is
:(x0 , t0)>;(x0 , t0), for some (x0 , t0) # Q. (10)
Then problem (8) has at least one minimal solution v inO and one maximal
solution w in O , where
O=[u # C1, 0(Q ) | : u and u ;].
Furthermore, if : and ; are, respectively, a strict lower and a strict upper
solution, then O is S-admissible for the degree, with
deg (I&S, O)=&1,
and every minimal solution v in O is unstable from below and every maximal
solution w in O is unstable from above.
Remark 2.2. If : and ; are strict lower and upper solutions, every solu-
tion u # O actually satisfies u # O. This is in particular true for minimal and
maximal solutions.
Remark 2.3. If we know that only : (respectively, ;) is strict, we can
anyhow conclude that every maximal solution w in O (respectively, every
minimal solution v in O ) is unstable from above (respectively, from below).
The proof of Theorem 2.1 relies on the use of some intermediate results,
which we state separately as preliminary lemmas.
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Lemma 2.1. Assume ( f1). Then, for each \>0 there exists an
L p-Carathe odory function h: Q_[&\, \]_[&\, \]  R such that
(i) for a.e. (x, t) # Q and every r # [&\, \], h(x, t, } , r): [&\, \] 
R is nondecreasing;
(ii) for a.e. (x, t) # Q and every s # [&\, \], h(x, t, s, } ): [&\, \] 
R is nonincreasing;
(iii) for a.e. (x, t) # Q and every r, s # [&\, \], h(x, t, s, r)=
&h(x, t, r, s);
(iv) for a.e. (x, t) # Q and every r, s # [&\, \], with rs,
| f (x, t, s)& f (x, t, r)|h(x, t, s, r)
Proof. Step 1: Let g: [0, 1]  R be a continuous function and let |:
[0, +[  [0, +[ be the modulus of continuity of g, defined by set-
ting, for every $0, |($)=max |x& y| $ | g(x)& g( y)|. Clearly, | is non-
decreasing and is continuous at 0 with |(0)=0. Actually, one can prove
that | is continuous at any point $>0 too.
Step 2: Let \>0 be fixed. Since, by ( f1), for a.e. (x, t) # Q, f (x, t, } ):
[&\, \]  R is continuous, we set, for a.e. (x, t) # Q and every $0,
|(x, t, $)= max
|r&s|$
r, s # [&\, \]
| f (x, t, r)& f (x, t, s)|.
Next, for a.e. (x, t) # Q and every r, s # [&\, \], we define
h(x, t, s, r)={|(x, t, s&r),&|(x, t, r&s),
if &\rs\,
if &\s<r\.
Then the conclusions easily follow. K
The following statement can be proved by repeating almost verbatim the
argument of [15, Lemma 3.1].
Lemma 2.2. Let u # C 1, 0(Q ) be such that u(x, t)=0 on 7, u(x, 0)=
u(x, T ) in 0 and u>>0. Then the following hold:
(i) for any sequence (un)n /C1, 0(Q ), such that un(x, t)=0 on 7,
un(x, 0)=un(x, T ) in 0, and un  u in C1, 0(Q ), and for any constant
c # ]0, 1[, one has, for all n large enough,
un(x, t)cu(x, t) in Q ;
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(ii) there exists a constant c>0 such that for any v # C1, 0(Q ), with
v(x, t)0 on 7, one has
v(x, t)c &v&C1, 0 u(x, t) in Q .
The following version of the parabolic strong maximum principle can be
proved adapting an argument in [30, Chap. 3] (see also [9 and 16]).
Lemma 2.3 (Parabolic Strong Maximum Principle). Assume (A0)(A2),
(A4), and a0(x, t)0 a.e. in Q. Let 01 /0 be a domain with a boundary
01 of class C 1, 1 and let t1 , t2 be such that 0t1<t2 . Let p>N+2 and
q # L(Q), with q(x, t)0 a.e. in Q, be given. Let u # W 2, 1p (01_]t1 , t2[)
satisfy
t u+A(x, t, x) u+q(x, t) u0, a.e. in 01_]t1 , t2[.
Moreover, set m=min0 1_[t1, t2] u and suppose that m0. Then the follow-
ing hold:
(i) if m is attained at (x0 , t0) # 01_]t1 , t2], then u=m in 0 1 _
[t1 , t0];
(ii) if m is attained at (x0 , t0) # 01_]t1 , t2] and u is non-constant in
01 _]t1 , t0], then &u(x0 , t0)<0, where &=(&0 , 0) # RN+1, &0 # RN being
the unit outer normal to 01 at x0 # 01 .
The next statement is a consequence of Proposition 2.1 and the Riesz
SchauderFredholm theory.
Lemma 2.4. Assume (A0)(A5) and take p>N+2. Then, for any given
h # L p(Q), the problem
t w+A(x, t, x) w=*1w+h, in Q,
w(x, t)=0, on 7,
w(x, 0)=w(x, T ), in 0,
|
Q
w.1=0
has a unique solution w if and only if Q h.1*=0. Moreover, there exists a
constant C>0, independent of h, such that
&w&Wp2, 1C &h&Lp .
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The following result concerns the existence of a solution in the presence
of well-ordered lower and upper solutions.
Lemma 2.5. Assume (A0)(A5) and ( f1). Moreover, suppose that :1 , :2
are lower solutions and ;1 , ;2 are upper solutions of (8) satisfying
max[:1 , :2]min[;1 , ;2]. Then problem (8) has at least one solution u
satisfying max[:1 , :2]umin[;1 , ;2]. Finally, if :1 , :2 and ;1 , ;2 are
strict, then U=[u # C1, 0(Q ) | :1<<u<<;1 , :2<<u<<;2] is S-admissible
for the degree, with deg (I&S, U)=1.
Proof. By condition ( f1) we find a constant R>0, which we can choose
to be larger than &max[:1 , :2]&L and &min[;1 , ;2]&L , such that every
solution u of (8), with max[:1 , :2]umin[;1 , ;2], satisfies
&u&C 1, 0<R. (11)
Let us define a function f : Q_R  R by setting, for a.e. (x, t) # Q and every
s # R,
max[ f (x, t, max[:1(x, t), s]), f (x, t, max[:2(x, t), s])],
if s<max[:1(x, t), :2(x, t)],
f (x, t, s)={ f (x, t, s),if max[:1(x, t), :2(x, t)]smin[;1(x, t), ;2(x, t)],min[ f (x, t, min[;1(x, t), s]), f (x, t, min[;2(x, t), s])],
if s>min[;1(x, t), ;2(x, t)].
Clearly, f satisfies the L p-Carathe odory conditions with p>N+2. Let us
consider the modified problem
t u+A(x, t, x) u= f (x, t, u), in Q,
u(x, t)=0, on 7, (12)
u(x, 0)=u(x, T ), in 0.
Now the remainder of the proof follows standard lines (see for example
[11, Theorem 3.1]). Namely, using the maximum principle, we prove that
any solution u of (12) satisfies umax[:1 , :2] and umin[;1 , ;2], and
hence is a solution of (8). Then we consider the solution operator
S : C1, 0(Q )  C1, 0(Q ) associated to (12), whose fixed points are precisely
the solutions of (12). By Schauder’s Theorem, as f is bounded, S has a fixed
point, which is a solution of (12) and hence of (8). Furthermore, classical
results of degree theory imply that deg (I&S , B(0, R ))=1. Finally, by the
properties of the degree, we conclude that deg (I&S, U)=1 as well. K
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The following statement can easily be derived from the maximum
principle.
Lemma 2.6. Assume (A0)(A5), ( f1), and
( f3) for a.e. (x, t) # Q, f (x, t, } ) is nonincreasing.
Then problem (8) has at most one (actually, exactly one) solution.
In the following result we prove, under the same assumptions as those of
Lemma 2.5, the existence of a maximum and of a minium solution of (8)
by means of an iterative scheme.
Lemma 2.7. Assume (A0)(A5) and ( f1). Moreover, suppose that :1 , :2
are lower solutions and ;1 , ;2 are upper solutions of (8) satisfying
max[:1 , :2]min[;1 , ;2]. Then there exist a minimum solution v and a
maximum solution w of (8) in the set [u # C1, 0(Q ) | max[:1 , :2]u
min[;1 , ;2]].
Proof. Let h be the function associated to f by Lemma 2.1, corres-
ponding to \=max[&max[:1 , :2]&L , &min[;1 , ;2]&L].
Step 1: Existence of the minimum solution. Let us define a sequence
(vn)n , by taking v0=max[:1 , :2] and, for n1, as vn the unique solution
of
tv+A(x, t, x) v=h(x, t, vn&1 , v)+ f (x, t, vn&1), in Q,
v(x, t)=0, on 7, (13)
v(x, 0)=v(x, T ), in 0.
Let us prove that the sequence (vn)n is well defined. Observe that :1 , :2 are
lower solutions and ;1 , ;2 are upper solutions of
tu+A(x, t, x) u=h(x, t, v0 , u)+ f (x, t, v0), in Q,
u(x, t)=0, on 7, (14)
u(x, 0)=u(x, T ), in 0.
Hence, by Lemma 2.5 and Lemma 2.6, problem (14) has a unique solution
v1 , satisfying max[:1 , :2]v1min[;1 , ;2]. Similarly, for n>1, vn&1 is a
lower solution and ;1 , ;2 are upper solutions of (13). Again by Lemma 2.5
and Lemma 2.6, problem (13) has a unique solution vn , satisfying
vn&1vnmin[;1 , ;2]. Note in particular that, for each n1, vn is a
lower solution of (8).
Next, observe that, since (vn)n is uniformly bounded and h satisfies the
L p-Carathe odory conditions, the right hand side of the equation in (13) is
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bounded in L p(Q) and hence (vn)n is bounded in W 2, 1p (Q). Therefore, a
subsequence converges weakly in W 2, 1p (Q) and strongly in C
1, 0(Q ) to some
function v # W 2, 1p (Q). The monotonicity of (vn)n actually implies that the
whole sequence converges uniformly to v and therefore strongly in
W 2, 1p (Q). Hence, using (13) and the properties of h, we conclude that v is
a solution of (8).
Finally, we show that v is the minimum solution of (8) lying between
max[:1 , :2] and min[;1 , ;2]. Indeed, if u is a solution of (8), with
max[:1 , :2]umin[;1 , ;2], then u is an upper solution of (13), for
each n1, and therefore, by Lemma 2.5 and Lemma 2.6, it satisfies
v0vnu. This implies that vu and hence v is the minimum solution.
Step 2: Existence of the maximum solution. We define a sequence
(wn)n , by taking w0=min[;1 , ;2] and, for n1, as wn the solution of
t w+A(x, t, x) w=h(x, t, wn&1 , w)+ f (x, t, wn&1), in Q,
w(x, t)=0, on 7, (15)
w(x, 0)=w(x, T ), in 0.
In a quite similar fashion, we prove that (wn)n is a nonincreasing sequence
of upper solutions of (8), converging in W 2, 1p (Q) to a solution w of (8),
which is the maximum solution of (8) between max[:1 , :2] and
min[;1 , ;2]. K
Remark 2.4. The proof of Lemma 2.7 shows that the minimum solution
v and the maximum solution w are the limits in W 2, 1p (Q) of two monotone
sequences (vn)n and (wn)n of lower solutions and of upper solutions of (8)
defined by (13) and (15), respectively. We stress that this is obtained only
assuming that f is a Carathe odory function.
Lemma 2.8. Assume (A0)(A5) and ( f1). Moreover, suppose that u1 , u2 ,
with u1<u2 , are solutions of (8) such that there is no solution u of (8), with
u1<u<u2 . Then there exists $0>0 such that, for every $ # ]0, $0[, either
there is a lower solution : of (8), with u1<:<u2 and &:&u1&C 1, 0=$, or
there is an upper solution ; of (8), with u1<;<u2 and &;&u2&C 1, 0=$.
Proof. Let us set, for (x, t) # Q and s # R, #(x, t, s)=max[u1(x, t), min-
[s, u2(x, t)]]. Clearly, #: Q _R  R is continuous and, for each (x, t) # Q ,
#(x, t, } ): R  R is nondecreasing. Consider the modified problem
tu+A(x, t, x) u= f (x, t, #(x, t, u)), in Q,
u(x, t)=0, on 7, (16)
u(x, 0)=u(x, T ), in 0.
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By the maximum principle, any solution u of (16) satisfies u1uu2 and
hence u1 , u2 are the only solutions of (16). Take \=max[&u1&L , &u2&L]
and let h be the function whose existence is guaranteed by Lemma 2.1.
Consider, for each + # [0, 1], the following problems
t u+A(x, t, x) u=+f (x, t, #(x, t, u))
+(1&+)[ f (x, t, u1)
+h(x, t, u1 , #(x, t, u))], in Q, (17)
u(x, t)=0, on 7,
u(x, 0)=u(x, T ), in 0
and
t u+A(x, t, x) u=+f (x, t, #(x, t, u))
+(1&+)[ f (x, t, u2)
+h(x, t, u2 , #(x, t, u))], in Q, (18)
u(x, t)=0, on 7,
u(x, 0)=u(x, T ), in 0.
By the monotonicity properties of h and the maximum principle, one can
verify that, for any + # [0, 1], every solutions u of (17) and (18) satisfies
u1uu2 . Moreover, every solution of (17) is a lower solution of (8) and
every solution of (18) is an upper solution of (8). Therefore, we will prove
that there exists $0>0 such that for every $ # ]0, $0[ either (17) has, for
some + # [0, 1], a solution u # B(u1 , $), or (18) has, for some + # [0, 1],
a solution u # B(u2 , $).
At this stage, it is convenient to associate to problems (17) and (18) the
corresponding solution operators S1, + , S2, + : C1, 0(Q )  C1, 0(Q ), with + #
[0, 1], whose fixed points are precisely the solutions of (17) and (18), respec-
tively. Note that S1, 1=S2, 1 is the solution operator corresponding to (16).
The monotonicity of h implies, by Lemma 2.6, that u1 is the only solu-
tion of (17) with +=0. We want to prove that, for each $>0,
deg (I&S1, 0 , B(u1 , $))=1. (19)
Indeed, observing that u1&$ and u1+$ are, respectively, strict lower and
upper solutions of (17) with +=0 we get, by Lemma 2.5, that deg (I&S1, 0 ,
U$1)=1, where U
$
1=[u # C
1, 0(Q ) | u1&$<<u<<u1+$]. Since B(u1 , $)/
U$1 , the uniqueness of the solution u1 and the excision property yield (19).
Similarly, we have that u2 is the only solution of (18) with +=0 and, for
each $>0,
deg (I&S2, 0 , B(u2 , $))=1. (20)
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Moreover, since u1&1 and u2+1 are strict lower and upper solutions of
(16) (i.e., of (17) or (18), with +=1) we get, again by Lemma 2.5,
deg (I&S1, 1 , U)=1,
where U=[u # C1, 0(Q ) | u1&1<<u<<u2+1].
Next, recalling that u1 and u2 , with u1<u2 , are the only solutions of (16)
(i.e., of (17) or (18), with +=1) we conclude, by the excision property that,
for every $>0 so small that B(u1 , $) _ B(u2 , $)/U,
deg (I&S1, 1 , U)=deg (I&S1, 1 , B(u1 , $) _ B(u2 , $)). (21)
Assume now by contradiction that for every $0>0 there exists $ # ]0, $0[
such that, for every + # [0, 1], (17) has no solution on B(u1 , $) and (18)
has no solution on B(u2 , $). The homotopy property then implies
deg (I&S1, 0 , B(u1 , $))=deg (I&S1, 1 , B(u1 , $))=1 (22)
and
deg (I&S2, 0 , B(u2 , $))=deg (I&S2, 1 , B(u2 , $))=1. (23)
Finally, using (19)(23) and the additivity property, together with the fact
that S1, 1=S2, 1 , we obtain for some $>0 small enough
2=deg (I&S1, 0 , B(u1 , $))+deg (I&S2, 0 , B(u2 , $))
=deg (I&S1, 1 , B(u1 , $))+deg (I&S2, 1 , B(u2 , $))
=deg (I&S1, 1 , B(u1 , $))+deg (I&S1, 1 , B(u2 , $))
=deg (I&S1, 1 , B(u1 , $) _ B(u2 , $))=deg (I&S1, 1 , U)=1,
which is a contradiction. K
Arguing as in the proof of Lemma 2.5 and Lemma 2.7, one obtains the
following result.
Lemma 2.9. Assume (A0)(A5) and ( f1). Moreover, suppose that :1 , :2
are lower solutions and ;1 , ;2 are upper solutions of (9), with {<+,
satisfying max[:1 , :2]min[;1 , ;2]. Then problem (9) has a minimum
solution v and a maximum solution w in the set [u # C1, 0(0 _[0, {]) |
max[:1 , :2]umin[;1 , ;2]].
Remark 2.5. In this case the monotone iterative scheme, defined by the
counterparts of (13) and (15) for the initial value problem, is known in the
literature as Chaplyghin’s method (see [26]). We stress again that, by
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virtue of Lemma 2.1, no additional assumption of f, besides the Carathe odory
conditions, is required.
Lemma 2.10. Assume (A0)(A5) and ( f1). Moreover, let z be a solution
of (8). Then the following hold:
(i) If : is a lower solution of (8), with :( } , 0)=0 on 0, such that
:<z and there is no solution v of (8) satisfying :v<z, then there exists
a minimum solution :~ of
t u+A(x, t, x) u= f (x, t, u), in 0_]0, +[,
u(x, t)=0, on 0_]0, +[, (24)
u(x, 0)=:(x, 0), in 0,
in the set [u # C1, 0(0 _[0, +[) | :uz]. Further, :~ satisfies
lim
t  +
&:~ ( } , t)&z( } , t)&C1=0.
(ii) If ; is an upper solution of (8), with ;( } , 0)=0 on 0, such that
;>z and there is no solution v of (8) satisfying z<v;, then there exists
a maximum solution ; of
tu+A(x, t, x) u= f (x, t, u), in 0_]0, +[,
u(x, t)=0, on 0_]0, +[,
u(x, 0)=;(x, 0), in 0,
in the set [u # C1, 0(0 _[0, +[) | zu;]. Further, ; satisfies
lim
t  +
&; ( } , t)&z( } , t)&C1=0.
Proof. We only prove the former statement, since the proof of the latter
proceeds in a parallel way. Define a sequence (:~ n)n of functions as follows.
Take as :~ 0 the minimum solution of
t u+A(x, t, x) u= f (x, t, u), in Q,
u(x, t)=0, on 7, (25)
u(x, 0)=:(x, 0), in 0,
satisfying ::~ 0z. Such an :~ 0 exists, by Lemma 2.9, because : and z are
respectively a lower and an upper solution of (25) with :z. Moreover, :~ 0
satisfies :~ 0( } , T ):( } , T ):( } , 0)=:~ 0( } , 0). Then we define (:~ n)n recur-
sively by taking, for n1, as :~ n the minimum solution of
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t u+A(x, t, x) u= f (x, t, u), in Q,
u(x, t)=0, on 7, (26)
u(x, 0)=:~ n&1(x, T ), in 0,
satisfying :~ n&1:~ nz. Again such an :~ n exists, by Lemma 2.9, because
:~ n&1 and z are, respectively, a lower and an upper solution of (26) with
:~ n&1z. Moreover, :~ n satisfies :~ n( } , T ):~ n&1( } , T )=:~ n( } , 0). Accor-
dingly, we have defined a sequence (:~ n)n of lower solutions of (8), such
that, for each n1,
::~ n&1:~ nz (27)
and
:~ n(x, 0)=:~ n&1(x, T ) in 0. (28)
By monotonicity, (:~ n)n converges pointwise in Q to some function u satis-
fying :uz. Moreover, since, by (27) and ( f1), the right-hand side of the
equation in (26) is bounded in L p(Q), we deduce that (:~ n)n is bounded in
W2, 1p (Q) and therefore a subsequence converges weakly in W
2, 1
p (Q) and
strongly in C1, 0(Q ) to u. The monotonicity actually implies that the whole
sequence (:~ n)n converges uniformly to u and therefore strongly in W 2, 1p (Q)
(and therefore in C1, 0(Q )). Hence, by (28), we conclude that u is a solution
of (8). Finally, since :uz, we have u=z.
Now, define a function :~ : 0 _[0, +[  R as follows. If (x, t) # 0 _
[nT, (n+1) T[, for some n, we set
:~ (x, t)=:~ n(x, t&nT ).
We have that :~ is continuous, :~ |0_]nT, (n+1) T[ # W 2, 1p (0_]nT, (n+1) T[)
for each n, :~ (x, t)=0 and 0_]0, +[ and :~ ( } , 0)=:( } , 0). By the peri-
odicity of the coefficients, :~ also satisfies, for each n, the equation
t :~ +A(x, t, x) :~ = f (x, t, :~ ), in 0_]nT, (n+1) T[. Let us prove that, for
each n1, :~ # W 2, 1p (0_]0, nT[) and therefore :~ is a solution of (24). We
show that :~ # W 2, 1p (0_]0, 2T[); then the general conclusion follows by
induction. Let w # W 2, 1p (0_]0, 2T[) be the unique solution of the linear
initial value problem
tu+A(x, t, x) u= f (x, t, :~ ), in 0_]0, 2T[,
u(x, t)=0, on 0_]0, 2T[,
u(x, 0)=:(x, 0), in 0.
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Since both :~ |0_]0, T[ and w|0_]0, T[ are solutions of the linear initial value
problem
tu+A(x, t, x) u= f (x, t, :~ ), in 0_]0, T[,
u(x, t)=0, on 0_]0, T[,
u(x, 0)=:(x, 0), in 0,
by uniqueness, we get :~ =w in 0 _[0, T]. Further, both :~ | 0_]T, 2T[ and
w|0_]T, 2T[ are solutions of the linear initial value problem
t u+A(x, t, x) u= f (x, t, :~ ), in 0_]T, 2T[,
u(x, t)=0, on 0_]T, 2T[,
u(x, T )=:~ (x, T )=w(x, T ), in 0.
Then, by uniqueness, we have :~ =w in 0 _[T, 2T]. Therefore, we con-
clude that :~ =w in 0 _[0, 2T], so that :~ # W 2, 1p (0_]0, 2T[).
Now, we prove the minimality of :~ . Let : be a solution of (24), with
:: z in 0 _[0, +[. Since :~ 0 is the minimum solution of (25) above
:, we have : :~ 0 in 0 _[0, T] and hence, in particular, : ( } , T )
:~ 0( } , T )(:( } , 0)). Therefore, : | 0 _[T, 2T] is an upper solution of
t u+A(x, t, x) u= f (x, t, u), in 0_]T, 2T[,
u(x, t)=0, on 0_]T, 2T[, (29)
u(x, T )=:~ 0(x, T ), in 0.
Moreover, since :~ 0( } , } &T )|0 _[T, 2T] is the minimum solution above : of
t u+A(x, t, x) u= f (x, t, u), in 0_]T, 2T[,
u(x, t)=0, on 0_]T, 2T[,
u(x, T )=:(x, 0), in 0
and : |0 _[T, 2T] is an upper solution of this problem above :, we conclude
that : :~ 0( } , } , &T ) in 0 _[T, 2T]. Using the fact that :~ 1( } , } &T )
|0 _[T, 2T] is the minimum solution of (29) above :~ 0( } , } &T )|0 _[T, 2T] , we
derive that : >:~ 1( } , } &T )=:~ in 0 _[T, 2T]. Iterating this argument we
conclude that : :~ in 0 _[0, +[.
Finally, as (:~ n)n converges to z in C1, 0(Q ), one can easily show that
lim
t  +
&:~ ( } , t)&z( } , t)&C1=0. K
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Now, we are ready to prove Theorem 2.1.
Proof (of Theorem 2.1).
Part A: Existence and localization. In the course of this part of the
proof, let us denote the lower solution : and the upper solution ; of (8),
which exist by assumption, by :0 and ;0 , respectively. Moreover, for each
r>0, define a function fr : Q_R  R by setting, for a.e. (x, t) # Q and every
s # R,
f (x, t, s), if |s|<r,
fr(x, t, s)={ ( |s|&r) \*1&
1
r+ s
+(r+1&|s| ) f (x, t, s), if r|s|r+1,
(30)
\*1&1r+ s, if |s|>r+1.
Of course, fr satisfies the L p-Carathe odory conditions and
| fr(x, t, s)&*1 s|#(x, t)+
|s|
r
,
for a.e. (x, t) # Q and every s # R. For each r>0, let us consider the
modified problem
t u+A(x, t, x) u&*1u= fr(x, t, u)&*1 u, in Q,
u(x, t)=0, on 7, (31)
u(x, 0)=u(x, T ), in 0.
Step 1: A-priori bounds. We prove the existence of constants K>0
and r0>0 such that every solution u # O of (31), with r>r0 , satisfies
&u&C1, 0<K. (32)
Assume by contradiction that, for each n, there exist rn>n and un # O ,
solution of (31) for r=rn , such that &un &C1, 0n. For each n, decompose un
in the form un=an .1+wn , where .1 is defined in Proposition 2.2,
an=Q un.1 , and Q wn.1=0. Here, we suppose &.1&L2=1. By
Lemma 2.4 and condition ( f2), there exists a constant C>0 such that for
every n
&wn&C1, 0C \&#&Lp+ 1rn &wn&C1, 0+
1
rn
|an |+
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and hence, as rn  +,
&wn&C1, 02C \&#&Lp+ 1rn |an |+ (33)
for all n sufficiently large. Since &un&C1, 0  +, we have that |an |  +.
Suppose that an  +. Then, from (33) we obtain un an  .1 in C1, 0(Q ).
By Lemma 2.2, there exists a constant d>0 such that, for n large enough,
undan .1>>:0 ,
which is in contradiction to un # O for every n. Indeed, if u # O and u:0 ,
then either their exists (x0 , t0) # 0_[0, T] such that u(x0 , t0)=:0(x0 , t0),
or u(x, t)>:0(x, t) in 0_[0, T] and there exists (x0 , t0) # 0_[0, T]
such that &u(x0 , t0)=&:0(x0 , t0). The case where an  & can be
treated similarly.
Taking into account of condition ( f2), we can also suppose that every
solution u # O of (8) satisfies (32) and, with a possible different choice of
the constant K,
&u&C1++, +<K, (34)
for some +>0.
Step 2: Creation of well-ordered lower and upper solutions. Let us set
R=1+max[K, &:0&L , &;0&L , 1*1]. (35)
We prove that problem (31), with r=R, admits a strict lower solution :1
and a strict upper solution ;1 , satisfying :1&R&2 and ;1R+2.
We show how to build the upper solution; the lower solution can be con-
structed similarly. Let w be the solution of
tw+A(x, t, x) w&\*1& 1R+ w=(a0&*1)(R+2), in Q,
w(x, t)=0, on 7,
w(x, 0)=w(x, T ), in 0.
Choose a constant a>0 so large that a.1&w0 and set
;1=a.1&w+R+2.
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We have ;1R+2, ;1(x, 0)=;1(x, T ) in 0 and
t;1+A(x, t, x) ;1
=*1a.1&\*1& 1R+ w&(a0&*1)(R+2)+a0(R+2)
=*1;1+
1
R
w\*1& 1R+ ;1= fR(x, t, ;1)
in Q. Therefore, ;1 is an upper solution of (31), with r=R. Let us show
that it is strict. Assume this is false. Then there exists a solution u of (31),
with r=R, satisfying u;1 , but not u<<;1 . Let v=;1&u. Since
v(x, t)>0 on 7 and v(x, 0)=v(x, T ) in 0 there exists (x0 , t0) # 0_]0, T]
such that v(x0 , t0)=minQ v=0. Hence, we can find an open ball 01 /0,
with x0 # 01 and a point t1 # ]0, t0[ such that 0v(x, t)1 in
01 _]t1 , t0] and v(x , t )>0 for some (x , t ) # 0 1 _[t1 , t0]. Hence, using the
properties of ;1 and the definitions of R and fR , we get
t v+A(x, t, x) v fR(x, t, ;1)& fR(x, t, u)=\*1& 1R+ v0
in 01_]t1 , t0[. Thus the parabolic strong maximum principle implies that
v is constant in 0 1_[t1 , t0], which is a contradiction.
Step 3: Degree computation and existence of a solution. Let us set for
(i, j) # [0, 1]2"[(0, 0)], U(i, j)=[u # C1, 0(Q ) | : i<<u<<;j]. Notice that
U(i, j) is a non-empty open set in C1, 0(Q ), since :i<<;j for
(i, j) # [0, 1]2"[(0, 0)], by the choice of R. Moreover, we have that
O & U(1, 1)=U(1, 1)"U(0, 1) _ U(1, 0) . Let us denote by SR the solution operator
associated to problem (31), with r=R, which sends any function
u # C1, 0(Q ) onto the unique solution v # W 2, 1p (Q) of
t v+A(x, t, x) v= fR(x, t, u), in Q,
v(x, t)=0, on 7,
v(x, 0)=v(x, T ), in 0.
Observe that all the fixed points u # O of SR satisfy &u&C1, 0<R and, on the
ball B(0, R), SR coincides with S. Assume there is no solution u # O of (8),
and therefore of (31), with r=R, or equivalently that :0 and ;0 are
strict. Hence, we have that U(i, j) , for (i, j) # [0, 1]2"[(0, 0)], and O are
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SR -admissible and O is S-admissible. By the additivity and excision
properties and Lemma 2.5, we get
deg (I&S, O)=deg (I&S, O & U(1, 1))=deg (I&SR , O & U(1, 1))
=deg (I&SR , U(1, 1))&deg (I&SR , U(0, 1))
&deg (I&SR , U(1, 0))=&1.
This argument yields, in any case, the existence of a solution u # O of (8).
Step 4: Extremal solution. This step is quite similar to the last part of
the proof of [15, Theorem 2.2] and therefore is omitted.
Part B: Instability. Let us consider the modified problem (31), with
r=R defined by (35); that is,
t u+A(x, t, x) u= fR(x, t, u), in Q,
u(x, t)=0, on 7, (36)
u(x, 0)=u(x, T ), in 0.
We know that the solutions of (36) in O are precisely the solutions of (8)
in O .
We prove only the statement concerning the maximal solutions, since the
proof of the corresponding result for the minimal solutions is similar.
Let w # O be a maximal solution of (8) and therefore of (36). Under the
assumption that : is a strict lower solution, we prove that w is unstable
from above as a solution of (36). In turn, this implies that w is unstable
from above as a solution of (8), too. Indeed, we show that there exists =>0
such that for every $>0 there is a function u0 # W 2&2pp (0) & H
1
0(0), with
&u0&w( } , 0)&C1<$ and u0(x)w(x, 0) in 0, and a solution u of
t u+A(x, t, x) u= fR(x, t, u), in 0_]0, +[,
u(x, t)=0, on 0_]0, +[,
u(x, 0)=u0(x), in 0,
such that
lim
t  +
&u( } , t)&w( } , t)&L=.
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Since fR(x, t, s)= f (x, t, s) for a.e. (x, t) # Q and every s # [&R, R], we
have that, if sup0_]0, +[ |u(x, t)|R, then u solves
t u+A(x, t, x) u= f (x, t, u), in 0_]0, +[,
u(x, t)=0, on 0_]0, +[,
u(x, 0)=u0(x), in 0
and hence w is unstable from above as a solution of (8). In contrast, if
sup0_]0, +[ |u(x, t)|>R, then, setting {=min[t0 | max0 |u(x, t)|=R]
(>0), we have that u is a solution of
t u+A(x, t, x) u= f (x, t, u), in 0_]0, {[,
u(x, t)=0, on 0_]0, {[,
u(x, 0)=u0(x), in 0,
which satisfies max0 _[0, {] |u(x, t)&w(x, t)|1, since &w&LK. Again we
conclude that w is unstable from above as a solution of (8).
Step 1: There exists a solution z of (36), satisfying w<z and :<<z,
such that there is no solution u of (36) with w<u<z. Recall that, as : is
a strict lower solution, there exists (x0 , t0) # Q such that w(x0 , t0)<
:(x0 , t0). Since :, w are lower solutions of (36) and ;1 (as defined in
Part A) is an upper solution of (36), with :;1 , w;1 , there exists by
Lemma 2.7, a minimum solution z of (36), satisfying max[:, w]z;1 .
Observe that w<z, as w(x0 , t0)<:(x0 , t0)z(x0 , t0). Moreover, we have
:<<z, because otherwise z # O and hence z would be a solution of (8),
with z>w, thus contradicting the maximality of w. Finally, let us prove
that there is no solution u of (36) with w<v<z. Indeed, let u be a solution
of (36) with wuz. If u # O , then u=w by the maximality of w, both as
a solution of (8) and as a solution of (36). If u  O , then either u>>: or
u<<;. The latter possibility is ruled out by the fact that, as w # O , either
there exists (x0 , t0) # Q such that ;(x0 , t0)w(x0 , t0)u(x0 , t0), or there
exists (x0 , t0) # 7 such that (;)(&)(x0 , t0)=(w)(&)(x0 , t0)
(u)(&)(x0 , t0). Hence, we have u>>: and therefore max[:, w]uz,
with u{w, as w # O and u  O . As z is the minimum solution between
max[:, w] and ;1 , we conclude that u=z.
Step 2: There exists $0>0 such that, for every $ # ]0, $0[, there exists
a lower solution : of (3.6) with :^(x, 0)=0 on 0, w<:^<z and
&:^&w&C 1, 0=$. By Lemma 2.8, there exists $0>0 such that, for every
$ # ]0, $0[, either there is a lower solution :^ of (36), with :^(x, 0)=0 on 0,
w<:^<z and &:^&w&C1, 0=$, or there is an upper solution ; of (36), with
; (x, 0)=0 on 0, w<; <z and &; &z&C1, 0=$. Let us show that the latter
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possibility cannot hold. Indeed, otherwise, as z>>:, we can find an
upper solution ; of (36), with max[:, w]; <z. Hence, by Lemma 2.7,
problem (36) has a solution u, with max[:, w]u; , and therefore
w<u<z, as there exists (x0 , t0) # Q such that w(x0 , t0)<:(x0 , t0). This
yields a contradiction with the conclusion of Step 1.
Step 3: For every lower solution :^ of (36), with w<:^<z, there exists
a solution :~ of
t :~ +A(x, t, x) :~ = fR(x, t, :~ ), in 0_]0, +[,
:~ (x, t)=0, on 0_]0, +[, (37)
:~ (x, 0)=:^(x, 0), in 0
such that :^:~ z in 0_]0, +[ and limt  +&:~ ( } , t)&z( } , t)&L=0.
Since :^ satisfies w<:^<z, with w and z solutions of (36), we have that
:^( } , 0)=0 on 0. Moreover, by the conclusions of Step 1, we know that
there is no solution u of (36) satisfying :^u<z. Accordingly, we can apply
Lemma 2.10 in order to derive the existence of a solution :~ of (37), satisfy-
ing :^:~ z in 0_]0, +[ and limt  + &:~ ( } , t)&z( } , t)&L=0.
Finally, the conclusions of Step 2 and Step 3 yield the instability of w, as
a solution of (36), as soon as one takes == 12 &w&z&L . K
Remark 2.6. In the statement of Theorem 2.1 we could suppose that
:=max[:1 , :2], where :1 , :2 are lower solutions, and ;=min[;1 , ;2],
where ;1 , ;2 are upper solutions, as we did in Lemma 2.5 and Lemma 2.9.
The proof of this more general result requires only minor modifications
and therefore is omitted.
3. APPLICATIONS AND RELATED RESULTS
In this section, we given an overview of possible generalizations of
Theorem 2.1. For more information, we refer to [12].
3.1. Asymptotically Linear Nonlinearities
In this subsection, we show how Theorem 2.1 applies to deal with situa-
tions where condition ( f2) is not satisfied, but f ( } , } , s)&*1s is allowed to
grow linearly at infinity. We suppose that
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( f4) there exist functions a\ , b\ # L p(Q) such that
a\(x, t)lim inf
s  \
f (x, t, s)
s
lim sup
s  \
f (x, t, s)
s
b\(x, t)
uniformly a.e. in Q.
Definition 3.1. Let a\ , b\ # L p(Q) be such that a\(x, t)b\(x, t)
a.e. in Q. We say that the box [a+ , b+]_[a& , b&] is admissible if
a\(x, t)*1b\(x, t) a.e. in Q
and for every q\ # L p(Q) satisfying a\(x, t)q\(x, t)b\(x, t) a.e. in Q,
any nontrivial solution u of
t u+A(x, t, x) u=q+ u+&q&u&, in Q,
u(x, t)=0, on 7,
u(x, 0)=u(x, T ), in 0,
is such that either u>>0, or u<<0.
Theorem 3.1. Assume (A0)(A5), ( f1) and ( f4). Suppose that the box
[a+ , b+]_[a& , b&] is admissible and there exist a lower solution : and an
upper solution ; of (8), satisfying (10). Then, the same conclusions of
Theorem 2.1 hold.
Proof. For each r>0, we define a function fr : Q_R  R by setting, for
a.e. (x, t) # Q and every s # R,
f (x, t, s), if |s|<r,
fr(x, t, s)={ ( |s|&r) *1s+(r+1&|s| ) f (x, t, s), if r|s|r+1, (38)*1 s, if |s|>r+1.
Note that, for each r, fr is a L p-Carathe odory function satisfying condition
( f2).
We will show that there is a constant K>0 such that, for every r>0,
any solution u # O of
t u+A(x, t, x) u= fr(x, t, u), in Q,
u(x, t)=0, on 7, (39)
u(x, 0)=u(x, T ), in 0,
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satisfies
&u&C 1, 0<K. (40)
Once this is proved, we set R=1+max[K, &:&L , &;&L]. Since
problem (39), with r=R, satisfies all the assumptions of Theorem 2.1, there
exists a solution u # O of (39), which is a solution of (8) as well. Thus, the
other conclusions of Theorem 2.1 also follow.
Assume by contradiction that, for each n there exist rn>0 and a solution
un of (39), with r=rn , such that un # O and &un &C 1, 0n. For each n define,
for a.e. (x, t) # Q and every s # R,
qn, +(x, t, s)={ max{a+(x, t), min {
frn(x, t, s)
s
, b+(x, t)== ,
qn, +(x, t, 1),
if s1,
if s<1,
qn, &(x, t, s)={ max{a&(x, t), min {
frn(x, t, s)
s
, b&(x, t)==
qn, &(x, t, &1),
if s&1
if s>&1,
and
hn(x, t, s)= frn(x, t, s)&qn, +(x, t, s) s
++qn, &(x, t, s) s&.
Note that qn, +(x, t, s) # [a+(x, t), b+(x, t)], qn, &(x, t, s) # [a&(x, t), b&
(x, t)], and, for every =>0, there exists #= # L p(Q) such that |hn(x, t, s)|
= |s|+#=(x, t), for all n, for a.e. (x, t) # Q and every s # R. For each n, set
vn=un  &un&C 1, 0 . Clearly, vn satisfies
tvn+A(x, t, x) vn=qn, +(x, t, un) v+n &qn, &(x, t, un) v
&
n
+
hn(x, t, un)
&un&C1, 0
, in Q,
vn(x, t)=0, on 7,
vn(x, 0)=vn(x, T ), in 0.
It is easy to verify that qn, \( } , } , un)  q\ weakly in L p(Q), with
a\(x, t)q\(x, t)b\(x, t) a.e. in Q and hn( } , } , un)&un&C 1, 0  0
strongly in L p(Q). Moreover, (vn)n is bounded in W 2, 1p (Q) and therefore
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converges weakly in W 2, 1p (Q) and strongly in C
1, 0(Q ) to some function v,
with &v&C 1, 0=1. Hence, v is a nontrivial solution of
t v+A(x, t, x) v=q+(x, t) v+&q&(x, t) v&, in Q,
v(x, t)=0, on 7,
v(x, 0)=v(x, T ), in 0.
By the admissibility condition, we have v>>0 or v<<0. Assume, for
instance, v>>0. By Lemma 2.2, there exists a constant c>0 such that, for
n large enough,
unc &un&C 1, 0 v>>:,
which is in contradiction with un # O . K
Exactly as in [15, Proposition 2.3], we can prove the following result,
which shows that the assumptions of Theorem 3.1 are meaningful.
Proposition 3.1. Let a\ # L(Q) and b+ # L p(Q) be such that a\(x, t)
*1b+(x, t) a.e. in Q. Then there exists a constant b&>*1 such that the box
[a+ , b+]_[a& , b&] is admissible.
Various corollaries of Theorem 3.1 can be obtained, including multi-
plicity results. The admissibility conditions take a quite simple form for the
problem
tu& :
N
i, j=1
xi (aij (x) xj u)= f (x, t, u), in Q,
u(x, t)=0, on 7,
u(x, 0)=u(x, T ), in 0.
In this context the asymptotic behaviour of f is compared with the first two
eigenvalues *1 and *2 of the elliptic problem
& :
N
i, j=1
xi (a ij (x) xj u)=*u, in 0,
u(x)=0, on 0.
We refer to [12] for such a discussion.
79UNSTABLE PERIODIC SOLUTIONS
3.2. Superlinerar Nonlinearities
In this subsection, we discuss the case where f may grow superlinearly,
at least at +, or at &. To this end, we introduce the following condi-
tion:
( f5) there are constants #, $ with # # ]0, 1[ and $ # ]1, 1+(1&#)
(N+1)[, such that
lim inf
|s|  +
f (x, t, s)&*1s
|s| #
0 and lim sup
|s|  +
f (x, t, s)&*1 s
|s| $
0,
uniformly a.e. in Q.
Theorem 3.2. Assume (A0)(A5), ( f1), and ( f5). Moreover, suppose that
there exist a lower solution : and an upper solution ;, satisfying (10). Then
the same conclusions of Theorem 2.1 hold.
Proof. For each r>0, we define a function fr : Q_R  R as in (38).
Assumption ( f5) implies that there exists s0>0 such that, for any r,
&|s| # fr(x, t, s)&*1s and | fr(x, t, s)&*1s| |s| $
for a.e. (x, t) # Q and every |s|s0 . Let us set, for each r,
gr(x, t, s)=max[min[ fr(x, t, s)&*1s, |s|$], &|s| $]
and
hr(x, t, s)= fr(x, t, s)&*1 s& gr(x, t, s)
for a.e. (x, t) # Q and every s # R. It is clear that, for each r, the functions
gr , hr : Q_R  R satisfy the L p-Carathe odory conditions and that there
exists a function k # L p(Q) such that
g&r (x, t, s)|s|
#+k(x, t), | gr(x, t, s)||s|$
and
|hr(x, t, s)|k(x, t)
for a.e. (x, t) # Q and every s # R. As in the proof of Theorem 3.1, we show
that there is a constant K>0 such that, for every r>0 and for every
solution u # O of
t u+A(x, t, x) u=*1u+ gr(x, t, u)+hr(x, t, u), in Q,
u(x, t)=0, on 7, (41)
u(x, 0)=u(x, T ), in 0,
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one has
&u&C 1, 0<K. (42)
Then we conclude as in Theorem 3.1.
We start with some preliminary estimates. Let u be a solution of (41) for
some r>0. Multiplying the equation in (41) by .1* and integrating on Q,
we get
|
Q
gr(x, t, u) .1*=|
Q
hr(x, t, u) .1*
and hence
|
Q
| gr(x, t, u)| .1* =|
Q
g+r (x, t, u) .1*+|
Q
g&r (x, t, u) .1*
=2 |
Q
g&r (x, t, u) .1*+|
Q
hr(x, t, u) .1*
2 |
Q
|u| # .1*+3 |
Q
k.1*.
This implies the existence of a constant c>0 such that
|
Q
| gr(x, t, u)| .1*c(&u&#C1, 0+1).
Now, take q # ]N+2, p]. By Lemma 2.2, we have, as $(q&1)1,
|
Q
| gr(x, t, u)| q=|
Q
| gr(x, t, u)| | gr(x, t, u)|q&1
|
Q
| gr(x, t, u)| .1* \ |u|.1*+
$(q&1)
(.1*)$(q&1)&1
d \|Q | gr(x, t, u)| .1*+ &u&$(q&1)C 1, 0 &.1*&$(q&1)&1L ,
for some d>0. Hence, another constant c>0 can be found such that, if
&u&C 1, 01,
\|Q | gr(x, t, u)|q+
1q
c &u& ($(q&1)+#)qC1, 0 . (43)
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Now, assume by contradiction that (42) does not hold; that is, for each n
there exist rn>n and un # O , with un a solution of (41) for r=rn , such that
&un&C1, 0n. Since $ # ]1, (N+2&#)(N+1)[, and thus ($&#)($&1)>
N+2, we can always choose q # ]N+2, p] such that q<($&#)($&1),
i.e., ($(q&1)+#)q<1. Hence, by (43), we get grn( } , } , un)&un&C 1, 0  0
in Lq(Q) and, by (41), un &un&C1, 0  a.1 in C1, 0(Q ) for some a{0.
Assume for instance that a>0. Then, by Lemma 2.2, there exists a constant
d>0 such that, for n large enough
und &un &C 1, 0 .>>:.
This contradicts the fact that un # O for each n. K
Remark 3.1. Condition ( f5) is in particular satisfied if
( f6) there are a constant $ # ]1, (N+2)(N+1)[ and a function
k # L p(Q) such that
&k(x, t) f (x, t, s)&*1s|s|$+k(x, t)
for a.e. (x, t) # Q and every s # R.
Remark 3.2. These results naturally apply to the study of the
AmbrosettiProdi problem
t u+A(x, t, x) u=*1u+ g(x, t, u)&r.1(x, t), in Q,
u(x, t)=0, on 7, (44)
u(x, 0)=u(x, T ), in 0,
where r is a real parameter and lim |s|  + g(x, t, s)=+ uniformly a.e.
in Q. Then, some statement in [17, 18, 23] can be generalized and
improved (see [12]).
3.3. Resonance and Nonresonance to the Right of the Principal Eigenvalue
In this section, we show that some classical assumptions, usually referred
to as resonance or nonresonance conditions to the right of *1 , yield the
existence of non-well-ordered strict lower and upper solutions of (8), which
in turn implies the existence and localization of unstable solutions. Thus,
our statements complete, for localization and instability, several known
results in the literature. We refer to [12] for the proof of all these
statements.
In this context, it is convenient to write f in the form
( f7) f (x, t, s)=*1s+ g(x, t, s)&h(x, t)
82 DE COSTER AND OMARI
for a.e. (x, t) # Q and every s # R, where g: Q_R  R satisfies the
L p-Carathe odory conditions and h # L p(Q), for some p>N+2.
We start considering the case where a Dolph condition to the right of *1
is assumed.
Proposition 3.2. Assume (A0)(A5) and ( f7). Suppose that
(g1) there exists 1 # L p(Q) such that lim infs  + g(x, t, s)s1(x, t)
uniformly a.e. in Q, with 1(x, t)0 a.e. in Q and 1(x, t)>0 on a subset of
positive measure.
Then, for any given h and any given r>0, there exists a strict lower solu-
tion : of (8), with :r.1 .
A condition similar to (g1), assumed at &, yields the existence of
negative strict upper solutions.
Now, we consider the case where a LandesmanLazer condition to the
right of *1 is assumed.
Proposition 3.3. Assume (A0)(A5) and ( f7). Suppose that
(g2) there exists k # L p(Q) such that g(x, t, s)k(x, t), for a.e.
(x, t) # Q and every s0, and Q (lim infs  + g(x, t, s)) .1*>Q h.1*.
Then, for any given r>0, there exists a strict lower solution : of (8), with
:r.1 .
A condition similar to (g2), assumed at &, yield the existence of
negative strict upper solutions.
As a third situation, we consider the case where a de FigueiredoNi con-
dition to the right of *1 is assumed.
Proposition 3.4. Assume (A0)(A5) and ( f7). Suppose that
(g3) for a.e. (x, t) # Q and every s0, g(x, t, s)(Q h.1*) .1*(x, t).
Then, for any given r>0, there exists a lower solution : of (8), with :r.1 .
Moreover, : is strict provided that
(g4) there exists s00 and Q0 /Q, with meas Q0>0, such that
g(x, t, x)>(Q h.1*) .1*(x, t), for a.e. (x, t) # Q0 and every ss0 .
Again, conditions similar to (g3) and (g4), assumed at &, yield the
existence of negative strict upper solutions.
Finally, we observe that analogous assumptions placed in a right, or
respectively in a left, neighborhood of 0 can be considered in order to
produce small positive lower, or respectively negative upper, solutions.
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3.4. A Stability Result
The arguments employed in Section 2 provide information about the
stability properties of the minimum and the maximum solutions of
problem (8) lying between a pair of lower and upper solutions, satisfying
condition (2). In spite of the fact that this is a classical topic, investigated
by several authors (we may quote, among others, Prodi [28], Kolesov
[21], Matano [24, 25], and Dancer and Hess [7, 8]), we feel that the
result we are going to present has some interest because, unlike other (even
recent) papers, we require here rather weak regularity conditions both on
the coefficients of the equation and on the nonlinearity appearing in
problem (8), which do not imply either the uniqueness of solutions for
the initial value problem, or the validity of comparison principles of
NagumoWestphal type. The property expressed in Theorem 3.3 below is
a form of relative attractivity and is somehow related to the notion of
relative stability as introduced by Bellman in [5] and to that of weak
positive invariance as defined by Bebernes and Schmitt in [4].
Theorem 3.3. Assume (A0)(A5) and ( f1). Moreover, suppose that : is
a lower solution and ; is an upper solution of (8), satisfying :; and
:( } , 0)=0=;( } , 0) on 0. Denote by v the minimum solution and by w the
maximum solution of (8), with :vw;. Then, the following holds:
for every u0 # W 2&2pp (0) & H
1
0(0), with :( } , 0)u0v( } , 0) (respectively,
w( } , 0)u0;( } , 0)), the set U(u0 , :, v) (respectively, U(u0 , ;, w)) of all
solutions u of (9), which are globally defined, i.e., {=+, and satisfy :
uv (respectively, wu;) in 0 _[0, +[, is non-empty and each u #
U(u0 , :, v) (respectively, u # U(u0 , ;, w)) is such that limt  + &u( } , t)&
v( } , t)&L=0 (respectively, limt  + &u( } , t)&w( } , t)&L=0).
Remark 3.3. The condition :( } , 0)=0 on 0 is not restrictive. Indeed,
if it is not satisfied we can replace : by the unique solution : , with
:: v, of
t u+A(x, t, x) u= f (x, t, :)+h(x, t, :, u), in Q,
u(x, t)=0, on 7,
u(x, 0)=u(x, T ), in 0,
where h is the function associated to f by Lemma 2.1 and corresponding to
\=max[&:&L , &;&L]. A similar observation holds for ;.
Proof. Let us prove the statement concerning the minimum solution v.
By Lemma 2.10, we know that there exists :~ satisfying
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t :~ +A(x, t, x) :~ = f (x, t, :~ ), in 0_]0, +[,
:~ (x, t)=0, on 0_]0, +[,
:~ (x, 0)=:(x, 0), in 0,
such that ::~ v and limt  + &:~ ( } , t)&v( } , t)&L=0.
Take u0 # W 2&2pp (0) & H
1
0(0), with :( } , 0)u0v( } , 0). Since :~ and v
are, respectively, a lower and an upper solution of
t u+A(x, t, x) u= f (x, t, u), in 0_]0, T[,
u(x, t)=0, on 0_]0, T[, (45)
u(x, 0)=u0(x), in 0,
there exists a solution u1 of (45) satisfying :~ u1v in 0 _[0, T].
Similarly, there exists u2 satisfying
tu2+A(x, t, x) u2 = f (x, t, u2), in 0_]T, 2T[,
u2(x, t)=0, on 0_]T, 2T[,
u2(x, T )=u1(x, T ), in 0,
with :~ u2v in 0 _[T, 2T]. In this way, we define recursively a
sequence (un)n , such that, for each n1, un satisfies
t un+A(x, t, x) un = f (x, t, un) in 0_](n&1) T, nT[,
un(x, t)=0, on 0_](n&1) T, nT[,
un(x, (n&1) T )=un&1(x, (n&1) T ), in 0,
with :~ unv in 0 _[(n&1) T, nT]. Let us define a function u: 0 _
[0, +[  R by setting u(x, t)=un(x, t) if (x, t) # 0 _[(n&1) T, nT], for
some n1. The same argument used in the proof of Lemma 2.10 shows
that u # W 2, 1p (0_]0, nT[) for each n1. Therefore u satisfies
t u+A(x, t, x) u= f (x, t, u), in 0_]0, +[,
u(x, t)=0, on 0_]0, +[,
u(x, 0)=u0(x), in 0,
with :~ uv in 0 _[0, +[. Accordingly, we have proved that
U(u0 , :, v) is non-empty.
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Finally, in order to show that each u # U(u0 , :, v) satisfies
lim
t  +
&u( } , t)&v( } , t)&L=0,
it is sufficient to observe that :~ uv in 0 _[0, +[, where :~ is the
function whose existence is guaranteed by Lemma 2.10. Indeed, since, for
each n1, u |0 _[(n&1) T, nT] is an upper solution of
t z+A(x, t, x) z= f (x, t, z), in 0_](n&1) T, nT[,
z(x, t)=0, on 0_](n&1) T, nT[, (46)
z(x, (n&1) T )=:~ (x, (n&1) T ), in 0,
the minimality of :~ |0 _[(n&1) T, nT] , viewed as a solution of (46) lying above
: |0 _[(n&1) T, nT] , implies u |0 _[(n&1) T, nT]:~ |0 _[(n&1) T, nT] . K
A more complete discussion of this and other related stability questions
can be found in [12].
3.5. The Stationary Case
We point out that the results stated in the preceding sections apply in
particular to the study of the elliptic problem
& :
N
i, j=1
xi (aij (x) xj u)= f (x, u), in 0,
u(x)=0, on 0.
Accordingly, we complete, for what concerns the instability information,
some statements in [11] (see also [10] for a preliminary announcement).
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