ABSTRACT. We study the moments of the symmetric power L-functions of primitive forms at the edge of the critical strip twisted by the square of the value of the standard L-function at the center of the critical strip. We give a precise expansion of the moments as the order goes to infinity.
INTRODUCTION
Let ρ be a representation on SU(2). For any g ∈ SU(2) we define the polynomial where for any prime number p, the matrix
is made up of the local parameters in p associated to f . For any prime p not dividing N , this matrix belongs to SU(2) and for the ω(N ) prime numbers dividing N we have α f (p) = ±p −1/2 and β f (p) = 0. Hence it tempts naturally to model the moments of L-functions for the primitive forms in H * k (N ) (over the discrete harmonic measure) with Euler product of polynomial of type (1) with g in SU(2) endowed with its Haar measure.
As in [CM04] , denote by h the harmonic average. It is apparent that The generalization to high power moments sounds problematic, and in fact, there is a convergence problem on the right side. For z = 2, the lack of convergence of the product in the representation side comes from the term 1/p so a natural remedy is natural to consider the normalized form p∈P SU(2)
To fix ideas, we assume temporarily N to be prime. It turns out that the remedy is appropriate; in fact, and LSZ k f in [CM04] . Therefore, our results are unconditional for m ∈ {1, 2, 4} and rest on the standard conjectures for all other cases. We write, γ ∞ for the gamma factor of L(s, f ) which depends only on the weight of f . Explicitly it is given by
The function C z (w, s; X ) will be used as a correction factor to F z (w, s; X ). Moreover we define Finally denote by ϕ(n) (resp. µ(n)) the Euler function (resp. Möbius) and by log k the k-fold iterated logarithm. Below are our main results. 
This theorem is proved in Section 3.1. The dependance on the level can be easily depicted when N has no small prime factors. Consider the set of numbers
for some function h where P − (N ) is the smallest prime factor of N with the convention P − (1) = +∞. We write
Corollary B Let m ∈ {1, 2, 4}. There exists a positive real number c m such that for any sufficiently large squarefree N ∈ N log 2 , 
They come up naturally in theory of modular forms since, if {χ Sym m : m ∈ Z 0 } is the set of irreducible characters of SU(2), then
Let us introduce some auxiliary functions.
and
Theorem C Let J 1 and m 1 be two fixed integers. Then we have log A 2,z 1 2 , 1; St, Sym
uniformly for z 3, where γ is the Euler constant and
The implied constant depends on J and m only.
Theorem C is proved in Section 4.1. 
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PRELIMINARY RESULTS

For every
We have from [RW07, (46) and (36)],
One should remark µ
Recall that {χ Sym m : m ∈ Z 0 } is explicitly defined by the generating series
where α and α are the eigenvalues of g . It follows from the study of Cogdell & Michel [CM04] (see also [RW07, eq. (38) , (39) and (52)
2.1. Combinatorial results. The aim of this short section is to prove the two following useful equalities:
Thanks to (10) and the binomial theorem, the series in (12) is absolutely convergent for ℜs > −1/2 and ℜw > −1/2. Equality (11) follows directly from the following expressions:
for any r ∈ {0, 1}. From (6) we deduce
Let g ∈ SU(2) and let α, α be its eigenvalues. We use (7) to get
This gives (12).
Analytical results.
Lemma 2.1 Let m ≥ 1 and z m = (m + 1) min{n ∈ Z 0 : n |z|}.
(a) For σ 3/4 and r 1/3, we have
and the constant c > 0 does not depend on σ.
(b) For σ > 1 and r 1/3 we have
where c σ > 0 is a constant depending on σ.
where c > 0 is a constant not depending on σ.
Proof. (a) Let
If m is even then by (2.1),
If m is odd, then we get
In both cases, we are led to the bound in the right side of (13 
so that
Now we deal with p σ < z m + 3. Using (8), (9) and (10), we have
The right hand side, denoted by R, satisfies 
The result is a consequence of (17) and (18).
EVALUATION OF THE MOMENTS
3.1. Moments in the all level case. We fix G any function which is holomorphic and bounded in some sufficiently wide vertical strip |ℜs| 1, even and normalized by G(0) = 1. (Note G (0) = 0.) Let z ∈ C and x 1. Define
We prove the following lemma.
Lemma 3.1 For all x, z and N we have
where
. This is an L-function in the sense of [IK04, §5.1].
In particular the gamma factor is γ ∞ (s) 2 , the sign of the functional equation is 1, the conductor is N 2 and the n-th Dirichlet coefficient is
Therefore we can apply [IK04, Theorem 5.3] to obtain
We have to evaluate
Similarly to [RW07, Lemma 12] we have
From (19), (21) and (22) we deduce
where P is the announced principal term and we get, after having moved the integration line in V N from (2) to (7/10) and crossed a pole at w = 3/4 the majoration
The announced error term is a consequence of (23) with (24) and (25).
We study the principal term exhibited in Lemma 3.1 in the following lemma.
Lemma 3.2 For any squarefree integer N , any z ∈ C and any x ∈ R such that
Proof. We write Σ for the sum to be evaluated: 
We bound |Σ − | as follows. We use lemma 2.1 choosing σ = 2 and r = 5/6 in (a),
We now treat the integral in the defining expression for P . For this, we replace the segment [1 − i log 2 x, 1 + i log 2 x] by the union of the three segments
with σ = 1/ log(|z|+3). We shall show that the residue Res of the pole of Γ at 0 provides the main contribution whereas the integral on the new contour enters the error term. We write
and A 1 (resp. B 1 ) has the same integrand as A 0 (resp. B 0 ) but the contour is [1 − i log 2 x, −σ − i log 2 x] and A 2 (resp. B 2 ) has the same integrand as A 0 (resp. From lemma 2.1 (a) and (c) and Stirling formula we have
The contribution of B 0 , B 1 and B 2 are easily seen to be dominated by the ones of A 0 , A 1 and A 2 thanks to Cauchy integral formula. Reporting (29), (30) and (31) in (28) and the result in (27) we obtain that Σ is the announced principal term (the residue Res) up to an error term
This completes the proof.
We have now the ingredients to prove theorem A. As in [RW07, pages 743] we have
where Reporting lemma 3.2, 3.1 in (32) and assuming |z| ε log N log 2 N log 3 N for ε > 0 small enough (regarding to α) we obtain the theorem.
3.2. Moments for levels without small prime factors. Corollary B is a consequence of the following lemma.
uniformly for
Proof. To prove the first equality, we write
First, we deal with E 1 (N ). For m even we have
/2) as soon as the function inside the error term is bounded. If m is odd then
From (35) we deduce that
if N and z satisfy (33).
To study E 2 (N ) we define
by orthogonality. Using (8) and (9) we compute the contribution of ν 1 = 1 and ν 2 = 2 to (37) and with (10) we obtain
It follows that
if N and z satisfy (33). The first result of the lemma follows from (34), (36) and (38). We consider now B 
As for E 1 (N ) and E 2 (N ) we compute (40) the constant implied by the error term being independant of w such that ℜw > −ε. It follows in particular that
if N and z satisfy (33). Denote C (0, ε) the circle of centre 0 and radius ε. We have
and from the uniformity in w in (39) and (40) we deduce
Reporting (41) and (43) in (42) we obtain the second result of the lemma.
BEHAVIOR FOR THE ASYMPTOTIC REAL MOMENTS
4.1. Behavior of the main term. The aim of this section is to prove Theorem C. In fact we shall establish a more general result (see Proposition 4.1 below). Write
, and
so that 
Now (54) Proof. First we note that these estimates are trivial for t 1, so we suppose that 0 t 1. In view of the following relations: Proof. We have
Since the left-hand side is real and
it follows that, with notation j ν = ( j 1 , . . . , j ν ) and 
The implied constant depends on and m only.
We need preliminary lemmas.
Lemma 4.6 Let h m (t ) and h m (t ) be defined as in (4) and (5 
Further if m is even, then
(55) h m (t ) = 0 (t 0).
Proof. Equation (55) by parity. The estimates of (54) with 0 t 1 are equivalent to (45). Next we prove h m (t ) t −1 for t 1, i.e. Now the required result is a simple consequence of (66) and(67) and the prime number theorem.
