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AMALGAMATING MANY OVERLAPPING BOOLEAN
ALGEBRAS
DAVID MILOVICH
Abstract. In general, two overlapping Boolean algebras always extend to
a common Boolean algebra, but three may not. We prove a new sufficient
condition for n-dimensional amalgamation of Boolean algebras. Combining
this with the set-theoretic technique of long ω1-approximation sequences (also
known as Davies sequences), we obtain a flexible method of constructing (in
ZFC) arbitrarily large Boolean algebras as direct limits of countable Boolean
algebras. Along the way, we prove an n-ary version of the Interpolation Theo-
rem of propositional logic and develop some category theory for n-dimensional
pushouts.
Our most elaborate application of the above machinery is a Boolean algebra
of size ℵn with the n-ary FN but not the (n+ 1)-ary FN where the n-ary FN
is a higher-arity variant of the Freese-Nation property. The Stone dual of the
n-ary FN, n-open generation, generalizes Sˇcˇepin’s concept of openly generated
compact spaces.
We also show that, given a Boolean algebra A of size ℵα and letting d =
min(α + 2, ω), we have A projective iff it has every (< d)-ary FN iff it has
a cofinal family of finite subalgebras whose (< d)-cube subdiagrams have a
strong injectivity property. From this we deduce purely finitary consequences
for the Vietoris hyperspace and symmetric power functors in the category of
finite discrete spaces and finite functions.
1. Overview
This section provides a very high-level outline the major results of this paper
and their proofs. We delay a more comprehensive introduction until Section 2.
For quick reference regarding the remaining sections, Section 3 is pure algebra
concerning amalgamation; Section 4 is about long λ-approximation sequences and
amalgamation for associated sequences of Boolean algebras; Section 5 proves the
main results of Subsection 2.2; Section 6 proves the main results of Subsection 2.3.
Each of Sections 1–3 can be read before any other section.
My original motivation was to find interesting higher-arity analogs of the Freese-
Nation property (FN) of Boolean algebras. Briefly, a Boolean algebra A has the FN
iff it has a club of relatively complete1 countable subalgebras. In Subsection 2.2, the
n-ary FN is introduced as the stronger requirement that any subalgebra generated
by the union of fewer than n elements of the club also be relatively complete.
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Thus, the original FN becomes the binary FN, which is appropriate since a Boolean
algebra A has the FN iff there is f : A → [A]<ℵ0 such that x ≤ y implies x ≤
z ≤ y for some z ∈ f(x) ∩ f(y). The ternary FN was implicitly used in [6].
Subsection 2.2 includes a proof that the n-ary FN is implied by an analogous
interpolation property for n-tuples of elements of an algebra. (I do not know if the
converse implication holds.)
Also in Subsection 2.2 are Theorem 2.2.16, which says that the (n+ 1)-ary FN
is strictly stronger than the n-ary FN, and Theorem 2.2.15, which says that the
n-ary FN is equivalent to projectivity for all Boolean algebras of size < ℵn, and
that the projective Boolean algebras are exactly those with the n-ary FN for all n.
Subsection 2.2 also states the theorems from the literature and definitions needed
to contextualize for this result. An important part of this context is that projectiv-
ity and the FN are respectively Stone dual to the extensively studied topological
properties of AE(0) (absolute extensor of dimension zero) and open generation.
We go back and forth between algebraic and topological ways of speaking when
convenient. For example, Theorem 2.2.15 is stated topologically. Also, for some
key definitions in Subsection 2.2 and some minor results in Subsection 4.1, the
topological formulation has the advantage of generalizing from Boolean spaces to
Tychonoff spaces without cost.
Proving Theorems 2.2.15 and 2.2.16 is the primary goal of this paper. Both
theorems rely on the set-theoretic machinery of a long ω1-approximation sequences,
also known as a Davies sequence. Briefly, this is a transfinite sequence (Mα)α<η of
countable elementary substructures of a large fragment of the set-theoretic universe
with the property that {(β,Mβ) | β < α} ∈ Mα. The proof of Theorem 2.2.15,
which we delay until Subsection 5.1, expresses a given Boolean algebra A as union
of countable subalgebras Aα = A ∩Mα for α < |A|. This family of subalgebras
has several crucial coherence properties. For example, it is directed (with respect
to inclusion). Moreover, each family of intersections {Aβ ∩ Aα | β < α} is a
finite union of directed families. Although higher-gap morasses would presumably
yield a family of subalgebras with stronger coherence properties, Davies sequences
are sufficiently coherent for this paper, exist in all models of ZFC, and are much
simpler than even simplified gap-n morasses.
The proof of Theorem 2.2.16 in Subsection 5.2 also uses a Davies sequence, this
time to build a Boolean algebra of size ℵn as a directed union of countable algebras.
Any such directed union requires amalgamating n overlapping Boolean algebras.
However, for n ≥ 3, there are obstructions to amalgamation, the simplest being
x <A y <B z <C x. The first half of our avoidance of these obstructions is a purely
algebraic sufficient condition for amalgamation, Theorem 3.5.2, which is interesting
even for finite algebras. Theorem 3.5.2 is too technical to state here, but we can
say that the most important concept in play is an n-dimensional generalization of
the pushout square of category theory. The second half of our avoidance of these
obstructions is Theorem 4.4.9, which says that given a sequence of Boolean alge-
bras suitably correlated to a long λ-approximation sequence, an algebraic condition
significantly simpler than that of Theorem 3.5.2 guarantees that this sequence of
algebras can be extended.
The secondary goal of this paper is to deduce some purely finitary implications
of the equivalence of the ternary FN and projectivity for Boolean algebras of size
ℵ2. Subsection 2.3 describes the main results for this topic; the proofs are in
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Section 6. The first of these results, Corollary 2.3.4, includes a characterization
of projectivity analogous to Theorem 2.2.15, but in terms of a cofinal family of
finite subalgebras instead of a club of countable subalgebras. The second of these
results is purely finitary, concerning the behavior of the Vietoris exponential and
symmetric power functors when applied to commutative cubes of functions between
finite discrete spaces. (See Corollary 6.2.7.) Its proof uses two infinitary ingredients,
Corollary 2.3.4 and the previously known fact that the above functors destroy the
AE(0) property of the space 2ω2 .
2. Introduction
2.1. Amalgamating overlapping Boolean algebras. Say that Boolean alge-
bras (Ai)i∈I overlap if, for each i, j ∈ I, each Boolean operator of Ai, restricted
to Ai ∩ Aj , equals the corresponding restricted operator of Aj . (Treat 0 and 1
as 0-ary operators.) Given two overlapping Boolean algebras or even an arbitrary
∆-system2 of overlapping Boolean algebras, there is a Boolean algebra extending
all of them called the amalgamated free product. [12, 168–171]
However, if three overlapping Boolean algebras A,B,C do not form a ∆-system,
then they may not have a common extension. Indeed, we might have x <A y <B
z <C x. This is a fundamental obstruction to constructing a Boolean algebra of size
ℵ3 or larger as a direct limit of countable Boolean algebras. (See Theorem 4.1.8.)
In Section 3, we prove a nontrivial sufficient condition for n overlapping Boolean
algebras to have a common extension. (See Theorem 3.5.2.) This condition is
used to prove Theorem 4.4.10, which provides a flexible way to construct (in ZFC)
arbitrarily large Boolean algebras as direct limits of countable Boolean algebras.
The sufficient condition we find is not a necessary condition, and the problem
of characterizing exactly when n overlapping finite Boolean algebras have a com-
mon extension is interesting from the point of view of complexity theory. (See
Question 3.5.5.)
The workhorse of Section 3 is a generalization to n-tuples of Boolean subalge-
bras of the concept of commuting pairs of Boolean subalgebras from Heindorf and
Shapiro’s book [9].
Definition 2.1.1. Subalgebras A,B of C commute if, for all (x, y) ∈ A × B, if
x ≤ y, then x ≤ z ≤ y for some z ∈ A ∩B.
In Subsection 3.2, this n-ary generalization is used to prove an n-ary version of
the Interpolation Theorem of propositional logic.
Since the initial3 extension of a family of overlapping Boolean algebras is the
colimit of the diagram of all inclusions between finite intersections of these Boolean
algebras, we must lay some category-theoretic groundwork concerning limits and
colimits of commutative n-cubes in Subsections 3.1 and 3.3.
Model theorists have studied the problem of mutually extending n overlapping
substructures of models from a (possibly abstract) elementary class K, starting
with Shelah’s introduction of excellent classes [23, 24]. For more recent papers on
n-amalgamation in model theory, see [1, 7] for two typical examples. We should
briefly digress to consider whether their work could help this paper meet its goals.
2 ∆-systems are also known as sunflowers; they are characterized by Ai ∩Aj = Ak ∩Al for all
i, j, k, l where i 6= j and k 6= l.
3See Lemma 3.1.15.
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First, a ubiquituous assumption in the theory of excellence classes is that K consist
of the atomic elementary submodels of a fixed monster model M of a complete
first-order theory T . In this context, Boolean n-amalgamation would be trivial
since every algebra would be a subalgebra of fixed Boolean algebra. (It is the
atomicity requirement which makes amalgamation in such K nontrivial.) Second,
a paper [7] of Goorick, Kim, and Kolesnikov is typical of many papers in the last
two decades that, motivated more by the problem of amalgamating types than of
amalgamating models, restrict to n-tuples of overlapping structures of the form
(Ai)i<n where, for some ∆-system of structures ~B, each Ai is the algebraic or
bounded closure of
⋃
j 6=iBi. We need to amalgamate more general configurations
of overlapping algebras. Finally, a recent paper [1] of Baldwin, Koerwien, and
Laskowski introduces the concept of locally finite abstract elementary classes; the
class of all Boolean algebras is easily seen to be one of these. However, that paper’s
positive amalgamation theorems have strong hypotheses of the form “any sequence
of n overlapping structures in K of size < λ mutually extend to a structure in K
of size < λ.” Such hypotheses are useful for lifting amalgamation properties from
smaller structures to larger structures, but useless here because not all triples of
finite Boolean algebras amalgamate: “x <A y <B z <C x” again.
2.2. Between AE(0) and openly generated.
Definition 2.2.1.
• Let Bool denote the category of Boolean algebras and Boolean homomor-
phisms.
• Let Cpct0 denote the category of Boolean spaces4 and continuous functions.
• A Boolean space X is an absolute extensor of dimension zero or AE(0)5 if
it is an injective object in Cpct0, or, more concretely, if for every Boolean
space Y , closed Z ⊂ Y , and continuous f : Z → X , there is a continuous
g : Y → X extending f .
The AE(0) spaces form a robust and natural class with many characterizations.
In particular, directly from the definition we see that AE(0) is preserved by finite
sums, arbitrary products, and retracts. In particular, retracts of Cantor cubes
are AE(0).6 Conversely, thanks to the Tychonoff embedding, to each AE(0) space
there is a homeomorphism from a closed subspace of a Cantor cube, which, by
definition of AE(0), extends to a retract of that Cantor cube. As an aside, note
also that Sˇcˇepin characterized the infinite Cantor cubes up to homeomorphism as
the character-homogeneous infinite AE(0) spaces. [22, Thm. 9]
In the proof of Theorem 5.1.3, we will use Haydon’s characterization of AE(0)
spaces.
Theorem 2.2.2 ([8]). A Boolean space is AE(0) iff is it is the inverse limit of an
ordinally indexed continuous inverse limit system ((Xα)α<η, (f
β
α )α<β<η) such that
each fα+1α : Xα+1 → Xα is a continuous open surjection with cokernel 2ω.
Definition 2.2.3. Given continuous map f : X → Y , a cokernel of f is space
Z such that there is an embedding e : X → Y × Z such that f = π ◦ e where
π : Y × Z → Y is the first coordinate projection.
4 A space is Boolean iff it is compact, Hausdorff, and zero-dimensional.
5 Most, but not all, instances of “Dugundji space” in the literature mean “AE(0) space.”
6 Hence, every metrizable Boolean space, being a retract of the Cantor set, is AE(0).
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Actually, rather than use cokernels, we will use the algebraic formulation of
Haydon’s Theorem. By Stone duality, the projective objects in the category Bool
are exactly those algebras isomorphic to clopen algebras of AE(0) spaces. Hence, a
Boolean algebra is projective iff it is a retract of a free Boolean algebra. The Stone
dual of “continuous open surjection between Boolean spaces” goes by the name of
“relatively complete Boolean embedding.” Thus, the dual of Haydon’s theorem is
as follows.
Theorem 2.2.4. A Boolean algebra is projective iff it is the union of a transfinite
continuous increasing chain of subalgebras (Aα)α<η such that A0 = {0, 1} and, for
each α+ 1 < η, Aα ≤rc Aα+1 and Aα+1 is generated by Aα and a countable set.
Definition 2.2.5. A Boolean subalgebra A of a Boolean algebra B is relatively
complete, or rc, if, for every principal ideal I of B, the set I ∩A is a principal ideal
of A, (or, equivalently, for every y ∈ B, the set {x ∈ A | x ≤ y} has a maximum,
or, equivalently, for every y ∈ B, the set {x ∈ A | x ≥ y} has a minimum). In this
situation, we write A ≤rc B.
In the proof of Theorem 6.1.7, we will use the following modification by Koppel-
berg of Haydon’s Theorem.
Definition 2.2.6. Given a subset S of a Boolean algebra A, let 〈S〉 denote the
Boolean closure of S.
Theorem 2.2.7 ([13, 2.8] (see also [9, 1.3.2])). A Boolean algebra is projective
iff it is generated by the range of a transfinite sequence (aα)α<η such that, for all
α+ 1 < η,
〈{aβ | β < α}〉 ≤rc 〈{aβ | β < α+ 1}〉 .
Corollary 5.1.5 novelly characterizes the AE(0) spaces in terms of finite ∈-chains
of elementary substructures.
A weaker Boolean algebra property than projectivity is the Freese-Nation prop-
erty, or FN, which asks of a Boolean algebra B that there exist a club C ⊂ [B]<ℵ1
such that A ≤rc B for all A ∈ C.
Definition 2.2.8. Given a set S and a cardinal κ, denote by [S]<κ the set of
all (< κ)-sized subsets of S. Say that C ⊂ [S]<κ is a club if κ is regular and
uncountable and C is cofinal in the poset ([S]<κ,⊂) and closed with respect to
unions of nonempty chains with fewer than κ elements.
To see that projective Boolean algebras indeed have the FN, we state a char-
acterization of projectivity from [9]. We will also use this characterization in the
proof of Corollary 5.1.6. This characterization is essentially the Stone Dual of a
theorem of Sˇcˇepin [21, Thm. 26].
Theorem 2.2.9 ([9, Thm. 1.3.2]). A Boolean algebra A is projective iff there is a
sequence (Cj)j∈J of countable subalgebras of A such that
〈⋃
k∈K Ck
〉 ≤rc A for all
K ⊂ J and A = ⋃j∈J Cj.
Given ~C as above, the FN is witnessed by the following club.

〈⋃
j∈K
Cj
〉 ∣∣∣∣∣∣ K ∈ [J ]<ℵ1


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Actually, Freese and Nation [4] originally defined the FN as the existence of a map
f from a lattice L to the finite subsets of L such that f(x)∩f(y)∩[x, y] is nonempty
whenever [x, y] is. (Their motivation was to characterize projective lattices.) Their
definition makes sense for all posets, as does the concept of relative completeness,
provided we also require that principal filters restrict to principal filters, something
that is redundant in the Boolean case. For a proof that these two definitions of
the FN are equivalent for all posets, see [5], which studies higher-cardinal variants,
the κ-FN for infinite κ, or [16], which studies two-cardinal variants, the (λ, κ)-FN
for infinite λ ≥ κ. Each of these variants, including the original FN, is preserved
by retracts and coproducts in the category of Boolean algebras. [16] In Subsec-
tion 4.3, techniques developed primarily for other purposes make it easy for us to
say something interesting about the κ-FN.
The important case of the ℵ1-FN was first introduced and studied in the Boolean
case in [9, 4.2] as the weak FN, or WFN. (As an aside, note that in [5], it is shown
consistent with ZFC that every Cohen algebra has the WFN.) For our purposes,
the most interesting characterization of the WFN is the following from Heindorf
and Shapiro’s book.
Theorem 2.2.10 ([9, Thm 4.2.3]). A Boolean algebra A has the WFN iff there
exists a club C ⊂ [A]<ℵ1 such that all pairs F,G ∈ C are commuting subalgebras of
A.
Using the above theorem, we can easily see that the FN implies the WFN: if
f : A→ [A]<ℵ0 witnesses the FN, then the club C of f -closed countable subsets of
of A witnesses the WFN.
Theorem 4.3.11 generalizes Theorem 2.2.10 to the λ-FN for all regular uncount-
able λ, and gives two additional characterizations respectively involving “large” and
“small” elementary substructures.
The FN is shown in [9] to be the Stone Dual of Sˇcˇepin’s concepts of open genera-
tion and κ-metrizability, which Sˇcˇepin proved equivalent for all compact Hausdorff
spaces. [21] κ-metrizability concerns a distance function between points and regular
closed sets.7 We find open generation easier to work with and easier to generalize.
Definition 2.2.11. Given a Tychonoff space X :
• C(X) is the set of all continuous f : X → R.
• Given a set F , let X/F denote the quotient space induced by declaring
x ∼ y iff f(x) = f(y) for all f ∈ C(X)∩F . Let qXF denote the corresponding
quotient map X → X/F .
• X is openly generated if there is a club D ⊂ [C(X)]<ℵ1 such that qXF is
open for all F ∈ D.8
Using the Tychonoff embedding e : X → RC(X) where e(x)(f) = f(x), we see
that every quotient of the form X/F is Tychonoff.
7 Sˇcˇepin’s “κ” is just a letter, not a cardinal parameter.
8 Sˇcˇepin [21, Def. 4] defines the class of openly generated compact Hausdorff spaces as the
class of all inverse limits lim((Xp)p∈P , (f
q
p )p≤q) where each Xp is a second countable compact
Hausdorff space, each fqp : Xq → Xp is an open quotient map, and (P,≤) is a poset such that
every countable chain has a supremum. Thanks to the Tychonoff embedding e : X → RC(X)
where e(x)(f) = f(x), our formulation is consistent with Sˇcˇepin’s.
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Example 2.2.12. Every separable metric space9 is trivially openly generated, but
the ordered space ω1 + 1 is not. To see this, suppose we have a club D ⊂ [C(ω1 +
1)]<ℵ1 . Choose an increasing chain Fn ∈ D for n < ω such that F0 separates 0 and
ω1 and each Fn+1 separates the pair of intervals [0, α+ 1] and [α + 2, ω1] for each
α separated from ω1 by Fn. Letting G =
⋃ ~F , there will be a least ordinal δ < ω1
not separated from ω1 by G, and δ will be a limit ordinal. Therefore, q
ω1+1
G will
map the open set [δ + 1, ω1] onto a non-isolated singleton.
For much more about openly generated compact spaces, we refer the reader to
Sˇcˇepin’s papers [20, 21, 22]. Among compact Hausdorff spaces, open generation is
preserved by (continuous) retracts, (arbitrary) products, finite sums, the Vietoris
hyperspace operation, symmetric powers, passing to closed Gδ subsets, and con-
tinuous open images. As an aside, note also that continuous images of openly
generated spaces are like dyadic spaces10 in that they are ccc and satisfy equality
of π-character and weight.11 Yet, not all openly generated spaces are dyadic. [19]
Theorem 2.2.15 characterizes AE(0) in terms of a new hierarchy of topological
properties, d-open generation for d ≤ ω. Its proof uses the set-theoretic technique
of long ω1-approximation sequences, also known as Davies sequences, which are
defined in Subsection 4.2.
Definition 2.2.13.
• A Tychonoff space X is d-openly generated if there is a club E ⊂ [C(X)]<ℵ1
such that qXF is open for every F that is a union of fewer than d-many
elements of E .
• Dually, a Boolean algebra A has the d-ary FN, or FNd, if there is a club
E ⊂ [A]<ℵ1 such that B ≤rc A for every subalgebra B generated by a union
of fewer than d-many elements of E .
Observation 2.2.14. Because the the intersection of countably many club subsets
of [C(X)]<ℵ1 is still a club, ω-open generation is the logical conjunction of n-open
generation for all n < ω.
In Subsection 4.1, we will show that retracts and products preserve d-open gen-
eration of Tychonoff spaces.12
Every space is trivially 1-openly generated, but 2-open generation is equivalent
to open generation, which Sˇcˇepin proved equivalent to AE(0) for Boolean spaces of
weight ≤ ℵ1 and strictly weaker than AE(0) for Boolean spaces of weight ≥ ℵ2. [20]
The following theorem, proved in Subsection 5.1, generalizes Sˇcˇepin’s result.
Theorem 2.2.15.
• If 1 ≤ d < ω, then d-open generation is equivalent to AE(0) for Boolean
spaces of weight < ℵd.
• AE(0) is equivalent to ω-open generation.
9 Equivalently, second countable Tychonoff space.
10That is, continuous images of powers of 2.
11 The weight of a space X is the maximum of ℵ0 and the least size of a topological base of
X; the π-character of X is the supremum over all p ∈ X of the maximum of ℵ0 and the least size
of a local π-base at p.
12 Finite sums obviously also preserve d-open generation.
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That AE(0) implies ω-open generation is an easy consequence of Theorem 2.2.9
and Stone duality. Indeed, though he did not use our terminology, Geschke ob-
served that Theorem 2.2.9 implies that projectivity implies the ternary FN. [6,
2.7] (Geschke’s paper contains the only implicit appearances of the ternary FN or
3-open generation that we are aware of the literature.) On the other hand, the
converse implication from ω-open generation to AE(0) is new and ideally suited for
proof via Davies sequences.
In Subsection 5.2, using both Davies sequences and our Boolean amalgamation
results, it is shown that our hierarchy of Freese-Nation variants is strict.
Theorem 2.2.16. For each d ∈ [1, ω), there is a Boolean algebra of size ℵd with
the d-ary FN but not the (d+ 1)-ary FN.
Corollary 2.2.17. For each d ∈ [1, ω), there is a d-openly generated Boolean space
Xd of weight ℵd that is not (d+ 1)-openly generated.
Given 1 ≤ d < ω, the proof of Theorem 2.2.16 constructs a Boolean space sep-
arating d-open generation from (d + 1)-open generation by diagonalizing against
all potential witnesses of (d+ 1)-open generation. A suitable sequence of potential
witnesses is obtained using Davies sequences. (See Lemma 5.2.4.) The harder part
by far is proving preservation of d-open generation. Example 5.2.14 provides a sim-
ple strategy guide, but many lemmas are needed to verify that our implementation
succeeds. This is where we use our sufficient condition for Boolean amalgamation,
Theorem 3.5.2. Actually, our use of Theorem 3.5.2 is mediated through a simpler
special case stated in terms of Davies sequences, Theorem 4.4.10. (See the proof of
Lemma 5.2.23.)
In contrast to the above ad-hoc construction, there are quotable examples of non-
AE(0) openly generated spaces: the Vietoris hyperspace of 2ω2 and the nontrivial
symmetric powers of 2ω2 . [19, 21] By Theorem 2.2.15, these natural examples also
separate 2-open generation from 3-open generation. Moreover, Geschke directly
showed that the symmetric square of 2ω2 is not 3-openly generated, though he did
use our terminology. [6, 4.5]
Problem 2.2.18. Find a more natural example of a non-AE(0) 3-openly generated
space, preferably of weight ℵ3.
(The Vietoris hyperspace and nontrivial symmetric powers functors applied to
2κ for κ > ω2 do not produce 3-openly generated spaces because there is a retract
from F (2κ) to F (2ω2) for each such functor F .)
The Vietoris hyperspace of 2ω2 is in fact the example alluded to earlier of a
non-dyadic openly generated space. [19] This raises the following question.
Question 2.2.19. Is there a non-dyadic 3-openly generated space?
Curiously, the following natural problem also remains open.
Problem 2.2.20. Given 3 ≤ d < ω, find a characterization of the FNd analogous to
Freese and Nation’s formulation of the FN.
As shown below, a natural d-ary analog of Freese and Nation’s formulation im-
plies the FNd
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Theorem 2.2.21. Suppose that d < ω, A is a Boolean algebra, and f : A→ [A]<ℵ0
is such that, for each n ≤ d and ~x ∈ An satisfying ∧ ~x = 0, there exists
~y ∈
∏
i<n

〈f(xi)〉 ∩
〈⋃
j 6=i
f(xj)
〉

such that
∧
~y = 0 and xi ≤ yi. Then A has the FNd.
Proof. Let C denote the club of all countable f -closed subsets of A. Given n < d
and C0, . . . , Cn−1 ∈ C, let B =
〈⋃
i<n Ci
〉
. Given x ∈ A, let D = 〈f(x)〉 ∩B, which
is finite. Given x ≥ y ∈ B, it suffices to find w ∈ D such that x ≥ w ≥ y. Let
y =
∨
k<m
∧
i<n yk,i where yk,i ∈ Ci. For each k < m, let yk,n = −x. By hypothesis,
there exist zk,i for k < m and i ≤ n such that yk,i ≤ zk,i, zk,i ∈ 〈f(yk,i)〉 ∩〈⋃
j 6=i f(yk,j)
〉
, and
∧
i≤n zk,i = 0. Then w = −
∧
k<m zk,n is as desired. 
However, for d ≥ 3, we only know how to prove the partial converse (see Corol-
lary 6.1.10) that the d-ary strong FN (see Definition 2.3.2) implies the existence of
f as above.
For additional background information about projective Boolean algebras, we
recommend [9, Ch. 1] or [13]; for the Freese-Nation property, we recommend [9,
Chs. 2-3].
2.3. Finitary predictions. In Subsection 6.2, as a corollary of the equivalence
of AE(0) and 3-open generation for Boolean spaces of weight ℵ2, we obtain that
the Vietoris hyperspace operator Exp and the nontrivial symmetric power opera-
tors SPn do not preserve 3-open generation, in contrast to Sˇcˇepin’s results in [20]
showing that they do preserve open generation. Combining this result with a char-
acterization (Corollary 6.1.8) of AE(0) spaces in terms of inverse limits of finite
discrete spaces, we deduce purely finitary consequences from facts about Boolean
algebras of size ℵ2. Subsection 6.2 concludes by very non-constructively proving
Corollary 6.2.7, which says that for each of the functors Exp, SP2, SP3, SP4,. . . ,
there is a commutative cube of 8 finite discrete spaces and 12 finite functions that is
3-commutative (see Definition 3.3.1) but loses its 3-commutativity when the functor
is applied.
Subsection 6.2 depends on Subsection 6.1, which characterizes of AE(0) spaces
in terms of inverse limits of finite discrete spaces and dually characterizes the pro-
jective Boolean algebras in terms of cofinal families of finite subalgebras. The lat-
ter characterization involves higher-arity variants of Heindorf and Shapiro’s strong
Freese-Nation property.
Definition 2.3.1 ([9, 4.3.1]). A Boolean algebra A has the strong Freese-Nation
property, or SFN, if it has a cofinal family D of finite subalgebras such that each
pair B,C ∈ D commutes.
As background information, we note that Heindorf and Shapiro used Theo-
rem 2.2.7 to prove that projectivity implies the SFN [9, 4.3.2-3] and observed that
the SFN clearly implies Freese and Nation’s formulation of the FN. They left open
whether the SFN strictly implies the FN, but in [18], I constructed a Boolean al-
gebra of size ℵ2 with the FN but not the SFN. That construction used Davies
sequences and amalgamation of pairs of Boolean algebras.
10 DAVID MILOVICH
Definition 2.3.2. Given d ≤ ω, a Boolean algebraA has the d-ary SFN, or SFNd, if
it has a cofinal family E of finite subalgebras such that each tuple B0, . . . , Bn−1 ∈ E
of length less than 1 + d commutes. (See Definition 3.1.21.)
The binary SFN is just the SFN. In Section 6, we prove that the SFNd is pre-
served by coproducts and retracts. More importantly, we prove the following the-
orem.
Theorem 2.3.3. For each d ∈ [1, ω], projectivity implies the d-ary SFN implies
the d-ary FN.
Though generalizing from the SFN to the SFNd introduces significant complica-
tions, the fundamental step in our deduction of the SFNd from projectivity is still
Theorem 2.2.7. Since we have not solved Problem 2.2.20, deducing the FNd from
the SFNd for d ≥ 3 actually requires an argument, though not a long one.
Corollary 2.3.4.
• For each d ∈ [1, ω), a Boolean algebra of size < ℵd is projective is iff it has
the SFNd.
• A Boolean algebra is projective iff it has the SFNω iff it has the FNω.
Corollary 2.3.5. SFNω is the logical conjunction of SFNn for all n < ω.
Proof. By Theorem 2.3.3, the SFNn for all n < ω implies the FNn for all n < ω,
which in turn implies the FNω by Observation 2.2.14. 
With Corollary 2.3.4, we can now explain how to deduce purely finitary conse-
quences. Since, for example, the exponential [19] and nontrivial symmetric copow-
ers [21] of the free Boolean algebra of size ℵ2 are not projective,13 if E is a cofinal
family of finite subalgebras of an ℵ2-sized free Boolean algebra that witnesses the
ω-ary SFN,14 then each of the exponential and nontrivial symmetric copower func-
tors destroys the commutativity of some triple A,B,C ∈ E . (In contrast, the
commutativity of the pairs are preserved [9, Lem. 4.3.3, 4.3.5]. Hence, as observed
in [9], the exponential and symmetric cosquare of the free Boolean algebra of size
ℵ2 have the SFN but are not projective.) See [21] for many more topologically
formulated examples of functors that destroy the projectivity of the ℵ2-sized free
Boolean algebra yet preserve the finiteness of finite Boolean algebras. Every such
functor destroys the commutativity of some triple A,B,C ∈ E .
Section 6 raises some questions. In particular, it does not separate the ternary
SFN from the ternary FN and it does not separate the ternary SFN from projec-
tivity.
Question 2.3.6. For d ∈ [3, ω), is the d-ary SFN strictly stronger than the d-ary
FN, and is it strictly weaker than the (d+ 1)-ary SFN?
We know that at least one of the two implications in SFNω⇒SFN3⇒FN3 must
be strict, but we do not have a proof that any particular one is strict. First, we do
not know if the Boolean algebra constructed in this paper to have the FN3 but not
the FN4 also has the SFN3. Second, generalizing the construction separating the
13 The exponential and symmetric copower functors are the respective Stone duals of the
Vietoris hyperspace and symmetric power functors.
14For example, given an independent generating set G, take E to be the set of subalgebras
generated by finite subsets of G.
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SFN2 and FN2 at size ℵ2 in [18] from 2 to d would require at minimum a solution
to Problem 2.2.20.
3. Free amalgamation of n Boolean algebras
3.1. n-ary pushouts and pullbacks. In category theory, a span (cospan) is a
commutative square with a missing corner that a pushout (pullback) fills in in
the nicest possible way. Analogously, in our definition below, an n-ary span (n-
ary cospan) is a commutative n-cube with a missing corner that our generalized
pushout (pullback) fills in in the nicest possible way.
Definition 3.1.1.
• Let P+(x) = P(x) \ {∅}.
• By an n-ary span (n-ary cospan) we mean a functor from the poset category
(P+(n),⊃) ((P+(n),⊂)) to a category in which every finite diagram has a
colimit (limit).
• By a pushout (pullback) we mean a colimit (limit) of a span (cospan).
• Given an n-ary cospan (f st : Xs → Xt | ∅ 6= s ⊂ t ⊂ n), denote an
arbitrary pullback of ( ~X, ~f) by an object
Ò ~X along with a sequence of
projections ⊠s :
Ò ~X → Xs for s ∈ P+(n). Given also morphisms gs : Y →
Xs for s ∈ P+(n) such that gt = f st ◦ gs, let the mediating morphism
Ò
~g
denote the unique morphism u : Y → Ò ~X for which ⊠s ◦u = gs.
• Given an n-ary span (f st : Xt → Xs | ∅ 6= s ⊂ t ⊂ n), denote an arbitrary
pushout of ( ~X, ~f) by an object
Ð
~X along with a sequence of coprojections
⊞s : Xs →
Ð ~X for s ∈ P+(n). Given also morphisms gs : Xs → Y for
s ∈ P+(n) such that gt = gs ◦ f st , let the mediating morphism
Ð
~g denote
the unique morphism u :
Ð ~X → Y for which u ◦⊞s = gs.
Since pushouts and pullbacks are unique only up to isomorphism, it is convenient
and instructive to select as canonical simple instances of them in a few concrete
categories.
Definition 3.1.2. Let us name some categories as follows.
Category Objects Morphisms
Set sets functions
Fin finite sets functions
Cpct0 Boolean spaces continuous functions
Bool Boolean algebras Boolean homomorphisms
Let us adopt the following implementation of Stone duality.
• Clop: Cpct0 → Boolop is a functor.
• Clop(X) is the algebra of clopen subsets of X .
• Clop(f : X → Y )(E) = f−1[E].
• Ult : Bool→ Cpctop0 is a functor.
• Ult(A) is the set of ultrafilters ofA with the topology generated by {UltA(a)
| a ∈ A} where UltA(a) = {U ∈ Ult(A) | a ∈ U}.
• Ult(h : A→ B)(U) = h−1[U ].
In each of the above four categories, all finite diagrams have limits and colimits.
Also, Fin = Set ∩ Cpct0 modulo giving each finite set the discrete topology.
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Definition 3.1.3. In the category Cpct0, given an n-ary cospan
(f st : Xs → Xt | ∅ 6= s ⊂ t ⊂ n),
define its canonical pullback by
ò
~X =
{
x ∈
∏
i<n
X{i}
∣∣∣∣∣ ∀(i < j < n) f{i}{i,j}(x(i)) = f{j}{i,j}(x(j))
}
and ⊠s(x) = f
{i}
s (x(i)) for i ∈ s ⊂ n. (This definition also works for Set and Fin.)
Exercise 3.1.4. The above canonical pullback is indeed a pullback. That is, given
morphisms gs : Y → Xs for s ∈ P+(n) such that gt = f st ◦ gs, there is a unique
morphism
Ò
~g : Y → Ò ~X such that ⊠s ◦
Ò
~g = gs.
Unfortunately, for n > 2, “nicest possible” isn’t always very nice. For example,
there is a ternary cospan of surjections between finite nonempty sets whose pullback
object is the empty set: let X3 = 1, Xs = 2 for other s ∈ P+(3), f{0}{0,1}(x) = 1 − x
for x ∈ 2, and f{i}{i,j} = id for other i, j < 3. By Stone duality, there is likewise
a ternary cospan of embeddings between non-degenerate finite Boolean algebras
whose pushout object is the degenerate Boolean algebra. Worse for our purposes,
three overlapping Boolean algebras may not extend to a common Boolean algebra,
as shown formally in the Example 3.1.18 below.
Definition 3.1.5. Say that a sequence (Fi)i∈I of subalgebras of a fixed Boolean
algebra G is independent if, for all finite J ⊂ I and all ~x ∈ ∏j∈J Fj , if ∧ ~x = 0,
then xj = 0 for some j ∈ J .
Observation 3.1.6.
• ~F is independent iff, for every ~U ∈ ∏i∈I Ult(Fi), some V ∈ Ult(G) extends⋃ ~U .
• If (Fi, Fj) is independent, then Fi ∩ Fj = {0, 1}.
Definition 3.1.7.
• A Boolean embedding is an injective Boolean homomorphism.
• Given Boolean algebras Ai for i ∈ I, a coproduct (also known as a free
product) is a Boolean algebra
⊕ ~A together with cofactor maps ⊕i : Ai → A
such that each ⊕i is a Boolean embedding, (⊕i[Ai])i∈I is independent, and⋃
i∈I ⊕i[Ai] generates
⊕ ~A.15 When I = 2, we write A0 ⊕A1 for⊕ ~A.
• Given also morphisms gi : Ai → B for i ∈ I, let the mediating morphism⊕
~g denote the unique morphism u :
⊕ ~A→ B for which u ◦ ⊕i = gi.
Definition 3.1.8. Given objects F,G in a concrete category C, by id : F → G we
mean the unique morphism h : F → G, if it exists, satisfying h(x) = x for all x ∈ F .
Call id : F → G as above an inclusion.
Observation 3.1.9. If ~A is a sequence of overlapping Boolean algebras and Ai ∩
Aj = {0, 1} for all i 6= j, then there is a coproduct
⊕ ~A such that ⊕i[Ai] = id : Ai →⊕ ~A.
Definition 3.1.10.
15 The above definition of coproduct agrees with the one from category theory. See [12, 158–
168].
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• Given Boolean algebras A and B, we write A ≤ B to indicate that A is a
subalgebra of B.
• Given A0, . . . , An−1, B ≤ C, by B =
⊕
~A we mean that B =
〈⋃
~A
〉
and
~A is independent in C.
Definition 3.1.11.
• A quotient of a Boolean algebra A with respect to an ideal I is a Boolean
algebra B together with a surjective homomorphism f : A→ B with kernel
I; f is called the quotient map and f(x) will be denoted by x/I when there
is no ambiguity.
• Given also a Boolean embedding e : C → A, we say that (B, f) is e-
canonical if f ◦ e extends id: C → C.
Observation 3.1.12. If I is an ideal of a Boolean algebra A, ei : Ci → A for
i < n are Boolean embeddings, 0Ci = 0Cj for all i, j, e
−1
i [I] = {0} for all i, and
(ran(ei))i<n is independent, then there is a quotient (B, f) that is ei-canonical for
all i because from the algebra of I-equivalence classes of A we can induce a Boolean
isomorphism by replacing each class K intersecting
⋃
i<n ran(ei) with the unique
element of
⋃
i<n e
−1
i [K].
Definition 3.1.13.
• In the category Bool, given an n-ary span,
(hst : At → As | ∅ 6= s ⊂ t ⊂ n)
a canonical pushout is a quotient of
⊕
i<nA{i} with respect to the ideal
I generated by all well-defined terms of the form h
{i}
{i,j}(x) ∧ h
{j}
{i,j}(−x),
together with maps given by ⊞s(x) = h
{i}
s (x)/I; additionally require that
the quotient be ⊕i-canonical for all i where ⊕−1i [I] = {0A{0}}.
• Given overlapping Boolean algebras Ai for i < n, define a pushout
Ð ~A of
~A to be a canonical pushout
Ð ~B of the inclusions Bt → Bs for ∅ 6= s ⊂
t ⊂ n where Bt =
⋂
i∈tAi. In this context, ⊞i denotes the coprojection
⊞{i} : B{i} → B. For n = 2, let A0 ⊞A1 =
Ð ~A.
Exercise 3.1.14. The above canonical pushout is indeed a pushout. That is, given
morphisms gs : As → B for s ∈ P+(n) such that gt = gs ◦ hst , there is a unique
morphism
Ð
~g :
Ð ~A→ B such that Ð~g ◦⊞s = gs.
Lemma 3.1.15. If Ai ≤ B for i < n, then ⊞i(x) = x for all i < n and x ∈ Ai, and
there is a unique morphism u :
Ð ~A→ B extending all of the inclusions Ai → B.
Proof. Let u :
Ð ~A → B be the mediating morphism of the inclusions Ai → B.
Then u◦⊞i = id: Ai → B. By definition of canonical pushout, ⊞i = id: Ai →
Ð
~A.
Hence, u ⊃ id : Ai → B. Moreover, any common extension u′ :
Ð ~A → B of the
maps id: Ai → B would also be a mediating morphism of these maps, and so would
be u. 
Corollary 3.1.16. If A0, . . . , An−1 are overlapping Boolean algebras, then they
have a common extension iff the coprojections ⊞i : Ai →
Ð
~A are all injective.
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From the point of view of category theory, the above corollary is just a special
case of something very easy and very general: if a diagram F has a colimit object
C, then, for each cocone (ψA : F (A) → B)A of F and each of its morphisms ψA,
if ψA is monic, then the corresponding coprojection ⊞A : F (A) → C is also monic
because it is a right factor of ψA.
Definition 3.1.17. Say that a sequence (xi)i∈I of elements of a fixed Boolean alge-
bra is independent if ({xi,−xi, 0, 1})i∈I is independent. Say that a Boolean algebra
F is freely generated by (xi)i∈I if F = 〈{xi | i ∈ I}〉 and (xi)i∈I is independent.
Say that Boolean algebra is free if it is freely generated by some sequence.
Example 3.1.18. There are overlapping Boolean algebras A0, A1, A2 such that
|Ai| = 23 for all i < 3 yet |
Ð ~A| = 21. To obtain them, arrange that Ai is
generated by xi, xi+31 where +3 is addition modulo 3, that Ai ∩ Ai+31 is freely
generated by xi+31, and that 0 < x0 < x1 < 1 in A0, 0 < x1 < x2 < 1 in A1, and
0 < x2 < −x0 < 1 in A2.
On the other hand, a ∆-system of overlapping Boolean algebras always extends
to a common Boolean algebra. Indeed, given a diagram of Boolean embeddings
of the form (hj : A → Bj)j∈J , the coprojections of its colimit are also Boolean
embeddings. See Koppelberg [12, 168–71] for details; the above colimit is there
called an amalgamated free product. For future reference, we state the two-algebra
case below.
Lemma 3.1.19. Given a span of Boolean embeddings A Coo // B , the pushout
D has injective coprojections A // D Boo .
In order to find a common extension of overlapping Boolean algebras A,B,C, it
turns out (see Theorem 3.5.2) to be helpful for the unique morphism u : (A ∩C)⊞
(B ∩ C)→ C extending id : A ∩ C → C and id: B ∩C → C to be injective.
Example 3.1.20. In the statement of Lemma 3.1.15, the map u may not be in-
jective. For a minimal example, let B = P(3) and Ai = 〈{i}〉 for i < 2. Since
A0 ∩ A1 = {∅, 3}, we have A0 ⊞ A1 ∼= A0 ⊕ A1. Therefore,
Ð
~A has four atoms
while B has only three.
Definition 3.1.21. Given Boolean subalgebras Ai ≤ B for i < n:
• Say that ~A commutes and write |⌣ ~A if the unique common extensionÐ
~A → B of the inclusions Ai → B is injective. For n = 2, we write
A0 |⌣ A1 for |⌣ ~A.
• By C = Ð ~A we mean that C =
〈⋃
~A
〉
and |⌣ ~A in B.
Definition 3.1.21 is compatible with Definition 2.1.1. This follows from [12,
11.22 (p. 171)] and also from Lemma 3.2.6. For definiteness, our official definition
of commuting pairs of subalgebras is henceforth Definition 3.1.21 with n = 2.
The symbol |⌣ alludes to model theory, A0 |⌣ A1 being a loose analog of “A0
and A1 are independent over A0 ∩A1.” In subsection 3.4, this analogy is extended
by defining A |⌣
C
B for A,B,C ≤ D.
Observation 3.1.22.
• If Ai ≤ B and |⌣ ~A, then we may choose
Ð
~A such that Ai ≤
Ð
~A ≤ B.
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• If A0, . . . , An−1 ≤ B are independent, then |⌣ ~A and
Ð ~A =
⊕ ~A.
• If Ai ≤ B for all i < n and Ai ∩ Aj = {0, 1} for all i < j < n, then ~A
commutes iff ~A is independent.
3.2. An n-ary Interpolation Theorem. When restricted to propositional logic,
Craig’s Interpolation Theorem [2] says that every tautological implication ϕ ⊢ ψ
factors as ϕ ⊢ χ ⊢ ψ where the variables of χ are common to ϕ and ψ. In this
subsection we prove an internal characterization of commuting sequences of sub-
algebras and apply it prove an n-ary version of the Interpolation Theorem. This
characterization will also be useful in Subsection 4.4.
Definition 3.2.1. Given Ai ≤ B for i < n, we say that ~A weakly commutes and
write
◦|⌣~A if, for each ~x ∈
∏ ~A satisfying ∧ ~x = 0, there exists (yi)i<n such that∧
~y = 0 and xi ≤ yi ∈
〈
Ai ∩
⋃
j 6=iAj
〉
for i < n. Given ~A and ~x as above, we call
any ~y as above a weak incompatibility witness for ~x.
First, we justify “weakly.”
Definition 3.2.2. Given x in a Boolean algebra A and k < ω, by (−1)kx we mean
x if k is even else −x.
Definition 3.2.3. Given overlapping algebras A0, . . . , An−1 and ~x ∈
∏ ~A, an
incompatibility witness for ~x is a triple (~z, t, s) such that t : m × 2 → n where
m = dom(~z), t(k, 0) < t(k, 1), zk ∈
⋂
e<2At(k,e), s :
m2→ n, and
xi ≤
∧
s(f)=i
∨
t(k,f(k))=i
(−1)f(k)zk.
Lemma 3.2.4 (Witnessing). Given overlapping Boolean algebras A0, . . . , An−1 and
~x ∈ ∏ ~A, we have ∧i<n⊞i(xi) = 0 iff ~x has an incompatibility witness. If also Ai ≤
B for all i and ~x has an incompatibility witness, then ~x has a weak incompatibility
witness.
Proof. First, suppose
∧
i<n⊞i(xi) = 0. Then
∧
i<n⊕i(xi) is in the ideal from
Definition 3.1.13. Hence, there exist m < ω and, for each k < m, t(k, 0) < t(k, 1) <
n and zk ∈
⋂
e<2At(k,e) such that∧
i<n
⊕i(xi) ≤
∨
k<m
(⊕t(k,0)(zk) ∧⊕t(k,1)(−zk)) .
Hence, for each f : m→ 2,
∧
i<n
⊕i(xi) ≤
∨
k<m
⊕t(k,f(k))
(
(−1)f(k)zk
)
=
∨
i<n
⊕i

 ∨
t(k,f(k))=i
(−1)f(k)zk

 .
For each f , since (⊕i[Ai])i<n is independent, we have, for some s(f) < n,
xs(f) ≤
∨
t(k,f(k))=s(f)
(−1)f(k)zk.
Therefore, for each i < n, we have xi ≤ yi where
yi =
∧
s(f)=i
∨
t(k,f(k))=i
(−1)f(k)zk.
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Thus, ((zk)k<m, t, s) is an incompatibility witness for ~x.
Conversely, suppose ((zk)k<m, t, s) is an incompatibility witness for ~x. It suffices
to show that ~x has a weak incompatibility witness, assuming Ai ≤ B for all i,
and to show that
∧
i<n⊞i(xi) = 0. Defining ~y as above, we have xi ≤ yi ∈〈
Ai ∩
⋃
j 6=iAj
〉
. Moreover,∧
~y ≤
∧
i<n
∧
s(f)=i
∨
k<m
(−1)f(k)zk =
∧
f : m→2
∨
k<m
(−1)f(k)zk =
∨
k<m
(zk ∧−zk) = 0.
Thus, ~y is a weak incompatibility witness for ~x. Also,
∧
i<n⊞i(xi) = 0 by the
following computation.∧
i<n
⊕i(xi) ≤
∧
f∈m2
⊕s(f)(xs(f))
≤
∧
f∈m2
∨
t(k,f(k))=s(f)
(−1)f(k)⊕s(f)(zk)
≤
∧
f∈m2
∨
k<m
(−1)f(k)⊕t(k,f(k))(zk)
=
∨
k<m
(⊕t(k,0)(zk) ∧⊕t(k,1)(−zk)) 
Definition 3.2.5. Given x, y in a Boolean algebra A, by x ⊥ y we mean x∧y = 0.
Lemma 3.2.6 (Interpolation). Given A,B ≤ C, the following are equivalent.
(1) A |⌣ B.
(2) If A ∋ x ⊥ y ∈ B, then there exists z ∈ A ∩B such that x ≤ z ⊥ y.
(3) If A ∋ x ≤ y ∈ B, then [x, y] ∩ A ∩B 6= ∅.
Proof. (1) ⇒ (2): Assume (1) and A ∋ x ⊥ y ∈ B. By Witnessing (3.2.4), there
exist z, w ∈ A ∩B such that x ≤ z ⊥ w ≥ y.
(2) ⇒ (1): Define h : A ⊕ B → C by h(⊕i(x)) = x. Assuming (2), it suffices to
show that ker(h) is the ideal I generated by ⊕0(z)∧⊕1(−z) for z ∈ A∩B. Clearly,
I ⊂ ker(h). For the converse, suppose h(w) = 0. Then w is a join of terms of the
form v = ⊕0(x) ∧ ⊕1(y). For each such v, since it is in ker(h), we have x ∧ y = 0.
By (2), x ≤ z and y ≤ −z for some z ∈ A ∩B. Hence, v ∈ I. Thus, w ∈ I.
(2)⇔ (3): x ≤ y ⇔ x ⊥ −y and z ≤ y ⇔ z ⊥ −y. 
Koppelberg [12, 11.22 (p. 171)] does not explicitly define commuting pairs of
subalgebras, but does prove (1)⇔ (2). In Chapter 4 of [9], Heindorf and Shapiro [9]
defined commuting pairs of subalgebras purely in terms of (2) and (3).
Lemma 3.2.7. If (vj)j∈J is independent in a Boolean algebra B and Hi ⊂ J for
i < n, then |⌣(〈{vh | h ∈ Hi}〉)i<n.
The above Lemma is much easier to prove given an ultrafilter characterization
of commuting subalgebras, so we defer its proof until after Lemma 3.3.3.
Theorem 3.2.8. Given ϕ0, . . . , ϕn−1 formulas of propositional logic such that
∧
~ϕ
is unsatisfiable, there exist tautological implications ϕi ⊢ ψi for i < n such that
∧ ~ψ
is unsatisfiable and, in each ψi, each variable occurs in ϕi and in at least one other
ϕj.
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Proof. For each i < n, let Hi be the set of variables in ϕi. Let B be freely generated
by
⋃ ~H . Then each ϕi is in the subalgebra Ai = 〈Hi〉. These subalgebras commute
and, therefore, weakly commute. Hence, there exists ~ψ ∈ ∏i<n 〈Ai ∩⋃j 6=iAj〉
such that ϕi ≤ ψi. Then ~ψ is as required because〈
Ai ∩
⋃
j 6=i
Aj
〉
=
〈⋃
j 6=i
(Ai ∩Aj)
〉
=
〈⋃
j 6=i
(Hi ∩Hj)
〉
. 
3.3. n-Commutative n-cubes. Heindorf and Shapiro obtained their concept of
commuting pairs of subalgebras as a special case of the Stone dual of the much older
concept of a bicommutative square, for which they cite Kuratowski’s Topology [15].
In the category Set or Cpct0 (and in many other concrete categories), a commutative
square f ◦ g = h ◦ k is bicommutative if, for all (x, y) satisfying f(x) = h(y), there
exists z such that (g, k)(z) = (x, y). We immediately see that f ◦ g = h ◦ k
bicommutes iff the diagonal product (g, k)(•) = (g(•), k(•)) maps dom(g) onto the
canonical pullback (also called the fiber product) {(x, y) | f(x) = h(y)}.
In contrast to the binary case, our general concept of commuting n-tuples of
subalgebras appears to be new. To take advantage of Stone duality, we introduce
some category-theoretic concepts: n-(co)commutative n-(co)cubes.
Definition 3.3.1.
• A commutative n-cube (commutative n-cocube) is a functor from the poset
category (P(n),⊂) ((P(n),⊃)) to a category in which every finite diagram
has a limit (colimit).
• A commutative n-cube (f st : Xs → Xt | s ⊂ t ⊂ n) is n-commutative ifÒ
i<n f
∅
{i} : X∅ →
Ò
s6=∅Xs is an epimorphism.
16
• A commutative n-cocube (f st : Xt → Xs | s ⊂ t ⊂ n) is n-cocommutative
if
Ð
i<n f
∅
{i} :
Ð
s6=∅Xs → X∅ is a monomorphism.17
• Given an arbitrary diagram in a category where every finite diagram a
(co)limit, we say that the diagram is n-(co)commutative if every n-(co)cube
subdiagram is n-(co)commutative.
Observation 3.3.2.
• For the categories Set and Cpct0, our canonical pullbacks yield the simple
characterization that a commutative n-cube (f st : Xs → Xt | s ⊂ t ⊂ n) is
n-commutative iff, for each ~p ∈∏i<nX{i}, if f{i}{i,j}(p(i)) = f{j}{i,j}(p(j)) for
all i, j, then there exists q ∈ X∅ such that f∅{i}(q) = p(i) for all i.
• By Lemma 3.1.15, a commutative n-cocube of inclusions(
id :
⋂
i∈t
Ai →
⋂
i∈s
Ai
∣∣∣∣∣ s ⊂ t ⊂ n
)
between subalgebras of a Boolean algebra B is n-cocommutative iff ~A n-
commutes in B.18
16 In all the categories named in this paper, the epimorphisms are exactly the surjective
morphisms.
17 In all the categories named in this paper, the monomorphisms are exactly the injective
morphisms.
18In this context,
⋂
∅ = B.
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The above observations allow us to prove the following ultrafilter characterization
of commuting sequences of subalgebras.
Lemma 3.3.3. Given Ai ≤ B for i < n, we have |⌣ ~A iff, for all ~U ∈
∏
i<n Ult(Ai),
if Ui ∩ Aj = Uj ∩ Ai for all i, j, then
⋃ ~U extends to an ultrafilter of B.
Proof. For each pair s ⊂ t ⊂ n, let est = id:
⋂
i∈tAi →
⋂
i∈sAi and f
s
t = Ult(e
s
t ).
By Stone duality, we have |⌣ ~A iff (f st )s⊂t is n-commutative, which in turn is
equivalent to the requirement that, for every ~U ∈ ∏i<nUlt(Ai), if f{i}{i,j}(Ui) =
f
{j}
{i,j}(Uj) for all i, j, then there exists U ∈ Ult(B) such that f∅{i}(U) = Ui for all i.
But f
{i}
{i,j}(Ui) = Ui ∩ Aj and f∅{i}(U) = U ∩ Ai, so the lemma follows. 
Lemma 3.2.7. If (vj)j∈J is independent in a Boolean algebra B and Hi ⊂ J for
i < n, then |⌣(〈{vh | h ∈ Hi}〉)i<n.
Proof. Let Ai = 〈{vh | h ∈ Hi}〉. Assume ~U ∈
∏
i<nUlt(Ai) and Ui∩Aj = Uj∩Ai
for all i, j. Let K =
⋃ ~H. Then, for each k ∈ K, there exists e(k) < 2 such that
(−1)e(k)vk ∈ Ui for all Hi ∋ k. Hence,
⋃
~U extends to the filter of B generated by
the finite meets of the form
∧
k∈F (−1)e(k)vk. 
Lemma 3.3.3 is also used to deduce the useful lemmas Stepping Up, Grouping,
and Continuity, and the independently interesting lemma Stepping Down.
Lemma 3.3.4 (Stepping Up). If A0, . . . , An ≤ B are such that
(1) |⌣(Ai)i<n,
(2) An ∩
〈⋃
i<n Ai
〉
=
〈
An ∩
⋃
i<nAi
〉
, and
(3)
〈⋃
i<nAi
〉 |⌣ An,
then |⌣(Ai)i<n+1.
Proof. Suppose ~U ∈ ∏i<n+1 Ult(Ai) and Ui ∩ Aj = Uj ∩ Ai. Extend ⋃j<n Uj
to V ∈ Ult(C) where C =
〈⋃
j<n Aj
〉
. Suppose x ∈ Un ∩ C. Then x ∈ D
where D = An ∩ C =
〈⋃
j<n(An ∩ Aj)
〉
. Let x =
∨
i<m
∧
j<n yi,j for some m
and yi,j ∈ An ∩ Aj . Since Un ∩ C ∈ Ult(D), we can choose i < m such that∧
j<n yi,j ∈ Un. But then yi,j ∈ Un ∩ Aj ⊂ Uj ⊂ V . Therefore, x ∈ V . Thus,
Un ∩ C ⊂ An ∩ V . Actually, Un ∩ C = An ∩ V since An ∩ V ∈ Ult(D). Therefore,
Un ∪ V extends to W ∈ Ult(B). 
Examples 3.3.5, 3.3.6, and 3.4.2 show that no two of (1), (2), and (3) im-
ply |⌣(Ai)i<n+1, even for n = 2. Moreover, |⌣(Ai)i<n+1 implies (3) by Group-
ing (3.3.11) and implies (2) by Weak Reflection (3.4.6). On the other hand, by
Example 3.3.8, |⌣(Ai)i<n+1 does not imply (1).
Example 3.3.5. Let B be generated by gi for i < 3 and the relation
∧
~g = 0.
Letting Ai = 〈{gi}〉 ≤ B, we have (Ai, Aj) independent for all pairs i 6= j and
Ai ∩ 〈Aj ∪ Ak〉 = {0, 1} = 〈Ai ∩ (Aj ∪ Ak)〉
for each permutation (i, j, k) of 3. Yet, letting gi ∈ Ui ∈ Ult(Ai), we see that, by
Lemma 3.3.3, (Ai)i<3 does not commute.
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Example 3.3.6. Let B be freely generated by (gi)i<2. Set g2 = (g0∧−g1)∨(−g0∧
g1). Letting Ai = 〈{gi}〉 ≤ B, we have (Ai, Aj) independent for all pairs i 6= j and
Ai |⌣ 〈Aj ∪ Ak〉 for each permutation (i, j, k) of 3 simply because 〈Aj ∪ Ak〉 = B.
Yet, letting gi ∈ Ui ∈ Ult(Ai), we see that, by Lemma 3.3.3, (Ai)i<3 does not
commute.
Lemma 3.3.7 (Stepping Down). If A0, . . . , An ≤ B are such that
(1) |⌣(Ai)i<n+1 and
(2) |⌣(Ai ∩ An)i<n,
then |⌣(Ai)i<n.
Proof. Given ~U ∈ ∏i<n Ult(Ai) such that Ui ∩ Aj = Uj ∩ Ai, it suffices to find
V ∈ Ult(B) such that V ⊃ ⋃i<n Ui. Let Wi = Ui ∩An. Since Wi ∩ Aj =Wj ∩Ai,
we may extend
⋃
i<nWn to Un ∈ Ult(An). But then Un∩Ai = Ui∩An, so we may
choose V ∈ Ult(B) such that V ⊃ ⋃i<n+1 Ui. 
Examples 3.3.8 and 3.4.2 show that neither (1) alone nor (2) alone implies
|⌣(Ai)i<n, even for n = 2.
Example 3.3.8. Let B be generated by gi for i < 3 and the relation g0 ∧ g1 = 0.
Let Ai = 〈{gj | j 6= i}〉 for i < 3. Applying Interpolation (3.2.6), (A0, A1) does
not commute because g1 ⊥ g0 yet g1 and g0 cannot be separated by any element
of A0 ∩ A1, which is 〈{g2}〉. On the other hand, we claim that |⌣(Ai)i<3. Indeed,
suppose ~U ∈∏i<3 Ult(Ai) and Ui ∩ Aj = Uj ∩ Ai for all i, j. For each i < 3, there
exists e(i) < 2 such that (−1)e(i)gi ∈ Uj for all j 6= i. Therefore,
⋃ ~U extends
to the ultrafilter of B iff e(0) and e(1) are not both 0, which is assured because
−g0 ∈ U2 or −g1 ∈ U2.
We remark without proof that Stepping Down generalizes to the fact that if a
commutative (n + 1)-cube (f st : Xs → Xt)s⊂t⊂n+1 in the category Set or Cpct0 is
(n+ 1)-commutative and(
f
s∪{n}
t∪{n} : Xs∪{n} → Xt∪{n} | s ⊂ t ⊂ n
)
is n-commutative, then (f st : Xs → Xt)s⊂t⊂n is n-commutative.
Definition 3.3.9. Given a Boolean algebra B:
• Given Si ⊂ B for i < n, let
∧ ~S = {∧~a | ~a ∈ ∏ ~S}. Likewise define ∨ ~S.
• Given S ⊂ B, let 〈S〉∨ denote the set of all finite joins of elements S,
including the empty join, which is 0B. Likewise define 〈S〉∧.
Observation 3.3.10.
• If Fi = 〈Fi〉∧ in a Boolean algebra B for i < n, then B∨
∧ ~F is the possibly
improper filter of B generated by
⋃
~F .
• If Ai ≤ B for i < n, then
〈⋃ ~A〉 = 〈∧ ~A〉
∨
.
Lemma 3.3.11 (Grouping). If |⌣(Ak)k<n in a Boolean algebra C and
⋃
i<m s(i) =
n, then also |⌣ ~B where Bi =
〈⋃
k∈s(i) Ak
〉
.
Proof. Suppose that ~U ∈∏i<m Ult(Bi) and Ui∩Bj = Uj∩Bi for i, j < m. Choose
r : n→ m such that k ∈ s(r(k)); let Vk = Ur(k)∩Ak. We then have Vk∩Al = Vl∩Ak
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for k, l < n and Ui = Bi ∨
∧
k∈s(i) Vk for i < m. Let F be the possibly improper
filter of C generated by
⋃ ~V , which is also the possibly improper filter generated
by
⋃
~U . By hypothesis,
⋃
~V and, hence, F extend to some W ∈ Ult(C). 
We remark without proof that Grouping generalizes to the fact that, given⋃
i<m r(i) = n and an n-commutative n-cube (f
s
t : Xs → Xt)s⊂t⊂n in the cate-
gory Set or Cpct0, the commutative m-cube(
f
⋃
r[s]⋃
r[t] : X
⋃
r[s] → X⋃ r[t]
∣∣∣ s ⊂ t ⊂ m)
is then m-commutative.
Lemma 3.3.12 (Continuity). Suppose that for each i < n we have a set Ai of
subalgebras of a fixed Boolean algebra C with union Bi ≤ C, and that |⌣ ~A for each
~A ∈∏ ~A. We then have |⌣ ~B.
Proof. Given ~U ∈ ∏i<n Ult(Bi) whose union does not extend to any V ∈ Ult(C),
it suffices to show that Ui ∩ Bj 6= Uj ∩ Bi for some i, j < n. By hypothesis, there
exists ~x ∈ ∏ ~U such that ∧ ~x = 0. Choose ~A ∈ ∏ ~A such that ~x ∈ ∏ ~A. Then⋃
i<n(Ui∩Ai) does not extend to any V ∈ Ult(C). Hence, Ui∩Ai∩Aj 6= Uj∩Aj∩Ai
for some i, j < n. 
3.4. Well-commuting sequences of subalgebras. By Interpolation (3.2.6), if
two Boolean algebras weakly commute, then they commute. However, as shown by
Example 3.4.2 below, matters are not so simple for three algebras.
Lemma 3.4.1. Suppose that 〈Si〉∨ = Ai ≤ B for i < n and every ~x ∈
∏ ~S has a
weak incompatibility witness. We then have
◦|⌣~A.
Proof. Suppose that ~z ∈ ∏ ~A and ∧ ~z = 0. Let zi = ∨m<Ni wmi where wmi ∈ Si.
For each f ∈ ∏ ~N and i < n, let xfi = wf(i)i . For each f , since ∧i<n xfi = 0, we
may choose
(
yfi
)
i<n
∈ ∏i<n 〈Ai ∩⋃j 6=iAj〉 such that xfi ≤ yfi and ∧i<n yfi = 0.
Then zi ≤ ui ∈
〈
Ai ∩
⋃
j 6=iAj
〉
where ui =
∨
m<Ni
∧
f(i)=m
yfi . Finally,
∧
~u =
∧
i<n
∨
m<Ni
∧
f(i)=m
yfi =
∨
g∈
∏
~N
∧
i<n
∧
f(i)=g(i)
yfi ≤
∨
g∈
∏
~N
∧
i<n
ygi = 0. 
Example 3.4.2. Let B be generated by gs for s ∈ [3]2 and the relation
∧
~g = 0.
Let Ai = 〈{gs | i ∈ s}〉 ≤ B for each i < 3. Observe that Ai ∩ Aj =
〈{g{i,j}}〉
for all i < j < 3. To see that (Ai)i<3 does not commute, apply Lemma 3.3.3 to
~U ∈ ∏i<3Ult(Ai) where ∧s∋i gs ∈ Ui. On the other hand, we will prove that
◦|⌣(Ai)i<3. By Lemma 3.4.1, given atoms xi of Ai such that
∧
~x = 0, it suffices to
find ~y as in Definition 3.2.1. Letting xi =
∧
j 6=i(−1)ε(i,j)g{i,j} where ε(i, j) < 2, our
assumption
∧
~x = 0 becomes the disjunction
(1) ε(i, j) 6= ε(j, i) for some i < j < 3, or
(2) ε(i, j) = 0 for all distinct i, j < 3.
In Case (1), we let yi = (−1)ε(i,j)g{i,j}, yj = (−1)ε(j,i)g{j,i}, and yk = 1 where
k 6= i, j. In Case (2), we let yi = gi,i+31. Thus,
◦|⌣(Ai)i<3.
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Since it is relevant to Stepping Up (3.3.4), we also note that, because 〈A0 ∪ A1〉 =
B, we have A2 |⌣ 〈A0 ∪ A1〉. Moreover, 〈A2 ∩ (A0 ∪ A1)〉 = A2 = A2 ∩ 〈A0 ∪A1〉.
Relevant to Stepping Down (3.3.7), we note that (A0 ∩A2, A1∩A2) commutes, but
(A0, A1) does not, for U0 ∪ U1 does not extend to an ultrafilter of B.
Our remaining goal for this subsection is to prove a condition sufficient for equiv-
alence of weak commuting and commuting. We start by proving a partial converse
(Weak Reflection (3.4.6)) to Stepping Up (3.3.4).
Definition 3.4.3. Given A,B,C ≤ D, we say that A and B commute over C and
write A |⌣
C
B if, for all pairs A ∋ x ⊥ y ∈ B, there exists z ∈ C such that x ≤ z ⊥ y.
The above reuse of model-theoretic notation for Boolean subalgebras was inde-
pendently introduced by Hyttinen and Paolini, who, unlike this author, justified
the reuse with a theorem: if D is a sufficiently saturated atomless Boolean algebra,
A and B are atomless subalgebras of D, and C is an atomic regular subalgebra of
A and of B, then A |⌣
C
B iff a and b are dividing independent over C for all a ∈ A
and b ∈ B. [10]
By Interpolation (3.2.6), if A |⌣
C
B and C ⊂ A ∩ B, then A |⌣ B. Actually,
C = A ∩B because of the following lemma.
Lemma 3.4.4. If A |⌣
C
B, then A ∩B ⊂ C.
Proof. Given x ∈ A ∩ B, we have A ∋ x ⊥ −x ∈ B. Hence, x ≤ y ⊥ −x for some
y ∈ C. But then x = y ∈ C. 
Lemma 3.4.5. Given A,B,C ≤ D, 〈S〉∨ = A, and 〈T 〉∨ = B, if for all pairs
S ∋ x ⊥ y ∈ T there exists z ∈ C such that x ≤ z ⊥ y, then A |⌣
C
B.
Proof. Given A ∋ x ⊥ y ∈ B, let x = ∨i<m si and y = ∨j<n tj where si ∈ S and
tj ∈ T . Let si ≤ ui,j ⊥ tj for all i, j. Then x ≤
∨
i<m
∧
j<n ui,j ⊥ y. 
Lemma 3.4.6 (Weak Reflection). Suppose that
◦|⌣(Ai)i<n+1. Then
〈⋃
i<n Ai
〉 |⌣
An and
An ∩
〈⋃
i<n
Ai
〉
=
〈
An ∩
⋃
i<n
Ai
〉
.
Proof. We will prove An |⌣
C
B where B =
〈⋃
i<nAi
〉
and C =
〈
An ∩
⋃
i<nAi
〉
.
Suppose that An ∋ x ⊥ y ∈ B. Without loss of generality, y =
∧
i<n yi where
yi ∈ Ai. Let zi = yi and zn = x. Then there exists ~w ∈
∏
i<n+1
〈
Ai ∩
⋃
j 6=iAj
〉
such that zi ≤ wi and
∧
~w = 0. Therefore, wn ∈ C and x ≤ wn ⊥ y. 
Definition 3.4.7. Given Ai ≤ B for i < n, we say that ~A (weakly) commutes well
if (Ai)i<m (weakly) commutes for each m ≤ n.
Theorem 3.4.8. If (Ai)i<n weakly commutes well, then it commutes well.
Proof. Suppose m < n. By Weak Reflection (3.3.11), we have
〈⋃
i<mAi
〉 |⌣ Am
and
Am ∩
〈⋃
i<m
Ai
〉
=
〈
Am ∩
⋃
i<m
Ai
〉
.
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If we assume inductively that |⌣(Ai)i<m, then |⌣(Ai)i<m+1 by Stepping Up (3.3.4).

Example 3.4.9. There is a weakly commuting triple of Boolean algebras (A0, A1, A2)
such that (A0, A1) does not weakly commute.
Proof. Consider (Ai)i<3 from Example 3.4.2, which is weakly commuting but not
commuting. If (Ai)i<2 were weakly commuting, then Theorem 3.4.8 would imply
that (Ai)i<3 commuted. 
3.5. Amalgamation of reflecting sequences.
Definition 3.5.1. Given overlapping Boolean algebras A0, . . . , An−1:
• A set M commutatively reflects (Ai)i<n if
(1) Ai ∩M ≤ Ai,
(2) |⌣(⊞i[Ai ∩M ])i<n in
Ð ~A, and
(3) ⊞i[Ai] ∩
〈⋃
j<n⊞j [Aj ∩M ]
〉
= ⊞i[Ai ∩M ] in
Ð
~A.
• Say that ~A is commutatively reflecting ifAm commutatively reflects (Ai)i<m
for each m < n.
Theorem 3.5.2. Suppose that A0, . . . , An−1 is commutatively reflecting and |⌣(Ai∩
Am)i<m in Am for all m < n. Then there are pushouts Bm =
Ð
i<mAi for m ≤ n
such that Ai, Bi ≤ Bj for all i < j ≤ n.
Proof. Though this proof does not depend on it, it may be instructive to refer to
the diagram below.
C B
β
oo Ai
⊞
B
i
oo
ζ∅
{i}
vv
Am
ζ∅
{m}
α
OO
D
f
oo
γ
``❇
❇
❇
❇
❇
❇
❇
❇
g
OO
Ai ∩ Am
⊞
D
ioo
ζ
{m}
{i,m}
ii
ζ
{i}
{i,m}hi
OO
Given m < n and a pushout B =
Ð
i<mAi with coprojections ⊞
B
i : Ai → B that
are injective for all i < m, it suffices to find a pushout C =
Ð
i<m+1Ai with
coprojections ⊞Ci : Ai → C that are injective for all i < m + 1, and a Boolean
embedding e : B → C such that ⊞Ci = e ◦⊞Bi for all i < m. Since |⌣(Ai ∩Am)i<m,
we may choose D =
Ð
i<m(Ai ∩ Am) such that Ai ∩ Am ≤ D ≤ Am for all i < m.
For each i < m, let hi = id: Ai ∩ Am → Ai and ⊞Di = id: Ai ∩ Am → D.
Let f = id: D → Am and let g : D → B be the mediating morphism satisfying
⊞
B
i ◦hi = g ◦⊞Di for all i < m. By (2) of Definition 3.5.1, g is injective.
Let C and coprojections α : Am → C, β : B → C, and γ : D → C be a pushout of
Am D
f
oo g // B . By definition of colimit, α◦f = γ = β◦g. By Lemma 3.1.19,
each of α, β, and γ is a Boolean embedding. For each pair ∅ 6= s ⊂ t ⊂ m + 1,
let ζst = id: Et → Es where Es =
⋂
i∈sAi, thus defining an (m+ 1)-ary span. Let
E∅ = C, and for each s ∈ P+(m + 1), let ζ∅s : Es → E∅ be α ◦ ζ{m}s if m ∈ s else
β ◦⊞Bmax(s) ◦ζ{max(s)}s .
Claim. Given ∅ 6= s ⊂ t ⊂ m+ 1, we have ζ∅t = ζ∅s ◦ ζst .
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Proof. If m ∈ s, then
ζ∅t = α ◦ ζ{m}t = α ◦ ζ{m}s ◦ ζst = ζ∅s ◦ ζst .
If m 6∈ t, then, letting i = max(s) and j = max(t),
ζ∅t = β ◦⊞Bj ◦ζ{j}t = β ◦⊞Bi ◦ζ{i}t = β ◦⊞Bi ◦ζ{i}s ◦ ζst = ζ∅s ◦ ζst .
If m ∈ t \ s, then, letting i = max(s),
ζ∅t = α ◦ ζ{m}t = α ◦ f ◦⊞Di ◦ζ{i,m}t = β ◦ g ◦⊞Di ◦ζ{i,m}t = β ◦⊞Bi ◦hi ◦ ζ{i,m}t
= β ◦⊞Bi ◦ζ{i}t = β ◦⊞Bi ◦ζ{i}s ◦ ζst = ζ∅s ◦ ζst . 
Thus, the morphisms ~ζ form a commutative (m + 1)-cocube. Moreover, letting
e = β and ⊞Ci = ζ
∅
{i} for each i < m+ 1, we have ⊞
C
i injective for each i < m+ 1,
e ◦ ⊞Bi = ⊞Ci for each i < m, and C =
〈⋃
i<m+1⊞
C
i [Ai]
〉
. Therefore, it suffices to
show that |⌣(⊞Ci [Ai])i<m+1.
Letting A′m = α[Am], B
′ = β[B], and D′ = γ[D], we have D′ ⊂ A′m ∩ B′ and
A′m |⌣
D′
B′. Hence,
(3.1) B′ |⌣ A′m.
Also, D′ = A′m ∩B′ by Lemma 3.4.4. Letting A′i = (β ◦⊞Bi )[Ai] for i < m, we have
B′ =
〈⋃
i<mA
′
i
〉
and
(3.2) |⌣(A′i)i<m
because β is a Boolean embedding. Letting A′i,m = γ[Ai ∩Am] for i < m, we have
A′m ∩B′ = D′ =
〈⋃
i<mA
′
i,m
〉
. Therefore, the claim below implies that
(3.3) A′m ∩
〈⋃
i<m
A′i
〉
=
〈⋃
i<m
(A′i ∩ A′m)
〉
.
Claim. Given i < m, A′i ∩A′m = A′i,m.
Proof. First, A′i ∩ A′m = Ai ∩ D′ and D′ = (β ◦ g)[D]. Therefore, A′i ∩ A′m =
β
[
⊞
B
i [Ai] ∩ g[D]
]
. By (3) of Definition 3.5.1, we have ⊞Bi [Ai]∩ g[D] = g[Ai ∩Am].
Hence, A′i ∩ A′m = (β ◦ g)[Ai ∩ Am] = A′i,m. 
Applying Stepping Up to (3.1)–(3.3), we obtain |⌣(A′i)i<m+1. From our defini-
tions, A′i = ⊞
C
i [Ai]. So, |⌣(⊞Ci [Ai])i<m+1 as desired. 
Theorem 3.5.2 and its proof appear ripe for abstraction from Boolean algebras
and homomorphisms to an arbitrary category. The chore is to carefully replace,
throughout Section 3, all intersections of subalgebras with limits and all subalgebras
generated by unions of subalgebras with colimits. Since our applications to Boolean
algebras and Boolean spaces would only be obscured by such generality, we leave
it as an open problem perhaps to addressed in future work.
Problem 3.5.3. Generalize Theorem 3.5.2 from Bool to an arbitrary category.
Examples 3.1.20 and 3.3.8 each show that the conjunction of the hypotheses of
Theorem 3.5.2 is strictly stronger than necessary for the mere amalgamation of
n overlapping Boolean algebras. However, since Theorem 3.5.2 is strong enough
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for this paper’s direct limit constructions, we leave open the search for sharper
amalgamation theorems.
Problem 3.5.4. Find an interesting, necessary, and sufficient condition for n overlap-
ping Boolean algebras A0, . . . , An−1 to have a common extension, or, equivalently,
for all the coprojections ⊞i : Ai →
Ð ~A to be injective.
Question 3.5.5. Suppose that we encode a finite sequence of overlapping finite
Boolean algebras A0, . . . , An−1 by (the graphs of) the maps Ult(id : Ai ∩Aj → Aj)
for all distinct i, j < n. Is there a polynomial-time procedure for deciding whether
an arbitrary such ~A has a common extension?
By the Stone dual of Corollary 3.1.16, ~A as in Question 3.5.5 has a common
extension iff, for each k < n and x ∈ Ult(Ak), there exists ~y ∈
Ò
(Ult(Ai))i<n
such that yk = x. With respect to this encoding, the corresponding brute-force
search algorithm is in Π2P in the polynomial hierarchy and can be shown to have
space complexity O(
√
N) where N is the length in bits of our encoding of ~A. Of
course, whether Π2P properly contains P is a major open problem. Interestingly,
if Exponential Time Hypothesis is true, then an O(
√
N) space complexity upper
bound is incompatible with NP-hardness.
4. Direct limits indexed by structures
4.1. Elementary substructures.
Definition 4.1.1. Given θ a regular uncountable cardinal, let H denote the first-
order structure (H(θ),∈,⊏θ) where H(θ) is the set of all sets with transitive closure
smaller than θ and ⊏θ is a well-ordering of H(θ). Given a set M , by M ≺ H we
mean that M is the universe of an elementary substructure of H.19
In place of elements E of some club E ⊂ [A]<κ where E is tailored for the
argument at hand, we often find it more convenient to use sets of the form M ∩ A
for (< κ)-sized M ≺ H. For our purposes, nothing is lost, for if [A]<κ ∈ H(θ) and
C ⊂ [A]<κ is a club, then
(4.1)
{
A ∩M | C ∈M ≺ H and |A ∩M | < κ and [H(θ)]<κ ∩M ⊂ [M ]<κ}
is a club and a subset of C. This follows from a special case of the Downward
Lowenheim-Skolem Theorem: if ω ≤ κ < θ and B ∈ [H(θ)]<κ, then some M ∈
[H(θ)]<κ satisfies B ⊂ M ≺ H. Most importantly, if M ≺ H, then (M,∈), like
(H(θ),∈), satisfies every ZFC axiom except possibly Power Set. As such, M has
almost all the closure properties we need for any particular argument in this paper,
providedM contains some finite set consisting of some explicitly given objects and
possibly some of their iterated power sets. The only additional closure property
we sometimes need is [H(θ)]<κ ∩M ⊂ [M ]<κ. When κ = ℵ1, this last property
is automatic: if B ∈ M and B is countable, then B ⊂ M because ω ⊂ M and
M agrees with H that there is a surjection from ω to B. See [14] for additional
background information about H(θ) and elementary substructures.
Convention 4.1.2.
19 That is, for each first-order sentence ϕ using non-logical symbols ∈, ⊏θ, and parameters
from M , the sentence ϕ is true in (M,∈,⊏θ) iff it is true in H.
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• If M ≺ H and X is a topological space, then by X ∈M we mean that the
topology of X is an element of M .
• If M ≺ H and A is a Boolean algebra, then by A ∈M we mean that ≤A is
an element of M .
• We implicitly assume θ is large enough that every set needed for the argu-
ment at hand is in H(θ).
The well-ordering ⊏θ is not essential for any of the above benefits.
20 However,
it will significantly simplify some parts of this paper to have M,N ≺ H imply
M ∩N ≺ H.21 Without ⊏θ, we cannot guarantee M ∩N ≺ H without making an
additional assumption such as M ∈ N .
Our first application of elementary substructures is to prove that products and
retracts preserve d-open generation.
Lemma 4.1.3. Given d ≤ ω and a Tychonoff space X, the following are equivalent.
(1) X is d-openly generated.
(2) If n < d and X ∈Mi ≺ H and |Mi| = ℵ0 for i < n, then qX⋃ ~M is open.
Proof. (1)⇒(2): Let X be d-openly generated and let n < d and X ∈ Mi ≺ H
and |Mi| = ℵ0 for i < n. Let C be the ⊏θ-least club witnessing that X is d-openly
generated. Then C(X) ∩Mi ∈ C for i < n; hence, qX⋃ ~M is open.
(2)⇒(1): Given X satisfying (2), let
C = {C(X) ∩M | X ∈M ≺ H and |M | = ℵ0},
which is a club witnessing (1). 
Theorem 4.1.4. Given d ≤ ω, products preserve d-open generation of Tychonoff
spaces.
Proof. Suppose that S is a set and Xs is d-openly generated for s ∈ S. Suppose also
m < d, X =
∏ ~X , and X ∈Mi ≺ H and |Mi| = ℵ0 for i < m. We will show that qXK
is open whereK =
⋃
~M . Suppose we have a finite F ⊂ S, an open Us ⊂ Xs for each
s ∈ F , and x ∈ U = ⋂s∈F π−1s [Us]. It suffices to find ψ0, . . . , ψn−1 ∈ C(X) ∩ K
and δ > 0 such that, for all y ∈ X , if ψk(y) ≈
δ
ψk(x) for all k < n, then there
exists z ∈ U such that qXK (z) = qXK (y). Let T = F ∩ K. For each t ∈ T , let
L(t) =
⋃
Mi∋t
Mi. By hypothesis, for each t ∈ T , there exist ε(t) > 0, l(t) < ω, and
ϕt,j ∈ C(Xi)∩L(t) for j < l(t) such that, for all y ∈ Xt, if ϕt,j(y) ≈
ε(t)
ϕt,j(x(t)) for
all j < l(t), then there exists z ∈ Ut such that qXtL(t)(z) = qXtL(t)(y). Therefore, we
obtain our required δ and ~ψ by letting δ = mint∈T ε(t) and
{ψk | k < n} =
⋃
t∈T
{ϕt,j ◦ πt | j < l(t)}. 
Lemma 4.1.5. Given
• X,Y Tychonoff spaces and f : X → Y continuous,
• a set S and X,Y, f ∈Ms ≺ H for s ∈ S,
20 Without ⊏θ, the set in (4.1) might not be a club, but it would still contain a club and still
be a subset of C.
21 If H |= ∃x.ϕ(~a, x) and ~a ∈ M ∩N , then, by elementarity, the ⊏θ-least b where H |= ϕ(~a, b)
is in both M and N .
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• and K = ⋃ ~M ,
there is a unique continuous map f/K : X/K → Y/K such that f/K ◦qXK = qYK ◦f .
Proof. Uniqueness: Suppose that xi ∈ X , gi : X/K → Y , and gi ◦ qXK = qYK ◦ f
for i < 2, and that g0(q
X
K (x0)) 6= g1(qXK (x1)). It suffices to show that qXK (x0) 6=
qXK (x1). By hypothesis, q
Y
K(f(x0)) 6= qYK(f(x1)). Hence, there exists s ∈ S and
ϕ ∈ C(Y ) ∩Ms such that ϕ(f(x0)) 6= ϕ(f(x1)). But ϕ ◦ f ∈ C(X) ∩Ms; hence,
qXK (x0) 6= qXK (x1).
Existence: For each p ∈ X/K, choose c(p) ∈ X such that qXK (c(p)) = p and
declare (f/K)(p) = qYK(f(c(p))). Suppose that (pi)i∈I is a net converging to some
p∞ in X/K. Given s ∈ S and ϕ ∈ C(Y )∩Ms, we have ϕ◦f ∈Ms. Hence, given also
ε > 0, there exists i0 ∈ I such that ϕ(f(c(pi))) ≈
ε
ϕ(f(c(p∞))) for i ≥ i0. Therefore,
(qYK(f(c(pi))))i∈I converges to q
Y
K(f(c(p∞))). Thus, f/K is continuous. 
Observation 4.1.6. If f ◦ g is open and g is continuous, then f is open.
Theorem 4.1.7. Given d ≤ ω, retracts preserve d-open generation of Tychonoff
spaces.
Proof. Suppose that Y is a Tychonoff space and that there exist d-openly generated
X and continuous maps Y X
roo Y
eoo such that r ◦ e = id: Y → Y . Keeping Y
fixed, choose (X, r, e) to be ⊏θ-least possible. Suppose also m < d and K =
⋃
~M
where Y ∈ Mi ≺ H and |Mi| = ℵ0 for i < m. By Lemma 4.1.5, (r/K) ◦ (e/K) =
id: Y/K → Y/K; hence, (r/K)◦(e/K) is open; hence, r/K is open. By hypothesis,
qXK is open; hence, (r/K) ◦ qXK is open. Since (r/K) ◦ qXK = qYK ◦ r, the map qYK ◦ r
is also open; hence, qYK is open. 
Our second application of elementary substructures is to justify the remark in
Subsection 2.1 that one cannot construct a Boolean algebra of size ≥ ℵ3 as a direct
limit of countable Boolean algebras without amalgamating non-∆-system tuples of
overlapping Boolean algebras.
Theorem 4.1.8. Given 1 ≤ n < ω and a cardinal κ, the following are equivalent.
(1) κ ≥ ωn.
(2) For each directed D ⊂ [κ]<ℵ1 with union κ, there exist A0, . . . , An−1 ∈ D
such that
⋂
j 6=iAj 6⊂ Ai for all i < n.
(3) For each club E ⊂ [κ]<ℵ1 , there exist B0, . . . , Bn−1 ∈ E such that
⋂
j 6=iBj 6⊂
Bi for all i < n.
(4) For each x ∈ H(θ), there exist countable M0, . . . ,Mn−1 ≺ H such that
x ∈Mi and κ ∩
⋂
j 6=iMj 6⊂Mi for all i < n.
(5) For each x ∈ H(θ), there exist M0, . . . ,Mn−1 ≺ H such that x ∈ Mi and
κ ∩⋂j 6=iMj 6⊂Mi for all i < n.
Lemma 4.1.9. If κ is a cardinal, M,N ≺ H, and κ ∩M ⊂ N , then κ+ ∩M ∩N
is downward closed in κ+ ∩M .
Proof. Given α ∈ κ+∩M ∩N , let f be the ⊏θ-least surjection from |α| to α. Given
β ∈ α∩M , we have β = f(γ) for some γ ∈ κ∩M . But then γ ∈ N , and, therefore,
β ∈ N . 
Definition 4.1.10. Sn is the group of permutations of n.
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Proof of Theorem 4.1.8. (1)⇒(5): Given 0 < i ≤ n and Mn−1, . . . ,Mi ∈ H(θ),
chooseMi−1 ≺ H of size ℵi−1 such that x,Mn−1, . . . ,Mi ∈Mi−1 and ωi−1 ⊂Mi−1.
Next, given Mn−1, . . . ,M0 so constructed, suppose s ⊂ n. We will prove that
|Dm| ≥ ℵm for all m ≤ n where
Dm = ωn ∩
⋂
m≤i6∈s
Mi \
⋃
m≤i∈s
Mi.
If m = n, then Dm = ωm. So, suppose m < n and |Dm+1| ≥ ℵm+1. If m ∈ s, then
Dm = Dm+1 \Mm, which has size |Dm+1| because |Mm| < |Dm+1|. If m 6∈ s, then
Dm = Dm+1 ∩Mm, which has size ℵm because ωm ⊂ Mm and Mm knows that
|Dm+1| ≥ ωm. By (backwards) induction, D0 is infinite. Hence, for each i < n,
letting s = {i}, we obtain κ ∩⋃j 6=iMj 6⊂Mi.
(5)⇒(1): Given M0, . . . ,Mn−1 ≺ H, we will inductively construct τ ∈ Sn such
that ωn−1 ∩
⋂
i<n−1
Mτ(i) ⊂ Mτ(n−1). First, observe that {ω1 ∩Mi | i < n} is a
chain. Given k < n, inductively assume that we have σk : k → n injective and
ωk+1 ∩Mi ∩
⋂
j<k
Mσk(j)
∣∣∣∣∣∣ i ∈ n \ ran(σk)


a chain. Choose i ∈ n \ ran(σk) so as to obtain the minimum of the above chain;
extend σk to σk+1 by declaring σk+1(k) = i. By Lemma 4.1.9,
ωk+2 ∩Mi ∩Mh ∩
⋂
j<k
Mσk(j)
∣∣∣∣∣∣ h ∈ n \ ran(σk+1)


consists of downward closed subsets of ωk+2 ∩Mi ∩
⋂
j<kMσk(j), and so is a chain.
Having thus preserved our inductive hypothesis, we now declare τ = σn. By con-
struction,
ωn−1 ∩Mτ(n−2) ∩
⋂
j<n−2
Mτ(j) ⊂ ωn−1 ∩Mτ(n−1) ∩
⋂
j<n−2
Mτ(j).
(5)⇒(4): Given ~M as in (2), choose N ≺ H such that x, ~M ∈ N and N is
countable. Let Pi = Mi ∩ N . Since N knows that Ei = κ ∩
⋂
j 6=iMj \ Mi is
nonempty, Ei intersects N . Thus, κ ∩
⋂
j 6=i Pj 6⊂ Pi.
(4)⇒(5): Trivial.
(4)⇒(3): Given a club E ⊂ [κ]<ℵ1 , if E ∈M ≺ H and |M | = ℵ0, then κ∩M ∈ E .
(3)⇒(4): The following set is a club.
{κ ∩M | x ∈M ≺ H and |M | = ℵ0}
(2)⇒(3): Trivial.
(3)⇒(2): Given a directed D ⊂ [κ]<ℵ1 with union κ, let E be the club of all
unions of countable subsets of D. Given ~B as in (3), choose ~x ∈ ∏ ~B such that
xi 6∈
⋃
j 6=i Bj . Then choose
~A ∈ Dn such that xi ∈ Ai ⊂ Bi. 
4.2. Long λ-approximation sequences.
Convention 4.2.1. For the remainder of this paper, λ is assumed to be a regular
uncountable cardinal.
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Definition 4.2.2. Given an ordinal η, a transfinite sequence (Mα)α<η is called a
long λ-approximation sequence if, for each α < η,
(1) |Mα| < λ,
(2) [H(θ)]<λ ∩Mα ⊂ [Mα]<λ,
(3) Mα ≺ H, and
(4) the sequence (Mβ)β<α is an element of Mα.
Observation 4.2.3.
• For the most important case, λ = ω1, the requirement (2) is redundant.
• Requirements (3) and (4) entail η ≤ θ.
First, we show that nonempty long λ-approximation sequences exist.
Lemma 4.2.4. Given S ∈ [H(θ)]<λ and a long λ-approximation sequence (Mα)α<η,
there exists Mη such that S ⊂ Mη and (Mα)α<η+1 is a long λ-approximation se-
quence.
Proof. Let N0 be the union of S and the singleton {(Mα)α<η}. Given i < ω and
Ni ∈ [H(θ)]<λ, let P = Ni∪
⋃
(Ni∩[H(θ)]<λ) and letNi+1 be the set of all b ∈ H(θ)
for which there exist parameters ~a ∈ P<ω and a first-order formula ϕ such that b
is the ⊏θ-least x for which H |= ϕ(~a, b). Let Mη =
⋃ ~N . 
Beware that {Mβ | β < α} and
⋃
β<αMα are not subsets of Mα if α ≥ λ. In
fact, we have the following characterization of Mβ ⊂Mα.
Lemma 4.2.5 (Ordering [18, Lem. 2.2]). Given a long λ-approximation sequence
~M , the following are equivalent.
• Mβ ⊂Mα
• Mβ ∈Mα ∪ {Mα}
• β ∈ (α+ 1) ∩Mα
Corollary 4.2.6. If ~M is a long λ-approximation sequence, then M0 ⊂Mα for all
α.
Definition 4.2.2 is a special case of Definition 3.16 in [17], which in turn is a
more flexible version of the tree of substructures which Davies [3] introduced to
prove the plane a union of countably many rotated graphs of functions, and which,
much later, Jackson and Mauldin [11] used to prove the existence of a Steinhaus
set.22 My original motivation for introducing long λ-approximation sequences was
to prove a base property23 for compact groups. [17, Cor. 3.22] I later applied long
λ-approximation sequences to Boolean algebras in [16] and [18]. More recently,
Daniel and Lajos Soukup [26, 27] gave several additional applications of long ω1-
approximation sequences to infinite combinatorics, introduced the shorter name
Davies sequence for a long ω1-approximation sequence, and used  to an analog of
Davies sequences for countably closed structures.
From [18] we will cite several useful lemmas. In that work, the requirement
Mi ≺ H only appeared in the weaker form Mi ≺ (H(θ),∈), so all the results there
apply here.
22 A subset of the plane is Steinhaus if it intersects every isometric copy of Z2 at exactly one
point.
23 Every topological base A of a homogeneous dyadic compact Hausdorff space X contains a
base B of X such that each U ∈ B has only finitely many supersets in B.
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Definition 4.2.7.
• Given an ordinal α ≥ λ, let ⌊α⌋ denote the maximum of the set of all
ordinal products |α| · β that are ≤ α. Given an ordinal α < λ, let ⌊α⌋ = α.
In both cases, let ∂α denote the unique γ satisfying ⌊α⌋+ γ = α.
• Let ∂0α = α and ∂i+1α = ∂∂iα for all i < ω.
• Since ∂i+1α < |∂iα| if ∂iα > 0, there is a least i < ω for which ∂iα = 0.
Denote this i by kλ(α), or just k(α) when there is no ambiguity.
• Let ∂iα =
⌊
∂iα
⌋
for all i < k(α).
• The λ-truncated cardinal normal form of α is the sequence (∂iα)i<k(α).
For easier reading, we may omit “λ-truncated”; for better intuition, we
interpret the sequence as a formal sum, i.e., “
∑
i<k(α) ∂iα is the cardinal
normal form of α.”
Observation 4.2.8.
• As an ordinal sum, ∑i<k(α) ∂iα indeed equals α.
• k(α) = 0 iff α = 0.
• k(α) = 1 if α is a nonzero cardinal.
• If n < ω and α ≤ λ+n, then k(α) ≤ n+ 1.
Cardinal normal form is implicit in the proof of Lemma 3.17 of [17] and explicit
in Definition 2.2 of [18]. The motivation for cardinal normal form is the following
fundamental lemma.
Definition 4.2.9. Given a long λ-approximation sequence (Mβ)β<η, α ≤ η, and
i < k(α):
• ⌊α⌋i =
∑
j<i ∂jα
• ⌊α⌋k(α) = α
• Ii(α) =
[⌊α⌋i , ⌊α⌋i+1)
• Ii(α) = {Mβ | β ∈ Ii(α)}
• Mα,i =
⋃ Ii(α)
Lemma 4.2.10 (Fundamental Lemma [18, Lem. 2.2]). Every Ii(α) is directed with
respect to inclusion. Hence, Mα,i ≺ H.
Definition 4.2.11. Given a long λ-approximation sequence (Mβ)β<η, α < η, and
i < k(α):
• I∗i (α) = Ii(α) ∩Mα
• I∗i (α) = Ii(α) ∩Mα
• M∗α,i =Mα,i ∩Mα
Observation 4.2.12.
• Ii(α), Ii(α),Mα,i ∈Mα
• I∗i (α) = {Mβ | β ∈ I∗i (α)}
• M∗α,i =
⋃ I∗i (α)
Corollary 4.2.13. Every I∗i (α) is also directed. Hence, M∗α,i ≺ H. Moreover, if
n < ω and α ≤ λ+n, then the set {Mβ | Mβ ( Mα} is a union of at most n + 1
directed sets.
Proof. SinceMα agrees with H that Ii(α) is directed, the set I∗i (α) is also directed.
If α ≤ λ+n, then there at at most (n+ 1)-many i < k(α). 
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Thus, the Fundamental Lemma allows us to reduce the global task of building
a direct limit Boolean algebra of size ℵn to the local task of amalgamating n or
fewer countable direct limits of countable Boolean algebras. The above Corollary
also suggests a resemblance between Davies sequences and (λ, n)-morasses. Of
course, Davies sequences exist in ZFC, so we cannot expect the strong coherence
properties of a morass. However, the coherence available is sufficient for this paper.
In particular, we have the following surprising lemma.
Definition 4.2.14. Given a long λ-approximation sequence (Mβ)β<α and E ∈
P+(α), let
E− =

β < α | Mβ ⊂
⋂
γ∈E
Mγ

 .
Lemma 4.2.15. Given ~M and E as above, {Mβ | β ∈ E−} is directed and⋂
β∈E
Mβ =
⋃
β∈E−
Mβ.
Proof. See Lemma 2.12 in [18] and its short proof. 
Definition 4.2.16. Given a long λ-approximation sequence (Mα)α<η, α < η, and
s ⊂ k(α):
• M∪α,s =
⋃
i∈sMα,i.
• M∩α,s is H(θ) if s = ∅ else
⋂
i∈sMα,i.
• M∪∗α,s =M∪α,s ∩Mα.
• M∩∗α,s =M∩α,s ∩Mα.
Corollary 4.2.17.
(1) Given a long λ-approximation sequence sequence (Mα)α<η, α ≤ η, and
s ∈ P+(k(α)), there exists D ⊂ α such that M∩α,s =
⋃
β∈DMα and {Mα |
α ∈ D} is directed.
(2) If also α < η, there then exists D′ ⊂ α ∩Mα such that M∩∗α,s =
⋃
β∈D′ Mα
and {Mα | α ∈ D′} is directed.
Proof. It suffices to show that (1) holds, for if it does and α < η, then D′ = D∩Mα
witnesses (2) for some D ∈ Mα because Mα agrees with H that some D witnesses
(1). Let P =
∏
i∈s Ii(α). For each p ∈ P , let E(p) = ran(p)−. By Ordering (4.2.5),
sup(E(p)) ≤ min(p) < α. Order P by p ≤ q iff Mp(i) ⊂Mq(i) for all i; observe that
p ≤ q implies E(p) ⊂ E(q). Letting D = ⋃p∈P E(p), we have M∩α,s = ⋃β∈DMα.
By the Fundamental Lemma, {E(p) | p ∈ P} is directed. Hence, {Mα | α ∈ D}
is directed. 
Lemma 4.2.15 is proved using the tool of ~M -rank.
Definition 4.2.18. Given a long λ-approximation sequence ~M and x ∈ ⋃ ~M , the
~M -rank ρ(x, ~M ) of x is the least α for which x ∈Mα. Write ρ(x) for ρ(x, ~M) when
safe to do so.
Lemma 4.2.19 ([18, Lem. 2.11]). Given a long λ-approximation sequence ~M and
x ∈Mα, we have Mρ(x) ⊂Mα.
Lemmas 4.2.21 and 4.2.22 below are additional nice applications of ~M -rank.
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Lemma 4.2.20. If (Mα)α<η is a long λ-approximation sequence and α < η, then
there exists x ∈Mα such that ρ(x) = α.
Proof. Since ∃x 6∈ ⋃β<αMβ is true in H, it is also true in Mα. 
Lemma 4.2.21. If (Mα)α<η is a long λ-approximation sequence, B ⊂ η, and
Mα ⊂
⋃
β∈BMβ, then Mα ⊂Mβ for some β ∈ B.
Proof. Choose x ∈Mα such that ρ(x) = α. Choosing β ∈ B such that x ∈Mβ , we
have Mα =Mρ(x) ⊂Mβ. 
Lemma 4.2.22. If (Mα)α<η is a long λ-approximation sequence, α < η, D ⊂ η,
and {Mβ | β ∈ D} is directed, then at least one of the following holds.
• Mα ⊂
⋃
β∈DMβ.
• Mα ∩
⋃
β∈DMβ ⊂M∗α,i for some i < k(α).
Proof. Let E =
{
β
∣∣∣Mβ ⊂Mα ∩⋃β∈DMβ} , which is a subset of (α+1)∩Mα by
Ordering (4.2.5). Let E = {Mβ | β ∈ E}.
Claim. E is directed.
Proof. Given β, γ ∈ E, we have ε ≤ α where ε = ρ({β, γ}). Also, ε ∈ Mα by
elementarity. Hence, by Ordering (4.2.5), Mβ,Mγ ⊂ Mε ⊂ Mα. Choosing δ ∈ D
such that Mβ ,Mγ ⊂ Mδ, we have Mε ⊂ Mδ by Lemma 4.2.19. Therefore, ε ∈
E. 
If α ∈ E, then the Lemma is proved. So, assuming α 6∈ E, partition E into
Ei = E ∩ I∗i (α) for i < k(α). Since E is directed, at least one Ei is cofinal in E . 
The following coherence lemma is easy but also very useful.
Lemma 4.2.23. Given a long λ-approximation sequence (Mα)α<η, α < η, and
i < j < k(α), we have Mα,i ∈M∗α,j.
Proof. Since Mα,i ∈Mα, it suffices to show that Mα,i ∈Mα,j. Let β = ⌊α⌋j . Since
⌊α⌋i = ⌊β⌋i and β ∈ Ij(α), we have Mα,i ∈Mβ ⊂Mα,j . 
The next two lemmas are also easy and useful.
Lemma 4.2.24 ([18, Lem 2.3]). If (Mα)α<η is a long λ-approximation sequence,
S ∈M0, and |S| ≤ η, then S ⊂
⋃
α<ηMα.
Lemma 4.2.25. Given a long λ-approximation sequence (Mα)β<α and i < j <
k(α), we have |Mα,i| ≥ λ and |Mα,i| > |Mα,j |.
Proof. For each k < k(α), we have |Mα,k| = |∂kα| if ∂kα ≥ λ, and, since λ is
regular, |Mα,k| < λ if ∂kα < λ. Since |∂iα| > |∂jα| for all i < j < k(α) and
∂iα ≥ λ for all i < k(α) − 1, the Lemma follows. 
The key to proving the Fundamental Lemma (4.2.10) is finding within a long
λ-approximation sequence ~M many segments that are also long λ-approximation
sequences. The relevant segments arise from the following lemma, which is yet
another coherence property of long λ-approximation sequences.
Lemma 4.2.26. If (Mβ)β<α is a long λ-approximation sequence and i < k(α),
then (Nβ)β<∂iα where Nβ =M⌊α⌋i+β is also a long λ-approximation sequence.
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Proof. Given β < ∂iα, it suffices to show that (Nδ)δ<β ∈ Nβ . Letting γ = ⌊α⌋i+β,
we have ⌊γ⌋i = ⌊α⌋i. Hence, ⌊α⌋i ∈Mγ ; hence, (Mδ | ⌊α⌋i ≤ δ < γ) ∈Mγ ; hence,
(Nδ)δ<β ∈ Nβ. 
Corollary 4.2.27. If (Mβ)β<α is a long λ-approximation sequence and i < k(α),
then ∂iα ⊂Mα,i.
In Section 5, we will need the following independence phenomenon.
Lemma 4.2.28. Given a long λ-approximation sequence (Mα)α<η, α < η, and a
partition {s, t} of k(α), we then have M∩∗α,s 6⊂M∪α,t.
Proof. If xi ∈ M∩∗α,s \Mα,k for each k ∈ t, then (xk)k∈t ∈ M∩∗α,s \M∪α,t. Therefore,
given k ∈ t, it suffices to show thatM∩∗α,s 6⊂Mα,k. SinceM∩α,s,Mα,k ∈Mα, it suffices
to show that M∩α,s 6⊂ Mα,k. If s = ∅, then M∩α,s = H(θ) 6⊂ Mα,k. Therefore, we
may assume there exists j = max(s) and that M∩α,r 6⊂Mα,k where r = s \ {j}.
Case j > k: By Lemma 4.2.23, M∩α,r,Mα,k ∈ Mα,j. Therefore, our inductive
hypothesis M∩α,r 6⊂Mα,k is true in Mα,j . Hence, M∩α,r ∩Mα,j 6⊂Mα,k.
Case j < k: We have |∂jα| > |∂kα| = |Mα,k|. By Corollary 4.2.27, Mα,i ⊃ ∂iα ⊃
∂jα for each i ∈ s. Therefore, M∩α,s 6⊂Mα,k. 
4.3. Boolean λ-complexes.
Definition 4.3.1. S ⋐ T means that S ⊂ T and |S| ≤ |T \ S|.
Definition 4.3.2. A Boolean λ-complex of length α is a pair ( ~A, ~M) such that ~M
is a long λ-approximation sequence of length α+1 and ~A is a sequence of Boolean
algebras of length α such that, for all β < α:
(BC1) Aβ ⋐Mβ.
(BC2) Aβ ∩
⋃
γ<βMγ ⊂
⋃
γ<β Aγ .
(BC3) Aγ ≤ Aβ for all Mγ ⊂Mβ.
The definition of Boolean λ-complex is inspired by properties (1)–(3) from Sec-
tion 5 of [18], where a Boolean algebra of size ℵ2 is constructed as a direct limit
of countable Boolean algebras. Actually, it is required in [18] that Aβ ∈ Mβ, but
this is an error. In that construction, Aβ ∈ Mβ entails Mβ ∩ β ∈ Mβ, which is
impossible for β ≥ ω1. Fortunately, if Aβ ∈Mβ is weakened to Aβ ⋐Mβ then the
construction there works otherwise unchanged.
The construction in [18] used binary pushouts to amalgamate at stages α where
k(α) = 2. Our primary goal for this section is to prove a sufficient condition for
amalgamation at stages α where k(α) ≥ 3. Along the way, we prove the promised
new characterizations of the λ-FN.
Example 4.3.3. Given a long λ-approximation sequence (Mα)α<η+1 and a Boolean
algebraB ∈M0, if we declareAα = B∩Mα for each α < η, then ( ~A, ~M) is a Boolean
λ-complex.
Definition 4.3.4. Given B, ~M , and ~A as above, we say that ( ~A, ~M) is induced by
B.
Lemma 4.3.5. If ( ~A, ~M) is a Boolean λ-complex and x ∈ ⋃ ~A, then ρ(x) is the
least β for which x ∈ Aβ.
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Proof. Let β be least such that x ∈ Aβ . By (BC1), x ∈ Mβ. Therefore, given
γ < β, it suffices to show that x 6∈Mγ . But if x ∈Mγ , then, by (BC2), x ∈ Aδ for
some δ < β, in contradiction with our choice of β. 
By the following lemma, if ( ~A, ~M) is a Boolean λ-complex, then the map Mα 7→
Aα extends to a complete lattice homomorphism with respect to intersection and
union.
Lemma 4.3.6. If ( ~A, ~M) is a Boolean λ-complex then Aα ∩Mβ = Aα ∩ Aβ.
Proof. By (BC1), it suffices to show that Aα ∩Mβ ⊂ Aβ . Suppose x ∈ Aα ∩Mβ.
By Lemma 4.2.19, Mρ(x) ⊂ Mβ. Hence, x ∈ Aρ(x) ⊂ Aβ by Lemma 4.3.5 and
by (BC3). 
By the next lemma, if ~A is injective then the above complete lattice homomor-
phism is actually an isomorphism. This lemma is of independent interest, but we
do not actually use it in this paper.
Lemma 4.3.7. If ( ~A, ~M) is a Boolean λ-complex and Aα ( Aβ, then Mα (Mβ.
Proof. Suppose x ∈ Aβ \ Aα. Then x ∈ Aβ \Mα by Lemma 4.3.6. Hence, x ∈
Mβ \Mα by (BC1). Hence, Mβ 6⊂Mα. Finally, Mα ⊂Mβ by (BC3). 
Definition 4.3.8. Given a Boolean λ-complex ( ~A, ~M) of length α and i < k(α):
Aα,i =
⋃
{Aβ | β ∈ Ii(α)}
A∗α,i =
⋃
{Aβ | β ∈ I∗i (α)}
Since Ii(α) and I∗i (α) are directed, the unions in the above definition are directed
unions. Therefore, endowing A∗α,i and Aα,i, with the appropriate directed unions
of Boolean operators, we have A∗α,i ≤ Aα and we have Aα,i, together with Boolean
embeddings id: Aβ → Aα,i for β ∈ Ii(α), the direct limit of the Boolean embeddings
id: Aγ → Aβ for β ∈ Ii(α) and γ ∈ Ii(α) ∩ (β + 1) ∩Mβ.
Lemma 4.3.9. A∗α,i = Aα,i ∩Mα.
Proof. Suppose x ∈ A∗α,i and y ∈ Aα,i ∩Mα. We will prove x ∈ Mα and y ∈ A∗α,i.
By definition, x ∈ Aβ for some β ∈ α ∩Mα. Hence, x ∈ Mβ ⊂ Mα. As for y,
since Mα agrees with H that y ∈Mγ for some γ ∈ Ii(α), we have y ∈Mγ for some
γ ∈ Ii(α) ∩Mα. We also have y ∈ Aδ for some δ ∈ Ii(α). Hence, by Lemma 4.3.6,
y ∈ Aγ ⊂ A∗α,i. 
Definition 4.3.10 ([5]). A Boolean algebra A has the λ-FN iff there exists f : A→
[A]<λ such that f(x) ∩ f(y) ∩ [x, y] 6= ∅ if [x, y] 6= ∅.
Theorem 4.3.11. Given a Boolean algebra A and a long λ-approximation sequence
(Mα)α≤|A| such that A ∈M0, the following are equivalent.
(1) A has the λ-FN.
(2) There is a club D ⊂ [A]<λ such that B |⌣ C for all B,C ∈ D.
(3) If A ∈ Ni ≺ H and Ni∩ [H(θ)]<λ ⊂ [Ni]<λ for each i < 2, then (A∩N0) |⌣
(A ∩N1).
(4) If A ∈ Ni ≺ H, Ni ∩ [H(θ)]<λ ⊂ [Ni]<λ, and |Ni| < λ for each i < 2, then
(A ∩N0) |⌣ (A ∩N1).
(5) In the induced Boolean λ-complex ( ~A, ~M), Aα |⌣ Aβ for all α, β < |A|.
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(6) In the induced Boolean λ-complex ( ~A, ~M), Aα,i |⌣ Aα for all α < |A| and
i < k(α).
Proof. (1)⇒(2): Let f be as in Definition 4.3.10. Let D be the club of all f -closed
subalgebras of A of size < λ. Suppose D ∋ B ∋ x ≤ y ∈ C ∈ D. Then x ≤ z ≤ y
for some z ∈ f(x) ∩ f(y). Since B and C are f -closed, we have z ∈ B ∩ C. By
Interpolation (3.2.6), B |⌣ C.
(2)⇒(3): The ⊏θ-least D satisfying (2) is in eachNi. Hence, A∩Ni =
⋃
(D∩Ni).
By Continuity (3.3.12), (A ∩N0) |⌣ (A ∩Ni).
(3)⇒(4)⇒(5): Trivial.
(5)⇒(6): Apply Continuity (3.3.12).
(6)⇒(1): First, we construct f : A → [A]<λ by induction on ~M -rank. Given
x ∈ A, let α = ρ(x), which exists by Lemma 4.2.24, and
f(x) = Aα ∪
⋃
i<k(α)
⋃
f [A∗α,i].
Inductively assuming |f(y)| < λ for all y where ρ(y) < ρ(x), we obtain |f(x)| < λ
by regularity of λ. This completes the construction of f . Now suppose x ≤ y in A.
We will prove that [x, y]∩f(x)∩f(y) is nonempty by induction on max(ρ(x), ρ(y)).
Case ρ(x) = ρ(y): x ∈ [x, y] ∩ f(x) ∩ f(y).
Case ρ(x) < ρ(y): Set α = ρ(y) and choose i < k(α) such that x ∈ Aα,i. By
Interpolation (3.2.6), there exists z ∈ A∗α,i such that x ≤ z ≤ y. By our inductive
hypothesis, there exists w ∈ [x, z] ∩ f(x) ∩ f(z). By construction, w ∈ [x, y] ∩ f(y)
too.
Case ρ(x) > ρ(y): Apply the previous case to the pair −y, −x. 
4.4. Amalgamation in Boolean λ-complexes.
Definition 4.4.1. Given a Boolean λ-complex ( ~A, ~M) of length η:
• ( ~A, ~M) commutes if:
(BC4) |⌣(A∗α,i)i<k(α) in Aα for all α < η.
• ( ~A, ~M) locally commutes if |⌣(Aβ)β∈F in Aα for all α < η and finite F ⊂
(α+ 1) ∩Mα.
Lemma 4.4.2 (Local Commutativity). Every commuting Boolean λ-complex lo-
cally commutes.
Proof. Let ( ~A, ~M) be a commuting Boolean λ-complex of length η, let α < η, and
let F ⊂ (α + 1) ∩ Mα be finite. We will prove |⌣(Aβ)β∈F by induction on α.
Suppose that Uβ ∈ Ult(Aβ) and Uβ ∩ Aγ = Uγ ∩ Aβ for all β, γ ∈ F . It suffices
to find V ∈ Ult(Aα) extending each Uβ. By Ordering (4.2.5), if α ∈ F , then
Aα =
⋃
β∈F Aβ , in which case |⌣β∈F Aβ trivially. Therefore, assuming α 6∈ F ,
it suffices to find ~V ∈ ∏i<k(α) Ult(A∗α,i) such that Vi ∩ Aβ = Uβ ∩ A∗α,i for each
i < k(α) and β ∈ F . Since each A∗α,i is the directed union of {Aδ | δ ∈ I∗i (α)},
it suffices to show that, given δ ∈ α ∩Mα, a finite G ⊂ α ∩Mα, Vβ ∈ Ult(Aβ) for
β ∈ G, and Vβ ∩Aγ = Vγ ∩Aβ for all β, γ ∈ G, that there exists W ∈ Ult(Aδ) such
thatW∩Aβ = Vβ∩Aδ for all β ∈ G. For each β ∈ G, let Bβ = Aβ∩Aδ. By Lemmas
4.2.15 and 4.3.6, Bβ =
⋃
γ∈{β,δ}− Aγ . By our inductive hypothesis, if γ(β) ∈ {β, δ}−
for each β ∈ G, then |⌣(Aγ(β))β∈G in Aδ. Hence, by Continuity (3.3.12), |⌣(Bβ)β∈G
in Aδ. Hence, there exists W ∈ Ult(Aδ) extending Vβ ∩ Aδ for each β ∈ G. 
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Definition 4.4.3. Given a Boolean λ-complex ( ~A, ~M) of length η, α ≤ η, and
s ⊂ k(α) such that s 6= ∅ or α < η:
A∩∗α,s =
{⋂
i∈sA
∗
α,i : s 6= ∅
Aα : s = ∅ and α < η
Lemma 4.4.4. Given a locally commuting Boolean λ-complex ( ~A, ~M) of length η,
α ≤ η, and s(0), . . . , s(n− 1) ∈ P+(k(α)):
(1) If α < η, then |⌣
(
A∩∗α,s(k)
)
k<n
in Aα.
(2) If j ∈ ⋂k<n s(k), then |⌣(A∩∗α,s(k))
k<n
in A∗α,j.
In particular, ( ~A, ~M) commutes.
Proof. By Corollary 4.2.17, for each k < n there exists D(k) ⊂ α ∩Mα such that
A∩∗α,s(k) =
⋃
β∈D(k)Aβ . Suppose d ∈
∏
D. In Case (2), choose β ∈ I∗j (α) such that
Md(k) ⊂Mβ for all k. By hypothesis, |⌣(Ad(k))k<n, in Aα in Case (1) and in Aβ in
Case (2). Hence, |⌣(Ad(k))k<n in A∗α,j in Case (2). Hence, by Continuity (3.3.12),|⌣(A∩∗α,s(k))k<n in Aα in Case (1) and in A∗α,j in Case (2). 
Definition 4.4.5. Given overlapping Boolean algebras A0, . . . , An−1:
• A setM equationally reflects (Ai)i<n if, for every well-defined finite system
of equations γ with variables v0, . . . , vN−1, if
– the operators appearing in γ are Boolean operators from the algebras
A0, . . . , An−1,
– the constants in γ are from M ∩⋃ ~A, and
– there is a solution of the form ~v = ~x ∈∏k<N At(k) where t(k) < n,
then there is a solution of the form ~v = ~x ∈∏k<N (At(k) ∩M).
• Say that ~A is equationally reflecting if Am equationally reflects (Ai)i<m for
each m < n.
In the terminology of model theory, equational reflection is elementarity with
respect to positive Σ1 formulas.
Lemma 4.4.6. Assuming M equationally reflects (Ai)i<n, M also commutatively
reflects ~A.
Proof. We prove (1)–(3) from Definition 3.5.1.
(1) In Ai, separately apply equational reflection to every equation v = t where
v is a variable and t is a Boolean combination of elements of Ai ∩M .
(2) By Witnessing (3.2.4), given ~x ∈∏i<n(Ai∩M) satisfying ∧i<n⊞i(xi) = 0,
it suffices to show that ~x has an incompatibility witness (~z, t, s) where zk ∈⋂
e<2(At(k,2) ∩M). But Witnessing implies that ~x has an incompatibility
witness ((zk)k<m, t, s) where zk ∈
⋂
e<2At(k,2). By equational reflection, ~x
also has an incompatibility witness ((z′k)k<m, t, s) where z
′
k ∈
⋂
e<2(At(k,2)∩
M).
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(3) Suppose i < n and ⊞i(a) =
∨
l<N
∧
j<n⊞j(bl,j) where bl,j ∈ Al ∩M . This
equation is equivalent the pair of equations
0 = ⊞i(−a) ∧
∨
l<N
∧
j<n
⊞j(bl,j)
0 = ⊞i(a) ∧
∨
f : N→n
∧
l<N
⊞f(l)(−bl,f(l))
which in turn is equivalent to the finite system γ given by
∀(l < N) 0 =
∧
j<n
⊞j(cl,j)
∀(f : N → n) 0 =
∧
j<n
⊞j(df,j)
where cl,j is bl,j ∧ −a if j = i else bl,j and df,j is ef,j ∧ a if j = i else ef,j
where ef,j =
∧
f(l)=j −bl,f(l). By Witnessing, there is a finite system of
equations ∆ such that every constant is in (M ∩⋃ ~A)∪{a}, every operator
is a Boolean operator in some Aj , and γ is equivalent to the existence
of a solution to ∆. Treating a as variable and then applying equational
reflection to ∆, we obtain a solution to γ with a ∈ Ai ∩M . 
Definition 4.4.7. A Boolean λ-complex ( ~A, ~M) of length α is retrospective if:
(BC5) (Aγ)γ<β ∈Mβ for all β ≤ α.
Example 4.4.8. Given a long λ-approximation sequence ~M and a Boolean algebra
A ∈M0, the induced Boolean λ-complex ( ~A, ~M) is retrospective.
Lemma 4.4.9. If ( ~A, ~M) is a retrospective Boolean λ-complex of length α, then
(Aα,i)i<k(α) and (A
∗
α,i)i<k(α) are each commutatively reflecting.
Proof. It suffices to show that (Aα,i)i<k(α) is commutatively reflecting, for if it is,
then, since this sequence is in Mα and Mα ≺ H, the sequence (A∗α,i)i<k(α) also is
commutatively reflecting. By Lemma 4.4.6, it suffices to show that (Aα,i)i<k(α)
is equationally reflecting. Given i < k(α), we have (Aα,j)j<i ∈ Mα,i ≺ H by
Lemma 4.2.23. Hence, Mα,i equationally reflects (Aα,j)j<i. By Lemma 4.3.6,
Mα,i ∩ Aα,j = Aα,i ∩ Aα,j . Hence, Aα,i also equationally reflects (Aα,j)j<i. 
Theorem 4.4.10. If ( ~A, ~M) is a retrospective commuting Boolean λ-complex of
length α, then there is a pushout B =
Ð
i<k(α)A
∗
α,i such that A
∗
α,i ≤ B for all
i < k(α).
Proof. By Lemma 4.4.4, |⌣(A∗α,j∩A∗α,i)j<i for each i < k(α). Hence, by Lemma 4.4.9,
(A∗α,i)i<k(α) satisfies the hypotheses of Theorem 3.5.2. 
Problem 4.4.11. Generalize Theorem 4.4.10 from Bool to an arbitrary category.
5. Some direct limits of countable algebras
5.1. Some characterizations of projectivity.
Definition 5.1.1. Given a Boolean λ-complex ( ~A, ~M) of length η, α ≤ η, and
s ⊂ k(α):
• A∪α,s =
〈⋃
i∈sAα,i
〉
if
⋃
i∈sAα,i ⊂ Aβ,j for some β ≤ η and j < k(β).
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• A∪∗α,s =
〈⋃
i∈sA
∗
α,i
〉
if α < η.
Lemma 5.1.2. Given a retrospective Boolean λ-complex ( ~A, ~M) of length η, α < η,
and s ⊂ k(α), we have A∪∗α,s = A∪α,s ∩Mα.
Proof. A∪∗α,s ⊂ A∪α,s ∩Mα is clear. For the converse, suppose that x ∈ A∪α,s ∩Mα.
Then it is true in Mα that there exists ~y such that x =
∨
j<n
∧
i∈s yj,i and yj,i ∈
Aα,i. Hence, choosing ~y as above from Mα, we obtain x ∈ A∪∗α,s. 
Theorem 5.1.3. Given a Boolean algebra A and a Davies sequence (Mα)α≤|A|
such that A ∈M0, the following are equivalent.
(1) A is projective.
(2) If n < ω and A ∈ Ni ≺ H for i < n, then
〈
A ∩⋃ ~N〉 ≤rc A.
(3) If n < ω, A ∈ Ni ≺ H for i < n, and |Ni| > |Nj | and Ni ∈ Nj for
i < j < n, then
〈
A ∩⋃ ~N〉 ≤rc A.
(4) In the induced Boolean ω1-complex ( ~A, ~M), A
∪
α,k(α) ≤rc A for all α < |A|.
(5) In the induced Boolean ω1-complex ( ~A, ~M), A
∪∗
α,k(α) ≤rc Aα for all α < |A|.
Proof. (1)⇒(2): In ⋂ ~N , choose (Cj)j∈J as in Theorem 2.2.9. Then A ∩ Ni =⋃
j∈J∩Ni
Cj for each i. Hence,〈
A ∩
⋃
~N
〉
=
〈⋃{
Cj
∣∣∣ j ∈ J ∩⋃ ~N}〉 ≤rc A.
(2)⇒(3): Trivial.
(3)⇒(4): For each α < |A| and i < j < k(α), we have Mα,i ∈ Mα,j by
Lemma 4.2.23 and |Mα,i| > |Mα,j | by Lemma 4.2.25.
(4)⇔(5): Since A∪α,k(α), A ∈Mα ≺ H, we have
A∪α,k(α) ≤rc A⇔
(
A∪α,k(α) ∩Mα
)
≤rc (A ∩Mα).
By Lemma 5.1.2, A∪α,k(α) ∩Mα = A∪∗α,k(α).
(4)⇒(1) For each α < η, we have
〈⋃
β<αAβ
〉
≤rc
〈⋃
β<α+1Aβ
〉
. By Theo-
rem 2.2.4, A is projective. 
Definition 5.1.4. Given a Tychonoff spaceX and sets F ⊃ G, define XpFG : X/F →
X/G by XpFG ◦ qXF = qXG .
Corollary 5.1.5. Given a Boolean space X and a Davies sequence (Mα)α≤w(X)
such that X ∈M0, the following are equivalent.
• X is AE(0).
• If n < ω and X ∈ Ni ≺ H for i < n, then qX⋃ ~N is open.
• If n < ω and X ∈ Ni ≺ H for i < n, and |Ni| > |Nj | and Ni ∈ Nj for
i < j < n, then qX⋃ ~N is open.
• If α < w (X) and F =M∪α,k(α), then qXF is open.
• If α < w (X), F =Mα, and G =M∪∗α,k(α), then XpFG is open.
Corollary 5.1.6. Given a Boolean algebra A, the following are equivalent.
(1) A is projective.
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(2) There is a club C ⊂ [A]<ℵ1 such that, for all n ∈ kω1 [|A|] and B0, . . . , Bn−1 ∈
C, we have
〈⋃
~B
〉
≤rc A.
Proof. By Theorem 2.2.9, (1)⇒(2). Towards proving the converse, suppose that (2)
holds. By Lemma 4.2.4, there is a Davies sequence (Mα)α≤|A| such that A ∈ M0.
In M0, choose C that is as in (2). In the induced Boolean ω1-complex ( ~A, ~M), each
A∗α,i is in C. Hence, A∪∗α,k(α) ≤rc A for all α. By Theorem 5.1.3, (1) follows. 
Theorem 2.2.15.
• If 1 ≤ d < ω, then d-open generation is equivalent to AE(0) for Boolean
spaces of weight < ℵd.
• AE(0) is equivalent to ω-open generation.
Proof. By Stone duality, it suffices to show that a Boolean algebra A of size ℵξ is
projective iff it has the d-ary FN where d = min(ω, ξ + 1). This is trivially true if
ξ = 0. For ξ ≥ 1, we have d = kω1 [ωξ]; hence, Corollary 5.1.6 yields the desired
equivalence. 
5.2. Separating FNd and FNd+1.
Definition 5.2.1. Given B a Boolean algebra and S ⊂ B, define partial functions
πS+, π
S
− on B as follows.
πS+(x) = min{y ∈ S | y ≥ x}
πS−(x) = max{y ∈ S | y ≤ x}
Observation 5.2.2.
• If A ≤ B and πA+(xi) exists for i < n, then πA+ (
∨
~x) exists and equals∨
i<n π
A
+(xi).
• If A ≤ B and x ∈ B, then πA+(x) exists iff πA−(−x) exists.
• If A ≤ B, then A ≤rc B iff dom(πA+) = B iff dom(πA−) = B.
Lemma 5.2.3 (RC Reflection). If a ∈ A |⌣ B, then πB+ (a) exists iff πA∩B+ (a)
exists, and if they exist they are equal.
Proof. Suppose b = πB+ (a). If b ∈ A ∩ B, then b = πA∩B+ (a). By Interpola-
tion (3.2.6), a ≤ c ≤ b for some c ∈ A ∩ B. But then a ≤ c ∈ B; hence, a ≤ b ≤ c.
Therefore, b = c ∈ A ∩B, as desired.
Conversely, suppose that c = πA∩B+ (a). Since a ≤ c ∈ B, it suffices to show,
given a ≤ b ∈ B, that c ≤ b. By Interpolation, a ≤ d ≤ b for some d ∈ A ∩ B.
Hence, a ≤ c ≤ d ≤ b. 
Lemma 5.2.4. Given:
• 1 ≤ d < ω and κ = λ+d−1.
• A commutative Boolean λ-complex ( ~A, ~M) of length κ.
• A long λ-approximation sequence (Nα)α<κ such that ~A, ~M ∈ N0.
• The Boolean λ-complex ( ~B, ~N) induced by Aκ,0.
• B∪∗β,d ≤rc Bβ where β = λ+d−2 + λ+d−3 + · · ·+ λ+ 1.
We then have A∪∗α,d ≤rc Aα where α =
∑
i<d δi where δi = sup(λ
+d−1−i ∩Nβ,i).
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Proof. For each i < d− 1 we have λ+d−2−i ⊂ Nβ,i by Corollary 4.2.27. Hence,
(5.1) Nβ,i ∩ [H(θ)]<λ
+d−1−i ⊂ [Nβ,i]<λ
+d−1−i
.
If i = d − 1, then (5.1) is true because Nβ,i is a union of sets Nγ each satisfying
Nγ ∩ [H(θ)]<λ ⊂ [Nγ ]<λ. Therefore, λd−1−i ∩ Nβ,i = δi for all i < d. Hence, if
i < d − 1, then ⌊δi⌋ = δi because, by elementarity, δi has a cofinal set of right
multiples of λ+d−2−i. If i = d − 1, then ⌊δi⌋ = δi because δi < λ. Therefore, for
each i < d,
∂iα = δi = λ
+d−1−i ∩Nβ,i = ∂iβ ∩Nβ,i.
Claim. M∗α,i =Mα ∩N∗β,i for each i < d.
Proof. Fixing i < d for the remainder of this paragraph, we have, by Lemma 4.2.23,
δj ∈ N∗β,i for j < i. Also, Mα ⊂ Nβ because α ∈ Nβ because δj ∈ Nβ for j < d
because Nβ,j ∈ Nβ for j < d. Therefore, if γ ∈ Ii(α), then γ ∈ Nβ,i because γ
equals δ0 + · · · + δi−1 + ε for some ε < δi and so is a sum of elements of Nβ,i.
Therefore, M∗α,i ⊂Mα ∩N∗β,i.
For each i < d, the set {Mβ | Mβ ⊂Mα ∩Nβ,i} is directed and δi ∈Mα \Nβ,i.
Therefore, by Lemma 4.2.22, there exists f : d→ d such that Mα ∩Nβ,i ⊂M∗α,f(i).
Hence,
M∗α,i ⊂Mα ∩N∗β,i ⊂M∗α,f(i)
for all i < d. By Lemma 4.2.28, we must have f(i) = i for all i < d. 
Given Mγ(i) ⊂ N∗β,i for i < d, we have |⌣(Aγ(0), . . . , Aγ(d−1), Aα) by Local
Commutativity (4.4.2); hence, |⌣(B∗0 , . . . , B∗d−1, Aα) by Continuity (3.3.12); hence,
Aα |⌣ B∪∗β,d by Grouping (3.3.11); hence, Aα∩B∪∗β,d ≤rc Aα by RC Reflection (5.2.3).
Therefore, it suffices to show that Aα ∩ B∪∗β,d = A∪∗α,d. This is shown by Weak
Reflection (3.4.6), then Lemma 4.3.6, and then the above claim:
Aα ∩B∪∗β,d =
〈
Aα ∩
⋃
i<d
B∗β,i
〉
=
〈
Aα ∩
⋃
i<d
N∗β,i
〉
=
〈
Aα ∩
⋃
i<d
M∗α,i
〉
. 
Lemma 5.2.5 ([18, Lem. 3.5]). If A ≤rc B, a ∈ A, b ∈ B, and πA+(b) = x, then
πA+(a ∧ b) = a ∧ x.
Definition 5.2.6. A quadruple (A,B,C,D) of overlapping Boolean algebras is a
Boolean pushout square if A = B ∩ C and B ⊞ C = D.
Lemma 5.2.7. Given a Boolean pushout square (A,B,C,D), we have A ≤rc B iff
C ≤rc D.
Proof. A ≤rc B ⇒ C ≤rc D: Since D = 〈B ∧ C〉∨, it suffices to show, given b ∈ B
and c ∈ C, that πC+(b ∧ c) exists. By RC Reflection (5.2.3), πC+(b) = πA+(b). By
Lemma 5.2.5, πC+(b ∧ c) = πC+(b) ∧ c.
C ≤rc D ⇒ A ≤rc B: Given b ∈ B, πC+(b) = πA+(b) by RC Reflection. 
Lemma 5.2.8. Given overlapping Boolean algebras A and B, suppose that in A⊞B
we have:
(1) C ≤ A⊞B.
(2) B |⌣ C and A |⌣ B ∩ C.
(3) B ∩ C ≤rc B and 〈A ∩ (B ∪ C)〉 ≤rc A.
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Then C ≤rc A⊞B.
Proof. Working in the algebra A ⊞ B throughout, we use three Boolean pushout
squares to obtain C ≤rc A ⊞ B. The squares are shown in the commutative dia-
gram below. All the morphisms shown are inclusions. However, the existence the
inclusions φ, χ, and ψ requires proof.
A // 〈A ∪ (B ∩C)〉 // A⊞B
〈A ∩ (B ∪ C)〉
rc
OO
// 〈C ∪ (A ∩B)〉
φ
OO
χ
// 〈(A ∩ C) ∪B〉
OO
Boo
C
ψ
OO
B ∩Coo
rc
OO
Since A |⌣ B and C ⊂ 〈A ∪B〉, we have |⌣(A,B,C) by Lemma 3.3.3. Therefore,
by Weak Reflection (3.4.6),
C = C ∩ 〈A ∪B〉 = 〈C ∩ (A ∪B)〉 .
Hence, φ, χ, and ψ exist.
For easier reading, we abbreviate as follows.
D = 〈A ∩ (B ∪ C)〉
E = 〈C ∪ (A ∩B)〉
F = 〈A ∪ (B ∩ C)〉
G = 〈(A ∩ C) ∪B〉
H = A⊞B
K = B ∩ C
A // F // H
D //
OO
E //
OO
G
OO
Boo
C
OO
Koo
OO
Claim. (K,B,C,G) is a Boolean pushout square.
Proof. G ⊂ 〈B ∪C〉 and B |⌣ C. 
Claim. (D,A,E, F ) is a Boolean pushout square.
Proof. Since F ⊂ 〈A ∪ E〉, it suffices, by Lemma 3.4.4, to show that A |⌣
D
E. Since
C = 〈C ∩ (A ∪B)〉, we have
E = 〈(A ∩ C) ∧ (B ∩ C) ∧ (A ∩B)〉∨ .
Therefore, by Lemma 3.4.5, it suffices, given a ∈ A, α ∈ A ∩ C, β ∈ B ∩ C, and
γ ∈ A ∩ B such that a ⊥ α ∧ β ∧ γ, to find d ∈ D such that a ⊥ d ≥ α ∧ β ∧ γ.
Since A |⌣ (B ∩C) and A ∋ a ∧ α ∧ γ ⊥ β ∈ B ∩C, we have a ∧ α ∧ γ ⊥ δ ≥ β for
some δ ∈ A ∩B ∩ C. Hence, d = α ∧ δ ∧ γ is as required. 
Claim. (E,F,G,H) is a Boolean pushout square.
Proof. Since H ⊂ 〈F ∪G〉, it suffices, by Lemma 3.4.4, to show that F |⌣
E
G. First,
observe that F and G are the following ∨-closures.
F = 〈A ∧ (B ∩ C)〉∨
G = 〈(A ∩C) ∧B〉∨
Therefore, by Lemma 3.4.5, it suffices, given a ∈ A, β ∈ B ∩ C, α ∈ A ∩ C, and
b ∈ B such that a ∧ β ⊥ α ∧ b, to find e ∈ E such that a ∧ β ≤ e ⊥ α ∧ b. Since
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A |⌣ B and a ∧ α ⊥ β ∧ b, we may choose δ ∈ A ∩B such that a ∧ α ≤ δ ⊥ β ∧ b,
which implies the following inequalities.
a ∧ β ≤ (δ ∨ −α) ∧ β
α ∧ b ≤ α ∧ (−δ ∨−β)
Letting e = (δ ∨ −α) ∧ β, we have a ∧ β ≤ e ∈ E and, by following computation,
e ⊥ α ∧ b.
e ∧ α ∧ b ≤ [(δ ∨ −α) ∧ β] ∧ [α ∧ (−δ ∨ −β)]
= [(δ ∨ −α) ∧ α] ∧ [β ∧ (−δ ∨ −β)]
= δ ∧ α ∧−δ ∧ β
= 0 
Therefore, by Lemma 5.2.7, since D ≤rc A and K ≤rc B by hypothesis, we have
E ≤rc F and C ≤rc G. Again applying Lemma 5.2.7, we have G ≤rc H . Hence,
C ≤rc H . 
It is tempting to try to weaken the hypothesis 〈A ∩ (B ∪ C)〉 ≤rc A in Lemma 5.2.8
to A ∩ C ≤rc A. However, there is a strong counterexample.
Example 5.2.9. There exist overlapping Boolean algebrasA and B and C ≤ A⊞B
such that:
(1) A, B, and C are countably infinite and free.
(2) |⌣ ~D for all finite sequences ~D of intersections of nonempty subsets of
{A,B,C}.
(3) E ∩ F ∩G ≤rc F ∩G ≤rc G for all permutations (E,F,G) of (A,B,C).
(4) C 6≤rc A⊞B.
Proof. Let E4 be a Boolean algebra with an independent sequence of generators
(gn)n<ω. Let Fi = 〈{gn | n = i mod 4}〉 for i < 4 and Es =
〈⋃
i∈s Fj
〉
for s ( 4.
Given a pushout D0⊞D1 of countably infinite free Boolean algebrasD0, D1 meeting
the six requirements itemized below, if we set A = D0, B = D1, and C = E{0,1,3},
then we obtain (1)–(4) above.
• D0, D1, E4 overlap.
• Di ∩ E4 = E{i,2,3} for i < 2.
• D0 ∩D1 = E{2,3}.
• E4 ≤ D0 ⊞D1.
• Es ≤rc Di for i < 2 and s ∈ [{i, 2, 3}]2.
• E{0,1,3} 6≤rc D0 ⊞D1.
To obtain D0 and D1, it is easier to work in the category Cpct0. It suffices to find
perfect subsets Pi of (2
ω){i,2,3} × 3 for i < 2 such that:
• π(i){i,2,3} : Pi → (2ω){i,2,3} is surjective for i < 2.
• π4 : P0 ⊠ P1 → (2ω)4 is surjective.
• π(i)s : Pi → (2ω)s is open for i < 2 and s ∈ [{i, 2, 3}]2.
• π{0,1,3} : P0 ⊠ P1 → (2ω){0,1,3} is not open.
In the above list, we use the following notation.
• π(i)s ((xi, x2, x3), j) = (xk)k∈s.
• P0 ⊠ P1 = {(x0, x1, x2, x3), (j0, j1)) | ∀i < 2 ((xi, x2, x3), ji) ∈ Pi}.
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• πs((x0, x1, x2, x3), (j0, j1)) = (xk)k∈s.
Given p ∈ 2ω, let ∆(p) = min(p−1[{1}]) where min(∅) is interpreted as ∞. Define
Hj for j < 3 and then Pi for i < 2 as follows.
Hj = {p | ∆(p) = j mod 3} ∪ {(0)n<ω}
Pi = {((xi, x2, x3), j) | xi + x2 + x3 ∈ Hj}
Here x+ y = (x(n) +2 y(n))n<ω and +2 is addition modulo 2.
Each Hj and each Pi is perfect. Moreover, since
⋃ ~H = 2ω, the maps π4
and π
(i)
{i,2,3} are all surjective: given ~x ∈ (2ω)4, we have (~x, r) ∈ P0 ⊠ P1 and
(xi, x2, x3, r(i)) ∈ Pi for both i < 2 where xi+x2+x3 ∈ Hr(i) for i < 2. Given i < 2
and {k, l,m} = {i, 2, 3}, we have π(i){k,l} open because if j < 3, xk + xl + xm ∈ Hj ,
yk ≈ xk, and yl ≈ xl, then, letting ym = xk+ yk+xl+ yl+xm, we obtain ym ≈ xm
and yk + yl + ym ∈ Hj . On the other hand, by the following claim, π{0,1,3} is not
open at (((0)n<ω)k<4, (i)i<2).
Claim. Given n < ω and y0, y1, y3 ∈ 2ω such that ∆(y0) = 3n+2, ∆(y1) > 3n+ 2,
and ∆(y3) > 3n + 2, there does not exist y2 ∈ 2ω such that yi + y2 + y3 ∈ Hi for
both i < 2.
Proof. If ∆(y2) < 3n+ 2, then ∆(yi + y2 + y3) = ∆(y2) for both i < 2. If ∆(y2) =
3n+2, then ∆(y1+y2+y3) = 3n+2. If ∆(y2) > 3n+2, then ∆(y0+y2+y3) = 3n+2.
In each case, there is an i < 2 such that ∆(yi+y2+y3) <∞ and ∆(yi+y2+y3) 6= i
mod 3. 

The following lemma is a slight modification of Observation 4.1.4 from [9], which
in turn is essentially the Stone Dual of Proposition 2.6 from [21].
Lemma 5.2.10. Given:
• A0 ≤ A1.
• ⋃Bi = Ai.
• B ≤ Ai for all B ∈ Bi.
• B0 |⌣ B1 for all (B0, B1) ∈ B0 × B1.
• A0 ∩B ≤rc B for all B ∈ B1.
We then have A0 ≤rc A1.
Proof. Given b ∈ A1, choose B ∈ B1 such that b ∈ B. By Continuity (3.3.12),
A0 |⌣ B. Therefore, by RC Reflection (5.2.3), dom(πA0+ ) ⊃ B ∋ b. Thus, A0 ≤rc
A1. 
Definition 5.2.11. Given d ≤ ω, we say that a Boolean λ-complex ( ~A, ~M) of
length η is d-rc if:
(BC6) A
∪∗
α,s ≤rc Aα for all α < η and all s ∈ [k(α)]<d.
Lemma 5.2.12. Given d ≤ ω, a commutative d-rc Boolean λ-complex ( ~A, ~M) of
length η, and r < k(η), we then have B ≤rc Aη,r for every B ≤ Aη,r generated by the
union of (< d)-many directed unions of algebras of the form Aα where Mα ⊂Mη,r.
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Proof. Let A = Aη,r and let C be the set of all directed unions as in the statement
of the lemma. Given n < d, Ci ∈ C for i < n, B =
〈⋃
~C
〉
, and a ∈ A, it
suffices to show that πB+ (a) exists. Letting α = ρ(a), we may assume Aα 6⊂ Ci
for each i < n, for if a ∈ Ci, then πB+(a) = a. Therefore, by Lemma 4.2.22, there
exists f : n → k(α) such that Aα ∩ Ci ⊂ A∗α,f(i) for each i < n. For definiteness,
choose each f(i) to be least possible. For each t ∈ [k(α)]<d, let E(t) = A∪∗α,t
and F (t) = 〈⋃{Aα ∩ Ci | f(i) ∈ t}〉; observe that F (t) ≤ E(t). In particular,
F (s) ≤ E(s) where s = ran(f). By hypothesis, there exists b = πE(s)+ (a). Therefore,
π
F (s)
+ (a) exists iff π
F (s)
+ (b) exists.
By the Lemmas 4.2.21 and 4.2.10, if Mβ(i) ⊂Mη,r for i ≤ n, then
⋃
i≤nMβ(i) ⊂
Mγ for some γ ∈ Ir(α). By Local Commutativity (4.4.2), it follows that |⌣(Mβ(i))i≤n.
Hence, by Continuity (3.3.12),
|⌣(C0, . . . , Cn−1, Aα),
which implies B |⌣ Aα by Grouping (3.3.11). Hence, B ∩ Aα = F (s) by Weak
Reflection (3.4.6). Therefore, by RC Reflection (5.2.3), πB+ (a) exists iff π
F (s)
+ (a)
exists; hence, πB+(a) exists iff π
F (s)
+ (b) exists; hence, it suffices to show that F (s) ≤rc
E(s).
Inductively assume that if a is replaced by an arbitrary a′ ∈ A with lesser ~M -
rank and ~C is replaced by an arbitrary ~C′ ∈ C<d, then correspondingly a′ ∈ ⋃ ~C′ or
F ′(s′) ≤rc E′(s′). It follows that dom(πB+ ) contains
⋃
β<αAβ . Define ∆ as follows.
∆ = {i ∈ s | F ({i}) 6= E({i})}
Also inductively assume that if a remains unchanged but ~C is replaced by ~C′ ∈ C<d
such that the corresponding ∆′ is a proper subset of ∆, then again a ∈ ⋃ ~C′ or
F ′(s′) ≤rc E′(s′).
If ∆ = ∅, then F (s) = E(s); assume ∆ 6= ∅. Choosing k ∈ ∆, let t = s \ {k},
X = E(t), and Y = E({k}). Then E(s) = X ⊞ Y by commutativity of ( ~A, ~M) and
Grouping. Let Z = F (s). By Lemma 5.2.8, it suffices to show the following.
(1) Y |⌣ Z
(2) X |⌣ Y ∩ Z
(3) Y ∩ Z ≤rc Y
(4) 〈X ∩ (Y ∪ Z)〉 ≤rc X
(1) and (2): By Lemma 4.2.15, any intersection of unions of subsets of {Aβ
| β < η} is itself a union of a subset of {Aβ | β < η}. Therefore, by Local
Commutativity, Continuity, and Grouping, (1) and (2) hold.
(3): Given any Aβ ⊂ Y , we have Aβ ⊂ dom(πB+) by our first inductive hypothe-
sis. Also, B |⌣ Aβ for the same reason B |⌣ Aα. Therefore, Aβ ∩B ≤rc Aβ by RC
Reflection. Hence,
Aβ ∩ Z = Aβ ∩ Aα ∩B = Aβ ∩B ≤rc Aβ .
Hence, Y ∩ Z ≤rc Y by Lemma 5.2.10.
(4): Let W = 〈Y ∪ F (t)〉. By our second inductive hypothesis, X ∩W ≤rc X .
Hence, it suffices to show that 〈X ∩ (Y ∪ Z)〉 = X∩W . Choose a bijection g : m→ t
where m ∈ ω. Given any Gi = Aβ(i) ⊂ Ci for i < n and Gn+j = Aγ(j) ⊂ A∗α,g(j)
for j < m, we have |⌣ ~G by Local Commutativity. Hence, |⌣(C0, . . . , Cn−1, X)
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by Continuity and Grouping. Hence, X ∩ Z =
〈
X ∩⋃ ~C〉 by Weak Reflection.
Likewise, we have
X ∩ F (t) =
〈
X ∩
⋃
f(i)∈t
Ci
〉
.
If f(i) = k, then X ∩Ci ⊂ X ∩ Y . Therefore,
〈X ∩ (Y ∪ Z)〉 =
〈
(X ∩ Y ) ∪
⋃
i<n
(X ∩ Ci)
〉
= 〈X ∩ (Y ∪ F (t))〉 .
We have |⌣(Y, F (t), X), again thanks to Local Commutativity, Continuity, and
Grouping. Hence, X ∩ W = 〈X ∩ (Y ∪ F (t))〉 by Weak Reflection. Therefore,
X ∩W = 〈X ∩ (Y ∪ Z)〉. 
Lemma 5.2.13. Given d ≤ ω, a commutative d-rc Boolean λ-complex ( ~A, ~M) of
length η, and α < η, we then have A∪∗α,t ≤rc A∪∗α,s for all pairs t ⊂ s ∈ [k(α)]≤d.
Proof. Since ≤rc is transitive, it suffices to show that A∪∗α,t ≤rc A∪∗α,s given k ∈
s ∈ [k(α)]≤d and t = s \ {k}. By Grouping (3.3.11), A∪∗α,t |⌣ A∗α,k. Hence, by
Lemma 5.2.7, it suffices to show that A∪∗α,t ∩ A∗α,k ≤rc A∗α,k. By Weak Reflec-
tion (3.4.6),
A∪∗α,t ∩ A∗α,k =
〈⋃
i∈t
A∩∗α,{i,k}
〉
and, by Lemma 4.2.13, each A∩∗α,{i,k} is a directed union of sets of the form Aβ
where Mβ ⊂ M∩∗α,{i,k}. Therefore, A∪∗α,t ∩ A∗α,k ≤rc Aα,k by Lemma 5.2.12. Hence,
A∪∗α,t ∩ A∗α,k ≤rc A∗α,k. 
Example 5.2.14. Given 1 ≤ n < ω, there is a Boolean algebra B with subalgebras
A0, . . . , An−1 such that:
• ~A is independent.
• B and each Ai is countably infinite and free.
• 〈⋃i∈sAi〉 ≤rc B for all s ( n.
•
〈⋃ ~A〉 6≤rc B.
Proof. It suffices to find a perfect P ⊂ (2ω)n × 2 such that:
• πn : P → (2ω)n is surjective.
• πn\{k} : P → (2ω)n\{k} is open for all k < n.
• πn : P → (2ω)n is not open.
In the above we define πs by πs(x0, . . . , xn−1, i) = (xk)k∈s for s ⊂ n. Let K0,K1
be a covering of 2ω by non-open perfect sets and let Pi = {~x ∈ (2ω)n |
∑
~x ∈ Ki}
where (x+ y)(m) = x(m)+2 y(m) for m < ω where +2 is addition modulo 2. Then
P0 is not open because its intersection with {(0)m<ω}n−1 × (2ω) is not relatively
open. Hence, letting P =
⋃
i<2 (Pi × {i}), the map πn is not open. On the other
hand, if k < n and s = n \ {k}, then πs is open because if
∑
~x ∈ Ki and yj ≈ xj
for j ∈ s, then ∑j<n yj ∈ Ki and yk ≈ xk where yk = xk +∑j∈s(xj + yj). 
Definition 5.2.15. Given A ≤ B:
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• Write A ≤sp B and say that B perfectly splits A if, for all finite F ⊂ B and
U ∈ Ult(〈A ∪ F 〉), there are at least two V ∈ Ult(B) extending U .
• Write A ≤free B and say that B freely extends A if B = A ⊕ F for some
infinite free F ≤ B.
Observation 5.2.16.
• A ≤free B ⇒ A ≤sp B.
• A ≤free B ⇒ A ≤rc B.24
The above observation has the following converse.
Lemma 5.2.17 (Sirota’s Lemma [25] (see also [9, 1.4.10])). If 〈A ∪ C〉 = B, |C| ≤
ℵ0, A ≤rc B, and A ≤sp B, then A ≤free B.
Example 5.2.18. Because of Sirota’s Lemma, in Example 5.2.9, we actually obtain
E ∩ F ∩ G ≤free F ∩ G ≤free G. Similarly, in Example 5.2.14, we actually obtain〈⋃
i∈sAi
〉 ≤free B.
Definition 5.2.19. Given d < ω a Boolean λ-complex ( ~A, ~M) of length η is d-
splitting if:
(BC7) A
∪∗
α,s ≤sp Aα for all α < η and all s ∈ [k(α)]<d.
Lemma 5.2.20. Given d < ω, a d-rc d-splitting commutative Boolean ω1-complex
( ~A, ~M) of length η, α < η, i < k(α), and s ∈ [k(α) \ {i}]<d, we then have〈⋃
j∈s
A∩∗α,{i,j}
〉
≤free A∗α,i.
Proof. Let B =
〈⋃
j∈sA
∩∗
α,{i,j}
〉
. By Lemma 5.2.12, B ≤rc Aα,i. Hence, B ≤rc
A∗α,i.
Claim. B ≤sp A∗α,i.
Proof. Let U ∈ Ult(A∗α,i) and let F ≤ A∗α,i be finite. It suffices to show that
U ∩ 〈B ∪ F 〉 extends to distinct W0,W1 ∈ Ult(A∗α,i). Using Lemma 4.2.28, choose
β such that Mβ ⊂ M∗α,i and Mβ 6⊂
⋃
j∈sMα,j. Using Corollary 4.2.13, choose γ
such that Mβ ∪ F ⊂ Mγ ⊂ M∗α,i. By Local Commutativity (4.4.2) and Continu-
ity (3.3.12), |⌣(Cj)j∈s∪{i} where Cj is Aγ if j = i else A∩∗α,{i,j}. Hence, by Weak
Reflection (3.4.6), Aγ ∩ B =
〈
Aγ ∩
⋃
j∈sA
∩∗
α,{i,j}
〉
. Hence, by Lemmas 4.2.15 and
4.2.22, Aγ ∩B ≤ A∪∗γ,t for some t ∈ [k(γ)]<d. By hypothesis, U ∩
〈
A∪∗γ,t ∪ F
〉
extends
to distinct V0, V1 ∈ Ult(Aγ). By Grouping (3.3.11) applied to ~C, we have Aγ |⌣ B.
Therefore, each (U ∩B) ∪ Vi extends to some Wi ∈ Ult(A∗α,i). 
By Sirota’s Lemma, B ≤free A∗α,i. 
Definition 5.2.21. Given a Boolean λ-complex ( ~A, ~M) of length α, s ⊂ k(α), and
a Boolean algebra B such that A∩∗α,s ≤ B for all s ∈ [k(α)]2, let
A2∗α,s =
〈⋃
i∈s
⋃
j∈k(α)\{i}
A∩∗α,{i,j}
〉
.
24 If F is as above, then, by independence, πA+(a ∧ x) = a for all a ∈ A and x ∈ F \ {0}.
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Definition 5.2.22. Given 1 ≤ d < ω, a Boolean λ-complex ( ~A, ~M) of length η is
d-thick if it is commutative, retrospective, d-rc, and d-splitting, and η < λ+(d−1)+ω.
Note that the least α for which kλ(α) > d is λ
+(d−1) + λ+(d−2) + · · ·+ λ+ 1.
Lemma 5.2.23. Given 1 ≤ d < ω and a d-thick Boolean ω1-complex ( ~A, ~M) of
length α, there then are:
(1) A pushout P =
Ð
(A∗α,i)i<k(α) such that ⊞i = id: A
∗
α,i → P for i < k(α).
(2) Countably infinite free Boolean subalgebras Fi ≤ A∗α,i for i < k(α) such
that, in P , for each s ⊂ k(α) we have
(5.2) A∪∗α,s =
(⊕
i∈s
Fi
)
⊕A2∗α,s.
Proof. By Theorem 4.4.10, there is a pushout P as above. To obtain a d-thick
Boolean ω1-complex of length α+1, choose a countableAα such that P ≤free Aα and
choose a countable Mα+1 ≺ H such that Aα,Mα ∈ Mα+1, replacing (if necessary)
P and Aα with isomorphic copies such that (BC1) and (BC2) are preserved. Note
that (BC6) is preserved by Lemma 5.2.13.
By Lemma 5.2.20, we may choose ~F such that (5.2) holds for all s ⊂ k(α) of size
≤ 1. Therefore, given k ∈ s ∈ [k(α)]≥2, it suffices to show that (5.2) holds assuming
that it holds if s is replaced by any of its proper subsets. Letting ~U ∈∏i∈sUlt(Fi)
and V ∈ Ult(A2∗α,s), it suffices to show that
⋃ ~U ∪V extends to some S ∈ Ult(A∪∗α,s).
Let t = s \ {k}, W = V ∩A2∗α,t, and X = V ∩A2∗{k}. By assumption, we may extend⋃
i∈t Ui ∪W to some Y ∈ Ult(A∪∗α,t) and Uk ∪X to some Z ∈ Ult(A∗α,k).
For the rest of the proof, we will use Lemma 4.4.4, Grouping (3.3.11), and Weak
Reflection (3.4.6) without comment. First, we compute that A2∗α,s ∩ A∪∗α,t = A2∗α,t.
A2∗α,s ∩ A∪∗α,t =
〈⋃
l∈t
(A2∗α,s ∩ A∗α,l)
〉
=
〈⋃
l∈t
⋃
i∈s
⋃
j∈k(α)\{i}
A∩∗α,{l,i,j}
〉
=
〈⋃
l∈t
⋃
j∈k(α)\{l}
A∩∗α,{l,j}
〉
Therefore, V ∪ Y extends to some T ∈ Ult(C) where C = 〈A2∗α,s ∪ A∪∗α,t〉. We next
compute that A∗α,k ∩C = A2∗{k}.
A∗α,k ∩ C =
〈
A∗α,k ∩ (A2∗α,s ∪A∪∗α,t)
〉
=
〈⋃
i∈s
⋃
j∈k(α)\{i}
A∩∗α,{k,i,j} ∪
⋃
i∈t
A∩∗α,{k,i}
〉
=
〈 ⋃
j∈k(α)\{k}
A∩∗α,{k,j}
〉
Therefore,
Z ∩ C = Z ∩ A2∗{k} = X = V ∩ A2∗{k} = T ∩ A2∗{k} = T ∩ A∗α,k.
Hence, Z ∪ T extends to some S ∈ Ult(A∪∗α,s). 
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Theorem 2.2.16. For each d ∈ [1, ω), there is a Boolean algebra of size ℵd with
the d-ary FN but not the (d+ 1)-ary FN.
Proof. Given 1 ≤ d < ω, we will construct a retrospective d-thick Boolean ω1-
complex ( ~A, ~M) of length ωd such that Aωd,0 has the FNd but not the FNd+1.
Given α ≤ ωd, (Aβ)β<α, and (Mβ)β<α, we choose a countable Mα ≺ H such
that ((Aβ ,Mβ))β<α ∈ Mα, thus preserving (BC5). Given α < ωd, (Aβ)β<α, and
(Mβ)β≤α, construct Aα as follows.
Applying Lemma 5.2.23, we obtain countably infinite Boolean algebras Pα and
Fα,i for i < k(α) such that:
• Fα,i ≤ A∗α,i ≤ Pα.
• Fα,i is free.
•
〈
Fα,i ∪ A2∗α,{i}
〉
= A∗α,i.
•
〈⋃
i<k(α) A
∗
α,i
〉
= Pα.
• |⌣(A∗α,i)i<k(α) in Pα.
• Fα,i(0), . . . , Fα,k(α)−1, A2∗α,k(α) is independent in Pα.
Let Bα,s =
〈⋃
i∈s Fα,i
〉
for s ⊂ k(α). Since α < ωd, we have k(α) ≤ d. If k(α) < d,
let Cα = Bα,k(α). If k(α) = d, then extend Bα,k(α) to a countable Boolean algebra
Cα such that:
(1) Bα,s ≤rc Cα for s ∈ [d]<d.
(2) Bα,d 6≤rc Cα.
(3) Cα ∩ Pα = Bα,d.
Example 5.2.14 shows that we can obtain (1) and (2). If necessary, replace Cα
with an isomorphic copy also satisfying (3). Whether k(α) < d or k(α) = d,
since A2∗α,k(α) and Bα,k(α) are independent in Pα, we may choose a coproduct
Dα = A
2∗
α,k(α) ⊕ Cα such that its cofactor maps are inclusions and Pα ≤ Dα.
Choose Aα such that Dα ≤free Aα, thus preserving (BC3), (BC4), and (BC7).
If necessary, replace Pα, Cα, Dα, and Aα with isomorphic copies such that (BC1)
and (BC2) are also preserved. By the following claim, the construction of ( ~A, ~M)
is complete.
Claim. (BC6) is preserved.
Proof. Suppose that s ∈ [k(α)]<d. By Lemma 5.2.13, A∪∗α,s ≤rc Pα. Since
A∪∗α,s ≤ A2∗α,k(α) ⊕Bα,s ≤ Pα,
we must have A∪∗α,s ≤rc A2∗α,k(α) ⊕Bα,s also. Since Bα,s ≤rc Cα, we further have
A∪∗α,s ≤rc A2∗α,k(α) ⊕ Cα ≤rc Aα. 
Let A = Aωd,0. By Lemma 5.2.12, A has the FNd. All that remains is to
show that A does not have the FNd+1. Suppose that C ⊂ [A]<ℵ1 is a club. Let
(Nα)α<ωd be a Davies sequence such that
~M, C ∈ N0. Then A ∩N∗α,i ∈ C for each
α < ωd and i < k(α). Therefore, it suffices to find β < ωd such that k(β) = d and〈
A ∩N∪∗β,d
〉
6≤rc A.
Claim. If α < ωd and k(α) = d, then A
∪∗
α,d 6≤rc Aα.
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Proof. Since A∪∗α,d = Pα ≤ Dα ≤ Aα, it suffices to show that Pα 6≤rc Dα. Since
Pα = A
2∗
α,d ⊕ Bα,d, we have Bα,d ≤rc Pα. Therefore, it suffices to show that
Bα,d 6≤rc Dα. By construction, Bα,d ≤ Cα ≤ Dα. Therefore, it suffices to observe
that Bα,d 6≤rc Cα. 
Therefore, by Lemma 5.2.4, β = ωd−1 + ωd−2 + · · ·+ ω1 + 1 is as desired. 
6. Direct limits of commuting finite algebras
6.1. From projective to SFNd to FNd.
Lemma 6.1.1. If A ≤ B ≤rc D ≥ C and πB+ [C] ⊂ A, then B ∩ 〈A ∪ C〉 = A.
Proof. Given b =
∨
i<n(ai ∧ ci) ∈ B where ai ∈ A and ci ∈ C, we have, by
Lemma 5.2.5,
b = πB+ (b) =
∨
i<n
(ai ∧ πB+ (ci)) ∈ A. 
Lemma 6.1.2. Given a Boolean algebra F , assume the following.
• n < ω and B0, . . . , Bn−1, D ≤ F .
•
◦|⌣~B.
• A = ⋂ ~B and C = 〈⋃ ~B〉.
• dom(πC+) ⊃ D and πC+ [D] ⊂ A.
• Ei = 〈Bi ∪D〉 for i < n.
We then have
◦|⌣~E. Moreover, if ~x ∈
∏
~E and
∧
~x = 0, then ~x has a weak
incompatibility witness ~y ∈∏i<n 〈D ∪⋃j 6=i(Bj ∩Bi)〉.
Proof. Suppose that ~x ∈ ∏ ~E and ∧ ~x = 0. It suffices to find ~y as claimed by the
Lemma. Choose a finite H ≤ D such that xi ∈ 〈Bi ∪H〉 for each i. Let ∆ be
the set of atoms of H and let xi =
∨
d∈∆(b
d
i ∧ d) where bdi ∈ Bi. We then have
d ∧ ∧i<n bdi = 0 for each d. Hence, d+ ∧ ∧i<n bdi = 0 where d+ = πC+ [d]. Hence,
(zdi )i<n ∈
∏ ~B and ∧i<n zdi = 0 where zdi = bdi ∩ d+. Therefore, we have some
(wdi )i<n ∈
∏
i<n
〈⋃
j 6=i(Bj ∩Bi)
〉
such that zdi ≤ wdi and
∧
i<n w
d
i = 0. Hence,
xi ≤ yi ∈
〈
D ∪⋃j 6=i(Bj ∩Bi)〉 where yi = ∨d∈∆(wdi ∧ d). Moreover,∧
~y =
∨
d∈∆
∧
i<n
(wdi ∧ d) = 0 
Corollary 6.1.3. Given the hypotheses of Lemma 6.1.2, if also n = 2, then E0 ∩
E1 = 〈D ∪ (B0 ∩B1)〉.
Proof. Let G = 〈D ∪ (B0 ∩B1)〉. Since n = 2, we have, for each i < 2,
D ∪
⋃
j 6=i
(Bj ∩Bi) = D ∪ (B0 ∩B1).
Hence, if x ∈ E0 ∩ E1, then, for some y0, y1 ∈ G, we have x ≤ y0, −x ≤ y1, and
y0 ∧ y1 = 0. Thus, E0 ∩ E1 ⊂ G; the reverse inclusion is clear. 
Lemma 6.1.4. Given a Boolean algebra F , assume the following.
• m ≤ n < ω.
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• B0, . . . , Bn−1, D ≤ F .
• |⌣ ~B.
• A = ⋂ ~B and C = 〈⋃ ~B〉.
• dom(πC+) ⊃ D and πC+ [D] ⊂ A.
• Ei = 〈Bi ∪D〉 for i < m and Ei = Bi for i ∈ n \m.
We then have |⌣ ~E.
Proof. Suppose that ~V ∈ ∏i<n Ult(Ei), ~z ∈ ∏ ~V , and ∧ ~z = 0. We will show that
Vi ∩Ej 6= Vj ∩Ei for some i, j. For each i < m, zi is a finite join of elements of the
form b∧ d where b ∈ Bi and d ∈ D. Hence, we may choose bi ∈ B and di ∈ D such
that zi ≥ bi ∧ di ∈ Vi. Let w =
∧ ~d. For each i < m, let Wi = Vi ∩D. If w 6∈ Wi
for some i < m, then Wi 6= Wj for some j < m, in which case Vi ∩ Ej 6= Vj ∩ Ei.
Therefore, we may assume w ∈ Wi for all i < m. Let yi = bi ∧ w for each i < m
and yi = bi = zi for each i ∈ n \m. We then have zi ≥ yi ∈ Vi for each i < n.
Since
∧
~y ≤ ∧ ~z = 0, we have ∧~b ⊥ w. Hence, ∧~b ⊥ v where v = πC+(w).
Letting xi = bi ∧ v and Ui = Vi ∩Bi for each i < n, we have
∧
~x = 0 and ~x ∈∏ ~U .
Since |⌣ ~B, for some i, j we have Ui∩Bj 6= Uj∩Bi and, hence, Vi∩Ej 6= Vj∩Ei. 
Definition 6.1.5. Say that a set S of subalgebras of a fixed Boolean algebra
commutes well (commutes d-well) if every finite tuple (every finite tuple of length
≤ d) of elements of S commutes. Likewise define the analogous notions for weak
commutativity.
Definition 6.1.6. For convenience, given a Davies sequence ~M , letM∗α,k(α) =Mα.
Theorem 6.1.7. Given a Boolean algebra A and a Davies sequence (Mα)α≤|A|
such that A ∈M0, the following are equivalent.
(1) A is projective.
(2) There is a ∩-closed cofinal family E of finite subalgebras of A that commutes
well.
(3) There is a cofinal family E of finite subalgebras of A that commutes well.
(4) There is a cofinal family E of finite subalgebras of A that weakly commutes
well.
(5) There is a ∩-closed cofinal family E ∈ M0 of finite subalgebras of A such
that, in the induced Boolean ω1-complex ( ~A, ~M), |⌣ ~B for each α < |A| and
~B ∈∏i≤k(α)(E ∩M∗α,i).
(6) There is a cofinal family E ∈ M0 of finite subalgebras of A such that, in
the induced Boolean ω1-complex ( ~A, ~M), |⌣ ~B for each α < |A| and ~B ∈∏
i≤k(α)(E ∩M∗α,i).
(7) There is a cofinal family E ∈ M0 of finite subalgebras of A such that, in
the induced Boolean ω1-complex ( ~A, ~M),
◦|⌣~B for each α < |A| and ~B ∈∏
i≤k(α)(E ∩M∗α,i).
Proof. (1)⇒(2): Let (aα)α<η be as in Theorem 2.2.7. Inductively assume that
α < η and B is a ∩-closed well commuting family of finite subalgebras of H where
H = 〈{aβ : β < α}〉. Let ci = πH+ ((−1)iaα) for each i < 2. Let C = {B ∈ B |
c0, c1 ∈ B}, D = {〈C ∪ {aα}〉 : C ∈ C}, and E = B∪D. It suffices to show that E is
∩-closed and commutes well. For each C ∈ C and D = 〈C ∪ {aα}〉, we have we have
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H∩D = C by Lemma 6.1.1; hence, by our inductive hypothesis, B∩D = B∩C ∈ B
for each B ∈ B. Moreover, given Ci ∈ C and Di = 〈Ci ∪ {aα}〉 for i < 2, we have
D0 ∩ D1 = 〈{aα} ∪ (C0 ∩C1)〉 by Corollary 6.1.3. By our inductive hypothesis,
C0 ∩C1 ∈ C; hence, D0 ∩D1 ∈ D. Thus, E is ∩-closed.
Therefore, given a finite F ⊂ E and ~U ∈∏F∈F Ult(F ) such that UF∩G = UG∩F
for all F,G ∈ F , it suffices to find X ∈ Ult(A) extending ⋃ ~U . Set VF = UF ∩ H
for each F ∈ F . We then have VF ∩G = VG ∩F for all F,G ∈ F . Since F ∩H ∈ B
for each F ∈ F , we may apply our inductive hypothesis to extend ⋃ ~V to some
WH ∈ Ult(H). Let G = {H}∪ (F ∩D) and WF = UF for each F ∈ F ∩D. We then
haveWF ∩G =WG ∩F for all F,G ∈ G. By Lemma 6.1.4, there exists X ∈ Ult(A)
extending
⋃
~W and, hence,
⋃
~U .
(2)⇒(3) and (5)⇒(6): Trivial.
(2)⇒(5) and (3)⇒(6): In M0, choose E that satisfies (2) and (3), respectively.
(3)⇔(4) and (6)⇔(7): Apply Theorem 3.4.8.
(7)⇒(1): By Grouping (3.3.11), for each α and ~B as in (6), we have〈 ⋃
i<k(α)
Bi
〉
|⌣ Bk(α).
Each such Bk(α) is finite and, hence, satisfies A
∪∗
α,k(α)∩Bk(α) ≤rc Bk(α). Therefore,
by Lemma 5.2.10, A∪∗α,k(α) ≤rc Aα. By Theorem 5.1.3, A is projective. 
Corollary 6.1.8. Given a Boolean space X and a Davies sequence (Mα)α≤w(X)
such that X ∈M0, the following are equivalent.
(1) X is AE(0).
(2) X is the limit in Cpct0 of a colimit-preserving functor Ω from the poset
category of a downward-directed join-semilattice J to Fin such that, for
each finite F ⊂ J , the commutative |F |-cube (Ω(∨ s → ∨ t))s⊂t⊂F is |F |-
commutative.
(3) X is the limit in Cpct0 of a functor Ω ∈M0 of a colimit-preserving functor
Ω ∈ M0 that satisfies (2) with the quantification over F restricted to sets
of the form ran(f) where α < w (X) and f ∈∏i≤k(α)(J ∩M∗α,i).
(4) X is the limit in Cpct0 of a functor Ω from the poset category of a downward-
directed poset J to Fin such that, for each finite F ⊂ J , the commutative
|F |-cube (Φst : Ξs → Ξt)s⊂t⊂F is |F |-commutative where:
• Ξ{i} = Ω(i).
• Ξ∅ = Ω(j) where j is any lower bound of F .
• Φ∅{i} = Ω(j → f(i)).
• For each t ∈ [|F |]≥2, Ξt together with (Φst )s(t is a colimit of (Φrs)r⊂s(t.
(5) X is the limit in Cpct0 of a functor Ω ∈ M0 that satisfies (4) with the
quantification over F restricted to sets of the form ran(f) where α < w (X)
and f ∈ ∏i≤k(α)(J ∩M∗α,i).
Proof. Apply Stone duality to Theorem 6.1.7 and note that, given Boolean algebras
A,B ≤ C, the algebra A ∩B together with the inclusions A ∩B → A,B is a limit
in Bool of the inclusions A,B → C. 
Theorem 2.3.3. For each d ∈ [1, ω], projectivity implies the d-ary SFN implies
the d-ary FN.
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Proof. By Theorem 6.1.7, projectivity implies SFNω. Therefore, given d < ω and
A with the SFNd, it suffices to show that A has the FNd. Let B be a cofinal family
of finite subalgebras of A that commutes d-well. Let C be the set of all unions
of countable directed subsets of B. Then C is a club subset of [A]<ℵ1 . Hence,
given n < d and Di ∈ [B]<ℵ1 for i < n, it suffices to show that C ≤rc A where
C =
〈⋃
i<n
⋃Di〉. Given B ∈ B, we have C ∩ B ≤rc B because B is finite. Given
also ~D ∈ ∏i<nDi, we have 〈⋃ ~D〉 |⌣ B by Grouping (3.3.11). Therefore, by
Lemma 5.2.10, C ≤rc A. 
Corollary 6.1.9. If A is projective, (Mα)α≤|A| is a Davies sequence, and A ∈M0,
then the induced Boolean ω1-complex ( ~A, ~M) commutes.
Proof. Let E ∈ M0 be a cofinal well commuting family of finite subalgebras of
A. Then each A∗α,i is a union of elements of E . By Continuity (3.3.12), ( ~A, ~M)
commutes. 
Corollary 6.1.10. If a Boolean algebra A has the SFNd, then there exists a map
f from A to the set of finite subalgebras of A such that:
• ⋃ f [f(a)] = f(a) for all a ∈ A.
• If n ≤ d, ~x ∈ An, and ∧ ~x = 0, then ∧ ~y = 0 and xi ≤ yi for some
~y ∈∏i<n 〈f(xi) ∩⋃j 6=i f(xj)〉.
In particular, f is as in Theorem 2.2.21.
Proof. Let B be a ∩-closed cofinal family of finite subalgebras of A that commutes
d-well. For each a ∈ A, let f(a) be the least B ∈ B containing a. By construction,⋃
f [f(a)] = f(a) for all a ∈ A and |⌣(f(xi))i<n for all n ≤ d and ~x ∈ An. Hence, if
~x is as above and
∧
~x = 0 then, by Witnessing (3.2.4), there exists ~y as desired. 
Theorem 6.1.11. Given d ≤ ω, a set I, and Ai with the SFNd for i ∈ I, the
coproduct
⊕ ~A then also has the SFNd.
Proof. For each i ∈ I, let Bi be a d-well commuting cofinal family of finite subal-
gebras of Ai. Define a cofinal family B of finite subalgebras of
⊕ ~A as follows.
B =
{〈⋃
i∈F
⊕i[Bi]
〉 ∣∣∣∣∣ F ∈ [I]<ℵ0 and ~B ∈
∏
i∈F
Bi
}
.
Given n ≤ d, finite F (k) ⊂ I for k < n, and Bk,i ∈ Bi for k < n and i ∈ F (k),
it suffices to show that |⌣ ~C where Ck =
〈⋃
i∈F (k)⊕i[Bk,i]
〉
. Suppose that ~U ∈∏
k<n Ult(Ck), ~x ∈
∏ ~U , and ∧ ~x = 0. It suffices to find k, l < n such that
Uk ∩ Cl 6= Ul ∩ Ck. Since Ck =
〈∧
i∈F (k)⊕i[Bk,i]
〉
∨
, there exists ~y ∈ ∏ ~U such
that yk ≤ xk for k < n and yk =
∧
i∈F (k)⊕i(zk,i) where zk,i ∈ Bk,i. Hence,∧
~y = 0 and ⊕i(zk,i) ∈ Uk. By independence, there exists i ∈
⋃
k<n F (k) such that∧
F (k)∋i zk,i = 0. Let Vk = ⊕−1i [Uk] for k < n where i ∈ F (k). By hypothesis,
there exist k, l < n such that i ∈ F (k), F (l) and Vk ∩ Bk,i 6= Vl ∩ Bl,i. Hence,
Uk ∩Cl 6= Ul ∩Ck. 
Lemma 6.1.12. Given |⌣(Bi)i<n in A and Boolean homomorphisms R A
roo R
eoo
such that r ◦ e = id: R→ R, we then have |⌣i<n r[Bi] in R.
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Proof. Let Ci = r[Bi] for i < n. Given ~V ∈
∏
i<nUlt(Ci), ~y ∈
∏ ~V , and ∧ ~y = 0,
it suffices to show that Vi ∩ Cj 6= Vj ∩ Ci for some i, j. Let Ui = Bi ∩ r−1[Vi] and
xi = e(yi) for i < n. Then ~x ∈
∏
~U and
∧
~x = 0. Hence, there exist i, j < n and
z ∈ Ui ∩ Bj such that −z ∈ Uj ∩ Bi. Letting w = r(z), we have w ∈ Vi ∩ Cj and
−w ∈ Vj ∩ Ci. 
Corollary 6.1.13. For each d ≤ ω, the d-ary SFN is preserved by retracts.
6.2. Finite functors destroying ternary commutativity. Given a topological
spaceX , its nth symmetric power is the quotient SPn (X) of Xn with respect to the
right action of Sn defined by xg = x ◦ g for all x : n → X and all bijective g : n→
n. For example, (a, a, b, c)/S4 = (a, b, c, a)/S4 but if a 6= b then (a, a, b, c)/S4 6=
(a, b, c, b)/S4. Given 0 < m < n < ω and an infinite cardinal κ, consider the
problem of whether or not SPm (2κ) is homeomorphic to SPn (2κ). If κ = ω,
then 2κ ∼= SPm (2κ) ∼= SPn (2κ) for the trivial reason that 2ω is the only second-
countable crowded Boolean space (up to homeomorphism). If κ = ω1, then still
2κ ∼= SPm (2κ) ∼= SPn (2κ) but the proof, due to Sˇcˇepin, is now difficult.25 But if
κ ≥ ω2, then and SPn (2κ) is not even (homeomorphic to) a retract of SPm (2κ).
This is also due to Sˇcˇepin [21],26 who also proved in [21] that if 1 < m < n < ω
and κ ≥ ω2, then SPn (SPm (2κ)) is not homeomorphic to SPm (SPn (2κ)).
A similar phenomenon occurs for the Vietoris hyperspace operator, which we
denote by Exp. Trivially, 2ω ∼= Exp(2ω). Nontrivially, Sˇcˇepin proved that 2ω1 ∼=
Exp(2ω1) just as he did for symmetric powers. Yet Shapiro proved that if κ ≥ ω2,
then Exp(2κ) is not a continuous image of 2κ. [19]
For the purposes of this section, we will only use a weak version of the above
results.
Theorem 6.2.1. Exp(2ω2) and SPn (2ω2) for n ≥ 2 are not retracts of 2ω2.
Corollary 6.2.2. Exp(2ω2) and SPn (2ω2) for n ≥ 2 are not AE(0).
Proof. Suppose X is one of the spaces in the statement of the corollary, κ ≥ ℵ3,
and there are continuous maps X 2κ
roo X
eoo such that r ◦ e = id: X → X .
Choose M ≺ H such that ω2 ∪ {X, r, e} ⊂ M and |M | = ℵ2. Then X/M ∼= X and
2κ/M ∼= 2ω2 . Moreover, by Lemma 4.1.5, X/M is a retract of 2κ/M . Thus, we
contradict Theorem 6.2.1. 
(The above Corollary is not new, but the above proof is a pleasing example of
the elementary substructure technique.)
The symmetric powers and the Vietoris hyperspace operators are made functors
from Cpct0 to Cpct0 in the obvious way:
• SPn (f : X → Y ) ((xi)i<n/Sn) = (f(xi))i<n/Sn.
• Exp(f : X → Y )(K) = f [K].
Observe that these functors naturally restrict to functors from Fin to Fin.
Let exp and spn denote the Stone duals of the functors Exp and SPn, respectively.
These duals are unique up to isomorphism.
25 Sˇcˇepin showed that every SPn
(
2λ
)
is kappa-metrizable [20, Cor. 1], that kappa-metrizable
Boolean spaces of weight ≤ ℵ1 are AE(0) [20, Thm. 5], and that 2ω1 is the only AE(0) space with
the property that every point has character ℵ1 [22, Thm. 9]. See also [9] for proofs of these facts
in terms of Boolean algebras.
26 Sˇcˇepin explicitly proved that SPn (2κ) 6∼= SPm (2κ), but his proof clearly shows more, that
SPn (2κ) is not a retract of SPm (2κ).
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Theorem 6.2.3. If F is exp or spn for some n ≥ 2, then there is a finite Boolean
algebra B with subalgebras Ai for i < 3 such that ~A commutes well in B but
(ran(F (id : Ai → B)))i<3 does not weakly commute well in F (B).
Proof. Let G be a free Boolean algebra generated by an independent sequence
(gα)α<ω2 . Let Hs = 〈{gα | α ∈ s}〉 for s ∈ [ω2]<ℵ0 . By Lemma 3.2.7, (Hf(i))i<3
commutes wells for all f : 3→ [ω2]<ℵ0 . Let K = exp(G) and, for each s ∈ [ω2]<ℵ0 ,
Ls = ran(F (id : Hs → G)).
Choose a Davies sequence (Mα)α≤ω2 ; note that k(α) + 1 ≤ 3 for all α < ω2. Since
K is not projective, it follows from Theorem 6.1.7 that (Lf(i))i<3 does not weakly
commute well for some f : 3→ [ω2]<ℵ0 . Let Ai = Hf(i) and B =
〈⋃ ~A〉. 
Exercise 6.2.4. Find small Boolean algebras A0, A1, A2 ≤ B witnessing the above
corollary for F = exp. Do likewise for sp2.27
By results of Heindorf and Shapiro, the above destructions of various forms of
ternary commutativity by Exp and SPn do not have binary analogs.
Theorem 6.2.5 ([9, Lem. 4.3.3, 4.3.5]). If A0 |⌣ A1 in B and F is exp or sp2,
then |⌣(ran(F (id : A→ C)))i<2 in F (B).
The proof of Lemma 4.3.5 from [9] routinely generalizes from sp2 to arbitrary
spn.
Corollary 6.2.6. If F is exp or spn for some n ≥ 2, then there is a finite
Boolean algebra B with subalgebras Ai for i < 3 such that ~A commutes in B but
(ran(F (id : Ai → B)))i<3 does not weakly commute in F (B).
For the purposes of Exercise 6.2.4, we find the following the simplest implemen-
tation of exp.
Filt(A) = {F ⊂ A | F is a (proper) filter of A}
[a]A = {F ∈ Filt(A) | a ∈ F}
exp(A) = 〈{[a]A | a ∈ A}〉 ≤ P(Filt(A))
exp(f : A→ B)([a]A) = [f(a)]B
If A is a finite Boolean algebra, then exp(A) = P(Filt(A)) and |Filt(A)| = |A| − 1
because every filter of A is principal. The above implementation also makes clear
that if Ai ≤ B for i ∈ I, then
ran
(
exp
(
id :
⋂
~A→ B
))
=
⋂
i∈I
ran(exp(id: Ai → B)).
Thus, exp preserves limits of diagrams of embeddings into a common Boolean
algebra. Hence, Exp preserves colimits of diagrams of quotients of a common
Boolean space.
Following [9], the functor spn is easier to implement.
• spn(A) is the subalgebra of ⊕(A)i<n fixed by the action of Sn defined by
σ(⊕i(a)) = ⊕σ(i)(a) for a ∈ A and extended homomorphically to
⊕
(A)i<n.
27I assigned the exp half of this exercise to one of my students, Rene´ Montemayor, suggesting
he try B = P(8). He found an example ~A for this B and also an example for B = P(4), which I
verified is also an example for F = sp2.
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• spn(f : A→ B)(∧i<m∨j<n⊕i(ai,j)) = ∧i<m∨j<n⊕i(f(ai,j)).
We see that, like exp, spn preserves limits of embeddings into a common Boolean
algebra. Hence, SPn preserves colimits of quotients of a common Boolean space.
Therefore, by Corollary 6.1.8:
Corollary 6.2.7. If F is Exp or SPn for some n ≥ 2, then there exist finite sets
a0, a1, a2 such that the commutative 3-cube(
F
(
π
b(s)
b(t) : 2
b(s) → 2b(t)
) ∣∣∣ s ⊂ t ⊂ 3)
is not 3-commutative where b(∅) =
⋃
~a, b(s) =
⋂
i∈s ai for s 6= ∅, and πpq ((xi)i∈p) =
(xi)i∈q.
Given b as in the above corollary,(
π
b(s)
b(t) : 2
b(s) → 2b(t)
∣∣∣ s ⊂ t ⊂ 3)
is 3-commutative.28 Thus, Exp and SPn do not preserve ternary commutativity in
the category Fin.
Exercise 6.2.8. Find a 3-commutative 3-cube in the category Fin whose objects
are small finite sets and whose 3-commutativity is destroyed by Exp. Do likewise
for SP2.
Observe that if Exp and SPn (for n ≥ 2) preserved both colimits and limits of
arbitrary-arity spans of quotient maps between Boolean spaces, then they would
also preserve 3-commutativity. So, they do not generally preserve limits of such
spans, a fact which can be proved by small finite examples, even for binary spans.
Algebraically speaking, given a cospan of inclusions A0
id // B A1
idoo between finite
Boolean algebras and F ∈ {exp, sp2, sp3, . . .}, the subalgebra 〈⋃i<2 F (id)[F (Ai)]〉
of F (B) may be a proper subalgebra of F (id)[
〈⋃
i<2 F (Ai)
〉
]. This is presumably
the simplest explanation of why the exponential and symmetric power functors
destroy 3-commutativity. However, were I not investigating the infinitary topics of
this paper, I think I never would have stumbled onto these finitary facts.
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