Multiple cointegrating regressions are frequently encountered in empirical work as, for example, in the analysis of panel data. When the equilibrium errors are correlated across equations, the seemingly unrelated regression estimation strategy can be applied to cointegrating regressions to obtain asymptotically efficient estimators. While non-parametric methods for seemingly unrelated cointegrating regressions have been proposed in the literature, they are not computationally straightforward. We propose Dynamic Seemingly Unrelated Regression (SUR) Estimators which can be made fully parametric and are computationally straightforward to use. We study the asymptotic and small sample properties of the dynamic SUR estimators for both heterogeneous and homogenous cointegrating vectors. The estimation techniques are then applied to analyze two long-standing problems. The first revisits whether the forward exchange rate is an unbiased predictor of the future spot rate. The second problem that we study concerns the estimation of long-run correlations between national investment and national saving.
Introduction
Multiple-equation cointegrating regressions are frequently encountered in applied research. Many examples are found in the analysis of panel data. When the regression errors are correlated across cross-sectional units, the idea of seemingly unrelated regressions can be applied to cointegrating regressions to obtain asymptotically efficient estimators.
In this paper, we propose Dynamic Seemingly Unrelated Regression (SUR) Estimators for small to moderate system of N equations of cointegrating regressions both in environments where the cointegrating vectors are homogeneous across equations and where they exhibit heterogeneity. Estimation of the cointegration vector or vectors is straightforward but inference is complicated because the regressors are typically endogenous in applications encountered in macroeconomic and international economic research. We study the asymptotic and small sample properties of the dynamic SUR estimators which can be made fully parametric and are computationally straightforward to use.
Non-parametric methods for seemingly unrelated cointegrating regressions have previously been proposed in the literature. Park and Ogaki (1991) applied the SUR method to generalize Park's (1992) Canonical Cointegrating Regression estimators and Moon (1999) applied the SUR method to generalize Phillips and Hansen's (1990) fully modified estimators. The drawback of these SUR estimators, however, are that they are not computationally straightforward. One particularly troublesome feature of these estimators is that the specific form of the non-parametric transformation that is required depends on the number of common regressors in the SUR equations.
For a single-equation cointegrating regression, a parametric method for correcting endogeneity by introducing leads and lags of the first difference of the regressors has been proposed by Saikkonen (1991) , Phillips and Loretan (1991) , and Stock and Watson (1993) . When this method is applied with ordinary least squares (OLS) or generalized least squares (GLS), the resulting estimator is called the dynamic OLS or dynamic GLS estimator. We apply this parametric method to multipleequation cointegrating regressions and propose various estimators for homogeneous and heterogeneous cointegrating vectors.
The various estimators are introduced and their asymptotic distributions discussed in section 1. When the cointegration vectors display heterogeneity across equations, the first estimator that we examine is a dynamic seemingly unrelated regression (SUR) estimator. Dynamic SUR exploits the long-run cross-sectional dependence in the equilibrium errors in estimation and is asymptotically efficient. Wald statistics with limiting chi-square distributions can be conveniently constructed to test crossequation restrictions-such as homogeneity restrictions-on the cointegration vectors.
We then show that the computational burden can be lightened by focusing on the more convenient but asymptotically equivalent two-step dynamic SUR estimator. In the first step, the regressand in each equation is regressed on the leads and lags of the first difference of the regressors from all equations to control for the endogeneity problem. In the second step, the SUR strategy is applied to the residuals from the first step regressions.
In the alternative environment that we study, the cointegration vector is assumed to be homogenous across equations. Here, we examine and compare two pooled estimators. The first of these is the restricted dynamic SUR estimator which is dynamic SUR with homogeneity restrictions across equations imposed. This is a pooled estimator of the cointegration vector that exploits the long-run dependence across individuals in estimation. The other estimator that we examine is panel dynamic OLS.
As in the single-equation environment, this estimator sacrifices asymptotic efficiency because the estimator itself does not take into account the cross-equation dependence in the equilibrium errors. In contrast to previous analyses of panel cointegration vector estimators, which have been conducted under the assumption of independence across cross-sectional units, we show that the asymptotic distribution of panel dy-1 namic OLS under cross-sectional dependence is straightforward to obtain. A similar set of tradeoffs between asymptotic efficiency and finite sample robustness mentioned 1 Mark and Sul (1999) and Kao and Chiang (1998) studied the properties of panel dynamic OLS under the assumption of independence across cross-sectional units. Pedroni (1997) and Phillips and Moon (1998) study a panel fully modified OLS estimator also under cross-sectional independence. Moreover, the asymptotic theory employed in these papers allows both T and N to go to infinity.
above also governs the choice of pooled estimators in applications.
Since the dynamic SUR estimators proposed in this paper are asymptotically more efficient than the single-equation dynamic OLS estimator, why is it worthwhile to study the joint distribution of dynamic OLS estimators across equations and the associated tests of cross-equation restrictions on the cointegration vectors? One reason for doing so is that in any finite sample, estimation of long-run covariance matrices can be a thorny task, and it is important to know whether or not the predictions from asymptotic theory are borne out in small samples. If they are not, the researcher may in some cases be willing to sacrifice asymptotic efficiency in exchange for an estimator that does not depend on an estimated long-run covariance matrix across equations.
In the case of heterogeneous cointegrating vectors, we show how one can still test the homogeneity restriction with equation by equation dynamic OLS estimators, and apply a pooled estimator only if there is empirical evidence for the homogenous cointegrating vector. We study these small sample issues in a series of Monte Carlo experiments. We find that the asymptotic distribution theory developed for all of the estimators work reasonably well and that there are important and sizable efficiency gains to be enjoyed by using dynamic SUR over the OLS methods.
We go on to illustrate the usefulness and computational feasibility of the estimators by applying them in the analysis of two long-standing problems in international economics. The first application revisits Evans and Lewis's (1995) cointegrating regressions of the future spot exchange rate on the current forward exchange rate in determining whether the forward rate is an unbiased predictor of the future spot rate. Using dynamic OLS, they report a new anomaly in international finance-that the slope coefficient is significantly different from 1, from which it follows that the expected excess return from forward foreign exchange speculation is a nonstationary process. When we update Evans and Lewis's sample and employ dynamic SUR, we find the evidence for a nonstationary expected excess return to be less compelling.
Our second application re-examines the estimation of national saving and investment correlations popularized by Feldstein and Horioka (1980) . Their interpretation is that the size of the estimated slope coefficient in a regression of the national investment to GDP ratio on the national saving to GDP ratio is inversely related to the country's degree of capital mobility. Feldstein and Horioka found that the slope coefficient in their regression was not significantly different from 1, from which they conclude that the degree of international capital mobility is low. The original Feldstein-Horioka analysis employed a cross-sectional regression using time-series averages as observations. Coakley et. al. (1996) extend this work to the time-series dimension. These authors show that under a time-series interpretation, a solvency constraint restricts the current account balance to be stationary irrespective of the degree of capital mobility. Because the current account is saving minus investment, Feldstein and Horioka's cross-section regression may capture this long-run relationship when long-run time series averages are used for the regression. In our panel data application, we regress investment variables onto saving variables as a system of cointegrating regressions and test if the slope coefficient is 1. This is a more direct test of the long-run relationship implied by the solvency condition than cross-section regressions.
The remainder of the paper is organized as follows. The next section presents the alternative estimators that we examine and their asymptotic properties. In section 2 we conduct a Monte Carlo experiment to examine the small sample performance of estimators and the accuracy of the asymptotic approximations. In section 3 we apply the estimators to the spot-forward exchange rate problem and to the investmentsaving puzzle. Finally, section 4 concludes the paper.
System Estimators of Cointegration Vectors
We use the following notation. Underlined variables denote vectors, bold faced variables denote matrices, but scalars have no special notation. We consider N cointegrating regressions where N is fixed. In the analysis of panel data, these will be balanced panels of individuals indexed by i = 1, . . . , N tracked over time periods t = 1, . . . , T . W (r) is a vector standard Brownian motion for 0 ≤ r ≤ 1, and [T r] denotes the largest integer value of T r for 0 ≤ r ≤ 1. We drop the notational depen- It follows from assumption 1 that w obeys the functional central limit theorem,
matrix and its components can be partitioned as,
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The asymptotic distributions that we derive are obtained by letting T → ∞ for fixed N . For concreteness and without loss of generality, we set N = 2.
Estimation of Heterogeneous Cointegration Vectors
Section 2.2 introduces and discusses the properties of the dynamic SUR estimator.
An asymptotically equivalent but computationally more convenient two-step dynamic SUR estimator is discussed in section 1.1.2. In section 1.1.3, we discuss the joint distribution of dynamic OLS.
Dynamic SUR †
We assume that u is correlated with at most p leads and lags of ∆x = e , jt jt it (i, j = 1, 2). Let z = (∆x , . . . , ∆x ), i = 1, 2, and z = (z , z ). To con-
trol for endogeneity, project u onto z and let u be the projection error, which by it t it construction, is orthogonal to all leads and lags of e and e . For i = 1, 2, substituting 1t 2t † the projection representation of u into (1) yields the regression y = x β +z δ +u .
The equations can be stacked together in a system as,
The newly defined vector process w = (u , e , . . . , e ), has the moving average
where Ψ (L) and Ψ (L) are (N × N) and (Nk × Nk) matrix polynomials in
22
the lag operator L, respectively, which obeys the functional central limit theorem,
√Î n the appendix, we show that T β and T δ are asymptotically independsur dsurd ent. Since we are primarily interested in T β , we state the first result as, dsur
Proposition 1 (Asymptotic distribution of dynamic SUR). Suppose the triangular
0 B e 2 and R be a q × 2k matrix of constants such that Rβ = r. Then as T → ∞, 
The Wald statistic defined in (6) can be used to test homogeneity restrictions on the cointegrating vectors, H : β = β .
In applications, we replace Ω with a consistent estimator, Ω → Ω . Such an uu uu uu estimator might be called a 'feasible' dynamic SUR estimator. It is easy to see that the asymptotic distribution of the feasible dynamic SUR estimator is identical to the dynamic SUR estimator of proposition 1. Accordingly, we will generally not make a distinction between estimators formed with a known Ω or one that is estimated. To keep the exposition simple, our presentation here is made in terms of linear least squares projections and projection errors instead of the OLS regressions and regression errors that one would use in practice. It should be obvious that the 'feasible' two-step dynamic SUR estimator that employs OLS regressions in the first stage to control for the endogeneity problem is asymptotically equivalent to the estimator that is presented.
y To form the estimator, let z γ be the linear-least squares projection of y onto z it t t i x and let (I ⊗ z )γ be the vector of projections of x onto z . Use a 'tilde' to denote
dynamic SUR estimator would employ OLS regressions to estimate these projections. Now in terms of the projection errors we have,ỹ =x β + u , which can be stacked
together as the system, ỹ = X β + u ,
The two-step dynamic SUR estimator,
is asymptotically equivalent to the dynamic SUR estimator in (4). Since asymptotic equivalence is achieved in regressions using least squares residuals from first-stage regressions, we will henceforth assume that endogeneity has been controlled for in this fashion and will work in terms of these first-stage regression residuals.
Dynamic OLS
Dynamic OLS is a single-equation estimator and therefore ignores dependence across individuals in estimation. Thus controlling for endogeneity in equation i is achieved † by projecting u onto z and not onto z = (z ,z ) as in dynamic SUR. Using
dynamic OLS in a multiple equation setting results in a loss of asymptotic efficiency relative to dynamic SUR but with a gain of computational convenience since it is less heavily parameterized. While the joint distribution of dynamic OLS across equations depends on the long-run covariance matrix, Ω , the estimator itself does not. element of x on z . The dynamic OLS estimator is obtained by running equation
it it
2 Rather than introducing even more notation, we keep with the 'tilde' even though the projections in this section are on z whereas in the remainder of the paper they are projections on z .
it t by equation OLS on these first-stage projection errors. Since we want to discuss the multivariate distribution of the dynamic OLS estimators for different equations, it is c onvenient to stack the equations together as the system,ỹ = X β + u ,
Now, the dynamic OLS estimator can be written as,
for which we have, 
Proposition 2 (Joint asymptotic distribution of dynamic OLS). Suppose the triangular representation of assumption 1 holds. Then as T → ∞,
trix of constants such that Rβ = r.
Proofs of propositions 2 through 4 are omitted since they are reasonably straightforward.
Estimation of Homogeneous Cointegration Vectors
We now turn to estimation of the cointegration vector under homogeneity, β = 1 β = β. We first discuss the restricted dynamic SUR estimator. This is the dynamic 2 SUR estimator discussed above with homogeneity restrictions imposed and has a generalized least squares interpretation. Section 1.2.2 discusses the panel dynamic OLS estimator.
Restricted SUR
As in two-step dynamic SUR, we first purge endogeneity by projecting y and each it element of x on z . Letỹ andx denote the resulting projection errors. The
problem is to estimate β, in the system of equationsỹ =x β+u where β = β = β.
Stacking these equations together, we have,
Let Ω = LL be the lower-triangular Choleski decomposition of the long-run 
SUR estimator is obtained by running OLS on these transformed observations,
The properties of this estimator are given in,
iT (x , . . . ,x ) is the T ⊗k matrix of regressors, andũ = (ũ ,ũ ) . The stacked system of observations 
rdsur q rdsur rdsur
Panel Dynamic OLS
The panel dynamic OLS estimator ignores cross-sectional dependence in estimation.
However, we can control for cross-equation endogeneity by working with first-stage 6 projection errors from projecting y and each element of x on z = (z ,z ) .
Using 'tildes' to denote the resulting least-squares residuals, the panel dynamic OLS estimator is,
where x = (x ,x ) is a k × 2 matrix. The asymptotic sampling properties of panel
dynamic OLS under cross-sectional dependence are given in,
Proposition 4 (Joint asymptotic distribution of dynamic OLS). Suppose the triangular representation of assumption 1 holds. Let B = (B ,B )
,
, and R be a q × 2k matrix of 
Experimental Design
The cointegrating regression has a single regressor and the general form of the data generating process (DGP) is given by, †
it it η = Aη + (19)
where η = (u ,u ,e ,e ) , = ( , , , ) ∼ N(0, Σ). Observations are 1t 2t 1t 2t 3t 4t t 1t 2t t generated under three specifications which differ according to the degree of crosssectional dependence. They are, Case I. Here, we build in 'own equation' endogeneity but no cross-sectional endo- † geneity by specifying u to be correlated with leads and lags of e for i = j but jt it not for i = j and we allow only contemporaneous cross-sectional dependence in † † the equilibrium errors u and u . This is achieved by setting matrix values, absolute value of the t-ratio for φ is less than some appropriate critical value, c , reset We observe substantial efficiency gains to using dynamic SUR in case III where there is a high degree of cross-equation correlation. For T = 50, the mean-square error of the dynamic SUR estimator is 33 percent lower than that of dynamic OLS and the mean-square error of feasible SUR estimator is a 20 percent lower. These efficiency gains grow when T = 300. Both dynamic OLS and dynamic SUR exhibit some upward bias in small samples. The bias is slightly more severe for dynamic SUR. There is little difference in bias between dynamic SUR and feasible dynamic SUR.
We conclude from We now turn to the small-sample properties of test statistics for a test of homogeneity of the slope coefficient, β = β , in the cointegrating regressions. 
Applications
In this section we illustrate the usefulness of the dynamic SUR estimators by applying them to two empirical problems in international economics. Our first application revisits the anomaly reported by Evans and Lewis (1993) that the expected excess return from forward foreign exchange rate speculation is nonstationary.
In our second application, we revisit the problem posed by Feldstein and Horioka (1980) of estimating the correlation between national saving rates and national investment rates and the interpretation of this correlation as a measure of international capital mobility.
Spot and Forward Exchange Rates
Let s be the logarithm of the spot exchange rate between the home country and it country i, and let f be the associated 1-period forward exchange rate. It is widely and f and p = f − E (s ) be the expected excess return from forward foreign
exchange speculation. The spot rate can now be decomposed as
where = s − E (s ) is the rational expectations error and the equilibrium
error has the decomposition s
that the expected excess return p is nonstationary and cointegrated with f . Evans
it it
and Lewis ask whether p is I(0) or I(1), by estimating the regression
by dynamic OLS using monthly observations from January 1975 through December 1989 on the dollar rates of the pound, deutschemark, and yen, and testing the hypothesis H : β = 1. They are able to reject that the slope coefficient is 1 at small o i significance levels. The implied nonstationarity of the excess return is an anomaly.
We revisit the Evans and Lewis problem using an updated data set. Our data are rolling 30 day spot and 30-day forward exchange rates for the pound, deutschemark, and yen relative to the dollar. Because all of the currency prices are in terms of a common numeraire currency, cross-equation error correlation is likely to be important.
The 286 To investigate the sensitivity of the results to variations in the lead-lag specification used to control for endogeneity, we perform estimation with 2 leads and lags, and with 3 leads and 2 leads (no contemporaneous nor lagged values). The rationale for omitting the contemporaneous and lagged values of ∆f is that under rational t expectations if the forward exchange rate is the optimal predictor of the future spot † rate, the equilibrium error u is orthogonal to any date t information. As can be it+1 seen, the results are qualitatively similar across the alternative lead-lag specifications.
Here, as in many rational expectations models, it is more important to include leads than lags for similar reasons.
We conclude that the evidence for nonstationarity of the excess return is less compelling according to the dynamic SUR slope coefficient estimates under homogeneity restrictions.
National Saving and Investment Correlations
I Let be the time-series average of the investment to GDP ratio in country
Y i S
i, and be the analogous time-series average of the saving ratio to GDP ratio.
Y i Feldstein and Horioka (1980) run the cross-sectional regression,
to test the hypothesis that capital is perfectly mobile internationally. They find that β is significantly greater than 0, and conclude that capital is internationally immobile.
The logic behind the Feldstein and Horioka regression goes as follows. Suppose that capital is freely mobile internationally. National investment should depend primarily on country-specific shocks. If the marginal product of capital in country i is high, it will attract investment. National saving on the other hand will follow investment opportunities not just at home, but around the world and will tend to flow towards projects that offer the highest (risk adjusted) rate of return. The saving rate in country i then is determined not by country-i specific events but by investment opportunities around the world. Under perfect capital mobility, the correlation between national investment and national saving should be low. After the cross-sectional study of Feldstein and Horioka (1980) , a number of cross-sectional and panel studies have reported that national saving rates are highly correlated with national investment rates [For surveys of the Feldstein-Horioka literature, see Bayoumi (1997) and Coakley et. al. (1998) ].
However, several theoretical studies have shown that The Feldstein-Horioka (1980) logic is not airtight. Obstfeld (1986) , Cantor and Mark (1988) , Cole and Obstfeld (1991) Baxter and Crucini (1993) all provide counterexamples where the economic environment is characterized by perfect capital mobility but decisions by optimizing agents lead to highly correlated saving and investment rates. Along with theoretical criticism against Feldstein and Horioka hypothesis, more than a dozen of empirical studies have criticized the econometrics of the Feldstein and Horioka regression by arguing that the saving and investment ratios are non-stationary. Coakley et.al. (1996) suggest an alternative interpretation of the long-run relationship between saving and investment. By the national income accounting identity, the difference between national investment and national saving is the current account balance. Coakley et.al. argue that the current account must be stationary when the present value of expected future debt acquisition is bounded. In other words, whether the current account balance is stationary or not depends on whether this long-run solvency constraint holds and not on the degree of capital mobility. If saving and investment are unit root nonstationary, they are cointegrated with a cointegrating vector (1,-1). Thus the long-run relationship between saving and investment studied by time series cointegrating regressions is best interpreted as a test of the long-run solvency constraint and not of the degree of capital mobility. Furthermore, Coakley and Kulasi (1997), Hussein (1998), and Jansen (1996) show that the saving and investment ratios are cointegrated.
We re-examine the Feldstein-Horioka puzzle with dynamic SUR using 100 quar- vector of (1,-1). Second, if we assume that saving-GDP ratio and investment-GDP ratio are unit root nonstationary, we must interpret saving and investment in their model to be normalized by GDP. The second version of their model implies that the current account over GDP is stationary and that saving and investment normalized by GDP are cointegrated with a cointegrating vector of (1,-1).
For the first version of Coakley et.al.' s model, the regression should be run in log levels,
For the second version of the model, the regression should be run in after normalizing saving and investment by GDP.
Presumably, the reason for normalizing investment and saving by GDP in many applications is to transform the data into stationary observations, as they would if the economy is on a balanced growth path. However, we find very little empirical evidence With 100 observations, we use p = 2 leads and lags in the endogeneity correction and choose m using the Campbell-Perron rule. It is not feasible for us to simultaneously estimate the regressions for all 12 countries because of the excessive number of parameters that we need to estimate to implement dynamic SUR. Instead, we break the panel into subsamples and estimate separate systems for European and non European countries. Table 6 reports our estimates of the regression (21) in ratio form. For the European countries, the dynamic SUR slope coefficients for the UK and Germany are low, and are near 1 for France and Italy whereas for Switzerland and Finland they exceed 1. In the case of Finland, significantly so. For non European countries, the point estimates are near 1 for the U.S., Canada, and Japan but the estimate for Australia is quite low.
8 We use Im, Pesaran, and Shin (1997) test to examine the stationarity of saving and investment. The summary of our findings is as follows: i) S/Y or I/Y is not stationary, ii) Both ln(S) and ln(I) are not stationary, iii) Both (S − I)/Y and ln(S/I) are stationary. These results are not reported here but are available from the authors upon request.
Tests of homogeneity are mixed. In the European system, the test statistic for homogeneity has asymptotic p-value of 0.037 whereas the p-value for the test that all slope coefficients are 1 is 0.058. Similarly, for the non-European system, the chisquare test statistic for homogeneity has p-value of 0.508 whereas the p-value for the test all slope coefficients are 1 is 0.034. These results suggest that it is reasonable to pool and to re-estimate under homogeneity. When we do so, we obtain a restricted dynamic SUR estimate for the European nations of 1.032 which is insignificantly different from 1. However, for non-European countries, we obtain a point estimate of 0.825 which is significantly different from 1.
Looking at the estimates from the levels regression, the European data set tells a mixed story. The point estimate for Switzerland of 0.926 is significantly less than 1 (t= 2.10), but the Wald test does not reject the homogeneity restriction at any reasonable level. As a result, we pool and re-estimate under homogeneity restrictions on the slope coefficient with restricted dynamic SUR and obtain a point estimate of 0.983, which is insignificantly different from 1. In the levels regression for the non-European countries, only the dynamic SUR estimate for the US of 1.077 lies significantly above 1. The homogeneity restriction is not rejected so we pool and obtain a restricted dynamic SUR estimate of 1.011 which is insignificant different from 1.
To summarize, the weight of the evidence suggests that the long-run slope coefficients in the saving-investment regressions are very close to 1 for most countries which is consistent with the hypothesis that Coakley et.al.' s solvency constraint is not violated.
Conclusion
In this paper, we proposed Dynamic SUR Estimators for multiple-equation cointegrating regressions both in situations when the cointegration vector displays heterogeneity across equations and when it is homogeneous. These estimators exploit the cross-equation correlation in the errors, are asymptotically efficient, and are computationally more convenient to use than the existing nonparametric versions of seemingly unrelated cointegrating regression estimators. Our Monte Carlo studies suggest that the small sample properties conform largely according to the predictions of the asymptotic theory. In most of the cases that we examined, dynamic SUR estimators are more efficient than dynamic OLS estimators which do not utilize the cross-equation correlation. The efficiency gain is increasing in the correlation of the equilibrium errors across equations. In the homogenous cointegrating vector case, the efficiency gain is also increasing in the difference between in the error variance across equations.
These results stand in contrast to Park and Ogaki's (1991) seemingly unrelated CCR estimators, which also are asymptotically efficient, but were found in many cases to be less efficient than equation-by-equation CCR estimators in small samples.
We showed that these estimators can be successfully applied in small to moderate systems where the number of time periods, T , is substantially larger than the number of equations, N . Dynamic SUR will not be computationally feasible in systems of large N because the number of free parameters that must be estimated in the error correlation becomes unwieldy for large N. In the foreign exchange rate application, N is 3 and this size condition is satisfied. However, in the saving-investment regression, we found it necessary to split up the sample. We did so according to geography so that each subsample might reasonably exhibit different levels of cross-equation error correlation. Notes: χ is the test statistic for testing the homogeneity hypothesis β = β = β . χ is 1 2 3 2 3 the test statistic for testing the homogeneity hypothesis β = β = β = 1. 
