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Abstract
Sum-of-norms clustering is a clustering formulation based on convex optimization
that automatically induces hierarchy. Multiple algorithms have been proposed to solve
the optimization problem: subgradient descent by Hocking et al. [6], ADMM and
ADA by Chi and Lange [4], stochastic incremental algorithm by Panahi et al. [10]
and semismooth Newton-CG augmented Lagrangian method by Yuan et al. [13]. All
algorithms yield approximate solutions, even though an exact solution is demanded
to determine the correct cluster assignment. The purpose of this paper is to close
the gap between the output from existing algorithms and the exact solution to the
optimization problem. We present a clustering test which identifies and certifies the
correct cluster assignment from an approximate solution yielded by any primal-dual
algorithm. The test may not succeed if the approximation is inaccurate. However,
we show the correct cluster assignment is guaranteed to be found by a symmetric
primal-dual path following algorithm after sufficiently many iterations, provided that
the model parameter λ avoids a finite number of bad values. Numerical experiments
are implemented to support our results.
1 Introduction
Clustering is a fundamental problem in unsupervised learning. The goal of clustering is to
seek a partition of n points, a1,a2, . . . ,an ∈ Rd, such that points in the same subset are
closer to each other than those that are not. Clustering is usually formulated as a discrete
optimization problem, which is combinatorially hard to solve and beset by nonoptimal local
minimizers. Classical methods such as k-means and hierarchical clustering are prone to these
issues.
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Meanwhile, issues of hardness and suboptimality of many nonconvex optimization prob-
lems are resolved by convex relaxation. At an affordable computational cost, convex relax-
ation yields a good solution to the original problem. Pelckmans et al. [11], Hocking et al. [6],
and Lindsten et al. [8] proposed the following convex formulation for the clustering problem:
min
x1,...,xn∈Rd
f ′(x) =
1
2
n∑
i=1
‖xi − ai‖2 + λ
∑
1≤i<j≤n
‖xi − xj‖ . (1)
where a1,a2, . . . ,an denote the given data and λ denotes the tuning parameter. The formu-
lation (1) is best known as sum-of-norms (SON) clustering, convex clustering, or clusterpath
clustering. The clusters are read from the optimizer of (1). Let x∗1,x
∗
2, . . . ,x
∗
n denote the
optimizer. Points i, i′ are assigned to the same cluster if x∗i = x
∗
i′ , and they are assigned to
different clusters otherwise.
The optimizer must satisfy the following condition:
x∗i − ai + λ
∑
j 6=i
w∗ij = 0 ∀i = 1, . . . , n, (2)
where w∗ij is the subgradients of the Euclidean norm ‖xi − xj‖ satisfying
w∗ij =
{
x∗i−x∗j
‖x∗i−x∗j‖ , for x
∗
i 6= x∗j ,
arbitrary point in B(0, 1), for x∗i = x
∗
j ,
with w∗ij = −w∗ji in the second case. We use B(c, r) to denote a closed Euclidean ball
centered at c of radius r.
The first term of the objective function ensures x∗ is a good approximation of the original
data a, while the second term penalizes the differences x∗i − x∗i′ . As a result, the second
term tends to make x∗i equal to each other for many i. Furthermore, the tuning parameter
λ controls the number of clusters indirectly. When λ = 0, each point is assigned to a cluster
of its own. When λ is sufficiently large, all points are assigned to the same cluster.
In this paper, we only consider the l2 norm. Nonetheless, the reader should be aware
that many other norms such as l1, l∞, or the general lp norms are also extensively studied in
the literature of sum-of-norms clustering. Also, many researchers investigate the weighted
penalty in the objective function. However, our result only applies to the case of unit weights.
Many algorithms, both primal-only and primal-dual methods, have been proposed to
solve (1). Primal-only algorithms include subgradient descent by Hocking et al. [6] and
stochastic incremental algorithm by Panahi et al. [10]. Primal-dual algorithms are also
widely considered such as ADMM and ADA by Chi and Lange [3], and semismooth Newton-
CG augmented Lagrangian method by Yuan et al. [13]. All these iterative algorithms yield
only approximate solutions, even though exact knowledge of the optimizer is demanded to
determine the clusters.
To identify the correct clusters from an approximate solution, authors in practice propose
the following approximate test with an artificial tolerance,  > 0. If the approximate solution
satisfies ‖xi − xi′‖ ≤ , i, i′ are assigned to the same cluster. Otherwise, i, i′ are assigned to
different clusters. Hence, the value of artificial tolerance is critical. Unfortunately, to the best
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of our knowledge, neither the value of the tolerance nor the approximate test itself has been
rigorously justified. The test is not robust. Since the relation ‖xi − xi′‖ ≤  is not transitive,
it is not clear how the test would cluster points i, j, k if ‖xi − xj‖ ≤ , ‖xj − xk‖ ≤ , and
‖xi − xk‖ > . The test may not be accurate. The clusters obtained by the approximate
test could deviate from the clusters corresponding to the optimizer of (1). The inaccuracy
may lead to the failure of known properties of sum-of-norms clustering such as the recovery
of a mixture of Gaussians and the agglomeration property. It has been established that for
the appropriate choice of λ, (1) exactly recovers a mixture of Gaussians due to Panahi et
al. [10], Sun et al. [13], and Jiang et al. [7]. However, it is unknown if the recovery result
still holds when the approximate test is applied. Hocking et al. [6] conjectured that sum-
of-norms clustering is agglomerative in the sense that as λ increases, clusters may fuse but
never break apart. The conjecture was proven by Chiquet, Gutierrez and Rigaill [5] with
some techniques which may not be applicable when the approximate test is implemented.
Thus the agglomeration property may no longer hold. The full agglomeration theorem is
stated as follows.
Theorem 1. If there is a C such that minimizer x∗ of (1) at λ satisfies x∗i = xˆ for i ∈ C,
x∗i 6= xˆ for i /∈ C for some xˆ ∈ Rd, then at any λ′ ≥ λ, there exists an xˆ′ ∈ Rd such that
the minimizer of (1), x¯∗, satisfies x¯∗i = xˆ
′ for i ∈ C.
Let fusion values denote the values of λ at which clusters fuse to form a larger cluster.
According to Theorem 1, there are at most n fusion values.
The purpose of this paper is to present our clustering test and to justify it rigorously. The
clustering test takes a primal and dual feasible solution for the second-order cone formulation
of sum-of-norms clustering and attempts to determine all clusters. The test may report
‘success’ or ‘failure’. If the test reports ‘success’, all clusters are correctly identified and a
certificate is produced. The test and the proof of correctness are stated in Section 4. The
proof heavily relies on two sufficient conditions for clustering and distinct clustering, which
are presented in Section 2. The test requires the knowledge of a primal and dual feasible
solution for the conic formulation of sum-of-norms clustering, which can be constructed from
the output of any primal-dual algorithm. The conic formulation and algorithms are stated in
Section 3. If a primal-dual path following algorithm is used, the test is guaranteed to report
‘success’ after a finite number of iterations except the test may never report ‘success’ when
λ is at a fusion value. These results are shown in Section 6. The proof of the theoretical
guarantee is a result of the properties of the central path, which are stated in Section 5. In
Section 7, we present a few computational experiments to verify our test in practice.
2 Sufficient conditions on clustering
Let C ⊆ {1, 2, ..., n} denote a subset. To draw meaningful conclusions about C, we use the
two sufficient conditions in this section to develop our test. Theorem 2 is due to Chiquet
et al. [5], which is a sufficient condition for clustering. The reader may refer to the work
by Jiang, Vavasis and Zhai [7] for an exposition of Theorem 2. Theorem 3 is a sufficient
condition for distinct clustering; its proof is trivial.
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Let x∗ denote the optimal solution of (1), and let x denote the output of some primal-dual
algorithm which solves (1).
Theorem 2. Suppose there exist q∗ij for all i, j ∈ C, i 6= j solving the following system (3).
Then there exists some xˆ ∈ Rd such that the minimizer x∗ of (1) satisfies x∗i = xˆ for i ∈ C,
hence C is a cluster or part of a larger cluster.
ai − 1|C|
∑
l∈C
al = λ
∑
j∈C−{i}
q∗ij, ∀i ∈ C,∥∥q∗ij∥∥ ≤ 1, ∀i, j ∈ C, i 6= j,
q∗ij = −q∗ji, ∀i, j ∈ C, i 6= j.
(3)
Theorem 3. Define τ > 0 such that the true optimizer and the approximate solution are
at distance of at most τ away (i.e. ‖x − x∗‖ ≤ τ). If there exist i, j ∈ C such that
‖xi − xj‖ > 2τ , then C is not a cluster or part of a larger cluster.
3 Feasibility and complementary slackness
In this section, we consider a second-order cone (SOCP) formulation of (1). Both feasibility
and complementary slackness are stated. A second-order cone program can be directly solved
by a feasible interior-point method. For infeasible algorithms such as the ADMM proposed
by Chi and Lange [3], we construct a feasible solution for the SOCP from the outputs of
such algorithms.
3.1 Second-order cone formulation
We first present the equivalent SOCP formulation to (1)
min
x,y,z,s,u,t
f(x,y, z, s, u, t) =
n∑
i=1
si + λ
∑
1≤i<j≤n
tij (4a)
s.t xi − xj − yij = 0 , ∀1 ≤ i < j ≤ n , (4b)
xi − zi = ai , ∀i = 1, . . . , n , (4c)
si − ui = 1 , ∀i = 1, . . . , n , (4d)
tij ≥ ‖yij‖ , ∀1 ≤ i < j ≤ n , (4e)
si ≥
∥∥∥∥(ziui
)∥∥∥∥ , ∀i = 1, . . . , n . (4f)
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The SOCP formulation of the dual problem is as follows.
max
δ,β,γ
h(δ,β, γ) =
n∑
i=1
aTi βi +
n∑
i=1
γi (5a)
s.t −
i−1∑
j=1
δji +
n∑
j=i+1
δij + βi = 0 , ∀i = 1, . . . , n , (5b)
λ ≥ ‖δij‖ , ∀1 ≤ i < j ≤ n , (5c)
1− γi ≥
∥∥∥∥(βiγi
)∥∥∥∥ , ∀i = 1, . . . , n . (5d)
Both primal and dual problems are feasible, and Slater condition holds for both problems.
Consider the following primal and dual feasible solution:
xi = ai, zi = 0, si = 1, ui = 0, ∀i = 1, . . . , n; yij = ai−aj, tij = ‖ai − aj‖+1, ∀1 ≤ i < j ≤ n.
δij = 0, ∀1 ≤ i < j ≤ n; βi = 0, γi = 0, ∀i = 1, . . . , n.
which is a also primal and dual Slater point. Hence, strong duality holds since the problem
is formulated as convex optimization.
For the clustering test, we require primal-dual feasibility for the above primal and dual
SOCP. Such a primal and dual feasible solution can be obtained by applying a feasible
primal-dual interior-point method to the problem above. Each iterate of the algorithm is
feasible, so is the output. Nevertheless, the output may not be feasible for our SOCP when
a general primal-dual algorithm is used to solve for (1). Luckily, given that the output is
close to the feasible set, we are able to find a small perturbation on the output to attain
feasibility. The rest of the section elaborates on the perturbation and validates feasibility
for the perturbed solution.
Now let us consider a general primal-dual algorithm which solves (1) and yields an output
that is either in or close to the feasible set. The dual of (1) is as follows.
max
δ
h′(δ) = −1
2
n∑
i=1
∥∥∥∥∥
i−1∑
j=1
δji −
n∑
j=i+1
δij
∥∥∥∥∥
2
−
∑
1≤i<j≤n
〈δij,ai − aj〉 (6a)
s.t ‖δij‖ ≤ λ , ∀1 ≤ i < j ≤ n . (6b)
Notice the formulation is equivalent to the SOCP dual after β and γ are eliminated. Let
(x, δ) denote the output yielded by the primal-dual algorithm. To construct a feasible
solution from (x, δ), we first update δ as follows
δij ←
{
λδij
‖δij‖ , if ‖δij‖ > λ,
δij, otherwise.
The updated δij has norm no more than λ. Notice that the perturbation is small provided
that the dual solution was already close to the feasible set. Next, define the following
5
variables:
yij = xi − xj, ∀1 ≤ i < j ≤ n,
zi = xi − ai, ∀i = 1, . . . , n,
si =
1
2
(1 + ‖zi‖2), ∀i = 1, . . . , n,
ui =
1
2
(−1 + ‖zi‖2), ∀i = 1, . . . , n,
tij = ‖yij‖, ∀1 ≤ i < j ≤ n,
βi =
i−1∑
j=1
δji −
n∑
j=i+1
δij, ∀i = 1, . . . , n,
γi =
1
2
(1− ‖βi‖2), ∀i = 1, . . . , n.
It can be easily verified that these newly defined variables, x from the primal-dual algorithm
and the updated δ form a primal and dual feasible solution for the SOCP. The original
objective function value at (x, δ) and the SCOP objective function value at the updated
solution differ by a constant n
2
:
f ′(x) =
1
2
n∑
i=1
‖xi − ai‖2 + λ
∑
1≤i<j≤n
‖yij‖
=
n∑
i=1
si − n
2
+ λ
∑
1≤i<j≤n
tij
= f(x,y, z, s, u, t)− n
2
(7)
h′(δ) = −1
2
n∑
i=1
‖
n∑
j=i+1
δij −
i−1∑
j=1
δji‖2 −
∑
1≤i<j≤n
〈δij,ai − aj〉
=
n∑
i=1
γi − n
2
+
n∑
i=1
〈ai,βi〉
= h(δ,β, γ)− n
2
(8)
3.2 Complementary slackness
Let (x,y, z, s, u, t, δ,β, γ) be a primal and dual feasible solution for the SOCP formulation
of sum-of-norms clustering. Let us define ij =
(
ij1
ij2
)
for all 1 ≤ i < j ≤ n and σi =
σi1σi2
σi3

for all i = 1, . . . , n as follows:
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tijλ+ y
T
ijδij = 
ij
1 , ∀1 ≤ i < j ≤ n, (9)
tijδij + λyij = 
ij
2 , ∀1 ≤ i < j ≤ n, (10)
si(1− γi) + zTi βi + uiγi = σi1, ∀i = 1, . . . , n, (11)
siβi + (1− γi)zi = σi2, ∀i = 1, . . . , n, (12)
siγi + (1− γi)ui = σi3, ∀i = 1, . . . , n. (13)
At the optimizer, there hold  = 0,σ = 0 by KKT conditions. The system of equalities
above becomes the complementary slackness condition. At an approximate solution, the
right-hand sides ,σ are non-zero. If ij =
(
µ′
0
)
,σi =
µ′0
0
 for all i = 1, . . . , n and for all
1 ≤ i < j ≤ n, we refer the corresponding solution as a µ′-centered solution. Otherwise, an
upper bound on general right-hand sides ,σ can be derived from the duality gap:
f ′(x)− h′(δ)
=f(x,y, z, s, u, t)− h(δ,β, γ) (By (7) and (8))
=
n∑
i=1
si −
n∑
i=1
γi +
n∑
i=1
〈xi − ai,βi〉+ λ
∑
1≤i<j≤n
tij −
n∑
i=1
〈xi,βi〉 (By adding and subtracting
n∑
i=1
〈xi,βi〉)
=
n∑
i=1
si −
n∑
i=1
γi +
n∑
i=1
〈xi − ai,βi〉+ λ
∑
1≤i<j≤n
tij −
n∑
i=1
〈xi,
i−1∑
j=1
δji −
n∑
j=i+1
δij〉 (By (5b))
=
n∑
i=1
si −
n∑
i=1
γi +
n∑
i=1
〈xi − ai,βi〉+ λ
∑
1≤i<j≤n
tij −
∑
1≤i<j≤n
〈xj − xi, δij〉 (By expanding the summation)
=
n∑
i=1
(si − γi + 〈xi − ai,βi〉) +
∑
1≤i<j≤n
(λtij + 〈yij, δij〉) (By (4b))
=
n∑
i=1
(si(1− γi) + 〈zi,βi〉+ uiγi) +
∑
1≤i<j≤n
(λtij + 〈yij, δij〉) (By (4c), (4d))
=
n∑
i=1
σi1 +
∑
1≤i<j≤n
ij1
Each term in the both summations is non-negative as shown below:
σi1 = si(1− γi) + 〈zi,βi〉+ uiγi =
1
2
(‖zi‖2 + 2〈zi,βi〉+ ‖βi‖2) ≥ 0, ∀i = 1, . . . , n,
ij1 = λtij + 〈yij, δij〉 ≥ λtij − ‖yij‖ ‖δij‖ ≥ λtij − λ ‖yij‖ = 0, ∀1 ≤ i < j ≤ n.
Define µ := f ′(x) − h′(δ) to be the duality gap at the feasible solution. Combined with
the non-negativity condition, σi1, 
ij
1 satisfy σ
i
1 ≤ µ for all i = 1, . . . , n and ij1 ≤ µ for all
1 ≤ i < j ≤ n. At termination, the duality gap µ at the feasible solution is small, which
implies the right-hand sides σi1, 
ij
1 are also well bounded.
7
We now have σi1, 
ij
1 upper bounded in terms of µ, and the remainder of the section is
to establish upper bounds on
∥∥ij2 ∥∥ and ∥∥∥∥(σi2σi3
)∥∥∥∥. In fact, in (14) and (15) below, we show
that both are upper bounded by O(
√
µ). Consider a general setting of second-order cone
programming.
Lemma 4. Let (x, z) denote a primal and dual feasible solution for a second-order cone
program where x =
(
x0
x¯
)
, z =
(
z0
z¯
)
. If xTz ≤ µ, then ‖z0x¯+ x0z¯‖ ≤
√
2x0z0µ.
Proof. If x0 = 0, then ‖x¯‖ ≤ x0 = 0 by feasibility assumption. Hence, x¯ = 0, which implies
‖z0x¯+ x0z¯‖ = 0 ≤
√
2x0z0µ. If z0 = 0, then z satisfies ‖z0x¯+ x0z¯‖ = 0 ≤
√
2x0z0µ by the
same argument.
Otherwise, x0 > 0, z0 > 0, and we derive the following inequalities
xTz = x0z0 + x¯
T z¯ ≤ µ
⇒ 1 + x¯
T
x0
z¯
z0
≤ µ
x0z0
(Since x0 > 0, z0 > 0)
⇒
∥∥∥∥ x¯x0 + z¯z0
∥∥∥∥2 = ∥∥∥∥ x¯x0
∥∥∥∥2 + ∥∥∥∥ z¯z0
∥∥∥∥2 + 2 x¯Tx0 z¯z0 ≤ 2− 2 + 2µx0z0 (Since x0 ≥ ‖x¯‖ , z0 ≥ ‖z¯‖)
⇒
∥∥∥∥ x¯x0 + z¯z0
∥∥∥∥ ≤√ 2µx0z0
⇒ ‖z0x¯+ x0z¯‖ ≤
√
2x0z0µ.
Let a¯ := 1
n
∑n
i=1 ai denote the centroid of all data points. Let x
′
1 := x
′
2 := ... := x
′
n := a¯.
Then the primal objective value of the original sum-of-norms formulation at x′ is
f ′(x′) =
1
2
n∑
l=1
‖a¯− al‖2 .
Let δ′ij = 0 for all 1 ≤ i < j ≤ n. Then δ′ is a feasible solution to the dual problem of the
original formulation and the dual objective value at δ′ is
h′(δ′) = 0.
Let f ∗ and h∗ denote the primal and dual optimal values of the SOCP respectively, which
must satisfy the following inequality by strong duality:
n
2
= h′(δ′) +
n
2
≤ h∗ = f ∗ ≤ f ′(x′) + n
2
=
1
2
n∑
l=1
‖a¯− al‖2 + n
2
,
where the term n
2
comes from (7) and (8). At the feasible solution (x,y, z, s, u, t, δ,β, γ),
the objective value is at a distance of at most µ away from the optimal value, which implies
n∑
i=1
si + λ
∑
1≤i<j≤n
tij ≤ f ∗ + µ ≤ 1
2
n∑
l=1
‖a¯− al‖2 + n
2
+ µ,
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which is rearranged to
n∑
i=1
(
si − 1
2
)
+ λ
∑
1≤i<j≤n
tij ≤ 1
2
n∑
l=1
‖a¯− al‖2 + µ.
Moreover, by feasibility, si ≥ 12 holds for all i = 1, . . . , n and tij ≥ 0 holds for all 1 ≤ i <
j ≤ n. Hence,
si ≤ 1
2
n∑
l=1
‖a¯− al‖2 + 1
2
+ µ, tij ≤ 1
λ
(
1
2
n∑
l=1
‖a¯− al‖2 + µ
)
.
As tijλ+ y
T
ijδij = 
ij
1 ≤ µ,
∥∥ij2 ∥∥ has the following upper bound by Lemma 4
∥∥ij2 ∥∥ = ‖tijδij + λyij‖ ≤√2tijλµ ≤
√√√√ n∑
l=1
‖a¯− al‖2 µ+ 2µ2. (14)
Similarly, at the feasible solution, the dual objective value is at a distance of at most µ away
from the optimal value, which implies
n∑
i=1
aTi βi +
n∑
i=1
γi ≥ h∗ − µ ≥ n
2
− µ,
which is rearranged to
n∑
i=1
(
1
2
− γi
)
≤
n∑
i=1
aTi βi + µ.
By feasibility, 1
2
− γi ≥ 0, which implies
1− γi ≤ 1
2
+
n∑
i=1
aTi βi + µ.
Since λ ≥ ‖δij‖, ‖βi‖ satisfies
‖βi‖ =
∥∥∥∥∥
i−1∑
j=1
δji −
n∑
j=i+1
δij
∥∥∥∥∥ ≤ (n− 1)λ.
By Cauchy-Schwartz inequality,
aTi βi ≤ ‖ai‖ · ‖βi‖ ≤ (n− 1)λ ‖ai‖ .
Therefore, 1− γi satisfies
1− γi ≤ 1
2
+
n∑
l=1
(n− 1)λ ‖al‖+ µ.
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Since si(1− γi) + zTi βi + uiγi = σi1,
∥∥∥∥(σi2σi3
)∥∥∥∥ has the following upper bound by Lemma 4∥∥∥∥(σi2σi3
)∥∥∥∥ = ∥∥∥∥(siβi + (1− γi)zisiγi + (1− γi)ui
)∥∥∥∥ ≤√2si(1− γi)µ
≤
√√√√2 ·(1
2
n∑
l=1
‖a¯− al‖2 + 1
2
+ µ
)
·
(
1
2
+
n∑
l=1
(n− 1)λ ‖al‖+ µ
)
· µ
≤
√√√√( n∑
l=1
‖a¯− al‖2 + 1 + 2µ
)
·
(
1
2
+
n∑
l=1
(n− 1)λ ‖al‖+ µ
)
µ.
(15)
4 Clustering test
Given a primal and dual feasible solution (x,y, z, s, u, t, δ,β, γ) with duality gap µ, we find
candidate clusters as follows. First, select an index i from {1, . . . , n} arbitrarily. Construct
a ball of radius µ0.75 about xi. Create a candidate cluster with all indices k such that xk is
located in the ball about xi (i.e. {k : ‖xi − xk‖ ≤ µ3/4}). Now find an index j that is not in
any candidate cluster and construct a ball about xj. Repeat until all data points are used
up.
If the output of the primal-dual algorithm is not feasible for the second-order cone pro-
gram, we construct a feasible solution as described in the previous section. With the feasible
solution, we define
gij :=
{ −δij, if i < j,
δji, if j < i.
For any candidate cluster C, compute qij := gij+
1
m
·(xi−xj−ωi+ωj)+ 1m
∑
k/∈C(gik−gjk)
for all i, j ∈ C, i 6= j, denoted as Chiquet-Gutierrez-Rigail (CGR) subgradients. Check if the
following two conditions hold:
CGR subgradient condition : All CGR subgradients qij satisfy the CGR inequality
‖qij‖ ≤ λ.
Separation condition : All candidate clusters are separated at distance of at least 2τ ,
where τ =
√
2µ.
If both conditions hold for all candidate clusters, then the test terminates and reports
‘success’. Each candidate cluster is a real cluster given by the optimal solution, thus all
clusters are correctly identified. The qij’s serve as certificates. If either condition fails for any
candidate cluster, the test reports ‘failure’. One has to run more iterations of the algorithm
to decrease the duality gap µ. Repeat the process until the test reports ‘success’. Note that
this test is algorithm-independent, but it does require the algorithm be of primal-dual type.
The test is validated by our two sufficient conditions presented in Section 2. The CGR
subgradients condition certifies that each cluster we identify is indeed a cluster or part of
a larger cluster by Theorem 2. This is presented in Section 4.1. The separation condition
certifies that there is no super-cluster with more than one cluster we identify by Theorem 3,
as shown in 4.2. Therefore, we determine all clusters correctly when the test succeeds.
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4.1 CGR subgradients and clustering corollary
Let C ⊆ [n] denote a subset of points. Let m := |C| denote the cardinality of C.
Lemma 5. For all i, j ∈ C, i 6= j, define qij := gij+ 1m ·(xi−xj−ωi+ωj)+ 1m
∑
k/∈C(gik−gjk).
Then qij satisfies
ai − a¯ =
∑
j∈C\{i}
qij, ∀i ∈ C (16)
qij = −qji, ∀i, j ∈ C, i 6= j, (17)
where a¯ = 1
m
∑
i∈C ai.
Proof. Substitute the primal constraint (4d) into the perturbed complementary slackness
(13) to obtain the following equality of γi and si
1− γi = si − σi3, ∀i = 1, . . . , n.
Substitute the equality above into (12) and divide both sides by si to obtain the following
equation of βi in terms of zi
βi = −zi + ωi, ∀i = 1, . . . , n.
Notice that the operation is valid because si ≥ 12 by the primal constraint (4d) and (4f).
Substitute the primal constraint (4c) and the equality above into the dual constraint (5b)
yielding
−
i−1∑
j=1
δji +
n∑
j=i+1
δij − xi + ai + ωi = 0, ∀i = 1, . . . , n.
With the definition of gij, the equality above is rewritten as
−xi + ai + ωi −
∑
j 6=i
gij = 0, ∀i = 1, . . . , n. (18)
By (18), we have the following equality holds for all i ∈ C
−xi + ai + ωi −
∑
j∈C\{i}
gij −
∑
k/∈C
gik = 0. (19)
Sum (19) over all i ∈ C and divide the new equality by m to obtain
− 1
m
∑
i∈C
xi + a¯+
1
m
∑
i∈C
ωi − 1
m
∑
i∈C
∑
k/∈C
gik = 0. (20)
Change the index in (20) from i to j. Subtract (20) from (19) to obtain
−xi + 1
m
∑
j∈C
xj +ai− a¯+ωi− 1
m
∑
j∈C
ωj −
∑
j∈C\{i}
gij +
1
m
∑
j∈C
∑
k/∈C
(gjk − gik) = 0, ∀i ∈ C,
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which is rearranged to
ai − a¯ = xi − 1
m
∑
j∈C
xj − ωi + 1
m
∑
j∈C
ωj +
∑
j∈C\{i}
gij +
1
m
∑
j∈C
∑
k/∈C
(gik − gjk)
=
∑
j∈C\{i}
[
1
m
(xi − xj − ωi + ωj) + gij + 1
m
∑
k/∈C
(gik − gjk)
]
=
∑
j∈C\{i}
qij (By definition), ∀i ∈ C.
Moreover, by the definition of qij, we observe the following property for all i, j ∈ C, i 6= j
qij = gij+
1
m
·(xi−xj−ωi+ωj)+ 1
m
∑
k/∈C
(gik−gjk) = −gji− 1
m
·(xj−xi−ωj+ωi)− 1
m
∑
k/∈C
(gjk−gik) = −qji
Corollary 5.1. If ‖qij‖ ≤ λ holds for all i 6= j, i, j ∈ C where C is a candidate cluster, then
C is a cluster or part of a larger cluster.
The proof of the corollary follows trivially by Theorem 2.
4.2 Duality gap and distinct clustering corollary
As derived earlier in Section 3.2, the duality gap at the feasible solution is:
f(x,y, z, s, u, t)−h(δ,β, γ) =
n∑
i=1
si+λ
∑
1≤i<j≤n
tij−
n∑
i=1
aTi βi−
n∑
i=1
γi =
n∑
i=1
σi1+
∑
1≤i<j≤n
ij1 =: µ.
(21)
By the property of strong convexity of f ′, we have
1
2
‖x− x∗‖2 ≤ f ′(x)− f ′(x∗) = f(x,y, z, s, u, t)− f(x∗,y∗, z∗, s∗, u∗, t∗),
which is further bounded as follows by weak duality
1
2
‖x− x∗‖2 ≤ f(x,y, z, s, u, t)− h(δ,β, γ). (22)
Then, for any primal-dual algorithm, the distance between the approximate solution and the
optimizer is given by
τ = ‖x− x∗‖ ≤
√
2µ (23)
Corollary 5.2. Let C denote a candidate cluster. If for all i ∈ C, j /∈ C it holds that
‖xi − xj‖ > 2τ where τ =
√
2µ for any primal-dual algorithm, then there does not exist a
super-cluster which strictly contains C.
The proof follows directly from Theorem 3.
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5 Properties of the central path
In this section, we explore the properties of the central path for a symmetric primal-dual
path following algorithm. These properties play a fundamental role in the proof of our main
theorem in Section 6. In the main theorem, we state that if a symmetric primal-dual path
following algorithm is used, our clustering test will eventually succeed after a finite number
of iterations when λ is not at any fusion value. The proof of the ultimate success relies on
the linear convergence to the optimal primal-dual pair, which will be shown to be satisfied
in the remainder of this section.
Even though there are very few theorems about the central path of second-order-cone
programming in literature, there are established theorems from semidefinite programming,
which specialize in SOCP. The following theorem states that the µ′-centered iterates converge
to the analytic center superlinearly.
Theorem 6 (Luo et al [9]). Assume the semidefinite program has a strictly complementary
solution and the iterates of the algorithm converge tangentially to the central path. Let
(X(µ′), Z(µ′)) denote a µ′-centered primal-dual pair. Let (Xa, Za) denote the analytic centers
of the primal and dual optimal sets. Let µ′ ∈ (0, 1) be the central path parameter. There
holds
‖X(µ′)−Xa‖ = O(µ′), ‖Z(µ′)− Za‖ = O(µ′).
Assume a primal-dual path following algorithm satisfying the assumptions of Luo et al.
is applied. To employ Theorem 6, we show that our SOCP has a strictly complementary
optimizer. Notice that this statement is not necessarily true for all values of λ. One has
to assume λ is not at any fusion value. When λ is exactly at a fusion value λ∗, strict
complementarity may fail. The failure is not surprising since any arbitrarily small negative
perturbation λ∗+ yields a different clustering. In other words, complete cluster identification
for these fusion values is ill-posed. Thus it is unreasonable to expect an algorithm which
satisfies a guarantee for such a problem. There are at most n fusion values as a result of
Theorem 1.
5.1 Strict complementarity
By specializing the definition of strict complementarity in SDP to SOCP [1], a primal and
dual feasible solution satisfies strict complementarity if and only if
tij + λ > ‖yij + δij‖, ∀1 ≤ i < j ≤ n, (24)
si + 1− γi >
∥∥∥∥(zi + βiui + γi
)∥∥∥∥ , ∀i = 1, ..., n (25)
Let λ > 0 be a parameter value for which fusion does not occur and let λ1, λ2 be the two
successive fusion values such that λ ∈ (λ1, λ2). Note that it is possible for λ1 = 0 or λ2 =∞.
We will show there exists a strict complementary primal-dual solution at λ.
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Let (x′,y′, z′, s′, u′, t′, δ′,β′, γ′) denote optimal primal and dual solutions at λ1. Let
C1, C2, ..., CK denote the clusters identified by the optimal solutions above. When λ1 = 0,
there are n clusters, and each cluster is a singleton set. When λ1 is the largest fusion value,
there is only one cluster containing all n points. Define g′ with δ′ as before
g′ij :=
{ −δ′ij, if i < j,
δ′ji, if j < i.
By Chiquet et al. [5], the dual solutions satisfy
ai − a¯k =
∑
j∈Ck−{i}
g′ij, ∀i ∈ Ck, k ∈ [K], and
∥∥g′ij∥∥ = ∥∥δ′ij∥∥ ≤ λ1, ∀i 6= j (26)
where a¯k :=
1
|Ck|
∑
i∈Ck ai. Consider the following optimization problem
min
p1,...,pK∈Rd
1
2
K∑
k=1
|Ck| ‖pk − a¯k‖2 + λ
∑
1≤k<k′≤K
|Ck| · |Ck′| ‖pk − pk′‖ . (27)
Let p denote the optimal solution of (27).
Lemma 7. Vector p satisfies pk 6= pk′ for all k, k′ ∈ [K], k 6= k′.
Proof. For the purpose of contradiction, we may assume there exist kˆ 6= kˆ′ such that pkˆ = pkˆ′ .
Let x∗i = pk,∀i ∈ Ck, k ∈ [K]. By the first-order optimality condition of (27) at p, there
exist gkk′ ∈ ∂‖pk − pk′‖ for all k 6= k′ such that
0 = pk − a¯k + λ · |CK′ | ·
∑
k′ 6=k
gkk′
= pk − ai + ai − a¯k + λ · |CK′| ·
∑
k′ 6=k
gkk′
= pk − ai +
∑
j∈Ck−{i}
g′ij + λ · |CK′ | ·
∑
k′ 6=k
gkk′
= x∗i − ai +
∑
j∈Ck−{i}
g′ij + λ · |CK′| ·
∑
k′ 6=k
gkk′ ,
satisfying (2) at i. As i ∈ Ck, k ∈ [K] are chosen arbitrarily, the equality (2) holds for all
i hence x∗ is an optimal solution to (1). From the assumption on p and the agglomerative
properties of the clusterpath, cluster Ckˆ, Ckˆ′ merge at λ
′ ∈ (λ1, λ], which contradicts our
choice of λ2. That concludes our proof.
By Lemma 7, the objective function is differentiable at p. Hence, there holds
|Ck|(pk − a¯k) + λ|Ck| · |Ck′| pk − pk′‖pk − pk′‖ = 0, ∀k ∈ [K]. (28)
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Define the following solutions:
x∗i = pk, ∀i ∈ Ck, k ∈ [K]
y∗ij = x
∗
i − x∗j , ∀1 ≤ i < j ≤ n
z∗i = x
∗
i − ai, ∀i = 1, . . . , n,
s∗i =
1
2
(1 + ‖z∗i ‖2), ∀i = 1, . . . , n
u∗i =
1
2
(−1 + ‖z∗i ‖2), ∀i = 1, . . . , n
t∗ij = ‖y∗ij‖, ∀1 ≤ i < j ≤ n
δ∗ij =
{
δ′ij, if i < j and i, j ∈ Ck
λ
x∗j−x∗i
‖x∗j−x∗i ‖ , otherwise
∀1 ≤ i < j ≤ n
β∗i = −z∗i , ∀i = 1, . . . , n
γ∗i =
1
2
(1− ‖β∗i ‖2), ∀i = 1, . . . , n
(29)
Lemma 8. The solutions defined above are optimal for the second-order cone program at λ.
Proof. By construction, the primal constraints (4b), (4c), (4d), (4e), (4f), the dual con-
straints (5c), (5d), and the complementary slackness conditions (9), (10), (11), (12) and (13)
with  = 0,σ = 0 are automatically satisfied. It remains to check if these solutions satisfy
(5b).
Verification for (5b): For any i ∈ Ck with some k ∈ [K], (5b) is rewritten as follows
due to (26) and (28)
−
i−1∑
j=1
δ∗ji +
n∑
j=i+1
δ∗ij + β
∗
i
=−
∑
j<i,j∈Ck−{i}
δ′ji +
∑
j>i,j∈Ck−{i}
δ′ij + λ
∑
k 6=k′
|Ck′ | pk′ − pk‖pk′ − pk‖ + ai − x
∗
i
=−
∑
j∈Ck−{i}
g′ij + λ
∑
k 6=k′
|Ck′ | pk′ − pk‖pk′ − pk‖ + ai − x
∗
i
=a¯k − ai + λ
∑
k 6=k′
|Ck′| pk′ − pk‖pk′ − pk‖ + ai − pi
=a¯k + λ
∑
k 6=k′
|Ck′| pk′ − pk‖pk′ − pk‖ − pi
=0.
By KKT conditions, the solutions defined above form an optimal primal-dual pair.
Lemma 9. The solutions defined above are strictly complementary.
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Proof. The strict complementarity is equivalent to (24) and (25), which can be easily checked
as shown below
Verification for (24): Let 1 ≤ i < j ≤ n. If y∗ij = 0, then there exists some k ∈ [K]
such that i, j ∈ Ck. By definition, t∗ij = 0 and δ∗ij = δij. Notice that δij is the optimal dual
solution of (1) at λ1, then it satisfies ‖δij‖ ≤ λ1 < λ by the definition of λ. Hence,
t∗ij + λ = λ > ‖δij‖ = ‖δ∗ij‖ = ‖y∗ij + δ∗ij‖.
If y∗ij 6= 0, then there exist k, k′ ∈ [K] such that i ∈ Ck, j ∈ Ck′ and k 6= k′. By definition,
t∗ij = ‖y∗ij‖ = ‖pk − pk′‖ and δ∗ij = λ pk′−pk‖pk′−pk‖ . Hence,
t∗ij + λ = ‖pk − pk′‖+ λ > |‖pk − pk′‖ − λ| =
∥∥∥∥pk − pk′ + λ pk′ − pk‖pk′ − pk‖
∥∥∥∥ = ∥∥y∗ij + δ∗ij∥∥ .
Verification for (25): Let i ∈ [n]. By construction,
s∗i + 1− γ∗i = ‖z∗i ‖2 + 1 > 0 =
∥∥∥∥( z∗i − z∗i−1
2
(1− ‖zi‖2) + 12(1− ‖zi‖2)
)∥∥∥∥ = ∥∥∥∥(z∗i + β∗iu∗i + γ∗i
)∥∥∥∥
Since the indices are chosen arbitrarily, the solutions defined above are strictly complemen-
tary.
6 Test Guarantee
In Section 4, we validated our test theoretically in the sense that if the test succeeds, it
is guaranteed that the correct clusters are found. In this section, we show that the test
succeeds after a finite number of iterations of a certain interior point method, provided that
λ is not at any fusion value. Specifically, we prove that the two conditions in our test are
guaranteed to hold for a primal-dual path following algorithm satisfying the assumptions of
Luo et al. [9] when the duality gap µ is sufficiently small.
Theorem 10. If λ is not a fusion value, then there exists µ0 > 0 such that both CGR
subgradients and separation conditions in the test are satisfied for any duality gap µ ≤ µ0
for a primal-dual path following algorithm satisfying the assumptions of Luo et al. [9].
Let (x,y, z, s, u, t, δ,β, γ) denote a primal and dual feasible solution. Let C1, C2, ..., CK
denote the clusters obtained at optimum. Let µ′ ∈ (0, 1) denote the central path parameter
and let µ denote the duality gap at the feasible solution. By Theorem 6, there hold
‖x(µ′)− xa‖ = O(µ′), ‖δ(µ)− δa‖ = O(µ′)
where x(µ′), δ(µ′) are µ′-centered solutions and xa, δa are the analytic centers of the primal
and dual optimal sets respectively. Moreover, since the iterates converge tangentially to the
central path, we may assume the size of the central path neighborhood to be as follows
‖x− x(µ′)‖ = O(µ′), ‖δ − δ(µ′)‖ = O(µ′).
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Luo et al. [9] validated the assumption above for their interior point algorithm, which is a
generalization of the Mizuno-Todd-Ye predictor-corrector method for linear programming.
Combine the two sets of equations above and employ the triangle inequality to obtain
‖x− xa‖ = O(µ′), ‖δ − δa‖ = O(µ′).
As the duality gap µ is of linear order of the central path parameter µ′, the equalities above
are rewritten as
‖x− xa‖ = O(µ), ‖δ − δa‖ = O(µ).
Define p, p′ ≥ 0 such that ‖xi − xai ‖ ≤ pµ for all i and
∥∥δij − δaij∥∥ ≤ p′µ for all distinct
pairs (i, j). Then, for all distinct pairs (i, j) in any cluster Ck, there holds ‖xi − xj‖ ≤ 2pµ.
Moreover, define q > 0 such that all xai ’s in different clusters are at least q apart, which
implies that xi’s in different clusters are separated by a distance of at least q − 2pµ. We
may assume the duality gap satisfies µ < q
2p
. Notice that this assumption is guaranteed to
be true after a finite number of iterations.
Let C := Ck for some k ∈ [K]. By Lemma 4, there hold
∥∥ij2 ∥∥ ≤√∑nl=1 ‖a¯− al‖2 µ+ 2µ2
for all i < j, C ∩ {i, j} 6= ∅, [n]\C ∩ {i, j} 6= ∅ and
∥∥∥∥(σi2σi3
)∥∥∥∥ ≤
√√√√( n∑
l=1
‖a¯− al‖2 + 1 + 2µ
)
·
(
1
2
+
n∑
l=1
(n− 1)λ ‖al‖+ µ
)
µ
for all i.
6.1 Bound ‖δij‖
Lemma 11. For all i, j ∈ C, i 6= j, the following inequality holds
‖δij‖ ≤ λ− r + p′µ
where r := minl 6=l′,l,l′∈Ck,k∈[K](λ− ‖δall′‖) > 0.
Proof. Let i, j ∈ C and i 6= j. By the definition of analytic center and strict complementarity,
‖δall′‖ < λ,
holds for all l 6= l′, l, l′ ∈ Ck, k ∈ [K]. Hence, r > 0 by definition. Moreover, r also satisfies∥∥δaij∥∥ ≤ λ− r, ∀i, j ∈ C, i 6= j.
Since
∥∥δij − δaij∥∥ ≤ p′µ, we obtain
‖δij‖ ≤ λ− r + p′µ, ∀i, j ∈ C, i 6= j.
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6.2 Bound ‖gik − gjk‖
Lemma 12. For all i, j ∈ C and k /∈ C, the following inequality holds
‖gik − gjk‖ ≤ 4λpµ
q − 2pµ +
2
√∑n
l=1 ‖a¯− al‖2 µ+ 2µ2
q − 2pµ +
µ
q − 2pµ
Proof. Let i, j ∈ C and k /∈ C. Without loss of generality, we may assume i < j < k. Hence,
gik = −δik, gjk = −δjk. By (10), we derive
tikδik − tjkδjk = −λyik + λyjk + ik2 − jk2 = −λ(xi − xj) + ik2 − jk2 . (30)
Adding the term (tjk − tik)δjk to both sides of the equality to obtain
tik(δik − δjk) = (tjk − tik)δjk − λ(xi − xj) + ik2 − jk2 .
Notice that tik ≥ ‖yik‖ = ‖xi − xk‖ ≥ q − 2pµ > 0 by the primal constraint (4e) and our
assumption on the duality gap. Divide the equality above by tik to obtain
δik − δjk = tjk − tik
tik
δjk − λ(xi − xj)
tik
+
ik2 − jk2
tik
.
Substitute the definition of g into the equality above to obtain
gik − gjk = tik − tjk
tik
δjk +
λ(xi − xj)
tik
− 
ik
2 − jk2
tik
. (31)
By the perturbed complementary slackness (9), the primal constraint (4e) and the Cauchy-
Schwarz inequality, we derive the following inequality
ik1 = tikλ+ y
T
ikδik ≥ tikλ− ‖yik‖ · ‖δik‖ ≥ tikλ− ‖yik‖ · λ,
which yields an upper bound on tik
tik ≤ ‖yik‖+ 
ik
1
λ
.
Combined with the primal constraint (4e) at tjk and the triangle inequality, we obtain the
following
tik − tjk ≤ ‖yik‖+ 
ik
1
λ
− ‖yjk‖ ≤ ‖yik − yjk‖+ 
ik
1
λ
= ‖xi − xj‖+ 
ik
1
λ
. (32)
The same inequality holds for tjk − tik due to the symmetry of (32). By (31), (32) and
triangle inequality, the norm bound of gik − gjk is as follows
‖gik − gjk‖ ≤ |tik − tjk| · ‖δjk‖
tik
+
λ ‖xi − xj‖
tik
+
∥∥ik2 ∥∥+ ∥∥∥jk2 ∥∥∥
tik
(By triangle inequality)
≤ ‖xi − xj‖+
ik1
λ
tik
‖δjk‖+ λ ‖xi − xj‖
tik
+
∥∥ik2 ∥∥+ ∥∥∥jk2 ∥∥∥
tik
(By (32))
≤ 2λ ‖xi − xj‖
tik
+
∥∥ik2 ∥∥+ ∥∥∥jk2 ∥∥∥
tik
+
ik1
tik
(By (4e) and (30)).
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Since i, j ∈ C and k /∈ C, there hold tik ≥ ‖yik‖ = ‖xi − xk‖ ≥ q − 2pµ and ‖xi − xj‖ ≤
2pµ. Moreover, there also hold ik1 ≤ µ,
∥∥ik2 ∥∥ ≤ √∑nl=1 ‖a¯− al‖2 µ+ 2µ2 and ∥∥∥jk2 ∥∥∥ ≤√∑n
l=1 ‖a¯− al‖2 µ+ 2µ2. Hence, ‖gik − gjk‖ is further upper bounded as follows
‖gik − gjk‖ ≤ 4λpµ
q − 2pµ +
2
√∑n
l=1 ‖a¯− al‖2 µ+ 2µ2
q − 2pµ +
µ
q − 2pµ (33)
6.3 Bound ‖ωi‖
Lemma 13. For all i ∈ C, it holds
‖ωi‖ ≤ 2
√√√√2( n∑
l=1
‖a¯− al‖2 + 1 + 2µ
)
·
(
1
2
+
n∑
l=1
(n− 1)λ ‖al‖+ µ
)
µ.
Proof. Let i ∈ C. By definition,
ωi =
σi3
si
zi +
1
si
σi2.
By the primal constraint (4f), we have
‖zi‖ ≤
√
2si − 1 ≤
√
2si, si ≥ 1
2
,
which implies
‖zi‖
si
≤
√
2
si
≤
√
4 = 2,
1
si
≤ 2.
Coupled with triangle inequality, these two inequalities yield
‖ωi‖ ≤ ‖zi‖
si
σi3 +
1
si
∥∥σi2∥∥ ≤ 2σi3 + 2 ∥∥σi2∥∥ .
Moreover, since
∥∥∥∥(σi2σi3
)∥∥∥∥ ≤ √(∑nl=1 ‖a¯− al‖2 + 1 + 2µ) · (12 +∑nl=1(n− 1)λ ‖al‖+ µ)µ
holds for any i ∈ [n] by Lemma 4 and the duality gap,
(σi3)
2 +
∥∥σi2∥∥2 ≤
(
n∑
l=1
‖a¯− al‖2 + 1 + 2µ
)
·
(
1
2
+
n∑
l=1
(n− 1)λ ‖al‖+ µ
)
µ.
which implies the following inequality since (a+ b)2 ≤ 2a2 + 2b2
(σi3 +
∥∥σi2∥∥)2 ≤ 2 ·
(
n∑
l=1
‖a¯− al‖2 + 1 + 2µ
)
·
(
1
2
+
n∑
l=1
(n− 1)λ ‖al‖+ µ
)
µ.
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Therefore, the following holds as i ∈ C is chosen arbitrarily:
‖ωi‖ ≤ 2σi3 + 2
∥∥σi2∥∥ ≤ 2
√√√√2 ·( n∑
l=1
‖a¯− al‖2 + 1 + 2µ
)
·
(
1
2
+
n∑
l=1
(n− 1)λ ‖al‖+ µ
)
µ.
6.4 Bound the CGR subgradient
Lemma 14. For all i, j ∈ C and i < j, there holds
‖qij‖ ≤λ− r + p′µ+ 1
m
·
2pµ+ 4
√√√√2 ·( n∑
l=1
‖a¯− al‖2 + 1 + 2µ
)
·
(
1
2
+
n∑
l=1
(n− 1)λ ‖al‖+ µ
)
µ

+
n−m
m
 4λpµ
q − 2pµ +
2
√∑n
l=1 ‖a¯− al‖2 µ+ 2µ2
q − 2pµ +
µ
q − 2pµ
 .
Proof. Let i, j ∈ C and i < j. By triangle inequality,
‖qij‖ ≤ ‖δij‖+ 1
m
· (‖xi − xj‖+ ‖ωi‖+ ‖ωj‖) + 1
m
∑
k/∈C
‖gik − gjk‖ .
With the assumptions on the distance between points,
‖xi − xj‖ ≤ 2pµ.
By Lemma 11, 12, Lemma 13 and the inequality above, we obtain
‖qij‖ ≤λ− r + p′µ+ 1
m
·
2pµ+ 4
√√√√2 ·( n∑
l=1
‖a¯− al‖2 + 1 + 2µ
)
·
(
1
2
+
n∑
l=1
(n− 1)λ ‖al‖+ µ
)
µ

+
n−m
m
 4λpµ
q − 2pµ +
2
√∑n
l=1 ‖a¯− al‖2 µ+ 2µ2
q − 2pµ +
µ
q − 2pµ
 .
(34)
6.5 Proof of the main theorem
Proof. We rewrite (34) with O(·) notation to obtain the following inequality
‖qij‖ ≤ λ− r +O(√µ), ∀i, j ∈ Ck, i 6= j, k ∈ [K],
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since C = Ck is an arbitrarily cluster. As r > 0 by Lemma 11, there exists µ1 > 0 such that
for all µ ≤ µ1, ‖qij‖ ≤ λ holds for all i, j ∈ Ck, i 6= j, k ∈ [K]. Here concludes the proof of
the CGR subgradient condition.
Since q > 0, there exists µ2 > 0 such that 2
√
2µ2 < q − 2pµ2. Hence, for all µ ≤ µ2, all
clusters are separated at distance of at least 2
√
2µ2. Here concludes the proof of the second
condition.
Let µ0 = min{µ1, µ2}, then both CGR subgradient and separation conditions are satisfied
for any µ ≤ µ0.
7 Computational experiments
In this section, we conduct experiments in which a Chi-Lange ADMM solver [3] and our
clustering test for sum-of-norms clustering are applied to a simulated dataset of two normally
distributed half moons. We intend to answer the following questions: (1) How does the
performance of our test depend on λ? and (2) How does the recovery of two half moons
depend on λ?
Our algorithm is implemented in Julia [2]. It terminates if the clustering test succeeds,
or if the maximum number of iterations is reached. In the algorithm, the code tests for
clustering every t iterations of the ADMM solver. The value of t is taken to be 8 in our
experiment. At the end of every t iterations, the solver yields a primal solution and a
dual solution, from which our algorithm constructs a primal and dual feasible pair for the
SOCP formulation by (29). With the feasible solutions, the algorithm then creates candidate
clusters, computes duality gap and constructs CGR subgradients. The code checks for the
CGR subgradient condition and separation condition. If both conditions hold, the clustering
test reports ‘success’. Otherwise, the code runs t more iterations of the ADMM solver and
repeats the clustering test. The detailed algorithm is outlined as follows. Each iteration of
the ADMM solver is of complexity O(n2d).
Algorithm 1: Find clusters
C ← {1, . . . , n};
k ← 1;
while C 6= ∅ do
Choose i ∈ C arbitrarily;
Create a cluster Rk ← {j : ‖xi − xj‖ ≤ µ3/4} (including i itself);
Delete all these points in Rk from C;
k ← k + 1;
Return candidate clusters {R1, R2, . . . , RK′};
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Algorithm 2: An ADMM algorithm with our clustering test
Result: Clustering assignment
Initialize (x, δ);
while clustering test fails or maximum number of iterations is not reached do
for l = 1, 2, . . . , t do
ADMM updates by Chi and Lange [3];
end
Construct a feasible solution for SOCP by (29) from the current ADMM iterate;
Compute the duality gap µ;
Run Algorithm 1 to find clusters {R1, R2, . . . , RK′};
Compute CGR subgradients from dual variables for {R1, R2, . . . , RK′};
Check the CGR subgradient condition; Check that no two clusters are distance
≤ 2√2µ of each other;
Mark the clustering test ‘success’ if both conditions pass and mark it ‘failure’
otherwise;
end
Return recovered clusters {R1, R2, . . . , RK′}.
To assess the performance of recovery, we employ the Rand index by Rand [12]. Rand
index is a measure which specifically evaluates the performance of clustering. It compares
two clusterings {R1, . . . , RK′} and {V1, . . . , VK} in a pairwise manner. If a pair of data points
are placed in the same cluster in both clusterings, or if a pair of data points are placed in
different clusters in both clusterings, then this pair is called a similar assignment and it
contributes to the measure of similarity between two clusterings. We define the following
two sets of similar assignments on all distinct pairs of instances:
S : = {(i, j) : 1 ≤ i < j ≤ n such that there exist m,m′ satisfying i, j ∈ Vm ∩Rm′},
D : = {(i, j) : 1 ≤ i < j ≤ n such that i ∈ Vm1 , j ∈ Vm2 ,m1 6= m2, and
i ∈ Rm′1 , j ∈ Rm′2 ,m′1 6= m′2}.
Then Rand index is defined as the fraction of all distinct pairs which are similar assignments:
R =
|S|+ |D|(
n
2
) ,
where | · | denotes the cardinality function. The value of R ranges from 0 to 1. When R = 0,
two clusterings are completely dissimilar. When R = 1, two clusterings are identical. A
higher Rand index indicates a higher level of similarity. A random assignment to clusters in
the case of equally sized clusters, K = 2 yields expected Rand index of 0.5.
The experiment is conducted on a simulated dataset of two normally distributed half
moons with 500 instances. The angle of two half moons follows a Gaussian distribution
with a mean of 0 and a standard deviation of pi
6
. A random noise which follows a two-
dimensional Gaussian distribution with a mean of 0 and a standard deviation of 0.05 displaces
the instances from the moons. Fifty linearly spaced values of λ are taken from the range
[10−8, 0.00496]. The range is determined empirically. Furthermore, the maximum number
of iterations is chosen to be 50,000. It took approximately 15 hours total on an Intel Xeon
processor single-threaded to complete the experiment.
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Figure 1: Iteration counts versus λ
Our first objective is to evaluate the performance of our clustering test. At 32 out of
50 values of λ, the clustering test succeeds before the maximum number of iterations is
reached. When λ is in the range between λ = 0.0018219 and λ = 0.0028341, the algorithm
repeatedly reaches the iteration threshold before the test succeeds as shown in Figure 1.
The performance is interpretable with theories discussed earlier. The clustering test is not
guaranteed to succeed when λ is at a fusion value, and the test performs poorly near a fusion
value as shown in Figure 1. When n = 500, there are at most 500 fusion values. All fusion
values are in the range between λ = 0.00040 and λ = 0.00405 as observed in the experiment.
Hence, fusion occurs frequently, and massive fusion values are located densely in a small
region. Thus, in our experiment, it is very likely that the λ we pick is near or at a fusion
value, which leads to poor performance of our clustering test.
We anticipate that the clustering test improves with fewer data points, and it is indeed
the case. The same experiment is also implemented for 200 instances generated from two
normally distributed half moons with the same parameters. At 89 out of 100 values of λ,
our clustering test succeeds before the maximum number of iterations is reached.
The experiment also attempts to explore the relationship between λ value and the recov-
ery of half moons. To evaluates the recovery, we compute the Rand index with the recovered
clustering and the generative clustering. The figure below shows Rand index against λ val-
ues. The value of Rand index increases monotonically and peaks at λ = 0.00395, where the
clustering test succeeds and the Rand index achieves a value of 0.949.
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Figure 2: Rand index versus λ
To illustrate the clustering at λ = 0.00395, we also plot the two half moons and color the
clusters. Red instances belong to one cluster, and blue instances belong to another cluster.
Yellow instances are assigned to clusters of singleton points, and they are identified as noises.
-1.5 -1 -0.5 0 0.5 1 1.5
-1
-0.5
0
0.5
1
1.5
2
2.5
Figure 3: Labeled points with clustering at λ = 0.00395
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Sum-of-norms clustering with equal weights performs poorly on standard half moons [3]
and normally distributed half moons with large standard deviation. To resolve the issue,
many authors such as Sun et al. [13] apply exponentially decaying weights to the sum-of-
norms clustering. The exponentially decaying weight of pair (i, j) is determined by the
distance between original data ai and aj. The weight is set to zero if j is not among i
′s
k-nearest neighbors. Otherwise, the weight is computed as follows
wij = exp(−φ ‖ai − aj‖2)
where φ is a nonnegative parameter. Assigning weights in this manner implicitly imposes a
prior hypothesis that the nearest-neighbor structure corresponds to true clustering, which is
certainly the case for the standard half-moon data set. Chi and Lange [3] assess the effect of
the number of nearest neighbors k and the parameter φ on SON clustering with numerical
experiments on a half-moon dataset of 100 points. Setting k = 10 and φ = 0.5 yields the
best clustering. Choosing k = 50 and φ = 0 results in a similar clustering pattern to our
experiment: clusters only form until late then all points quickly coalesce to one cluster. At
any value of λ, SON clustering could not identify two half moons with a high accuracy.
When k = 10 and φ = 0, or k = 50 and φ = 0.5, SON clustering correctly identifies clusters
for the easier points but fails to cluster points located at the lower tip of the right moon and
the upper tip of the left moon.
8 Discussion
We proposed a test to determine all clusters from an approximate solution yielded from
any primal-dual type method. If the test reports ‘success’, then the clusters are correctly
identified. Moreover, if a primal-dual path following method that maintains close proximity
to the central path is used, the test is guaranteed to report ‘success’ after a finite number
of iterations at non-fusion values of λ, where strict complementarity holds. A few natural
questions concerning strict complementarity and the test itself are (1) Is there a rigorous test
that works when strict complementarity fails? (2) What is the complexity for our clustering
test since it depends on the choice of λ values? (3) Is the test guaranteed to work for a
general primal-dual algorithm? (4) Can one identify clusters correctly from a primal-only
algorithm?
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