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We investigate bipartite entanglement in random quantum XY models at equilibrium. Depending
on the intrinsic time scales associated with equilibration of the random parameters and measure-
ments associated with observation of the system, we consider two distinct kinds of disorder, namely
annealed and quenched disorders. We conduct a comparative study of the effects of disorder on
nearest-neighbor entanglement, when the nature of randomness changes from being annealed to
quenched. We find that entanglement properties of the annealed and quenched disordered systems
are drastically different from each other. This is realized by identifying the regions of parameter
space in which the nearest-neighbor state is entangled, and the regions where a disorder-induced
enhancement of entanglement − order-from-disorder − is obtained. We also analyze the response
of the quantum phase transition point of the ordered system with the infusion of disorder.
PACS numbers:
I. INTRODUCTION
For the past few decades, there has been a contin-
ued interest to understand effects of randomness, which
either appear naturally or incorporated artificially, in
many-body systems, leading to counterintuitive phenom-
ena [1]. Many of the studies are directed towards in-
vestigating structural aspects [2] and cooperative phe-
nomena in random networks, such as disorder induced
localization [3–5], high-Tc superconductivity [6], percola-
tion clusters [7], and rich quantum phase diagrams [8–10].
Quantum spin models with disordered parameters, in its
various incarnations, are known to exhibit many of such
phenomena, and can interestingly be implemented in a
controlled manner in laboratories dealing with ultracold
gases [11, 12].
In order to obtain a meaningful value of a physical
quantity in a disordered system, one must perform a
configurational averaging over the disordered parameters.
To obtain a general understanding of the response of the
different physical quantities due to introduction of disor-
der, it is useful to consider two contrasting types of disor-
der, viz. annealed and quenched [1, 13–17] which differs
by the relative magnitude of two fundamental time-scales
in the system. One of them is the characteristic time, τm,
during which the system is observed, which includes a
possible time-dynamics and a subsequent measurement.
The other is the characteristic time, τc, required by the
disorder in the system to equilibrate.
Materials, natural or artificial, for which τm and τc,
corresponding to a certain disorder parameter in that
material, are of same or nearby order, are referred to
as having annealed disorder. To obtain an operationally
meaningful observable in this case, we first need to per-
form a configurational average (over different realizations
of the disorder) on the partition function itself and then
compute the annealed averaged free energy by consid-
ering the logarithm of the averaged partition function,
which finally give the annealed averaged physical quan-
tities.
On the other hand, for disordered parameters in a cer-
tain material, there can be a drastically different situa-
tion, where τc  τm. For this case, any disorder con-
figuration of the system, after being realized, naturally
or artificially, remains effectively frozen throughout the
entire observation process. Hence, the averaging over
the random configurations need to be performed after
the calculation of the physical quantities, for arbitrary
given configurations, and the system under consideration
is said to posses quenched disorder.
Computation of quenched averaged physical quantities
at equilibrium cannot always be obtained through the
computation of the corresponding quenched averaged free
energy, evaluated by taking average over the logarithm
of the partition function for a given random realization.
A batch of literature on disordered quantum systems,
however, deals with physical quantities that are linear
functions of Hermitian operators on the state space, like
magnetization and classical correlators. In such cases, an
average over the physical quantities, calculated for given
disorder configurations, is equivalent to that calculated
via a derivative of the disorder-averaged free energy, with
the convenient assumption of an interchange between an
integral and a derivative. Inequivalence between these
two computations creeps in, whenever disorder-averaging
is carried out for physical quantities that are not linear
functions of Hermitian operators on the state space of a
single realization of the given system, an example being
entanglement [18]. In such cases, to obtain the quenched
averaged quantity, one needs to compute the physical
quantity for each disorder configuration and then average
over all the disorder configurations.
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2Ideas from quantum information science often shed
new light onto collective properties of many-body sys-
tems, having both fundamental and technological impli-
cations [12, 19]. Entanglement [18], in particular, plays a
significant role in quantum information processing tasks,
prominent examples of which include efficient quantum
communication [20, 21], one-way quantum computation
[22], entanglement-based quantum key distribution [23],
etc. Parallely, entanglement has been used for explaining
collective quantum phenomena, such as quantum phase
transition (QPT) [19, 24], superconductivity [25], etc.
Many of the works dealing with randomness in quan-
tum networks primarily focus on quenched averaging [26–
28]. In particular, effects of quenched disorder have
recently been studied for quantum information charac-
teristics, e.g. on quantum correlations [29–31], quan-
tum correlation length [32], monogamy constraints [33],
etc. These results crucially depend on the assumption
that randomness remains effectively frozen throughout
the measurement process. However, given that the time-
scale, τc, associated with the system, say a spin network,
may also be of the order of the measurement time, it
is interesting to know how the equilibrium properties of
disorder-averaged entanglement are affected due to such
a change in the equilibrating dynamics of the disorder
in the network. For such cases, as stated before, the
entanglement has to be computed via annealed averag-
ing, where the partition function itself has to be averaged
over disorder parameters for several random realizations.
There is only a limited body of work that attempts to
understand the differences in annealed and quenched av-
eraged physical quantities [34–36]. In particular, Ref. [35]
conducts a study on specific heat as a function of tem-
perature in the Ising spin network, in order to find out
the changes in equilibrium properties with the change
in nature of disorder, and Ref. [36] investigates sponta-
neous magnetization in joint presence of both kinds of
disorder (annealed and quenched). Refs. [37, 38] carry
out studies on annealed averaged entanglement and its
witness within a perturbative approach valid for weak
disorder strength. It is of interest to understand the gen-
eral characteristics of annealed averaged entanglement
for arbitrary disorder strength, and at the same time, to
build careful understanding about the changes in entan-
glement properties as the nature of disorder changes from
annealed to quenched. Furthermore, it is interesting to
compare the effect of these drastically varying models of
disorder with ordered systems.
In this work, our prime interest is to carry out a com-
parative analysis of the response of entanglement prop-
erties in many-body systems to the insertion of disor-
ders, which can be annealed or quenched. We choose the
random quantum transverse XY spin chain, where ran-
domness appears either in the interaction part or in the
field part. The randomness is drawn from a probabil-
ity distribution function, which is chosen to be Gaussian
in our case. The investigation has been carried out via
Jordan-Wigner and Bogoliubov transformation [39, 40],
which helps in accessing reasonably large systems. We
perform a detailed study of bipartite entanglement in the
parameter space in presence of disorders, whose strength
is varied by tuning the standard deviation so that the
distribution of the disorder parameter shifts from nar-
row to broad. Our analysis shows that the entanglement
properties of the system are drastically different depend-
ing on the nature of disorders, i.e. whether they are
annealed or quenched. Interestingly however, the behav-
iors are qualitatively the same, irrespective of whether
the disorder is in the coupling or in the field. We identify
the entangled vs. separable phases for the different sys-
tems. We also identify “enhanced” phases (in contrast to
“normal” phases) where two-site nearest neighbor entan-
glement is enhanced with the introduction of disorder - a`
la “order-from-disorder”. We find that such phases exist
in presence of annealed as well as quenched disordered
models. We also analyze the response of the quantum
phase transition [9] and factorization points [41, 42] in
the corresponding ordered system with the insertion of
disorder.
The rest of the manuscript is structured as follows.
Section II presents the mechanism for obtaining the an-
nealed and quenched averaged values of physical ob-
servables. In Sec. III, we introduce the models under
study, and discuss the methods involved in solving them.
Sec. IV consists of the results for the disorder averaged
entanglement. Finally, Sec. V provides a conclusion of
this work.
II. ANNEALED VS. QUENCHED AVERAGING
We now briefly discuss about the physical basis as
well as the mathematical formalism for obtaining an-
nealed as well as quenched averaged values of observ-
ables. We consider a Hamiltonian H = H ({ai}), where
{ai}, i = 1, . . . , N , are disordered system parameters,
so that {ai} can be modeled as independent identi-
cally distributed (i.i.d.) random variables following cer-
tain probability distributions. The corresponding par-
tition function is given by Z ({ai}) = Tr
[
e−βH({ai})
]
,
where β = 1/(κBT ), with κB and T being the Boltz-
mann constant and the absolute temperature, respec-
tively. Let us introduce a functional partition func-
tion Z˜ ({ai}, {λk}) = Tr
[
e−β{H({ai})+
∑
k λkAk}
]
, where
the additional term
∑
k λkAk represents a “probe” re-
quired for evaluating the expectation values of the phys-
ical quantities represented by Hermitian operators. As-
suming Z˜ to be a sufficiently smooth function of the λk’s,
expectation value of the physical quantity of interestAi is
obtained by differentiating it with respect to λi at λk = 0
∀k.
As mentioned earlier, annealed disorder corresponds
to the situation when the relaxation time for equilibra-
tion of disorder is of same or near order of magnitude of
the observation time. Here the statistical properties of
3the system at equilibrium is obtained by taking averages
of the functional partition function, Z˜, over several ran-
dom realizations. The functional free energy, F˜a, after
performing configurational averaging over the annealed
disordered parameters, is given by
F˜a({λk}) = − 1
β
ln

∫ ∞
−∞
∏
j
dajP(aj)Z˜ ({ai}, {λk})
 ,
(1)
where P(aj) represents the probability distribution func-
tion of randomness in the annealed parameter aj . The
“annealed average” in the canonical equilibrium state
of a given observable Ak can finally be obtained as
〈Ak〉a = ∂F˜a∂λk
∣∣∣
{λi}=0
.
Contrary to the annealed disordered parameters,
the quenched disordered ones remain effectively frozen
throughout the measurement process. In this case, the
functional free energy is computed by performing config-
urational averaging over the quenched disordered param-
eters of the logarithm of the functional partition function
instead of the partition function itself, and reads as
F˜q({λk}) = − 1
β
∫ ∞
−∞
∏
j
dajP(aj) ln
{
Z˜ ({ai}, {λk})
}
.
(2)
Suppose now that we wish to compute the “quenched
averaged” value, 〈O〉q, of a certain physical character-
istic, O, where O is a non-linear function of physi-
cal quantities representable by Hermitian operators Ak
(O = O({Ak})). The quenched average 〈Ak〉q, of any
Ak can be computed directly, via derivatives of the func-
tional free energy, as 〈Ak〉q = ∂F˜q∂λk
∣∣∣
{λi}=0
. However, a
physically meaningful quenched averaged value of the
observable O cannot be obtained from the quenched
averaged values of the observables Ak. To find 〈O〉q,
one needs to calculate Ak({ai}) and the corresponding
O({Ak({ai})}) for each realization of the disorder {ai}
and then performs averaging over all such realizations,
given by
〈O〉q =
∫ ∞
−∞
∏
j
dajP(aj)O({Ak({ai})}). (3)
On the other hand, in the case of annealed disorder, the
averaged out value, 〈O〉a, has to be obtained from the
annealed averaged values of Ak, i.e., 〈O〉a = O({〈Ak〉a}).
III. THE MODEL AND METHODOLOGY
In this work, we consider an one-dimensional
anisotropic quantum XY model with nearest-neighbor
site-dependent interactions in a random transverse mag-
netic field. The Hamiltonian is given by
H =
N∑
i=1
Ji
4
[(1 + γ)σxi σ
x
i+1 + (1− γ)σyi σyi+1]−
N∑
i=1
hi
2
σzi ,
(4)
where N is the number of lattice sites, Ji is proportional
to the coupling constant between nearest-neighbor sites
i and i + 1, hi is proportional to the strength of the
transverse field at the ith site, and γ 6= 0 is the anisotropy
parameter. Here σαi (α = x, y, z) are the Pauli spin
matrices at the ith site. For the homogeneous system, Ji
and hi are separately equal for all pairs (i, i+ 1) and for
each site, denoted by J and h, respectively. We consider
periodic boundary condition, i.e., ~σN+1 = ~σ1.
In the following, we consider two different cases:
1. The coupling strengths Ji are randomly chosen. Ji
are drawn from independently and identically dis-
tributed (i.i.d.) Gaussian distributions with mean
〈J 〉 and a standard deviation, σ. However, the
system is subjected to an site-independent uniform
field, i.e., hi = h ∀i.
2. The interaction strength in this case is constant for
all pairs, i.e., Ji = J ∀i. However, the hi are now
i.i.d. Gaussian random variables with mean 〈h〉 and
the standard deviation, σ.
The computation of the physical quantities corre-
sponding to the Hamiltonian in Eq. (4) may need the
functional partition function, for which we introduce a
modified Hamiltonian, H˜, incorporating auxiliary terms
(see Sec. II), given by
H˜ = 1
4
N∑
i=1
[
γxJ˜ xi σxi σxi+1 + γyJ˜ yi σyi σyi+1
]
− 1
2
N∑
i=1
h˜iσ
z
i ,
(5)
where J˜ xi = (Ji + 4λx), J˜ yi = (Ji + 4λy), γx = 1 + γ,
γy = 1 − γ, and h˜i = (hi + 2λz). Here λα(α = x, y, z)
are the coefficients associated with auxiliary terms in H˜
required for computing observables, such as magnetiza-
tion and correlators, via derivatives with respect to λα at
λα = 0 ∀α. The x-x and y-y correlation functions can be
obtained via derivatives of the free energy with respect to
λx and λy respectively, while λz will be used to calculate
the magnetization in the z-direction by taking derivative
of free energy with respect to λz. All the derivatives are
to be taken at λα = 0 ∀α.
Let us note here that the homogeneous (ordered) quan-
tum XY model can be solved analytically both for fi-
nite and infinite chains, and closed forms of magneti-
zation and two-point correlators can also be obtained
[40]. Subsequently, the two-body density matrices can
be constructed. Although, the loss of translational sym-
metry in the disordered XY models restricts the study
to finite-sized systems, one can still, in principle, access
4large finite-sized systems via the Jordan-Wigner trans-
formation [39] which reduces the Hamiltonian in Eq. (5)
in terms of Fermi operators, ci, as
H˜ =
N∑
i,j=1
c†i A˜ijcj +
1
2
N∑
i,j=1
(c†i B˜ijc
†
j+1 + h.c.). (6)
Here, A˜ and B˜ are N × N symmetric and antisym-
metric real matrices, respectively, and are given by
A˜ij = (hi + 2λ
z)δij + (Ji/2 + λx + λy)(δi+1,j + δi,j+1)
and B˜ij = (γJi/2 + λx − λy)(δi+1,j − δi,j+1)
with A˜1N = A˜N1 = JN/2 + λx + λy and
B˜1N = γJN/2 + λx + λy = −B˜N1. The Hamiltonian in
Eq. (6) is further subjected to Fourier and Bogoliubov
transformations, given by ηk =
∑N−1
i=0 (gkici + hkic
†
i ),
η†k =
∑N−1
i=0 (gkic
†
i + hkici), after which it reads as
H˜ =
∑
k
Λkηkη
†
k + constant, (7)
where k = −N/2, N/2 + 1, . . . , N/2 − 1. Here, gki and
hki are real numbers, and ηks obey fermionic anticom-
mutation relations. In this work, we focus on the low
temperature properties of the system. Note that at ab-
solute zero temperature, the ordered system (i.e. Ji = J
and hi = h ∀i) undergoes a quantum phase transition at
J /h = 1, from a paramagnetic (PM) phase for J /h < 1
to an antiferromagnetic (AFM) one for J /h > 1.
A. Single- and two-site reduced density matrices in
presence of annealed disorder
The computation of entanglement via two-body re-
duced density matrices requires evaluation of magnetiza-
tion and two-body correlators. In the following, we dis-
cuss how to obtain the physical quantities for the nearest-
neighbor sites in presence of annealed disorder.
In an N -site spin system, a k-site density matrix is
obtained by tracing out all but those k sites. The site-
index of these k sites are stored in ~i = (i1, i2, . . . , ik),
with il ∈ {1, 2, . . . , N}, l = 1, 2, . . . , k. The general form
of the k-site reduced density matrix can be written as
ρ~i =
I2k
2k
+
k∑
i=1
1
2i
∑
~α 6=0
C~α σ
αi1
i1
⊗ σαi2i2 . . .⊗ σ
αik
ik
. (8)
Here ~α = (αi1 , . . . , αik), where each entry in ~α can
be any of {0, x, y, z}, and we set σ0 = I2. Note that
C~α = Tr (σ
αi1
i1
⊗ . . .⊗ σαikik ρ~i). If there are p non-zero
entries in ~α, then C~α represents a p-body correlator.
In particular, when there is a single non-zero entry in
~α, then C0,...,αil ,...,0 = m
il
αil
(αil 6= 0) represents the
magnetization at site il. Let us assume that the N -
body density matrix, ρN , has global phase flip symmetry([
ρN , (σ
z)⊗N
]
= 0
)
implying ρN = (σ
z)⊗NρN (σz)⊗N .
This, e.g., is the case for the ground state of H. Con-
sequently, since trace, including partial trace, is basis
independent, the k-site reduced density matrix is given
by
ρ~i = Tr~¯i ρN =
∑
k¯
〈k¯|(σz)⊗NρN (σz)⊗N |k¯〉
= (σz)⊗k
(∑
k¯
〈k¯|(σz)⊗k¯ρN (σz)⊗k¯|k¯〉
)
(σz)⊗k
= (σz)⊗kρ~i(σ
z)⊗k, (9)
where ~¯i denotes the nodes which are traced out.
We now assume that the annealed averaged state is
an analytic function of the set of Hamiltonians for differ-
ent realizations of the annealed disordered parameters in
H. The global phase flip symmetry holds for the zero-
temperature state as for the canonical equilibrium state
corresponding to H˜ for every particular realization of dis-
order and hence the symmetry also holds for the annealed
averaged state, ρa. For single site, Eq. (9) reduces to
[ρa1 , σ
z] = 0. Using the general form of the single-site
density matrix ρa1 , (see Eq. (8)), one obtains
maxσ
x +mayσ
y = 0, (10)
which implies max = m
a
y = 0, as σ
x and σy are lin-
early independent generators. Here, we have used the
notation maα = 〈σα1 〉a. Similarly, for the two-site re-
duced density matrix, ρa12 of the annealed averaged state,[
ρa12, (σ
z)⊗2
]
= 0, which in turn implies Caxz = C
a
zx =
Cayz = C
a
zy = 0. Again, we have used the notation
Caα1α2 = 〈σα11 ⊗σα22 〉a. We now go over to the considera-
tion of the xy and yx correlators. The annealed averaged
correlation, Caxy, is given by
Caxy = lim
cxy→0
∂
∂cxy
ln
∫
P(J )dJ Z˜ ′,
where Z˜ ′ is the partition function corresponding to the
Hamiltonian H˜′ = H˜(J )+cxyσx⊗σy, where H˜ is given in
Eq. (5). J denotes the aggregate of all the annealed dis-
ordered parameters in the Hamiltonian. For the canoni-
cal equilibrium state of the ordered system, this approach
implies the corresponding Cxy = 0, by using the fact
that the density matrix is an analytic function of the
corresponding Hamiltonian. The same does not seem to
go through for the annealed disordered case, even if we
assume that the annealed state is an analytic function
of the aggregate of annealed disordered Hamiltonians.
We therefore resort to numerical simulations, and indeed
we find by exact diagonalizations of up to 11 quantum
spin-1/2 systems that Caxy = 0. The case is similar for
Cayx. On the basis of these evidences, we assume that
Caxy = C
a
yx = 0 for larger systems as well. Hence m
a
z ,
Caxx, C
a
yy, and C
a
zz emerge as the non-zero quantities for
the annealed averaged state. Additionally, let us show
that Cazz = Tr(ρ
a
12σ
z
1 ⊗ σz2) can be expressed in terms
5of the operators, Ai and Bi, as Czz = Tr(ρ
a
12A1B1A2B2)
and hence can be written in terms of maz , C
a
xx and C
a
yy. A
further decomposition by means of Wick’s theorem leads
to
Cazz = Tr(ρ
a
12A1B1) Tr(ρ
a
12A2B2)
− Tr(ρa12A1A2) Tr(ρa12B1B2)
− Tr(ρa12B2A1) Tr(ρa12B1A2),
= (maz)1(m
a
z)2 − CayyCaxx, (11)
where (maz)1 and (m
a
z)2 are the annealed averaged mag-
netizations of sites 1 and 2 respectively.
For the quenched system, the disordered Hamiltonian
again satisfies the global phase flip symmetry, and so a
relation of the form (10) can be obtained for each re-
alization of the quenched disordered Hamiltonian. This
immediately provides mqx = m
q
y = 0. Global phase flip
symmetry applied to the two-site state implies Cqxz =
Cqzx = C
q
yz = C
q
zy = 0. Since the Hamiltonian, for every
realization of the quenched disordered parameters, has
real entries when written in the computational basis, the
xy- and yx-correlators vanish in the canonical equilib-
rium state, for that disorder realization. This of course
implies that the quenched averages, Cqxy and C
q
yx are also
vanishing. So, for the quenched system, we again find
that the two-site state possesses only the z-magnetization
and the diagonal correlators. A similar argument holds
for the homogeneous system as well.
IV. ANNEALED VS. QUENCHED
ENTANGLEMENT IN RANDOM XY MODEL
In a multiparty system, bipartite entanglement be-
tween two subsystems characterizes collective properties
of the many-body system, and at the same time, its
existence may ensure implementation of efficient quan-
tum information processing tasks. In this work, we
choose concurrence [45] as the measure of bipartite
(two-qubit) entanglement for analyzing the behavior of
nearest-neighbor states in annealed as well as quenched
disordered systems, for identifying their similarities and
differences, affecting their relative utilities. We also com-
pare the physical properties of the disordered systems
with the same in the corresponding ordered systems.
For an arbitrary two-qubit density matrix, ρ, con-
currence is defined as C(ρ) = max{0, λ1 − λ2 − λ3 −
λ4}, where λi’s are eigenvalues of the Hermitian ma-
trix R =
√√
ρρ˜
√
ρ, in descending order. Here ρ˜ =
(σy ⊗ σy)ρ∗(σy ⊗ σy), where ρ∗ is the complex conjugate
of ρ in the computational basis.
The means of the distributions of the random parame-
ters in the disordered systems are adjusted to be identi-
cal to the corresponding parameters of the homogeneous
system. Moreover, the standard deviations correspond-
ing to different types of disorder for the same physical
parameter (e.g., the coupling strength) in different sys-
tems are taken to be equal, so that the effects due to the
disorders can be compared effectively. Below, for a given
observable O, we compare between 〈O〉a, 〈O〉q, and 〈O〉,
which, respectively, are averages in the equilibrium state
for annealed disorder in the coupling, quenched disorder
in the same, and a constant (site-independent) coupling.
We now investigate the effects of annealed and
quenched disorders on entanglement in the transverse
field quantum XY spin model. Let us first consider the
case where randomness is present only in the interaction
term, while hi = h ∀i. Our prime interest is to study the
changes in the entanglement properties of the system,
governed by the Hamiltonian given in Eq. (4), as the na-
ture of disorder changes from annealed to quenched. The
random interactions, Ji, are chosen to be independently
and identically distributed Gaussian probability distri-
butions with mean 〈J 〉 and standard deviation σ˜, where
〈J 〉 and σ˜ are site-independent. Note that σ˜ represents
the disorder strength. The associated probability den-
sity function, P(Ji), of the disordered parameters, Ji,
is given by P(Ji) = 1σ˜√2pi exp[
−(Ji−〈J 〉)2
2σ˜2 ]. In order to
keep the disorder averaged quantities and corresponding
ordered ones on the same footing, the concurrence in the
homogeneous system is calculated between the same sites
by setting Ji = 〈J 〉 ∀i. To study any disorder averaged
physical quantity, one typically requires a few thousand
random realizations in order to obtain converged values
via configurational averaging. Throughout this work, the
averaged out quantities for the disordered systems are
calculated by performing averaging over 104 random re-
alizations.
A. Case 1: Transverse XY model with random
interaction
Fig. 1 shows the behavior of concurrence, C, as a func-
tion of µ = 〈J 〉/h in the XY spin chain with γ = 0.5
in presence of annealed (Fig. 1(a)) and quenched disor-
ders (Fig. 1(b)), respectively. On the other hand, for
the homogeneous system, µ is site-independent and it is
set at 〈J 〉/h. Let us start with the homogeneous sys-
tem. The red solid lines in Figs. 1(a) and 1(b) show
the trends of concurrence for the homogeneous XY spin
chain for the canonical equilibrium state. The states
are entangled except at the µ = 0 point and the fac-
torization point [41, 42], with the latter being given by
µ = µf ≡ 1/
√
1− γ2.
In case of an annealed disordered system, to obtain
the trends of concurrence, we first find the annealed aver-
aged (transverse) magnetization and classical correlators,
and use them to construct the annealed averaged two-site
density matrix. The annealed averaged entanglement is
then obtained from this annealed averaged density ma-
trix. It is important to stress a technical point about
obtaining the annealed averaged magnetization and clas-
sical correlators. For obtaining the behavior of, say, the
annealed averaged magnetization as a function of µ, we
begin by calculating the values of annealed averaged mag-
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FIG. 1: (color online) Response of entanglement to annealed
and quenched dirorders, respectively. We use concurrence as
the measure of entanglement, and plot the concurrence, C,
as a function of µ (= 〈J 〉
h
) for different disorder strengths, σ,
in presence of (a) annealed and (b) quenched disorder in the
coupling. In both the panels, the red solid line corresponds
to the homogeneous case, i.e. σ = 0, while the other curves
are for different disorder strengths as indicated in the legends.
For the annealed disorder, fitting curves are obtained using
annealed averaged concurrence data, which in turn is obtained
from spline interpolation of annealed averaged magnetization
and classical correlations, while for the quenched disorder,
the fitted curves are the spline interpolation of the quenched
averaged concurrence. The quenched averaged concurrence is
obtained by calculating it for a given disorder realization, and
then pertaining the average. Averaging is performed over 104
random realizations, and we have checked that all the physical
quantities considered here, have converged much before that
sample size. The vertical axes are measured in ebits, while
the horizontal axes are dimensionless. We choose N = 50 and
γ = 0.5 for all figures in this paper, and βh = 20 for Figs. 1-4.
netization for a certain chosen set of points in the interval
of interest on the µ-axis. (The other parameters of the
parameter space, given by
(
γ, µ, σ˜, β
)
, are suitably cho-
sen.) These values are then fitted to a profile using spline
interpolation techniques. The same is done for all the
classical correlators. The annealed entanglements for the
above chosen set of points on the µ-axis are then obtained
by using the spline-interpolated annealed-averaged mag-
netizations and classical correlators.
We find that the introduction of annealed disorder af-
fects bipartite entanglement significantly, as can be seen
in Fig. 1(a). While in some region, entanglement in-
creases in the presence of annealed disorder, it can get
suppressed due to disorder in other regions. Below, we di-
vide the axis of rescaled disorder strength, σ = σ˜/h, into
two regions depending on whether the annealed averaged
entanglement revives once or twice as we move along the
µ-axis. Here we fix γ = 0.5. A change of γ can quantita-
tively change the boundaries of these regions, although
the qualitative behavior in the (µ, σ) plane remains the
same for γ 6= 0.
Region 1 (σ < σc) – This region is defined as that
in which there are two “revivals” of entanglement after
its “collapse” to zero, as we move along the µ-axis, for a
given value of σ. A “revival” is defined as the appearance
of (non-zero) entanglement after it becomes zero (“col-
lapse”). The maximum value of σ for which two revivals
occur is denoted by σc. The first revival of entanglement
on the µ-axis always leads to a shrinking of entanglement
with increasing σ. The situation for the second revival
is richer, and can lead to both shrinking as well as en-
hancement of entanglement with σ. The end of the first
revival and the beginning of the second happens in the
vicinity of the quantum phase transition point and the
factorization point of the corresponding ordered system.
For the system under consideration, we find σc ≈ 0.6.
Note that the defining property of the critical disorder
strength can equivalently be taken as the number of en-
tangled segments on any line of constant σ.
Region 2 (σ > σc) – This region is the one that is com-
plementary to Region 1, and there is a single revival of
entanglement when we walk along the µ-axis. Here we
obtain both shrinking as well as enhancement of entan-
glement with increasing σ. For σ . 0.8, we find that
the point of entanglement revival shifts towards the low
µ region. The opposite happens for higher σ. Note that
for a high σ, a finite amount of entanglement survives
in presence of the annealed disorder only if the system
is deep in the AFM phase of the corresponding ordered
system.
The above observation is summarized in Fig. 2(a),
where the tract with blue stripes and that which is white,
respectively represent the entangled and separable phases
for the annealed disordered systems in the (µ–σ) plane.
There are two points on the σ = 0 line (ordered system),
namely, µ = 0 and µ = µf , for which the entanglement
vanishes in the zero temperature state. Insertion of an-
nealed disorder indicates that we are pushing away from
the σ = 0 line on the (σ–µ) plane, and the separability-
entanglement features in the system responds by creat-
ing two “rivers” of separable states. More precisely, the
two zero-entanglement points on the σ = 0 line develops
into two finite intervals of zero entanglement on any line
of (non-zero) constant σ, as long as the constant is less
7 0
 0.4
 0.8
 0  0.5  1  1.5  2
(a)
σ
µ
σc
µf
 0
 0.2
 0.4
 0.9  1  1.1
(b)
PM AFM
σ
µ
Numerical
Fitted
FIG. 2: (color online) An illustration of (a) entangled and
separable phases in annealed disordered system, and (b) shift-
ing of AFM-PM transition points in quenched disorder sys-
tem in the parameter space of (µ, σ). The disorders are in
the couplings. In panel (a), the white region represents the
separable phase of the annealed disordered system. The sep-
arable phase identifies the parametric regime with vanishing
annealed averaged entanglement. In panel (b), we consider
quenched disorder. For σ = 0, the system corresponds to the
homogeneous model. The AFM-PM transition point at µ = 1
for β =∞ shifts to µ = 1.0243 for βh = 20 and N = 50. With
the introduction of quenched disorder the “transition” point
(see text) drifts from its σ = 0 value. All quantities on the
axes are dimensionless.
than σc. For σ > σc, the two rivers meet to create a
“separable sea”.
Let us now move to the case when we consider a
quenched disordered system. The bipartite entanglement
in this case turns out to be drastically different from
that in the annealed case. Unlike annealed averaged
entanglement, the quenched averaged entanglement be-
tween nearest-neighbor sites remains non-zero through-
out the entire parametric stretch of µ, irrespective of the
strength of disorder, however small (but non-zero). See
Fig. 1(b). In particular, we observe that with increase
of the rescaled quenched disorder strength, σ, entangle-
ment is generated even at the points having vanishing
entanglement in the corresponding ordered Hamiltonian.
As we increase σ, there is a change in the pattern of en-
tanglement with µ – it gets flattened as a function of µ.
For a high enough σ (in our case, σ & 1.3 ), it saturates
to a moderate non-zero value for the entire parametric
stretch of µ. This “frozen” entanglement with respect to
µ for high enough σ is expected, because with increasing
σ, the stretch of the Gaussian distribution of the disor-
dered parameter increases and finally the random config-
urations, H({Ji/h}), are effectively distributed over the
entire parametric regime of µ, and thus becomes inde-
pendent of the mean of the distribution.
Bipartite entanglement of the zero-temperature state
can characterize the transition at µ = 1 by showing a
kink in its derivative. In our case, to maintain consis-
tency with the annealed case, we choose the relative in-
verse temperature at βh = 20, which mimics the zero-
temperature characteristic of the system. However, we
find that due to finite temperature (βh = 20) and fi-
nite system size (N = 50), the kink in the derivative of
nearest-neighbor entanglement in the zero-temperature
state of the ordered system shifts to µ = 1.0243 (correct
σ =0.1σ =0.2σ =0.3σ =0.4
σ =0.0
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FIG. 3: (color online) Response of disorder in coupling on
a quantum phase transition. The derivative of concurrence,
∂C
∂µ
, is plotted as a function of µ (= 〈J 〉/h) in presence of
quenched disorder in the coupling terms, for different disorder
strengths, σ. The (red) solid line again corresponds to the
homogeneous case i.e. with σ = 0, while the other curves are
for different disorder strength presented in the legends. For
a better illustration, only the fitted curves are plotted. The
value of µ at the minimum of a certain curve is interpreted
as the post-response quantum phase transition point for the
corresponding σ. Concurrence is measured in ebits, while µ
is dimensionless.
to four decimal places). In Figs. 1, 3 and 6, the red solid
line corresponds to concurrence or the derivative of con-
currence in the homogeneous case. Since we are dealing
with finite temperature and finite system size, instead
of a sharp kink, we observe a “blunt” minimum, char-
acterizing the QPT, in Fig. 3. The transition point at
µ = 1.0243 can be found from the minimum point in the
derivative of concurrence (red solid line of Fig. 3).
Moreover, we find that the QPT, present in the corre-
sponding ordered system, shifts, as the minimum of dCdµ
indicates. Specifically, for small values of quenched disor-
der strength (σ . 0.1), the minimum of dCdµ at µ = µmin
remains almost a constant as a function of σ, but af-
terwards (i.e., for higher σ), it shifts towards the left
(PM phase of the ordered system). See Fig. 2(b). For
a relatively stronger disorder (σ > 0.4), the curves for
the quenched disordered concurrence gets flattened and
a prominent minimum is thus unavailable.
1. Disorder-induced enhancement of entanglement
Presence of any weak quenched disorder makes the en-
tire system entangled even when in the neighborhood
of µ = 0, implying that disorder helps the system to
possess a higher amount of entanglement in compari-
son to the corresponding ordered one. This feature of
“disorder-induced-enhancement” is also known as “order-
from-disorder” phenomenon, and has been elaborately
studied in context of several physical quantities in the
past [27, 30, 32, 43, 44], especially in quenched disordered
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FIG. 4: (color online) Phases with order-from-disorder sepa-
rated from those without so. We present illustrations of en-
hanced and normal phases in (a) annealed and (b) quenched
disordered systems in the parameter space of (µ, σ). The dis-
orders are in the couplings. In both panels, the white region
represents the normal phase, where no order-from-disorder
is present. In these regions, the value of the annealed or
quenched averaged entanglement is lower than the same in the
corresponding homogeneous system. The (colored) striped re-
gions, named as enhanced phases, correspond to the paramet-
ric regimes with order-from-disorder phenomenon for entan-
glement. The disorder averages are checked for convergence
up to the third decimal place, and therefore the phase changes
are decided with a tolerance of 10−3. All axes in the plot are
dimensionless. Entanglement is measured in ebits.
systems. In fact, there are large parameter stretches
over which such phenomenon occurs. We define an
“enhanced phase” as one which supports the disorder-
induced-enhancement phenomenon. In contrast, “nor-
mal phase” is marked by deterioration of entanglement
in presence of randomness. These two phases in the an-
nealed as well as quenched disordered systems are pre-
sented in Fig. 4. For the annealed disorder, the enhanced
region appears only in the AFM phase of the ordered
system (the blue striped region of Fig. 4(a)), while for
quenched disorder, the same occurs in both AFM and
PM phases (the maroon striped regions of Fig. 4(b)).
In case of the annealed disordered system, the en-
hanced phase is inside the half-plane µ > 1. This corre-
sponds to the AFM phase in the ordered system. Walking
along a constant σ line, from low to high values of µ, one
encounters the enhanced phase at a value of µ that is
greater than unity, and that is almost independent of σ.
Re-entry into the normal phase, however, depends on σ.
See Fig. 4(a)).
In the quenched disorder scenario, enhanced phases
appear in both AFM and PM phases of the corresponding
ordered system. We find that for a given σ, the system
is in the enhanced phase for 0 < µ < µσ1 and µ
σ
2 <
µ < µσ3 with µ
σ
1 < µ
σ
2 < µ
σ
3 . Interestingly, for high
enough σ, µσ1 and µ
σ
2 are almost independent of σ. As
depicted in Fig. 4(b), the length of the enhanced phase on
a constant σ line, increases with σ. Our analysis shows
that in the enhanced phase, the two-site entanglement
increases in magnitude with increasing disorder strength
before attaining a saturating value.
It is worth mentioning here that although the whole
analysis is carried out for N = 50, we have checked that
the behaviors of entanglement remain unaltered for larger
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FIG. 5: (color online) Trends of entanglement in response to
disorder in field. We plot the concurrence C, as a function of
λ = 〈h〉/J for different disorder strengths, σh, in presence of
(a) annealed and (b) quenched disorder in the transverse field.
The concurrence is measured in ebits while λ is dimensionless.
Just like the previous figures, we choose N = 50 and γ = 0.5
for Figs 5-7. And, we choose βJ = 20 in these figures.
system sizes. Moreover, although the illustrations have
been presented for a specific value of the anisotropic con-
stant, viz. γ = 0.5, for which the factorization point is
at µ = µf = 1.1547, similar analysis performed for other
values of γ confirms that the qualitative features remain
unaltered irrespective of the value of the anisotropy.
B. Case 2: XY model in random transverse field
Let us now consider the quantum XY spin chain with
randomness present in the field term. In this case,
nearest-neighbor exchange interactions are all equal in
strength but hi are randomly chosen from i.i.d. Gaus-
sian probability distributions with mean 〈h〉, and stan-
dard deviation σ˜h. We consider the dimensionless quan-
tity λ = 〈h〉/J , and plot the concurrence with respect
to the rescaled transverse field strength in Fig. 5. The
9 0
 0.4
 0.8
 0  0.5  1  1.5  2
(a)
σh
λ
σhc
λf
 0
 0.2
 0.4
 0.8  0.9  1  1.1  1.2
(b)
AFM PM
σh
λ
Numerical
Fitted
FIG. 6: An illustration of (a) entangled and separable phases
in annealed disordered system, and (b) shifting of AFM-PM
transition point in quenched disorder system. The (red) hor-
izontal line in panel (a) represents σh = σhc and the (red)
vertical line in the same panel represents λ = λf . The white
region in panel (a) represents separable states, while the re-
maining regions represents entangled states. In panel (b),
transition line is the (blue) solid line with (red) circles which
is a fitted curve to the numerical data. The transition is char-
acterized by a minimum of the derivative ∂C
∂λ
as a function of
λ for a given σh. In the thermodynamic limit at zero temper-
ature, this transition is at λ = 1, which is slightly shifted in
panel (b) due to finite size (N = 50) and finite temperature
(βJ = 20). All axes in the panels represent dimensionless
quantities.
corresponding dimensionless disorder strength is denoted
as σh = σ˜h/J . Similar to Case 1, concurrence of the cor-
responding homogeneous system is computed at h/J =
〈h〉/J = λ. The homogeneous system remains entangled
except at the factorization point, λ = λf ≡
√
1− γ2.
The behavior of annealed disordered concurrence with
λ for different values of disorder strength is shown in
Fig. 5(a). As we increase the strength of the annealed
disorder, the factorization point grows into a separable
region which ultimately swallows the entire AFM phase
of the corresponding ordered system and also a significant
portion of the PM phase, which is in contrast to the case
when the disorder is present in the coupling strength.
In the random field case, we identify a critical disorder
strength, at σh = σhc ≈ 0.6, below which there are two
segments of entangled states on any line of constant σh.
However, above the critical disorder strength, there is
only a single sector of non-vanishing entanglement on any
constant σh line. We present the phase diagram of the
separable and entangled phases in Fig. 6(a), which shows
that in this case (just as in the case of annealed disordered
interaction), high values of σh destroys entanglement in
both the magnetic phases of the corresponding ordered
system.
It is interesting to mention here that the critical value
of disorder strength for annealed disorder in the interac-
tion as well as the same in the field are both approxi-
mately the same, and ≈ 0.6.
We now consider the case of quenched disorder in the
random field XY model. Fig. 5(b) shows the effect of
quenched disorder on entanglement. Similar to the case
of random interactions, here also we find a drastic dif-
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FIG. 7: An illustration of enhanced and normal phases in
(a) annealed and (b) quenched disordered systems in the pa-
rameter space (λ, σh). This is the parallel of Fig. 4 for the
case of random fields instead of random couplings. The axes
represent dimensionless quantities.
ference between the entanglements for the two different
kinds of disorder. However, the effect of quenched dis-
order is similar for both random interaction and random
field cases. In both the scenarios, we find that with the in-
crease of quenched disorder strength, entanglement over
the entire parametric stretch of λ tends to flatten and
eventually gain similar value for all values of the control
parameter, µ or λ. We observe that the introduction of
a weak quenched disorder helps to grow entanglement
even at the factorization point of the ordered system,
resulting in the entire parameter space to support en-
tangled states. This is unlike the annealed case, where
the entire parameter space does not become entangled
for any finite amount of disorder. We have also analyzed
how the critical point of the corresponding homogeneous
system shifts as we increase the disorder strength. The
shifting point is again found from the extrema of the
derivative of the concurrence. As plotted in Fig. 6(b),
we find that minimum of the derivative of quenched dis-
ordered concurrence shifts towards the PM region of the
ordered system, as we increase the disorder strength, σh.
This is similar to our previous finding in Fig. 2(b) for
the system with quenched disordered random interaction,
though the quantitative behaviors are different.
We complete our discussion by presenting the order-
from-disorder analysis for the random fieldXY model. In
contrast to Case 1, here, the enhanced phase covers only
a small parameter stretch in the case of annealed disorder
as shown in Fig 7(a). In particular, as we introduce the
annealed disorder, an enhanced phase emerges only near
to the critical point of the homogeneous system which
quickly disappears with the increase of σh However, as we
increase quenched disorder strength, the enhanced phase
grows and covers up a significant area in both the PM and
AFM phases of the ordered systems (Fig. 7(b)). With a
high σh value, the enhanced phase can be found in the
entire AFM region and also in the PM region, except in
the neighborhood of the critical point.
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V. CONCLUSION
This work aims to understand how the patterns of en-
tanglement in a quantum many-body system at equilib-
rium are affected by insertion of disorder, and how they
depend on the nature of disorder. We analyze two spe-
cific types of disorder, viz. annealed and quenched. We
present a general formalism for computing disorder aver-
aged physical quantities for both kinds of disorder. While
the formalism is valid for all temperatures, we focus on
the physics at low temperatures. The models consid-
ered for the analyses are quantum XY spin chains with
a transverse field, whose investigation have been carried
out via the Jordan-Wigner and Bogoliubov transforma-
tions. Two particular cases are considered – XY chain
with random interaction and XY chain in random field.
The disorders are chosen to be i.i.d. Gaussian random
variables. Using concurrence as the quantifier of two-site
entanglement, we studied its behavior for varying disor-
der strengths by tuning the standard deviations of the
distribution functions.
Our analysis identifies the difference between the re-
sponse of entanglement due to quenched and annealed
disorders. We have shown that annealed disorder gives
rise to entangled and separable phases in the system. The
factorization point of the corresponding ordered system
grows into a separable phase in presence of annealed dis-
order. Moreover, for annealed disorder in the interaction,
above a certain critical value of disorder strength, any fi-
nite entanglement in the deep paramagnetic phase, of
the corresponding ordered system, is washed out, and a
finite value survives only in the deep antiferromagnetic
phase. The same is valid for an annealed disorder in the
field, but with the roles of the magnetic phases reversed.
On the contrary, entanglement is always non-vanishing
in presence of quenched disorder.
Presence of quenched as well as annealed disorder may
exhibit the order-from-disorder phenomenon, by which
we mean an enhancement of the bipartite entanglement
with the introduction of disorder. There exist wide pa-
rameter regions, in both the magnetic phases of the cor-
responding ordered system, where disorder-induced en-
hancement occurs, for the quenched disordered systems.
Such regions are relatively modest in area in the corre-
sponding annealed systems.
We also analyzed the effect on the quantum critical
point in the corresponding ordered system due to the
application of disorder. In particular, we found that
with the increase of the quenched disorder strength, the
boundary between the magnetic phases of the ordered
system, as quantified by the minimum of the derivative
of entanglement, shifts towards the paramagnetic phase
of the ordered system.
Our work is relevant to currently available laboratory
systems with engineered disorder having controllable dis-
order strength, particularly within an optical lattice set-
up [11, 12]. Moreover, solid state systems with effec-
tive interaction strengths from a broad distribution, such
as dilute magnetic semiconductors [46], dislocation net-
works in solid 4He [47], provide platforms for accessing
systems relevant to our work.
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