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ABSTRACT 
Recent work in the formal calculus of variations and also in Riematmian geometry 
and general relativity have relied upon certain important, previously established 
properties of determinant ideals in characteristic zero. This note presents direct, 
elementary proofs of these properties by utilizing the Cap& identities of classical 
invariant theory. 
1. INTRODUCTION 
Let k be a field of characteristic zero, km, n the ring of m x n matrices 
over k, and k( X ) the polynomial ring in the m x n matrix of indeterminants 
X = (xij), 1 Q i < m, 1~ j < n. We assume that m < n. Denote by I, the 
ideal in k(X) generated by all the r x r minors (or subdeterminants) of X, 
and by V, the variety in km, n which vanishes on I,, i.e. 
v,= {AEk,,,lf(A)=% f EC) 
= {AEk,,“lrankA<r}. 
The pth power of I, is denoted by Z,P-each element f E I! is a finite 
sum 
f = &,h,, 
A 
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where each g, E k(X) and each h, is a p-fold product of elements of I,. If 
f E k(X), let Of denote the matrix of partial derivatives of 5 The pth 
symbolic power of I, is 
zip)= { fEk(X)If,Df,...,DP~lfEZ,}. 
Thus, if f E Zip) then f and all its partial derivatives to order p - 1 vanish on 
v,* 
The following two theorems are true. 
THEOREM 1. ZffEk(X) andf(A)=OfiraZZAEVr, thenfEZr. 
THEOREM 2. Zfr = m, then the p th power and p th symbolic power of Z, 
are equal, i.e. 
Mount [8] and Northcott [9] prove that the ideal I, is a prime ideal and 
therefore Theorem 1 follows, at least when k is algebraically closed, from 
Hilbert’s NuZlsteZZensatz. Hochster [6] established some general conditions 
under which the pth power of a prime ideal in a Noetherian ring is equal to 
its symbolic pth power which, when applied to the ring k[ X], proved 
Theorem 2 in the case m = n + 1. Trung [13] showed that the Hochster 
condition was satisfied by I, for any value of m and thereby established 
Theorem 2 in general. 
Theorem 2 is false if 1 < r < m, since with m = n = 3, f(X) = det X 
belongs to I, (2) but not 1:. The general relationship between Zp and Zl(P) has 
been just recently established by DeConcini, Eisenbud, and Procesi [5] who 
used certain powerful combinatorial results concerning Young diagrams to 
show (for fields of any characteristic) that 
zp= cz,pIzp:l.. . zp$k_l. 
In this equation the summation is over all tuples (pl, p,, . . . , pk) such that 
r+k-l<mandp,+2p,+.*. +kpk>p.Withr=m,wehavek=land 
Theorem 2 is recaptured. This same paper contains an independent, short 
proof of the formula in characteristic 0. 
Recently Theorems 1 and 2 have found a number of applications in the 
differential geometric theory of the calculus of variations. Theorem 1 has been 
used by Ball, Currie, and Olver [4] to study the structure of variationally 
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trivial (or mrll) Lagrangians and can be used to substantially simplify 
Anderson and Duchamp’s [3] solution to the global inverse problem of the 
calculus of variations on finite dimensional jet bundles. An O(n) invariant 
version of Theorem 1 can be used to simplify Gilkey’s characterization of the 
Euler form on a Riemannian manifold (see Anderson [2]) and Lovelock’s [7] 
characterization of the variational principles of general relativity. Theorem 2 
has been used by Olver [lo] to characterize n-order divergences as differential 
hyperforms and can be used, in conjunction with the work of Shakiban [ 111, 
to analyze the kernels of Aldersley’s [l] higher Euler operators. 
In view of these numerous applications, direct and elementary proofs of 
Theorems 1 and 2 are desirable. This is the purpose of the present note. It will 
be shown that Theorems 1 and 2 are simple consequences of the Capelli 
identities-identities which first arose in classical invariant theory (see Weyl 
[14, Chapter II]) but whose role in this subject has, in recent times, been 
eclipsed by the use of Young diagrams and the representation theory of the 
symmetric group. 
2. POLARIZATION AND THE CAPELLI IDENTITIES 
We identify k(X) with the polynomial ring k(X,, X,,..., X,) where Xi, 
1~ j & n, is the jth column vector of X = (xii), and thus treat each 
f E k(X) as a polynomial function in n vectors, each vector being an 
indeterminant in m variables. As is well known, each such polynomial 
function f may be written in the form 
f=C.f& 0) 
6 
where the summation is a finite sum over n tuples 6 = (d,, da,. . . , d,) of 
nonnegative integers and where fs is homogeneous of degree dj in the 
variables X j. We call d = d, + d 2 + . . . + d, the total degree of fs. Observe 
that each fs may be defined explicitly in terms of f by 
fs(‘,, x2p”‘7 ‘,%I = adlt J”~;~. . . ad t f(tlX1,t2X2,".,t"Xn) (2) 
” 1 2 n 
at t, = ta = . . . = t, = 0. 
We denote the subspace of polynomials f(X,, X2,. . . , X,) which are 
homogeneous in each of their variables X j and homogeneous of total degree d 
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by kd( X). Elements of this subspace will be ordered lexicographically by 
their degrees of homogeneity: if fs and fs, E k J X), we write 
if d: cd,, or if d,!, = d, and d,Y_, < d,_l, and so on. Alternatively, we can 
define 
rankf,=d,+d,(d+1)+d,(d+1)2+ ... +d,,(d+l)“-‘, 
in which case & < fs if and only if rank & < rank fs. 
A polarization operator Dab, 1 < a, b < n, is an endomorphism of k J X ) 
is defined by 
(%f)(X)= [~f(X,,...,X,,,Y,X,,...,X,)]lt=o. (3  
where Y = X, + tX,. Thus, for example, if h E kd(X) is multilinear, then 
(Dobh)(X)=h(X1,...X,,...Xb_l,X,,Xb+lr...>Xn). (4) 
This is of degree 2 in X, and degree zero in X,. The right-hand side of (3) 
may be expanded to yield 
P,bf)(X) = 2 %(-$)(X). 
i=l zb 
(5) 
The following properties of the polarization operators follow immediately 
from the definitions (3) and (5). 
LEMMA 1. Let f E kd(X) have degree 6 =(d,,d, ,..., d,). 
(0 D,,f = d,f. 
(ii) If a <b, then Dabf < f. 
(iii) Zf f( A) vanishes whenever A E V,, then so does (Dab f )( A). 
(iv) Zf f E Zp, then Dab f E Zp. 
(v) Zf f E I!“‘, then Dabf E Zjp). 
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The Capelh identities describes the effects of certain successive polariza- 
tions. For instance, the second order Capelli identity is simply the identity 
Da,+1 Dab 
D ba 
D,, f = DaoDbbf - Db,D,bf + Dbbf 
= 2 (Xi,aXizb - XiIbXi2a) dxi tyxj b. 
t,,i,=l L 2 
Note that the right-hand side of this last equation belongs to I,, i.e. 
Da,+1 Dab 
D ba 
D,, f Ez,* 
This conclusion holds generally. Let 1 =G a, < a2 < a3 < . . . < a, =G n. Then 
the sth order Capelli identity is a formula, established by induction on S, for 
the successive polarizations 
in terms of the partial derivatives of f. Proofs of the Capelii identities can be 
found in Weyl [14, pp. 39-421 or Spivak [12, pp. 474-4781. We need not 
concern ourselves with the exact form of the Capelli identities; rather it 
suffices to observe that they imply 
C(f)=& if sQm 
and 
C(f)=0 if m-cs<n. 
Now let f E kd(X) havedegree (d,,d,,...,d,), andassumethat d,*#O. 
Then by Lemma l(i), the diagonal term in the expansion of C(f) is a nonzero 
multiply of f, while all the off-diagonal terms are of the form Pf, where P is a 
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composition of polarizations and f=D,,f for a,b~ {a,,u,,...,a,} and 
a < b. By Lemma l(ii), f < f. Thus the CapeIli identities imply that 
i 
CP,f,+g if s<m, 
f= @ifA if m<s<n, 
(6) 
where g E I,, P, is a composition of polarizations, and fx is a scalar multiple 
of a polarization of f with fx < f. 
3. PROOFS OF THE THEOREMS 
Proof of Theurem 1. Let f E k(X), and suppose f(A) = 0 whenever 
A~V,.Thenitisclear,fort,,t, ,..., t,~k,that 
S= [trA&Aa,...,t,A,] 
belongs to V,, so that by (2) the homogeneous components fs of f satisfy 
fs( A) = 0 whenever A E V,. Hence Theorem 1 will be proved by establishing 
its validity for homogeneous polynomials f E kd(X) for each d > 1. 
Fix dal, and let f Ekd(X) have degree a=(d,,d,,...,d,). We pro- 
ceed by induction on rank f. If rank f < (d + l)rpl, then d, = d,+l = . . + = 
d, = 0 and so the value of f(A) is independent of the value of the vectors 
A,,A ,+r,...,A,,. Thus f(A)=f(B), h w ere B is obtained from A by replac- 
ing the rows A,, A,+r ,..., A, by zeros. Since rank B < r, this implies that 
f(A)=OforaIl A andso f=O. 
Now suppose rank f > (d + l)‘- ‘, and that Theorem 1 is true for all 
g E kd( X) with g < f. Then, because rank f > (d + l)‘- ‘, there is a sequence 
of integers l<u,<u,< ... <u,<n such that d,,#O. With s=r the 
Capelli identity (6) holds. By Lemma l(iii), fx(A) vanishes when A E V,. By 
the induction hypothesis, fh E I,, and by Lemma l(iv) Ph fA E I,. Thus the 
Capelh identity implies that f E I,, and the proof of Theorem 1 is complete. 
n 
LEMMA 2. Let m = n, and let 
f(X) = h(X)det X, (7) 
wherehEk(X). Zfp>,2 undf EZ!$) thenhEZ:-l). 
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Proof. Differentiation of (7) with respect to xii and evaluation of the 
result on a matrix A E km. n yields 
(A)=h(A)[AdjA]ij+ 
where Adj A is the adjoint of A. Now assume that rank A = n - 1. Since 
f E I?), this equation reduces to 
h(A)[AdjA]ij=O. 
Since rank A = rr - 1, at least one entry of Adj A is different from zero and 
thus h(A) = 0. This implies that h(A) = 0 for all A E V, and consequently, 
by Theorem 1, h E I,. 
A repetition of these arguments provides an inductive proof of the lemma. 
n 
Proof of Theorem 2. We begin by induction on p. When p = 1 there is 
nothing to prove; consequently let us suppose that 
p-1 = pp’ 
(recall that r = m Q n) and prove that 
Since Zg C I!$), it suffices to prove that 
z(p) c zp m In- (8) 
As in the proof of Theorem 1, it suffices to establish this inclusion for 
homogeneous polynomials. 
Let d>l be fixed, and let f Ekd(X) with degree 6=(d,,d,,...,d,). 
Assume f E I$). We proceed by induction on rank f. If rank f < (d + l)m-l, 
then, as before, f = 0 and (8) holds trivially. Now assume rank f >, (d + l)“- ’ 
and that (8) holds for all g E kd(X) with g -cf. Then, since rank f > 
(d + l)m-l, there is a unique integer s, m 6 s d n, such that d, Z 0 but 
d s+1= ds+2= 0.. = d, = 0. We examine two cases. 
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Case 1: s = m. As in the proof of Theorem 1, this implies that 
f(X,, x2,..., x,)=f(x,,x,,...,x,,0,0,...,0), (9) 
and hence 
provided a, b < m. Now apply the Capelli identity (6) with a, = i, i = 
1 , . . . , m, to conclude that 
f - CP,f,=g, 
where g E I,. Thus g is a sum of products of elements of k(X) with 
determinants of the form det(X,,, Xi*,. . . , Xi_), 1~ i, < i, < i < . . . < i, < n. 
On account of (9) and (lo), the left-hand side of this equation remains 
unchanged when X, + i, . . . X, are set equal to zero, and hence it follows that 
f - CPxfx=h(X, ,... X,)det(X,, X, ,..., X,). 
Since f E I$‘), Lemma l(v) implies that the left-hand side of this equation 
belongs to I$). By Lemma 2, this implies that h E I:,” ‘1 and so, by the 
induction hypothesis on p, h E I;-‘. This in turn implies that 
f = CP,f,+ 62 
where g = h. det E Zg. The induction hypothesis on rank f implies that 
fx E Zg, and consequently Lemma l(iv) implies that f E ZL, as required. 
Case 2: m<s<n. In this case we apply the Capelli identity with 
ai =i, i=1,2 ,..., s, to conclude that 
in which case Lemma 1 and the induction hypothesis on rank f imply f E Zg. 
In either case f E ZE, the inclusion (8) holds true, and so the induction 
proof of Theorem 2 is complete. W 
The author wishes to thank P. Olver for drawing the importance of 
Theorems 1 and 2 to his attention. 
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