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1． はじめに 
近年，産業用ロボットは大手企業をはじめとして，中小企
業にまで多く導入されている．産業用ロボットを導入するた
めには，ロボットの動作をプログラミングする教示作業を行
う必要がある．しかしながら，産業用ロボットの扱いは危険
であり，操作に十分慣れていない作業者では操作を行えない
ため，専門の技術者が操作を行う必要がある．したがって，
技術者の育成(1)と，産業用ロボットの教示作業をより容易に
すること(2)が求められる．これらの問題を解決するため，作
業者がロボットを直接手で動かすことにより直感的に教示
する手法(3)や，CAD を用いた自動教示手法(4)などが研究され
ている．CAD を用いた手法においては，CAD モデルがない
作業には導入できない．また溶接作業における物体の熱変形
やバリが残っている場合など，実物体と CAD モデルとの相
違に対応できず，結局は技術者が作業に介入する必要がある
(5)．そのため，教示作業の完全な自動化は困難であり，作業
には技術者が欠かせない． 
大手企業では産業用ロボット専門の技術者を雇用してい
るが，中小企業では経済的な制約がありそれぞれの企業で専
門の技術者を雇用することは難しい．多品種少量生産を行う
中小企業においては，頻繁に生産ラインを変更するため，そ
の都度外部に専門技術者の派遣を依頼することになる．その
結果，技術者の移動費用がかかるだけでなく移動時間がかか
ることから，依頼に対して早急に対応できないことが大きな
問題となっている．そのため，専門技術者の長距離移動がな
く，問題に早急に対処することを目指して産業用ロボットの
遠隔操作支援システムが提案されている． 
産業用ロボットの遠隔操作を支援する手法として，ハンド
ジェスチャによる教示方法や，力覚デバイスを用いた方法な
ど，操作方法を改善することによる支援手法が研究されてい
る．これらは，産業用ロボットの作業内容に合わせて特別な
インタフェースが用いられている．そのため，これらのアプ
ローチでは作業に応じて異なるインタフェースを用いるこ
ととなり(6)，あらかじめ特定できない様々な作業へ応用する
ことは困難である．さらに，技術者の学習や導入費の発生な
ど新たな問題を引き起こす要因となる．これに対し，従来産
業用ロボットのプログラミングに一般的に使用されている
ティーチングペンダントと呼ばれるコントローラを用い，情
報提示方法の改善により支援を行う手法が研究されている(7)． 
産業用ロボットの遠隔操作を行うためには，本来技術者が
直接ロボットを見て，音を聴いて確認していたロボットの動
作情報および周辺環境情報を遠隔地の作業者へ正確に伝達
する必要がある．一般的に，遠隔地から作業を行うために必
要とされるロボットの動作および周辺環境情報は Table 1 に
示されるように複数あり，産業用ロボットが行う作業の種類
に応じて情報量は変化する．先行研究(7)では，これらの情報
をモニタに表示される視覚情報とヘッドフォンからの聴覚
情報を利用して作業者に提示することにより支援を行って
いる．しかしながら，これらの情報は，ロボットの状態によ
っては同時に提示される場合があるため，一度に多くの種類
の聴覚情報が提示された場合，作業者はそれを聞き分けるこ
とが困難となる．またロボットの操作中は複数の視点からロ
ボットの動作を確認しながら操作を行うこととなり，このと
き操作に必要な情報を選択することが重要である．一般的に， 
Table 1 Data acquisition and presentation(7) 
 
 
視覚情報は他の感覚器に比べて認知的負担が高いといわれ
ている．そのため，ロボットの動作及び周辺環境情報など多
くの情報の中から必要な情報を視覚情報により正確に取得
することは困難である．したがって，遠隔操作支援システム
の情報提示部における認知的負担の軽減が重要である． 
この問題を解決するために，操作に必要な情報量を減らす
ことなく，認知的負担を軽減する適切な情報の提示方法が求
められる．既存のシステム(7)で使用されていない感覚器を用
いることにより，情報量を減らすことなく，同じ感覚器によ
る情報の同時提示を回避することができる．また比較的認知
的負担が小さく，昔から視聴覚情報の代行伝達のために使用
されてきた(8)ことから，振動触覚情報に着目し，遠隔操作シ
ステムにおいて振動触覚刺激を用いたインタフェースによ
る情報提示手法が提案されている(9)(10)．先行研究(9)では，グ
ローブ型のインタフェースを用いてエンドエフェクタの角
度情報を振動刺激で提示することが認知的負担を軽減し作
業効率を向上させることを評価している．また一方では，リ
ストバンド型インタフェースを用いて，振動触覚情報を提示
する際どの情報が適しているのかを調査している(10)．これら
の研究から，提示される情報の種類により作業者の負担や効
率に影響がでることが明らかとなっている． 
モニタ越しでの作業は，ロボットの微小な変位を判断する
ことが困難であり，作業に時間を要する．したがって，微小
な動作をともなう作業を支援することで，作業負担および作
業効率に大きく影響することが予想される．そのため本研究
では，ロボットの角度情報から操作方向と移動量を算出して
提示する誘導情報を提案する．本実験では，モニタ越しでの
判断が特に困難である微小変位において誘導情報を用いて
支援を行う．先行研究(9)(10)では，被験者の作業において触覚
情報を用いた場合と用いない場合で比較しており，振動触覚
情報と同等な情報を提示された環境での比較を行っていな
い．そのため本研究では，振動触覚情報と同等な情報を視覚
情報によって提示した場合と比較検証することにより，産業
用ロボットの遠隔操作において作業効率，作業負担に影響す
る要因を調査する． 
2 章では提案した振動触覚インタフェースの情報提示手法
について述べる．3 章では遠隔操作において提示される情報
について述べる．4 章では振動触覚インタフェースによる誘
導情報を用いて検証実験を行い，5 章でまとめと今後の課題
について述べる． 
2. 振動触覚インタフェース 
振動触覚インタフェースの要件として，必要な情報を確実
に伝達できること，作業者の作業を阻害しないことがあげら
れる．産業用ロボットの操作にはティーチングペンダントと
呼ばれるロボットコントローラを用いるため，両手を自由に
動かせる必要がある．さらに，情報を確実に伝達するため，
知覚分解能が高く，また骨に近いため知覚する振動が変化し
にくいことから，指の背に振動刺激を提示する振動触覚グロ
ーブを提案する．提案したインタフェースを Fig. 1 に示す． 
作業者に提示される産業用ロボットの動作情報は三次元
情報であるため，グローブの親指，人差指，小指の各指の指
先と根元の骨上にモータを配置し，それぞれの指を XYZ 軸
の情報と対応させることにより，三次元情報の向きと大きさ
を提示できる．モータの配置方法は予備実験により決定され
ており，作業者は正確に振動を認識できることが確認されて
いる．これらの六つのモータを用いて複数の情報を分けて提
示する必要がある．そのため，振動が移動しているように知
覚される仮現運動という触錯覚現象や振動強度の変化を用
いることにより，産業用ロボットの情報を作業者へ提示する． 
提示部には軽量かつ制御の容易な円盤型振動モータを用
いる．これらのモータはマイクロコンピュータ  
(PIC18F2620; Microchip Technology Inc.) により個別に制御さ
れ，インタフェースは Bluetooth により PC から無線接続さ
れる．  
 
Fig. 1 Vibrotactile glove for an industrial robot 
 
3． 遠隔操作支援のための提示情報 
 本研究では，産業用ロボットの基本的な作業である Pick 
and place 作業に着目して産業用ロボットの遠隔操作におけ
る情報提示を行う．Pick and place 作業では，物体を把持す
るためにエンドエフェクタとしてグリッパを用いる． 
 一般的な Pick and place タスクの手順を以下に示す． 
(i) 目標物の上方へグリッパを移動する． 
(ii) 目標物を把持する 
(iii) 目的地へ目標物を移動させる 
(iv) 目標物の姿勢を調整する 
(v) 目標物の位置，姿勢を調整しながら目的地に置く，
または穴などに挿入する 
全ての過程において，作業者は産業用ロボットの動作を視
覚的に確認し，注意する必要がある．特に手順 (iv) - (v) に
おいてグリッパの位置，姿勢の調整には高い精度が求められ
るため，多くの注意を払う必要がある．さらに遠隔操作にお
いては，モニタ越しに微小変位の調整を行うことは極めて困
難である． 
本研究では，遠隔操作を支援するために 3.1節，3.2節に示
す二種類の情報を提案する． 
3.1 ロボットの動作および周辺環境情報 
産業用ロボットの動作や姿勢，目的地との位置関係などを
示すために以下の情報を提示する． 
 カメラ映像 
モニタの増加は作業者の認知的負担の増加に繋がる
ため，Pick 位置，Place 位置，全体の俯瞰映像の三視点
に限定して提示する． 
 数値情報 
産業用ロボットの動作を定量的に判断するため，ロ
ボットの各軸の値，グリッパの現在の姿勢と目標地で
の姿勢をそれぞれ表示する．姿勢情報は，ロボットの
設置場所を原点とする絶対座標での位置 [mm] と，Roll，
Pitch，Yaw角を用いた角度 [°] を提示する． 
 以上の情報は作業を行うにあたり一般的に必要な情報で
あり，本研究においては遠隔操作の全ての作業において提示
される． 
3.2 誘導情報 
前述した手順 (iv) – (v) において，微小変位の調整を補助
し，正確な作業を行うために，グリッパの現在の姿勢 (𝛴𝐺) か
ら目的地での姿勢 (𝛴𝑇) に至るまでの操作方向と移動量を提
示する．また，おおまかな移動は視覚情報のみで確認，操作
ができるため，誘導情報はグリッパが目的地から 50 mm 以
内に接近した場合にのみ提示される．本研究では，目的地の
姿勢を既知とする． 
グリッパから目的地までの位置: 𝑷𝑮 𝑻 = (𝛿𝑥 , 𝛿𝑦, 𝛿𝑧)，角
度: 𝑨𝑮 𝑻 = (𝛿𝜑, 𝛿𝜃 , 𝛿𝜓)は同次変換行列 𝑻
𝑮
𝑻より算出される．
𝑷𝑮 𝑻 = (0, 0, 0)および 𝑨
𝑮
𝑻 = (0, 0, 0)であることが，グリッパ
の位置姿勢と目標の位置姿勢が一致していることであるた
め，誘導情報は𝛿𝑥~𝑧，𝛿𝜑~𝜓の値をそれぞれ 0 とするように，
操作方向が提示される．また，操作方向のみ提示された場合，
作業者の操作過多による行き過ぎや衝突などが想定される．
そのため，位置，角度の情報を，目標とする値との差に応じ
て，おおまかな操作，接触に注意して操作，微調整，の三段
階で区別する．これを Navigation Level (以後 NL) と定義し，
Table 2 に示す．これらの値は，あらかじめ設定した範囲内
に接近したときに，作業者が情報の変化を知覚できるように
経験的に決定している． 
微小動作をともなうような作業段階では，グリッパと環境
が接近していることが想定される．そのため，姿勢が正され
ていない状態で移動することは，環境との接触に繋がる．し
たがって，誘導情報を 
A) 姿勢誘導 (角度誘導) 
B) 位置誘導 
の二工程に区別し，順に提示することで，安全かつ効率的な
作業を行うことを目指す． 
Table 2 Navigation Level 
Distance Range 
[mm] 
Angle Range 
 [°] 
Navigation 
Level 
20 ≤ 𝛿𝑥~𝑧 20 ≤ 𝛿𝜑~𝜓 3 
5.0 ≤ 𝛿𝑥~𝑧 < 20 5.0 ≤ 𝛿𝜑~𝜓 < 20 2 
0.1 ≤ 𝛿𝑥~𝑧 < 5.0 0.1 ≤ 𝛿𝜑~𝜓 < 5.0 1 
0 ≤ 𝛿𝑥~𝑧 < 0.1 0 ≤ 𝛿𝜑~𝜓 < 0.1 0 
 
3.3 振動誘導情報の設計 
 Fig. 2 に示すように，グローブの親指，人差指，小指をそ
れぞれ XYZ 座標に対応させる．二工程の誘導情報を区別す
るため，姿勢誘導と位置誘導における提示手法を変化させる．
それぞれの工程における振動触覚情報を以下のように設計
する． 
 
Fig. 2 Correspondence with glove and XYZ axes 
A) 姿勢誘導：仮現運動によって知覚される振動の速度感
を NL に応じて変化させることにより操作方向と移動
量を提示する．作業者は，操作方向の正負を仮現運動
の移動方向によって判別することができる．指の根元
から指先にかけて振動が移動する場合を正方向とする．
仮現運動は，Fig. 3 に示すように移動時間 (𝑇𝑚)，待機
時間 (𝑇𝑤)，間隔時間 (𝑇𝑖) から構成され，I - IV の順に
提示される．これらの値を Table 3 に示すように NLに
応じて定義する．角度情報は Roll，Pitch，Yaw 角の順
に提示され，姿勢誘導を終えると位置誘導へ移行する． 
B) 位置誘導：振動強度を NLに応じて変化させることによ
り操作方向と移動量を提示する．作業者は，操作方向
の正負をモータの振動箇所によって判別する．指先の
モータが振動する場合を正方向とする．振動強度は，
モータに印加する電圧のデューティ比を制御すること
により変化させる．デューティ比を Table 4 のように定
義する．位置情報は ZYX の順に提示され，位置誘導を
終えると作業を終了とする． 
3.4 視覚誘導情報の設計 
 本研究では，振動誘導情報との比較検証を行うため，振動
誘導と同等に 3段階の移動量と方向を視覚的に提示し誘導を
行う．視覚誘導では，Fig. 4 に示す矢印の画像を用いて操作
方向を提示する．姿勢誘導と位置誘導は図の違いにより判別
され，NL に応じて画像の大きさが変化することにより移動
量が三段階で提示される． 
 
Fig. 3 Flow of the Phantom Sensation 
Table 3 Parameter of the orientation navigation 
Navigation 
 Level 
Parameter 
1 2 3 
𝑇𝑚 [ms] 500 1000 1500 
𝑇𝑤  [ms] 250 250 500 
𝑇𝑖 [ms] 250 250 250 
Table 4 Duty ratio of the position navigation 
Duty Ratio 
Navigation level 
Except Index Only Index 
0.8 1.0 3 
0.6 0.8 2 
0.4 1 
0 0 
 
 
Fig. 4 Visual navigation information 
4．実験 
 本実験では，産業用ロボットの Pick and place作業におい
て，3.3 節で設計した振動誘導情報を用いることにより，作
業者の負担を低減し，作業効率を向上させることができるか
評価を行う．また振動触覚情報と同等な情報を視覚誘導によ
り提示した場合と比較検証することにより，作業効率，作業
負担に影響する要因を調査する． 
4.1 実験設定 
本実験では，被験者はティーチペンダントと呼ばれるコン
トローラを用いて産業用ロボットを操作する．被験者は産業
用ロボットを現地 (以後 Local) と遠隔地 (以後 Remote) の
二箇所から操作する．Remote での作業は，産業用ロボット
と物理的に隔離されており，被験者はロボットの状態を直接
確認することはできない．実験を行う条件を以下に示す． 
 Local：被験者は産業用ロボットの周囲を自由に動きな
がら操作を行う．ロボットの軸の値とグリッパの姿勢
情報はティーチングペンダントに表示される． 
 Remote (Vib)：作業者は遠隔地から操作を行う．振動触
覚グローブによる誘導情報と，3.1 節で述べた動作およ
び周辺環境情報を用いる． 
 Remote (Visual)：作業者は遠隔地から操作を行う．3.1
節で述べた動作および周辺環境情報と 3.4 節で述べた
視覚誘導を用いる． 
 被験者は 6名 (20代男性) で行った．被験者は実験の説明
を受けた後，それぞれの条件において事前に練習を行う．実
験順序は，全員が基本となる Local の作業を初めに行う．次
に，3名の被験者がRemote (Vib)，Remote (Visual)の順で行い，
3名が Remote (Visual)，Remote (Vib)の順で行う． 
Fig. 5 に本実験で用いるカメラ映像を示す．本研究では微
小変位における誘導情報を用いるため，目標物は既に把持し
ているものとして，3章で述べた手順の (iii) - (v) のみを行う．
目標物は，3 ×  3 ×  9 cm3 の木片とする．被験者は目標物
を Pick位置から Place 位置へ移動し，穴に挿入する．また各
条件において，Pick 位置と Place 位置を入れ替える．さらに
作業課題として，操作中 Fig. 5 (b) に示すカメラ映像内に簡
単な指示を表示する．指示は各 Remote での作業中に二回，5
秒間表示される．操作中に別の指示が表示されることはあら
かじめ被験者に知らせていない．そのため，指示の表示に気
がつかなければ被験者は指示された作業を達成できない． 
Pick and place作業において，定量的評価として作業時間，
グリッパの移動量，被験者の視線，作業課題達成度を計測す
る．また作業負担を NASA-TLX(11)を用いて評価する．
NASA-TLX とは，精神的要求 (MD: mental demand)，身体的
要求 (PD: physical demand)，タイムプレッシャー (TP: time 
pressure)，努力  (EF: effort)，フラストレーション  (FR: 
frustration)，作業成績 (OP: own performance)の六つの評価項
目に基づき作業負担を評価するツールである．それぞれの評
価項目を被験者自身に重み付けさせ，加重平均したものを
WWL (weighted workload)得点として算出する． 
 
 
(a) View of CAM1 and CAM2 (Pick and place site) 
 
(b) CAM3 (overview of the workspace) 
Fig. 5 Camera arrangement 
4.2 実験結果と考察 
はじめに，誘導情報の有用性を評価する．作業時間の結果
を Table 5 に示す．誘導情報の有無による比較を行うため，
作業全体の時間と，微小な動作を行う誘導範囲内に接近して
からの時間を区別する．これは，グリッパをおおきく移動さ
せるときには被験者がロボットの周囲を動き，様々な角度か
らロボットの動作を容易に確認できたことにより効率的に
移動作業が実施されたためといえる．一方，細かな操作では，
目視での判断が困難であり，数値情報から姿勢を決定するま
でに時間を要したものだといえる．Remote における作業で
はともに，全体の作業時間は Local より長く，誘導範囲接近
後の作業時間は Localより短い結果となった．このことから，
細かな操作では誘導情報を用いて円滑に作業を進めること
ができたといえる．一方，おおきく移動させる際には，被験
者は Fig. 5 (b)のカメラ映像のみを用いて周辺環境情報を取
得せねばならず，ロボットの動作や環境との距離感の把握に
時間を要したものといえる．また，作業負担の結果を Fig. 6 
および Fig. 7 に示す．Fig. 6より，Local に対し，Remote で
の作業負担がどちらも軽減されていることがわかる．Remote
での作業は，目視で動作が判断できる作業でも時間を要する
ため，目視での判断が困難な微小動作においては，本来さら
に時間を要するものだと想定される．このことから，提案し
た誘導情報が，より時間がかかる作業を短縮したことで，作
業の効率化と作業負担の軽減に寄与しているといえる． 
つぎに，作業効率，作業負担に影響を与えた要因について
考察する．Fig. 6より，Remote (Visual) に対し Remote (Vib) の
作業負担がより軽減されていることがわかる．また Fig. 7よ
り，フラストレーションにおいて有意に差が表れている．こ
の要因として，作業が思うように進まない状況や，作業工程
が多くなるといった問題があげられる．Remote (Visual)にお
いて，視覚誘導情報は瞬時に知覚できるため被験者がロボッ
トの移動速度を低速に変えず作業を進め，行き過ぎ，やり直
す場面が多くみられた． また被験者は操作中，ロボットの
動作および周辺環境情報を確認することを中断して，視覚誘
導情報を確認するという作業を追加で行わなければならな
い．これらのことから，動作の行き過ぎによる操作のやり直 
 
Table 5 Operating Time 
 Local Remote(Visual) Remote(Vib) 
Total time [s] 365.2 433.1 417.2 
Minute 
movement 
Time [s] 
213.7 134.0 166.0 
 
 
Fig. 6 Weighted Workload score 
 
Fig. 7 WWL's factors 
 
Table 6 Execution rate of additional instructions 
 Remote(Visual) Remote(Vib) 
Moving time 66.7% 83.3% 
Navigation time 50.0% 83.3% 
 
しや，視覚情報の増加が作業負担に影響しているものといえ
る．一方，作業時間は Remote(Visual)と Remote(Vib)において
有意な差は見られない．したがって，その提示手法が振動刺
激であるか視覚刺激であるかにはほとんど依存しないとい
える． 
最後に，作業達成度を Table 6 に示す．作業中の指示は，
大きく移動している最中と，誘導情報提示中にそれぞれ提示
される．Table 6 より，振動誘導を用いた場合の達成度が高い
ことがわかる．誘導情報提示中においては，Remote (Vib)で
は全ての被験者が大半の時間をカメラ映像へ視線を向けな
がら作業を行っており，Remote (Visual)では視覚誘導情報に
着目しながら進めていた．これらのことから，振動誘導情報
を知覚しながら映像を確認できていることが示された． 
 
5． おわりに 
本研究では，産業用ロボットの遠隔操作のための振動誘導
情報を提案し，設計した誘導情報が作業負担を軽減し，作業
効率を向上できるか評価を行った．また，作業負担および作
業効率において，影響を与えた要因について調査を行った．
実験より，誘導情報によって作業負担を軽減し，作業効率を
向上させることができた．振動と視覚の違いによる作業時間
への影響は少なく，誘導という情報の種類が影響しているも
のだと示された．また視覚情報を増加させることは，作業者
の視線移動を増やし，作業負担に影響を与えること，さらに
映像情報への注意力を低下させることが示された 
今後の課題として，微小移動での誘導情報に限らず，大き
く移動するときなど，作業に応じて情報を変えて提示するこ
とで作業効率をさらに向上することがあげられる． 
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