Abstract
Introduction
In the processing of practical information processing, the memory and output of the biological neuron not only depend on the spatial aggregation of each input sample, but also are related to the temporal cumulative effect [1] . From the definition of the M-P neuron model, it is clear that traditional back propagation neural network, called BPNN, do not fully incorporate temporal cumulative effect because the outputs of ANN depend only on the inputs at the moment regardless of the prior moment. Although the BPNN in [2] [3] [4] [5] can process temporal sequences and simulates delay characteristics of biological neurons, in these models, the temporal cumulative effect has not been fully reflected. The temporal cumulative effect denotes that multiple points in the input space are mapped to a point in the output space, where a single input sample can be described as a matrix in the input space. In this case, we claim that the networks have a sequence input.
Since Kak (1995) firstly proposed the concept of quantum neural computation [6] , the quantum neural networks (QNN) have been paid a great attention by the international scholars. [7] proposed the qubit neuron model which has shown a high efficiency in solving problems such as data compression. In [8] , an attempt was made to reconcile the linear reversible structure of quantum evolution with nonlinear irreversible dynamics for neural networks. [9] presented a novel learning model with qubit neuron according to quantum circuit for XOR problem and describes the influence to learning by reducing the number of neurons. In [10] , a new mathematical model of quantum neural networks was defined, which provides an approach for building scalable parallel computers. [11] proposed the neural networks with the quantum gated nodes, and indicates that such quantum networks may contain more advantageous features from the biological systems than the regular electronic devices. In our previous work [12] , we proposed a quantum BP neural networks model with learning algorithm based on the single-qubit rotation gates and two-qubits controlled-not gates. In [13] , we proposed a neural networks model with quantum gated nodes and a smart algorithm for it, which shows superior performance in comparison with a classical BPNN. However, all the above QNN models, like M-P neurons, also do not fully incorporate temporal cumulative effect because a single input sample is relative to a moment instead of a period of time.
In this paper, in order to fully simulate biological neuronal information processing mechanisms, and to enhance the approximation and generalization ability of BPNN, we proposed a quantum-inspired neural networks model, called QINN, with the sequence input. This model can better simulate the temporal cumulative behavior of biological neurons. Our networks include three layers, which employs the Levenberg-Marquardt (L-M) algorithm for learning. Taking the fuzzy image restoration for example, the experimental results show that, the QINN is obviously superior to the BPNN.
The qubits and quantum gates

Qubits
In the quantum computers, the 'qubit' has been introduced as the counterpart of the 'bit' in the conventional computers to describe the states of the circuit of quantum computation. The two quantum
Quantum rotation gate
In the quantum computation, the quantum services with the logic transformations in a certain interval are called the quantum gates, which are the basis of performing the quantum computation. The definition of a single qubit rotation gate is written as
It is obvious that ) ( R shifts the phase of   | .
Multi-qubits controlled-not gate
In a true quantum system, a single qubit state is often affected by a joint control of multi-qubits. The multi-qubits controlled-not gate ) ( X C n is this kind of control model. In the ) 1 (  n -bits quantum system, when the target bit is simultaneously controlled by n input bits, the dynamic behavior of the system can be described by multi-qubits controlled-not gate in Fig.1 
It can be seen from Eq. (8) 
At this time, after the joint control of the $n$ input bits, the target bit 
, n denotes the number of input space dimension, q denotes the length of input sequence.
denote the sampling time points, then the
According to the definition of quantum rotation gate and multi-qubits controlled-not gate, the 
In this paper, we define the output of the quantum-inspired neuron as the probability amplitude of the corresponding state, in which  1 | is observed. Thus, after measuring  y | , the actual output of the quantum-inspired neuron is rewritten as
The QINN model
In this paper, the QINN model is shown in Fig.3 
where
, L denotes the number of samples.
The QINN algorithm
The pretreatment of the input and output samples
Set the sampling time points These samples can be converted into the quantum states as following 
then, these output samples can be normalized according to the following equation
The QINN parameters adjustment
In QINN, the adjustable parameters include the rotation angles of quantum rotation gates in hidden layer, and the weights in output layer. Suppose According to the gradient descent algorithm, the gradient of the rotation angles of the quantum rotation gates can be calculated as follows 
According to L-M algorithm, the QINN iterative equation is written as follows
where t denotes the iterative steps, I denotes the unit matrix, and t  is a small positive number to ensure the matrix
If the value of the evaluation function E reaches the predefined precision within the preset maximum of the number of iterative steps, then the execution of the algorithm is stopped, else the algorithm is not stopped until it reaches the predefined maximum of iterative steps.
Image Restoration Based on QINN
The construction of training sample
The gray values of some pixels in degraded process are closely related with its neighborhood. In order to fully consider the neighborhood influence, the sliding windows are used in this paper.
The experiments have shown that the sliding window of 3×3 size could get good effect. At this time, the pixel area is given by a nine-neighborhood of some pixel in the degraded image, the gray values of pixels in this area can be described as the input sample of 3×3 matrix, and the gray value of pixel in the center of corresponding area of original image can be regarded as desired output. The training samples can be constructed by repeating the above process.
The definition of evaluation indicator
Suppose N denotes the simulation times, L denotes the total number of sample, m denotes the dimension of the output samples. The evaluation indicator is defined as follows. 
The average error is defined as follows
The error variance of the th t simulation is defined as follows
The average variance is defined as follows 
The contrast of training results
In this simulation, QINN is compared with BPNN based on L-M algorithm and Wiener filtering.
The lenna image of 256×256 is applied to training QINN and BPNN. Fig.4(a) is an original image, Fig.4(b) and Fig.4(c) is the corresponding degraded image after gauss blurred respectively. Using 3×3 sliding window, 254×254 training samples can be constructed from Fig.3(a) and Fig.3(b) . According to the sample characters, the number of input nodes and sequence length of QINN equal to 3, and the number of output node equals to 1. For full contrast, the node number of hidden layer in two kinds of networks is set to 30, 35, 40 45, 50 respectively. Set the maximum approximation error . In order to enhance the objectivity of the contrast, QINN and BPNN are run 10 times respectively for each number of hidden layer node. The training results contrast is shown in Table 1 . The training results show that the approximation ability of QINN is superior to BPNN obviously. Then the restoration ability for blurred image of QINN and BPNN would be compared in the next section.
The contrast of restoration results
Regard Fig.4(c) as input image, first construct the input samples of Fig.4 (c) using 3×3 sliding window, and then restore the blurred image with QINN, BPNN and Wiener filtering. The node number of hidden layer in QINN and BPNN is set to 40. The restoration results are illustrated in Fig.5(a)-Fig.5(c) . The MSE and PSNR of restored image and original image is shown in Table 2 . Compared with BPNN and Wiener filtering in Table 2 , it can be seen that QINN has the larger PSNR and smaller MSE, and so its restoration result is also better than that of BPNN. The theoretical analysis of QINN's superiority is given as follows. The processing mode of QINN and BPNN for input information is completely different. QINN receives the discrete sequence directly, by using quantum information processing mode, the input sequence is mapped to the output of controlled-not gate in hidden layer. As the controlled-not gate's output is in the entangled state of multi-qubits, this kind of mapping has high nonlinearity and make QINN have strong approximation ability. From QINN, we can see that input node can be regarded as the width of pattern memory, and discrete sequence length can be regarded as the depth of pattern memory, when width equals depth, QINN can memorize pattern information from width and depth at the same time, and present the better performance than BPNN. For BPNN, because it can only receive the vector input of geometry point type, namely BPNN can only obtain the sample information from width mode. So the sample information is lost inevitably when BPNN processing discrete information, and then its approximation ability is influenced.
Conclusion
A kind of quantum-inspired neural network model and algorithm is proposed in this paper. The proposed model can receive the sequence input of matrix type directly, and can obtain the mode information form width and depth. The simulation results of image restoration reveal that the information processing mechanism of quantum controlled-not gate could improve the approximation ability and generalization ability of neural network effectively. The computing complexity of QINN is the issue worth further study.
