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ABSTRACT
The cosmic star formation rate density (CSFRD) has been observationally investigated out to redshift z ≃
10. However, most of the theoretical models for galaxy formation underpredict the CSFRD at z & 1. Since
the theoretical models reproduce the observed luminosity functions (LFs), luminosity densities (LDs), and
stellar mass density at each redshift, this inconsistency does not simply imply that theoretical models should
incorporate some missing unknown physical processes in galaxy formation. Here, we examine the cause of this
inconsistency at UV wavelengths by using a mock catalog of galaxies generated by a semi-analytic model of
galaxy formation. We find that this inconsistency is due to two observational uncertainties: the dust obscuration
correction and the conversion from UV luminosity to star formation rate (SFR). The methods for correction
of obscuration and SFR conversion used in observational studies result in the overestimation of the CSFRD
by ∼ 0.1–0.3 dex and ∼ 0.1–0.2 dex, respectively, compared to the results obtained directly from our mock
catalog. We present new empirical calibrations for dust attenuation and conversion from observed UV LFs and
LDs into the CSFRD.
Subject headings: galaxies: evolution — galaxies: formation — methods: numerical
1. INTRODUCTION
The cosmic star formation rate density (CSFRD), ρ˙⋆, is one
of the most fundamental quantities that reveals how present
galaxies were formed and evolved in the universe. It has
been probed observationally since the seminal works of Lilly
et al. (1996) and Madau et al. (1996, 1998) using various
star formation rate (SFR) indicators such as luminosities of
the stellar continuum at the rest-frame ultraviolet (UV) and
nebular emission lines (e.g., Hα). Various observational re-
sults are compiled in Hopkins (2004; H04) and Hopkins &
Beacom (2006; HB06), in which the cosmology, stellar initial
mass function (IMF), and dust obscuration correction are uni-
fied. The best-fit CSFRD function using these results has been
widely utilized not only in observational studies (e.g., Karim
et al. 2011) but also in theoretical studies (e.g., Coward et al.
2008; Kistler et al. 2009; Tominaga et al. 2011; Wang & Dai
2011).
The CSFRD at z . 1 has been confirmed by various SFR in-
dicators obtained from wide-field surveys such as the Galaxy
Evolution Explorer (e.g., Wyder et al. 2005; Robotham &
Driver 2011). Its characteristic feature is a rapid increase with
redshift (ρ˙⋆ ∝ (1 + z)3−4 at z . 1; H04 and references therein).
Thus, the CSFRD at z ∼ 1 is an order of magnitude higher
than that in the local universe. In contrast, the CSFRD is
still uncertain in the higher redshift range (i.e., z & 1) where
popular SFR indicators include the rest-frame UV continuum
stellar emission and infrared (IR) dust emission. This uncer-
tainty is due to uncertainties in the estimation of the CSFRD
from observed data: the dust obscuration correction for the
UV continuum, contamination from the old stellar population
to the IR luminosity, estimation of the total IR luminosity,
the faint-end slope of the luminosity function (LF), and the
conversion factor from luminosity into SFR. These uncertain-
ties result in the well-known inconsistencies in some physical
quantities between direct measurements and values inferred
from the HB06 CSFRD function such as stellar mass density
(SMD; ρ⋆: e.g., Wilkins et al. 2008; Choi & Nagamine 2012;
Benson 2012), core-collapse supernova rate (e.g., Horiuchi et
al. 2011; see also Botticella et al. 2012 who report there is no
inconsistency in the local 11 Mpc volume), and extragalactic
background light (e.g., Raue & Meyer 2012).
The CSFRD has also been calculated theoretically using
galaxy formation models: hydrodynamic simulation (e.g.,
Nagamine et al. 2006) or semi-analytic models (e.g., Cole
et al. 2001; Nagashima & Yoshii 2004; Benson 2012). In
these models, a galaxy-by-galaxy basis calculation is exe-
cuted based on a detailed hierarchical structure formation sce-
nario. Therefore, the CSFRD at a certain redshift can be cal-
culated by simply integrating the SFR of each galaxy at that
redshift. Although these theoretical models reproduce reason-
ably well the observed LFs and the luminosity densities (LDs)
at the rest-frame wavelength dominated by stellar emission,
and the SMD at both local and high z, most underpredict the
CSFRD compared to that estimated observationally (e.g., Na-
gashima & Yoshii 2004; Nagashima et al. 2005; Lacey et al.
2011; Benson 2012). While the underprediction of the CS-
FRD might be attributed to some missing unknown physical
processes of galaxy formation and evolution, it is worth in-
vestigating whether or not the uncertainties in estimating the
CSFRD from directly observed data could be the origin of the
disagreement.
Here, we examine the CSFRD through a comparison of
the observational data compiled in H04 with the mock cata-
log of galaxies generated by one of the semi-analytic mod-
els for galaxy formation, the so-called Mitaka model (Na-
gashima & Yoshii 2004; see also Nagashima et al. 2005). The
Mitaka model reproduces various kinds of observations not
only for local galaxies including the stellar continuum LFs
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Figure 1. Redshift evolution of the SMD (top), the rest-frame UV (i.e., λ = 1500–2800 Å) LD (middle), and the CSFRD (bottom). The solid curves in each
panel are the predictions of the Mitaka model. The thin solid curve in the top panel is the SMD for model galaxies with M⋆ ≥ 108 M⊙. The dashed curve in the
bottom panel is the best-fit Cole et al. (2001) functional form to the H04 ρ˙⋆. The symbols with error bars are observational data. The observational data shown
in the top panel are compiled in Yabe et al. (2009) and those in the middle and bottom panels are from H04, respectively. In the bottom panel, the boxes (circles)
are evaluated using a common (SFR-dependent) obscuration correction from H04 for the same observed data plotted in the middle panel.
(Nagashima & Yoshii 2004) but also for high-z Lyman-break
galaxies and Lyα emitters (Kashikawa et al. 2006; Kobayashi
et al. 2007, 2010). In this paper, we focus on the rest-frame
UV continuum luminosity as an SFR indicator; this is usually
applied to galaxies in the high-z universe (e.g., Madau et al.
1996, 1998). Investigation of other SFR indicators, such as
the rest-frame IR continuum emitted by interstellar dust, will
be the subject of future work.
As shown in the top and middle panels of Figure 1, the Mi-
taka model reproduces well the measured SMD, ρ⋆, and LD
at rest-frame UV wavelengths, ρUV, which have not been cor-
rected for interstellar dust attenuation, in the redshift range
z = 0–6. However, the model prediction for the CSFRD is un-
derestimated at z& 1 by a factor of∼ 2–3 (i.e.,∼ 0.3–0.5 dex)
relative to the median value of ρ˙⋆ compiled in H04 as shown
in the bottom panel of Figure 1. It should be emphasized that
these H04 CSFRD data are calculated using the same obser-
vational UV LDs plotted in the middle panel of Figure 1, and
which are reasonably reproduced by our model. Moreover,
our CSFRD is consistent with the upper limit for ρ˙⋆ given by
Strigari et al. (2005) estimated from an upper limit on the dif-
fuse supernova neutrino background with Super-Kamiokande.
In this paper we show that the underestimation of the Mitaka
model relative to the H04 CSFRD can be fully attributed to
two observational uncertainties, the dust obscuration correc-
tion and the SFR conversion used in observational studies.
Therefore the underestimation using theoretical galaxy for-
mation models relative to the H04 CSFRD does not necessar-
ily imply that these models should incorporate some missing
unknown physical processes.
The paper is organized as follows. In Section 2, we list
the uncertainties in estimating the CSFRD from observed UV
LFs. In Section 3, we describe the key prescriptions of the
Mitaka model relating to the observational uncertainties in
estimating the CSFRD. Then we compare the model results
with the observed LFs, LDs, and CSFRD in the redshift range
z = 0–10 in Section 4. We summarize our work in Section 5,
where we also provide a discussion which includes a new for-
mula for the obscuration correction at rest-frame UV wave-
lengths in Section 5. Throughout this paper, we adopt the 737
cosmology, i.e., H0 = 70 km s−1 Mpc−1 (i.e., h70 ≡ h/0.7 = 1),
ΩM = 0.3, and ΩΛ = 0.7, and a Salpeter IMF with a mass range
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Figure 2. LD contribution from galaxies brighter than the horizontal axis of L/L∗ calculated using the Schechter function with various faint-end slopes of the
LF. As on the figure, the solid, long-dashed, short-dashed, dotted, and dash-dotted curves are for α = −1.2, −1.4, −1.6, −1.8, and −1.9, respectively. The left and
right panels are the LD normalized by φ∗L∗ and the total LD, respectively.
of 0.1–60 M⊙. All magnitudes are expressed in the AB sys-
tem and the wavelengths are given in the rest frame unless
otherwise stated.
2. UNCERTAINTIES IN ESTIMATING THE COSMIC
STAR FORMATION RATE DENSITY
In the process of estimating the CSFRD at a certain redshift
from observational data of galaxies, the basic direct observ-
able quantities are the luminosities which can be used as SFR
indicators. Luminosities can be converted into the CSFRD via
the following processes. First, the observed luminosities are
corrected for dust attenuation in order to obtain intrinsic lu-
minosities which are expected to correlate more directly with
the SFR. Next, the LF is constructed from the data corrected
for dust obscuration. Since the data are flux-limited sam-
ples, the main uncertainty in the shape of the LF lies in the
faint-end slope index. Next, the LD is derived by integrating
the LF. These processes can be interchanged if a luminosity-
independent obscuration correction is adopted. Finally, the
LD is converted to the CSFRD using the SFR conversion fac-
tor. Thus, uncertainties may arise from (1) the faint-end slope
of the LF, (2) the conversion factor from luminosity into SFR,
and (3) the dust obscuration correction.
There are other uncertainties in the estimation of the CS-
FRD such as the limiting luminosity to which LF is integrated
(e.g., Reddy & Steidel 2009), the IMF (e.g., HB06), and leak-
age of ionizing photons (e.g., Relaño et al. 2012). As the lim-
iting luminosity and IMF are calibrated in a common fashion
in H04, we do not need to examine these uncertainties here.
We can also neglect the uncertainty caused by the leakage of
ionizing photons because we treat the UV continuum lumi-
nosity as an SFR indicator. Hence, here we briefly describe
the three uncertainties described in the previous paragraph,
focusing on the UV continuum luminosity as an SFR indica-
tor.
2.1. Faint-end Slope of the Luminosity Function
In general, the uncertainty in the faint-end slope of the LF,
α, leads that of the integrated LD. It is more significant at high
z simply because only bright galaxies are detected at high z in
flux-limited surveys and thus the uncertainty in α becomes
larger.
Figure 2 shows the LDs for various α as a function of min-
imum luminosity. We normalize the LDs by the characteristic
luminosity L∗ and number density φ∗ and adopt the Schechter
function form for the LF. For a typical value of α∼ −1.5 in the
UV LFs at z = 0–6 (e.g., Oesch et al. 2010), the uncertainty
of ∆α = ±0.3 results in ∼ 0.2–0.3 dex (a factor of ∼ 1.6–2)
uncertainty in the LD integrated to log10
(
L/L∗
)
∼ −3. If this
uncertainty fluctuates randomly to positive or negative values,
it may be the origin of the dispersion in the LDs at each red-
shift as shown in the middle panel of Figure 1.
However, because the UV LD calculated from the Mitaka
model lies around the median value of the observed UV LDs,
the uncertainty in α is not the origin of the systematic under-
estimation of the CSFRD calculated using the Mitaka model
compared to that of H04; hence, we do not treat this uncer-
tainty further here.
2.2. Conversion from Stellar Continuum Luminosity into
SFR
The intrinsic (i.e., without dust attenuation) stellar contin-
uum luminosity at UV wavelengths, Lintν,UV, is one of the best
SFR indicators. This is because it is dominated by stellar ra-
diation from recently formed massive stars and rest-frame UV
photons from redshift z = 3–10 to optical or near-IR in the ob-
server frame at which we can observe most efficiently with
current telescopes.
In observational studies, the conversion factor from Lintν,UV
to SFR, CSFR, given by Kennicutt (1998; hereafter, K98) has
been widely utilized:
CK98SFR ≡ SFR/Lintν,UV = 1.4× 10−28 M⊙ yr−1 (erg s−1 Hz−1)−1.
H04 and HB06 also adopted CK98SFR. However, it should be
noted that, as explicitly stated in K98, the linear relation
holds only for galaxies which continuously form stars over
timescales of 100 Myr or longer, have solar metallicity, and
the Salpeter IMF in the mass range 0.1–100 M⊙ (see also
Madau et al. 1998).1
Figure 3 shows the time evolution of CSFR at λ = 1500 Å for
constant and exponentially decaying star formation histories
(SFHs). It is calculated using the Schaerer (2003) population
1 While this mass range for the IMF is different from that adopted in our
model, the resultant difference in Lint
ν,UV (and hence in CSFR) at λ = 1500 Å is
found to be negligibly small (i.e., . 0.01 dex) except during the very young
phase of star formation (i.e., log10(t/yr) . 6.5) according to the time evolu-
tion of Lint
ν,UV for the simple stellar population calculated with the PEGASE
population synthesis model (Fioc & Rocca-Volmerange 1997).
4 Kobayashi, Inoue, & Inoue
Figure 3. Time evolution of CSFR ≡ SFR/Lintν,1500 calculated using the
population synthesis model of Schaerer (2003) with a Salpeter IMF in the
mass range 0.1–60 M⊙. Top: CSFR for constant star formation. The
solid, long-dashed, and short-dotted curves are for the stellar metallici-
ties Z/Z⊙ = 1, 1/5, and 1/50, respectively. Bottom: CSFR for exponen-
tially decaying star formation with an e-folding time of τSF in the case of
Z = Z⊙. The solid, long-dashed, short-dashed, long-dash-dotted, and short-
dash-dotted curves are CSFR at log10
(
τSF/yr
)
= 10, 9, 8, 7, and 6, respec-
tively. The horizontal dotted line in all panels represents the most popular
conversion factor utilized in observational studies given by Kennicutt (1998),
CK98SFR = 1.4× 10
−28 M⊙ yr−1 (erg s−1 Hz−1)−1 .
synthesis model, which is used in our model to calculate the
UV continuum luminosity of galaxies. As the true SFR of a
galaxy having Lintν,UV is represented by CSFR×Lintν,UV, the SFR
estimated by CK98SFR×Lintν,UV wrongly represents the true SFR in
the case of CSFR 6= CK98SFR. When CK98SFR is larger than CSFR, the
SFR will be overestimated by a factor of CK98SFR/CSFR, and vice
versa.
In the early phase of constant star formation, CSFR is sig-
nificantly larger than CK98SFR, up to & 1 dex at age ∼ 1 Myr
even in the case of solar metallicity Z⊙ as shown in the top
panel of Figure 3. This is simply because Lintν,UV grows con-
tinuously as the number of massive stars with a lifetime of
∼ 100 Myr increases before it reaches equilibrium, which
corresponds to CK98SFR for Z = Z⊙. Therefore, adopting CK98SFR
for such young galaxies results in an underestimation of SFR
for a given Lintν,UV. The extent of the underestimation depends
on age, metallicity, and wavelength. Conversely, we overesti-
mate the SFR of a galaxy which is old enough to be in equilib-
rium and which has sub-solar metallicity by up to ∼ 0.2 dex
(a factor of ∼ 1.6). This can be understood by the fact that
lower metallicity stars are bluer; a smaller SFR is enough to
produce a certain Lintν,UV compared to stars with larger metal-
licity. Adopting CK98SFR for such evolved galaxies with sub-solar
metallicity results in an overestimation of the SFR, the ex-
tent of the overestimation depending on metallicity and wave-
length.
In the case of an exponentially decaying SFH, CSFR is not
constant even at later stages of star formation if the e-folding
time τSF is short (i.e., τSF . 100 Myr). Rather, it decreases
progressively with time as shown in the bottom panels of Fig-
ure 3. This is because Lintν,UV does not decrease as fast with
time as the SFR. Massive stars with a lifetime of ∼ 100 Myr
can contribute to Lintν,UV even after the star formation activity is
quenched in τSF. The K98 SFR conversion method for galax-
ies where SFR decays quickly, like starbursts, results in either
an underestimation or an overestimation of SFR.
CSFR should be smaller than CK98SFR for higher-z galaxies if
their UV luminosities reach equilibrium because such galax-
ies typically have sub-solar metallicity. However, if UV LF
is dominated by young galaxies whose Lintν,UV is increasing,
CSFR should be larger than CK98SFR. Therefore, it is not straight-
forward to treat CSFR for a high-z universe. In this paper we
investigate the redshift dependence of CSFR in detail using the
Mitaka model.
2.3. Correction of Interstellar Dust Attenuation
In order to utilize the UV luminosity of a galaxy as an SFR
indicator, we need to correct for its interstellar dust attenua-
tion. This leads to the most influential uncertainty in the es-
timation of the CSFRD. This is because the amount of inter-
stellar dust and its attenuation are not easily measurable from
UV data alone (e.g., Burgarella et al. 2005). Moreover, the
commonly used dust attenuation curve rises toward shorter
wavelengths. The required luminosity correction can reach
& 0.5 dex at UV wavelengths.
H04 adopted two independent dust obscuration correction
methods for the various observed LFs: common and SFR-
dependent obscuration corrections. In both methods, the
obscuration correction treats the observed LFs as statistical
quantities, that is, H04 implicitly assumed that the observa-
tionally bright galaxies are also the intrinsically brightest.
In the common obscuration correction, H04 adopted AV =
0.52 mag for stars; this is a typical obscuration for UV-
selected local galaxies (see Section 2.2 of H04). For the
dust attenuation curve, they adopted the starburst obscuration
curve given by Calzetti et al. (2000) for all galaxies regardless
of their luminosities and redshift. Under these assumptions,
the attenuation in magnitude for the stellar continuum at a
wavelength of 1500 Å is evaluated as A1500 = 1.33 mag. How-
ever, the dust attenuation of high-z galaxies is not necessarily
the same as that of the local UV-selected galaxies.
In the SFR-dependent correction, the obscuration for the
UV continuum at λUV, AUV, of a galaxy with observable UV
luminosity Lν,UV is obtained by solving the following tran-
scendental equation numerically:
AUV = X(λUV) log10
(
0.797log10 (Lν,UV) + 0.318AUV + 0.573
2.88
)
;
(1)
where X(1500 Å) = 8.9352 in the case of the Calzetti attenu-
ation curve. Figure 4 shows AUV for both the SFR-dependent
correction and the common correction as a function of ob-
servable absolute magnitude at λUV = 1500 Å. As shown in
Figure 4, H04 adopted A1500 = 0 mag at M1500 & −16 mag be-
cause the numerical solution of Equation (1) for AUV becomes
negative and this is physically meaningless.
Equation (1) was originally derived from an empirical rela-
tion between E(B −V )gas and the far-IR (FIR) luminosity LFIR
for normal galaxies, blue compact galaxies, and starbursts at
2 The definition of X(λUV) here differs from that of Hopkins et al. (2001)
by a factor of 2.5: X(λUV) = 2.5XHop01(λUV).
Revisiting the Cosmic Star Formation History 5
Figure 4. Interstellar dust attenuation at λ = 1500 Å, A1500, as a function of
observable (i.e., with dust attenuation) absolute magnitude M1500 adopted in
H04. The thick curve is A1500 for the case of the SFR-dependent obscuration
correction, obtained by solving the transcendental Equation (1) numerically.
The thin horizontal line represents A1500 for the case of the common obscura-
tion correction. A1500 at M1500 & −16 mag for the SFR-dependent correction
is 0 by definition, as in H04.
the local universe, in which brighter galaxies have larger ob-
scuration (see references given in Section 2.2 of H04). How-
ever, the distribution of these galaxies in the E(B −V)gas–LFIR
plane has significant scatter around the empirical relation (see
Figure 1 of Hopkins et al. 2001). Moreover, the numeri-
cal constant in the numerator of the right-hand side in Equa-
tion (1) contains the uncertainty in SFR/LFIR and SFR/Lintν,UV.
Even if this obscuration correction method had been derived
empirically in the local universe, we should examine its va-
lidity in the high-z universe. Thus, we investigate here the
redshift dependence of the mean of AUV in detail.
HB06 adopted a different approach from to of H04 at z <
3; they added the FIR measurements of the CSFRD to the
obscuration-uncorrected UV data as an effective dust obscu-
ration correction in order to avoid assumptions about the ex-
tent or form of the obscuration and variations due to possible
luminosity bias in the UV-selected sample (see Section 2.2 of
HB06). At z > 3, where there is no reliable FIR measurement
of the CSFRD, HB06 adopted the common obscuration cor-
rection as in H04. As we do not calculate IR emission in this
paper, we cannot examine the validity of the HB06 method.
However, we give a brief comment on the consistency with
the HB06 CSFRD in Section 5.2.
3. MODEL DESCRIPTION
In order to examine the cause of the disagreement between
the CSFRDs obtained in theoretical and observational studies,
we utilize a mock catalog of galaxies generated by a semi-
analytic model for galaxy formation called the Mitaka model
(Kobayashi et al. 2007, 2010; updated version of Nagashima
& Yoshii 2004). The Mitaka model follows the framework
of the ΛCDM model of structure formation and calculates the
redshift evolution of the physical quantities of each galaxy at
any redshift via semi-analytic computation of the merger his-
tories of dark matter halos and the evolution of baryon com-
ponents within halos. The time evolution of baryon compo-
nents within halos is followed using physically motivated phe-
nomenological models for radiative cooling, star formation,
supernova feedback, chemical enrichment of gas and stars,
and galaxy mergers. As a result, various physical and ob-
servational properties such as the SFR and intrinsic and ob-
Figure 5. 1500 Å LFs (top) and LDs (bottom) as a function of absolute mag-
nitude and limiting absolute magnitude for integration, respectively, at z = 0.
The thin solid and dotted curves are the intrinsic and observable quantities
of the Mitaka model, respectively. The thick solid and dashed curves are the
common and SFRdep LFs and LDs calculated by applying the common and
SFR-dependent obscuration corrections of H04 to the observable LF of the
Mitaka model.
servable stellar continuum luminosities of the galaxies at any
given redshift can be obtained.
A detailed description of our model is given in Nagashima
& Yoshii (2004) and Kobayashi et al. (2007, 2010). There-
fore, here we briefly describe some key prescriptions which
are closely related to this paper. Then, we explain how to
examine the origin of the difference in CSFRD between ob-
servation and theory by using the mock catalog of galaxies
generated by the Mitaka model.
3.1. Merger Tree of Dark Matter Halos
The merger histories of dark matter halos are realized using
a Monte Carlo method based on the extended Press-Schechter
formalism (Bond et al. 1991; Bower 1991; Lacey & Cole
1993). For the halo mass function to provide the weight for
summing merger trees, the Mitaka model adopts the analytic
functional form given by Yahagi et al. (2004); this is a fitting
function to their high-resolution N-body simulation.
Dark matter halos with circular velocity Vc ≥ Vlow =
30 km s−1 are regarded as isolated halos, corresponding to the
lower limits of halo mass Mhalo & 109 M⊙ and 1010 M⊙ at z = 5
and 0, respectively. Because of the existence of Vlow, fainter
galaxies (i.e., M1500 & −10 mag) are not well resolved in the
Mitaka model. However, this limited resolution does not af-
fect the resulting quantities at 1500 Å, ρ1500 and ρ˙⋆, because
M1500 ∼ −10 mag is much fainter than M∗ and ρ1500 converges
well at magnitudes much brighter those shown in the bottom
panel of Figure 5.
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3.2. Stellar Continuum Luminosity
The intrinsic luminosities and colors of galaxies in our
model are calculated according to their SFHs and chemi-
cal enrichment histories using a stellar population synthesis
model. We emphasize that we do not assume a simple lin-
ear relation between the intrinsic luminosity and SFR even at
UV wavelengths. While the original Mitaka model uses the
population synthesis model of Kodama & Arimoto (1997),
our model uses that of Schaerer (2003) to calculate the UV
stellar continuum luminosity as in Kobayashi et al. (2007,
2010). Compared to the Kodama & Arimoto (1997) model,
the Schaerer (2003) model is a more recent one and covers a
wider range of metallicity (including zero metallicity).
It has already been shown (Kobayashi et al. 2007, 2010)
that the revised version of the Mitaka model reproduces all
well the observed statistical quantities of high-z Lyα emitters
and Lyman-break galaxies.
3.3. Prescription for Dust Attenuation
In order to calculate observational (i.e., with interstellar
dust attenuation) luminosities and colors of model galax-
ies, we model the optical depth of their internal dust as fol-
lows. We make the usual assumption that dust abundance of
a galaxy is proportional to its gas metallicity and that the dust
optical depth τd is proportional to the column density of met-
als:
τd ∝
McZc
r2e
, (2)
where Mc and Zc are the mass and metallicity of cold gas,
respectively, and re is the effective radius, all of which are
obtained in our model. The normalization of Equation (2) is
assumed to be a constant and universal regardless of galaxy
properties and redshift, and has been determined to fit the ob-
served data of local galaxies.
The wavelength dependence of the dust optical depth τd(λ)
is adopted to be the same as the Galactic extinction curve
given by Pei (1992). In terms of the dust distribution, our
Mitaka model assumes slab geometry (i.e., a uniform distri-
bution of sources and absorbers; see Equation (19) of Calzetti
et al. 1994 or Section 3.2 of Clemens & Alexander 2004).
Therefore, the amount of attenuation magnitude Aλ for the
stellar continuum is given by
10−0.4Aλ = 1 − exp(−τd(λ))
τd(λ) . (3)
Note that, while the wavelength dependence of Aλ calculated
via Equation (3) is similar to that of τd (i.e., the Galactic ex-
tinction curve) at τd ≪ 1, they are significantly different at
τd ≫ 1: Aλ becomes flatter than τd at τd ≫ 1 as Aλ ∝ log10 τλ.
Therefore, the wavelength dependence of Aλ in our model at
τd ≫ 1 is significantly different from that of the Calzetti law.
We emphasize that our model calculates star formation and
chemical enrichment consistently in the framework of hierar-
chical structure formation. Therefore, both the time evolution
of τd for each model galaxy and the redshift evolution of its
mean at a certain redshift can be naturally incorporated into
our model together with the evolution of Mc, Zc and re.
3.4. Application to the CSFRD Study
In this paper, we calculate the CSFRD in the redshift range
z = 0–10 using the mock catalog of galaxies generated by our
model following the prescriptions in H04. We treat the mock
catalog like observational data compiled from the literature
and utilized to obtain the CSFRD in H04. We emphasize
the most striking difference between our catalog and the data
compiled in H04 is that each model galaxy in our catalog has
information on its intrinsic UV luminosity and SFR as well as
the observable luminosity.
We apply the same obscuration corrections as H04 (i.e.,
common and SFR-dependent corrections) to the observable
UV LFs at z = 0–10 given by our model in order to obtain the
intrinsic LFs, which are represented as common and SFRdep
LFs, respectively. Their LDs are represented as ρcomUV and
ρ
SFRdep
UV , respectively. We note here that the observable UV
LF given by our model can be separated into contributions
from each model galaxy. Therefore, the intrinsic UV LF can
be obtained directly by counting the contributions of model
galaxies in each magnitude bin. However, we treat the ob-
servable UV LF as a statistical quantity to examine whether
the H04 obscuration corrections reproduce the “true” intrinsic
UV LF and ρintUV.
The conversion factor CK98SFR is also compared with that of
our model both in each galaxy, SFR/Lintν,UV, and in all galax-
ies, ρ˙⋆/ρintUV. We note again that the intrinsic UV luminosity
of a galaxy is calculated according to its detailed SFH and
chemical enrichment history; therefore CSFR can vary in ev-
ery galaxy.
We note here that, while there are several free parameters in
phenomenological models for baryon evolution, in our model,
they have already been determined to fit the various observa-
tions of the local galaxies (i.e., B- and K-band LFs, neutral gas
mass fraction, and the gas mass-to-luminosity ratio as a func-
tion of B-band luminosity) in Nagashima & Yoshii (2004). As
we utilize the values from this work unchanged in our study,
there are no free parameters that can be adjusted.
4. COMPARISON WITH H04 PRESCRIPTIONS
4.1. Dust Obscuration Correction
We first show the results from the H04 approaches to cor-
recting for interstellar dust obscuration. The intrinsic and ob-
servable UV LFs at 1500 Å at z = 0 are shown in the top panel
of Figure 5.
The common and SFRdep LFs (top panel) and their LDs
(bottom panel) are also shown. Both LDs agree with the in-
trinsic one if we integrate the LFs up to & −16 mag, even
though both LFs show a significant deviation from the intrin-
sic one. This might be trivial because both of the H04 correc-
tions are calibrated by galaxies in the local universe.
In order to see the origin of the similarities and discrep-
ancies between the UV LF and LD given by our model and
those using the H04 methods, we compare the dust attenua-
tion of model galaxies as a function of absolute magnitude
M1500 with Acom1500 and A
SFRdep
1500 . As shown in Figure 6, the
means of A1500, 〈A1500〉, for our model galaxies at each magni-
tude are found to be almost constant, 〈A1500〉 ≈ 0.6–1.0 mag,
for −22 mag . M1500 . −15 mag. However, model galaxies
with a certain magnitude have significant dispersion around
〈A1500〉 up to ∼ 1.0 mag. This means that a non-negligible
number of intrinsically bright galaxies lies at observationally
faint magnitudes. The contribution from such observationally
faint and intrinsically bright galaxies to the intrinsic LF and
LD is completely neglected if a single value of 〈A1500〉 at a
certain magnitude is adopted as the representative attenuation
for all galaxies with this magnitude. Therefore, correcting for
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Figure 6. Distribution of model galaxies with Mint1500 ≤ −15 mag at z = 0 in
the A1500–M1500 plane. The color scale shows the color-coded values of the
number density of model galaxies per unit area. The open circles with error
bars connected by lines are the mean and 1σ for the model galaxies in each
magnitude bin. The obscuration corrections of H04 are also shown as the
solid curve and dotted line for the SFR dependent and common corrections,
respectively. The dashed lines indicate the contours of Mint1500 corresponding
to −22, −20, and −18 AB mag from left to right.
dust attenuation by using 〈A1500〉 results in underestimation of
the bright ends of the intrinsic LF and intrinsic LD.
Taking the consideration above into account, we compare
the H04 obscuration corrections with the median quantity
〈A1500〉 for the model galaxies. The attenuation in the com-
mon correction of Acom1500 = 1.33 mag is found to be larger than
〈A1500〉 by ≈ 0.3–0.7 mag, that is, within the 1σ error except
for the brightest magnitudes. As shown in the top panel of
Figure 5, this overcorrection for dust attenuation compared to
the correction with 〈A1500〉 is not sufficient to compensate for
the contribution of the observationally faint and intrinsically
bright galaxies at the bright end of the intrinsic LF. However,
the overcorrection at faint magnitudes is enough to cover the
underestimation of the LD at the bright end. Hence, the com-
mon correction results in a similar intrinsic UV LD to that
of the Mitaka model. On the other hand, attenuation in the
SFR-dependent correction of ASFRdep1500 is significantly different
from 〈A1500〉. We note that it is also different from the recent
observational result for star-forming galaxies with z = 0.95–
2.2, which shows that the mean attenuation at far-UV wave-
lengths decreases toward the bright far-UV continuum lumi-
nosity (see Figure 7 of Buat et al. 2012). It is larger and
smaller than 〈A1500〉 in the magnitude range M1500 . −18 mag
and M1500 & −18 mag, respectively. The overcorrection at
bright magnitudes leads to the overestimation of the bright
end of the intrinsic LF as shown in Figure 5. It is compen-
sated for by the underestimation of the number density of faint
galaxies. As a result, the SFR-dependent correction also re-
sults in a similar intrinsic UV LD to that of the Mitaka model.
We show the redshift evolution of the intrinsic 1500 Å LD
ratios Ri1500 ≡ ρi1500/ρint1500, where i = com or SFRdep, as a
function of magnitude in Figure 7. As both correction meth-
ods ignore the contribution of observationally faint and in-
trinsically bright galaxies, the values of Ri1500 depart signif-
icantly from unity at bright magnitudes. However, at faint
magnitudes the Ri1500 rapidly converge to the same value; the
asymptotic values of Ri1500 at z = 0 are found to be unity, as
seen in Figure 5. However, it is easily seen that the asymp-
totic values increase with z and reach∼ 0.3 dex and∼ 0.4 dex
at z = 3 and z≥ 4, respectively. In summary, the H04 obscura-
tion corrections alone result in the overestimation of CSFRD
by ∼ 0.1–0.4 dex in the redshift range z = 0–10 compared to
that of our model galaxies.
4.2. Ratio of UV Luminosity to SFR
In Figure 8, we show the distribution of model galaxies
with Mint1500 ≤ −15 mag at z = 0 in the CSFR–M1500 plane. It
is found there are two sequences in the plane: a constant se-
quence at ∼ CK98SFR and a widely spread sequence around the
constant sequence with relatively high and low number densi-
ties (& 10−4 h370 Mpc−3 and . 10−6 h370 Mpc−3), respectively.
These sequences correspond to the two distinctive galaxy pop-
ulations in our model, that is, quiescently star-forming and
starburst galaxies, respectively.
The quiescent galaxies have long star formation timescales
(& 1 Gyr) and form disk stars almost constantly in the
timestep of the Mitaka model. Therefore, the quantities
contributing to CSFR already reach equilibrium, with values
depending on the stellar metallicity. As there is a well-
known magnitude–metallicity relation (i.e., fainter galaxies
have smaller metallicity; e.g., Garnett 2002), CSFR decreases
toward fainter magnitudes. In contrast, the starburst galax-
ies, whose starburst activity is triggered by a major merger of
galaxies, have short star formation timescales (τSF . 1 Gyr)
determined via the dynamical timescale of a newly formed
spheroid. Because the starburst onset times are chosen ran-
domly in the timestep of the Mitaka model, they have a vari-
ety of CSFRs according to the onset time and τSF as shown in
the bottom panel of Figure 3. The starburst galaxies whose
CSFR are larger than CK98SFR are relatively young and those with
CSFR <CK98SFR are old enough to have such small CSFR.
We also evaluate the mean CSFR, 〈CSFR〉, for all our model
galaxies at each magnitude. Starburst galaxies dominate the
bright end in M1500 at z = 0 (. −20 mag) while quiescent
galaxies determine 〈CSFR〉 except for the bright end. As a
combination of the contributions from these two distinctive
populations, 〈CSFR〉 is found to be almost constant in all of the
magnitude range shown in Figure 8 and is always smaller than
CK98SFR. Therefore, converting Lintν,UV into SFR via CK98SFR results
in an overestimation of the SFR for most galaxies at z = 0,
although the overestimation is not significant (. 0.1 dex).
Let us define the effective Lintν,UV-to-SFR conversion factor,
CeffSFR(z), via:
CeffSFR(z)≡ ρ˙⋆(z)/ρintUV(z). (4)
This is not a conversion factor for each galaxy but by def-
inition is the direct conversion from the statistical quan-
tity of the intrinsic UV LD, ρintUV, into the CSFRD, ρ˙⋆. ρ˙⋆
and ρintUV can be rewritten as summations of the contribution
from each galaxy via ρ˙⋆ =
∑
SFRi =
∑(CiSFR × Lint,iν,1500) and
ρintUV =
∑
Lint,iν,1500, where the suffix i indicates a galaxy. Hence,
CeffSFR =
∑(CiSFR × Lint,iν,1500)/∑Lint,iν,1500 also represents a mean
conversion factor of CSFR weighted by the intrinsic UV con-
tinuum luminosity Lintν,1500. Figure 9 shows the redshift evolu-
tion of CeffSFR(z) at λ = 1500 Å. As shown in Figure 9, CeffSFR at
z = 0 is smaller than CK98SFR by∼ 0.15 dex. This result is natural
because 〈CSFR〉 is smaller than CK98SFR over the magnitude range
−22 mag . M1500 . −15 mag as shown in Figure 8. This im-
plies that converting ρintUV for the model galaxies at z = 0 into
ρ˙⋆ using CK98SFR overestimates ρ˙⋆ compared to its true quantity
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Figure 7. LD ratios Rcom,SFRdep1500 ≡ ρ
com,SFRdep
1500 /ρ
int
1500 as a function of absolute magnitude for the wavelength λ = 1500 Å in the redshift range z = 0–7 from top
left to bottom right. The line styles are the same as in Figure 5.
Figure 8. Same as Figure 6, but for the distribution in the CSFR–M1500 plane.
CK98SFR = 1.4× 10
−28 M⊙ yr−1 (erg s−1 Hz−1)−1 is also shown as a dotted hori-
zontal.
by ≈ 0.15 dex. The redshift evolution of CeffSFR is also shown
in Figure 9. It cannot be not simply understood because of
the following effects. Toward high redshift, the contribution
from young starbursts increases because of the increasing rate
of the major merger. This effect results in an increase in CeffSFR.
At the same time, the dynamical timescale of starburst galax-
ies becomes shorter at higher redshift because the galaxies
formed tend to be smaller in size and hence have shorter τSF.
This effect results in a decrease in CeffSFR because CSFR rapidly
decays in galaxies with short τSF. These two competing ef-
fects lead to an increase in CeffSFR toward z . 8 and its decrease
at z & 8.
CeffSFR for λ = 1500 Å is found to be always smaller than
CK98SFR by ≈ 0.10–0.15 dex. The reason why CeffSFR is always
smaller than CK98SFR is as follows. As shown in Figure 3, the
time duration during which the galaxies have CSFR larger than
CK98SFR is short (. 100 Myr) for any metallicity and for both
constant and exponentially declining SFHs. This implies that
the chance probability to detect a galaxy with CSFR >CK98SFR is
smaller than the probability to observe a galaxy with CSFR <
CK98SFR. Moreover, high-z galaxies tend to have a metallicity
smaller than Z⊙ and hence the equilibrium value of CSFR is
smaller than CK98SFR for the constantly star-forming galaxies. As
a consequence of these two reasons, the mean of CSFR be-
comes smaller than CK98SFR at all redshifts.
In summary, adopting the usual conversion factor of CK98SFR
for galaxies at z = 0–10 results in an overestimation of ρ˙⋆ by
≈ 0.10–0.15 dex.
5. SUMMARY AND DISCUSSION
In this paper, we examined the cause of the inconsistency
in the CSFRD between theoretical and observational studies,
focusing on an SFR indicator for a high-z universe, that is, the
rest-frame 1500 Å stellar continuum luminosity L1500. By us-
ing a semi-analytic model for galaxy formation, the so-called
Mitaka model, we found that the underestimation of the CS-
FRD seen in theoretical model originates from the follow-
ing two uncertainties in the process to evaluate the CSFRD
from the observed 1500 Å LD: the dust obscuration correc-
tion and the conversion from L1500 to SFR. The uncertainty in
the faint-end slope of the LF is not the origin of the under-
estimation of CSFRD but the origin of the dispersion around
the median CSFRD. The methods of obscuration correction
adopted in H04 result in the overestimation of the CSFRD
by ≈ 0.1–0.4 dex and the SFR conversion used in observa-
tional studies also leads to the overestimation of the CSFRD
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Figure 9. Ratio of the CSFRD and intrinsic 1500 Å LD (i.e., CeffSFR) of the Mitaka model as a function of redshift. The open circles are the model results and
the solid curve shows the best-fit quadratic function defined by Equation (9); the best-fit parameters are compiled in Table 2. Note that the dynamic range of the
vertical axis (0.3 dex) is much smaller than that of Figure 8 (2.0 dex).
by ≈ 0.1–0.2 dex.
Since theoretical models including ours reproduce the ob-
served data for the UV LD which is not corrected by dust
attenuation and the data for the SMD, the inconsistency in
the CSFRD does not imply that theoretical models miss some
key physical processes in galaxy formation. Of course, the
theoretical models are not yet perfect because observed data
such as cosmic downsizing (e.g., Cowie et al. 1996) remain
to be reproduced. The revision of theoretical models can
be achieved through a comparison with direct observed data
which are not affected by a certain model and/or assumptions.
In this section, we provide a brief discussion of the origin of
the difference in dust attenuation at high z between our model
and the H04 corrections. We also present new empirical cali-
brations for dust attenuation and SFR conversion as well as a
recipe for utilizing them in observational studies.
5.1. Origin of the Difference in Dust Attenuation at High
Redshift
As described in Section 4.1, the H04 obscuration correc-
tion methods reproduce the intrinsic LD from the observable
UV LF of our model galaxies at z = 0, although they overes-
timate it at higher redshifts. Here we discuss the origin of the
overestimation at high redshift.
Our model naturally incorporates the redshift evolution of
dust abundance because it calculates chemical enrichment of
gas in each model galaxy consistently according to its SFH.
This can be seen in Figure 10, which shows the redshift evolu-
tion of effective dust attenuation in magnitude, Aeff1500, for our
model galaxies defined by
Aeff1500(z)≡ −2.5log10
(
ρ1500(z)/ρint1500(z)
)
. (5)
As Aeff1500 can be rewritten using the A1500 and Lintν,1500 for
each galaxy as Aeff1500 = −2.5log10(
∑(10−0.4Ai1500 × Lint,iν,1500)/∑
Lint,iν,1500), Aeff1500 represents the mean dust attenuation
weighted by the intrinsic UV continuum luminosity Lintν,1500.
Figure 10. Same as Figure 9, but for the ratio of the observable 1500 Å LD
to the intrinsic one (i.e., Aeff1500) of the Mitaka model as a function of redshift.
The parameters for the best-fit analytic function defined by Equation (8) and
represented as the thick solid curve are also given in Table 2.
This is the reason why Aeff1500 at z = 0 (= 1.3 mag) is larger than
〈A1500〉 at z = 0 (. 1 mag). Aeff1500 becomes smaller at higher z
because of the redshift evolution of metallicity and dust abun-
dance. However, such a redshift evolution of dust abundance
is not incorporated into the H04 obscuration corrections. This
is the origin of their overestimation of the intrinsic LD.
A quantity similar to Aeff1500 has been evaluated from the ob-
served LD ratio between IR and UV, ρIR/ρUV (≈ ρint1500/ρ1500 −
1), in the redshift range z = 0–1 (Takeuchi et al. 2005). They
found that Aeff1500 increases monotonically toward z = 1, which
is the opposite trend to our result. However, more recent ob-
servational estimates for ρIR (e.g., Murphy et al. 2011; Casey
et al. 2012; Cucciati et al. 2012) find that the redshift evolu-
tion of ρIR in this redshift range is milder than that reported
by Takeuchi et al. (2005). Cucciati et al. (2012) also find that
mean dust attenuation decreases toward high z at z & 1; their
result is consistent with our prediction. These results may in-
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dicate that our model does not underestimate dust attenuation
of galaxies at z & 1 but overestimates it at z ≈ 0. This inter-
pretation will be examined as in our future work.
5.2. Comparison with the HB06 CSFRD
As described in Section 2.3, HB06 obtained the CSFRD at
z < 3 by summing the UV data and FIR measurements. They
reported that this technique of UV+FIR measurements gives
an effective obscuration correction to the UV data by a factor
of 2 at z≈ 0 and∼ 5 (i.e., 1.7 mag) at z & 1. It may be difficult
to reconcile this with our result and should be examined in
detail.
However, the correction factor of ∼ 5 at z & 1 reported in
HB06 might be overestimated for the following reason. HB06
performed the effective obscuration correction by just adding
a constant CSFRD measured by Le Floc’h et al. (2005) for
FIR wavelengths at z = 1. This is based on the observational
result that FIR measurements of the CSFRD are quite flat in
the range z = 1–3 as reported by Pérez-González et al. (2005),
who estimated the total IR luminosity of each galaxy by us-
ing the local template spectral energy distribution of Chary &
Elbaz (2001). However, as reported by Murphy et al. (2011),
using this template results in an overestimation of the total IR
luminosity for IR-bright galaxies at z > 1.5. Hence, the IR
measurement of Pérez-González et al. (2005) may be over-
estimated. We are planning to investigate whether our model
reproduces the observed IR data in future studies.
5.3. Empirical Calibrations of the Obscuration Correction
and the SFR Conversion from UV Luminosity
Here we propose new empirical formulas which correct for
dust obscuration and convert from the intrinsic UV LD, ρintUV,
to the CSFRD, ρ˙⋆. These formulas are derived to reproduce
the true quantities for the model galaxies and are represented
by explicit analytic functions. For the obscuration correction,
we show two different formulas; one is for the observable LF
and the other is for its integrated quantity ρUV. These two
formulas are, respectively, similar to the SFR-dependent and
common corrections of H04, but they are described to have
redshift dependence.
5.3.1. Conversion from Observable LF into Intrinsic LF
Let us define Cdust as an empirical formula to convert the
observable LF into an intrinsic one. Cdust at a certain mag-
nitude M1500 is determined via an abundance-matching ap-
proach. That is, the cumulative number density of the observ-
able LF of the Mitaka model, nobs(< M1500), should match
that of the intrinsic LF, nint(< M1500 −Cdust):
nobs(< M1500) = nint(< M1500 −Cdust). (6)
The top panel of Figure 11 shows the resultant Cdust as a func-
tion of M1500 at z = 0.
We have derivedCdust for other redshifts and found that Cdust
can be fitted well with the following analytic function in the
redshift range z = 0–10:
Cdust(M1500; z) = a exp
[
−b|M1500 − M01500|c
]
. (7)
Here a, b, c, and M01500 are model parameters and evolve with
redshift. a and M01500 have units of magnitude, while b and
c are non-dimensional constants. We adopt a smoothly de-
clining functional form even for the bright magnitudes where
Figure 11. Top, middle, and bottom panels show Cdust , LF, and the ratio
of the LD calculated from the Mitaka observable LF +Cdust to the Mitaka
intrinsic LD, respectively, at z = 0 for a wavelength of λ = 1500 Å. In the top
panel, the filled circles are the numerical data calculated from the intrinsic
and observable 1500 Å LFs of the Mitaka model, while the dashed curve
is analytical fit using Equation (7) with the numerical quantities in Table 1.
Cdust = 0 at M1500 . −22 mag is reflected by the fact that there is no model
galaxy with such bright observable magnitudes. In the middle panel, the solid
and dotted curves are the intrinsic and observable LFs of the Mitaka model,
respectively, while the dashed curve is the Mitaka observable LF + Cdust .
there are no model galaxies. We note that Cdust is a dust ob-
scuration correction for the UV LF as a statistical quantity
like the SFR-dependent correction of H04. Hence it does not
represent a mean dust attenuation for the galaxies at a certain
magnitude. Actually, the intrinsically UV-brightest galaxies
are not the observationally brightest galaxies in our model, as
described in Section 4.1. The reason why Cdust has a peak
around the characteristic magnitude M∗1500 is that the magni-
tude difference between the intrinsic and observable UV LFs
becomes largest at M1500 ≈ M∗1500, not that the mean attenua-
tion of the galaxies at M1500 ≈M∗1500 is the largest.
There are significant discrepancies between the raw Cdust
quantities and that evaluated using Equation (7), as repre-
sented by the filled circles and dashed curve, respectively, in
the top panel of Figure 11 at M1500 . −23 mag or M1500 &
−15 mag. Fortunately, this deviation hardly affects the cor-
rected UV LF or the integrated LD as shown in the middle
and bottom panels of Figure 11. Table 1 gives the numeri-
cal quantities for the best-fit parameters in the redshift range
z = 0–10.
The normalization factor a indicates the maximum value
of Cdust at the redshift. a is found to gradually increase with
redshift toward its peak at z≃ 1–3 and then decreases as z in-
creases. It is interesting that the peak redshift for a is roughly
equal to the redshift where dusty galaxies (e.g., ultraluminous
infrared galaxies, sub-mm galaxies, etc.) are mainly found.
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Table 1
Fitting Parameters for our Formula to Correct Dust Attenuation, Cdust
Redshift, z a b c M01500(mag) (mag)
0 1.847 0.1139 1.566 −19.49
1 2.466 0.1181 1.281 −22.65
2 2.344 0.2625 1.086 −21.86
3 2.235 0.2844 1.184 −21.91
4 2.032 0.2115 1.428 −22.15
5 1.822 0.1971 1.599 −22.16
6 1.583 0.1673 1.737 −22.14
7 1.496 0.1630 1.800 −22.08
8 1.415 0.1900 1.641 −22.16
9 1.228 0.1239 1.895 −22.39
10 1.109 0.1898 1.634 −22.17
Note. — The analytic expression for Cdust is given by Equation (7).
Table 2
Fitting Parameters for our Formulas for Ceffdust and C
eff
SFR
Ceffdust C
eff
SFR
α β C2 C1 C0
(M⊙ yr−1 (ergs/s/Hz)−1)
2.983 0.3056 −5.915× 10−5 7.294× 10−4 −28.01
Note. — The analytic expressions for Ceffdust and C
eff
SFR are given by Equations (8) and
(9), respectively.
5.3.2. Conversion from Observable UV LD into Intrinsic UV LD
The conversion factor from the observed 1500 Å LD, ρ1500,
into the intrinsic one, ρint1500, is defined as Ceffdust ≡ ρint1500/ρ1500.
This relates to the effective dust attenuation Aeff1500 defined in
Equation (5) via Ceffdust = dex(0.4Aeff1500).3 It is found that the
Ceffdust for our model galaxies can be well fitted by the follow-
ing simple analytic function with two redshift-independent
parameters α and β in the redshift range z = 0–10 as shown
in Figure 10:
Ceffdust(z) = α exp[−β (1 + z)] + 1. (8)
This functional form is motivated by the natural expectation
that Ceffdust approaches unity at high redshift. Since there is little
dust at high redshift, Ceffdust ≈ 1. The best-fit parameters which
reproduce the ratio ρint1500/ρ1500 at z = 0–10 within ±10% are
given in Table 2.
While the normalization parameter a in Equation (7) has its
peak at z ≃ 1–3, Ceffdust decreases monotonically with increas-
ing z. The different redshift evolution can be interpreted by
the fact that the contribution from galaxies fainter than M01500,
where the galaxies have a maximum extinction of a at the
redshift, to the intrinsic 1500 Å LD is significant; for a typical
faint-end slope α≈ −1.4 of the UV LF, the contribution from
galaxies with L . L∗ reaches ∼ 0.7 dex as shown in the right
panel of Figure 2. Since such faint galaxies have smaller Cdust
than its peak value of a, Ceffdust progressively decreases toward
high redshift although a has its peak at z≃ 1–3.
5.3.3. Conversion from Intrinsic UV LD into CSFRD
3 dex(x) is the inverse function of log10(x): dex(x)≡ 10x.
We find that the ratio of the CSFRD to the intrinsic 1500 Å
LD, ρ˙⋆/ρint1500, can be well fitted with the following simple
quadratic function in the redshift range z = 0–10:
CeffSFR(z) = C0
[
1 +C1 (1 + z)+C2 (1 + z)2
]
. (9)
Here C0, C1, and C2 are the model parameters and are
redshift-independent constants. C0 has the same dimensions
as CeffSFR, M⊙ yr−1 (erg s−1 Hz−1)−1, while C1 and C2 are non-
dimensional constants. With the best-fit quantities given in
Table 2, the analytic function reproduces our model results
for ρ˙⋆/ρint1500 within ±5%.
We note here that, while the empirical formula given in
Equation (9) predicts that CeffSFR has a peak at z ∼ 6 and pro-
gressively decreases toward high redshifts, it is simply a fit-
ting result and does not have any physical motivation. Never-
theless, it might be a real trend as discussed in Section 4.2.
5.4. Recipe for Converting Observed UV LF into CSFRD
Here we describe a recipe for converting the observed
1500 Å LF into the CSFRD ρ˙⋆ using our empirical formulas
given in Section 5.3. As a first step, the intrinsic 1500 Å LD,
ρint1500, should be calculated from the observed UV LF. This
can be done using either one of the following two approaches.
The first approach is to convert the observed UV LF into an
intrinsic LF via the empirical formula for Cdust as a function of
magnitude and redshift given in Equation (7) with the best-fit
parameters in Table 1. Then the intrinsic UV LF is integrated
over magnitude to obtain the intrinsic UV LD, ρint1500. The sec-
ond approach is to first integrate the observed UV LF over
magnitude to obtain the observable UV LD, ρ1500, and then
converted it into ρint1500 using the empirical formula for Ceffdust as
a function of redshift given in Equation (8). Finally, one can
evaluate ρ˙⋆ from ρint1500 using the empirical formula for CeffSFR as
a function of redshift given in Equation (9).
For Cdust given in Equation (7), it is statistically enough to
linearly interpolate the formula for a specified redshift while
the best-fit parameters are provided discretely in redshift for
our empirical formula. One should interpolate the parameters
to evaluate an adequate Cdust at a certain magnitude and the
desired redshift rather than interpolating Cdust itself.
The numerical quantities for ρ˙⋆, ρ1500, and ρint1500 of the Mi-
taka model are compiled in Table 3. We also present the CS-
FRD parametric fits to a variety of analytic forms in the liter-
ature (Cole et al. 2001; Hernquist & Springel 2003; Yüksel et
al. 2008) in Table 4.
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