Abstract. Classification error rate estimation is one of the most important issues in machine learning and pattern recognition. This problem has been studied by many researchers and a number of error estimators have been proposed. However, theoretical analysis and empirical experiments show that most of these error estimation techniques are biased. One way to correct this bias is to use a linear combination of two different error rate estimators. In this paper we propose a new combined classification error rate estimator designed specially for the Fisher linear classifier. Experiments with real world and synthetic data sets show that resubstitution, leave-one-out, repeated 10-fold crossvalidation, repeated 2-fold cross-validation, basic bootstrap, 0.632 bootstrap, zero bootstrap, D-method, DS-method and M-method are outperformed by the proposed combined error rate estimator (in terms of root-mean-square error).
Introduction
Supervised machine learning is an important research area with many practical applications ranging from credit card fraud detection to image and language recognition [16, 32, 33, 34] . One key aspect of supervised learning is the evaluation of the induced classifier by means of any score or evaluation function. The most popular evaluation function is classification error which can be defined as the ratio between the number of incorrectly classified instances and the total number of instances. However, in most real-world situations, the true classification error of a classifier is unknown. Moreover, it can not be exactly calculated because the underlying probability distribution is unknown. So, it must be estimated from the given data. The problem of classification error rate estimation has been studied by many researchers and a number of error estimators have been proposed [5, 14, 17, 19, 20, 29, 30] . However, theoretical analysis and empirical experiments show that most of these error estimation techniques are biased [4, 8, 18, 20] . One way to deal with the problem of biased classification error rate estimation is to combine two different error rate estimators. A combined error rate estimator is an estimator of the form [28, 31] : respectively, then weight ω can be chosen so that the bias of estimator (1) is minimized. However, such an estimator requires prior knowledge about the underlying probability distribution, classification rule and sample size in order to derive the optimal weight ω [28] . In most cases, this information is unavailable and therefore, empirically chosen suboptimal weights are used [12, 13, 24, 28, 31] .
In this paper we propose a new combined classification error rate estimator designed specially for the Fisher linear classifier. Contrary to most other combined estimators, the new method uses theoretically calculated fixed weight ω that is asymptotically optimal. This paper is organized as follows. Section 2 presents basic definitions used throughout the paper, Fisher linear classifier, which is the basis of our method and also, most common classification error rate estimation techniques that are used as baseline methods in this study. The new error estimation method is introduced in section 3. Section 4 presents the results of our simulation study. The concluding remarks are in section 5.
Methods investigated

Basic definitions
Consider two category classification problem where class label
and a classifier is a function f:
. An induction algorithm builds a classifier from a set of
x drawn from some distribution T. Formaly, it is a mapping g:
Here N 1 is the number of observations from the first class and N 2 is the number of observations from the second class. The performance of a classifier is measured by conditional probability of misclassification (conditional PMC):
Some authors call it true classification error rate or actual error rate [4, 27] . This error is conditioned on one particular training set D N and induction algorithm g. In most real world pattern recognition problems conditional PMC is unknown, therefore an error estimator N ˆ is used.
Fisher linear classifier
Fisher linear classifier is a well known classification method which is widely used in many fields, including medical diagnosis [10] , robotics [7] and computer vision [6] . This classification rule can realize linear least squares and single layer perceptron classifiers [9, 25] , also it bears strong connection with support vector machine classification technique [15] . Fisher classifier can be written as a linear discriminant function:
where ) (
The resubstitution method is the simplest example of the class of nonparametric estimators. In this method, the whole data set is used as the training set and then reused as the test set. The resubstitution estimated error is defined as
This method is known to have high bias, but low variance [4, 27] .
Cross-validation
In k-fold cross-validation, the data set is randomly partitioned into k subsets of approximately equal size. Each subset is used as a test set and the remaining k-1 subsets are used as the training set. The crossvalidation error estimate is defined as
where D i is the i-th fold of the data set D N , k is the number of folds and N is the size of D N . The tradeoff between bias and variance in cross-validation depends on k [18] . Cross-validation with small k values (5-2) typically have lower variance than cross-validation with large k values (10-N), however, estimators with small k values are more biased.
Bootstrap
Basic bootstrap estimator tries to correct the bias of resubstitution estimator. This bias can be expressed as
. Since b is not known, it must be estimated from the given data set D N. The estimation procedure is as follows. First, a bootstrap sample is formed by sampling N data points uniformly and with replacement from the original data set. Then, an induction algorithm is trained on the bootstrap sample and tested on the original data set D N . These steps are repeated r times and the estimate of b is calculated as There are many variants of this basic bootstrap estimator. The one, which in various empirical studies has shown good performance is called the 0.632 bootstrap. Similar to basic bootstrap estimator, this method tries to correct the bias of zero bootstrap by doing a weighted average of resubstitution and zero bootstrap estimators [4] . The 0.632 bootstrap estimated error is defined as [12, 13] 
here r is the number of bootstrap samples and D Bi is the i-th bootstrap sample.
D-method
It is the first parametric classification error rate estimator, proposed in statistical pattern recognition literature. For the homoscedastic (equal covariance matrices) normal model for two classes with equal prior probabilities, the D estimator is given by [14] 
where  is a standard Gaussian cumulative distribution function and
is an estimate of Mahalanobis distance. This method is known to have low variance but large bias [20] .
DS-method
An estimate of the Mahalanobis distance ˆ used in D estimator overestimates true Mahalanobis distance and this increases the bias of the above mentioned parametric error rate estimator. An unbiased estimator of the Mahalanobis distance  is given by [20]  2 (13) and the DS estimator can be expressed as
M-method
McLachlan proposed another parametric classification error rate estimator which assumes multivariate normality [23] . This estimator can be expressed as
here  is standart normal density function. Note that by interchanging N l and N 2 in the expressions above for the first group, the corresponding error rate estimator for the second group is obtained.
Performance of error estimators
Commonly used performance measures of an error estimator N ˆ are bias, deviation variance and rootmean-square error (RMS) [4, 8] . However, in most cases, the derivation of exact analytical expressions for the above mentioned performance measures is rather complicated, therefore, in practice, bias, deviation variance and RMS are calculated approximately, by using the following expressions:
where MC is the number of samples created by Monte-Carlo simulation, 
Proposed method
Unbiased combined classification error rate estimator can be expressed as
. (24) Now, assume that estimator 
From (25) we have that
Now, suppose that the following preconditions are met:
1. classifier deals with two multivariate Gaussian pattern classes; 2. the covariance matrix is the same for all classes; 3. class prior probabilities are equal; 4. the training set has the same number of patterns from each class; 5. Mahalanobis distance is constant; 6. the dimensionality n is fixed and very large; 7. both values, N, N * → ∞. Then expected error of the Fisher linear classifier can be expressed as [25, 26] 27) and expected resubstitution error can be expressed as
where
Finally, from (27) and (28) we get that the weight is
The derivation of expression (29) 
where r is the number of repetitions.
Simulation study
Experimental setup
Our experiments consist of two parts: synthetic experiments with Gaussian data and experiments with real world data sets. The error estimators studied are resubstitution (resub), leave-one-out (loo), repeated 10-fold cross-validation (rcv10), repeated 2-fold cross-validation (rcv2), basic bootstrap (bboot) 0.632 bootstrap (b0632), zero bootstrap (zboot), D-method (D), DS-method (DS), M-method (M) and proposed combined estimator that uses repeated 2-fold crossvalidation and resubstitution as component estimators.
To
Synthetic data
We use four data models to generate sample points. Data model 1 is two-class Gaussian data model with equally likely classes, common covariance matrix and class means located at Experimental results for data models 1-4 are displayed in Tables 1-4 . The best bias, variance and RMS are marked in bold font for easier reading of the presented tables. Also, to better visualize the obtained results, RMS values from Tables 1-4 are additionally provided in Fig. 1-4 . Our experiments show that the least biased error estimation method is leave-one-out while repeated 10-fold cross-validation, M-method, zero bootstrap, 0.632 bootstrap and proposed combined estimator are moderately biased. The most biased error estimation methods are resubstitution, Dmethod, DS-method, basic bootstrap and repeated 2-fold cross-validation. Also, we can see that the proposed method works well in correcting the bias of repeated 2-fold cross-validation. The situation with other bias correcting classification error rate estimators is similar. However, there is one exception: when the Bayes error is high, 0.632 bootstrap fails in correcting the bias of zero bootstrap. The experiments also show that repeated 10-fold cross-validation, leave-one-out, M-method, zero bootstrap and basic bootstrap are more variable than the proposed combined estimator, repeated 2-fold cross-validation, 0.632 bootstrap, D-method, DS-method and resubstitution. Also, we can see that the proposed estimator outperforms resubstitution, D-method, DSmethod, basic bootstrap, zero bootstrap and 2-fold cross-validation (in RMS sense). However, the situation with other error estimators is different. When ε Bayes = 0.05, repeated 10-fold cross-validation , leaveone-out, M-method and 0.632 bootstrap are better than proposed combined estimator and when ε Bayes ≥ 0.10, the proposed method outperforms the above mentioned methods. 
Algorithm 1: synthetic simulation scheme
Real data
In most real world scenarios true class-conditional densities are unknown. As a result, there is no way to generate new independent data points or very large test sets. Therefore, in all real data experiments approximately independent data vectors and relatively small test sets are used. A pseudo-code for real data simulations is presented below:
Real world experiments were conducted on eight non Gaussian data sets (according to Mardia's and Henze-Zirkler tests) from the UCI machine learning repository:
Magic Gamma Telescope data set [2] . This data set is generated to simulate registration of high energy gamma particles in a ground-based atmospheric Cherenkov gamma telescope. The data set contains 19020 instances, of which 12332 are classified as signal and 6688 are classified as background. Each instance has 10 features. The size of the training/error estimation data set is 32.
Pima Indian Diabetes data [2] . It consists of 768 instances that are diabetes positive (268) or diabetes negative (500). The number of features is 8. Training/ error estimation sample size is set to 32.
MiniBoone particle identification data [2] . This data set is taken from the MiniBoone experiment and is used to distinguish electron neutrinos from muon neutrinos. The database is composed of 130064 instances of which 36499 are electron neutrinos and 93565 are muon neutrinos. The number of features is 50. Training/error estimation sample size is 200.
Skin data set [3] . This data set is collected by randomly sampling B,G,R values from face images of various age groups, race groups, and genders obtained from FERET database and PAL database. Skin data set is composed of 245057 instances of which 50859 are skin instances and 194198 are non-skin instances. The number of features is 3. Training/error estimation sample size is set to 20.
Algorithm 2: simulation scheme
Climate Model Simulation Crashes data set [21] . This data set is composed of 540 instances and each instance is represented by 18 climate model input parameter values. The goal is to predict simulation outcomes (fail or succeed) from the input parameters. There are 46 instances classified as simulation crashes and 494 instances that are classified as not simulation crashes. Training/error estimation sample size is set to 50.
Diabetic Retinopathy data [1] . This data set contains 1151 instances, of which 540 are classified as diabetic retinopathy and 611 are classified as not diabetic retinopathy. The number of features is 19 and training/error estimation sample size is set to 50. QSAR biodegradation database [22] . This data set describes 1055 molecules that are ready biodegradable (356) or not ready biodegradable (699). The original data set contains 41 features, however, in order to avoid non-invertible singular covariance matrix, the number of features is reduced to 20 (linear correlation based feature selection). Training/error estimation sample size is 40.
Spambase data set [2] . This database is composed of 4601 instances of which 1813 are classified as spam and 2788 are classified as non-spam. The number of features is 20 (after feature selection). Training/error estimation sample size is set to 80. Table 5 displays experimental results based on real world data sets. The best bias, the best variance and the best RMS is marked in bold font for easier reading of the presented tables. Also, to better visualize the obtained results, RMS values from Table 5 are additionally provided in Fig. 5-6 . The experiments show that leave-one-out, repeated 10-fold crossvalidation, M-method and the proposed combined estimator generally have smaller bias than resubstitution, D-method, DS-method, basic bootstrap, 0.632 bootstrap, zero bootstrap and repeated 2-fold cross-validation. Also, we can see that DS-method corrects the bias of D-method, basic bootstrap corrects the bias of resubstitution and proposed combined estimator corrects the bias of repeated 2-fold crossvalidation. The only one exception is 0.632 bootstrap method which fails in correcting the bias of zero bootstrap estimator. The experiments also show that proposed combined estimator, repeated 2-fold crossvalidation, 0.632 bootstrap, D-method, DS-method and resubstitution are less variable than repeated 10-fold cross-validation, leave-one-out, M-method, zero bootstrap and basic bootstrap. Also, we can see that the proposed estimator generally outperforms other error estimation techniques (in RMS sense) and the only exception is Skin data set, where 0.632 bootstrap performs better. 
Conclusion
In this paper we have proposed a new classification error rate estimator designed specially for the Fisher linear classifier. The proposed method approximates unbiased combined classification error rate estimator by using fixed weight that is calculated from asymptotic approximations of expected classification and resubstitution errors of the Fisher linear classifier. This weight is computed by assuming that the classifier deals with two multivariate Gaussian pattern classes (1) , all classes share the same covariance matrix (2), class prior probabilities are equal (3), the training set has the same number of patterns from each class (4) Mahalanobis distance is constant (5), dimensionality is fixed and very large (6) and sample size approaches infinity (7) . When these assumptions are violated, proposed method may fail to correct the bias of cross validation. However, experimental results show that bias correction works well, even when some of the above preconditions are not met. Although proposed weight ω does not minimize RMS of the combined error rate estimator, it allows to construct estimator that has better RMS than most other error estimation techniques.
