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Upper Ramification Groups for Arbitrary Valuation
Rings
Kazuya Kato, Vaidehee Thatte
Abstract
T. Saito established a ramification theory for ring extensions of complete intersection.
We show that for a Henselian valuation ring A with field of fractions K and for a finite
Galois extension L ofK , the integral closure B of A in L is a filtered union of subrings of
B which are of complete intersection over A. By this, we can obtain a ramification theory
of Henselian valuation rings as the limit of the ramification theory of Saito. Our theory
generalizes the ramification theory of complete discrete valuation rings of Abbes-Saito.
We study “defect extensions” which are not treated in these previous works.
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1 Introduction
1.1. Let A be a Henselian valuation ring with field of fractionsK, let K¯ be a separable closure
of K, let G = Gal(K¯/K), and let A¯ be the integral closure of A in K¯. Since A is Henselian,
A¯ is a valuation ring.
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In this paper, for nonzero proper ideals I of A¯, we define closed normal subgroupsGIlog and
GInlog of G (“nlog” means “non-log”) which we call the upper ramification groups.
We have GIlog ⊂ G
I
nlog, and G
I
log ⊃ G
J
log, and G
I
nlog ⊃ G
J
nlog if I ⊃ J .
This is a generalization of the work of A. Abbes and T. Saito ([AS02]) on discrete valuation
rings (see 1.2 below).
Our work is closely related to the work of T. Saito [Sa19] (see 1.3 below).
A remarkable aspect of this paper which does not appear in the works [AS02] and [Sa19] is
that the defect can be non-trivial. That is, if the residue field of A is of characteristic p > 0 and
L is a cyclic extension of K of degree p, it is possible that the extensions of the residue field
and the value group are both trivial. Our Theorem 1.1 below shows that our upper ramification
groups can catch the defect for such L/K.
1.2. Compatibility for DVRs. For discrete valuation rings A, Abbes-Saito [AS02] defined
the logarithmic upper ramification groups Grlog and their non-log version G
r for r ∈ Q>0. In
the case the residue field is perfect, if we denote by Grcl the classical upper ramification group,
Grcl = G
r
log = G
r+1. (For 0 < r ≤ 1, Gr coincides with the inertia subgroup of G.)
Their Grlog (resp. G
r) coincides with our GIlog (resp. G
I
nlog) for I = I(r) := {x ∈
A¯ | ordA¯(x) ≥ r}, and our G
I
log (resp. G
I
nlog) coincides with the closure in G of the union
of their Grlog (resp. G
r) where r ranges over all elements of Q>0 such that I(r) ⊂ I .
1.3. Relation with the work [Sa19]. In [Sa19] Section 3.2, T. Saito developed the ramification
theory of finite flat rings B′ over A which are of complete intersection over A.
As we will see in Section 6 (Theorem 6.2), for a finite Galois extension L of K and for
the integral closure B of A, B is a filtered union of subrings B′ of B over A which are finite
flat over A and of complete intersection over A. This Theorem 6.2 is deduced from results in
[Th16], [Th18]. In this paper, we obtain important results on the upper ramification groups as
the “limit” of his ramification theories of B′/A.
1.4. Relation to the ramification theory in [Th16] and [Th18]. Assume that the residue field
of A is of positive characteristic p. Our upper ramification groups match well with the rami-
fication theories [Th16] and [Th18] of cyclic extensions L of K of degree p. In those papers,
we considered an ideal H of A, which is a generalization of the classical Swan conductor and
plays an important role in the ramification theory of L/K. Some of its crucial properties are :
• H = A if and only if L/K is unramified.
• H is not a principal ideal if and only if L/K is a defect extension.
• When K is of characteristic p, H is the ideal generated by all nonzero elements h of A
such that L is generated by the solution α of the Artin-Schreier equation αp − α = 1/h.
We will prove the following result:
Theorem 1.1. Assume that the residue field of A is of characteristic p > 0. Let L be a cyclic
extension ofK of degree p and let H ⊂ A be the associated ideal. Then for a nonzero proper
ideal I of A¯, the image ofGIlog in Gal(L/K) is Gal(L/K) if and only if I ∩A ⊃ H and is {1}
if and only if I ∩ A ( H .
Thus, our upper ramification groups can catch the important ideal H .
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1.5. As the index set of the upper ramification filtration, we use the set of all nonzero proper
ideals of A¯, not the positive part of (the value group of A)⊗Q. (The latter is identified with the
set of all principal nonzero proper ideals of A¯.) Here we explain the reason.
Consider a Henselian valuation ring A whose residue field is of characteristic p > 0, cyclic
extensions L1 and L2 of degree p ofK, a nonzero element a ofmA¯, such that the ideal H (1.4)
of A associated to L1/K generates the ideal J1 = aA¯ of A¯ and the ideal H of A associated
to L2/K generates the ideal J2 = amA¯ of A¯. (Such A, L1/K, L2/K exist. See 10.11.) By
Theorem 1.1, for a nonzero proper ideal I of A¯, GIlog → Gal(Li/K) is surjective if and only if
I ⊃ Ji. But if I is principal, for both i = 1, 2, G
I
log → Gal(Li/K) is surjective if and only if
I ⊃ aA¯ and thus principal ideals I can not catch the difference of the important ideals H .
1.6. Methodology.
(1) Concerning Gnlog. Our definition of Gnlog follows the methods of Abbes and Saito
in [AS02] and Saito in [Sa19] except for the following point. In [AS02], Abbes and Saito
used rigid analytic spaces for their definitions of Grlog and G
r. In [Sa19], Saito used a scheme
theoretic algebraic method. We use adic spaces, which are generalizations of rigid analytic
spaces. (Actually, we use only “algebraic part” of the theory of adic spaces, not the analytic
part, as is explained in 3.6. We never use the completed coordinate rings of adic spaces. It
might be better to say that we use Zariski-Riemann spaces, rather than adic spaces.)
We could use the scheme theoretic method in [Sa19]. But we prefer our method of using
adic spaces because an adic space is a space of valuation rings, and we think that it is natural
to use a space of valuation rings to understand the ramification theory of valuation rings. Also
the open covering 4.3 which appears in our method connects nicely principal ideals of A¯ and
non-principal ideals of A¯.
(2) Concerning Glog. Our method to define G
I
log is to modify the definition of G
I
nlog by
going to log smooth extensions K ′ of K and replacing a finite Galois extension L/K by the
extensionsLK ′/K ′. In the caseA is a discrete valuation ring, this is the method in Saito [Sa09].
See Section 2 for the definition of log smooth extensions. Tame finite extensions are regarded
as log e´tale extensions and log smooth extensions are more general.
1.7. Outline
We define our upper ramification groups in Section 4. Sections 2 and 3 are preparations for
it. In Section 2, we consider log smooth extensions of Henselian valuation rings. In Section 3,
we consider adic spaces (Zariski-Riemann spaces).
In Section 5, we review results of Saito in [Sa19] which we use in this paper.
In Section 6, we deduce the above Theorem 6.2 and other general results on extensions of
valuation rings from the works [Th16] and [Th18].
In Section 7, we prove properties of our upper ramification groups by using Sections 5 and
6.
In Section 8, we consider the relation with Abbes-Saito theory [AS02] described in 1.2.
In Section 9, we prove Theorem 1.1.
In Section 10, we give results on breaks of the logarithmic upper ramification filtration.
1.8. Notation. Let A be a Henselian valuation ring which is not a field, and let K be the field
of fractions of A. ΓA denotes the value group K
×/A× of A, mA denotes the maximal ideal of
A, and k denotes the residue field A/mA of A. K¯ denotes the separable closure of K and A¯
denotes the integral closure of A in K¯.
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For a finite extension L of K, we denote the integral closure of A in L by B. Note that by
the assumption A is Henselian, B is a Henselian valuation ring. The index [ΓB : ΓA] is called
the ramification index and is denoted by e(L/K).
2 Log smooth extensions of Henselian valuation rings
In the rest of this paper, A denotes a Henselian valuation ring which is not a field, with field of
fractionsK, with residue field k, and with value group ΓA.
In this section, we consider the notion log smooth extension of Henselian valuation rings (2.7).
We will use this to define the logarithmic upper ramification groups.
Preliminaries on commutative monoids.
2.1. Let Λ be an abelian group, whose group law is written multiplicatively, and let V be a
submonoid of Λ. We say V is valuative if for each x ∈ Λ, we have either x ∈ V or x−1 ∈ V .
2.2. Let Λ be an abelian group and let M1 and M2 be submonoids of Λ. We say M2 dominates
M1 if M1 ⊂ M2 and M
×
2 ∩M1 = M
×
1 .
Here (−)× denotes the group of invertible elements.
Lemma 2.3. Let Λ be an abelian group and let M be a submonoid of Λ. Then there is a
valuative submonoid of Λ which dominates M .
Proof. Let P be the set of submonoids of Λwhich dominateM , partially ordered by inclusion.
If S is a non-empty totally ordered chain in P , the union of all members of S is a submonoid of
Λ and dominates M . Hence by Zorn’s lemma, the set P has a maximal element V . It is easy
to see that V is valuative.
Lemma 2.4. Let Λ be an abelian group, let Λ0 be a subgroup of Λ, let V be a valuative
submonoid of Λ, let V0 be a valuative submonoid of Λ0, and assume that V dominates V0.
Then V ∩ Λ0 = V0.
Proof. Suppose that x ∈ V ∩Λ0. If x /∈ V0, x
−1 belongs to V0. Hence, x
−1 ∈ V ×∩V0 = V
×
0 .
This contradicts x /∈ V0.
Let A, K, and k be as in 1.8.
2.5. Assume that we are given a pair (Λ,V ), where Λ is an abelian group which contains
K× as a subgroup such that Λ/K× is a free abelian group of finite rank, and V is a valuative
submonoid of Λ which dominates the valuative submonoid V0 := Ar {0} ofK
×.
LetR := A⊗Z[V0]Z[V ], where Z[−] denotes the semi-group ring over the ring Z of integers.
Let p be the ideal of R generated by the image of V r V × in R.
Proposition 2.6. Let the notation be as in 2.5. Then p is a prime ideal of R. The local ring Rp
is a valuation ring whose value group is canonically isomorphic to Λ/V × and whose residue
field is isomorphic to a rational function field over k in n variables where n is the rank of the
free abelian group V ×/A×.
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Proof. We have R/p = k ⊗Z[A×] Z[V
×]. Since V ×/A×
⊂
→ Λ/K×, V ×/A× is a free abelian
group of finite rank. Let U1, . . . , Un be elements of V
× whose images in V ×/A× form a
basis. Then R/p is isomorphic to the Laurent polynomial ring k[U±11 , . . . , U
±
n ] in n variables
U1, . . . , Un. Hence, p is a prime ideal of R. Moreover, the residue field of p is the rational
function field k(U1, . . . , Un) over k in n variables.
Take a subgroup Λ1 of Λ such that Λ is the direct product of K
× and Λ1. Then Λ1 is a free
abelian group of finite rank, and R (resp. p) is the subset of the Laurent polynomial ringK[Λ1]
consisting of all elements
∑
λ∈Λ1
cλλ (cλ ∈ K) such that cλλ ∈ V (resp. cλλ ∈ V r V
×)
for all λ ∈ Λ1 such that cλ 6= 0. We have the valuation K[Λ1] r {0} → Λ/V
× given by∑
λ cλλ 7→ class(cµµ), where µ is an element of Λ1 such that cµ 6= 0 and cλλc
−1
µ µ
−1 ∈ V for
all λ ∈ Λ1, and the inverse image of V /V
× under this valuation is R r {0}. Hence, the local
ring Rp of R at p is a valuation ring with value group Λ/V
×.
Log smoothness.
2.7. Let A′ ⊃ A be a Henselian valuation ring which dominates A.
Definition 2.1. We say A′ is a log smooth extension of A of rational type if A′ is isomorphic
over A to the Henselization of Rp for the R and p associated to some Λ, V as in 2.5. (The
phrase “rational type” comes from the fact that the residue field of A′ is a rational function field
over k and the field of fractions of the ring R in 2.5 is a rational function field overK.)
Definition 2.2. We say A′ is a tame finite extension of A if the field of fractions K ′ of A′ is a
tamely ramified finite extension of K. That is, a finite extension such that [K ′ : K] = [ΓA′ :
ΓA][k
′ : k], [ΓA′ : ΓA] is invertible in A and k
′ is a separable extension of k. Here ΓA′ is the
value group ofA′ and k′ is the residue field ofA′. (SinceA′ is not necessarily finitely generated
as an A-module, saying A′ is a tame finite extension of A is abuse of terminology.)
Definition 2.3. We say A′ is a log smooth extension of A if there is a sequence of Henselian
valuation rings A = A0 ⊂ A1 ⊂ · · · ⊂ An = A
′ where each extension Ai/Ai−1 (1 ≤ i ≤ n) is
either a log smooth extension of rational type or a tame finite extension.
2.8. If A′ is a log smooth extension of A and A′′ is a log smooth extension of A′, then A′′ is a
log smooth extension of A.
2.9. We give some simple types of log smooth extensions.
1. Tame finite extensions (definition 2.2) are log smooth.
2. Take an integer e ≥ 1 and a ∈ K×. Then the integral closure ofA[U ](mA) inK(U)((aU)
1/e)
is a valuation ring. Let A′ be the Henselization of this valuation ring. This A′ is a log
smooth extension of A. In fact, in 2.5, let Λ = K××Λ1 where Λ1 is a free abelian group
of rank 1 with generator θ. Consider the valuative submonoid V of Λ consisting of cθi
where c ∈ K×, i ∈ Z such that ceai ∈ A. Then by identifying θea−1 with U , A′/A is
identified with the associated log smooth extension of rational type.
We call A′/A the log smooth extension of type 2 associated to (e, a).
The quotient group ΓA′/ΓA is isomorphic to a quotient of Z/eZ and is generated by the
class of θ.
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There are special cases of 2. The second case is considered only when the residue field
of A is of positive characteristic p.
2.1. The case e = 1. In this case, ΓA = ΓA′ and the residue field of A
′ is k(U).
2.2. The case where e > 1 is a power of p, and the class of a in ΓA is not a p-th power.
Then the residue field of A′ is k(U) and ΓA′/ΓA ∼= Z/eZ.
3. Let Λ1 be a free abelian group of finite rank and take a valuative submonoid V1 of the
product group Γ′ := ΓA × Λ1 which contains (A r {0})/A
× ⊂ ΓA ⊂ Γ
′ such that
V
×
1 = {1}. In 2.5, let Λ = K
× × Λ1 and let V be the inverse image of V1 in Λ and let
A′/A be the associated log smooth extension of rational type. Then the value group of
A′ is identified with Γ′ and the residue field of A′ coincides with that of A.
Conversely, if A′/A is a log smooth extension of Henselian valuation rings of rational
type such that the quotient ΓA′/ΓA is torsion free and such that the residue field of A
′ is
that of A, then A′/A is of this type 3.
Lemma 2.10. Let A′/A be a log smooth extension of rational type. Then there are extensions
A = A0 ⊂ A1 ⊂ · · · ⊂ An ⊂ An+1 = A
′ such that Ai/Ai−1 for 1 ≤ i ≤ n is a log smooth
extension of type 2 in 2.9 and An+1/An is a log smooth extension of type 3 in 2.9.
Proof. Let Θ˜ ⊂ Λ be the inverse image of the torsion part Θ of ΓA′/ΓA. We prove 2.10 by
induction on the rank n of the finitely generated free abelian group Θ˜/K×.
If n = 0, A′/A is of type 3 (2.9). Assume n ≥ 1.
Take compatible isomorphisms Θ ∼= ⊕ni=1Z/e(i)Z and Θ˜/K
× ∼= ⊕ni=1Z. Let ϑ be an element
of Θ˜ whose image in ⊕ni=1Z is the first base. Write ϑ
e(1) = aU with a ∈ K× and U ∈ Λ×. Let
A1/A be the log smooth extension of type 2 associated to (e(1), a) (2.9).
Then we have A1 ⊂ A
′. Let K1 be the field of fractions of A1 and let Λ1 be the push out of
K×1 ← K
×ϑZ → Λ in the category of abelian groups and let V1 be the image of A
×
1 V in Λ1.
Then V1 is a valuative submonoid of Λ1 which dominates A1 r {0}, and A
′/A1 is identified
with the log smooth extension of rational type associated to (Λ1,V1). We have exact sequences
0 → Z → Λ/K× → Λ1/K
×
1 → 0 and 0 → Z → ΓA′/ΓA → ΓA′/ΓA1 → 0 where the second
arrows of these sequences send 1 ∈ Z to the classes of ϑ. Hence for the inverse image Θ˜1 of
the torsion part Θ1 of ΓA′/ΓA1 in Λ1, Θ˜1/K
×
1 is of rank n − 1. This proves 2.10 by induction
on n.
Lemma 2.11. Let A′/A be a log smooth extension of type 2 in 2.9. Then we have A = A0 ⊂
A1 ⊂ A2 = A
′ where A1/A0 is a log smooth extension of either of type 2.1 or 2.2 in 2.9 and
A2/A1 is a tame finite extension.
Proof. Let e′ be the largest divisor of e which is invertible in A. Let A1/A be the log smooth
extension of type 2 associated to (e/e′, a) (2.9). This A1 has the desired properties.
Log smooth extensions are defectless.
2.12. We recall the notion of defect in valuation theory (Cf. [Ku11]).
Let A′ ⊃ A be a Henselian valuation ring which dominates A. Let K ′ be the field of
fractions of A′ and let k′ be the residue field of A′.
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(1) Assume K ′ is a finite extension of K. Then [K ′ : K] ≥ [ΓA′ : ΓA][k
′ : k]. We say the
extension A′/A has no defect if the equality holds in this inequality.
(2) Assume K ′/K is of finite transcendence degree trdeg(K ′/K). Then trdeg(k′/k) and
dimQ(Q ⊗ ΓA′/ΓA) are finite and we have the inequality trdeg(K
′/K) ≥ trdeg(k′/k) +
dimQ(Q ⊗ ΓA′/ΓA). We say A
′/A has no transcendence defect if the equality holds in this
inequality.
(3) AssumeK ′/K has finite transcendence degree and assume A′/A has no transcendence
defect in the sense of (2). A finite subset T of (K ′)× is called a valuation transcendence basis
if T = T1
∐
T2 where the classes of the members of T1 form a Q-basis in Q ⊗ ΓA′/ΓA,
T2 ⊂ A
′, and the residue classes of the members of T2 form a transcendence basis of k
′ over
k. Such T exists.
(4) Assume K ′/K is of finite transcendence degree. We say A′/A has no defect (or it is
defectless) if A′/A has no transcendence defect in the sense of (2) and if for all subfields K1
and K2 of K
′ such that K ⊂ K1 ⊂ K2 ⊂ K
′, such that K2/K1 is a finite extension, and such
that the valuation rings Ai = Ki ∩ A
′ for i = 1, 2 are Henselian, the extension A2/A1 has no
defect in the sense of (1).
The following (5) and (6) follow from Theorem 5.4 of [Ku11].
(5) Theorem. Assume that K ′/K has finite transcendence degree and that A′/A has no
transcendence defect in the sense of (2). Let T be a valuation transcendence basis of K ′/K
and let A1 be the Henselization of A
′ ∩K(T ). Then the extension A′/A has no defect in the
sense of (4) if and only if the extension A′/A1 has no defect in the sense of (4).
(6) Theorem. Let A′′ ⊃ A′ be a Henselian valuation ring which dominatesA′, letK ′′ be the
field of fractions of A′′, and assume that K ′′/K is of finite transcendence degree. Then A′′/A
has no defect in the sense of (4) if and only if A′/A and A′′/A′ have no defect in the sense of
(4).
Lemma 2.13. Let A′/A be a log smooth extension of Henselian valuation rings. Then A′/A
has no defect in the sense of 2.12 (4).
Proof. By Theorem in 2.12 (6) and by Lemmas 2.10 and 2.11, it is sufficient to prove this in
the case A′/A is wither one of the types 1, 2.1, 2.2 and 3 of 2.9. In the case 1, take T = ∅. In
the cases 2.1 and 2.2, take T = {U}. In the case 3, let T be a lifting of a base of Λ1 to (K
′)×.
Then A′/A1 in (5) of 2.12 has no defect as is easily seen. Hence by Theorem in 2.12 (5), A
′/A
has no defect in the sense of 2.12 (4).
Conditions which are equivalent to log smoothness.
Proposition 2.14. Let A′ be a Henselian valuation ring over A which dominates A. Then the
following six conditions are equivalent.
(i) A′ is a log smooth extension of A.
(ii) There are extensions A = A0 ⊂ A1 ⊂ A2 = A
′ of Henselian valuation rings such that
A1/A0 is a log smooth extension of rational type and A2/A1 is a tame finite extension.
(iii) There are extensions A = A0 ⊂ A1 ⊂ A2 ⊂ A3 of Henselian valuation rings such that
A1/A0 is a tame finite extension, A2/A1 is a log smooth extension of rational type, A3/A2
is an unramified finite extension such that A3 is isomorphic over A to an unramified finite
extension of A′.
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(iv) The following properties are satisfied.
• ΓA′/ΓA is a finitely generated abelian group.
• The residue field k′ of A is a finitely generated field over k.
• The map k′ ⊗A Ω
1
A(log)→ k
′ ⊗A′ Ω
1
A′(log) is injective.
• The field of fractions K ′ of A′ has finite transcendental degree over K and the ex-
tension A′/A has no defect in the sense of (4) in 2.12.
Remark 2.4. It follows from (iii) in 2.14 that log smoothness defined in this Section 2 is the
Henselian valuation ring version of the log smoothness in log geometry. Tame-finiteness is the
Henselian valuation ring version of log e´taleness in log geometry.
2.15. Proof of 2.14.
Proof. The implication (ii)⇒ (i) is clear.
We will prove the rest in the order (i)⇒ (iii), (iii)⇒ (iv), (iv)⇒ (ii).
• (i)⇒ (iii)
By 2.10, it is sufficient to prove that if A′/A is as in (iii) and if A′′/A′ is of type either
one of 1, 2, 3 in 2.9, then A′′/A is as in (iii). Let A ⊂ A1 ⊂ A2 ⊂ A3 be as in (iii) and
assume that A3/A2 comes from (Λ,V ). Note that ΓA′ is identified with ΓAi for i = 2, 3.
– Case A′′/A′ is of type 3.
(We prove this first, for the proof is the simplest in this case.) AssumeA′′/A′ comes
from (Λ1,V1). Let V˜1 be the inverse image of V1 ⊂ ΓA′ × Λ1 in Λ × Λ1 via the
surjection Λ → ΓA′ . Let A
′
2 be the log smooth extension of A1 of rational type
associated to (Λ × Λ1, V˜1). Let A
′
3 = A3 ⊗A2 A
′
2. Then A
′
3 is an unramified finite
extension of A′2 and is an unramified finite extension of A
′′.
– Case A′′/A′ is of type 2.
Assume it is of type 2 associated to (e, a) with a ∈ (K ′)×. Take an element λ0 ∈ Λ
whose image under the surjection Λ → ΓA′ is the class of a. Let Λ
′ = Λ × T Z
with T an indeterminate and let V ′ be the a valuative submonoid {λT i | λ ∈ Λ, i ∈
Z, λeλi0 ∈ V } of Λ
′. Let A′2 be the log smooth extension of A1 of rational type
associated to (Λ′,V ′). Let A′3 = A3 ⊗A2 A
′
2. Then A
′
3 is an unramified finite
extension of A′2 and is an unramified finite extension of A
′′.
– Case A′′/A′ is of type 1.
Let ℵ be the part of ΓA′′ consisting of all elements x such that x
n ∈ ΓA for some
integer n ≥ 1 which is invertible in A. Let A′1 be a tame finite extension ofA which
contains A1 and whose value group coincides with ℵ ⊂ Q ⊗ ΓA. Take a subgroup
S of ΓA′′ such that ΓA′′ is the direct product of ℵ and S. Take an isomorphism
S/(S ∩ ΓA′) ∼= ⊕
m
i=1Z/e(i)Z where e(i) are integer ≥ 1 which are invertible in
A, let αi be an element of (K
′′)× whose image in ΓA′′ belongs to S and whose
image in ΓA′′/ΓA′ coincides with the element of S/(S ∩ ΓA′) corresponding to the
i-th base of ⊕mi=1Z/e(i)Z, and let λi be an element of Λ whose image in ΓA′ is
the class of α
e(i)
i . Then α
e(i) = λiui for some ui ∈ (A
′′)×. Let Λ(S) ⊂ Λ be
the inverse image of S ∩ ΓA′ ⊂ ΓA′ . Note that λi ∈ Λ(S). Let Λ
′(S) be the
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push out of (K ′1)
× ← K×1 → Λ(S) in the category of abelian groups, and let
Λ′ be the abelian group defined as the quotient of Λ′(S) × T Z1 . . . T
Z
m, where Ti
are independent determinates, divided by the relations T
e(i)
i = λi. Let V
′ be the
valuative submonoid of Λ′ consisting of the classes of λT
a(1)
1 . . . T
a(n)
n (λ ∈ Λ′(S),
a(i) ∈ Z) such that λe
∏n
i=1 T
a(i)e/e(i)
i ∈ (V ∩ Λ(S))(A
′)× for some integer e ≥ 1
which is divisible by e(i) for every i. Let A′2 be the log smooth extension of A
′
1
of rational type associated to (Λ′,V ′). Let A′3 be the unramified finite extension
of A3 ⊗A2 A
′
2 which contains an e(i)-th root of ui for 1 ≤ i ≤ n. Then A
′
3 is an
unramified finite extension of A′′.
• (iii)⇒ (iv) is easy to see.
• (iv)⇒ (ii)
We have a commutative diagram of exact sequences
0 → k′ ⊗k Ω
1
k → k
′ ⊗A Ω
1
A(log) → k
′ ⊗Z ΓA → 0
↓ ↓ ↓
0 → Ω1k′ → k
′ ⊗A′ Ω
1
A′(log) → k
′ ⊗Z ΓA′ → 0.
.
In the case k is of characteristic p > 0, let Θ be the p-power torsion part of ΓA′/ΓA
which is isomorphic to ⊕ℓi=1Z/p
e(i)Z with ℓ ≥ 0 and e(i) ≥ 1. Let Ti (1 ≤ i ≤ ℓ) be an
element of (K ′)× whose image in ΓA′/ΓA is the element of Θ corresponding to the i-th
base of ⊕ℓi=1Z/p
e(i)Z. Write T p
e(i)
i = aiUi where ai ∈ K
× and Ui ∈ (A
′)×. Then the
classes of ai (1 ≤ i ≤ ℓ) form an Fp-basis of the kernel of ΓA/Γ
p
A → ΓA′/(ΓA′)
p. By
the above commutative diagram of exact sequences, we have that d log(Ui) are linearly
independent in Ω1k′/k and hence, the residue classes of Ui in k
′ form a part of a p-base of
k′ over k. Let Ui (ℓ + 1 ≤ i ≤ m, m ≥ ℓ) be elements of (A
′)× such that the residue
classes of Ui (1 ≤ i ≤ m) form a p-base of k
′ over k.
In the case k is of characteristic 0, let (Ui)1≤i≤m be a family of elements of (A
′)× whose
residue classes form a transcendence basis of k′ over k. Take elements Ti (m+1 ≤ i ≤ n,
n ≥ m) of (K ′)× whose classes in (ΓA′/ΓA)/(torsion part) form a basis of this free
abelian group.
Let Λ be the subgroup of (K ′)× generated by K×, Ti (1 ≤ i ≤ ℓ) (we let ℓ = 0 in the
case k is of characteristic 0), Ui (ℓ + 1 ≤ i ≤ m), Ti (ℓ + 1 ≤ i ≤ n). Let V = Λ ∩ A
′.
Let A1 be the log smooth extension of A of rational type associated to (Λ,V ). By the
assumption A′/A has no transcendental defect, K ′ is an algebraic extension of the field
of fractions K1 of A1. Let k1 be the residue field of A1. Then k
′ is a separable finite
extension of k1 and ΓA′/ΓA1 is a finite group whose order is invertible in A. By the
assumption A′/A has no defect, this shows that A′/A1 is a tame finite extension.
Lemma 2.16. Let A1/A and A2/A be log smooth extensions. Then there is A
′ which is a log
smooth extension of both of A1 and A2.
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Proof. It is sufficient to prove 2.16 in the case Ai (i = 1, 2) are log smooth extensions of ra-
tional type. Assume Ai is associated to (Λi,Vi) (i = 1, 2) in 2.5. Let Λ be the push out of
Λ1 ⊃ K
× ⊂ Λ2. Let M := V1V2 ⊂ Λ.
Claim 1. M dominates Vi for i = 1, 2.
Proof of Claim 1: We consider the case of V1. Let x ∈ M
× ∩ V1. Then xv1v2 = 1 for some
vi ∈ Vi. Going to Λ/Λ1, we see that the image of v2 in Λ/Λ1 is 1. Hence, the image of v2 in
Λ2/Λ0 ∼= Λ/Λ1 is 1, and v2 ∈ V1 ∩ Λ0 = V0 by Lemma 2.4. This shows v1v2 ∈ V1 and hence,
x ∈ V ×1 .
By Lemma 2.3, there is a valuative submonoid V of Λ which dominates M . By Claim 1, V
dominates V1 and V2. Let A
′ be the log smooth extension of A of rational type associated to
(Λ,V ).
Proposition 2.17. Let A′/A be a log smooth extension of Henselian valuation rings, let K ′ be
the field of fractions of A′, let L be a finite separable extension ofK, let L′ = LK ′, let B be the
integral closure of A in L, and let B′ be the integral closure of A′ in L′. Assume that ΓA = ΓB .
Then B′ is generated by B as an A′-algebra and ΓA′ = ΓB′ . If furthermore the residue field
of B is purely inseparable over the residue field of A, the canonical map B ⊗A A
′ → B′ is an
isomorphism.
Proof. Assume first thatA′ is a log smooth extension ofA of rational type associated to (Λ,V ).
Let ΛB be the pushout of Λ ← K
× → L× in the category of abelian groups and let VB be the
inverse image of V /A× under ΛB → ΛB/B
× ∼= Λ/A×. Then B′ is the log smooth extension
of B associated to (ΛB,VB) and from this we have B ⊗A A
′
∼=
→ B′.
Assume next thatK ′/K is a finite tame extension. ReplacingK by the maximal unramified
extension of K in K ′, we may assume that [ΓA′ : ΓA] = [K
′ : K] = n. We have a base
(ei)1≤i≤n of the K-vector space K
′ such that the valuations of ei form a representative of
ΓA′/ΓA in ΓA′ . Let x ∈ B
′. Write x =
∑n
i=1 xiei where xi ∈ L. Then xiei ∈ B
′ for all i.
Write xi = uiyi where ui ∈ B
× and yi ∈ K. Then yiei ∈ A
′. This shows that B ⊗A A
′ → B′
is an isomorphism.
3 Adic spaces (Zariski-Riemann spaces)
3.1. LetR be an integral domain and let S be a multiplicative subset ofR consisting of nonzero
elements.
Let Z = Z(R, S) be the projective limit of the blowing ups BlI(X) ofX = Spec(R) along
all finitely generated ideals I of R such that sR ⊂ I ⊂ R for some s ∈ S (that is, S−1I =
S−1R, that is, S−1(R/I) = 0). Here the projective system is made by BlII′(X)→ BlI(X) for
such ideals I and I ′. We regard Z as a locally ringed space as follows. The topology of Z is
the projective limit of the Zariski topologies of BlI(X), and the structure sheaf OZ on Z is the
inductive limit of the inverse images of the structure sheaves of BlI(X).
3.2. Note that the pullbacks of the blowing ups BlI(X) → X in 3.1 to Spec(S
−1R) are iso-
morphisms and hence, the morphism Spec(S−1R) → X = Spec(R) extends canonically to
a morphism Spec(S−1R) → Z. Via this morphism, the local rings OZ,z of Z at z ∈ Z are
regarded as subrings of the field of fractions of S−1R (that is, the field of fractions of R).
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3.3. On the other hand, let Y be the set of all pairs (p, V ) where p is a prime ideal of S−1R and
V is a subring of the residue field κ(p) of p satisfying the following conditions (i)–(iii).
(i) V is a valuation ring.
(ii) The image of R in κ(p) is contained in V .
(iii) S−1V = κ(p).
Proposition 3.4. We have a bijection between Z and Y characterized by the following property.
If z ∈ Z corresponds to (p, V ) ∈ Y , we have
OZ,z = {f ∈ (S
−1R)p | the image of f in κ(p) belongs to V }
as a subring of the field of fractions of R.
See [FK18] E 2.11. This bijection is known in the theory of adic spaces. We write a proof
of 3.4 following [FK18].
We define a map Y → Z as follows. If (p, V ) ∈ Y , since Z → Spec(R) is a projective
limit of proper morphisms, the valuative criterion shows that the morphism Spec(κ(p)) → Z
over R extends uniquely to a morphism Spec(V ) → Z over R. We define the image of (p, V )
in Z as the image of the closed point of Spec(V ) under this morphism.
We define a map Z → Y as follows. Let z ∈ Z and define an ideal q of OZ,z by q =
∩s∈S sOZ,z. Then q is a prime ideal of OZ,z, OZ,z/q is a valuation ring,
OZ,z = {f ∈ (OZ.z)q | the residue class of f belongs to V },
and the ring S−1OZ,z coincides with the local ring (OZ,z)q. Let p ⊂ S
−1R be the inverse image
of the maximal ideal of the local ring S−1OZ,z. Then (S
−1R)p
∼=
→ S−1OZ,z. This defines
Z → Y ; z 7→ (p, V ).
It is easy to see that these maps Y → Z and Z → Y are the inverses of each other.
We will identify the sets Z and Y via the above canonical bijection.
3.5. Via the relation to the theory of adic spaces explained in 3.6 below, we use the following
notation which is used in adic geometry.
For z = (p, V ) ∈ Z and for f ∈ S−1R, let |f |(z) be the image of f in κ(p)/V × =
κ(p)×/V ×∪{0}. The set κ(p)/V × has a natural multiplicative structure and is a totally ordered
set for the following ordering. For a, b ∈ κ(p)/V ×, a ≤ b means V a˜ ⊂ V b˜ where a˜ and b˜ are
representatives of a and b in κ(p), respectively.
3.6. Let Z ′ be the subset of Z = Z(R, S) consisting of all points whose images in Spec(R) do
not belong to Spec(S−1R). Then by 3.4, Z ′ is identified with the subset of Y consisting of all
elements (p, V ) such that V 6= κ(p). We endow Z ′ with the topology as a subspace of Z. Then
the topology of Z ′ is the weakest topology for which the sets
{z ∈ Z ′ | |f |(z) ≤ |g|(z) 6= 0}
are open for all f, g ∈ S−1R.
This description of Z ′ as the subset of Y with the topology described as above shows that
as a topological space, Z ′ is identified with the topological space Spa(S−1R,R) if we regard
S−1R as a topological ring in which the sets sR (s ∈ S) form a basis of neighborhoods of 0 in
S−1R.
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In the theory of adic spaces, Spa(S−1R,R) is endowed with a pair of structural sheaves
(S−1OˆZ′, OˆZ′) where OZ′ denotes the inverse image of OZ and OˆZ′ := lim←−s∈S OZ
′/sOZ′ .
However in this paper, we do not use the topology of S−1R, nor the completion OˆZ′ , nor
the structure of Spa(S−1R,R) as an adic space.
3.7. In our ramification theory, for a Henselian valuation ring A which is not a field and for a
polynomial ring R over A¯ in n variables, we use the set
SA¯(R) ⊂ Z(R, S), where S = A¯r {0},
defined to be the inverse image of the closed point of Spec(A) in Z(R, S). Since Spa(S−1R,R)
consists of all points ofZ(R, S)whose images in Spec(A) are not the generic point of Spec(A),
we have
SA¯(R) ⊂ Spa(S
−1R,R) ⊂ Z(R, S).
We endow SA¯(R) with the topology as a subspace of Z = Z(R, S) and with the inverse
image of the structure sheaf OZ of Z.
In the case A is a complete discrete valuation ring, SA¯(R) coincides with Spa(S
−1R,R)
as a topological space, and with the structure of adic space introduced above, Spa(S−1R,R)
is the adic space which is understood as the rigid analytic space called the n-dimensional unit
disc over the completion of K¯.
Though we use the part SA¯(R) of the space Spa(S
−1R,R) which appears in the theory of
adic spaces, we can forget the theory of adic spaces in this paper, and it is enough to use the
locally ringed space SA¯(R) defined in this 3.7 and the understanding of SA¯(R) in 3.4 and 3.5
as a topological space.
4 Upper ramification groups
Definition 4.1. Let A and K be as in 1.8. For a nonzero proper ideal I of A¯, we define a
normal subgroup Gal(K¯/K)Ilog (resp. Gal(K¯/K)
I
nlog) of Gal(K¯/K) to be the intersection of
the kernels of Gal(K¯/K)→ Gal(L/K) where L ranges over all finite Galois extensions ofK
in K¯ with “ramification logarithmically (resp. non-logarithmically) bounded by I”.
We explain the notion of finite Galois extensions L/K with ramification ∗-bounded by I
for ∗ = logarithmically or non-logarithmically, in 4.1–4.6 below.
4.1. Pre-presentations
Definition 4.2. Let S be a finite subset of B and let {ys}s∈S be independent indeterminates.
Consider the A-homomorphism
A[{ys}s∈S]→ B ; ys 7→ s
For any finite subset T of its kernel, the pair (S, T ) is called a pre-presentation of B/A. We
call it also a pre-presentation for L/K.
Definition 4.3. For a pre-presentation (S, T ) ofB/A, we have a ring homomorphismA[{ys}s∈S]/(T )→
B ; ys 7→ s over A. If this homomorphism is an isomorphism, we call (S, T ) a presentation of
B/A, or a presentation for L/K.
If A is a complete discrete valuation ring, a presentation of B/A always exists. But for a
general valuation ring A, a presentation of B/A need not exist.
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4.2. X(S, T, I)
For a pre-presentation (S, T ) of B/A and for a nonzero proper ideal I of A¯, we denote by
X(S, T, I) the open subset of S = SA¯(A¯[ys ; s ∈ S]) (3.7) consisting of all z ∈ S satisfying
the following condition:
For each t ∈ T , there is an element a of I such that |t|(z) ≤ |a|A¯.
4.3. We have an open covering
X(S, T, I) = ∪a∈Ir{0} X(S, T, A¯a).
4.4. Φ(L/K) ⊂ X(S, T, I)
Let Φ(L/K) be the finite set of allK-homomorphisms L→ K¯. Then Φ(L/K) can be viewed
as a subset of X(S, T, I). For φ ∈ Φ(L/K), φ is regarded as (p, V ) ∈ SA¯(A¯[{ys}s∈S]) (3.4)
where p is the kernel of K¯[{ys}s∈S]→ K¯ ; ys 7→ φ(s) and V = A¯ ⊂ K¯ = κ(p).
Definition 4.4. For a pre-presentation (S, T ) for L/K, we say (S, T, I) separates L/K if
X(S, T, I) is the disjoint union of its closed open subsets Uφ (φ ∈ Φ(L/K)) such that φ ∈ Uφ
for all φ ∈ Φ(L/K).
Proposition 4.5. Assume that there is anA-homomorphismA[{ys}s∈S1]/(T1)→ A[{ys}s∈S2]/(T2)
which is compatible with the maps to B. Assume (S1, T1, I) separates L/K. Then (S2, T2, I)
separates L/K.
Proof. Lift this homomorphism to an A-homomorphism A[{ys}s∈S1] → A[{ys}s∈S2 ] which
sends (T1) to (T2). It induces a morphism of locally ringed spacesX(S2, T2, I)→ X(S1, T1, I)
which is compatible with the maps from Φ(L/K). This proves 4.5.
Corollary 4.5. (1) Let (S1, T1) and (S2, T2) be pre-presentations for L/K and assume S1 ⊂ S2
and T1 ⊂ T2. If (S1, T1, I) separates L/K, then (S2, T2, I) separates L/K.
(2) If (S1, T1) and (S2, T2) are presentations forL/K, (S1, T1, I) separatesL/K iff (S2, T2, I)
separates L/K.
4.6. We say the ramification of L/K is non-logarithmically bounded by I if there is a pre-
presentation (S, T ) of B/A such that (S, T, I) separates L/K.
We say the ramification of L/K is logarithmically bounded by I if there is a log smooth
extension A′/A of Henselian valuation rings such that the ramification of LK ′/K ′ is non-
logarithmically bounded by A¯′I . Here K ′ is the field of fractions of A′, L′ is the composite
field LK ′, and A¯′ is the integral closure of A′ in a separable closure K¯ ′ of K ′ which contains
K¯ and L′ overK.
Proposition 4.7. Let ∗ be log or non-log. Let L1 and L2 be finite Galois extensions of K in
K¯. Assume that the ramification of L1/K and that of L2/K are ∗-bounded by I . Then for the
composite field L1L2, the ramification of L1L2/K is ∗-bounded by I .
Proof. For i = 1, 2, let (Si, Ti) be a pre-presentation for Li/K such that (Si, Ti, I) separates
Li/K. Then (S1 ∪ S2, T1 ∪ T2) is a pre-presentation for L1L2/K and (S1 ∪ S2, T1 ∪ T2, I)
separates L1L2/K. This proves the non-log case of 4.7. The log case of 4.7 follows from this
and from 2.16.
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Proposition 4.8. Let ∗ be log or non-log. Let L/K be a finite Galois extension. Let A′ be
a Henselian valuation ring which dominates A, let K ′ be the field of fractions of A′, let K¯ ′
be a separable closure of K ′ which contains K¯, and let A¯′ be the integral closure of A′ in
K¯ ′. Assume the ramification of L/K is ∗-bounded by I . Then the ramification of LK ′/K ′ is
∗-bounded by A¯′I .
Proof. If (S, T, I) separates L/K, (S, T, A¯′I) separates LK ′/K ′.
4.9. For ∗ = log, nlog, we have defined the upper ramification group Gal(K¯/K)I∗.
For a finite Galois extensionL/K and for ∗ = log, nlog, we denote the image ofGal(K¯/K)I∗ →
Gal(L/K) by Gal(L/K)I∗.
4.10. In this paper, we do not write Gal(K¯/K)Inlog simply as Gal(K¯/K)
I (we do not follow
[AS02] concerning this point). Through the works [Th16] and [Th18], we have the impression
that in the study of arbitrary valuation rings, the logarithmic ramification theory is more natural
than the non-logarithmic theory, and therefore, we have the impression that it is the logarithmic
upper ramification group (not the non-logarithmic one) that deserves the simpler notation.
We give elementary properties of upper ramification groups.
Proposition 4.11. We haveGal(K¯/K)Ilog ⊂ Gal(K¯/K)
I
nlog. We haveGal(K¯/K)
I
log ⊃ Gal(K¯/K)
J
log
and Gal(K¯/K)Inlog ⊃ Gal(K¯/K)
J
nlog if I ⊃ J .
These are evident.
Proposition 4.12. Assume that the residue field ofA is of characteristic 0. ThenGal(K¯/K)Ilog =
{1} for every nonzero proper ideal I of A¯.
Proof. In this case, any finite Galois extension L of K is a tame extension. Let A′ = B be
the integral closure of A in K ′ := L. Then A′/A is a log smooth extension and LK ′ = K ′.
Therefore, the ramification of L/K is logarithmically bounded by I .
Proposition 4.13. Let ∗ = log or non-log. Let A′, K ′, K¯ ′, A¯′ be as in 4.8 and let I ′ = A¯′I .
Then the image of Gal(K¯ ′/K ′)I
′
∗ → Gal(K¯/K) is contained in Gal(K¯/K)
I
∗.
Proof. This follows from 4.8.
In Section 7, we will prove more properties of upper ramification groups including Theo-
rem 7.1 and Theorem 7.2 whose proofs are difficult and require preparations in Section 5 and
Section 6.
5 Theory of Saito
In this section, we consider the work [Sa19] of Saito. We review some results in [Sa19] which
we use in our ramification theory and give a complement Proposition 5.9.
5.1. Let L be a finite Galois extension of the field of fractions K of A, and let (S, T ) be a
pre-presentation for L/K.
Let a be a nonzero element of mA¯ and let I be the ideal of A¯ generated by a. Let Q
[D] =
Spec(A¯[{ys}s∈S, ta
−1(t ∈ T )]) and let Q(D) be the normalization of Q[D]. We will denote the
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scheme k¯ ⊗A¯ Q
(D), where k¯ denotes the residue field of A¯, used in the ramification theory of
Saito in [Sa19] by Y (S, T, I).
We have a surjective continuous closed map
X(S, T, I)→ Y (S, T, I)
with connected fibers, defined as follows. Let R = A¯[{ys}s∈S], S = A¯ r {0}, and consider
the Zariski-Riemann space Z(R, S) (3.1). The canonical map Z(R, S) → Spec(R) induces a
surjective continuous closed map
{z ∈ Z(R, S) | |t|(z) ≤ |a|A¯ for all t ∈ T} → Q
(D).
By Zariski’s main theorem, the fibers of this map are connected. The map induced by this map
on the inverse images of the closed point of Spec(A¯) isX(S, T, I)→ Y (S, T, I).
Lemma 5.2. Let f : X → Y be a surjective continuous closed map whose fibers are connected.
Then we have a bijection C 7→ f−1(C) from the set of all closed open subsets of Y onto the set
of all closed open subsets of X .
Proof. Assume thatX is the disjoint union of two closed open subsets C1 and C2. For i = 1, 2,
the image C ′i of Ci in Y is closed. We prove that C
′
1 ∩ C
′
2 = ∅ and that Ci = f
−1(C ′i). Let
y ∈ C ′1∩C
′
2. Let F ⊂ X be the fiber of y. Then F is the disjoint union of its closed open subsets
F ∩Ci. Since F is connected, we have F ∩Ci = ∅ for some i. But this contradicts the fact that
y is in the image of Ci. Therefore, we have C
′
1 ∩ C
′
2 = ∅. It follows that Ci = f
−1(C ′i).
5.3. This shows that (S, T, I) (I = A¯a) separates L/K if and only if the ramification of
A¯[{ys}s∈S]/(T ) over A¯ is bounded by I in the sense of Definition 3.2.3 of [Sa19].
5.4. We say (S, T ) is of complete intersection if A → B′ := A[{ys}s∈S]/(T ) is of complete
intersection.
Assume (S, T ) is of complete intersection and assume K[{ys}s∈S]/(T )
∼=
→ L. Let I be a
principal nonzero proper ideal of A¯.
The following is proved in [Sa19]. See Proposition 3.1.2 (1) and Lemma 3.2.4 of [Sa19]:
Y (S, T, I) is a finite disjoint union of connected closed open subspaces (connected compo-
nents) of Y (S, T, I). The map Φ(L/K)→ π0(Y (S, T, I)) is surjective.
It follows that X(S, T, I) has the same properties and
π0(X(S, T, I))
∼=
→ π0(Y (S, T, I))
by 5.2.
5.5. Assume (S, T ) is of complete intersection, assume K[{ys}s∈S]/(T )
∼=
→ L, and let I be a
principal nonzero proper ideal of A¯.
By [Sa19], the following three conditions are equivalent:
(i) The number of connected components of Y (S, T, I) is [L : K].
(ii) Y (S, T, I) is a disjoint union of closed open subspaces Uφ (φ ∈ Φ(L/K)) such that for
each φ ∈ Φ(L/K), the image of φ in Y (S, T, I) is contained in Uφ .
(iii) The map Φ(L/K)→ π0(Y (S, T, I)) is bijective.
(S, T, I) separates L/K if and only if these equivalent conditions are satisfied.
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Proposition 5.6. Assume (S, T ) is of complete intersection and assumeK[{ys}s∈S]/(T )
∼=
→ L.
Then there is a principal nonzero ideal I1 of A¯ such that for any principal nonzero proper ideal
I of A¯, (S, T, I) separates L/K if and only if I ( I1.
This is by Theorem 3.2.6 of [Sa19].
5.7. The following is proved in [Sa19]:
Assume (S, T ) is of complete intersection, assume K[{ys}s∈S]/(T )
∼=
→ L, and let I be a
principal nonzero proper ideal of A¯. Let L′ be a finite Galois extension of K contained in L,
let S ′ ⊂ S, T ′ ⊂ T , and assume S ′ ⊂ L′ and K[{ys}s∈S′]/(T
′)
∼=
→ L′ and that (S ′, T ′) is of
complete intersection. Then π0(Y (S
′, T ′, I)) is the pushout of
Φ(L′/K)← Φ(L/K)→ π0(Y (S, T, I))
in the category of sets.
See Proposition 3.1.2 (2) and Lemma 3.2.4 of [Sa19].
Principal ideals I appear in the above results of Saito. In our ramification theory, we con-
sider also non-principal ideals I . We give a complement Proposition 5.9 that we can deduce
results for non-principal ideals from the above results on principal ideals.
5.8. For a topological space T , let Mapc(T,F2) be the set of all continuous maps from T to
the discrete field F2 = Z/2Z. Then Mapc(T,F2) is identified with the set of all closed open
subsets of T (an element of Mapc(T,F2) gives such a subset of T as the inverse image of
{0}). This set Mapc(T,F2) is finite if and only if T is a finite disjoint union of its connected
components. If T is such a space, via the canonical map T → π0(T ), we have a bijection
Map(π0(T ),F2)→ Mapc(T,F2) and π0(T ) is identified with the set of all ring homomorphisms
Mapc(T,F2)→ F2.
Assume (S, T ) is of complete intersection and assume K[{ys}s∈S]/(T )
∼=
→ L. Let I be a
nonzero proper ideal of A¯. Recall thatX(S, T, I) is the union of the open setsX(S, T, J)where
J ranges over all principal nonzero subideals of I (4.3). Hence we haveMapc(X(S, T, I),F2) =
lim←−J Mapc(X(S, T, J),F2) where J ranges over all principal subideals of I . Since the canoni-
cal map Φ(L/K) → π0(X(S, T, J)) is surjective, as a quotient of Φ(L/K), π0(X(S, T, J)) is
independent of a sufficiently large principal subideal J of I . Hence the mapMapc(X(S, T, I),F2)→
Mapc(X(S, T, J),F2) is an isomorphism for such J . In particular, Mapc(X(S, T, I),F2) is fi-
nite. Hence we have (1) and (2) in the following Proposition 5.9, and obtain (3), (4), (5) in it
from the results 5.5. 5.6, 5.7, respectively.
Proposition 5.9. Let (S, T ) be a pre-presentation for L/K which is of complete intersection
such thatK[{ys}s∈S]/(T )
∼=
→ L and let I be a nonzero proper ideal of A¯.
(1) X(S, T, I) is a finite disjoint union of its connected components. The map Φ(L/K) →
π0(X(S, T, I)) is surjective.
(2) (S, T, I) separates L/K if and only if (S, T, J) separatesL/K for all principal nonzero
subideals J of I .
(3) Put X(S, T, I) in place of Y (S, T, I) in 5.5. Then the statements in 5.5 remain true.
(4) Let I1 be as in 5.6. Then for any nonzero proper ideal I of A¯, (S, T, I) separates L/K
if and only if I ( I1.
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(5) Let L′ be a finite Galois extension of K contained in L, let S ′ ⊂ S, T ′ ⊂ T , and
assume (S ′, T ′) is of complete intersection and that S ′ ⊂ L′ andK[{ys}s∈S′]/(T
′)
∼=
→ L′. Then
π0(X(S
′, T ′, I)) is the pushout of
Φ(L′/K)← Φ(L/K)→ π0(X(S, T, I))
in the category of sets.
6 Applications of the works [Th16], [Th18]
In this section, we prove the following results as applications of the works [Th16] and [Th18].
Theorem 6.1. Let L/K be a cyclic extension of degree a prime number. Let S be a finite subset
of B. Then there is s ∈ B such that S ⊂ A[s].
Theorem 6.2. Let L be a finite Galois extension ofK and let B be the integral closure of A in
L. Then for any finite subset S of B, there is an A-subalgebra B′ of B which is free of finite
rank as an A-module and of complete intersection over A such that S ⊂ B′.
Corollary 6.3. Let the notation be as in Theorem 6.2. If B is a finitely generated A-module, B
is of complete intersection over A.
Theorem 6.4. Let L/K be a finite Galois extension. Then there is a log smooth extension of
Henselian valuation rings A′/A with field of fractions K ′ such that e(LK ′/K ′) = 1. Here e
denotes the ramification index (1.8). We can take such A′ such that A = A0 ⊂ A1 ⊂ · · · ⊂
An = A
′ where Ai/Ai−1 for i = 1 (resp. 2 ≤ i ≤ n) is a log smooth extension of Henselian
valuation rings of type 1 (resp. 2) (we do not need a log smooth extension of type 3) (2.9).
Theorem 6.5. Let L/K be a finite Galois extension. Then the following three conditions are
equivalent.
(i) L/K is defectless.
(ii) There is a log smooth extensionA′/A of Henselian valuation rings with field of fractions
K ′ such that the integral closure B′ of A′ in LK ′ is a finitely generated A′-module.
(iii) There is a log smooth extension A′/A of Henselian valuation rings with field of frac-
tions K ′ such that the integral closure B′ of A′ in LK ′ is finite flat and complete intersection
over A′.
We still have the equivalence of conditions when we replace the log smoothness ofA′ overA
in (ii) and (iii) by the stronger property that there is a sequenceA = A0 ⊂ A1 ⊂ · · · ⊂ An = A
′
such that Ai/Ai−1 for i = 1 (resp. 2 ≤ i ≤ n) is a log smooth extension of Henselian valuation
rings of type 1 (resp. 2).
In 6.1-6.8, we review some materials from [Th16] and [Th18]. In 6.1–6.13, we assume that
the residue field of A is of positive characteristic p, and we denote by L a cyclic extension of
K of degree p. Let B be the integral closure of A in L and let l be the residue field of B.
6.1. The important ideal H of A in [Th16] and [Th18] associated to L/K is given as follows.
Let B be the integral closure of A in L. Let G = Gal(L/K). For σ ∈ G r {1}, let Jσ be
the ideal of B generated by all elements of the form σ(x)/x− 1 (x ∈ L×). This ideal Jσ of B
does not depend on σ.
The ideal H of A is the ideal generated by {NL/K(b) | b ∈ Jσ}. Here NL/K is the norm
map L→ K.
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6.2. The ideal H is also described as follows.
Let χ ∈ H1(K,Z/pZ) = Homcont(Gal(K¯/K),Z/pZ) be a nonzero element which gives
the cyclic extension L/K.
Assume K is of characteristic p > 0. Then we have an isomorphism H1(K,Z/pZ) ∼=
K/{xp − x | x ∈ K} by Artin-Schreier theory. H is the ideal of A generated by 1/f for all
nonzero elements f ∈ K which gives χ via the above isomorphism.
Assume K is of mixed characteristic (0, p) and assume that K contains a primitive p-th
root ζp of 1. Then we have an isomorphism H
1(K,Z/pZ) ∼= K×/(K×)p by Kummer theory.
If there is an element a of 1 + mA which gives χ via this isomorphism, H is the ideal of A
generated by (ζp−1)
p(a−1)−1 for all such elements a. If there is no element of 1+mA which
gives χ via this isomorphism, then H = (ζp − 1)
pA.
If K is of mixed characteristic (0, p) and does not contain ζp, H = A ∩H
′ where A′ is
the integral closure of A inK ′ = K(ζp) and H
′ is the ideal of A′ associated to LK ′/K ′.
6.3. ([Th16] Corollary 4.5, [Th18] Corollary 4.4.) Let the notation be as in 6.1. The following
conditions (i)–(iii) are equivalent.
(i) L/K is defectless.
(ii) The ideal H of A is principal.
(iii) The ideal Jσ of B is principal.
In 6.4 –6.6, we describe the case L/K is defectless in further detail.
6.4. Assume that L/K is defectless and L/K is not unramified. Then there is a canonical
nonzero A-homomorphism
rsw(χ) : H → k ⊗A Ω
1
A(log)
(called the refined Swan conductor) characterized by the following property. Let σ be an ele-
ment ofGal(L/K) such that χ(σ) = 1 ∈ Z/pZ. Then for x ∈ L×, it sendsNL/K(σ(x)x
−1−1)
to the class of d log(NL/K(x)).
In [Th16], [Th18], an A-homomorphism from H to a certain bigger quotient of Ω1A(log)
is defined not assuming L/K is defectless, but in this paper, we use this map rsw(χ) induced
by it under the defectless situation. Since H is principal by the assumption defectless, this
homomorphism rsw(χ) is regarded as an element of k⊗AΩ
1
A(log)⊗A H
−1 where H −1 is the
inverse fractional ideal of H .
6.5. AssumeK is of positive characteristic p and assume L/K is a defectless. Then L = K(α)
with αp − α = f for f ∈ K× satisfying one of the following conditions (i)–(iii).
(i) f /∈ A and the class of f in K×/A× is not a p-th power.
(ii) f /∈ A and f = ug−p for some g ∈ K× and u ∈ A such that the residue class of u is not
a p-th power.
(iii) f ∈ A and the residue class of f does not belong to {xp − x | x ∈ k}.
In the case (i), the ramification index of L/K is p. In the case (ii), the residue class of B
is a purely inseparable extension of k generated by the p-th root of the residue class of u. In
the case (iii), L/K is unramified. In any of these cases (i)–(iii), H is generated by f−1. In the
cases (i) and (ii), rsw(χ) sends f−1 to d log(f).
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6.6. Assume A is of mixed characteristic (0, p) and assume A contains a primitive p-th root of
1. Assume L/K is defectless. Then L = K(a1/p) with a ∈ K× satisfying one of the following
conditions (i)–(v).
(i) The class of a inK×/A× is not a p-th power.
(ii) a ∈ A and the residue class of a is not a p-th power.
(iii) a = 1 + b for some b ∈ K× such that b, (ζp − 1)
pb−1 ∈ mA and such that the class of b
inK×/A× is not a p-th power.
(iv) a = 1 + b for some b ∈ K× such that b, (ζp − 1)
pb−1 ∈ mA and such that b = g
pu for
some g ∈ K× and u ∈ A such that the residue class of u is not a p-th power.
(v) a = 1+(ζp−1)
pbwhere b ∈ A and the residue class of b does not belong to {xp−x | x ∈
k}.
In the cases (i) and (iii), the ramification index of L/K is p. In the case (ii) (resp. (iv)),
the residue class of B is a purely inseparable extension of k generated by the p-th root of the
residue class of a (resp. u). In the case (v), L/K is unramified. In the cases (i) and (ii),
H = A(ζp − 1)
p. In the cases (iii) and (iv), H = A(ζp − 1)
pb−1. In the case (v), H = A.
In the cases (i) and (ii), rsw(χ) sends (ζp − 1)
p to d log(a). In the cases (iii) and (iv), rsw(χ)
sends (ζp − 1)
pb−1 to d log(b).
6.7. In [Th16] and [Th18], Theorem 6.1 for a defect extension L/K is proved in the following
cases:
(i)K is of characteristic p. ([Th16] Theorem 5.1.)
(ii) A is of mixed characteristic and A contains a primitive p-th root ζp of 1. ([Th18]
Theorem 5.1.)
6.8. We review the following results in [Th18]. Assume A is of mixed characteristic (0, p) and
assume ζp ∈ A. Let
S = {α ∈ L× | αp ∈ 1 +mA, L = K(α)}.
Then S is not empty and we have:
(1) Jσ is generated by elements of the form (ζp − 1)(α − 1)
−1 where α ranges over all
elements of S .
(2) B = ∪α∈SA[α
′] where α′ denotes an element of B×∩A(α−1)(ζp−1)
−1. (Then A[α′]
depends only on α and does not depend on the choice of α′).
(3) For α1, α2 ∈ S , we have A[α
′
1] ⊂ A[α
′
2] if B(α2 − 1) ⊂ B(α1 − 1).
These (2) and (3) prove the case (ii) in 6.7.
The following Proposition 6.9 will be used in the proof of the theorems 1.1 and 6.4.
Proposition 6.9. Let A′/A be a log smooth extension of Henselian valuation rings., let K ′ be
the field of fractions of A′, and let L′ = LK ′. Let H ′ be the ideal of A′ associated to L′/K ′.
Then H ′ = A′H .
Proof. Assume first e(L/K) = 1. Then by 2.17, for any σ ∈ Gal(L′/K ′), the ideal Jσ
associated to L′/K ′ is generated by the ideal Jσ associated to L/K. Since H is generated
by norms of elements of Jσ, this proves H
′ = A′H .
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Assume next e(L/K) > 1. Then the extensions L/K and LK ′/K ′ are defectless. We
have H ′ ⊃ A′H clearly and by the construction of the refined Swan conductor in [Th16] and
[Th18], we have a commutative diagram
H → k ⊗A Ω
1
A(log)
↓ ↓
H′ → k′ ⊗A′ Ω
1
A′(log)
where k′ is the residue field of A′ and the upper (resp. lower) horizontal arrow is the refined
Swan conductor of L/K (resp. LK ′/K ′). Since k ⊗A Ω
1
A(log)→ k
′ ⊗A′ Ω
1
A′(log) is injective,
the composition H → k ⊗A Ω
1
A(log)→ k
′ ⊗A′ Ω
1
A′(log) is not zero. But if H
′ 6= A′H , that
is, if A′H ⊂ mA′H
′, then the composition H → H ′ → k′ ⊗A′ Ω
1
A′(log) must be zero. This
proves H ′ = A′H .
The following 6.10 will be used in the proof of Theorem 6.4.
6.10. Assume L/K is defectless and is not unramified.
Then if e(L/K) = p (resp. [l : k] = p) if and only if the image of rsw(χ) under k ⊗A
Ω1A(log)→ k ⊗Z Γ is non-trivial (resp. trivial).
This follows follows from 6.5 and 6.6 (in the mixed characteristic case, we are reduced to
the case ζp ∈ A by 6.9).
6.11. In 6.12–6.13, we prove
(*) Theorem 6.1 for a defect extension L/K in the mixed characteristic case without as-
suming ζp ∈ A,
by reducing it to the case ζp ∈ A treated in 6.8.
Lemma 6.12. Let y ∈ B, z ∈ A[y], and assume σ(z)−z ∈ (σ(y)−y)A[y]× for any non-trivial
element σ of Gal(L/K). Then A[y] = A[z].
Proof. We may assume y /∈ A.
For a free A-module E in L such B ⊗A E = L, let E
∗ = {x ∈ L | TrL/K(xE) ⊂ A},
where TrL/K is the trace map L→ K. We have (E
∗)∗ = E.
Let f (resp. g) be the monic irreducible polynomial of y (resp. z) over K and let f ′
(resp. g′) be its derivative. Then A[y]∗ = f ′(y)−1A[y] and A[z]∗ = g′(z)−1A[z]. We have
f ′(y) =
∏
σ(y − σ(y)), g
′(z) =
∏
σ(z − σ(z)) where σ ranges over all non-trivial elements
of Gal(L/K). Hence, A[z]∗ = g′(z)−1A[z] ⊂ f ′(y)−1A[y] = A[y]∗. It follows that A[z] =
(A[z]∗)∗ ⊃ (A[y]∗)∗ = A[y].
6.13. Now we prove (*) from 6.11.
Let K1 = K(ζp), L1 = L(ζp), let A1 be the integral closure of A in K1 and let B1 be the
integral closure of A1 in L1.
We haveGal(L1/K1)
∼=
→ Gal(L/K),Gal(L1/L)
∼=
→ Gal(K1/K). We will regard these iso-
morphisms as identifications. In particular, denote the generator ofGal(L1/K1) corresponding
to σ ∈ Gal(L/K) by the same notation σ.
Let S ⊂ L1 be as in 6.8 for L1/K1. Let T be the set of all α ∈ S such that the ideal
B1(ζp − 1)(α− 1)
−1 of B1 is generated by an element of B (that is, by an element of A ; note
that ΓA = ΓB).
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For α ∈ S , let α′ ∈ L1 be as in 6.8 (here we use 6.8 using the present L1/K1 as L/K
there).
We will prove the following (1) and (2).
(1) Let γ be a nonzero element of Jσ such that γ divides ζp − 1. Then there is an element
of α ∈ T such that B1γ = B1(ζp − 1)(α− 1)
−1.
(2) Assume α ∈ T . Then A1[α
′] = A1[α
′′] for some α′′ ∈ B.
We prove (*) in 6.11 assuming (1) and (2) as stated above. Note that J1,σ (defined as the
L1/K1-version of Jσ) is equal to B1Jσ ([Th18] Proposition 7.7). Hence by 6.8 applied to the
extension L1/K1 and by (1), (2), we have B1 = ∪α∈T A1[α
′′]. By taking the Gal(L1/L)-fixed
parts, we have B = ∪α∈T A[α
′′]. Furthermore, for α1, α2 ∈ T , if B1(α2 − 1) ⊂ B1(α1 − 1),
then we have A1[α
′′
1] ⊂ A1[α
′′
2] by 6.8. By taking the Gal(L1/L)-fixed parts, we have A[α
′′
1 ] ⊂
A[α′′2]. These prove (*) in 6.11.
We prove (1). Take α ∈ S such that B1γ ⊂ B1(ζp − 1)(α − 1)
−1. If this inclusion is an
equality, then α ∈ T . Assume that this is a strict inclusion. Then take any δ ∈ A1 such that
B1δ = B1(ζp − 1)γ
−1 (such δ exists because ΓA1 = ΓB1). Then α(1 + δ) belongs to S and
B1(α(1 + δ)− 1) = B1δ and hence, B1(ζp − 1)(α(1 + δ)− 1)
−1 = B1γ. Thus α(1 + δ) ∈ T
and this element has the property of α in (1).
The rest of this 6.13 is devoted to the proof of the above (2).
Let κ : Gal(L1/L) = Gal(K1/K)→ (Z/pZ)
× be the homomorphism τ 7→ r, τ(ζp) = ζ
r
p .
We have
H1(K,Z/pZ)
∼=
→ H1(K1,Z/pZ)
Gal(K1/K)
= {χ ∈ H1(K1,Z/pZ(1)) | τ(χ) = κ(τ)χ ∀ τ ∈ Gal(K1/K)}
= {a ∈ (K1)
×/((K1)
×)p | τ(a) = aκ(τ) ∀ τ ∈ Gal(K1/K)}.
Let κ˜(τ) ∈ Z be a lifting of κ(τ) ∈ (Z/pZ)×. Then L1 = K1(α), α
p = a ∈ (K1)
×,
τ(α) = ακ˜(τ)cτ for τ ∈ Gal(K1/K) and for cτ ∈ (K1)
×. Because L1/K1 is a defect extension,
we can take a ∈ 1 +mA1 , α ∈ 1 +mB1 .
Let K0/K be the maximal unramified subextension of K1/K. Then L0 = LK0 is the
maximal unramified subextension of L in L1. Let A0 be the integral closure of A inK0 and let
B0 be the integral closure of A in L0. We prove
(3) Let α ∈ T . Then A1[α
′] is stable under the action of Gal(L1/L0).
To prove this, we take α′ = γ(α−1)(ζp−1)
−1 ∈ B×1 such that γ inA. For τ ∈ Gal(L1/L0),
we have τ(α′) = γ(τ(α)−1)(τ(ζp)−1)
−1 = γ(ακ˜(τ)cτ −1)(ζ
κ(τ)
p −1). We have that ζ
κ(τ)
p −1
belongs to (ζp − 1)Z(p)[ζp]
×, and that ακ˜(τ)cτ − 1 ∈ cτ − 1 + (α − 1)A1[α − 1]. We have
cτ ≡ 1 mod (α − 1)B1 and consequently, γ(cτ − 1)(ζp − 1) ∈ B1 ∩ K1 = A1. This proves
τ(α′) ∈ A1[α
′].
We prove
(4) Let α ∈ T and take α′ = γ(α − 1)(ζp − 1)
−1 ∈ B×1 such that γ in A. Let α0 :=
NL1/L0(α
′). Then A1[α
′] = A1[α0].
In fact, use Lemma 6.12 which we apply by taking L1/K1 as L/K there and by taking
y = α′ and z = α0. It is sufficient to prove the following (4.1) and (4.2).
(4.1) σ(α′)(α′)−1 − 1 ∈ γA1[α
′]×.
(4.2) σ(α0)α
−1
0 − 1 ∈ γA1[α
′]×.
We prove (4.1). In fact, σ(α′)(α′)−1−1 = σ(α−1)(α−1)−1−1 = (ζpα−1)(α−1)
−1−1 =
(ζp − 1)(α− 1)
−1α. This proves (4.1).
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We prove (4.2). Write (ζp − 1)(α− 1)
−1α = γu with u ∈ A1[α
′]×. We have σ(α0)α
−1
0 −
1 = (
∏
τ∈Gal(L1/L0)
τ(σ(α′)(α′)−1)) − 1 = (
∏
τ∈Gal(L1/L0)
(1 + γτ(u))) − 1. Since τ(u) ∈
u(1+mA1[α′]), we have σ(α0)α
−1
0 −1 ∈ nγu(1+mA1[α′]) where n is the order ofGal(L1/L0).
Since n is invertible in A, this proves (4.2).
We prove
(5) Let the notation be as in (4). There is w ∈ A0 such that α
′′ := TrL0/L(wα0) satisfies
A0[α0] = A0[α
′′].
We use Lemma 6.12 which we apply by taking L1/K1 as L/K there and by taking y = α
′,
z = α′′. It is sufficient to prove that there is w ∈ A0 such that (σ−1)TrL0/L(wα0) ∈ γA1[α
′]×.
We have (σ − 1)TrL0/L(wα0) = TrL0/L(w(σ(α0) − α0)), and σ(α0) − α0 = γw0 for some
w0 ∈ A[α
′]×∩L0 = A0[α0]
×. There is w ∈ A0 such that Trk0/k (k0 denotes the residue field of
A0) sends the residue class of ww0 to a nonzero element of k. For this w, (σ − 1)TrL0/L(wα0)
is an element of γA0[α0]
×.
These prove (2).
6.14. We prove Theorem 6.1 in the case [L : K] = [ΓB : ΓA]. Let ℓ = [L : K]. Let Ξ be the
set of all nonzero elements of B whose class in ΓB does not belong to ΓA ⊂ ΓB.
Claim 1. If s ∈ Ξ, we have Bsℓ ⊂ A[s].
Proof of Claim 1. Take a ∈ A whose class in ΓB coincides with the class of s
ℓ. Let x ∈ B.
Then x =
∑ℓ−1
i=0 xis
i with xi ∈ K and xis
i ∈ B for 0 ≤ i ≤ ℓ−1. We have xia ∈ B ∩K = A.
Hence xa =
∑ℓ−1
i=0(xia)s
i ∈ A[s]. This proves Claim 1.
Consider the following condition (C).
(C) For each s ∈ Ξ, there exists t ∈ Ξ such that s ∈ Btℓ.
We first assume (C) is satisfied. Take s ∈ Ξ. Let S be a finite subset of B. Then by
the condition (C), there is t ∈ Ξ such that for all x =
∑ℓ−1
i=0 xis
i ∈ S (xi ∈ K, xis
i ∈ B,
x0 ∈ K ∩ B = A) and for 1 ≤ i ≤ ℓ − 1, we have Bt
ℓ ⊃ Bxis
i. By Claim 1, we have
S ⊂ A[t].
In the rest of this proof of 6.14, we assume that (C) is not satisfied. Then there is s1 ∈ Ξ
such that Bs1 6⊂ Bt
ℓ for any t ∈ Ξ. Let Γ′B be the subgroup of ΓB consisting of classes of
x ∈ L× such that Bsn1 ⊂ Bx ⊂ Bs
−n
1 for some n ≥ 0. We have a homomorphism λ : Γ
′
B → R
to the additive group R characterized by the following property. Let x ∈ L× and assume that
the class class(x) of x in ΓB belongs to Γ
′
B . Let m,n ∈ Z, n > 0. Then Bs
m
1 ⊂ Bx
n if
m/n > λ(x) := λ(class(x)), and Bxn ⊂ Bsm1 ifm/n < λ(x).
Claim 2. Let Ξ′ be the subset of Ξ consisting of all elements of whose classes in ΓB belong
to Γ′B , and letE be the the subgroup of R generated by {λ(s
′) | s′ ∈ Ξ′}. ThenE is isomorphic
to Z.
Proof of Claim 2. If E is not isomorphic to Z, ℓE is dense in R. Therefore, there are
elements si of Ξ
′ and integers ni (2 ≤ i ≤ m) such that 1 >
∑m
i=2 ℓniλ(si) > 1 − ℓ
−1. Let
s = s1
∏m
i=2 s
−niℓ
i . Then 0 < λ(s) < ℓ
−1 and the image of s in ΓB/ΓA is not trivial. Thus,
s ∈ Ξ′ and Bsℓ ⊃ Bs1, and we reach a contradiction. This proves Claim 2.
Take s ∈ L× whose class in ΓB belongs to Γ
′
B and is sent by λ to the positive generator of
E. Then s ∈ Ξ′.
Claim 3. If s′ ∈ Ξ′ and s′|s in B, then λ(s′) = λ(s).
Proof of Claim 3. If λ(s′) < λ(s), we should have λ(s′) = 0. Hence, we have B(s′)ℓ ⊃
Bs1, contradicting our assumption. This proves Claim 3.
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Let R = {a ∈ A r {0} | a−1s ∈ B}. If a, b ∈ R and if a|b, then A[a−1s] ⊂ A[b−1s]. To
complete the proof of 6.14, it is sufficient to prove B = ∪a∈RA[a
−1s].
Let x ∈ B and write x =
∑ℓ−1
i=0 xis
i (xi ∈ K, xis
i ∈ B, x0 ∈ A). Let 1 ≤ i ≤ ℓ − 1 and
assume that xi does not belong to A. Write xi = a
−1
i with ai ∈ A. We prove ai ∈ R. In fact,
if ai /∈ R, there is j such that 1 ≤ j ≤ i− 1 and s
j |ai|s
j+1 in B. Then since ais
−j, sj+1a−1i ∈
Ξ′ and ais
−j|s, sj+1a−1i |s, we have λ(ais
−j) = λ(s) and λ(sj+1a−1i ) = λ(s) by Claim 3.
Therefore, λ(ais
−j) + λ(sj+1a−1j ) = λ(s) should coincide with 2λ(s), a contradiction. Hence,
ai ∈ R. This proves x ∈ A[a
−1s] for some a ∈ R.
6.15. We complete the proof of Theorem 6.1. By 6.7, 6.13 and 6.14, it remains to prove the
following case: Let L be a finite extension ofK and let B be the integral closure of A. Let l be
the residue field of B. Assume that [l : k] = [L : K].
Then l is generated over k by an element s of l. Then B = A[s˜] for any lifting s˜ of s to B.
6.16. We prove Theorem 6.2. We have K = L0 ⊂ L1 ⊂ · · · ⊂ Ln = L such that L1/K is
unramified and Li/Li−1 for 2 ≤ i ≤ n is a cyclic extension of degree a prime number. For
0 ≤ i ≤ n, let Bi be the integral closure of A in Li. Then B1 = A[s1] for some s1 ∈ B1 and
for 2 ≤ i ≤ n, Bi is a filtered union of subrings of the form Bi−1[si] with si ∈ Bi (Theorem
6.1). From this we see that B = Bn is a filtered union of subrings B
′ which have the following
property:
There is a subring B′i of Bi for 0 ≤ i ≤ n such A = B
′
0 ⊂ B
′
1 ⊂ · · · ⊂ B
′
n = B
′ and
such that for 1 ≤ i ≤ n, B′i = B
′
i−1[si] for some element si of B
′
i whose monic irreducible
polynomial fi(T ) is with coefficients in B
′
i−1.
We have B′i
∼= B′i−1[T ]/(fi(T )) and hence B
′
i is of complete intersection over B
′
i−1. This
shows that B′ is of complete intersection over A. Theorem 6.2 follows from this.
6.17. We prove Theorem 6.4. Consider K = L0 ⊂ L1 ⊂ · · · ⊂ Ln = L as in 6.16. We may
assume that L/K is a power of p. We proceed by induction on e(L/K). Assume e(L/K) > 1.
Then there is i such that 0 ≤ i < n and such e(Li/K) = 1 and e(Li+1/Li) > 1. Let χ be a
non-trivial character of Gal(Li+1/Li) and write rsw(χ) = h
−1 ⊗ w with h a generator of the
ideal H associated to Li+1/Li and w ∈ kBi ⊗Bi Ω
1
Bi
(log) where kBi denotes the residue field
of Bi. Let w¯ be the image of w in kBi ⊗Z ΓBi = kBi ⊗Z ΓA Write w¯ =
∑s
j=1 bj ⊗ class(aj) for
bj ∈ kBi and aj ∈ K
×. Let A′ be the Henselization of the integral closure of A[U1, . . . , Us](mA)
in K(U1, . . . , Us)((ajUj)
1/p (1 ≤ j ≤ s)) which is a valuation ring. Then (2.9), A′ is obtained
fromA by successive log smooth extensions of type 2. Since d log(aj) = −d log(Uj) in kA′⊗A′
Ω1A′(log), the image of w in kA′ ⊗Z ΓA′ is zero. But the image of w in kA′ ⊗A′ Ω
1
A′(log) is not
zero. By 6.10, this shows e(Li+1K
′/LiK
′) = 1. Since e(Lt+1K
′/LtK
′) ≤ e(Lt+1/Lt) for any
0 ≤ t ≤ n− 1 by 2.17, we have e(LK ′/K ′) < e(L/K).
6.18. We prove Theorem 6.5. The equivalence of (ii) and (iii) is in Corollary 6.3.
We prove (i) ⇒ (ii). By Theorem 6.4, we may assume that ΓA = ΓB . Since L/K is
defectless, [L : K] = [kB : k] where kB denotes the residue field of B. Let (ei)i be a k-base of
kB and let (e˜i)i be the lifting of (ei)i to B. Then B is generated by e˜i as an A-module.
We prove (ii) ⇒ (i). Since a log smooth extension is defectless (2.13) in the sense of (4)
of 2.12, we are reduced to the well known fact that if B is a finitely generated A-module, then
L/K is defectless.
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7 Properties of upper ramification groups
We prove properties of our upper ramification groups.
Let ∗ = log or nlog. Let I be a nonzero proper ideal of A¯.
Theorem 7.1. Let L/K and L′/K be finite Galois extensions such that L′ ⊂ L. If the ramifi-
cation of L/K is ∗-bounded by I , then the ramification of L′/K is ∗-bounded by I .
Proof. By the proof of Theorem 6.2, it is sufficient to prove that if (S, T ) and (S ′, T ′) are as in
the hypothesis of Proposition 5.9 (5) and if (S, T, I) separates L/K, then (S ′, T ′, I) separates
L′/K. This follows from Proposition 5.9 (5).
Proposition 7.1. Let M ⊂ K¯ be the union of all finite Galois extensions M ′/K in K¯ whose
ramifications are ∗-bounded by I . Then Gal(K¯/K)I∗ = Gal(K¯/M).
Proof. Use 4.7 and Theorem 7.1.
Proposition 7.2. Let L be a finite Galois extension of K. Then Gal(L/K)I∗ = {1} iff the
ramification of L/K is ∗-bounded by I .
Proof. This follows from Theorem 7.1.
Proposition 7.3. Let s be an element of B such that L = K(s), let f be the monic polynomial
of s over K, and let S = {s}, T = {t} where t = f(ys). Let J be the ideal of A¯ consisting of
all a ∈ A¯ such that |φ(s)− φ′(s)|A¯ > |a|A¯ if φ, φ
′ ∈ Φ(L/K) and φ 6= φ′. Let I be the ideal of
A¯ generated by a[L:K] for all a ∈ J . Then (S, T, I) separates L/K.
Proof. For φ ∈ Φ(L/K), let
Uφ := {z ∈ X(S, T, I) | |ys − φ(s)|(z) ≤ |a|A¯ for some a ∈ J}.
Then Uφ is an open subset of X(S, T, I) and φ ∈ Uφ. We show that X(S, T, I) is the disjoint
union of Uφ for φ ∈ Φ(L/K). Note that t =
∏
φ∈Φ(L/K)(ys − φ(s)). If z ∈ X(S, T, I) and if
z /∈ Uφ for any φ ∈ Φ(L/K), then since |ys − φ(s)|(z) > |a|A¯ for all φ ∈ Φ(L/K) and all
a ∈ J , we have |t|(z) > |a|
[L:K]
A¯
for any a ∈ J and this contradicts z ∈ X(S, T, I). This shows
X(S, T, I) = ∪φ Uφ. If z ∈ Uφ ∩ Uφ′ , then |ys − φ(s)|(z) ≤ |a|A¯ and |ys − φ
′(s)|(z) ≤ |a|A¯
for some a ∈ J , and we have |φ(s)− φ′(s)|(z) ≤ |a|A¯, a contradiction.
Proposition 7.4. Let L/K be a finite Galois extension. For ∗ = log, nlog, Gal(L/K)I∗ = {1}
if I is sufficiently small.
Proof. For ∗ = nlog, this follows from the propositions 7.2 and 7.3. The case ∗ = log follows
from the case ∗ = nlog by Proposition 4.11.
Proposition 7.5. Let L/K be a finite Galois extension and let A′/A be a log smooth extension
of Henselian valuation rings with field of fractions K ′ such that e(LK ′/K ′) = 1 (Theorem
6.4). Then we have
Gal(LK ′/K ′)Inlog
∼=
→ Gal(L/K)Ilog
for any nonzero proper ideal I of A¯.
24
Proof. This follows from 2.17.
Theorem 7.2. Let Λ be a non-empty set of nonzero proper ideals of A¯ and let J = ∩I∈Λ I .
Then Gal(K¯/K)J∗ = ∩I∈ΛGal(K¯/K)
I
∗.
Proof. Assume ∗ = nlog. Let L/K be a finite Galois extension and let (S, T ) be a pre-
presentation for L/K which is of complete intersection. It is sufficient to prove that if (S, T, J)
separates L/K, then for some I ∈ Λ, (S, T, I) separates L/K. By Proposition 5.9 (4), there
is an ideal I1 of A¯ such that for each nonzero proper ideal I of A¯, (S, T, I) does not separate
L/K if and only if I ⊃ I1. If (S, T, I) does not separate L/K for every I ∈ Λ, then I ⊃ I1
for every I ∈ Λ and hence J = ∩I∈Λ I ⊃ I1, and this implies that (S, T, J) does not separate
L/K.
The log version follows from the non-log version.
Proposition 7.6. Let L be a finite Galois extension of K. Then there is a finite sequence of
ideals 0 ( I1 ( · · · ( In ( A¯ of nonzero proper ideals of A¯ such that for any nonzero proper
ideal I of A¯, we have:
Gal(L/K)I∗ = {1} if I ( I1,
Gal(L/K)I∗ = Gal(L/K)
Ii
∗ if 1 ≤ i < n and Ii ⊂ I ( Ii+1,
Gal(L/K)I∗ = Gal(L/K)
In
∗ if In ⊂ I .
Proof. Let {1} = H0 ( H1 ( · · · ( Hn = Gal(K¯/K) be the set of all subgroups of
Gal(L/K)which are equal to Gal(L/K)I∗ for some nonzero proper deal I of A¯. For each 1 ≤
i ≤ n, let Ii be the intersection of all nonzero proper ideals I of A¯ such that Gal(L/K)
I
∗ = Hi.
By Theorem 7.2, these Ii’s have the properties stated in 7.6.
8 Theory of Abbes-Saito
In this section, we will prove the relation of our upper ramification groups and those of Abbes-
Saito stated in 1.2 in Introduction. For this section, we assume that A is a complete discrete
valuation ring.
8.1. In 8.1 and 8.2, let r ∈ Q>0 and let I = {x ∈ A¯ | ordA¯(x) ≥ r}.
Let L/K be a finite Galois extension.
Let B be the integral closure of A in L and let (S, T ) be a presentation of B/A (4.3).
Then as a topological space, X(S, T, I) coincides with the rigid analytic space XrS in [AS02]
used by Abbes-Saito in their definition of the non-log upper ramification groups. In particular,
the ramification of L/K is non-logarithmically bounded by I in our sense if and only if it is
bounded by r in the sense of Abbes-Saito [AS02].
By Theorem 6.4, the ramification of L/K is logarithmically bounded by I if and only if
there is a sequence A = A0 ⊂ A1 ⊂ · · · ⊂ An = A
′ such that Ai/Ai−1 for i = 1 (resp.
2 ≤ i ≤ n) is a log smooth extension of Henselian valuation rings of type 1 (resp. 2) and such
that e(LK ′/K ′) = 1 where K ′ is the field of fractions of A′. Then A′ is a discrete valuation
ring. By [Sa09], this shows that the ramification of L/K is logarithmically bounded by I in
our sense if and only if it is logarithmically bounded by r in the sense of Abbes-Saito [AS02],
8.2. Let G = Gal(K¯/K). Recall that the definitions of Grlog and G
r by Abbes-Saito in [AS02]
are as follows. Grlog (resp. G
r) is the intersection of kernels of G → Gal(L/K) where L
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ranges over all finite Galois extensions L of K in K¯ such that the ramification of L/K is
non-logarithmically (resp. logarithmically) bounded by r in the sense of Abbes-Saito.
Hence, our GIlog (resp. G
I
nlog) coincides with their G
r
log (resp. G
r).
8.3. Let I be a nonzero proper ideal of A¯ which need not be principal. Let ∗ = log or nlog. By
Proposition 5.9 (2) applied to a presentation (S, T ) for L/K, GI∗ for ∗ = nlog coincides with
the closure of ∪J G
J
∗ in G where J ranges over all principal nonzero subideals of I . From it,
we have that this coincidence is true also for ∗ = log.
9 Proof of Theorem 1.1
In this section, we prove Theorem 1.1. Except in 9.4, let the assumptions be as in Theorem 1.1.
Proposition 9.1. Let s ∈ B r A and let S = {s}, T = {t} with t =
∏
φ∈Φ(L/K)(ys − φ(s)) ∈
A[ys]. Taking φ0, φ1 ∈ Φ(L/K), φ0 6= φ1, let b = φ1(s)−φ0(s) (note that |b|A¯ is independent of
the choices of φ0, φ1), and let I = A¯b
p. Then the space X(S, T, I) is connected. In particular,
(S, T, I) does not separate L/K.
Proof. The space X(S, T, I) is the subspace of S := SA¯(A¯[ys])) consisting of all z ∈ S such
that
∏
φ∈Φ(L/K) |ys − φ(s)|(z) ≤ |b|
p
A¯
. Let y = ys − φ0(s). Then it is the set of all z ∈ S such
that |y
∏
φ∈Φ(L/K)r{φ0}
(y + φ0(s) − φ(s))|(z) ≤ |b|
p
A¯
. By the following Claim, X(S, T, I) is
connected.
Claim. X(S, T, I) is the set of all z ∈ S such that |y|(z) ≤ |b|A¯.
Proof of Claim. If |y|(z) ≤ |b|A¯, then for any φ ∈ Φ(L/K) r {φ0}, |φ0(s)− φ(s)|(z) = |b|A¯
and hence, |y + φ0(s) − φ(s)|(z) ≤ |b|A¯. As a consequence, |y
∏
φ∈Φ(L/K)r{φ0}
(y + φ0(s) −
φ(s))|(z) ≤ |b|p
A¯
. Assume |y|(z) > |b|A¯. Then |y + φ0(s) − φ(s)|(z) > |b|A¯ and hence,
|y
∏
φ∈Φ(L/K)r{φ0}
(y + φ0(s)− φ(s))|(z) > |b|
p
A¯
.
Proposition 9.2. In the situation of Proposition 9.1, (S, T,mA¯b
p) separates L/K.
Proof. This follows from Proposition 7.3.
9.3. We prove Theorem 1.1.
In the defectless case, by Theorem 6.4 and Proposition 6.9, we may assume that B = A[s]
for some s ∈ B and e(L/K) = 1. Then Theorem 1.1 in this case follows from the propositions
7.5, 9.1 and 9.2.
In the defect case, Theorem 1.1 follows from Theorem 6.1 and the propositions 6.9, 9.1,
and 9.2.
Proposition 9.4. For I = mA¯, Gal(K¯/K)
I
log is the wild inertia group, and Gal(K¯/K)
I
nlog is
the inertia group.
Proof. The non-log case is easy. We prove the log case.
It is clear that the ramification of a finite tame Galois extension of K is logarithmically
bounded by mA¯.
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We prove that the ramification of a non-tame finite Galois extension L/K is not logarithmi-
cally bounded bymA¯. Let p be the characteristic of the residue field k. ReplacingK by its finite
tame extension, we may assume that we have a surjection Gal(L/K)→ Gal(L′/K) = Z/pZ,
L′ ⊂ L, L′/K not unramified. Then the ideal H of A associated to L′/K is contained in mA.
By Theorem 1.1, the ramification of L′/K is not logarithmically bounded by A¯H. Hence the
ramification of L′/K is not logarithmically bounded by mA¯.
10 Breaks of the filtration
Only in this section, the valuation of a valuation ring is treated additively, not multiplicatively.
This is because an important case of this section is that the value group is a subgroup of the
additive group R. That is, if vA(a) denotes the valuation of a ∈ K, vA(ab) = vA(a) + vA(b)
for a, b ∈ K, and vA(a) ≥ vA(b) for a ∈ K, b ∈ K
× means b−1a ∈ A.
10.1. In this section, we consider logarithmic upper ramification groups.
For a nonzero proper ideal I of A¯, we say I is a break (of the logarithmic upper ramification
filtration) ofA ifGal(K¯/K)Ilog does not coincide with the closure of the union ofGal(K¯/K)
J
log
for all nonzero ideal J ( I . For a finite Galois extension L/K, we say I is a break for L/K
if Gal(L/K)Ilog 6= Gal(L/K)
J
log for every nonzero ideal J ( I of A¯. Thus I is a break of A if
and only if I is a break of some finite Galois extension L/K.
Abbes-Saito ([AS02]) proved that in the caseA is a discrete valuation ring, if I is a break of
the upper ramification filtration, then I is a principal ideal. This is generalized to the following
theorem.
Theorem 10.1. Let L/K be a defectless finite Galois extension. Then any break of L/K is a
principal ideal.
Proof. By Theorem 6.5, this follows from Proposition 5.9 (4).
In this section, we show that various types of breaks appear when we allow defects.
10.2. For a valuation ring A with value group Γ (written additively), there is a bijection
I 7→ C := {vA(x) | x ∈ I r {0}}
from the set of ideals of A to the set of all subsets C of Γ≥0 := {γ ∈ Γ | γ ≥ 0} satisfying the
following condition (i).
(i) If γ ∈ C, any element γ′ of Γ such that γ′ ≥ γ belongs to C.
Proposition 10.3. Let Γ be a totally ordered abelian group (written additively). Let C be a
subset of Γ≥0 satisfying the condition (i) in 10.2 such that C 6= ∅,Γ≥0. Let p be a prime
number. Then the following (a) and (b) are equivalent.
(a) Either C has a minimal element or for each c ∈ C, there is d ∈ Γ such that pd ∈ C and
c ≥ pd.
(b) There are a Henselian valuation ring A of characteristic p whose value group is Γ and
an Artin-Schreier extensionL of the field of fractionsK ofA of degree p satisfying the following
condition.
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C corresponds to the ideal H of A associated to L/K (6.1). That is (Theorem 1.1), if I
is a nonzero proper ideal of A¯, Gal(L/K)Ilog = Gal(L/K) if and only if the subset C
′ of Γ≥0
corresponding to the ideal I ∩A of A satisfies C ′ ⊃ C.
Remark 10.2. (1) Let Γ = Z2 with the lexicographic order. Then for a prime number p, the set
C = {(m,n) ∈ Z2 | m > 0} satisfies the condition (i) in 10.2 but does not satisfy the condition
(a) in 10.3.
(2) If Γ is a nonzero subgroup of R, any subset C of Γ≥0 satisfying (i) in 10.2 satisfies the
condition (a). This is because if Γ is not isomorphic to Z, pΓ is dense in R. Thus, Proposition
10.3 shows the following propositions 10.4 and 10.5.
Proposition 10.4. Let Γ be a nonzero subgroup of R which is not isomorphic to Z. Let p be a
prime number. Let a ∈ R>0 and assume a ∈ Γ (resp. a ∈ Γ, resp. a /∈ Γ). Then there are a
Henselian valuation ring A of characteristic p whose value group is Γ and an Artin-Schreier
extension L of the field of fractions K of A of degree p such that for each nonzero proper
ideal I of A¯, Gal(L/K)Ilog = Gal(L/K) if and only if the subset C
′ of Γ corresponding to
I ∩ A satisfies C ′ ⊃ C where C = {x ∈ Γ | x ≥ a} (resp. C = {x ∈ Γ | x > a}, resp.
C = {x ∈ Γ | x > a}).
Proposition 10.5. Let Γ be a nonzero subgroup of R which is not isomorphic to Z. Let a ∈
R>0. Then there is a Henselian valuation ring A whose value group is Γ such that the ideal
{x ∈ A¯ | vA¯(x) > a} of A¯ is a break of A.
10.6. This is in preparation for the proof of Proposition 10.3.
In general, let Γ be a totally ordered abelian group whose group law is written additively,
let R0 be an integral domain, and let R be the group ring of Γ over R0. We will denote the
group element of R corresponding to γ ∈ Γ by tγ . It follows that tγtγ
′
= tγ+γ
′
for γ, γ′ ∈ Γ.
For a nonzero finite sum b =
∑
γ∈Γ aγt
γ ∈ R (aγ ∈ R0), let v(b) := inf{γ | aγ 6= 0} ∈ Γ.
Then v(bb′) = v(b) + v(b′) for nonzero elements b, b′ ∈ R. Let Q(R0) and Q(R) be the fields
of fractions of the integral domains R0 and R, respectively. Then v extends to a valuation of
Q(R). Let V ⊂ Q(R) be the valuation ring of v. Then the value group of V is identified with
Γ and the residue field of V is identified with Q(R0).
10.7. We first prove (a)⇒ (b) of Proposition 10.3 assuming that C has a minimal element c.
Assume first that c does not belong to pΓ. Take a Henselian valuation ring A of character-
istic p with value group Γ. Let h be an element of A such that vA(h) = c and let L = K(α),
αp − α = 1/h. Then the ideal H associated to L/K corresponds to C.
Assume next c = pd for some d ∈ Γ. Take a Henselian valuation ring A of characteristic
p with value group Γ and with imperfect .residue field. Let h be an element of A such that
vA(h) = d, let u be an element ofA whose residue class is not a p-th power, and let L = K(α),
αp − α = u/hp. Then the ideal H associated to L/K corresponds to C.
10.8. We next prove the part (a) ⇒ (b) of Proposition 10.3 assuming that C has no minimal
element.
Let D = {γ ∈ Γ | pγ ∈ C} and let R0 be the polynomial ring over Fp in variables xd
(d ∈ D). Consider the rings R in 10.6 and the valuation v on R, and let L′ := Q(R) and
let B′ := V there. Then the value group of B′ is Γ and the residue field of B′ is the pure
transcendental extension of Fp with transcendence base xd (d ∈ D). The following statement
(Claim 1) is proved easily.
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Claim 1. D satisfies the condition (i) in 10.2 (when we replace C by D in this condition)
and has no minimal element.
Let σ : R → R be the ring homomorphism defined by σ(xd) = xd + t
d for d ∈ D and
σ(tγ) = tγ for all γ ∈ Γ. Then this is an automorphism of R which does not change v. Hence,
it induces automorphisms of L′ and B′. We have σp = 1. Let K ′ be the σ-fixed part of L′ and
let A′ be the σ-fixed part of B′. Then A′ is a valuation ring and K ′ is the field of fractions of
A′. Since tγ ∈ K ′ for all γ ∈ Γ, the value group of A′ is Γ. We show that the residue field
of A′ is the same as that of B′. For d ∈ D, take d′ ∈ D such that d > d′ (Claim 1). Then
since σ(xdt
−d) = xdt
−d + 1 and σ(xd′t
−d′) = xd′t
−d′ + 1, we have xdt
−d − xd′t
−d′ ∈ K ′ and
therefore, yd := xd−xd′t
d−d′ ∈ K ′. This yd belongs to A
′ and the residue class of yd coincides
with that of xd. Hence, the residue field of B
′ coincides with that of A′.
Let A be the Henselization ofA′, letK be the field of fractions ofA, and let B = B′⊗A′ A.
Then B is the integral closure of A in the field L = L′ ⊗K ′ K and is a valuation ring.
Now we consider the ideal Jσ of B (6.1).
Claim 2. Jσ coincides with the ideal of B generated by t
d for d ∈ D.
We prove Claim 2. Since A and B have the same value group, Jσ coincides with ideal
generated by σ(f)− f (f ∈ B).
Clearly, we have:
(1) The ideal (σ(f)− f | f ∈ R) of R is generated by td (d ∈ D).
Furthermore, as is easily seen, we have:
(2) For a nonzero element f of R, σ(f)− f belongs to the ideal of B′ generated by tv(f)+d
(d ∈ D).
For f, g ∈ R such that g 6= 0 and v(f) ≥ v(g), since N(g)g−1 ∈ R (N denotes the norm
map of L′/K ′) and fg−1 = (f ·N(g)g−1)N(g)−1, we have
(3) B′ coincides the set of elements of the form fg−1 such that f, g ∈ R, g 6= 0, σ(g) = g,
v(f) ≥ v(g).
Claim 2 follows from (1)–(3).
By 6.1, the ideal H of A is generated by tpd (d ∈ D). This completes the proof of (a) ⇒
(b).
10.9. We prove (b)⇒ (a) of Proposition 10.3.
We may assume that C has no minimal element.
As in 6.1, H is generated by norms of elements of Jσ. So if D denotes the subset of Γ≥0
corresponding to Jσ, we have C = {γ ∈ Γ | γ ≥ pd for some d ∈ D}. Hence C satisfies (a).
Proposition 10.10. In the hypothesis of Proposition 10.3 (resp. Proposition 10.4), assume that
the dimension n of Γ⊗Q over Q is finite. Then we can improve 10.3 (resp. Proposition 10.4)
by adding the following condition (*) to the condition (b) in 10.3 (resp. to the conditions on
A).
(*) There is an algebraically closed subfield k of A such that the field of fractions of A is of
transcendence degree ≤ n + 1 over k.
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Proof. Assume first that C has a minimal element c. If c does not belong to pΓ, then in 10.6,
let R0 be an algebraically closed field k of characteristic p, let A in 10.7 be the Henselization
of V , and let h in 10.7 be tc. If c = pd with d ∈ Γ, then in 10.6, let R0 = k(U) with k an
algebraically closed field of characteristic p and with U an indeterminate, let A in 10.7 be the
Henselization of V , let h in 10.7 be td, and let u in 10.7 be U . Then the conditions (b) and (*)
are satisfied.
Assume next that C has no minimal element. In 10.8, take yd (d ∈ D) more carefully as
follows. Since dimQ(Γ ⊗ Q) is finite, there are elements e(i) (i = 0, 1, 2, . . . ) of D such that
e(0) > e(1) > e(2) > . . . and such that for each d ∈ D, there is i such that d > e(i). For i ≥ 0,
define ye(i) = xe(i) − xe(i+1)t
e(i)−e(i+1). For d ∈ D which does not belong to {e(i) | i ≥ 0},
take i ≥ 0 such that d > e(i) and let yd = xd − xe(i)t
d−e(i). Let k′ = Fp(yd ; d ∈ D) and let
k be an algebraic closure of k′. Let A1, B1, K1, L1 be the A, B, K, L in 10.8, respectively,
and let A2 = A1 ⊗k′ k, B2 = B1 ⊗k′ k, K2 = K1 ⊗k′ k, L2 = L1 ⊗k′ k. Then A2 and B2 are
Henselian valuation rings. If we use A2 and the extension L2/K2 as A and L/K, (b) and (*)
are satisfied. In fact, let z = (xe(0)t
−e(0))p− xe(0)t
−e(0) ∈ K and let γi (1 ≤ i ≤ n) be elements
of Γ which form a Q-base of Γ⊗Q. Then L2 is algebraic over k(z, t
γ1 , . . . , tγn) and henceK2
is also algebraic over k(z, tγ1 , . . . , tγn).
This proves the part of 10.10 concerning 10.3. By our proof of Proposition 10.4 using 10.3,
this improvement of 10.3 gives the desired improvement of Proposition 10.4.
10.11. Here we explain that A with L1/K and L2/K as in 1.5 exists. Take a Henselian val-
uation ring A of characteristic p whose value group is a nonzero subgroup of R which is not
isomorphic to Z and whose residue field is not perfect, and an Artin-Schreier extension L2 ofK
of degree p such that the ideal H of A associated to L2/K is b
pmA for some nonzero element
b of mA. Such A and L2/K exists by Proposition 10.4. Take a unit u of A whose residue class
is not a p-th power and let L1 = K(β) where β is a solution of β
p − β = ub−p. Then the ideal
H of A associated to L1/K is b
pA. This (A,L1/K, L2/K) satisfies the condition in 1.5.
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