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Abstract
Nowadays, intelligent connectionist systems such as artificial neural networks have been proved
very powerful in a wide area of applications. Consequently, the ability to interpret their structure was
always a desirable feature for experts. In this field, the neural logic networks (NLN) by their defin-
ition are able to represent complex human logic and provide knowledge discovery. However, under
contemporary methodologies, the training of these networks may often result in non-comprehensible
or poorly designed structures. In this work, we propose an evolutionary system that uses current ad-
vances in genetic programming that overcome these drawbacks and produces neural logic networks
that can be arbitrarily connected and are easily interpretable into expert rules. To accomplish this
task, we guide the genetic programming process using a context-free grammar and we encode in-
directly the neural logic networks into the genetic programming individuals. We test the proposed
system in two problems of medical diagnosis. Our results are examined both in terms of the solution
interpretability that can lead in knowledge discovery, and in terms of the achieved accuracy. We draw
conclusions about the effectiveness of the system and we propose further research directions.
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1. IntroductionNeural logic networks are powerful connectionist systems that have been applied in var-
ious domains [21,22,25,28] and by their definition can be easily interpreted in a number of
expert rules. These networks can be considered as an integration between rule-based expert
system and neural networks [22]. However, the advantage of these networks is that they are
not necessarily static as the expert systems, but they can be trained according to the prob-
lem encountered. Various training methods have been proposed since they were introduced.
In [28], a training methodology related to back-propagation was proposed. Later, the Su-
pervised Clustering and Matching (SCM) algorithm [27] was introduced. These training
models however, aiming at the refinement of the edge weights often made the neural logic
networks suffer in terms of their interpretability. This drawback led the research to alterna-
tive solving methodologies such as the genetic programming [3]. However, in their system,
[3] provided a model that was capable of producing only a limited number of neural logic
network representations, which resembled to a binary tree. In our work, we overcome
these problems providing a framework for the production of neural logic networks and
fuzzy neural logic networks that can be arbitrarily large and connected but still maintain
their interpretability. Hence, the solutions obtained by our system can always be translated
into a series of expert rules. For this reason, we adapt a BNF-grammar guided [18] genetic
programming [12] approach that uses cellular encoding [5] to describe the neural logic
networks. Grammar-guided genetic programming for knowledge discovery is an extension
to the original GP concept and it makes the efficient automatic discovery of empirical
laws possible. It is related to the Machine Discovery framework, originally described by
Langley [16], which incorporated inductive heuristics but suffered from limitations regard-
ing ill-conditioned data and large search spaces [23]. Genetic programming however can
easily overcome these problems mainly due to its stochastic nature. The interpretability
of the derived solutions is ensured by our methodology search among candidate network
solutions that maintain network weights, which correspond to specific logical operators.
Hence, the solution is extracted by adjusting the topology and altering the nodes of the net-
work, rather than adjusting the weights—a case that would destroy the interpretability. This
proposed system is applied to two problems of medical diagnosis. The first problem is the
diagnosis of coronary artery disease. Our results in this domain demonstrate the ability of
the proposed system to explore easily understandable neural logic network representations
and facilitate the knowledge discovery. The second problem where the system is applied is
the diagnosis of cardiac single proton emission computed tomography (SPECT). Here, the
system has proved to be capable of investigating complex neural logic network structures,
although it still maintains the ability of interpreting these networks into expert rules.
The paper is organised as follows. In Section 2 we introduce the theoretical background
of the neural logic networks and the genetic programming framework. The paragraph
covers also a review in grammar-guided methodologies for genetic programming and the
cellular encoding advances for connectionist systems representation within genetic pro-
gramming individuals. Section 3 contains the design and the implementation description
of the proposed system. A detailed example of the development of a neural logic network
using a solution description is also included. In Section 4, we include the description of
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the problem domains, our system configuration and the obtained results. Finally, Section 5
contains our conclusion regarding this work and proposes future directions.
2. Background
2.1. Neural logic networks
The neural logic network is a finite directed graph. It usually is consisted by a set of
input nodes and an output node. In its 3-valued form, the possible value for a node can
be one of three ordered pair activation values (1,0) for true, (0,1) for false and (0,0) for
don’t know. Every synapse (edge) is assigned also a an ordered pair weight (x, y) where x
and y are real numbers. An example neural logic and its output value (a, b) of node P is
shown in Fig. 1.
The rationale behind neural logic networks is to provide a connectionist system in which
the following properties apply:
• The truth table of the output of a node corresponds to the truth table of a logical oper-
ation.
• Three-valued logic is supported (true, false and don’t know).
• Any elementary network that corresponds to a basic logical operation may be com-
bined with others to form larger networks that can perform complex logical decision
tasks.
• Any such neural logic network should be interpretable into logical rules by simply
interpreting its architecture and nodes.
In the example shown in Fig. 1, we present the standard activation function for a
neural logic node. As it can be seen, the output of such a node belongs to the set
{(1,0), (0,1), (0,0)}. By using specific weights, different logical operations can be ap-
plied to the input nodes. Then, the result to the output node will be the same as defined in
the truth table of the corresponding logical operation.
Different sets of weights enable the representation of different logical operations. It is
actually possible to map any rule of conventional knowledge into a neural logic network.
In Fig. 2, a number of logical operators and their implementation in neural logic networks
is shown.
Fig. 1. The general form of a neural logic network and its output value.
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Fig. 3. (a) Interpretation of a neural logic network into expert rules. (b) A network with refined edge weights that
cannot be interpreted.
Even though powerful by definition, neural logic networks have not been widely ap-
plied. The main reason can be located in the fact that in the already known training
methodologies [27,28], the refinement of the edge weights reduces significantly the in-
terpretability of these networks to expert rules, thus depriving these networks from their
valuable feature. In Fig. 3(a) it is shown an easily interpretable neural logic network, while
in Fig. 3(b), a network with refined edge weights fails to be interpreted. Some steps to-
wards the preservation of the interpretability have been performed by [3], without having
the ability to express arbitrarily large and connected neural logic networks. In Fig. 4(a), a
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operation needs the general structure of a finite graph and cannot be described directly by the approach of [3].
Fig. 5. A neural logic network that corresponds to a priority rule, and the equivalent Prolog rules.
‘network’ that is produced by the methodology of [3] is shown. In Fig. 4(b), a neural logic
network is shown, which performs the important logical operation of XOR, and it cannot
be represented using the direct encoding of [3].
In order to illustrate the interpretability of neural logic networks into expert rules, let us
consider the following simple neural logic network, consisting of the priority rule:
Richer(X,Y ) ⇐ priority(House_Owner,Car_Owner,M/C_Owner).
Fig. 5 depicts the neural logic network corresponding to the above rule. The interpreta-
tion of the network into Prolog rules is straightforward and can be performed without the
need of any computation.
2.2. Genetic programming
Genetic Programming (GP) is a search methodology belonging to the family of evolu-
tionary computation (EC). Nowadays these algorithms have been applied in a wide range
of real-world problems. Genetic programming in its canonical form enables the automatic
generation of mathematical expressions or, so-called, programs. According to the most
common implementations, a population of candidate solutions is maintained, and after a
“generation” is completed, the population is expected to be better fitted in a given problem.
In classic—generational—genetic algorithms (GA), a generation consists of the applica-
tion of genetic operators for every individual; this results into a new population. In contrast
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to generational GAs, the term “generation” in steady-state genetic programming—where
only one population is maintained—is used to roughly describe a number of algorithm
iterations equal to the number of the population.
A genetic programming run is summarized in the following steps:
(1) Create an initial population at random consisted of individual computer programs.
(2) Perform the following substeps until a termination criterion is satisfied:
(a) Using a fitness measure assign a fitness value to each individual.
(b) Create a new population by applying the three operators that follow. These oper-
ators are applied either to one or two individuals. Their selection is done using a
tournament.
(i) Copy (reproduce) an individual without affecting it.
(ii) Create two new programs (offsets) by recombining subtrees from two existing
programs using the crossover operation at randomly selected tree points.
(iii) Create a new program from an existing individual by mutating in one of the
three following ways.
(iii-a) Mutate a node of the tree.
(iii-b) Mutate a number in a node of the tree.
(iii-c) Select a sub-tree and promote it to a higher node.
(3) Extract the result (or the approximate result) and designate the best-so-far individual.
Usual termination criteria appear to be the accomplishment of a number of generations,
the achievement of a desired classification error, etc. Genetic programming uses tree-like
individuals that can represent mathematical expressions, making the application of GP in
symbolic regression problems valuable. Such a GP individual is shown in Fig. 6. Among
successful EC implementations, GP retains a significant position due to its valuable char-
acteristics, such as the flexible variable-length solution representation and the absence of
population convergence tendency. The latter is referred to the normal run of a GP, for a
given successful design. In other words, where in GA the normal run—under a success-
ful design—will always lead to population convergence, in the GP, the crossover operator
always creates offsets that are different from their parents. In order to avoid the so-called in-
trons’ swamping effect, several measures can be taken—and were adopted by our system—
such as high mutation rates (including shrink mutation which reduces the code bloat—
hence the introns’ ratio), large population (2,000 individuals, that is double than usual GP
literature experimental setups), and a penalty factor for very small-sized solutions.
Fig. 6. Tree representation of the program (expression): F = (a − 8) + 7∗(a/b).
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2.2.1. Grammar-guided genetic programming
The prime advantage of genetic programming over genetic algorithms, is their ability
to construct functional trees of varying length. This property enables the search for com-
plex solutions that are usually in the form of a mathematical formula—an approach that is
commonly known as symbolic regression. Later paradigms extended this concept to calcu-
late any boolean or programming expression. Thus, complex intelligent structures, such as
fuzzy rule-based systems or decision trees have already been used as the desirable target
solution in genetic programming approaches [1,13,29–31].
The main advantage of this solving procedure is that the feature selection, and the
system configuration, occur during the normal run and do not require any human pre-
processing. Moreover, by inheriting the genetic algorithms’ stochastic search properties,
genetic programming does not use local search—rather uses the hyperplane search—and
so avoids driving the solution to any local minimum. The hyperplane and schema theorem
were developed by [8] in order to explain how the genetic algorithms could yield a robust
search by implicitly sampling hyperplane partitions of a search space. The sampling of
hyperplane partitions is not really affected by local minima [34]. At the same time, it is not
guaranteed convergence to a global minimum. The global minimum could be a relatively
isolated peak. Nevertheless good solutions that are globally competitive are often found.
There are many different criticisms of the schema theorem. Today, there is no longer any
evidence to support the claim that genetic algorithms in general allocate search trials in an
“optimal way” and it is certainly not the case that the genetic algorithm is guaranteed to
yield optimal or near optimal solutions. Yet, the schema theorem itself is clearly true and,
experimentally, in problems where there are clearly defined regions that are above average,
the genetic algorithms do quickly allocate more trials to such regions—as long as they are
relatively large regions [34].
The potential gain of an automated feature selection and system configuration is obvi-
ous; no prior knowledge is required and, furthermore, not any human expertise is needed
to construct an intelligent system. Nevertheless, the task of implementing complex intel-
ligent structures into genetic programming functional sets in not rather straightforward.
The usual way to encode an intelligent system into a GP individual is to decompose the
intelligent system’s operation into smaller, elementary operations that will comprise the
function set of the GP. Moreover, this function set retains a specific hierarchy that must
be traced in the GP tree permissible structures. This writing offers two advantages. First,
the search process avoids candidate solutions that are meaningless or, at least, obscure.
Second, the search space is reduced significantly among only valid solutions. Thus, a
genotype—a point in the search space—corresponds always to a phenotype—a point in
the solution space. This approach—known as legal searchspace handling method [36]—is
applied in this work using context-free grammars. As it will be discussed in the next para-
graph, the implementation of constraints using a grammar can be the most natural way to
express a family of allowable architectures. While each intelligent system—such as a fuzzy
system—has a functional equivalent—by means of being composed by smaller, elementary
functions—what defines and distinguishes this system is its grammar.
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2.2.2. Context-free grammars
Although powerful in its definition, the genetic programming procedure may be proved
greedy in computational and time resources. Therefore, when the syntax form of the de-
sired solution is already known, it is useful to restrain the genetic programming from
searching solutions with different syntax forms [7,17]. The most advantageous method
to implement such restrictions among other approaches [19], is to apply syntax constraints
to genetic programming trees, usually with the help of a context-free grammar declared in
the Backus-Naur-Form (BNF) [5,11,18,24]. The BNF-grammar consists of terminal nodes
and non-terminal nodes and is represented by the set {N,T,P,S} where N is the set of
non-terminals, T is the set of terminals, P is the set of production rules and S is a member
of N corresponding to the starting symbol. The use of the terms terminal and non-terminal
in a BNF-grammar, does not correspond to what Koza defines as terminal and function.
Rather, a function—a non-terminal node in terms of the GP tree architecture—is expressed
as terminal in a BNF grammar. To avoid confusion, the use of the terms GPFunction and
GPTerminal—instead of the ambiguous terms function and terminal—has been proposed
[33] and is adapted throughout this paper. The construction of the production rules can be
the most critical point in the creation of a BNF grammar, since these production rules ex-
press the permissible structures of an individual. An example grammar expressing a class
of individuals, which can produce the program in Fig. 6, is composed by the following sets:
N = {EXPR,OP},
T = {−,∗, /, a, b,7,8},
S = 〈EXPR〉.
Then, P is expressed as shown in Table 1. The key features of a grammar-guided process
can be demonstrated using an example. Consider a hypothetical problem of symbolic re-
gression, in which we are trying to find the expression that corresponds to the tree of Fig. 6,
(F = (a − 8) + 7 ∗ (a/b)). Suppose that prior to the run it is known that the desired so-
lution makes use of only three of the four arithmetic operators (minus, multiplication and
division), the only possible numbers involved are 7 or 8 and the only variables involved
are a and b. By applying the grammar of Table 1 to the search process, we restrict the
algorithm from searching non-valid solutions—that is we exclude from the search space
all the functions that include an addition and also all the functions that use other numbers
than 7 or 8. Moreover, a grammar is commonly not only used to restrict the search space
to the solutions that make use of a limited symbol set, but it may also define possible hi-
erarchy between the symbols. As it can be seen, these properties make the application of
a grammar a valuable tool in processes that search well-defined, structured solutions. By
Table 1
Grammar used for a simple example tree
Symbol Rule
〈EXPR〉 ::= 〈EXPR〉〈OP〉〈EXPR〉|〈VAR〉|〈NUMBER〉
〈OP〉 ::= −| ∗ |/
〈VAR〉 ::= a|b
〈NUMBER〉 ::= 7|8
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enhancing substantially the efficiency of the search process, they, in fact, enable the use of
the GP framework as a search technique for very complex solutions.
2.2.3. Cellular encoding
Although mapping decision trees or fuzzy rule-based systems to specific grammars can
be relatively easy to implement, the execution of massively parallel processing intelligent
systems—such as the neural logic networks—is not forthright. In order to explore vari-
able sized solutions, we applied indirect encoding. The most common one is the cellular
encoding [6], in which a genotype can be realised as a descriptive phenotype for the de-
sired solution. More specifically, within such a function set, there are elementary functions
that modify the system architecture together with functions that calculate tuning variables.
Current implementations include encoding for feedforward and Kohonen neural networks
[5,10,32] and fuzzy Petri-nets [32,35]. In his original work, Gruau also used a context-free
grammar—a BNF grammar—to encode indirectly the neural networks. On the other hand,
in [35] a logic grammar—a context-sensitive one—is adapted to encode fuzzy Petri-nets.
In our work, we show that as long as the depth-first execution of the program nodes of a GP
tree is ensured—which is the default—a context-free grammar such as a BNF grammar is
adequate for expressing neural networks. Gruau’s original work has been facing some scep-
ticism [9] about the ability to express arbitrarily connected networks. Later developments
[7] seem to offer less restrictive grammar, though the cut function in those implementations
still maintained bounded effect. A similar technology, called edge encoding, developed by
[14] is also used today with human competitive results in a wide area of applications.
3. Design and implementation
Having discussed the theoretical background, in this section, we present the proposed
system starting with the data preparation and the genetic programming setup. The proposed
system is outlined in Fig. 7. The core of the methodology is the genetic programming en-
gine. The population of the genetic programming is comprised of neural logic networks. In
order to express arbitrarily large and connected networks, a solution in the population rep-
resents an indirect encoding of a neural logic network. The cellular encoding technique is
used for this reason. In order to drive the search process effectively and efficiently, genetic
operators are guided by a grammar, a context-free BNF grammar in our case. The system
setup also incorporates a standard training-testing methodology, which involves, for exam-
ple, the data splitting process to training and testing sets and the existence of a validation
set to avoid over-fitting. The system interacts with the problem related parameters, by using
the problem data and producing the best neural logic network for the specific task. The re-
sult can be used directly to a decision task or it may be translated into expert (Prolog) rules,
or even into simple, logical rules, which provide potential knowledge extraction. Next to
the analytical presentation of the system grammar and the system functions that follows,
we demonstrate an example of the application of network altering functions.
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3.1. Data preprocessing and genetic programming setup
Each data set was separated into a training set, a validation set and a test set. The training
set consists of the 50% of the data and the rest 50% is divided into the validation set
and the test set. The separation of the examples into training, validation and test sets is
performed in a loop manner. More specifically, every four samples, the first two samples
are assigned to the training set, then the next to the validation set and the fourth to the test
set. This process is repeated until all the examples are assigned a set. During the training
phase, the validation set is typically used to avoid overfitting. A solution that has better
classification score in the training set, is adapted as new best solution if and only if the sum
of classification scores of both training and validation sets is the same or better than the
best solution’s respective score. In all experiments, we used the same GP parameters.
It is generally accepted that the genetic programming procedure may suffer size prob-
lems during initialisation [23]. Although the fine-tuning of our algorithm was not the main
concern of this paper, we investigated various initialisation approaches. Without claiming
optimality, the GP parameters are presented in Table 2. This setup, together with function
selection probability optimisation for the population initialisation, offered stable and effec-
tive runs throughout experiments. As it can be observed, this setup denotes our preference
for significantly high mutation rates, especially shrink mutation [26] that slows down the
code bloat caused by crossover operations. The optimisation of function selection probabil-
ities for the initialisation of the population is consisted of giving more selection probability
to GPTerminals rather than GPFunctions. Although the initialisation of the population is
random, using this probability bias, the algorithm is ‘forced’ to generate individuals of
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Table 2
GP parameters for G3P
Parameter Value
Population: 2,000 individuals
GP implementation: Steady-state G3P
Selection: Tournament with elitist strategy
Tournament size: 6
Crossover rate: 0.35
Overall mutation rate: 0.65
Node mutation rate: 0.4
Shrink mutation rate: 0.6
Killing anti-tournament size: 2
Maximum allowed individual size: 650 nodes
Maximum number of generations: 100
acceptable size. This optimisation was decided after experimentation, since it was not pos-
sible to obtain a general principle regarding the most proper probability values.
3.2. System grammar and operating functions
The system grammar is presented in Table 3. Initial symbol (root) of a tree can be only of
a type <PROG>. An analytical presentation of the system functions follows. Each function
is passed by reference a list Q, in which intermediate values are kept during calculation.
Every list member takes one of the following possible encoded values:
0 : corresponding to pair (0,0), 1 : corresponding to pair (0,1),
2 : corresponding to pair (1,0).
Function PROG. The function PROG creates the embryonic network that is used later by
the function S1, S2, P1 and P2 to be expanded.
Function S1. The function S1 enters a node in serial to the node that it is applied. In order
to demonstrate the application of the function S1, we consider the network of Fig. 8. The
operation of the function S1 is shown in Fig. 9, where the function S1 is applied to node P1.
Function P1. The function P1 enters a node in parallel to the node that it is applied. We
consider again the network of Fig. 8. The operation of the function P1 is shown in Fig. 10,
where the P1 function is applied to node P1.
Function S2. The function S2 enters a node in serial to the node that it is applied. In order
to demonstrate the application of the function S2, we consider again the network of Fig. 8.
The operation of the function S1 is shown in Fig. 11, where the S2 function is applied to
node P3.
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Table 3
Grammar for neural logic networks
<PROG> : = PROG <PLACE1><SYNAPSE>
<PLACE1> : = S1 <PLACE1><SYNAPSE><PLACE2>
|P1 <PLACE1><PLACE1>
|IN
IN : = Data attribute (system input)
<PLACE2> : = S2 <PLACE2><SYNAPSE><PLACE2>
|P2 <PLACE2><SYNAPSE><PLACE2>
|E
E : = ∅
<SYNAPSE> : = LNK <NUM><CUT><SYNAPSE>
|CNR <CNRSEL><K>
<NUM> : = NUM
<CUT> : = CUT
<CNRSEL> : = CNRSEL
<K> : = K
NUM : = Integer in [1,256]
CUT : = Integer in [0,1]
CNRSEL : = Integer in [0,10]
K : = Integer in [0,9]
Fig. 8. A neural logic network.
Fig. 9. The neural logic network of Fig. 8, after the application of function S1 to node P1.
Fig. 10. The neural logic network of Fig. 8, after the application of function P1 to node P1.
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Fig. 12. The neural logic network of Fig. 8, after the application of function P2 to node P3.
Function P2. The function P2 enters a node in parallel to the node that it is applied. We
consider the network of Fig. 8. The operation of the function P2 is shown in Fig. 12, where
the P2 function is applied to node P3.
Function IN. The operation of function IN is to assign a variable to the input node that it
is applied.
Function E. The operation of function E is to mark the end of the expansion of the network.
Function LNK. It provides the framework for the application of cut function (for every
link that is selected to be cut, the value of −1 is set in the corresponding member of the list
Q). It actually enables the non-full connectivity of the network, a feature that offers greater
solution search space.
Function CNR. By the first argument, it takes the value Op. by the second argument, it
takes the value v. Next, it calculates the value k= (p− 1) ∗ v/10. It then creates two lists
F and S, where for each member of the list F: fi = [qi/2] and for each member of the
list S: si = qi\2. In other word, it creates two lists using the list Q that was entered as
parameter. Next, it selects to apply from a list of different calculations based on the value
of Op. The following calculations are possible:
For Op=0, conjunction (AND):
C =
p−1∑
i=0
(
fi
p − 1 − si · 2
)
, ∀i: qi = −1.
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For Op=1, disjunction (OR):C =
p−1∑
i=0
(
fi · 2 − si
p − 1
)
, ∀i: qi = −1.
For Op=2, priority:
C =
p−1∑
i=0
(fi · 2p−i − si · 2p−i ), ∀i: qi = −1.
For Op=3, at least k-true:
C =
p−1∑
i=0
(
fi
k
)
, ∀i: qi = −1.
For Op=4, at least k-false:
C =
p−1∑
i=0
(
− si
k
)
, ∀i: qi = −1.
For Op=5, majority influence:
C =
p−1∑
i=0
(fi − si ), ∀i: qi = −1.
For Op=6, majority influence of k:
C =
p−1∑
i=0
(
fi
k
− si
k
)
, ∀i: qi = −1.
For Op=7, 2/3 majority:
C =
p−1∑
i=0
(
fi · 3
2 · (p − 1) −
si · 3
2 · (p − 1)
)
, ∀i: qi = −1.
For Op=8, unanimity:
C =
p−1∑
i=0
(
fi
p − 1 −
si
p − 1
)
, ∀i: qi = −1.
For Op=9, IF-Then (Kleene’s model):
C = −f1
2
+ 2 · f2 −
(
−2 · s1 + s22
)
.
For Op=10, difference:
C = f1
2
− 2 · f2 −
(
2 · s1 − s22
)
.
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For Op=11, exclusive OR (XOR):C1 =
p−1∑
i=0
(
fi
2
− si
2
)
, ∀i: qi = −1,
C2 =
p−1∑
i=0
(
2 · fi − si2
)
, ∀i: qi = −1,
C = −2 · f1 + f2 − s2,
where
(f1, s1) = (1,0), if C1 1, (f2, s2) = (1,0), if C2 1,
(f1, s1) = (0,1), if C1−1, (f2, s2) = (0,1), if C2−1,
(f1, s1) = (0,0), if − 1 < C1 < 1, (f2, s2) = (0,0), if − 1 < C2 < 1.
For Op=12, negative exclusive OR (XNOR), or equivalence (EQV):
C1 =
p−1∑
i=0
(
fi
2
− si
2
)
, ∀i: qi = −1,
C2 =
p−1∑
i=0
(
2 · fi − si2
)
, ∀i: qi = −1,
C = 2 · f1 − f2 + s2,
where
(f1, s1) = (1,0), if C1 1, (f2, s2) = (1,0), if C2 1,
(f1, s1) = (0,1), if C1−1, (f2, s2) = (0,1), if C2−1,
(f1, s1) = (0,0), if − 1 < C1 < 1, (f2, s2) = (0,0), if − 1 < C2 < 1.
For Op=13, negative conjunction (NAND):
C =
p−1∑
i=0
(
− fi
p − 1 + si · 2
)
, ∀i: qi = −1.
For Op=14, negative disjunction (NOR):
C =
p−1∑
i=0
(
−fi · 2 + si
p − 1
)
, ∀i: qi = −1.
The pair of inputs is taken according to the value of C and the following equation:
(x, y) =


(1,0) if C  1,
(0,1) if C −1,
(0,0) if |C| < 1.
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P3.
Finally, the pair of inputs is encoded in order for the function to return the value. Func-
tion CNR actually returns the value that is calculated by the following equation:
Res = 2 · x + y.
The value Res is an integer in the interval [0,2], which describes the logic output of
the function. An alternative name for function “CNR” used throughout this paper is “Rule”.
Function NUM. It is called by the LNK function. It returns an integer in the interval
[1,256] to be used by the calling LNK function.
Function CUT. The function CUT returns an integer in the interval [0,1] to be used by
the calling LNK function. If the returned value is 1, then the member of the Q list that is
specified by the function NUM (of the calling LNK) will be ignored in the calculations
(considered “cut”). The application of such a function is shown in Fig. 13.
Function CNRSEL. The function CNRSEL returns an integer in the interval [0,8] to be
used by the calling CNR function.
Function K. The function K is called by the CNR function. It returns an integer in the inter-
val [1,256] to be used by the calling CNR function if the returned value of the CNRSEL
is 3,4 or 6 (for the calculation of the at least k-true, at least k-false and majority of k
functions).
3.3. Functions for fuzzy neural logic networks
The system for the fuzzy extension of neural logic networks makes use of the same
grammar as the 3-valued model. However, while in 3-valued neural logic networks the
passing values between functions and the list Q are encoded into one integer value, for the
fuzzy model this technique is not possible. Hence, we adapt a structure (struct) passing
scheme. Also, the CNR function is updated to reflect the sophisticated algorithm that fuzzy
NLN make use [28]. Results for both models are the same if only 3-valued input exists (i.e.,
only (0,0), (1,0) or (0,1) input data).
3.4. Example of the application of network altering functions
In the paragraph that continues, we present the neural logic network that is described
by the expression of Fig. 7. The embryonic network is shown in Fig. 14. It is the funda-
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Fig. 14. Embryonic network and the encoded neural logic network description.
PROG(S1 (P1 ( IN V3 P1 (IN V4) (IN V8)) CNR (3 2) P2 (E LNK (1 1 CNR(0 5) )
P2 (E LNK (0 1 CNR (1 4)) E) ) CNR (2 4) P2 (E LNK (0 1 LNK
(2 1 CNR ( 5 5 ))) E) CNR ( 2 5 ))
Fig. 15. The network after the application of command S1.
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Fig. 16. The network after the application of command S1.
mental network that is considered after the command PROG, and is consisted by one input
node, one output node and a hidden node (called here P0) in which the other functions are
applied.
After the execution of the command S1, o serial node is added (called here P1) at node
P0. The result is shown in Fig. 15.
The next function that is applied is P1, which enters an input node in parallel to the
existent one. The application of this function brings the resulting network of Fig. 16.
The function IN V3 that follows enters to the first network input the variable V3. The
network is now as shown in Fig. 17.
In the next step, there is another application of a function P1, which creates one more
input to the network in parallel. In Fig. 18, the derived architecture of the network is shown.
The next functions that are applied have the result of the determination of the rest two
inputs of the network, giving them the values of the V4 and V8 variables. The topology is
shown in Fig. 19.
As a next step, the CNR function is applied with parameters 2 and 3. It selects the third
logic operation to apply in the node P1 using k = 2. It is the logic operation of at-least-2-
yes. The resulting network is shown in Fig. 20.
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Fig. 17. The network after the application of the function IN V3.
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Fig. 18. Resulted network after the application of the second function P1.
The function P2 that follows creates a node in parallel (here called P2) at node P1. In
Fig. 21 the new network architecture is shown.
While the application of the function E does not make further change in the network,
the application of the function LNK that is next, with parameters 1 as synapse number and
1 as cut value, has the effect of the cutting of the second synapse that goes at node P2. In
Fig. 22, the new topology is shown.
As a next step, the function CNR with first parameter the value 0 selects the application
of the logic operation of conjunction at node P2. The resulted network is presented in
Fig. 23.
The second application of a function P2 that follows, has the effect of the entering of
a new node (here called P3) in parallel to P2. The modified topology of the network is
demonstrated in Fig. 24.
The function LNK that is applied consequently, with first parameter the value 0 and
second one the value 1, cuts the first synapse in node P3 where the function is applied. The
network is modified as shown in Fig. 25.
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Fig. 19. The neural logic network after the application of the two IN functions.
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Fig. 20. Resulting network after the CNR function application.
The function CNR that follows, with first parameter the value 1 selects the logic opera-
tion of disjunction in node P3. The application of the function is shown in Fig. 26, where
the weights (2,1/2) have been assigned at the synapses which end at node P3.
The function E that follows does not modify the network, and the function CNR that is
next, with first parameter 2, applies the logic operation of priority at node P0. The result of
this function is shown in the modified network that is depicted in Fig. 27.
Next, the function P2 is applied to node P0, resulting in the topology that is shown in
Fig. 28, where a new node is created (here called P4) in parallel to node P0.
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Fig. 21. Resulting topology for the network after the P2 function application.
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Fig. 22. Architecture of the network after the LNK function application.
Next, the function E does not modify the network, and the function LNK that follows,
with parameters 0 and 1, cuts the first synapse that ends to node P4. The new topology of
the network is shown in Fig. 29.
The function LNK that is nested in the previous one, with parameters 2 and 1, cuts the
third synapse at node P4. The new topology is presented in Fig. 30.
The next function that is applied is the CNR, with first parameter 5 that is assigned to
the logic operation of majority at node P4. The resulted configuration of the network is
now shown in Fig. 31.
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Fig. 23. Network after the CNR (0 5) function application.
PROG(S1 (P1 ( IN V3 P1 (IN V4) (IN V8)) CNR (3 2) P2 (E LNK (1 1 CNR (0 5) )
P2 (E LNK (0 1 CNR (1 4)) E) ) CNR (2 4) P2 (E LNK (0 1 LNK
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Fig. 24. Network after the application of the second P2 function.
While the function E that follows does not modify the network, the next function, CNR
with first parameter 2 assigns the logic operation of priority to the output node of the
system. The final topology is shown in Fig. 32.
In the above example, we demonstrated the flexibility of the system to produce arbitrary
large and connected networks, even within relatively small solutions. The next section
demonstrates the application of our system into real-world problems.
370 A. Tsakonas et al. / Journal of Applied Logic 2 (2004) 349–379PROG(S1 (P1 ( IN V3 P1 (IN V4) (IN V8)) CNR (3 2) P2 (E LNK (1 1 CNR (0 5) )
P2 (E LNK (0 1 CNR (1 4)) E) ) CNR (2 4) P2 (E LNK (0 1 LNK
(2 1 CNR ( 5 5 ))) E) CNR ( 2 5 ))
Fig. 25. Network after the application of the function LNK (0 1).
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Fig. 26. Network configuration after the application of the function CNR (1 4).
4. Results and discussion
The following paragraphs include the results of the system application in two medical
diagnosing real-world problems related with heart diseases. The first one is applied to the
coronary artery diagnosis problem and the second one to the cardiac SPECT diagnosis
problem.
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Fig. 27. Network configuration after the application of the function CNR (1 4).
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Fig. 28. Network configuration after the application of the function CNR (1 4).
4.1. Diagnosis of the coronary artery disease
In this problem we will try to apply the fuzzy neural logic network model to achieve
knowledge extraction. This problem contains 4 databases concerning a heart disease diag-
nosis that is the coronary artery disease. All attributes are numeric-valued. The data was
collected from the following locations [4]:
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Fig. 29. Network after the application of the function LNK (0 1).
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Fig. 30. Resulted network after the application of the function LNK (2 1).
• Cleveland Clinic Foundation;
• Hungarian Institute of Cardiology, Budapest;
• V.A. Medical Center, Long Beach, CA;
• University Hospital, Zurich, Switzerland.
While the databases have 76 raw attributes, only 14 of them are actually used. The data
was used in the format prepared for neural networks in the Proben1 directory [20]. This
problem is quite interesting there is not much training data available and there are many
missing values (except in Cleveland data). Also the output is 0, 1, 2, or 3 but we are in-
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Fig. 31. Resulted configuration of the network after the application of the function CNR (5 5).
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Fig. 32. Final neural logic network.
terested only in 0 or non-0. In 920 records total, only 299 records (all from Cleveland) are
complete, that is, 67.5% of all records have at least one missing value. Of 11960 total input
attribute values 1759, that is 14.7%, are missing. The class distribution is fairly good, that
is 411 healthy patients and 509 non-healthy ones. The attribute meaning and encoding is
as follows in Table 4.
Due to the nature of the data, we selected to apply the fuzzy neural logic networks
model, in order to be able to handle values in the range 0. . .1. After 58,000 iterations (29
generations) the best solution is presented in Fig. 33. It achieved an accuracy of 79.91%
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Table 4
Features and their encoding of the heart disease database
Variable Num Feature Values/Value range Encoding
T1 #3 (age) 28. . .77 1 (continuous) → 0. . .1
T2 #4 (sex) (1 = male; 0 = female) 1 (binary)
T3-T7 #9 (cp) chest pain type 1: typical angina,
2: atypical angina
3: non-anginal pain
4: asymptomatic
4 (nominal, 1 of 4)
1 (binary, 0:attrmissing
0:attrpresent)
T8-T9 #10 (trestbps) trestbps:
resting blood pressure
80. . .200 1 (continuous)
1 (binary, 1:attrmissing
0:attrpresent)
T10-T11 #12 (chol) serum cholestoral
in mg/dl
85. . .603 1 (continuous)
1 (binary, 1:attrmissing
0:attrpresent)
T12-T14 #16 (fbs) (fasting blood
sugar > 120 mg/dl)
1 = true; 0 = false 2 (nominal, 1 of 2)
1 (binary, 1:attrmissing
0:attrpresent)
T15-T18 #19 (restecg) resting
electrocardiographic
results
0: normal
1: ST-T wave abnormality
2: left ventricular hypertrophy
3 (nominal, 1 of 3)
1 (binary, 1:attrmissing
0:attrpresent)
T19-T20 #32 (thalach) maximum
heart rate achieved
60. . .202 1 (continuous)
1 (binary, 1:attrmissing
0:attrpresent)
T21-T23 #38 (exang) exercise induced
angina
1 = yes; 0 = no 2 (nominal, 1 of 2)
1 (binary, 1:attrmissing
0:attrpresent)
T24-T25 #40 (oldpeak) ST depression
induced by exercise
relative to rest
−2.6 . . . 6.2 1 (continuous)
1 (binary, 1:attrmissing
0:attrpresent)
T26-T29 #41 (slope) the slope of the
peak exercise ST segment
1: upsloping
2: flat
3: downsloping
3 (nominal, 1 of 3)
1 (binary, 1:attrmissing
0:attrpresent)
T30-T31 #44 (ca) number of major
vessels (0–3) colored by
flourosopy
0. . .3 1 (continuous)
1 (binary, 1:attrmissing
0:attrpresent)
T32-T35 #51 (thal) 3: normal;
6: fixed defect;
7: reversable defect
3 (nominal, 1 of 3)
1 (binary, 1:attrmissing
0:attrpresent)
#58 (num) the predicted attribute:
0 = healthy,
1–4: increasingly sick
0 → 0 other → 1
(183/229) in the test set (unknown data). The training set accuracy was 80.34% (368/458)
and the validation set accuracy was 75.54% (173/229).
This simple neural logic network can be easily interpreted into one single expert rule:
Q ⇐ Majority influence (Flat slope of the peak exercise ST segment,
Downsloping slope of the peak exercise ST segment,
Sex, Asymptomatic chest pain).
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Fig. 33. Extracted neural logic network and its representation for the diagnosis of coronary artery disease.
The previous expert rule states that based on the fuzzy inference of the neural logic net-
work, these four features determine by their majority with accuracy 79.91% whether a
patient has coronary artery disease or not. In this result, even for one without having any
medical knowledge, it is notable the presence of the sex feature and the asymptomatic chest
pain as distinguishing features for the diagnosis. It is also interesting that the system pro-
vided this solution using only features that have only nominal values (i.e., not continuous),
a fact that allows the application of the expert rule without the need of any computation. We
consider that in this case, the system was proved capable of performing feature selection
and providing a new knowledge result in this domain regarding the given database.
4.2. Diagnosis of cardiac single proton emission computed tomography images
The next domain we apply the neural logic network model is the automated cardiac
SPECT diagnosis. Our aim here is to examine the ability of the system to produce arbi-
trarily large and connected networks, which offer competitive results, based on unbiased
selection of the training data. The expected networks however, should maintain their abil-
ity to be written in a number of expert rules. SPECT imaging is used as a diagnostic tool
for myocardial perfusion. Normally, the SPECT images are presented to a cardiologist as
three sets of two-dimensional images, which contain series of intensity slices (about 15–30
slices each). In [15] a database of 267 SPECT image sets (patients) was processed to ex-
tract features that summarise the original SPECT images. As a result, 44 continuous feature
pattern was created for each patient. The pattern was further processed to obtain 22 binary
feature patterns. All features that are used in this work are referred in partial diagnoses.
This domain is interesting since the class distribution is highly different for the two classes
that this data is consisted of. Class 0 comprises only 20.60% of the data while Class 1 is
the rest 79.40%. The data that was used exists in [2]. Since only binary data are available,
we selected to apply the usual (3-valued) neural logic network model. Here, each system
input T1, T2, T3, . . . contains the negative value of the corresponding partial diagnosis,
that is the value of the input is false if partial diagnosis is true and is true if partial diagno-
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Fig. 34. Evolved neural logic network and its description for the automated SPECT diagnosis.
sis is false. The solution shown in Fig. 34 was achieved after 20,000 iterations. It achieved
accuracy of 86.36% (57/66) in the test set (unknown data). Its accuracy in the training set
was 82.57% (109/132) and the accuracy in the validation set was also 86.36% (57/66).
The achieved accuracy maintains a significant score in unknown data (86.36%) and dis-
tinguished four attributes (T1, T7, T13 and T22). The CLIP3 algorithm in [15] generated
rules that were 84.0% accurate (as compared with cardiologists’ diagnoses) but class dis-
tributions were not the same in the training and test data sets (i.e., the ’healthy’ class is
numerous in the test data set). Also, expert knowledge was used to construct the training
data set and hence there is a risk of getting biased results. Our neural logic network solution
can be simplified and expressed into the following set of expert rules:
Q1 ⇐ Conjuction(T13,T22),
Q2 ⇐ Conjuction (T1,Q1),
Q ⇐ Conjuction(T7,Q2).
Since the system inputs are Boolean, the previous set of expert rules can be expressed into
the following single statement (86.36% accurate on unknown data):
“If partial diagnoses T13, T22, T1 and T7 are false, then the diagnosis is true, else is
false.”
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As it is observed, the system was capable of producing a clear and interpretable to the
humans result that leads to potential knowledge extraction for this domain. The superiority
of our solution in this problem is proved if we consider that:
(a) class distributions were the same in all (i.e., training, validation and test) data sets, and
(b) there was not any motive other than random selection for the generation of the training
set.
Although the resulted accuracy of 86.36% can be considered a highly competitive result,
we consider that in our future experiments, using the different class distributions in the test
set and/or careful selection of the training data set, a significantly higher accuracy scoring
can easily be achieved.
5. Conclusions and further research
This work presented a novel approach to the construction of neural logic networks.
The proposed system inherits recent developments in genetic programming. It uses gram-
mar guided search methodology and the cellular encoding advance in order to express
arbitrary large and connected neural logic networks. The resulted solutions maintain their
interpretability and they can be used either for knowledge discovery or as highly accurate
classification systems. The effectiveness of the system is demonstrated in two real-world
problems from the medical domain. The first problem concerns the diagnosis of coronary
artery disease. In this problem, the system is being shown capable of generating transparent
solutions, by producing expert rules that enhance the domain knowledge. The next problem
we addressed is the cardiac SPECT diagnosis. The system is proved capable of producing
highly accurate and interpretable result.
Further research will be applied in both domains, and especially in the SPECT data-
base, in order to extensively explore the solution space and possibly provide more accurate
results. More data will be used in order to demonstrate the effectiveness of the proposed
approach. Finally, tuning the overall genetic programming parameters will be considered
in order to offer more efficient search procedure of the algorithm.
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