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Abstract 
The main issue to build applicable Brain-Computer Interfaces is the capability to classify the Electroencephalograms (EEG). 
During the last decade, researchers developed lots of interests in this field. The purpose behind this research is to improve a 
model for EEG signals analysis. The purpose behind this research is to improve a model for brain signals analysis. We have used 
high pass filter to remove artifacts, discrete wavelet transform algorithms for feature extraction and statistical features like Mean 
Absolute Value, Root Mean Square, and Simple Square Integral are used, also we have used principle component analysis to 
reduce the size of feature vector. It has been depicted from results that the proposed integrated techniques outperform a better 
performance than methods mentioned in literature. 
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1. Introduction 
 Brain-Computer Interface (BCI) is a developing research field attracting researchers worldwide. BCI provided a 
new communication channel that allows a person to send commands to an electronic device using his/her brain 
activities[1]. Electronic devices control by severely handicapped patients with brain diseases, such as epilepsy, 
dementia and sleeping disorders [2] is the main target of BCI systems. According to Brain Computer Interface 
definition, it should be able to detect human objectives and translate them to the computer where suitable actions 
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take place.  
BCI systems can be classified as an invasive or non-invasive BCI, according to the way of used by BCI system to 
measure brain activity. If the sensors used for measurement are placed within the brain, within the skull for example, 
the BCI system is classified as invasive BCI. But, if the sensors used for measurement are placed outside the head, 
on the scalp for example, the BCI system is classified as non-invasive BCI.[2]The advantage of non-invasive BCI 
systems over invasive systems is that they avoid health risks and associated ethical concerns. In case of normal 
personnel, it is obvious that invasive methods are not the optimum choice[1, 3].  
Typically, BCI system is composed of several components: brain signals, signal acquisition, signal processing, 
application operation and feedback presentation. Human objectives modulate electrical brain signals which are 
detected and recorded by signal acquisition and then filtered by signal pre-processing. The signal processing step 
includes processes such as feature extraction and classification, and subsequently the analysis of captured signals, 
and then it provides corresponding instructions to appropriate devices. During the operation of these devices, some 
feedback may be returned to the user(s). Technically, BCI system can be divided into four major components (1) 
signal acquisition, (2) feature extraction, (3) feature translation, and (4) device output. These four components are 
controlled by an operating protocol that defines the onset and timing of operation, signal processing details, device 
commands nature, and performance inaccuracy. Efficient operating protocol allows a BCI system to be flexible and 
to serve the particular needs of each user. 
EEG measures electric brain activity based on electric currents produced during synaptic excitations of the 
neurons dendrites and is extremely sensitive to the secondary currents properties. EEG recording system is 
composed of electrodes, amplifiers, A/D converter, and a recording device. The electrodes acquire the signal from 
the scalp, then the amplifiers process the analog signal to enlarge the amplitude of the EEG signals so that A/D 
converter can digitize the signal in a more accurate way. Finally, the recording device, which may be a personal 
computer or similar, stores, and displays the data. 
The electrodes are used to record EEG signals. The electrodes placed over the scalp are commonly based on the 
International 10–20 system, which has been standardized by the American Electroencephalographic Society. The 
10–20 system uses two reference points in the head to define the electrode location. One of these reference points is 
the nasion, located at the top of the nose at the same level of the eyes.  The other reference point is the inion, which 
is found in the bony lump at the base of the skull. The transverse and median planes divide the skull from these two 
points. The locations of the electrodes are determined by marking these planes at intervals of 10% and 20%. 
The remaining part of the paper is organized as follows. Preliminaries are discussed in section (2). Section (3) 
presents the proposed model. Experimental results are discussed in section (4). Finally, the paper conclusion is in 
section (5). 
2. Preliminaries 
2.1. Wavelet Transform 
Wavelet transform is a technique which function is known as decomposition of  an input signal of interest into a 
group of elementary waveforms, these elementary waveforms are called "wavelets", additionally it gives an 
approach to analyze the signal by examining the coefficients (or weights) of these wavelets. A time-frequency 
method like wavelet transform gives a perfect approach for analyzing non-stationary signals like EEG. Coefficients 
are Ca1 that is the approximation coefficient and Cd1 is the detail coefficient at first level of signal decomposition. 
It is important to select the appropriate wavelet and the number of levels of decomposition for analysis of signals 
using DWT. In light of the dominant frequency component of the signal the number of levels of decomposition is 
chosen. The levels are chosen in a way that those parts of the signal that correlate in a good way with the 
frequencies necessary for classification of the signal are retained in the wavelet coefficients. [4] 
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Algorithm 1 " Wavelet Transform 
S is a symbol given for the signal of length N 
Level from j=1 to maximum level 
1: two sets of coefficients were produced:   
Approximation coefficients cA1, and detail coefficients cD1.  
2: These vectors are obtained by convolving s with the low-pass filter Lo_D for approximation, and with 
the high-pass filter Hi_D for detail 
2.1:  A coefficients  
ܣ௝ ൌ σ ܣ௞
ሺ௝ሻ׎௝ǡ௞௞ ܽ݊݀ܣ௝ାଵ ൌ σ ܣ௞
ሺ௝ାଵሻ
௞ ׎௝ାଵǡ௞ and     ܣ௞
ሺ௝ାଵሻ ൌ σ ݄௡ିଶ௞௡ ܣ௡௝  
෨݄ሺ݇ሻ ൌ ݄ሺെ݇ሻǡ ܽ݊݀ܨ௞
ሺ௝ାଵሻ ൌ෍ ෨݄௞ି௡
௡
ܣ݊௝ 
2.2: D coefficients  
ܦଵ ൌ෍ߜ௡߮ଵǡ௡
௡
 
Such that ɔ୨ାଵǡ଴ ൌ σ ୩ ׎୨ǡ୩ 
 
2.2. K- Nearest Neighbor Classifier (KNN) 
In pattern recognition, one of the methods used to classify the objects is the k-nearest neighbor algorithm (KNN). 
This method is used depending on training examples close to each other in the feature space and it is used in many 
applications (e.g. medical field, data mining, recognition of handwriting, statistical pattern recognition, and satellite 
image). [5]  
 
Algorithm2" K-Nearest Neighbor Classifier (KNN)  algorithm"  
1: Repeat the following steps to all samples   
2: Calculate the distance between sample x and all samples in the training data  
ܦ ൌ ට෍ሺ ௜ܺ െ ܵ௜ሻଶ
మ
 
3: Sort the distances ascending  
4: Pick first K elements 
5:ଡ଼ ൌ େ୪ୟୱୱሺሻ 
 
2.3. Principle Component Analysis 
PCA is a statistical features extraction technique in which a linear transformation is used to change a set of 
observations possibly correlated into a set of uncorrelated variables called principal components. 
Linear transformation used the input data to produce a set of components, which is arranged in accordance to 
their variance in which the highest possible variance is obtained by the first principal component. Variances enable 
PCA to split the brain signal into dissimilar components. [6] 
The input data is projected by PCA on a k-dimension eigenspace of k eigenvectors, which are calculated from the 
covariance matrix Σ of the training data ൌ ሾଵǡ ଶǡ ǥ ǡ ୬ሿ.୧  is i-th d-dimension training sample, and n is the 
number of samples. 
The covariance matrix is characterized by being symmetric and real matrix, therefore Σ has d different 
eigenvectors and eigenvalues. By means of the eigenvalues, it can be estimated which of the eigenvectors is the 
most important information in the dataset. The highest eigenvalue of the eigenvectors represents main components 
of the training dataset p. PCA selects that k, with k < d, eigenvectors having the biggest eigenvalues. Building a 
projection matrix A that is used to extract the feature vector from the test data q is with the help of the selected 
eigenvectors. The k eigenvectors are arranged into columns in Matrix A, where the first column of A corresponds to 
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the biggest eigenvalue. 
Finally, PCA calculates and figures out the feature vector v from the information in matrix A, through projecting 
the testing data.  
PCA is also used in decreasing the dimension of the feature. As the number of eigenvectors is more than the 
number of columns, so the dimension of the output data projected is less than the dimension of the input data. Due 
to the dimension decrease, the complexity of the subsequent classifying step in a BCI system can be reduced. 
The best discriminating components may not be figured out among the largest principal components so PCA is 
not permanently a guarantee for good classification [6]. PCA minimizes the dimension of the data looking for the 
optimality in representing the data in terms of minimal mean-square-error between the original data and 
representative data. This also won’t promise that the discriminative features are the best for classification. 
Algorithm 2 " PCA” 
Given: N samples ଵǡ ଶǡ ǥ Ǥ Ǥ ୒ each example ୬ א ୈ 
Goal: Project the data from D dimensions K dimensions (K<D) 
Want to capture the maximum possible variance in the projected data 
Let ଵǡ ǥ ǡ ୈǡ ǣ 
୧୘୨ ൌ Ͳ ് ୧୘୧ ൌ ͳ 
 ൈ ͳ 
 
ͳǣ 
തܺ ൌ ͳܰ෍ܺ௡
ே
௡ୀଵ
 
2. Compute the covariance matrix 
ݏ ൌ ͳܰ෍ሺݔ௡ െ ݔҧ
ே
௡ୀଵ
ሻሺݔ௡ െ ݔҧሻ் 
3. Find the Eigen values 
૝ǣ ܂܉ܓ܍ܜܐ܍ܜܗܘܓ܍ܑ܏ܖܞ܍܋ܜܗܚܛ܉܋܋ܗܚ܌ܑܖ܏ሺ܋ܗܚܚ܍ܛܘܗܖ܌ܑܖ܏ܜܗܜܐ܍ܜܗܘܓ܍ܑ܏ܖܞ܉ܔܝ܍ܛሻ 
ͷǣ ଵǡ ଶǡ ǥ ୩ሺɉଵ ൒ ɉଶ ǥǥ ǤǤ൒ ɉ୩ିଵ ൒ ɉ୩ 
͸ǣ୬ ൌ ୘ ൈ ୬ 
 
2.4 Feature selection 
Mathematically, many amplitude estimators for neurological activities were defined to get the feature vector in 
this thesis. The following features can be defined if we assume that the nth sample of a wavelet decomposed detail 
at level i is Di (n): 
x Mean Absolute Value (MAV) 
The MAV provides the average amplitude of Di in the segment i that is N samples in length. 
ܯܣܸ ൌ ଵ௡σܦ௜         (1) 
x Root Mean Square (RMS) 
Root Mean Square (RMS) is modeled as an amplitude modulated Gaussian random process whose RMS is related to 
the constant force and non-fatiguing contraction. It relates to standard deviation. 
ܴܯܵ ൌ ටଵ௡σ ܦ௜
ଶ௡
௜ୀଵ         (2) 
x Simple Square Integral (SSI) 
The energy of the EEG signal is used by Simple Square Integral (SSI) as a feature. 
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ܵܵܫ ൌ σ ȁܦ௡ଶȁ௡௡ୀଵ           (3) 
x Variance of EEG (VAR) 
The power of the EEG signal is used by the Variance of EEG (VAR) as a feature. Usually, the variance is calculated 
as the mean value of the square of the deviation of that variable. Though, mean of EEG signal is nearby the zero. 
ܸܽݎ݅ܽ݊ܿ݁ ൌ ଵேିଵσሺݔ௜ െ ߤሻ
ଶ       (4) 
x Average Amplitude Change (AAC) 
The difference between the averages of the difference between two subsequent signals are called the Average 
Amplitude Change. 
ܣܣܥ ൌ ଵேσ ȁܦ௜ሺ݊ ൅ ͳሻ െ
ே
௡ୀଵ ܦ௜ሺ݊ሻȁ       (5) 
x Power Spectral Density (PSD) 
Power spectral density (PSD), portrays how the power of a signal is distributed in frequency. Since signal that 
has a nonzero average power is not square integrable, the Fourier transforms do not exist in this situation. The 
Fourier transform of the autocorrelation function of the signal is called the PSD. 
ܦிி் ൌ ܨܽݏݐܨ݋ݑݎ݅݁ݎܶݎܽ݊ݏ݂݋ݎ݉ሺܦ௜ሻ 
ܲܵܦ ൌ ଵଶכగכ௡ כ ȁܦிி்ȁ
ଶ         (6) 
3. Proposed Algorithm 
3.1. Data 
x 2a data set 
The data set utilized in this experiment has been acquired from the BCI Competition IV (2008)[9]. This data set 
consists of EEG signals data from 9 subjects with four different motor imagery tasks, which are the imagination of 
movement of the left hand (class 1), right hand (class 2), both feet (class 3), and tongue (class 4). On different days, 
two sessions were recorded for each subject. Each session is comprised of 6 runs separated by short breaks. One run 
is composed of 48 trials (12 for each of the four possible classes), yielding a total of 288 trials per session. 
  
x 2b data set 
This data set is composed of EEG data from 9 subjects of a study published in [10]. Five sessions are provided 
for each subject, through whom the first two sessions include training data without feedback (screening), and the 
final three sessions were registered with feedback. Each subject participated in two screening sessions without 
feedback recorded on two different days within two weeks. Each session consisted of six runs with ten trials each 
and two classes of imagery. This resulted in 20 trials per run and 120 trials per session. 
 
x Non-stationary 2-class BCI data 
EEG-data from three different subjects during a BCI experiment[11]. The experiment is composed of 3 sessions 
for each subject. Each session, in turn is composed of 4 to 9 runs. The data of all runs was concatenated and 
converted into the GDF format. This data set consists of EEG signals with 2 bipolar channels signals data from 3 
subjects with two different motor imagery tasks, which are left hand (class 1), right hand (class 2) number of trials 
of the first subject is 640 trials, the second and the third subjects made 1080 trials. 
3.2. Methods 
In this section we show the details for a proposed method to classify EEG signals using machine learning 
techniques. In this experiment we read the EEG signals by reading the GDF files after it is needed to remove 
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unwanted signals present in the EEG. They have various origins, which include the utility frequency, body and eye 
movements, or blinks. As explained we used Notch filter and High pass filter; then we used only C3, C4 and Cz 
channels that affect for the neural activity. The output from this step is a matrix ܯ ൈ ܦ that contains the samples for 
each subject with feature vector containing 313 values in the first and second data sets, and 500 attributes in the 
third data set. To remove redundant values in the feature vector we used principle component analysis to reduce 
features size; first we obtained Eigen values and then we calculate using these values the Eigen vectors. The Eigen 
vectors are sorted in a descending order with respect to Eigen values, maximum Eigen values in first followed by 
minimum Eigen vectors. After constructing the matrix of Eigen vectors we remove the smallest vectors to reduce the 
data. We use 2D Discrete Wavelet Transform for feature extraction. 
In the classification step we classify the features after reduction of the feature vectors using principle component 
analysis algorithm using K- Nearest Neighbours. To improve the results of the classification step, we use weighted 
function that maps the accuracy obtained in the classification step by values ranges from 0 to 1 by giving the best 
result with the highest value 1 and the minimum classifier with a value 0. Equation below displays the weighted 
function that is used in the experiment. After calculating the weighted values, we take the maximum class label. 
ܥ݈ܽݏݏ ൌ ܯܣܺሾ݈ܿܽݏݏ݂݅݅݁ݎ௢௨௧௣௨௧ሺ௝ǡ௜ሻ ൅ ሺሺܴ݁ݏݑ݈ݐݏሺ݅ሻ െܯ݅݊݅݉ݑ݉ሻȀሺܯܽݔ݅݉ݑ݉ െܯ݅݊݅݉ݑ݉ሻ   (7) 
Where parameter j represent the number of features that were used for classification in experiment II. Then it will be 
equal 6 named A1,ǡ ଵǡ ଶǡ ଷǡ ସcoefficients. 
While parameter i= m that represent m classes, Maximum represent the maximum accuracy obtained in the 
classification phase, and the Minimum represent the minimum accuracy obtained in the classification phase as 
shown in figure1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1 Proposed Algorithm 
 
 
Read EEG Signal  
Pre-processing 
Artifacts reduction (HPF) 
Channel Selection 
(C3, C4, and Cz) 
Feature extraction 
4 level Wavelet Decomposition 
 
 
 
 
 
Classification (KNN) 
PCA Features reduction 
 Inverse Wavelet transform 
Ca1 Cd1 Cd2 Cd3 Cd4 All 
Output=max[Output(j,i)+((results(i)-Min_Accuracy)/(Max_Accuracy - Min_Accuracy))] 
 
Output 
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4. Experimental Results 
Table1. Results of data set 1 and results obtained by the competitors in the BCI Competition 
Subjects Kai Keng Ang Liu Guan-gquan Piotr Szachewicz Proposed Algorithm 
 Kappa Kappa Kappa Kappa Acc. 
1 0.68 0.69 0.74 0.65 73.6 
2 0.42 0.34 0.11 0.70 77.8 
3 0.75 0.71 0.53 0.70 77.8 
4 0.48 0.44 0.34 0.50 62.5 
5 0.40 0.16 0.18 0.50 62.5 
6 0.27 0.21 0.31 0.65 73.6 
7 0.77 0.66 0.62 0.63 72.2 
8 0.75 0.73 0.61 0.70 77.8 
9 0.61 0.69 0.63 0.50 62.5 
Mean 0.57 0.52 0.45 0.61 71.1 
As shown in Table 1, we compare the results of the proposed model and by the competitors in the BCI 
Competition IV, data set 2a [12] on data set, the proposed model gave the mean kappa coefficient 0.61 while other 
methods gave an accuracy lower than the proposed model, the best results mention is the competitor Kai Keng Ang 
was 0.57. 
Table2. Results of data set 2 and results mention in literature 
Subject Proposed  Hjorth Parameter[13] RF[14] 
1 83.3 80.6 72.81 
2 66.7 61.6 66.53 
3 70 60.6 65.65 
4 83.3 98.1 97.07 
5 90 81.8 87.91 
6 91.7 84.3 78.88 
7 88.3 72.5 75.43 
8 95 86.2 90.43 
9 90 86 83.27 
Mean 83.3 79.1 79.78 
As shown in Table 2, we compare the results of the proposed model and some methods mentioned in literature on 
data set2, the proposed model gave 83.3% accuracy while other methods gave an accuracy lower than the proposed 
model. The first method uses the HJORTH parameters like Activity, Mobility and Complexity as feature attributes. 
While the RF method uses filter bank common spatial pattern (FBCSP) feature extraction algorithm, and random 
forest (RF) technique for classification of EEG motor imagery signals. 
Table3. Results of data set 3 and results mention in literature 
Subject 1 2 3 Mean 
Proposed 86.3 83.8 79.2 83.1 
CFIS[15] 86.7 74.7 75.7 79 
As shown in table 3, we compare the results of the proposed model and CFIS method mentioned in literature on 
data set3, the proposed model gave 83.1% accuracy while CFIS method gave 79% accuracy. The CFIS method uses 
Fuzzy Inference Systems (FISs) for motor imagery classification in EEG-based Brain-Computer Interfaces (BCIs). 
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According to the above results we can conclude the following: 
To optimize the feature vector we use statistical features like Mean Absolute Value, Root Mean Square, Simple 
Square Integral, Variance of EEG, Average Amplitude Change, and Power Spectral Density. These features are the 
most relevant and effective features while discarding the nonperforming features.   
Also in order to select a more suitable feature set to enhance the classification performance and also to make 
more reliable results for the BCI systems, we modified the proposed system by using principle component analysis 
algorithm, that is increased the classification accuracy by about 8 % in case of both feature extraction techniques. 
Thus, we verified that the PCA algorithm is a very powerful method in BCI signal classification. 
Better classification results were obtained when using features in frequency domain (comparing to time domain 
parameters). The classification accuracy for time domain parameters (TDP) was slightly worse when calculated 
using cross-validation and significantly worse when calculated on the test set. 
5. Conclusion 
In this paper we introduce a model to analyze EEG signals, The proposed technique is based on removing 
artifacts using High Pass Filter, and feature extraction using 4 levels discrete wavelet transform; we optimize the 
feature vector by using statistical features like Mean Absolute Value, Root Mean Square, Simple Square Integral, 
Variance of EEG, Average Amplitude Change, and Power Spectral Density. These features are the most relevant 
and effective features while discarding the nonperforming features.  we modified the proposed system by using 
principle component analysis algorithm to reduce the feature vector size; Also, we developed an integrated model to 
classify brain signals by using weighted function to map classification accuracy by values ranging from 0 to 1. 
Results on three benchmark data sets showed that the proposed method outperforms a wide variety of methods 
mentioned in literature.   
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