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A mi viejo... A vos arquetipo del nunca aflojar, leal y gamba...
“A language that doesn’t affect
the way you think about
programming is not worth
knowing.”
Alan Perlis
Resumen
Cuando se desarrolla un software muchas veces se tiene que lidiar con tipos de datos
recursivamente definidos y operaciones sobre ellos, por ejemplo en un a´rbol de sintaxis
abstracta o en la manipulacio´n simbo´lica de expresiones. E´stos son comunes tanto
en la programacio´n orientada a objetos como en la programacio´n funcional. En el
primer paradigma se representan como una jerarqu´ıa de clases relacionadas con una
clase base comu´n, siguiendo el patro´n de disen˜o Composite [3], en el segundo como
tipos de datos algebraicos.
El desaf´ıo en estas estructuras, que se encuadra dentro del expression problem, es
co´mo extender el tipo de datos y las operaciones sobre e´l sin modificar el co´digo
existente y reutilizando las operaciones previamente definidas.
En este trabajo se presentan los tipos de datos algebraicos extensibles en Scala. Se
mostrara´ co´mo se pueden codificar en el lenguaje y co´mo extenderlos sin modificar
el co´digo existente y reutiliza´ndolo para definir las extensiones de las operaciones.
Tambie´n se presenta una implementacio´n de los tipos de datos abiertos y las funciones
abiertas, utilizando herencia de clases y tipos de datos algebraicos extensibles.
Scala unifica los tipos de datos algebraicos con las jerarqu´ıas de clases, haciendo
posible la utilizacio´n de la herencia en un entorno funcional. Esta caracter´ıstica
permite la extensio´n del tipo de datos como as´ı tambie´n de las operaciones sobre el
mismo.
Un punto importante es que se puede usar pattern matching para definir todas las
operaciones, inclusive en las extensiones.
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Cap´ıtulo 1
Introduccio´n
Todo software evoluciona con el tiempo, entonces es esencial que el software sea
extensible. Un software es extensible si puede ser adaptado a cambios en la especifica-
cio´n del mismo. Construir software que sea fa´cil de extender es uno de los principios
fundamentales de la Ingenier´ıa del Software, pero el desarrollo de software extensible
propone muchos desaf´ıos de disen˜o e implementacio´n, especialmente si la extensio´n
no fue anticipada.
Por oro lado, la reutilizacio´n del co´digo existente del sistema es esencial para reducir
los costos de produccio´n del sistema como as´ı tambie´n el tiempo de desarrollo de
nuevos requerimientos. Por lo tanto cuando se desarrolla un software se busca un
disen˜o extensible y que permita la reutilizacio´n de co´digo.
El expression problem es un caso particular del problema de extensio´n de un progra-
ma, refiere a la situacio´n donde se necesita extender un tipo de datos recursivamente
definido y las operaciones sobre e´l, con dos restricciones:
• Sin recompilar el co´digo existente.
• Resolviendo los tipos esta´ticamente (es decir, sin casts).
El te´rmino fue acun˜ado por Philip Wadler en un post en la lista de mail de Java
Genericity [18]. El problema entonces es co´mo construir software extensible, que
evolucione con el tiempo y que sea fa´cil de extender, lidiando con especificaciones de
datos recursivos y operaciones sobre ellos.
Esta situacio´n se presenta tanto en el paradigma funcional como en el paradigma
orientado a objetos, cada uno de ellos propone un enfoque distinto de la represen-
tacio´n, pero en ambos casos es dif´ıcil la extensio´n en alguna de las dos dimensiones
(datos u operaciones).
Vamos a agregar una restriccio´n ma´s a las dos anteriores: queremos reutilizar el co´di-
go existente para definir las operaciones sobre las extensiones del tipo.
Un punto a tener en cuenta cuando extendemos el tipo de datos y las operaciones,
es que las extensiones pueden ser lineales, es decir, se hace una extensio´n del ti-
po que luego se vuelve a extender, o independientes, es decir, distintos grupos de
programadores hacen sus propias extensiones de algunas de las dos dimensiones. El
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desaf´ıo en estas u´ltimas es combinar las extensiones para utilizar ambas. Veremos
que con los tipos de datos algebraicos extensibles y algunas construcciones de Scala,
la combinacio´n es bastante directa.
Muchas soluciones del expression problem fueron propuestas:
En su trabajo, Togersen [17] presento´ varias soluciones al problema, todas ellas ba-
sadas en clases gene´ricas, en el contexto de lenguajes orientados a objetos como Java
y C#. Togersen propuso dos tipos de soluciones, una basadas en la descomposicio´n
orientada a objetos y otras basadas en la descomposicio´n funcional, utilizando el
patro´n de disen˜os Visitor para implementar las operaciones separadas del tipo de
datos. En ninguna de las soluciones propuestas es posible combinar extensiones in-
dependientes del tipo.
El patro´n Visitor Extensible fue propuesto por Krishnamurti, Felleisen y Friedman
[5], es una extensio´n del patro´n de disen˜o Visitor que permite an˜adir nuevos tipos
de datos y nuevas operaciones. Es una combinacio´n de la descomposicio´n funcional
y las descomposicio´n orientada a objetos, que elimina las debilidades de extensio´n
de cada una de ellas. Este nuevo patro´n esta´ basado en type casts, lo que hace que
no puedan resolverse los tipos esta´ticamente.
Los tipos de datos abiertos y funciones abiertas fueron propuestas por Andres Lo¨h y
Ralf Hinze [7]. En su trabajo proponen una extensio´n del compilador de Haskell para
que la definicio´n de los constructores de un tipo de datos abierto y las ecuaciones
de las funciones abiertas puedan aparecer esparcidos en el co´digo del programa. De
esta manera es posible ir declarando nuevos constructores de un tipo a medida que
se vayan necesitando y se pueden agregar ecuaciones a una funcio´n sobre ese tipo
para que maneje el nuevo caso. En la actualidad no existe ningu´n compilador de
Haskell que soporte la extensio´n propuesta, si se implemento´ como una extensio´n del
compilador del lenguaje Ocaml.
Swierstra [16] presento´ una solucio´n al expression problem en Haskell, sin ninguna
extensio´n al sistema de tipos o al compilador. En su trabajo se describe una te´cnica
para definir tipos de datos y funciones sobre el tipo de manera que sean extensibles
ambas entidades.
Zenger y Odersky [19] presentaron los tipos algebraicos de datos extensibles con
defaults. En su trabajo utilizaron tipos algebraicos del lenguaje Pizza, un lengua-
je experimental que es un superconjunto de Java, ya sin continuidad de desarrollo,
para implementar operaciones extensibles con un caso por default. Mostraron que
es posible implementar los tipos algebraicos extensibles en un lenguaje orientado a
objetos como Java, usando un patro´n de disen˜o basado en un Visitor extensible con
casos por defaults. En su trabajo las operaciones no esta´n definidas con un pattern
matching natural y no pueden combinarse extensiones independientes del tipo, solo
pueden combinarse extensiones lineales.
En este trabajo se presentan dos soluciones al expression problem basadas en los ti-
pos algebraicos de datos extensibles con defaults, propuestos por Zenger y Odersky.
A diferencia de la propuesta original, en la implementacio´n de tipos extensibles
aqu´ı presentada se pueden combinar extensiones independientes del tipo y no se uti-
lizara´ el patro´n de disen˜o Visitor, sino que se utilizara´ el pattern matching provisto
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por el lenguaje, consiguiendo as´ı una codificacio´n mas limpia y funcional.
Tambie´n se mostrara´ una implementacio´n de los tipos de datos abiertos y funciones
abiertas, propuestas por Lo¨h y Hinze, que no requiere la modificacio´n del compilador
de Scala.
Las soluciones presentadas se implementan en el lenguaje de programacio´n Scala,
aprovechando su combinacio´n de paradigmas y las caracter´ısticas de su sistema de
tipos. Scala es un lenguaje funcional orientado a objetos, que crea una combinacio´n
de ambos paradigmas (unifica y generaliza conceptos de los dos estilos) [8, 11], eso
hace que la solucio´n presentada como tipos de datos algebraicos extensibles en Scala
pueda utilizarse en un estilo puramente funcional.
El resto de este trabajo se organiza como sigue:
• En el Cap´ıtulo 2 se hace una introduccio´n mas detallada al expression problem
a partir de un ejemplo concreto, y se muestra como surge en los paradigmas
de programacio´n funcional y orientado a objetos.
• En el cap´ıtulo 3 se muestra una implementacio´n de los tipos algebraico de datos
extensibles con defaults en Scala, basada en el trabajo de Zenger y Odersky
[19]. Se mostrara´ como extender el tipo de datos, agregando nuevos casos, y
dos maneras de extender las operaciones sobre el tipo, una utilizando funciones
de alto orden y otra utilizando herencia de clases. Tambie´n se mostrara´ como
puede solucionarse el expression problem con esta te´cnica.
• En el cap´ıtulo 4 se implementan los tipos de datos abiertos y las funciones
abiertas, propuestas en [7], utilizando los tipos de datos algebraicos extensibles
descriptos en el cap´ıtulo 3. Se vera´ como puede extenderse tanto el tipo de
datos como las funciones sobre e´l.
• En el cap´ıtulo 5 se muestra como definir el operador fold del tipo de dato de
manera que soporte las extensiones del mismo y de esta forma poder definir
funciones extensibles sobre el tipo de datos con la funcio´n fold. El enfoque
estara´ basado en la te´cnica presentada en [16].
• El Cap´ıtulo 6 presenta las conclusiones de este trabajo.
• El ape´ndice A hace una introduccio´n de las principales caracter´ısticas del len-
guaje de programacio´n Scala.
• En el ape´ndice B se demuestran las propiedades algebraicas pertinentes del
Cap´ıtulo 5.
• En el ape´ndice C se describe como organizar el co´digo mostrado en este trabajo
para compilarlo y ejecutarlo.
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Cap´ıtulo 2
El Expression Problem
Vamos a ver co´mo surge el expression problem al representar una t´ıpica estruc-
tura de programacio´n. Para ello vamos a recurrir a un sencillo ejemplo: representar
expresiones de un lenguaje simple y las operaciones sobre e´l.
El lenguaje por ahora consta de nu´meros enteros y de la suma de dos enteros. Que-
remos implementar un evaluador para ese lenguaje. Ma´s adelante extenderemos el
lenguaje agregando nuevas construcciones y veremos co´mo podemos extender el eva-
luador. Tambie´n agregaremos una nueva operacio´n sobre el lenguaje que nos devuelva
una representacio´n String de una expresio´n del mismo. Debe ser posible realizar tales
extensiones sin modificar ni recompilar el co´digo existente, ya que pudo ser escrito
por otra persona y puede existir en una librer´ıa cerrada.
A fines de mostrar el problema, el evaluador va a ser muy sencillo, particularmente
no va a manejar errores.
La grama´tica que describe nuestro pequen˜o lenguaje es la siguiente:
〈expr〉 ::= 〈num〉 | 〈plus〉
〈plus〉 ::= 〈expr〉 ‘+’ 〈expr〉
〈num〉 ::= ‘nu´mero entero’
2.1. Representacio´n Orientada a Objetos
La representacio´n orientada a objetos cla´sica es la que describe el patro´n de di-
sen˜o Interpreter [3]. Se crea una jerarqu´ıa de clases relacionadas con una clase base
abstracta comu´n. Cada clase que se extiende de la clase base representa una de las
construcciones de nuestro lenguaje. En la clase base se especifican las operaciones
sobre la estructura. Cada subclase concreta implementa cada una de las operaciones:
abstract class Term{
def eval(): Int
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}class Num(value: Int) extends Term {
def eval(): Int = value
}
class Plus(left: Term, right: Term) extends Term {
def eval(): Int = left.eval() + right.eval()
}
En esta descomposicio´n agregar nuevas construcciones al lenguaje, es decir, extender
el tipo de datos, es directo, por ejemplo si queremos agregar una expresio´n que re-
presente la multiplicacio´n de dos expresiones del lenguaje, simplemente se crea una
nueva clase Mul que extiende de la clase base y se implementa la operacio´n eval() en
ella:
class Mul(left: Term, right: Term) extends Term {
def eval(): Int = left.eval() ∗ right.eval()
}
Para evaluar una expresio´n usando esta representacio´n, simplemente se llama a eval()
sobre la expresio´n:
val term = new Plus(new Plus(new Num(3), new Num(2)), new Num(2))
term.eval()
El problema surge cuando queremos agregar nuevas operaciones sobre el tipo, ya que
tenemos que agregar un nuevo me´todo a la clase base Term y modificar cada una de
las clases que heredan de ella para implementar ese me´todo. Por ejemplo si quere-
mos agregar un me´todo que devuelve una representacio´n String de las expresiones,
tendr´ıamos que modificar la clase abstracta Term:
abstract class Term{
def eval(): Int
def termtoString(): String
}
y luego implementar ese me´todo en cada subclase de Term.
2.2. Representacio´n Funcional
En un lenguaje funcional, la descomposicio´n de este problema se har´ıa cla´sicamen-
te declarando un tipo algebraico que represente las expresiones de nuestro lenguaje
y luego definiendo operaciones sobre ese tipo algebraico, es decir, la definicio´n del
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tipo de datos y las operaciones sobre e´l esta´n estrictamente separadas, por ejemplo
en Haskell se declara:
data Term = Num Int | Plus Term Term
Como Scala tambie´n es un lenguaje funcional, vamos a usar su notacio´n para codi-
ficar esto, en Scala la declaracio´n anterior se expresa:
abstract class Term
case class Num(value: Int) extends Term
case class Plus(left: Term, right: Term) extends Term
Y el evaluador se expresa como una funcio´n que toma como para´metro un valor de
tipo Term. Estas funciones se definen usando pattern matching:
def eval(t:Term): Int = t match {
case Num(v) => v
case Plus(l,r) => eval(l) + eval(r)
}
Para evaluar una expresio´n se utiliza la funcio´n eval() y se pasa la expresio´n como
para´metro:
val term = Plus(Plus(Num(3), Num(2)), Num(2))
eval(term)
En Scala cuando se declara un tipo algebraico con case class no es necesario utilizar
la instruccio´n new.
El inconveniente encontrado al agregar operaciones en la representacio´n orientada
a objetos no lo tenemos en esta codificacio´n, ya que agregar nuevas funcionalidades
es directo, simplemente se declara una nueva funcio´n, por ejemplo la operacio´n que
devuelve la representacio´n String de la expresio´n se codifica:
def termtoString(t: Term): String = t match {
case Num(v) => v.toString
case Plus(l,r) => ”(”+termtoString(l)+ ”+” +termtoString(r)+”)”
}
El problema que se presenta en esta representacio´n es en la extensio´n en la otra
dimensio´n. Para agregar nuevas construcciones al lenguaje tenemos que modificar la
declaracio´n del tipo algebraico y todas las funciones definidas hasta el momento:
abstract class Term
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case class Num(value: Int) extends Term
case class Plus(left: Term, right: Term) extends Term
case class Mul(left: Term, right: Term) extends Term
Esta descomposicio´n funcional tambie´n puede codificarse en un lenguaje orien-
tado a objetos utilizando el patro´n de disen˜o Visitor [3], donde cada operacio´n es
representada por una clase Visitor separada, que contiene me´todos visit() por cada
tipo de datos de la estructura de clases. La idea de este patro´n es codificar el pattern
matching de los lenguajes funcionales usando un “double dispatch” y as´ı separar
las operaciones del tipo de datos [2]. Esta codificacio´n sufre del mismo inconveniente
expresado anteriormente, es fa´cil agregar nuevas operaciones, simplemente se crea un
nuevo visitor, pero para agregar nuevas construcciones al lenguaje hay que modificar
todos los visitor definidos para que manejen el nuevo caso:
abstract class Term {
def accept(v: Visitor)
}
abstract class Visitor{
def visitNum(term: Num)
def visitPlus(term: Plus)
}
class Num(val value: Int) extends Term {
def accept(v: Visitor) = v.visitNum(this)
}
class Plus(val left: Term, val right: Term) extends Term {
def accept(v: Visitor) = v.visitPlus(this)
}
class EvalVisitor extends Visitor{
var result: Option[Int] = None
def visitNum(term: Num) = this.result = Some(term.value)
def visitPlus(term: Plus) = {
val l = new EvalVisitor
val r = new EvalVisitor
term.left.accept(l)
term.right.accept(r)
this.result=Some(l.result.get + r.result.get)
}
}
Para evaluar una expresio´n, se crea una instancia concreta del visitor espec´ıfi-
co que codifica la operacio´n de evaluacio´n y se pasa al me´todo accept() de la expresio´n:
val term = new Plus(new Plus(new Num(3), new Num(2)), new Num(2))
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val eval = new EvalVisitor
term.accept(eval)
Si queremos agregar un nuevo caso al tipo de datos, podemos heredar una nueva
clase de la clase abstracta Term:
class Mul(left: Term, right: Term) extends Term {
def accept(v: Visitor) = v.visitMult(this)
}
Pero tenemos que modificar la clase abstracta Visitor para agregar el nuevo caso
y cada una de las subclases concretas de visitor:
abstract class Visitor{
def visitNum(term: Num)
def visitPlus(term: Plus)
def visitMult(term: Mult)
}
Otro problema que tiene el disen˜o con el patro´n visitor a comparacio´n del pattern
matching es que causa una sobrecarga de co´digo, y lo torna ma´s complicado 1.
2.3. Solucio´n utilizando Herencia de Clases
En la programacio´n orientada a objetos una forma de extender la funcionalidad
de una clase es utilizando herencia de clases. Con este mecanismo podemos extender
una clase, agregando nuevos me´todos, sin necesidad de recompilar el co´digo existente.
Vamos a extender el ejemplo de la seccio´n 2.1, agregando el me´todo termtoString().
Para ello vamos a hacer una pequen˜a modificacio´n, la clase abstracta Term vamos a
expresarla como un Trait. En Scala, un Trait es como una interface de Java, pero
permite la implementacio´n de me´todos en su definicio´n. Entonces el co´digo queda:
trait Term{
def eval(): Int
}
class Num(value: Int) extends Term {
def eval(): Int = value
}
class Plus(left: Term, right: Term) extends Term {
def eval(): Int = left.eval() + right.eval()
}
1Martin Odersky, disen˜ador de Scala, escribio´ un art´ıculo al respecto llamado “In Defense of
Pattern Matching”, http://www.artima.com/weblogs/viewpost.jsp?thread=166742
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class Mul(left: Term, right: Term) extends Term {
def eval(): Int = left.eval() ∗ right.eval()
}
Y definimos un nuevo trait que extienda de Term, en el cual se define la operacio´n
que queremos incluir.
trait TermP extends Term {
def termtoString() : String
}
Ahora declaramos nuevas clases que extienden de las anteriores y que implemen-
tan el trait TermP:
class PlusP(left: Term, right: Term) extends Plus(left,right) with TermP {
def termtoString(): String = left.termtoString() + ”+” + right.termtoString()
}
class NumP(value: Int) extends Num(value) with TermP {
def termtoString(): String = value.toString()
}
class MulP(left: Term, right: Term) extends Mul(left,right) with TermP {
def termtoString(): String = left.termtoString() + ”∗” + right.termtoString()
}
Al parecer logramos solucionar el problema, pero lamentablemente el co´digo an-
terior no compila, ya que hay un error de tipos. La llamada left.termtoString() en las
clases PlusP y MulP falla, ya que el para´metro left (y right) de los constructores es de
tipo Term (como lo especifica el patro´n interpreter), y ese tipo no tiene un me´todo
termtoString.
Una solucio´n al problema de tipos anterior es declarar los para´metros left y right
con tipo TermP, como se muestra en el siguiente co´digo:
class PlusP(left: TermP, right: TermP) extends Plus(left,right) with TermP {
def termtoString(): String = left.termtoString() + ”+” + right.termtoString()
}
class NumP(value: Int) extends Num(value) with TermP {
def termtoString(): String = value.toString()
}
class MulP(left: TermP, right: TermP) extends Mul(left,right) with TermP {
def termtoString(): String = left.termtoString + ”∗” + right.termtoString()
}
Con esta modificacio´n logramos que el co´digo compile, pero nos encontramos con
otro problema. La nueva signatura de los constructores de las clases heredadas, es-
pecifica que los argumentos ya no pueden ser de tipo Term, sino que tienen que ser
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de un tipo mas espec´ıfico, TermP. Esto implica que una instancia de tipo Term no
puede ser utilizada para crear instancias de TermP, lo que dificulta la reutilizacio´n de
co´digo, ya que cualquier constante preexistente o me´todo que devolv´ıa un valor de
tipo Term no puede ser reutilizado. Por ejemplo, si ten´ıamos una funcio´n para calcu-
lar una parte compleja de una ecuacio´n usando nuestro simple lenguaje y por otro
lado ten´ıamos otra funcio´n para calcular otra parte de la misma ecuacio´n y luego
queremos representar la suma de ambas, ya no podemos reutilizarlas para nuestra
nueva representacio´n con TermP, porque ambas funciones devuelven objetos de tipo
Term que era el tipo base con el que trabaja´bamos antes de la extensio´n, es decir, no
podemos definir:
val suma = PlusP(CalcularSumaIzquierda(), CalcularSumaDerecha() )
La forma de evitar estos problemas y reutilizar el co´digo preexistente con la nue-
va representacio´n es recurrir a downcasting para transformar instancias de tipo Term
en instancias de tipo TermP , pero esto viola una de las restricciones impuestas en el
cap´ıtulo 1.
El problema que surge al tratar de extender una estructura de clases definida re-
cursivamente como Term utilizando herencia de clases es bien conocido en el disen˜o
orientado a objetos, por ejemplo al utilizar el patro´n composite en [3] expl´ıcitamente
se sugiere que en ciertas circunstancias se tendra´ que recurrir a la comprobacio´n de
tipos en tiempo de ejecucio´n.
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Cap´ıtulo 3
Tipos de datos Algebraicos
Extensibles con Defaults
Zenger y Odersky introdujeron los tipos de datos algebraicos extensibles con de-
faults [19]. En su trabajo utilizan los tipos algebraicos del lenguaje Pizza [12], un
superconjunto de Java. La extensio´n de las operaciones sobre el tipo se logra con
subclases. Tambie´n implementan esta idea en un lenguaje como Java utilizando so´lo
objetos y subtipado (subclases). La codificacio´n toma la forma de un nuevo patro´n
de disen˜o para visitors extensibles con casos por default.
Vamos a llevar la idea de tipos algebraicos extensibles al lenguaje Scala y se mos-
trara´ que puede utilizarse en un disen˜o funcional. Se utilizara´ la herencia de clases
para extender el tipo de dato como as´ı tambie´n las operaciones sobre el tipo. Vamos a
ver que la extensio´n de las operaciones tambie´n se puede lograr sin utilizar herencia.
3.1. Extendiendo tipos de datos algebraicos en Scala
Los tipos algebraicos de datos en Scala se declaran con case class. Las clases de-
claradas con el modificador case se denominan case classes, y se utilizan para definir
las distintas formas del tipo algebraico. El modificador case tiene varios efectos sobre
la clase. Por un lado, permite la construccio´n de instancias del tipo sin la necesidad
de utilizar new. Por el otro, permite el pattern matching sobre sus constructores [2].
A pesar de los efectos del modificador case, las case classes no dejan de ser clases,
que pueden instanciarse y extenderse. Esto u´ltimo es muy u´til ya que nos permite
extender el tipo utilizando la herencia de clases.
Definimos el tipo algebraico ba´sico que representa a nuestro pequen˜o lenguaje:
abstract class Term
case class Num(value: Int) extends Term
case class Plus(left: Term, right: Term) extends Term
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La declaracio´n anterior introduce el tipo Term y dos constructores, Num que toma
como para´metro un nu´mero entero y Plus que toma como para´metros dos expresiones
de tipo Term. Si queremos ampliar la definicio´n del lenguaje, agregando una nueva
expresio´n, podemos extender el tipo para que refleje ese cambio usando subclases de
la siguiente manera:
abstract class ExtendedTerm1 extends Term
case class Mul(left: Term, right: Term) extends ExtendedTerm1
Como el tipo base de Mul sigue siendo Term, cualquier funcio´n que espere un
para´metro de tipo Term, va a aceptar una construccio´n Mul y nos permite hacer pat-
tern matching sobre todos los casos:
def imprimirCaso(t:Term): Unit = t match {
case Num(n) => println(”Es Num!”)
case Plus( , ) => println(”Es Sum!”)
case Mul( , ) => println(”Es Mul!”)
}
Entonces el problema ahora es como extender las funciones definidas originalmen-
te sobre el tipo algebraico base para que manejen el nuevo caso, utilizando pattern
matching. La solucio´n directa es modificar todas las funciones, pero queremos ha-
cerlo sin recompilar el co´digo existente.
Antes de mostrar como se extienden las operaciones, vamos a ver que hay dos tipos
de extensiones que se pueden hacer sobre los tipos algebraicos.
Se llama extensio´n lineal, cuando se extiende nuevamente un tipo algebraico que ya
hab´ıamos extendido, por ejemplo:
abstract class ExtendedTerm2 extends ExtendedTerm1
case class Diff(left: Term, right: Term) extends ExtendedTerm2
En este caso, se toma la extensio´n del tipo original, ExtendedTerm1, y se vuelve a
extender, agregando el caso Diff.
La extensio´n independiente se da cuando se hacen varias extensiones del mismo tipo
algebraico independientemente una de otras:
abstract class ExtendedTerm1 extends Term
case class Mul(left: Term, right: Term) extends ExtendedTerm1
abstract class ExtendedTerm2 extends Term
case class Diff(left: Term, right: Term) extends ExtendedTerm2
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En este u´ltimo caso, las extensiones ExtendedTerm1 y ExtendedTerm2 son indepen-
dientes, ambas extienden el tipo base Term agregando nuevos constructores.
La extensio´n independiente es ma´s interesante, ya que permite hacer extensiones del
mismo tipo a diferentes grupos de programadores y luego combinarlas, ma´s adelante
se mostrara´ como se pueden combinar esas extensiones. Los esquemas de herencia
de ambas extensiones se muestran en las figuras 3.1 y 3.2.
Figura 3.1: Extensio´n Lineal
Figura 3.2: Extensio´n Independiente
3.2. Extendiendo las Operaciones con Funciones de Alto
Orden
En esta seccio´n vamos a mostrar como pueden extenderse las operaciones defini-
das para el tipo algebraico original, para que manejen los casos de las extensiones.
Vamos a extenderlas usando funciones de alto orden, en la seccio´n siguiente vamos
a ver como pueden extenderse usando herencia. Tambie´n mostraremos como pueden
combinarse las extensiones independientes en operaciones que manejen todos los ca-
sos.
La estrategia fundamental es agregar un caso default al pattern matching de las
operaciones originales, para que manejen las posibles futuras extensiones del tipo y
parametrizar la funcio´n con otra funcio´n que se encargue de manejar ese caso por
default.
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3.2.1. Extensiones Lineales
Vamos a extender las operaciones cuando la extensio´n es lineal. Primero se de-
clara el tipo algebraico original y las operaciones sobre e´l:
abstract class Term
case class Num(value: Int) extends Term
case class Plus(left: Term, right: Term) extends Term
def eval(f: Term => Int)(t: Term): Int = t match {
case Num(v) => v
case Plus(l,r) => eval(f)(l) + eval(f)(r)
case default => f(default)
}
def termtoString(f: Term => String)(t: Term):String= t match {
case Num(v) => v.toString
case Plus(l,r) => ”(”+termtoString(f)(l)+”+”+termtoString(f)(r)+”)”
case default => f(default)
}
Si queremos usar el tipo Term y sus operaciones, podemos parametrizar las funciones
con alguna funcio´n trivial, ya que por ahora nunca se va a entrar en el caso default,
porque todos los casos del tipo esta´n cubiertos en el pattern matching (Num y Plus).
La funcio´n trivial puede ser aquella que lance una excepcio´n o podemos cambiar la
signatura de las operaciones y hacer que devuelvan un valor Option, por ejemplo en
eval: def eval(f: Term => Option[Int])(t:Term): Option[Int], entonces se parametriza eval
con la funcio´n que siempre devuelve None: x => None.
Para utilizar las funciones sobre el tipo podemos declarar:
val evaluador = eval(x => throw new Exception)( )
val toString = termtoString(x => throw new Exception)( )
Ahora hacemos una extensio´n sobre el tipo original agregando el constructor Mul
y definimos las funciones que van a manejar ese caso, tambie´n incluimos un caso
default en ellas para poder manejar futuras extensiones de este tipo.
abstract class ExtendedTerm1 extends Term
case class Mul(left: Term, right: Term) extends ExtendedTerm1
def evalExtended1(f: Term => Int)(t: Term): Int = t match{
case Mul(l,r) => evalExtended1(f)(l) ∗ evalExtended1(f)(r)
case default => f(default)
}
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def termtoStringExtended1(f: Term => String)(t: Term): String = t match{
case Mul(l,r) => ”(”+termtoStringExtended1(f)(l)+”∗”+termtoStringExtended1(f)(r)+”)”
case default => f(default)
}
Las funciones evalExtended1() y termtoStringExtended1() manejan so´lo el caso de la ex-
tensio´n, los dema´s se manejara´n con las funciones eval() y termtoString().
Hacemos un u´ltima extensio´n lineal, agregando un nuevo caso, Diff:
abstract class ExtendedTerm2 extends ExtendedTerm1
case class Diff(left: Term, right: Term) extends ExtendedTerm2
def evalExtended2(f: Term => Int)(t: Term): Int = t match{
case Diff(l,r) => evalExtended2(f)(l) − evalExtended2(f)(r)
case default => f(default)
}
def termtoStringExtended2(f: Term => String)(t: Term): String = t match{
case Diff(l,r) => ”(”+termtoStringExtended2(f)(l)+ ”−”
+termtoStringExtended2(f)(r)+”)”
case default => f(default)
}
Ahora vamos a ver como combinamos las distintas operaciones en una sola que ma-
neje todos los casos. La idea general es componer todas las funciones en una sola,
hay varias formar de hacer esto. Podemos declarar expl´ıcitamente una funcio´n que
sea la composicio´n de todas las anteriores:
def evalGeneral(t:Term):Int = eval(evalExtended1(evalExtended2(evalGeneral)))(t)
def toStringGeneral(t:Term): String =
termtoString(termtoStringExtended1(termtoStringExtended2(toStringGeneral)))(t)
O podemos usar una caracter´ıstica de Scala llamada typecase [2], que es ba´sicamente
hacer pattern matching sobre el tipo de la variable y llamar a la funcio´n correspon-
diente para ese tipo:
def enlacePorTipos(t:Term): String = t match {
case(t: ExtendedTerm2) => termtoStringExtended2(enlacePorTipos)(t)
case(t: ExtendedTerm1) => termtoStringExtended1(enlacePorTipos)(t)
case(t: Term) => termtoString(enlacePorTipos)(t)
}
En el caso de la funcio´n enlacePorTipos(), tenemos que tener cuidado en el orden de
las cla´usulas case, ya que ExtendedTerm1 es de tipo Term, por las reglas de tipado de la
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herencia de clases, entonces si el caso case(t: Term) aparece primero en la definicio´n,
siempre se entrara´ en ese caso. Tenemos que poner primero los casos que aparecen
ma´s abajo en la estructura de herencia.
Las funciones evalGeneral() y toStringGeneral() as´ı declaradas manejan todos los ca-
sos del tipo algebraico, es decir, los originales ma´s todas las extensiones. Tambie´n
podemos declarar nuevas operaciones sobre nuestro tipo extendido, parametrizando
nuevamente las funciones con un caso default para poder manejar futuras extensio-
nes. Por ejemplo definimos una funcio´n que simplifica expresiones de nuestro lenguaje
si se multiplica por cero o por uno, vemos que el pattern matching es natural sobre
todos los casos:
def simplificar(f: Term => Term)(t:Term): Term = t match {
case Mul(l, r) => (l,r) match {
case (Num(0), ) => Num(0)
case (Num(1), ) => r
case ( , Num(0)) => Num(0)
case ( , Num(1)) => l
case => Mul(simplificar(f)(l), simplificar(f)(r))
}
case Plus(l,r) => Plus(simplificar(f)(l), simplificar(f)(r))
case Diff(l,r) => Diff(simplificar(f)(l), simplificar(f)(r))
case Num(n) => Num(n)
case default => f(default)
}
3.2.2. Extensiones Independientes
Si en vez de tener extensiones lineales, tenemos extensiones independientes, es
decir, si tenemos la extensio´n anterior de Term, ExtendedTerm1, y hacemos una nueva
extensio´n ExtendedTerm2 que no herede de ExtendedTerm1, sino de Term:
abstract class ExtendedTerm2 extends Term
case class Diff(left: Term, right: Term) extends ExtendedTerm2
def evalExtended2(f: Term => Int)(t: Term): Int = t match{
case Diff(l,r) => evalExtended2(f)(l) − evalExtended2(f)(r)
case default => f(default)
}
def termtoStringExtended2(f: Term => String)(t: Term): String = t match{
case Diff(l,r) => ”(”+termtoStringExtended2(f)(l)+ ”−”
+termtoStringExtended2(f)(r)+”)”
case default => f(default)
}
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La composicio´n de las operaciones definidas es exactamente igual que para las exten-
siones lineales, es decir, no hay diferencia en la composicio´n cuando la extensio´n es
lineal o independiente. Esto nos permite combinar extensiones ortogonales de forma
transparente.
def evalGeneral(t:Term):Int = eval(evalExtended1(evalExtended2(evalGeneral)))(t)
def toStringGeneral(t:Term): String =
termtoString(termtoStringExtended1(termtoStringExtended2(toStringGeneral)))(t)
3.3. Extendiendo las Operaciones con Herencia de Cla-
ses
La extensio´n de operaciones mostrada en la seccio´n anterior nos habilita a rea-
lizar una codificacio´n funcional de la solucio´n, ya que se define un tipo de datos
algebraico y se declaran funciones sobre ese tipo, sin usar clases ni herencia para la
implementacio´n de las operaciones.
En esta seccio´n vamos a empaquetar las operaciones en clases y vamos a extender
las operaciones usando herencia de clases. Veremos que aunque utilicemos herencia,
no perderemos la codificacio´n funcional de la solucio´n.
3.3.1. Extensiones Lineales
Tenemos el mismo tipo de dato algebraico, pero vamos a declarar una clase para
definir las operaciones. Todas las funciones sobre el tipo van a estar empaquetadas
dentro de una clase:
abstract class Term
case class Num(value: Int) extends Term
case class Plus(left: Term, right: Term) extends Term
class opBase {
def eval(t:Term): Int = t match {
case Num(v) => v
case Plus(l,r) => eval(l) + eval(r)
}
}
Declaramos la clase opBase, donde se definen las operaciones sobre el tipo algebraico,
en este caso so´lo definimos la funcio´n eval pero podemos declarar ma´s de una funcio´n
si es necesario. Entonces todas las operaciones sobre nuestro tipo algebraico Term
van a estar empaquetadas en la clase opBase.
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Ahora hacemos una extensio´n del tipo algebraico:
abstract class ExtendedTerm1 extends Term
case class Mul(left: Term, right: Term) extends ExtendedTerm1
class opExtended1 extends opBase {
override def eval(t: Term): Int = t match{
case Mul(l,r) => eval(l) ∗ eval(r)
case default => super.eval(default)
}
def termtoString(t: Term): String = t match{
case Num(v) => v.toString
case Plus(l,r) => ”(”+termtoString(l)+”+”+termtoString(r)+”)”
case Mul(l,r) => ”(”+termtoString(l)+”∗”+termtoString(r)+”)”
}
}
La extensio´n del tipo es igual a las que hicimos en la seccio´n anterior, pero para
extender las operaciones usamos herencia de clases. La clase opExtended1 se hereda
de opBase y se sobreescriben las operaciones, adema´s agregamos una nueva operacio´n
termtoString. En el pattern matching de las operaciones extendidas tambie´n se agrega
un caso default, pero esta vez se llama al me´todo de la clase base, que es el que va a
manejar los casos del tipo Term original. Al igual que antes, las extensiones de las ope-
raciones van a manejar so´lo los casos introducidos en la extensio´n del tipo, los dema´s
se manejara´n por los me´todos de la clase base, con la llamada super.eval(default). Esa
llamada a super, se refiere al me´todo opBase.eval(), que esta´ definido recursivamente.
Se podr´ıa pensar que una vez ejecutada esa llamada el me´todo no retorna y falla, por
ejemplo en la siguiente ejecucio´n: si llamamos a opExtended1.eval() con el para´metro
Plus(Mul(Num(2), Num(3)), Mul(Num(4), Num(5))), como la operacio´n no esta´ definida
para el caso Plus, va a entrar al caso default, donde se va a ejecutar la llamada super
con el mismo para´metro, esa llamada va a ejecutar el me´todo opBase.eval(), en este
me´todo se va a entrar al caso Plus(l,r) y se va a hacer el llamado recursivo, esta vez
de la forma:
eval(Mul(Num(2), Num(3))) + ”+” + eval(Mul(Num(4), Num(5)))
pero opBase.eval() no maneja el caso Mul, entonces habr´ıa un error de pattern mat-
ching. Sorpresivamente este no es el caso, ya que la llamada recursiva en realidad
ejecuta opExtended1.eval(). La explicacio´n para este comportamiento esta´ en como
Scala define los me´todos recursivos (sigue el estilo de Java). Una llamada recursiva
en la definicio´n de un me´todo de una clase de la forma:
def f(){
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// code
f();
}
es en realidad una abreviatura sinta´ctica para:
def f(){
// code
this.f();
}
La expresio´n this denota un valor que es una referencia al objeto por el cual el me´todo
fue invocado. En el momento de la creacio´n de un objeto con la expresio´n new C(),
this se referencia al valor del objeto new C(). El tipo de this es la clase C donde la
palabra this ocurre. En tiempo de ejecucio´n, la clase del objeto referenciado puede
ser la clase C o cualquier subclase de C. En general, this tiene el mismo tipo que el
objeto al cual referencia [9, 4].
La referencia super.m refiere esta´ticamente al me´todo m en el supertipo inmediato
del objeto. Se evalu´a al me´todo m’ en el supertipo que es igual a m o sobreescribe
m (expl´ıcitamente con override) [9, 4]. Es decir que la expresio´n super.m sirve para
acceder a un me´todo de la superclase que fue sobreescrito, ejecutando el co´digo
original en vez del co´digo con el cual se sobreescribio´ el me´todo.
Veamos un ejemplo para aclarar un poco las cosas:
class Base {
def rec(lista : List[Int]) : Unit = {
println(”∗∗∗∗∗Entro a Base.rec()”);
lista match {
case Nil =>
case x::xs => {
println(”∗∗∗∗∗Base.rec() − elemento: ” + x)
println(”∗∗∗∗∗Hago el llamado recursivo desde Base”)
println(”∗∗∗∗∗Tipo de this en Base: ”+this.getClass().getName())
rec(xs)}
}
}
}
class Extended extends Base{
override def rec(lista : List[Int]) : Unit = {
println(”Entro a Extended.rec()”)
lista match {
case Nil =>
case x::xs => {
println(”Extended.rec() − elemento: ” + x)
println(”Hago el llamado recursivo desde Extended”)
super.rec(xs)}
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}
}
}
object Main {
def main(args: Array[String]) : Unit = {
val objeto : Base = new Extended()
println(”El tipo del objeto es: ”+objeto.getClass().getName())
println(”LLAMO A EXTENDED.REC() DESDE MAIN: ”)
objeto.rec(List(1,2,3,4))
}
}
En el co´digo anterior declaramos una clase llamada Base con un u´nico me´todo rec()
definido recursivamente, que toma una lista de enteros y va extrayendo y mostrando
por pantalla cada elemento de la lista, adema´s mostramos el tipo de la referencia
this en tiempo de ejecucio´n usando reflection. Luego declaramos otra clase Extended
que hereda de Base y sobreescribe el me´todo rec(), que hace un llamado recursivo,
pero al me´todo rec() de la clase Base con super.rec(). En el me´todo main declaramos
un objeto, mostramos su tipo en tiempo de ejecucio´n y llamamos a rec().
La salida de la ejecucio´n es la siguiente:
El tipo del objeto es: Extended
LLAMO A EXTENDED.REC() DESDE MAIN:
Entro a Extended.rec()
Extended.rec() - elemento: 1
Hago el llamado recursivo desde Extended
*****Entro a Base.rec()
*****Base.rec() - elemento: 2
*****Hago el llamado recursivo desde Base
*****Tipo de this en Base: Extended
Entro a Extended.rec()
Extended.rec() - elemento: 3
Hago el llamado recursivo desde Extended
*****Entro a Base.rec()
*****Base.rec() - elemento: 4
*****Hago el llamado recursivo desde Base
*****Tipo de this en Base: Extended
Entro a Extended.rec()
En la salida del programa se puede ver que la referencia this de la clase Base tie-
ne el mismo tipo que el objeto que hace la llamada, en este caso Extended. Entonces
en el llamado recursivo de Base.rec(), expresado como this.rec(), en realidad se llama
al me´todo Extended.rec() ya que this es de tipo Extended.
Si volvemos a extender el tipo algebraico, el esquema es el mismo:
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abstract class ExtendedTerm2 extends ExtendedTerm1
case class Diff(left: Term, right: Term) extends ExtendedTerm2
trait Simplificacion{
def simplificar(t:Term): Term = t match{
case Mul(l, r) => (l,r) match {
case (Num(0), ) => Num(0)
case (Num(1), ) => r
case ( , Num(0)) => Num(0)
case ( , Num(1)) => l
case => Mul(simplificar(l), simplificar(r))
}
case Plus(l,r) => Plus(simplificar(l), simplificar(r))
case Diff(l,r) => Diff(simplificar(l), simplificar(r))
case Num(n) => Num(n)
}
}
class opExtended2 extends opExtended1 with Simplificacion {
override def eval(t: Term): Int = t match {
case Diff(l,r) => eval(l) − eval(r)
case default => super.eval(default)
}
override def termtoString(t: Term): String = t match {
case Diff(l,r) => ”(”+termtoString(l)+”−”+termtoString(r)+”)”
case default => super.termtoString(default)
}
}
Como la extensio´n es lineal, opExtended2 se hereda de opExtended1. En este caso la lla-
mada super.eval(default) de opExtended2 llama al me´todo de la superclase opExtended1,
que a su vez puede llamar a me´todos de la clase opBase con otra llamada a super.
Las llamadas a me´todos de la clase base con super sigue el esquema de herencia de
las clases, ver figura 3.1. El esquema de herencia mostrado es simple y lineal por el
tipo de extensio´n que se hizo.
En esta extensio´n tambie´n agregamos una nueva operacio´n sobre el tipo: simplificar,
pero esta vez la agregamos utilizando un trait con una caracter´ıstica de Scala llamada
mixin composition [11]. Un trait puede ser mezclado con muchas clases y una clase
puede mezclarse con muchos traits, inclusive puede mezclarse un trait con un objeto
concreto, adema´s un trait puede tener implementaciones concretas de me´todos, como
en el caso de Simplificacion que ya tiene el me´todo definido. Entonces para agregar
operaciones sobre nuestro tipo, podemos agregar me´todos cuando extendemos la cla-
se de las operaciones o podemos declarar un nuevo trait con todas las operaciones
que queremos agregar y lo mezclamos con la clase donde se definen las operaciones,
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en este caso opExtended2.
Inclusive podemos mezclar un trait con un objeto concreto en su declaracio´n, por
ejemplo si no mezclamos Simplificacion con la clase opExtended2 lo podemos mezclar
con una instancia concreta de la clase, como se muestra a continuacio´n:
val term1 = Plus(Num(2), Num(3))
val term2 = Plus(Diff(Num(3), Num(2)), Mul(Plus(Num(1), Num(0)), Num(1)))
trait Simplificacion{
def simplificar(t:Term): Term = t match{
case Mul(l, r) => (l,r) match {
case (Num(0), ) => Num(0)
case (Num(1), ) => r
case ( , Num(0)) => Num(0)
case ( , Num(1)) => l
case => Mul(simplificar(l), simplificar(r))
}
case Plus(l,r) => Plus(simplificar(l), simplificar(r))
case Diff(l,r) => Diff(simplificar(l), simplificar(r))
case Num(n) => Num(n)
}
}
val op = new opExtended2 with Simplificacion
op.termtoString(term2)
op.simplificar(term2)
El objeto op va a tener todos los me´todos definidos en opExtended2 ma´s todos los
definidos en el trait Simplificacion. El problema es que con esta declaracio´n perdemos
la capacidad de extender la funcio´n simplificar.
Al estar codificando en un estilo funcional, donde las operaciones sobre el tipo esta´n
separadas, podemos tambie´n definir nuevas funciones en una nueva clase indepen-
diente de las anteriores, de esta manera tendremos dos clases distintas donde se
definen todas las funciones sobre el tipo:
class SimplificacionSum {
def simplificarSuma(t:Term): Term = t match {
case Plus(l,r) => (l,r) match {
case (Num(0), ) => r
case ( , Num(0)) => l
case => Plus(simplificarSuma(l), simplificarSuma(r))
}
case Mul(l,r) => Mul(simplificarSuma(l), simplificarSuma(r))
case Diff(l,r) => Diff(simplificarSuma(l), simplificarSuma(r))
case Num(n) => Num(n)
}
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}val newop = new SimplificacionSum
3.3.2. Extensiones Independientes
El problema con las extensiones independientes es que las llamadas a super ahora
no siguen la estructura de herencia, y eso hace que pueda haber casos sin tratar en
el pattern matching. En estas extensiones, nos van a quedar dos clases opExtended1
y opExtended2 que heredan de opBase, pero independientes entre si, entonces las lla-
madas a super de cualquiera de ellas van a llamar a me´todos de la clase opBase. Por
ejemplo, si llamamos a opExtended2.eval() y nos encontramos con el caso de Mul(l,r),
como ese caso no esta´ especificado en el pattern matching de esta operacio´n, va a
caer en el caso por default y se va a hacer la llamada super.eval(default), esa llamada
va a ser manejada por la operacio´n opBase.eval(), que tampoco especifica un caso del
pattern matching para el constructor Mul. Entonces todo el pattern matching va a
fallar y la operacio´n completa fallara´.
Una forma de solucionar esto utilizando herencia, es hacer, al igual que en las exten-
siones lineales, que opExtended2 herede de opExtended1, pero como las extensiones son
independientes, cuando se define opExtended2 puede no haber conocimiento au´n de
la extensio´n opExtended1, ma´s au´n, opExtended1 puede no existir. Solucionaremos este
problema recurriendo a otra caracter´ıstica de los traits de Scala, vamos a utilizar
modular mixin composition para lograr modificaciones apiladas [11, 13]. El co´digo
que lo implementa queda:
abstract class Term
case class Num(value: Int) extends Term
case class Plus(left: Term, right: Term) extends Term
abstract class Operaciones{
def eval(t: Term): Int
def termtoString(t: Term): String
}
class opBase extends Operaciones{
def eval(t:Term): Int = t match {
case Num(v) => v
case Plus(l,r) => eval(l) + eval(r)
}
def termtoString(t: Term):String= t match {
case Num(v) => v.toString
case Plus(l,r) => ”(”+termtoString(l)+”+”+termtoString(r)+”)”
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}
}
En esta nueva implementacio´n, Operaciones es una clase abstracta que define la in-
terfaz de las operaciones sobre el tipo y la clase concreta opBase extiende de ella e
implementa las operaciones. Hacemos la primer extensio´n:
abstract class ExtendedTerm1 extends Term
case class Mul(left: Term, right: Term) extends ExtendedTerm1
trait opExtended1 extends Operaciones {
abstract override def eval(t: Term): Int = t match{
case Mul(l,r) => eval(l) ∗ eval(r)
case default => super.eval(default)
}
abstract override def termtoString(t: Term): String = t match{
case Mul(l,r) => ”(”+termtoString(l)+”∗”+termtoString(r)+”)”
case default => super.termtoString(default)
}
}
Ahora las operaciones sobre la extensio´n esta´n declaradas como un trait, opExtended1,
que hereda de Operaciones y no como una clase. Esto va a hacer posible que se pue-
dan mezclar los traits para que las llamadas a super se encadenen correctamente y
manejen todos los casos del tipo. El trait opExtended1 tiene una sutileza en su imple-
mentacio´n. En los me´todos eval() y termtoString() hay una llamada a super, pero esa
llamada hace referencia a un me´todo abstracto de la clase Operaciones. Ese llamado
ser´ıa ilegal para clases normales, pero esta´ permitido en un trait, siempre y cuando
ese trait se mezcle con una clase u otro trait que implemente esos me´todos abstrac-
tos, ya que una llamada a super en un trait se resuelve dina´micamente.
Hagamos otra extensio´n independiente al tipo:
abstract class ExtendedTerm2 extends Term
case class Diff(left: Term, right: Term) extends ExtendedTerm2
trait opExtended2 extends Operaciones {
abstract override def eval(t: Term): Int = t match {
case Diff(l,r) => eval(l) − eval(r)
case default => super.eval(default)
}
abstract override def termtoString(t: Term): String = t match {
case Diff(l,r) => ”(”+termtoString(l)+”−”+termtoString(r)+”)”
case default => super.termtoString(default)
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}
}
En este caso ExtendedTerm2 hereda de Term y no de ExtendedTerm1. Nuevamente
opExtended2 es un trait que hereda de Operaciones.
Ahora falta mezclar los trait de las dos extensiones de manera que las llamadas a
super se encadenen correctamente para que manejen los casos de todas las extensio-
nes. Esto se logra mezclando los traits como se muestra en la declaracio´n de op:
val term2 = Plus(Diff(Num(3), Num(2)), Mul(Plus(Num(1), Num(0)), Num(1)))
trait Simplificacion{
def simplificar(t:Term): Term = t match{
case Mul(l, r) => (l,r) match {
case (Num(0), ) => Num(0)
case (Num(1), ) => r
case ( , Num(0)) => Num(0)
case ( , Num(1)) => l
case => Mul(simplificar(l), simplificar(r))
}
case Plus(l,r) => Plus(simplificar(l), simplificar(r))
case Diff(l,r) => Diff(simplificar(l), simplificar(r))
case Num(n) => Num(n)
}
}
val op = new opBase with opExtended1 with opExtended2 with Simplificacion
El orden en que se mezcla la clase opBase con los traits es importante. Cuando se
llama a un me´todo de una clase mezclada con traits, el me´todo en el trait ma´s a
la derecha es el que se llama primero. Si ese me´todo hace una llamada a super, se
invoca al me´todo del siguiente trait hacia la izquierda. Estas reglas esta´n dadas por
la linearizacio´n de clases [13, 11]. En el caso anterior, la llamada super en opExtended2
va a llamar a me´todos de opExtended1 y la llamada super de opExtended1 va a llamar
a opBase.
En este cap´ıtulo se mostraron los tipos de datos algebraicos extensibles y dos formas
de extender las operaciones para que soporten los nuevos casos del tipo. De esta
manera, si tenemos un mo´dulo con un tipo algebraico y funciones sobre ese tipo, y
queremos agregar funcionalidades al mismo, extendiendo el tipo de datos, podemos
programar otro mo´dulo que extienda el tipo de datos original y todas las operaciones
sobre e´l, definiendo nuevas funciones que reutilizan a las originales. En el cap´ıtulo
siguiente vamos a mostrar una forma de codificar las operaciones para que podamos
utilizar las mismas funciones para operar sobre las extensiones del tipo original.
Cabe destacar que la implementacio´n de tipos algebraicos extensibles con defaults
presentada en este cap´ıtulo permite realizar extensiones independientes del tipo de
dato y luego combinarlas para utilizarlas juntas, esto no era posible en la propuesta
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original hecha por Zenger y Odersky en [19].
3.4. Limitaciones
Una de las limitaciones del la solucio´n propuesta en este cap´ıtulo es que requiere
que se extiendan demasiadas funciones al agregar un nuevo caso al tipo. En parti-
cular, cualquier funcio´n que en su interior haga un llamado a otra funcio´n definida
para el tipo original debe ser redefinida, declarando una nueva funcio´n. Por ejemplo
la funcio´n evalSimpl(), para el tipo original, que primero simplifica todas las sumas
de la expresio´n y luego la evalu´a pude ser declarada como la composicio´n de otras
dos funciones:
class Simpl {
def simplificarSuma(t:Term): Term = t match {
case Plus(l,r) => (l,r) match {
case (Num(0), ) => r
case ( , Num(0)) => l
case => Plus(simplificarSuma(l), simplificarSuma(r))
}
case Num(n) => Num(n)
}
}
val op = new opBase
val simplOp = new Simpl
def evalSimpl = op.eval compose newop.simplificarSuma
La funcio´n evalSimpl() no esta´ definida utilizando pattern matching, pero al extender el
tipo de datos agregando nuevos casos y definiendo las funciones extendidas para que
manejen esos casos, necesariamente debemos declarar una nueva funcio´n evalSimpl()
que sea la composicio´n de las funciones extendidas y no de las originales.
Otra limitacio´n de la solucio´n es que al utilizar herencia de clases para agregar
nuevos casos, sacrificamos precisio´n en los tipos. Para una funcio´n que acepta como
para´metro un tipo Term, no se puede verificar en tiempo de compilacio´n que el pattern
matching sea exhaustivo, as´ı es posible pasar como para´metro un caso para el cua´l
la funcio´n no esta´ definida, produciendo un error en tiempo de ejecucio´n.
3.5. ¿Funciones o Me´todos?
Hasta aqu´ı venimos utilizando las palabras “funcio´n” y “me´todo” como sino´ni-
mos. Aquel que provenga de la programacio´n orientada a objetos dira´ que los me´todos
so´lo pueden definirse dentro de una clase. Las personas que provienen de la progra-
macio´n funcional objetara´n que las funciones deben ser first class values. Vamos a
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formalizar un poco las ideas. Scala es un lenguaje funcional y orientado a objetos
por lo tanto provee ambas construcciones, cada una con su respectiva sema´ntica. Al
ser un lenguaje funcional, Scala provee funciones como valores de primera clase, es
decir, las funciones pueden ser tratadas como un valor mas del lenguaje, en particu-
lar, pueden pasarse como para´metros a otras funciones y pueden ser devueltas como
valores de retorno de otras funciones. Para esto el lenguaje implementa las mismas
como objetos con una determinada interfaz. Un function type en Scala es de la forma
(T1,. . . ,Tn) => U y representa el conjunto de funciones que toman argumentos con
tipos T1,. . . ,Tn y devuelven un valor de tipo U [9]. Estos tipos funcionales son una
abreviatura para tipos de clases que implementan una determinada interfaz, espec´ıfi-
camente la funcio´n N-aria (T1,...,Tn) => U es una abreviatura para el tipo de clase
que implementa el trait :
trait FunctionN [−T1 , . . . , −Tn , +R ] {
def apply(x 1 : T1 , . . . , x n : Tn ): R
override def toString = ”<function>”
}
Donde N es el nu´mero de argumentos que toma la funcio´n (Function1, Function2,
etc). Entonces, en Scala, una funcio´n es una instancia de una clase particular que
implementa un me´todo apply, es decir, es un objeto.
Por otro lado, un method type se denota (Ps)U, donde (Ps) es una secuencia de
nombres de para´metros y sus respectivos tipos (p1: T1, . . . , pn: Tn), para algu´n
n ≥ 0 y U es el tipo de valor de retorno del me´todo. Este tipo representa un me´todo
que toma para´metros p1, . . . , pn con tipos T1, . . . ,Tn y devuelve un resultado de
tipo U. Los method type no existen como valores, es decir, un valor no puede tener
ese tipo [9]. Veamos algunos ejemplos para aclarar lo anterior:
def sucm(n:Int) = n+1
sucm: (n: Int)Int
Scala tipa sucm como un me´todo, ahora definimos la funcio´n ano´nima equivalen-
te al me´todo y la asignamos a un valor:
val sucf = (n:Int) => n+1
sucf: Int => Int = <function1>
Llamamos al me´todo y a la funcio´n con el argumento 3 y obtenemos los mismos
resultados:
sucm(3)
res0: Int = 4
sucf(3)
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res1: Int = 4
Definimos otra funcio´n, pero esta vez como un objeto, heredando expl´ıcitamente
del trait Function1[Int,Int]
object suco extends Function1[Int,Int]{
def apply(n:Int) = n+1
}
suco.type = <function1>
suco(3)
res2: Int = 4
En Scala las expresiones Function1[Int,Int] y Int => Int son sinta´cticamente equiva-
lentes, el objeto suco lo podr´ıamos haber definido:
object suco extends (Int => Int){
def apply(n:Int) = n+1
}
Ya vimos que las funciones pueden asignarse a valores como lo hicimos con sucf,
tambie´n pueden pasarse como argumentos a otras funciones o a me´todos:
val g = (f: Int => Int, n: Int) => f(n)
g: (Int => Int, Int) => Int = <function2>
g(sucf, 3)
res3: Int = 4
def mg(f: Int => Int, n :Int) = f(n)
mg: (f: Int => Int, n: Int)Int
mg(sucf,3)
res4: Int = 4
Los method type no existen como valor, por lo tanto no pueden pasarse como para´me-
tros a una funcio´n o me´todo ni pueden asignarse a un valor. Pero Scala permite
ese comportamiento empleando una Eta-expansion. Esta expansio´n transforma una
expresio´n con method type a una expresio´n equivalente con function type [9]. La ex-
pansio´n-Eta la aplica el compilador automa´ticamente cuando lo que se espera es una
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funcio´n y en su lugar se encuentra un me´todo, siempre y cuando los tipos coincidan,
por ejemplo, para asignar un me´todo a un valor, tenemos que agregar al nombre del
me´todo el cara´cter “ ” y Scala aplicara´ la expansio´n-Eta, tipando el valor como una
funcio´n:
val m = sucm
m: Int => Int = <function1>
Y si pasamos un me´todo a una funcio´n (o me´todo) que espera como para´metro una
funcio´n, Scala transformara´ el me´todo pasado en una funcio´n equivalente, siempre y
cuando los tipos coincidan:
g(sucm,3)
res5: Int = 4
Se puede pensar que dado el me´todo m, la funcio´n ano´nima equivalente obtenida
luego de la expansio´n-Eta es x => m(x), donde los tipos de los para´metros son los
mismo que los tipos de los para´metros del me´todo. As´ı en Scala podemos usar me´to-
dos y funciones en forma intercambiable, ya que si definimos un me´todo y queremos
que se comporte como una funcio´n, se aplicara´ una expansio´n-Eta.
Al implementar las funciones como objetos, en Scala podemos definir funciones ex-
tensibles directamente, sin definirlas primero como me´todos, para ello definimos una
clase que represente la funcio´n y la extendemos del trait FunctionN correspondiente,
por ejemplo:
abstract class Term
case class Num(value: Int) extends Term
case class Plus(left: Term, right: Term) extends Term
class evalFun extends Function1[Term, Int] {
def apply(t: Term): Int = t match {
case Num(v) => v
case Plus(l,r) => apply(l) + apply(r)
}
}
val eval = new evalFun
println(eval(Plus(Num(2), Num(3))))
case class Mul(left: Term, right: Term) extends Term
class evalFunExtended extends evalFun {
override def apply(t: Term): Int = t match {
case Mul(l,r) => apply(l) ∗ apply(r)
case default => super.apply(t)
}
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}
val term2 = Plus(Plus(Num(3), Num(2)), Mul(Plus(Num(1), Num(0)), Num(2)))
val evalExt = new evalFunExtended
println(evalExt(term2))
val h = (g: Term => Int) => (t: Term) => g(t)
println(h(evalExt)(term2))
La salida del script anterior en el inte´rprete de Scala es:
5
7
7
eval y evalExt son funciones que pueden ser pasadas como para´metros a otras funcio-
nes como h (que esta´ currificada).
Algunos ejemplos ma´s de definicio´n de funciones como clases:
class fobj extends Function2[Term=>Int,Term,Int] {
def apply(f:Term=>Int, t:Term):Int = f(t)
}
class fopar extends Function1[Term=>Int,Term=>Int] {
def apply(f:Term=>Int):Term=>Int = (x:Term) => f(x)
}
O equivalentemente:
class fobj2 extends ((Term=>Int, Term) => Int){
def apply(f:Term=>Int, t:Term):Int = f(t)
}
class fopar2 extends ((Term=>Int) => (Term=>Int)) {
def apply(f:Term=>Int):Term=>Int = (x:Term) => f(x)
}
Al definir funciones como clases que implementan el trait FunctionN, agregamos una
sobrecarga al co´digo, y es una manera de definir funciones que se aleja del estilo de
los lenguajes funcionales cla´sicos, pero ganamos en extensibilidad de las mismas.
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Cap´ıtulo 4
Tipos de Datos Abiertos y
Funciones Abiertas
En el cap´ıtulo anterior se describio´ como puede extenderse un tipo de datos
algebraico y las funciones definidas sobre e´l. Para ello es necesario definir nuevas
funciones que manejan los nuevos casos del tipo, las mismas reutilizan el co´digo que
maneja los casos originales. Si tenemos un programa y queremos ampliar su compor-
tamiento, podemos extender el tipo de datos algebraico y definir nuevas funciones
sobre el tipo, so´lo codificando el comportamiento para los nuevos casos. Con este en-
foque es necesario definir nuevas funciones para cada una de las funciones originales
del programa.
En este cap´ıtulo vamos a mostrar una manera de organizar el co´digo y de definir
funciones para que sea posible adaptarlas a las extensiones del tipo, y as´ı no tener
que redefinir todas las funciones originales. De esta manera sera´ posible reutilizar las
mismas funciones para manejar las nuevas extensiones del tipo de datos, “an˜adiendo”
el co´digo necesario para los nuevos casos del tipo.
4.1. Tipos de Datos Abiertos y Funciones Abiertas en
Haskell
Los tipos de datos abiertos y las funciones abiertas fueron propuestos por Lo¨h y
Hinze como una extensio´n ligera de Haskell para resolver el expression problem [7].
Los constructores de un tipo de datos abierto y las ecuaciones de una funcio´n abierta
pueden aparecer dispersas en el co´digo y en distintos mo´dulos, es decir, se pueden
ir declarando constructores del tipo de datos a medida que se vayan necesitando en
el programa y por cada nuevo caso que se declara, se puede agregar una ecuacio´n
a la funcio´n sobre el tipo para manejar ese nuevo caso. La sema´ntica pretendida es
simple: el programa deber´ıa comportarse como si el tipo de datos y las funciones
fuesen cerradas, definidas en un u´nico lugar.
La siguiente declaracio´n introduce un tipo de datos abierto:
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open data Expr::∗
La bandera open indica que lo que se esta´ declarando es un tipo de datos abierto,
en lugar de un tipo ordinario, por eso la declaracio´n no lista los constructores. Los
constructores de un tipo de datos abierto son entidades separadas que pueden ser
declarados dando su signatura de tipos en cualquier parte del programa, por ejemplo
la declaracio´n:
Num::Int −> Expr
Introduce un nuevo constructor para el tipo Expr. Las funciones abiertas son decla-
radas utilizando tambie´n la bandera open:
open eval::Expr −> Int
Y las ecuaciones que definen la funcio´n abierta pueden ser introducidas en cualquier
punto del programa donde el nombre de la funcio´n este´ en el scope:
eval(Num n) = n
Los tipo de datos abiertos y las funciones abiertas soportan extensiones en ambas
dimensiones [7]. Una nueva funcio´n sobre el tipo puede ser introducida como se hace
usualmente en Haskell, pero declarada como open:
open termtoString::Expr −> String
termtoString (Num n) = show n
Es tambie´n sencillo agregar un nuevo constructor para el tipo Expr, todo lo que
debemos hacer es dar su signatura de tipo:
Plus::Expr −> Expr −> Expr
Cada vez que introducimos un nuevo constructor, debemos adaptar las funciones
sobre el tipo Expr definidas hasta el momento para que manejen el nuevo caso, ya
que si no lo hacemos y llamamos a alguna de ellas sobre una expresio´n construida
con Plus, tendremos un error de pattern matching:
eval(Plus l r) = eval l + eval r
termtoString(Plus l r) = ”(”++termtoString l ++ ”)”
++ termToString r ++ ”)”
La implementacio´n de los tipos de datos abiertos y las funciones abiertas propuesta
en [7] es simple: se transforma un programa que utiliza estas nuevas construcciones
en otro programa que no las utiliza. Todos los constructores de un tipo de dato abier-
to son recolectados y aparecen como constructores en una definicio´n de un tipo de
dato cerrado ordinario de Haskell. Similarmente se agrupan todas las ecuaciones que
pertenecen a una funcio´n abierta, convirtie´ndola en una definicio´n de funcio´n cerra-
da. Esta implementacio´n de las extensiones abiertas no tiene ninguna consecuencia
para el sistema de tipos de Haskell ni para la sema´ntica de otras construcciones del
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lenguaje.
La forma en la que se recolectan y agrupan las declaraciones separadas requiere de
un ana´lisis. El orden de los constructores del tipo de datos es irrelevante, sin embargo
el orden en el que las ecuaciones aparecen en una funcio´n es importante, ya que Has-
kell utiliza first-fit pattern matching, es decir, las ecuaciones son recorridas de arriba
hacia abajo, la primer ecuacio´n que machea es seleccionada. Esto puede provocar
complicaciones al recolectar las ecuaciones que definen una funcio´n abierta, ya que
un pattern gene´rico definido por encima de otros mas espec´ıficos hara´ que nunca se
llegue a los patrones mas espec´ıficos. Por estos motivos los autores proponen que en
vez de utilizar first-fit pattern matching, utilizar un esquema best-fit, donde el patro´n
mas espec´ıfico es seleccionado por sobre un patro´n mas general.
Hasta ahora no hay ningu´n compilador de Haskell que soporte la extensio´n propuesta.
4.2. Implementacio´n en Scala con Herencia y Casos por
Default
En esta seccio´n vamos a ver como podemos modelar las ideas de tipos de datos y
funciones abiertas en Scala utilizando herencia de clases. Vamos a ver como podemos
simular la sema´ntica de dichas construcciones con las caracter´ısticas que ofrece Scala
y los conceptos vistos en el cap´ıtulo 3, sin la necesidad de modificar el compilador y
sin utilizar best-fit pattern matching.
En Scala un tipo de dato algebraico puede ser extendido agregando nuevos casos
fa´cilmente utilizando herencia de clases. Esa extensio´n puede efectuarse en cualquier
punto del programa mientras que la clase base del tipo algebraico sea visible. Por lo
tanto el modelado de tipos de datos abiertos es directo.
Las funciones abiertas son ma´s complicadas de modelar, ya que la sema´ntica indica
que debe ser posible agregar nuevas ecuaciones a la funcio´n, no so´lo redefinir la
funcio´n. En el cap´ıtulo 3 defin´ıamos una nueva funcio´n para manejar los nuevos
casos que reutilizaba a la funcio´n previamente definida para los casos antiguos. Este
no es el comportamiento que estamos buscando, ya que si definimos una funcio´n f
que en su cuerpo hace un llamado a otra funcio´n g definida sobre el tipo de datos
algebraico, luego extendemos el tipo de datos pero no agregamos ecuaciones a g, sino
que definimos una nueva funcio´n g’ que se comporte como g pero pueda procesar
tambie´n los nuevos casos, la funcio´n f va a quedar definida con g, que no procesa
los nuevos casos y la u´nica forma de extender a f es redefinie´ndola para que utilice
g’ en vez de g. Entonces lo que tenemos que hacer es buscar una forma de simular
el agregado de ecuaciones para manejar los nuevos casos. Veamos como podemos
simular dicha caracter´ıstica, tenemos como antes el tipo de datos original:
abstract class Term
case class Num(value: Int) extends Term
case class Plus(left: Term, right: Term) extends Term
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Ahora vamos a definir una clase con un solo me´todo llamado apply() que represen-
tara´ las ecuaciones de la funcio´n sobre los casos del tipo algebraico definidos hasta
el momento, es decir las ecuaciones de la funcio´n se encapsulara´n en una clase:
class operacion {
def apply(t:Term): Int = t match {
case Num(v) => v
case Plus(l,r) => apply(l) + apply(r)
}
}
Scala trata de una manera especial a los objetos de una clase que posee un me´todo
llamado apply(). Si un objeto posee un me´todo apply() , se puede invocar ese me´todo
sin hacer una referencia expl´ıcita al mismo, sino que basta con poner la lista de
para´metros justo despue´s del nombre objeto:
val op = new operacion
op(Num(5))
El compilador de Scala automa´ticamente transforma el llamado anterior en:
op.apply(Num(5))
Entonces podemos utilizar objetos de la clase operacion como si fuesen una funcio´n.
En este punto cabe hacer una aclaracio´n, los objetos definidos con un me´todo apply()
se comportan como si fuesen una funcio´n, pero esto es so´lo en la forma de llamar
al me´todo, ya que no son una funcio´n, por ejemplo si definimos una funcio´n de alto
orden, que recibe como para´metro otra funcio´n y le pasamos una instancia de la
clase operacion:
def h(f: Term => Int) : Int= f(Num(5))
println(h(op))
Obtenemos el siguiente error:
error: type mismatch;
found : this.operacion
required: this.Term => Int
println(h(op))
one error found
El compilador se queja porque la funcio´n h espera como para´metro una funcio´n
de tipo Term => Int y en cambio recibio´ un objeto de tipo operacion. Entonces una
instancia de operacion se comporta como una funcio´n, pero sigue siendo una instan-
cia comu´n de una clase, el comportamiento especial se lo da el azu´car sinta´ctico de
Scala. Si queremos pasar el me´todo de la clase operacion a la funcio´n h, que espera
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una funcio´n, tenemos que nombrar expl´ıcitamente al me´todo, para que el compilador
aplique una expansio´n-Eta:
println(h(op.apply))
Para solucionar el inconveniente antes mencionado, podemos hacer que operacion sea
una funcio´n, declarando la clase operacion para que implemente el trait Function1[A,B],
pero para la implementacio´n de las funciones abiertas aqu´ı presentada, bastara´ con
la primer definicio´n de la clase operacion, ma´s adelante veremos por que´.
Ahora creamos un objeto concreto de la clase operacion, pero lo declaramos con la
palabra implicit y tambie´n definimos una funcio´n eval() para el tipo de datos Term:
implicit val op = new operacion
def eval(t:Term)(implicit op: operacion): Int = op(t)
La funcio´n eval() sera´ nuestra representacio´n de la funcio´n abierta. Toma un
para´metro de tipo Term y adema´s toma otro para´metro impl´ıcito de tipo operacion.
Un me´todo con un para´metro impl´ıcito puede ser aplicado a argumentos como un
me´todo normal. En el caso en que el para´metro marcado como impl´ıcito del me´todo
falte, es decir, no sea pasado, tal argumento sera´ pasado automa´ticamente por el
compilador [11]. Las reglas formales que utiliza el compilador para seleccionar un
argumento para ser pasado como para´metro impl´ıcito a una funcio´n son complejas
y pueden ser consultadas en [11], para este trabajo bastara´ saber que un argumento
elegible para ser pasado como para´metro impl´ıcito puede ser cualquier identificador
declarado como implicit visible en el scope actual de invocacio´n, ya sea por declara-
cio´n expl´ıcita, importacio´n, herencia o a trave´s de un objeto package. Si hay varios
argumentos elegibles que concuerdan con el tipo del para´metro impl´ıcito, el mas
espec´ıfico de ellos sera´ elegido usando las reglas para la resolucio´n del static over-
loading. En este caso siempre se elegira´ la clase derivada, es decir si A es un objeto
declarado como impl´ıcito y B es otro objeto declarado como impl´ıcito cuya clase es
una clase derivada de la clase de A, B es elegido por sobre A.
La funcio´n eval() es la que utilizaremos para representar nuestra funcio´n abierta sobre
el tipo abierto Term, esta funcio´n hace una llamada al objeto operacion declarado como
impl´ıcito. Ahora vamos a extender el tipo de datos y a agregar una nueva ecuacio´n
a la funcio´n para que pueda procesar esa extensio´n. La extensio´n del tipo se hace
con herencia de clases como antes, para agregar una nueva ecuacio´n, sin modificar
la declaracio´n de la funcio´n eval() lo que hacemos es declarar una nueva clase que
extiende de operacion y en su me´todo apply() definimos la ecuacio´n que manejara´ el
nuevo caso del tipo, y agregaremos un caso por default como hicimos con los tipos
de datos algebraicos extensibles del cap´ıtulo 3, en ese caso por default se llamara´ al
me´todo apply() de la clase base, para que maneje el resto de los casos, as´ı reutilizamos
el co´digo ya escrito para los otros casos. De esta manera so´lo tenemos que agregar
co´digo para el caso que acabamos de extender. Luego creamos una instancia de la
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nueva clase derivada y lo declaramos como implicit, entonces al utilizar la funcio´n
eval() el compilador pasara´ como para´metro impl´ıcito el nuevo objeto, por las reglas
de desempate mencionadas anteriormente. De esta forma so´lo tenemos que agregar
una nueva ecuacio´n, encapsulada en un objeto, pero no es necesario modificar la
funcio´n eval() para que maneje el nuevo caso introducido. El co´digo quedar´ıa:
case class Mul(left: Term, right: Term) extends Term
class operacionExtended extends operacion {
override def apply(t: Term): Int = t match {
case Mul(l,r) => apply(l) ∗ apply(r)
case default => super.apply(default)
}
}
implicit val op2 = new operacionExtended
Ahora si llamamos a la funcio´n eval() con una expresio´n que utiliza el construc-
tor Mul, podra´ procesarlo ya que el para´metro impl´ıcito que se le pasa es op2 que
tiene la ecuacio´n necesaria para hacerlo, adema´s como el caso por default llama al
me´todo apply() de la clase base, tambie´n puede procesar los constructores originales
del tipo. El esquema de extensio´n mostrado soporta todas las extensiones que sean
necesarias del tipo. Por cada extensio´n se debe crear una clase nueva, que defina un
me´todo apply() con la ecuacio´n necesaria para manejar el nuevo caso, por ejemplo
podemos volver a extender el tipo, agregando el caso Diff y an˜adimos una ecuacio´n
para manejar ese caso:
case class Diff(left: Term, right: Term) extends Term
class operacionExtended2 extends operacionExtended {
override def apply(t: Term): Int = t match {
case Diff(l,r) => apply(l) − apply(r)
case default => super.apply(default)
}
}
implicit val op3 = new operacionExtended2
De esta forma, podemos utilizar la misma funcio´n eval() para todas las extensiones
del tipo, no necesitamos redefinir la funcio´n para cada extensio´n que hagamos, como
lo hac´ıamos en el cap´ıtulo 3.
Una observacio´n importante es que, aunque eval() este´ definida con un para´metro
impl´ıcito, podemos utilizarla como una funcio´n que so´lo espera un para´metro de
tipo (t: Term) y devuelve un Int, es decir, podemos utilizarla como si su tipo funcional
fuera Term => Int, para ver esto recurrimos a un ejemplo:
val function = (f: Term => Int) => (t: Term) => f(t)
37
Definimos una funcio´n function que toma como para´metro otra funcio´n f con tipo
Term => Int y devuelve una funcio´n que toma como para´metro una expresio´n t de
tipo Term y devuelve f(t) que es de tipo Int. Scala tipa la funcio´n function como
(Term => Int) => (Term => Int) = <function1>. La pregunta es ¿Podemos pasarle co-
mo para´metro nuestra funcio´n eval()? La respuesta es si. El compilador de Scala
primero fija los para´metros impl´ıcitos en tiempo de compilacio´n y luego aplica la
expansio´n-Eta [9]. Para verlo definimos una funcio´n g como una aplicacio´n parcial
de function, parametriza´ndola con eval:
val g = function(eval)
Scala tipa la funcio´n g como Term => Int = <function1>. En caso que no haya un
valor impl´ıcito para pasar como para´metro a eval tendremos un error de compilacio´n.
Podemos utilizar la funcio´n abierta eval() como una funcio´n comu´n y corriente en
Scala.
Antes de concluir esta seccio´n tenemos que hacer una aclaracio´n con respecto al
co´digo. Debido a un extran˜o comportamiento del inte´rprete de Scala, al ejecutar el
co´digo tal cual lo hemos presentado, obtenemos un NullPointerException debido a
que los valores impl´ıcitos no llegan a inicializarse. Esto ocurre so´lo en el inte´rprete,
si compilamos y ejecutamos el programa no obtenemos ningu´n error. Este es un
comportamiento poco normal, donde el inte´rprete del lenguaje y el compilador se
comportan de manera distinta. Para evitar ese error al correr el co´digo en el inte´rprete
tenemos que declarar los valores impl´ıcitos como lazy, para que se evalu´en cuando se
utilizan por primera vez: implicit lazy val op = new operacion. 1
4.3. Extensiones Independientes
Con los tipos de datos abiertos y las funciones abiertas podemos ir extendiendo
el tipo de datos a medida que vayamos necesitando nuevos casos, y podemos agregar
ecuaciones a una funcio´n para que maneje esos casos. De esta manera podemos
utilizar la misma funcio´n para tratar todos los casos. Este es un esquema de extensio´n
lineal. Si dos programadores agregan sus propios casos al tipo y las correspondientes
ecuaciones a la funcio´n en forma independiente uno del otro, ¿Es posible combinar
todos los casos y todas las ecuaciones? ¿Que´ pasa con las extensiones independientes?
Con los tipos de datos abiertos en Scala es posible tambie´n combinar extensiones
independientes, modificando un poco la implementacio´n que hicimos en la seccio´n
anterior. Como lo hicimos en el cap´ıtulo 3, recurrimos a los traits para lograr este
tipo de combinacio´n. Las ecuaciones a agregar en una funcio´n estara´n representadas
por un trait en en vez de una clase, y el agregado lo hacemos utilizando mixin
composition.
El tipo base y la funcio´n sobre e´l:
1Este comportamiento lo encontre´ realizando este trabajo y lo publique´ en listas y foros del
lenguaje, pero au´n no fue reportado como bug del inte´rprete.
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abstract class Term
case class Num(value: Int) extends Term
case class Plus(left: Term, right: Term) extends Term
abstract class Op {
def apply(t:Term): Int
}
class operacion extends Op{
def apply(t:Term): Int = t match {
case Num(v) => v
case Plus(l,r) => apply(l) + apply(r)
}
}
implicit val op = new operacion
def evall(t:Term)(implicit op: operacion): Int = op(t)
Igual que antes, las ecuaciones para manejar los casos originales del tipo estara´n
representadas por la clase operacion, pero esta ahora hereda de una clase abstracta
Op que define so´lo un me´todo apply. Al hacer extensiones del tipo, las ecuaciones a
agregar en la operacio´n van a estar representadas por un trait que tambie´n hereda de
Op. Vamos a hacer una extensio´n agregando el caso Mul. Creamos una instancia de
la clase operacion y la mezclamos con el trait operacionExtended, para que la operacio´n
pueda manejar el nuevo caso:
case class Mul(left: Term, right: Term) extends Term
trait operacionExtended extends Op {
abstract override def apply(t: Term): Int = t match {
case Mul(l,r) => apply(l) ∗ apply(r)
case default => super.apply(default)
}
}
implicit val op2 = new operacion with operacionExtended
Ahora agregamos otro caso al tipo, pero en forma independiente del anterior. Se
puede pensar que los dos nuevos casos se declaran en paquetes separados donde solo
se importa el mo´dulo que contiene el tipo original. Obse´rvese que en el siguiente
co´digo no se hace ninguna referencia al co´digo del listado anterior, solo al co´digo
original, ya que las dos extensiones son independientes, so´lo necesitamos el tipo base
y sus operaciones.
case class Diff(left: Term, right: Term) extends Term
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trait operacionExtended2 extends Op {
abstract override def apply(t: Term): Int = t match {
case Diff(l,r) => apply(l) − apply(r)
case default => super.apply(default)
}
}
implicit val op3 = new operacion with operacionExtended2
Como las extensiones son independientes, op2 tiene ecuaciones para manejar los
casos Num, Plus, Mul y op3 tiene ecuaciones para manejar los casos Num, Plus, Diff.
Para mezclar ambas extensiones, haciendo que evall pueda manejar todos los casos
definimos un nuevo objeto impl´ıcito de la siguiente manera:
implicit val opTotal =
new operacion with operacionExtended with operacionExtended2
De esta manera las llamadas a super se van a encadenar como se explico´ en el cap´ıtulo
3 y evall va a poder manejar todos los casos. En este caso, el objeto que este´ mezclado
con el mayor nu´mero de traits sera´ ma´s espec´ıfico y sera´ elegido por sobre los dema´s.
Los objetos op2 y op3 son igual de espec´ıficos y no puede haber desempate entre ellos,
asique si ambos esta´n en el scope de invocacio´n sin que haya otro valor impl´ıcito ma´s
espec´ıfico como opTotal, el compilador se quejara´ porque hay para´metros impl´ıcitos
ambiguos.
En este cap´ıtulo se dio una implementacio´n de los tipos de datos abiertos y de las fun-
ciones abiertas, utilizando los tipos algebraicos extensibles y los para´metros impl´ıcitos
soportados por Scala. Los tipos abiertos y las funciones abiertas, presentados en [7],
fueron propuestos originalmente como una solucio´n funcional al expression problem
para el lenguaje Haskell. Esta solucio´n requer´ıa la modificacio´n del compilador y
del esquema de pattern matching del lenguaje. En este trabajo se implemento´ la
sema´ntica de los tipos y funciones abiertas sin necesidad de modificacio´n del compi-
lador ni del esquema de pattern matching de Scala, pudiendo utilizarse como solucio´n
al expression problem en Scala, manteniendo el estilo funcional de la misma.
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Cap´ıtulo 5
Extensio´n del Fold
En la programacio´n funcional, la utilizacio´n de funciones de alto orden permite
encapsular patrones comunes de programacio´n como funciones. Uno de los patrones
ma´s comunes es el de la recursio´n sobre el tipo de dato algebraico, este patro´n es
encapsulado por la funcio´n fold. Una gran cantidad de funciones (recursivas) sobre
el tipo de datos pueden ser expresadas con la funcio´n fold. Al ser la funcio´n fold
tan comu´n en la programacio´n funcional, vamos a ver como podemos definirla, de
manera que sea fa´cil de extender para que soporte las extensiones del tipo.
En este cap´ıtulo utilizaremos los tipos algebraicos extensibles con defaults para de-
finir una versio´n extensible de la funcio´n fold. Tambie´n seguiremos el esquema pre-
sentado en [16] para definir funciones fold gene´ricas, que puedan utilizarse en combi-
nacio´n con los tipos extensibles presentados en el cap´ıtulo 3 y con los tipos abiertos
del cap´ıtulo 4.
5.1. Fold para el tipo Term
Veamos primero co´mo podemos definir la funcio´n fold para nuestro tipo de dato
Term y co´mo podemos utilizarla para definir funciones sobre el tipo. La funcio´n fold
sobre el tipo original tomara´ un objeto de tipo Term y dos funciones, una para cada
constructor del tipo, y estara´ parametrizada con el tipo de retorno, es decir, es po-
limo´rfica con respecto al tipo del valor que devuelve:
abstract class Term
case class Num(value: Int) extends Term
case class Plus(left: Term, right: Term) extends Term
def foldTerm[B](f : Int=>B)(g: B => B => B)(t:Term):B = t match {
case Num(n) => f(n)
case Plus(l,r) => g(foldTerm(f)(g)(l))(foldTerm(f)(g)(r))
}
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Y podemos definir la funcio´n evaluadora de la siguiente manera:
def eval = foldTerm((x:Int) => x)((x:Int) => (y:Int) => x+y)
Tambie´n podemos nombrar las funciones que pasamos como para´metro a foldTerm,
para poder reutilizarlas despue´s, en ese caso la definicio´n de eval() quedar´ıa:
val id = (x:Int) => x
val sum = (x:Int) => (y:Int) => x+y
def eval = foldTerm (id) (sum)
5.2. Fold Extensible para el tipo Term
Ahora tenemos que extender la funcio´n foldTerm() para que maneje las extensio-
nes del tipo de dato. Una opcio´n es utilizar el esquema de casos por default descripto
en los cap´ıtulos anteriores. Para ello debemos encapsular la funcio´n foldTerm() en una
clase, para luego poder extenderla utilizando herencia:
class foldClass[B]{
def foldTerm[B](f : Int => B)(g: B => B => B)(t:Term):B = t match {
case Num(n) => f(n)
case Plus(l,r) => g(foldTerm(f)(g)(l))(foldTerm(f)(g)(r))
}
}
val foldObject = new foldClass[Int]
Ahora podemos definir la nueva funcio´n eval() de la siguiente manera:
def eval = foldObject.foldTerm(id)(sum)
Al extender el tipo algebraico, agregando el caso Mul debemos extender tambie´n
la clase foldClass, para que maneje el nuevo caso. En el me´todo de la clase extendida
agregamos tambie´n un caso por default, para reutilizar el co´digo que manejaba los
casos anteriores:
case class Mul(left: Term, right: Term) extends Term
class foldExtended[B] extends foldClass[B] {
def foldTerm[B](f : Int => B)(g: B => B => B)(h: B => B => B)(t:Term): B =
t match {
case Mul(l,r) => h (foldTerm(f)(g)(h)(l)) (foldTerm(f)(g)(h)(r))
case default => super.foldTerm(f)(g)(default)
}
}
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val foldObjectExt = new foldExtended[Int]
val mul = (x:Int) => (y:Int) => x∗y
Definimos la funcio´n evaluadora extendida utilizando el nuevo me´todo foldTerm():
def evalExt = foldObjectExt.foldTerm(id)(sum)(mul)
As´ı, con este esquema podemos reutilizar las funciones con las que se parametriza
la funcio´n foldTerm() y todo el co´digo que maneja los casos originales del tipo, pero
tenemos que declarar la extensio´n de la funcio´n evaluadora con un nuevo fold distinto
al anterior. El problema con este esquema es que torna la funcio´n foldTerm() ma´s
compleja y hace que su co´digo este´ separado en dos clases distintas. Esto hace que
las funciones definidas con fold, en vez de ser mas claras, pueden ser mas complejas
de entender.
En la siguiente seccio´n veremos como dar una u´nica definicio´n del fold, que sirva
para todas las extensiones que hagamos del tipo.
5.3. Definicio´n del Fold utilizando Functores
Ser´ıa bueno poder declarar un fold gene´rico que sirva para definir las funciones
originales y las funciones extendidas, es decir, declarar un fold cuya definicio´n no
cambie al extender el tipo de datos sino que permanezca esta´tica. Para generalizar el
fold primero debemos abstraer, para ello vamos a seguir un enfoque basado en [16].
Vamos a redefinir el tipo Term. Primero vamos a generalizarlo, parametriza´ndolo con
un tipo. Luego definimos un punto fijo para los constructores:
abstract class Term[A]
case class Num[A](value: Int) extends Term[A]
case class Plus[A](left: A, right:A) extends Term[A]
case class Fix[F[ ]](in: F[Fix[F]])
El tipo Fix esta´ paramertizado con otro constructor de tipo, que a su vez es pa-
rame´trico. Se puede ver al tipo Fix como un constructor que toma como para´metro
un constructor polimo´rfico de tipos. El constructor F esta´ parametrizado con un tipo
que corresponde al de las expresiones de los constructores internos [16].
Tambie´n vamos a definir un sino´nimo de tipo y algunas funciones u´tiles:
type TermInt = Fix[Term]
def num = (n:Int) => Fix[Term](Num(n))
def plus = (l:TermInt, r:TermInt) => Fix[Term](Plus(l,r))
def extract(t:Fix[Term]) = t match { case Fix(in) => in }
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Las funciones num () y plus() sirven para construir expresiones de tipo Fix de
manera mas sencilla, extract() sirve para acceder al constructor que parametriza a
Fix. As´ı, podemos crear expresiones del tipo:
val n=plus(num(3),num(4))
Y podemos definir funciones sobre el tipo que utilizan pattern matching:
def caso(t: TermInt) = extract(t) match {
case Num(n) => println(”Es Num!”)
case Plus(l,r) => println(”Es Plus!”)
}
En su definicio´n, el constructor Num no utiliza su para´metro de tipo, ya que no
contiene subexpresiones, so´lo contiene un nu´mero entero [16].
Con todas las definiciones anteriores, surge la pregunta ¿Para que´ redefinir nuestro
tipo Term as´ı? Para poder declarar los constructores como functores y as´ı generalizar
el fold. Un constructor de tipos F es un functor si posee una funcio´n fmap con
signatura de tipo:
(A => B) => F[A] => F[B]
Y verifica las propiedades:
fmap(id) = id
fmap(f) compose fmap(g) = fmap(f compose g )
Un Functor puede pensarse como una estructura que puede ser mapeada. Si tengo
una estructura de tipo F[A] y una funcio´n A => B, fmap me devuelve otra estructura
de tipo F[B]. La funcio´n fmap es una generalizacio´n de la funcio´n map para listas.
En Haskell existe una clase de tipos que representa a los functores, la misma esta´ de-
finida de la siguiente manera:
class Functor f where
fmap :: (a −> b) −> f a −> f b
Debemos instanciar los constructores de un tipo algebraico, definiendo la funcio´n
fmap para cada uno de ellos. En Scala no existen las clases de tipos como en Haskell,
tales requerimientos podemos expresarlos como un trait que declara la funcio´n fmap,
haciendo que los constructores del tipo implementen ese trait. Esta codificacio´n tiene
un estilo ma´s orientado a objetos.
Definimos el trait :
trait Functor[F[ ]] {
def fmap[A, B](f: A => B)(r: F[A]): F[B]
}
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Y hacemos que nuestro tipo Term implemente el trait Functor, es decir, cada cons-
tructor del tipo Term va a tener que implementar un me´todo fmap, el co´digo nos queda:
abstract class Term[A] extends Functor[Term]
case class Num[A](value: Int) extends Term[A] {
override def fmap[A, B](f: A => B)(t: Term[A]): Num[B] = t match {
case Num(n) => Num(n)
}
}
case class Plus[A](left: A, right:A) extends Term[A] {
override def fmap[A , B](f: A => B)(t: Term[A]): Plus[B] = t match {
case Plus(l,r) => Plus(f(l), f(r))
}
}
Ahora, con todas las piezas en su lugar, podemos definir la funcio´n fold gene´rica
para nuestro tipo Term:
def foldTerm[A](f: Term[A] => A)(t: Fix[Term]): A = t match {
case (Fix(in)) => f(in.fmap(foldTerm[A](f))(in))
}
En la nueva definicio´n de foldTerm no se utiliza pattern matching sobre los cons-
tructores, la funcio´n esta´ definida sobre Term, cuyos constructores esta´n definidos
como Functores.
Con foldTerm podemos definir las funciones sobre el tipo, para lo cual encapsulamos
las funciones que parametrizara´n a foldTerm en una clase, para hacerlas extensibles:
class foldParam {
def evalParam(t: Term[Int]):Int = t match {
case Num(n) => n
case Plus(l,r) => l + r
}
}
val param = new foldParam
def eval = foldTerm(param.evalParam)
Ahora si queremos extender el tipo algebraico, agregamos el nuevo caso, definien-
do el me´todo fmap y extendemos las funciones que parametrizan a foldTerm como
sigue:
case class Mul[A](left: A, right:A) extends Term[A] {
45
override def fmap[A , B](f: A => B)(t: Term[A]): Mul[B] = t match {
case Mul(l,r) => Mul(f(l), f(r))
}
}
def mul = (l:TermInt, r:TermInt) => Fix[Term](Mul(l,r))
class foldParamExtended1 extends foldParam{
override def evalParam(t: Term[Int]): Int = t match {
case Mul(l,r) => l ∗ r
case default => super.evalParam(default)
}
}
val paramExtended = new foldParamExtended1
def evalExt = foldTerm(paramExtended.evalParam)
De esta manera reutilizamos el co´digo de las funciones que parametrizan a foldTerm()
y la funcio´n evalExt() utiliza la misma funcio´n foldTerm() que se utilizo´ para definir
eval().
Con esta nueva definicio´n del tipo Term utilizando un punto fijo, tambie´n podemos
definir y extender funciones sin utilizar foldTerm() siguiendo el esquema mostrado en
el cap´ıtulo 3, por ejemplo definimos la funcio´n termtoString() sin utilizar fold y la
extendemos:
class Op {
def termtoString(t: TermInt): String = extract(t) match {
case Num(n) => n.toString
case Plus(l,r) => ”(”+termtoString(l)+”+”+termtoString(r)+”)”
}
}
La extensio´n para manejar el caso Mul:
class OpExtended extends Op {
override def termtoString(t: TermInt): String = extract(t) match {
case Mul(l,r) => ”(”+termtoString(l)+”∗”+termtoString(r)+”)”
case default => super.termtoString(t)
}
}
Aquella persona con una fuerte influencia de la programacio´n orientada a ob-
jetos argumentar´ıa que la codificacio´n de la funcio´n foldTerm() es poco elegante y
redundante. El “problema” esta´ en el llamado in.fmap(in, foldTerm[A](f)), fmap es una
funcio´n embebida (me´todo) del objeto in, que se le pasa como para´metro el mismo
objeto in. Este pasaje no es necesario, se hizo de esta manera para que fmap tenga una
signatura de tipos similar a la que se define en la clase de tipos Functor de Haskell.
Siendo Scala un lenguaje que tambie´n es orientado a objetos, podemos acercar la
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definicio´n de fmap a ese paradigma para evitar ese pasaje de para´metros, el co´digo
quedar´ıa:
trait Functor[A,F[ ]] {
this: F[A] =>
def fmaps[B](f: A => B)(r: F[A]): F[B]
final def fmap[B](f: A => B):F[B] = fmaps(f)(this)
}
abstract class Term[A] extends Functor[A, Term]
case class Num[A](value: Int) extends Term[A] {
override def fmaps[B](f: A => B)(t: Term[A]): Num[B] = t match {
case Num(n) => Num(n)
}
}
case class Plus[A](left: A, right:A) extends Term[A] {
override def fmaps[B](f: A => B)(t: Term[A]): Plus[B] = t match {
case Plus(l,r) => Plus(f(l), f(r))
}
}
Y la definicio´n de foldTerm se compactar´ıa un poco:
def foldTerm[A](f: Term[A] => A)(t: Fix[Term]): A = t match {
case (Fix(in)) => f(in.fmap(foldTerm[A](f)))
}
5.4. Fold para Tipos de Datos Abiertos
En el cap´ıtulo 4 vimos como pod´ıamos implementar los tipos de datos y las
funciones abiertas utilizando tipos de datos extensibles. En esta seccio´n vamos a
describir como se puede definir el fold para los tipos de datos abiertos. El esquema
es similar al de la seccio´n anterior, vamos a utilizar Functores; la definicio´n del tipo
y de la funcio´n foldTerm es exactamente igual:
trait Functor[F[ ]] {
def fmap[A, B](f: A => B)(r: F[A]): F[B]
}
abstract class Term[A] extends Functor[Term]
case class Num[A](value: Int) extends Term[A] {
override def fmap[A, B](f: A => B)(t: Term[A]): Num[B] = t match {
case Num(n) => Num(n)
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}
}
case class Plus[A](left: A, right:A) extends Term[A] {
override def fmap[A , B](f: A => B)(t: Term[A]): Plus[B] = t match {
case Plus(l,r) => Plus(f(l), f(r))
}
}
case class Fix[F[ ]](in: F[Fix[F]])
type TermInt = Fix[Term]
def num = (n:Int) => Fix[Term](Num(n))
def plus = (l:TermInt, r:TermInt) => Fix[Term](Plus(l,r))
def foldTerm[A](f: Term[A] => A)(t: Fix[Term]): A = t match {
case (Fix(in)) => f(in.fmap(foldTerm[A](f))(in))
}
Tambie´n definimos las funciones que parametrizara´n a foldTerm en una clase para
hacerlas extensibles:
class classParam {
def evalParam(t: Term[Int]):Int = t match {
case Num(n) => n
case Plus(l,r) => l + r
}
def toStringParam(t: Term[String]):String = t match {
case Num(n) => n.toString()
case Plus(l,r) => ”(”+l+”+”+r+”)”
}
}
Ahora tenemos que definir las funciones abiertas sobre el tipo utilizando foldTerm.
Para ellos definimos las funciones para que tomen un valor expl´ıcito de tipo TermInt
y otro impl´ıcito de tipo classParam, el valor impl´ıcito es un objeto que contiene las
funciones abiertas que parametrizan a foldTerm, esas funciones las pasamos expl´ıci-
tamente. Tenemos que crear tambie´n una instancia impl´ıcita de classParam para que
el compilador pueda pasarla como para´metro:
implicit val op = new classParam
def eval(t: TermInt)(implicit op: classParam ) = foldTerm(op.evalParam)(t)
def toString(t: TermInt)(implicit op: classParam ) = foldTerm(op.toStringParam)(t)
Para adaptar eval() y toString() a las extensiones solamente debemos definir nue-
vas funciones para parametrizar a foldTerm, es decir, so´lo debemos agregar ecuaciones
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a las funciones que se pasan como para´metro, ya que foldTerm es gene´rico. Al exten-
der declaramos el nuevo caso del tipo y “agregamos ecuaciones” a las funciones que
parametrizan a foldTerm para que manejen el nuevo caso:
case class Mul[A](left: A, right:A) extends Term[A] {
override def fmap[A , B](f: A => B)(t: Term[A]): Mul[B] = t match {
case Mul(l,r) => Mul(f(l), f(r))
}
}
def mul = (l:TermInt, r:TermInt) => Fix[Term](Mul(l,r))
class classParamExtended extends classParam {
override def evalParam(t: Term[Int]):Int = t match {
case Mul(l,r) => l ∗ r
case default => super.evalParam(default)
}
override def toStringParam(t: Term[String]):String = t match {
case Mul(l,r) => ”(”+l+”∗”+r+”)”
case default => super.toStringParam(default)
}
}
val m = plus(mul(num(2), num(2)), plus(mul(num(3), num(4)), num(1)))
implicit val op = new classParamExtended()
So´lo tuvimos que extender las funciones que parametrizan al fold y ya podemos
utilizar la funcio´n eval() con la extensio´n del tipo: println(eval(m)).
En este cap´ıtulo se dio´ una versio´n de la funcio´n fold extensible compatible con los
tipos algebraicos extensibles con defaults y otra versio´n compatible con los tipos de
datos abiertos. Ambas versiones esta´n basadas en el trabajo presentado en [16]. Se
mostro´ que el esquema presentado en [16] puede utilizarse junto con las soluciones
presentadas en los cap´ıtulos 3 y 4 de este trabajo.
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Cap´ıtulo 6
Conclusiones
En este trabajo se presentaron dos soluciones al expression problem en el lenguaje
de programacio´n Scala.
Scala es un lenguaje que combina y unifica conceptos de los paradigmas de progra-
macio´n funcional y orientado a objetos. Se puede decir que Scala es un lenguaje
orientado a objetos funcional, que ofrece lo mejor de ambos mundos. Sin embargo
tiende a ser visto como un lenguaje orientado a objetos con algunas caracter´ısticas
funcionales y es utilizado para codificar programas en un estilo orientado a objetos.
En este trabajo se utilizo´ una visio´n diferente, considera´ndolo un lenguaje funcional
con caracter´ısticas orientadas a objetos.
Se presentaron los tipos de datos algebraicos extensibles con defaults. En esta im-
plementacio´n se utilizaron los tipos algebraicos de datos que soporta Scala, v´ıa case
clases, y funciones de alto orden, herencia de clases, traits y mixin composition. En
la propuesta original hecha por Zenger y Odersky [19] so´lo era posible realizar ex-
tensiones lineales del tipo. Con la implementacio´n en Scala se mostro´ que pueden
realizarse tanto extensiones lineales como as´ı tambie´n extensiones independientes,
estas u´ltimas pudiendo ser combinadas para utilizarse juntas. Para esta implemen-
tacio´n son fundamentales los conceptos de herencia, traits y mixin composition que
soporta el lenguaje. La codificacio´n presentada sigue un disen˜o funcional, donde se
separa el tipo de datos de las operaciones y todas las operaciones se codifican utili-
zando pattern matching. Es posible extender el tipo y las operaciones sin modificar ni
recompilar el co´digo existente. Se presentaron dos formas de extender las operaciones
sobre el tipo de datos. Una utiliza funciones de alto orden, donde cada operacio´n se
parametriza con una funcio´n que sera´ la encargada de manejar los casos por default.
La otra encapsula las funciones sobre el tipo en me´todos de una clase o trait y uti-
liza herencia de clases para extender la funcionalidad de los me´todos y as´ı agregar
co´digo que maneja los nuevos casos del tipo. La segunda forma resulta mas directa,
ya que no es necesario parametrizar los me´todos como se hace en la primera. En
ambas formas, las operaciones extendidas reutilizan todo el co´digo de las operacio-
nes originales, solo agregando el co´digo necesario para manejar las extensiones del
tipo. Tambie´n se mostro´ que utilizando la combinacio´n de paradigmas del lenguaje
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y los para´metros impl´ıcitos soportados por Scala, es posible implementar los tipos
de datos abiertos y las funciones abiertas, que originalmente fueron propuestas como
una extensio´n de Haskell por Lo¨h y Hinze [7]. Para ambas propuestas se mostro´ co-
mo pueden extenderse tanto el tipo de datos como las operaciones sobre e´l, dando
as´ı dos soluciones al expression problem. En las soluciones presentadas se resuelven
los tipos esta´ticamente, sin utilizar casts y son lo suficientemente simples y directas
que no requieren asistencia del compilador.
Por u´ltimo se mostro´ como combinar la soluciones propuestas en este trabajo con
la codificacio´n del fold extensible presentado en [16]. Esto hace posible definir una
funcio´n fold extensible junto a los tipos de datos extensibles con defaults y los tipos
de datos abiertos, en sinton´ıa con el estilo funcional de las soluciones presentadas.
Una contra que se presenta en estas soluciones es que, al agregar casos al tipo de
datos utilizando herencia de clases, el compilador no puede chequear si el pattern
matching es exhaustivo en la definicio´n de una funcio´n, entonces se puede pasar un
valor para el cual no exista un pattern, y eso dara´ un error en tiempo de ejecucio´n.
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Ape´ndice A
El Lenguaje de Programacio´n
Scala
En esta seccio´n presentaremos brevemente las principales caracter´ısticas del len-
guaje de programacio´n Scala.
Scala fue´ disen˜ado por Martin Odersky, quie´n tambie´n trabajo´ junto a Philip Wadler
en Generic Java, un superconjunto de Java que agrega soporte para la programacio´n
gene´rica. Generic Java fue incorporado al lenguaje Java a partir de la versio´n J2SE
5.0. Odersky tambie´n construyo´ la versio´n actual del compilador de Java (javac).
Scala combina y unifica la programacio´n funcional y la programacio´n orientada a
objetos, ya que ambas tienen caracter´ısticas complementarias: la programacio´n fun-
cional hace que sea fa´cil construir cosas complejas a partir de partes simples, usan-
do funciones de alto orden, tipos algebraicos, pattern matching y polimorfismo pa-
rame´trico. La programacio´n orientada a objetos hace que sea fa´cil adaptar y extender
sistemas complejos, utilizando subtipado y herencia, configuraciones dina´micas y cla-
ses como abstracciones parciales.
Como ya vimos, en Scala podemos definir funciones usando la palabra clave def:
def square(x:Int) = x∗x
Scala distingue entre definiciones y valores. En una definicio´n def x = e la expresio´n
e no sera´ evaluada hasta que x sea usada, y sera´ evaluada en cada uso (by-name).
Para definir un valor se utiliza la palabra clave val:
val y = 2
val z = square(y)
En una definicio´n con val, el lado derecho se evalu´a en el momento de la defini-
cio´n, luego el nombre refiere a ese valor evaluado (by-value). Scala no hace distincio´n
alguna entre declaraciones y expresiones, mas au´n, todas las declaraciones son expre-
siones que se evalu´an a algu´n valor. Scala utiliza la evaluacio´n estricta por default,
pero tambie´n soporta evaluacio´n lazy en la definicio´n de valores:
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lazy val = square(y)
Tambie´n pueden declararse variables, que admiten asignacio´n:
var n:Int = 0
n = 1
por lo tanto, el lenguaje no fuerza la transparencia referencial y la programacio´n
funcional es una disciplina en Scala.
Para los argumentos de una funcio´n, Scala utiliza normalmente call-by-value, pero si
el tipo del para´metro de la funcio´n comienza con => , utiliza call-by-name:
def square(x: =>Int) = x∗x
Al ser un lenguaje orientados a objetos, en Scala se pueden declarar clases e instan-
ciarlas:
class Persona
val p1 = new persona
val p2 = new persona()
Si un me´todo no toma para´metros, los pare´ntesis son opcionales en su llamada. La
declaracio´n de la clase Persona anterior corresponde a la declaracio´n en Java:
public class Persona{
}
Tambie´n se pueden declarar objetos directamente, sin definir una clase para el mismo,
y as´ı implementar el patro´n de disen˜o singleton:
object Simple {
def metodoSimple() = ”Soy un objeto”
}
Y podemos extender clases y objetos:
object Presidente extends Persona
class Mujer extends Persona {
def m = ”soy mujer”
}
class Chica extends Mujer {
override def m = ”soy una chica”
}
En Scala todo valor es un objeto y toda operacio´n es una llamada a me´todo. Es
decir, en Scala no existen los tipos de datos primitivos como en Java (int, boolean,
etc) y no existen operadores, sino llamadas a me´todos de una clase. En Scala, el tipo
Int es una clase en la que se definen me´todos, por ejemplo, las siguientes expresiones
son equivalentes en Scala:
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1+1
1.+(1)
es decir, para sumar dos enteros, se llama al me´todo + del objeto 1, de tipo Int.
Scala soporta los tipos de datos algebraicos, a trave´s de las case classes, y el pattern
matching, por ejemplo, definimos los a´rboles binarios y funciones sobre ellos:
abstract class BinTree
case object EmptyTree extends BinTree
case class Node(elem: Int, left: BinTree, right: BinTree) extends BinTree
def inOrder(t: BinTree): List[Int] = t match {
case EmptyTree => List()
case Node(n,l,r) => inOrder(l):::List(n):::inOrder(r)
}
def depth(t: BinTree): Int = t match {
case EmptyTree => 0
case Node( ,EmptyTree,r) => 1 + depth(r)
case Node( ,l,EmptyTree) => 1 + depth(l)
case Node( ,l,r) => scala.math.max(depth(l),depth(r)) + 1
}
var t1 = EmptyTree
var t2 = Node(4,Node(7,EmptyTree,EmptyTree),Node(1,EmptyTree,EmptyTree))
En Scala se pueden definir estructuras de datos mutables como en Java y C++
como as´ı tambie´n estructuras de datos persistentes inmutables. Un ejemplo de e´stas
u´ltimas son la listas:
List(1,2,3)
representa una lista de enteros con los elementos 1, 2 y 3, equivalentemente se puede
definir utilizando los constructores del tipo:
1::2::3::Nil
y se puede operar sobre ellas, por ejemplo con las funciones map y filter:
List(1,2,3,4).filter(x => x % 2 == 0)
res:List[Int] = List(2, 4)
List(1,2,3,4).map(x => x∗2 )
res1: List[Int] = List(2, 4, 6, 8)
Tambie´n podemos definir funciones sobre listas utilizando pattern matching :
def qsort(l: List[Int]): List[Int] = {
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l match {
case Nil => Nil
case pivot::tail =>
qsort(tail.filter( < pivot)) ::: pivot :: qsort(tail.filter( >= pivot))
}
}
qsort(List(2,7,4,9,10,5,1))
res: List[Int] = List(1, 2, 4, 5, 7, 9, 10)
Al igual que Haskell y ML, Scala soporta polimorfismo parame´trico, funciones de
alto orden y currificacio´n. Por ejemplo, la composicio´n de funciones puede definirse
como sigue:
def comp [A, B, C] (f : B => C) (g : A => B) (x : A) : C = f (g (x))
Scala tambie´n ofrece valores opcionales para manejar errores. Un valor de tipo
Option[T] puede tener dos formas: None o Some(n), donde n es un valor de tipo T.
As´ı una funcio´n para dividir dos enteros puede manejar el caso de la divisio´n por
cero de la siguiente manera:
def div(a:Int, b:Int) : Option[Int] = if(b==0) None else Some(a/b)
Y podemos hacer pattern matching sobre el resultado de esa funcio´n:
div(4,0) match {
case Some(x) => println(x)
case None => println(”Division por cero!”)
}
En lugar de interfaces, Scala ofrece el concepto mas general de traits. Al igual que
las interfaces, los traits pueden ser usados para definir me´todos abstractos, es decir,
su signatura, sin implementacio´n concreta. Pero a diferencia de las interfaces, tam-
bie´n permiten la definicio´n de me´todos concretos. Los traits pueden ser combinados
(mezclados) con una clase, usando mixin composition y una clase puede ser mezclada
con muchos traits haciendo posible un forma de herencia mu´ltiple segura. Un trait
que define so´lo me´todos concretos, puede ser combinado con una clase u objeto, para
especializarlo, agregando el co´digo necesario de la especializacio´n.
trait Boolean {
def ifThenElse[T](t: => T, e: => T): T
def && (x: => Boolean): Boolean = ifThenElse(x, False)
def || (x: => Boolean): Boolean = ifThenElse(True, x)
}
trait Printable {
def print : String = ”Soy un Boolean”
}
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object True extends Boolean with Printable {
def ifThenElse[T](t: => T, e: => T) = t
override def print = ”True”
}
object False extends Boolean with Printable {
def ifThenElse[T](t: => T, e: => T) = e
override def print = ”False”
}
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Ape´ndice B
Demostracio´n de las
propiedades de los Functores
Vamos a demostrar que los constructores del tipo Term son functores. Tenemos
que demostrar las siguientes propiedades para cada constructor del tipo:
(P1) fmap(id) = id
(P2) fmap(f) compose fmap(g) = fmap(f compose g )
Primero vamos a hacer unas observaciones. La funcio´n fmap es en realidad un me´todo
definido en el trait Functor[F[ ]], que implementa cada clase constructora del tipo,
entonces se llama a trave´s de un objeto: Num(3).fmap(). Este me´todo se usa en la
definicio´n del fold, en el llamado in.fmap(foldTerm[A](f))(in), donde in es un objeto
del tipo. En el llamado, el mismo objeto es pasado como para´metro al me´todo y
sobre ese para´metro es donde se opera. As´ı, en vez de escribir Num(n).fmap() en
nuestra demostracio´n, vamos a escribir fmap() para simplificar la misma. Por otro
lado, compose es un me´todo que esta´ definido en el trait Function1, es decir, puede
aplicarse a funciones; como fmap es un me´todo, el compilador de Scala aplica una
expansio´n-Eta como se explico´ anteriormente. La definicio´n del me´todo compose en
el trait Function1 es:
trait Function1[−T1, +R] extends AnyRef { self =>
def apply(v1: T1): R
def compose[A](g: A => T1): A => R = { x => apply(g(x)) }
}
Es decir, es un me´todo que toma una funcio´n g y devuelve una funcio´n que toma un
x y aplica el me´todo apply de la funcio´n desde la que se esta´ llamando al resultado
de g(x).
La funcio´n id puede definirse como:
def id[A](x: A) = x
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Num es un Functor:
P1
fmap(id)(Num(n))
= { definicio´n de fmap para Num
Num(n)
Por otro lado:
id(Num(n))
= { definicio´n de id
Num(n)
Como ambas expresiones reducen al mismo valor, (P1) es verdadera para Num(n).
P2
(fmap(f) compose fmap(g)) (Num(n))
= { definicio´n de compose
(x=>apply(fmap(g)(x))) (Num(n))
= { aplicacio´n
apply(fmap(g)(Num(n)))
= { definicio´n de fmap para Num
apply(Num(n))
= { apply de fmap(f) para Num
Num(n)
Por otro lado:
fmap(f compose g)(Num(n))
= { definicio´n de fmap para Num
Num(n)
Plus es un Functor:
P1
fmap(id)(Plus(l,r))
= { definicio´n de fmap para Plus
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Plus(id(Plus(l,r)),id(Plus(l,r)))
= { definicio´n de id
Plus(l,r)
Por otro lado:
id(Plus(l,r))
= { definicio´n de fmap para Plus
Plus(l,r)
P2
(fmap(f) compose fmap(g)) (Plus(l,r))
= { definicio´n de compose
(x=>apply(fmap(g)(x))) Plus(l,r)
= { aplicacio´n
apply(fmap(g)(Plus(l,r)))
= { definicio´n de fmap para Plus
apply(Plus(g(l),g(r)))
= { apply de fmap(f) para Plus
Plus(f(g(l)),f(g(r)))
Por otro lado:
fmap(f compose g)(Plus(l,r))
= { definicio´n de fmap para Plus
Plus((f compose g)(l),(f compose g)(r))
= { definicio´n de compose
Plus((x=>apply(g(x)))(l),(x=>apply(g(x)))(r))
= { aplicacio´n
Plus(apply(g(l)),apply(g(r)))
= { apply de fmap(f) para Plus
Plus(f(g(l)),f(g(r)))
Mul es un Functor:
P1
fmap(id)(Mul(l,r))
= { definicio´n de fmap para Mul
Mul(id(Mul(l,r)),id(Mul(l,r)))
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= { definicio´n de id
Mul(l,r)
Por otro lado:
id(Mul(l,r))
= { definicio´n de fmap para Mul
Mul(l,r)
P2
(fmap(f) compose fmap(g)) (Mul(l,r))
= { definicio´n de compose
(x=>apply(fmap(g)(x))) Mul(l,r)
= { aplicacio´n
apply(fmap(g)(Mul(l,r)))
= { definicio´n de fmap para Mul
apply(Mul(g(l),g(r)))
= { apply de fmap(f) para Mul
Mul(f(g(l)),f(g(r)))
Por otro lado:
fmap(f compose g)(Mul(l,r))
= { definicio´n de fmap para Mul
Mul((f compose g)(l),(f compose g)(r))
= { definicio´n de compose
Mul((x=>apply(g(x)))(l),(x=>apply(g(x)))(r))
= { aplicacio´n
Mul(apply(g(l)),apply(g(r)))
= { apply de fmap(f) para Mul
Mul(f(g(l)),f(g(r)))
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Ape´ndice C
Organizacio´n del Co´digo
En Scala hay varias formas de ejecutar un programa. Se puede ejecutar interacti-
vamente por la linea de comando, insertando l´ınea por l´ınea el co´digo en el inte´rprete
de Scala. Se puede correr un script que consiste en un u´nico archivo, pasa´ndolo al
inte´rprete (scala). Tambie´n se puede utilizar el compilador de Scala (scalac) para
generar archivos class y ejecutarlos con la ma´quina virtual de Java. El compilador
de Scala requiere que el archivo fuente contenga una o ma´s definiciones de clases,
traits u objetos. Los paquetes (package) son usados para agrupar clases, objetos y
traits y as´ı separar el co´digo del programa en diferentes archivos. Existen dos formas
de indicar que el co´digo de un determinado archivo pertenece a un determinado pa-
quete. Podemos introducir como primer l´ınea de co´digo en el archivo la declaracio´n
del paquete:
package A;
//codigo del paquete
que indica que el co´digo siguiente pertenece al paquete A. Tambie´n podemos definir
el nombre del paquete y el co´digo que pertenece al mismo entre llaves:
package A {
//codigo del paquete
}
La primer forma de definir un paquete es en realidad syntactic sugar para la segunda,
que es mas general. Es posible definir incluso paquetes anidados:
package A {
//codigo del paquete A
package B {
//codigo del paquete B
}
}
Scala nos permite tambie´n definir varios paquetes en el mismo archivo fuente. Cuando
se compila el co´digo, el compilador separa los archivos .class generados en distintos
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directorios, siguiendo la estructura de paquetes declarados. As´ı podemos declarar en
un mismo archivo:
package A {
//codigo del paquete A
}
package B {
//codigo del paquete B
}
El mismo resultado se obtiene si se declaran los paquetes A y B en distintos archivos
y se compilan por separado.
En Scala un paquete es un objeto especial que define un conjunto clases, objetos y
paquetes, todos miembros del paquete. Una definicio´n package p {ds} agrega todas
las definiciones en ds como miembros del paquete p. Los miembro de un paquete se
llaman definiciones de primer nivel (top-level definitions). Si una definicio´n en ds es
etiquetada como privada, sera´ visible so´lo para otros miembros del paquete [9]. De
esta manera Scala unifica los mo´dulos con los objetos [8].
Como se menciono´ anteriormente, en un paquete pueden definirse clases, objetos
o traits, pero la programacio´n funcional no utiliza ninguna de esas construcciones,
salvo por las case classes en Scala ¿Co´mo podemos estructurar co´digo funcional con
paquetes? Mas au´n, en el cap´ıtulo 3 definimos las funciones sobre el tipo algebraico
con def, pero esas definiciones no podemos empaquetarlas con package si no esta´n
dentro de una clase. Para incluir estas definiciones en un paquete Scala posee package
object. Cualquier tipo de definicio´n que se puede poner dentro de una clase, tambie´n
puede ponerse dentro de un package object. Cada package puede tener un u´nico pac-
kage object asociado y cualquier definicio´n dentro del package object es considerada
miembro del package. Para declarar un paquete y su package object asociado en un
mismo archivo podemos declarar:
package A {
//codigo del paquete
}
package object A {
//otras definiciones de A
}
Y si en otro archivo se hace un import A, tambie´n se importara´n todas las definiciones
del package object A.
En este trabajo presentamos el co´digo de ejemplo desestructurado, para que pueda
probarse con el inte´rprete de Scala, ya sea introducie´ndolo l´ınea por l´ınea por la
l´ınea de comandos, o agrupa´ndolo en un script y llamando al inte´rprete sobre ese
script. Ahora vamos a mostrar co´mo puede organizarse el co´digo para que pueda ser
compilado, para ello vamos a mostrar algunos ejemplos presentados anteriormente.
El co´digo de las extensiones independientes utilizando funciones de alto orden puede
estructurarse en paquetes, utilizando un u´nico archivo fuente, de la siguiente manera:
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package Base {
abstract class Term
case class Num(value: Int) extends Term
case class Plus(left: Term, right: Term) extends Term
}
package object Base{
def eval(f: Term => Int)(t:Term): Int = t match {
case Num(v) => v
case Plus(l,r) => eval(f)(l) + eval(f)(r)
case default => f(default)
}
def termtoString(f: Term => String)(t: Term):String= t match {
case Num(v) => v.toString
case Plus(l,r) => ”(”+termtoString(f)(l)+”+”+termtoString(f)(r)+”)”
case default => f(default)
}
}
//−−−−− El siguiente codigo pertenece a otro paquete
package Extended1 {
import Base.
abstract class ExtendedTerm1 extends Term
case class Mul(left: Term, right: Term) extends ExtendedTerm1
}
package object Extended1{
import Base.
def evalExtended1(f: Term => Int)(t: Term): Int = t match{
case Mul(l,r) => evalExtended1(f)(l) ∗ evalExtended1(f)(r)
case default => f(default)
}
def termtoStringExtended1(f: Term => String)(t: Term): String = t match{
case Mul(l,r) => ”(”+termtoStringExtended1(f)(l)+ ”∗”
+termtoStringExtended1(f)(r)+”)”
case default => f(default)
}
}
//−−−−− El siguiente codigo pertenece a otro paquete
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package Extended2 {
import Base.
import Extended1.
abstract class ExtendedTerm2 extends ExtendedTerm1
case class Diff(left: Term, right: Term) extends ExtendedTerm2
}
package object Extended2{
import Base.
import Extended1.
def evalExtended2(f: Term => Int)(t: Term): Int = t match{
case Diff(l,r) => evalExtended2(f)(l) − evalExtended2(f)(r)
case default => f(default)
}
def termtoStringExtended2(f: Term => String)(t: Term): String = t match{
case Diff(l,r) => ”(”+termtoStringExtended2(f)(l)+ ”−”
+termtoStringExtended2(f)(r)+”)”
case default => f(default)
}
}
//−−−−− Declaramos un objeto con un metodo main para que pueda ejecutarse
object TestLineal{
import Base.
import Extended1.
import Extended2.
def main(args: Array[String]) {
val term1 = Plus(Num(2), Num(3))
val term2 = Plus(Diff(Num(3), Num(2)), Mul(Plus(Num(1), Num(0)), Num(1)))
def evalGeneral(t:Term):Int = eval(evalExtended1(evalExtended2(evalGeneral)))(t)
def toStringGeneral(t:Term): String =
termtoString(termtoStringExtended1(termtoStringExtended2(toStringGeneral)))(t)
println(”Eval: ”+evalGeneral(term2))
println(”toStringGeneral: ”+toStringGeneral(term2))
def enlacePorTipos(t:Term): String = t match{
case(t: ExtendedTerm2) => termtoStringExtended2(enlacePorTipos)(t)
case(t: ExtendedTerm1) => termtoStringExtended1(enlacePorTipos)(t)
case(t: Term) => termtoString(enlacePorTipos)(t)
}
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println(”Enlace por Tipos: ”)
println(enlacePorTipos(term2))
def simplificar(f: Term => Term)(t:Term): Term = t match{
case Mul(l, r) => (l,r) match {
case (Num(0), ) => Num(0)
case (Num(1), ) => r
case ( , Num(0)) => Num(0)
case ( , Num(1)) => l
case => Mul(simplificar(f)(l), simplificar(f)(r))
}
case Plus(l,r) => Plus(simplificar(f)(l), simplificar(f)(r))
case Diff(l,r) => Diff(simplificar(f)(l), simplificar(f)(r))
case Num(n) => Num(n)
case default => f(default)
}
println(”Despues de simplificar term2: ”)
println(enlacePorTipos(simplificar(t => throw new Exception())(term2)))
}
}
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