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Abstract 
The routing algorithms for parallel computers, on-chip networks, multi-core processors, and 
multiprocessors system-on-chip (MP-SoCs) exhibit router failures must be able to handle interconnect 
router failures that render a symmetrical mesh non-symmetrically. When developing a routing 
methodology, the time complexity of calculation should be minimal, and thus complicated routing 
strategies to introduce profitable paths may not be appropriate. Several reports have been released in 
the literature on using the concept of fault rings to provide detour paths to messages blocked by faults 
and to route messages around the fault regions. In order to analyze the performance of such algorithms, 
it is required to investigate the characteristics of fault rings. In this paper, we introduce a novel 
performance index of network reliability presenting the probability of message facing fault rings, and 
evaluating the performance-related reliability of adaptive routing schemes in n-D mesh-based 
interconnection networks with a variety of common cause fault patterns. Sufficient simulation results of 
Monte-Carlo method are conducted to demonstrate the correctness of the proposed analytical model.   
Keywords 
Fault-Tolerance, Fault Rings,   Interconnection Networks, n-D Meshes, Adaptive   Routing, Network 
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1. Introduction 
In the recent years, high performance computing systems have opened a trend in modeling 
daily behavior and life style of modern societies by means of applications and services, such as 
molecular dynamics simulations, DNA sequencing, weather forecasting, geological activity 
studies, and even a simple Google search [1].  
In massively parallel systems, a collection of components work together to solve problems 
in large-scale applications. These components communicate data, and coordinate their effort by 
sending and receiving messages through the underlying network of communications. However, 
as the number of components in a parallel system increases, so does the rate of failure. 
Therefore, the issue of system reliability must acquire an increased importance.  
Fault-tolerance is the ability of networks to operate in the presence of component failures 
[2]. It is a key issue in the design of interconnection networks. When components of networks 
fail, higher adaptability of routing algorithm would enable message to be routed around fault 
regions.  
A wide range of researches have been carried out on fault-tolerant routing in interconnection 
networks [3-10]. Typically, additional routing restrictions and/or network resources are 
required to ensure deadlock freedom of such algorithms in the vicinity of faults [2]. 
Furthermore, faults may be coalesced into some fault areas that engage rectangle-shaped (also 
called fault- block) regions such that the boundary of the rectangle has only fault-free nodes 
and links and the interior of the rectangle contains all the faulty links and nodes which 
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correspond to that particular fault set. This fault model is superior to convex fault regions 
proposed by Chien and Kim [11], because it deals more effectively with faults along the 
network boundary. For each fault region in a network with faults, it is feasible to connect the 
fault-free components around the region to form a ring known as the fault ring (f-ring for short) 
for that fault.  
Many researchers [3-7] have utilized the concept of f-rings in order to make the existing 
routing algorithms tolerate multiple fault regions without disabling any healthy nodes. 
Messages are routed under an adaptive routing algorithm until they face an f-ring. Then, 
depending on the relative position of the destination, messages are routed clockwise or 
counterclockwise around the f-ring. The f-rings provide alternate paths to messages blocked by 
faults which are used to route messages around block-fault regions. An f-ring can be 
constructed for each rectangular fault region by using the methods as described in [3]. 
Consequently, in order to evaluate the end-to-end cost and complexity of such routing schemes 
accurately; we ought to be able to investigate the characteristics of the fault rings.    
Several studies [3-11] have addressed fault-tolerance in a diverse range of systems and 
applications. However, most of the performance studies have been performed through 
numerical simulation model which, were solely based on an analysis of the discrete time 
behavior of the system. The analytical modeling approach is a better choice when a lot of tests 
are required. While, numerical simulation approach is time consuming to create, although it can 
be used to generate quick results. If both simulation and analytical modeling are feasible, then 
the optimum technique depends on the type of investigations performed.   
The mesh-connected topology [2] is one of the most thoroughly investigated topologies of 
networks for on-chip networks, multi-core processors, and parallel systems. This topology has 
been commonly discussed due to structural regularity for easy construction, and high potential 
of legibility of various algorithms. As the number of nodes, as well as dimension in a mesh-
connected system increases, the chance of failure also increases. The complex nature of 
networks also makes them vulnerable to disturbances. Therefore, the ability to tolerate failures 
is becoming increasingly important for adaptive routing schemes.  
However, graphs generally provide a powerful tool to model objects and relationships 
among objects. For example they can be used to model problems in areas such as 
transportation, scheduling, networks, robotics, VLSI, compilers, mathematical biology and 
software engineering. Many optimization problems from such areas and other diverse areas can 
be phrased in graph-theoretic terms, leading to algorithmic questions about graphs. 
In this paper, the focus is on a novel mathematical model for analyzing the reliability of a 
mesh-based interconnection network which involves probability theory and combinatorics, and 
moreover, it is used as a simulator for results verification.  
In Section 2, all required definitions and backgrounds of our analysis are given. In Section 3, 
we derive in detail the probability of message facing the fault rings in n-D mesh-based 
networks. In Section 4, mathematical expressions of this probability are confirmed by a Monte-
Carlo simulation approach. Finally, in Section 5, our conclusions and anticipated future works 
are presented.  
2. Preliminaries 
This section briefly describes the structure of an n-D mesh network and then explores the fault 
model used in this study. The definitions brought in this section stay in firm with the standard 
notation and definitions in adaptive routing algorithms and fault-tolerant networks. 
2.1.   The Mesh Structure  
Definition 1: Each mesh network of n  dimensions 1 2 ... nR R R× × ×  which is denoted by 
1 ... nR R
M × ×  is made of nodes 1
1
...
( ) {( ,..., ) :1 ,1 }
n
n n
R R iv M x x x R i n× × = ≤ ≤ ≤ ≤ where each node 
1( ,..., )ni ix x  is connected to its 
International Journal of Computer Networks & Communications (IJCNC) Vol.3, No.4, July 2011 
89 
 
neighbors 1 2( 1, ,..., )ni i ix x x± , 31 2( , 1, ,..., )nii i ix x x x± ,…, 1 1( ,..., , 1)n ni i ix x x− ±  if the neighbors exist. 
Generally, there are 1 ... nN R R= × ×  nodes and  
1 1 1 2
1 1 1 2
1
1
1 1
1 ,... 1 ,... 1
( 1)
1 1 ,...
... ... ... ... ( 1)
( 1) ...
n n
n n
j
i j
n
n
n i i i i
i i n i i n i
n n
n j
i i
j i i n
E nR R R R R R R
R R
− −
− −
−
≤ ≤ ≤ ≤ =
− −
= ≤ ≤
= − + − + −
= −
∑ ∑ ∑
∑ ∑
                                                (1)    
communication channels (links) in a 
1 ... nR R
M × × . 
2.2. Fault Model  
Asynchronous, distributed parallel systems, which contain no central controller, are becoming a 
viable alternative in the design of powerful computing systems. In addition to their 
characteristics for performance scalability, the physical replication of multiple entities makes 
them very applicable to the implementation of some kind of fault-tolerance, in which the whole 
system is allowed to continue operating, albeit in a degraded mode, in the presence of some 
faulty components.  
In designing a fault-tolerant routing scheme, the most important issues are to select 
appropriate fault models, structure of fault regions, and processes to component failures.  
The nodes of network are generally assumed to possess the ability for self-test, as well as the 
ability to test neighboring nodes. Two basic fault models could be tested, including individual 
link failures and node failures. On a node failure, all physical links incident on the failed router 
are also marked faulty at adjacent routers. Link or node failures do not only reduce the 
computational power of underlying network, but also deform its structure, which may 
accordingly lead to a disconnected network. 
Definition 2: A topology is said to be connected if there exists a path between all source-
destination pairs ( ),s d  for all s d≠ .  Otherwise, it is disconnected.  
Individual link and node failures are the smallest unit of failed components. Adjacent faulty 
entities are coalesced into fault regions, which may lead to different patterns of failed entities. 
Fault regions extended by faulty components, may form convex (also known as block faults) or 
concave-shaped patterns [12, 13]. 
Since concave regions are very difficult to process for fault-tolerant routings, constraints 
must be placed on the structure of such regions. The most common constraint employed is that 
these regions be convex and further rectangle-shaped fault regions.                   
3.  The Proposed Analytical Model 
This section starts with the description of the assumptions used in construction of the analytical 
model. The derivation and implementation procedure of the mathematical expressions are then 
presented. After that, the proposed analytical model is validated through simulation 
experiments. 
3.1. Assumptions 
The topological structure of an interconnect network can be modeled by a graph. This fact has 
been universally accepted and used by computer scientists and engineers. Moreover, practically 
it has been demonstrated that graph theory is a very powerful mathematical tool for designing 
and analyzing topological structure of interconnect networks. In this section, we will briefly 
recall some basic concepts and notations of graph theory used in this paper as well as the 
corresponding backgrounds of networks.                      
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1. Messages are uniformly destined to other network nodes. 
2. Messages are routed adaptively using the minimal routing, which always routes the 
message to the destination through a Manhatan-distance-path [9] in the fault-free 
segments of the network. 
3. Both source and destination routers are fault-free. 
4. The fault model is static, i.e., no new faults occur during a routing process; faults do not 
disconnect the network. 
5. Nodes are more complex than links and thus have higher failure rates [2, 12, 13]. Thus, 
we assume only node failures. Moreover, the faulty components are unusable, that is, 
data will not be transmitted over the faulty entities.  
Most of the mathematical models investigated in fault- tolerant communication networks are 
based on the general assumptions made above. 
3.2.   Mathematical Analysis 
In this section, we calculate the probability of message facing the fault rings in n-D meshes. 
Consider an n-D 1 ... nR R× ×  mesh network with some faulty nodes that are put by one another 
in an n-D 1 2 ... nl l l× × ×  (1 1,1 )i il R i n≤ ≤ − ≤ ≤  rectangular. It is clear that faulty nodes will not 
cause disconnection in the given n-D mesh network. Such a network is called a connected n-D 
1 ... nR R× ×  mesh with n-D 1 2 ... nl l l× × ×  rectangular fault pattern.  
Definition 3: Consider a connected n-D 1 ... nR R× ×  mesh with n-D 1 2 ... nl l l× × ×  rectangular 
fault pattern. A set of nodes that have a distance of a link from border points of this fault 
pattern is called n-D fault ring or f n-ring for short.  
Definition 4: If the given n-D fault pattern meets the borders of n-D mesh, then the n-D fault 
pattern in Definition 3 changes to n-D fault chain or f n-chain for short.  
For instance, Figure 1 illustrates a part of a 3-D faulty mesh, in which nodes and links outside 
the cube are omitted, but f 3-ring and f 3-chain are drawn in. The dimensions are labeled X1 
(first), X2 (second), and X3 (third).   
 
Figure 1.  3-D faulty mesh network; (a) f 3-chain, (b) f 3-ring 
 
Definition 5: Minimal path from point 1( ,..., )na aa x x=  to point 1( ,..., )nb bb x x= : We denote S  as 
the set of all paths that start from a  and terminate at b . Let 0S  be the length of the shortest 
sequence of S . Therefore, one minimal path from a  to b  is an element of the set S having the 
length of 0S . 
Definition 6:The distance between the i-th components of points 1( ,..., )na aa x x=  and 
1( ,..., )nb bb x x=  in an  n-D 1 ... nR R× ×  mesh network equals | |i ib ax x− , which is depicted by 
symbol ( , )i a b∆ . 
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Definition 7: The symbol ( , )nLT a b  denotes the number of paths (minimal) between two non-
faulty points 
1 ...
, ( )
nR R
a b v M × ×∈  and its value is given by 
1
1
1 2
1
( , ) ( ( , ) ... ( , ))!
( , )! ( , )!... ( , )!( , ),..., ( , )
n
i n
i
n
n
a b a b a b
a b a b a b
a b a b
=
 ∆ ∆ + + ∆ 
=  ∆ ∆ ∆ ∆ ∆ 
∑
                                                                      (2) 
Remark: To reach the point b  from the point a , we should pass 1( , ) ... ( , )na b a b∆ + + ∆  links. In 
each movement we can move through the direction of any coordinate axis but on direction of 
axis ix , we can only choose ( , )i a b∆  channels. So, the number of minimal paths from a  to b is 
given by  
1
1
( ( , ) ... ( , ))!
( , )!... ( , )!
n
n
a b a b
a b a b
∆ + + ∆
∆ ∆
                                                                                                       (3) 
Our intention is to calculate the probability of an arbitrary path between two non-faulty nodes 
in an n-D mesh not facing f n-ring, which is denoted by 
missP . Hence, our sample space is the set 
of all minimal paths between two arbitrary non-faulty nodes in the network.  Some paths in this 
set face f n-ring while the others do not touch any nodes of the f n-ring, so 
 
n# all minimal paths between two arbitrary non-faulty nodes not facing the f ring
# all minimal paths between two arbitrary non-faulty nodes in the netwok
 -
missP                                     (4) 
and 
 
n#all minimal paths between two arbitrary non-faulty nodes facing the f ring 
#all minimal paths between two arbitrary non-faulty nodes in the netwok
-
hitP                                                     (5) 
 
such that, 1hit missP P= − . 
Note that 
missP  calculates the probability of an arbitrary minimal path in the network not facing 
the f n-ring. It is apparent that missP  is not the probability of an arbitrary path between two 
certain nodes of ,a b  not facing the set of nodes residing on f n-ring. 
As a matter of fact missP  determines the probability of an arbitrary path between two 
arbitrary nodes in the network not facing the f n-ring, and the aim of this paper is to calculate 
the probability of a path in the network (without considering the initial and end points of the 
path) not facing f n-ring. Indeed, this probability is equal for all paths existing in the network. 
In the n-D mesh, the location of the faulty points is important. So, in order to characterize 
the exact location of faulty points we should determine one of the points of the n-D rectangular 
fault. For the adaptation, we choose a point where for each 1 i n≤ ≤ , its i-th component has the 
least value among the i-th components of the set of the faulty points of the n-D rectangular and 
it is depicted by α . Therefore, in order to determine the exact location of the fault pattern of the 
n-D rectangular, which is important in calculation of ,hit missP P , apart from knowing dimensions 
of the n-D rectangular fault we should know the characteristic point of it, i.e. α . Thus, the fault 
pattern of n-D rectangular 1 2 ... nl l l× × ×  is as following set of nodes 
1 1
1{( ,..., ) / ( ,..., ),0 ,1 }n na a n a a i ix m x m x x m l i nα+ + = ≤ ≤ ≤ ≤                                                         (6) 
The above set is demonstrated by symbol 1( ,..., , )nF l l α , and also the set of f n-ring point 
surrounding this fault pattern is depicted by 1( ,..., , )nR l l α . The set of 
1 1( ,..., , ) ( ,..., , )n nF l l R l lα α∪  is illustrated by 1( ,..., , )nFR l l α . 
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Theorem 1: The number of all existing paths among non-faulty nodes in n-D 1 ... nR R× ×  mesh 
with n-D 1 2 ... nl l l× × ×  rectangular fault pattern and characteristic point α  is given by 
... 11
1
, ( )\ ( ,..., , )
1
( , )
( , ),..., ( , )R R nn
n
i
i
a b v M F l l
n
a b
a b a bα× ×
=
∈
 ∆ 
 
 ∆ ∆ 
∑∑                                                                                  (7) 
Proof: Consider two none-faulty points ,a b  in the network; the number of paths between ,a b  
is denoted by 
1
1
( , ) ( , )
( , ),..., ( , )
n
i n
i
n
a b
LT a b
a b a b
=
 ∆ 
= 
 ∆ ∆ 
∑
                                                                                       (8) 
So, the number of all existing paths among none-faulty points in the n-D 1 ... nR R× ×  mesh can 
be calculated as the aggregation of total number of paths between any two non-faulty points in 
the network. ■    
To continue the work, it is required to determine the direction of each path in the mesh relative 
to the coordinate axis. Consider two points 1 1( ,..., ), ( ,..., )n na a b ba x x b x x= =  in the n-D 1 ... nR R× ×  
mesh network. Assume that we want to move from a to b . Table 1 gives the information for 
the direction of the message utilizing the 1,..., nX X  dimensions in the above mentioned 
network. The upper indices “+”, “−” reveal the orientation in the negative or positive direction 
of the coordinate axis, respectively. 
Definition 8: If the set of faulty points in an n-D 1 ... nR R× ×  mesh forms two n-D 1 2 ... nl l l× × ×  
and, 1 2 ... nk k k× × ×  rectangular-shaped regions with an f n-ring around them, then we will 
denote the set of fault points by 
overlapF  and the set of fault points and its associated f n-ring 
around it by overlapFR . 
TABLE 1. Description of the direction to be used for routing messages in n-D mesh network. 
Condition Message Direction 
0i ib ax x− ≥  
In iX dimension the message is routed from 1( ,..., )na aa x x=  to 
1( ,..., )nb bb x x=  in iX +  direction 
0i ib ax x− <  
In iX dimension the message is routed from 1( ,..., )na aa x x=  to 
1( ,..., )nb bb x x=  in iX − direction 
It is apparent that in this case we should have 1α  and 2α  apart from the dimensions of the 
faulty rectangular-shaped regions. If the set of considered faulty points does not have a specific 
shape (i.e., x shape− ), we denote that set of faulty points ( )F x  and ( )FR x  is called the set of 
fault points and its associated f n-ring around it, respectively. 
Definition 9: Restriction function of 
1 ... nR R
M × × , the function 1 1... ...: ( ) ( )n nR R R RP M P M× × × ×ℜ → , in 
which 
1 ...
( )
nR R
P M × ×  is the set of all meshes of 1 ... nR RM × ×  and its criterion is expressed as follows 
1
1 2
 
( ( , ))
( , ) ( ,..., , ),
 ...  ( , ) ,
( , ) (
n
n
n
n
n overlap
n
M a b
M a b FR l l
l l l M a b FR
M a b FR
α
=ℜ
∩
× × × ∩
∩
if  set  of  faulty points is in the form of
ectangle an r
if  set  of  faulty points is in the form  of  two overlapping rectangles
),x









if  set  of  faulty points is in the form  of  a x - shape
                      (9) 
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Definition 10: Let a  and b  be two non-faulty points of 
1 ...
( )
nR R
v M × ×  and for any two arbitrary 
points 1( ,..., )
l l
n
l c cC x x= , 
1( ,..., )
k k
n
k c cC x x=  of ( ( , )) { , }nM a b a bℜ ∪ , the number of possible paths 
from lC  to kC  is indicated by , ( , )a b l kLM C C ; so that the direction of each path in dimension 
(1 )iX i n≤ ≤  is collinear with the direction of a path from a  to b  in dimension (1 )iX i n≤ ≤ , 
and its value is given by 
,
1
, ,
1
( , )
( , ),..., ( , )
n
a b
i l k
i
a b a b
l k n l k
C C
C C C C
=
 ∆ 
 
 ∆ ∆ 
∑
                                                                                              (10) 
In which, , ( , ),1 ,a bi l kC C i n∆ ≤ ≤  is a two-criterion function; indicating the number of orientations 
along path from lC  to kC  in dimension iX , which are collinear with the orientations along a 
path froma to b  in the same dimension. But if the orientations along a path from lC  to kC  in 
dimension iX , which are not collinear with the orientations along a path from a  to b , then it 
gives the negative of the previous value, i.e. its criterion is expressed as 
,
( , )  0 and 0
( , )           or ( 0 and 0
( , )     otherwise
k l
k l
i i i i
i l k b a c c
a b i i i i
i l k b a c c
i l k
C C x x x x
C C x x x x
C C
∆ − ≥ − ≥
∆ = − < − <

−∆
                                                             (11) 
Definition 11 (Permutation) [14]: Given any set A , any one-to-one mapping from A onto A is 
called a non-singular transformation or permutation.   
The symbol kS  will be used to denote the set of all possible permutations of the set{ }0,..., 1k − . 
Definition 12 (Identity mapping) [14]: Let A  be a non-void set and define :i A A→  by 
( )i x x x A= ∀ ∈ . In terms of ordered pairs { }( , ) :i x x x A= ∈ , i  is called the identity mapping. 
If i  maps at least one element of A  into another element excluding itself, then i  is said to be a 
non-identical mapping. 
Definition 13 (Cycle) [14]: Let A  be a finite set. A permutation σ  of A  is said to be a cyclic 
permutation or a cycle if there exist elements 1 2, ,..., nx x x  in A  such that 
1 2 2 3 1( ) , ( ) ,..., ( )nx x x x x xσ σ σ= = =  and for any x A∈  that different from 1 2{ , ,..., }nx x x , 
1 2( , ,..., )nx x xσ = .  
Remark: Every permutation σ  of a finite set is a product of disjoined cycles. 
Definition 14: (Derangement) a permutation σ of 1mS +  is said to be a derangement if it moves 
all the elements of 1 2{ , ,..., }mx x x . We denote the set of all parishes in 1mS +  by symbol 1mD +  
or {0,1,..., }mD . 
Definition 15 (Transposition) [14]: A cycle of length 2 is a transposition. 
According to definition of determinant, we have 
1
sgn
0 (0) 1 (1) ( )0 ,
det ( 1) ...
m
kl m mk l m S
d d d dσ σ σ σ
σ +
≤ ≤
∈
′ ′ ′ ′= −∑                                                                                    (12) 
where 1mS + and sgnσ are the set of all permutations on the set {0,1,..., }m  and the number of 
transpositions of permutationσ , respectively. 
Theorem 2: Given that ,a b  are two non-faulty points of n-D 
1 ... nR R
M × ×  mesh network and 
1( ( , )) { ,..., }n mM a b C Cℜ = ; the number of path from a  to b , that do not traverse the points 
1,..., mC C , can be calculated as 
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0 ,
det ( , )klk l m d a b≤ ≤                                                                                                                       (13) 
where 
0 , 1( , ) ( , )  0,1,...,l a b l md a b LM C C l m+= =  
,
1 0
( , ) ( , )
1,2,..., , 0,1,..., , ,
kl a b l k
m
d a b LM C C
k m l m C b C a+
=
= = = =
                                                                             (14) 
Proof: In order to make the presentation of our notation easier to understand, let us use symbols 
, ( , )kl l kd LM C C  in place of ,( , ), ( , )kl a b l kd a b LM C C , respectively. Let us take 1mP +  to be the 
number of all the paths from a  to b , which do not traverse the points 1,..., mC C . Further, let S  
be the set of all possible paths from point a  to b . For any 1 ,k m w S≤ ≤ ∈  satisfies the 
condition kt  if the pathw passes point kE . Now, let lT  be the number of those elements of S , 
which fulfill l  conditions out of all conditions mentioned above.  It is clear that 0T S= , where 
the symbol  indicates the cardinality of set S . According to the inclusion–exclusion 
principle [15], we have 
1
0
( 1)
m
l
m l
l
P T+
=
= −∑                                                                                                                  (15) 
By considering those elements of S  which satisfy conditions
1 2
, ,...,
lk k k
t t t , the number of which 
is equal to the 
1 2
( , ,..., )
lk k k
N t t t . Therefore, we get  
1 0 1
1
1
( , ) ( )
( , ) ( 1) ( ,..., )
m
m m l
i
m
k l m
l k l m
P LM C C N t
N t t N t t
+ +
=
< ≠ ≤
= − +
− + −
∑
∑ L
                                                                                   (16) 
The quantity 
1
( ,..., )
lk k
N t t  is equal to the number of paths from S , which satisfies the 
conditions
1
,...,
lk k
t t ; in other words, it equals to paths from a  to b  such that they traverse all the 
nodes
1
,...,
lk k
C C , and this quantity is expressed as follows; 
1 1 1
{0, ,..., }1
0 (0) ( ) ( )( ,..., ) ...l k k
l l k
k k l l l l
D
N t t d d dσ σ σ
σ∈
= ∑                                                                                 (17) 
However, 
1{0, ,..., }kl lDσ ∈  is equal to a permutation such that 1mSσ +∈ , in a way that it is constant 
on the elements of 1{0,1,..., } \{0, ,..., }km l l  and {0, ,..., }| l kl lδ σ= . Then, we get  
1 0 (0) ( )( ,..., ) ...lk k m mN t t d dδ δ
δ
=∑                                                                                                    (18) 
and also we have sgn sgn kσ δ= = . 
Besides, each permutation such as 1mSδ +∈  (that moves only elements of 1{0, ,..., } {0,..., }kl l m⊂ ) 
is presented as an extension form of a permutation such that 
1{0, ,..., }kl lDδ ∈ , in a way that 
1{ ,..., }| kl lδ σ=  and 1{0,1,..., }\{ ,..., }| : constkm l lδ  
which completes the proof. ■ 
Now, in order to calculate
missP , it is necessary to enumerate the number of all paths that do not 
face the  f n-ring and then divide them by the number of all existing paths in the network.  
Theorem 3: Let 
1 ... nR R
M × ×  be a connected n-D 1 ... nR R× ×  mesh network with the n-D 1 ... nl l× ×  
rectangular fault region and the characteristic point α , then the number of paths not crossing 
the f n-ring is given by  
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,
... 11
0 ,
, ( )\ ( ,..., , )
det ( , )
a b
R R nn
klk l C
a b v M FR l l
d a b
α× ×
≤ ≤
∈
∑                                                                                       (19) 
in which  
,
( ( , ))na bC M a b= ℜ  
Proof: Considering the fact that each path confronting 1( ,..., , )nF l l α  will also be incident with 
the f n-ring, the number of paths not traversing the points located on f n-ring is equal to the 
number of paths in 
1 ... nR R
M × × not crossing the 1( ,..., , )nFR l l α  points. Consider two arbitrary 
points a  and b  from the set 
1 ... 1
( ) \ ( ,..., , )
nR R n
v M FR l l α× × . According to Theorem 2, the number 
of minimal paths (from a  to b ) not traversing the points ( ( , ))nM a bℜ , equals
,
0 ,
det ( , )
a b
klk l C
d a b
≤ ≤
. 
Thus, the number of all existing paths in 
1 ... nR R
M × ×  not facing the f n-ring will be equal to the 
total number of paths between any two non-faulty points in 
1 ... nR R
M × ×  not traversing the points 
of 1( ,..., , )nFR l l α . 
That is,  
,
... 11
0 ,
, ( )\ ( ,..., , )
det ( , )
a b
R R nn
klk l C
a b v M FR l l
d a b
α× ×
≤ ≤
∈
∑  ■ 
It follows from the proceeding theorem, the probability that a path in 
1 ... nR R
M × × with the n-D 
1 ... nl l× ×  rectangular fault pattern and characteristic point α  is not blocked by its associated f n-
ring can be determined as  
,
... 11
... 11
0 ,
, ( )\ ( ,..., , )
, ( )\ ( ,..., , )
det ( , )
( , )
a b
R R nn
R R nn
klk l C
a b v M FR l l
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a b v M F l l
d a b
P
LT a b
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α
× ×
× ×
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∈
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∑
∑
                                                                               (20) 
 
Therefore, we can get hitP  from the expression 1hit missP P= −  to calculate missP  with overlapping 
fault rings, so we have 
,
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∑
                                                                                       (21) 
and also in a condition that fault pattern is in the x-shaped fault region, we get 
,
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4. Results of Monte-Carlo Simulation 
In the previous section, we derived mathematical expressions to calculate the probability of 
message facing the f-rings (f-chains) with and without overlapping. In this section, a simulation 
is also constructed and applied under the same assumptions and network conditions in order to 
validate the results given by the proposed analytical model. The simulation has been developed 
in the method of Monte-Carlo, that is, we simply take many statistics for every run, 
independently, without waiting for the number of simulation runs is adjusted to ensure a steady-
state operation condition for the network.  
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Table 2. Analytical model with computer simulation results of the probability of 
message facing fault rings (chains) in a mesh topology with different 
characteristics of fault rings (chains), and various dimensions of the network 
Network 
dimension 
Fault region 
characteristic Origin of the faulty points set n-D mesh fault hitP  
3×2×2 f3-chain (1,1,0) 1×1×1 1 
7×8×11 f3-ring (2,2,2) 2×1×3 0.214 
5×13×9 f3-ring (2,3,1) 1×7×2 0.304 
3×5×7 f3-chain (0,0,1) 2×2×2 0.817 
6×11×17 f3-ring (2,4,6) 4×6×10 0.884 
3×7×8×9 f4-ring (1,1,1,1) 1×5×6×8 0.878 
2×3×4×2 f4-chain (0,0,1,0) 1×1×2×1 0.976 
9×5×3×9 f4-ring (2,3,1,3) 1×1×1×4 0.095 
3×3×3×3×3 f5-chain (1,1,1,1,1) 1×1×1×2×1 1 
5×4×3×5×6 f5-ring (1,1,1,1,1) 1×1×1×2×1 0.036 
5×4×3×5×6 f5-ring (2,2,2,2,2) 2×2×1×1×3 0.104 
The simulator generates faults in the network so that the resulting fault regions are convex. It 
also checks that all nodes in the network are still connected using adaptive routing algorithm. 
The goal of the simulation is to calculate the values of the probability of message facing the f-
rings (f-chains) for different number of faulty nodes in an n-D mesh topology. For every run, 
the simulator creates the corresponding rectangle-shaped fault pattern, and keeps statistics of 
the following data: 
• The number of minimal paths crossing the network.    
• The number of minimal paths confronting the f-rings (f-chains).  
• For each source-destination pair, the probability of message facing the f-rings (f-chains) is 
calculated. 
 
Table 2 shows the results for various sizes of n-D meshes with different characteristics of the fault 
regions. Here, both the analytical and simulation results are shown. 
5.  Conclusions 
Due to the exponential growth of circuit integration, including on-chip networks and multi-core 
processors, in addition to the stochastic nature of communication between different components 
on a chip, some interconnection networks may show a significant higher failure rates and a 
Mean Time Between Failures (MTBF) smaller than the execution time of some applications. 
This means that failures may occur during their executions. Hence, the performance of such 
systems is heavily dependent on the routing schemes with the ability to operate with router 
failures.  In order to analyze the performance of such routing schemes, one must investigate the 
characteristics of fault rings. In this paper, we have analyzed the reliability of n-D mesh-based 
interconnection networks as a probability of message facing the fault rings. Working properly 
with any hardware at hand makes the method quite economical with considerable 
dependability. We have also conducted extensive simulation experiments in Monte-Calro-
method with a various number of faults, the results of which are used to confirm the accuracy 
of the proposed analytical model. In our future work, we will extend our approach to 
investigate dynamic networks, in which every entity may become faulty during the routing 
process. As a result, the fault regions can change their shapes dynamically, and the 
corresponding fault rings will be adjusted frequently.       
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