This paper investigates the ability of variously designed & trained Artificial Neural Network (ANN) to predict the probability of occurrence of Hypertension (HT) in a mixed (healthy + hypertensive, both sexes) patient population. To do this a multi layer feed-forward neural network with 13 inputs and 1 output was created with multiple hidden layers. Network parameters such as count of hidden layers, count of neurons in the hidden layers, percentage of testing samples and percentage of samples used for validation were varied so as to deliver the maximum prediction accuracy of the ANN network. The training algorithm used for ANN is LevenbergMarquardt back propagation algorithm. A large database, comprising healthy and hypertensive patients from a university hospital was used for training the ANN and prediction. The maximum accuracy marked by this approach was 92.85%, considered quite satisfactory by medical experts. Thus the best network parameter choice best for ANNs approached empirically.
INTRODUCTION
In the practice of medicine, Artificial Neural Networks are now being vigorously applied in areas as diverse as cytology, cardiology, analysis of images, genetics and clinical chemistry. [1] However the major problem here is to diagnose a disease with high reliability. Human experts make mistakes because of their diverse experiences, training and other limitations. This is the major issue for medical practitioners. One of the most important problems of medical diagnosis is the subjectivity of the specialist [13, 15] .This is due to the fact that the result does not depend on a systematized solution but on the interpretation of the patient's signals [5] . Brause highlighted that almost all physicians are confronted during their training by the difficult task of diagnosing a disease. Here, they have to solve the problem of deducing certain diseases or formulating a treatment based on more or less specified symptoms observed and medical knowledge. Principally, human thinker does not resemble statistical modeling as done with computers but it acts like pattern recognition systems. In particular, it has been repeatedly noted that Humans can recognize patterns or objects very easily but fail when probabilities have to be assigned to different outcomes, here diagnosis. In reality, the quality of diagnosis is totally depended on the physician talent and experience. Further, emotional problems and fatigue degrade the doctor's performance. The training procedure of doctors, in particular specialists, is a lengthy and expensive one. So even in developed countries one may sometimes feel the lack of sound medical advice. Medical science is one of the most rapidly growing and changing fields of science. Therefore like many other endeavors of modern enterprise, today knowledge-based technology is being increasingly engaged in the field of medical diagnosis. [4] 2. LITERATURE REVIEW Ture, Kurt, Kurum, Ozdamar [8] compared performances of two neural networks , four statistical algorithms and three decision trees in order to predict the risk of essential hypertension disease. MLP and RBF-two neural networks procedures-performed better than other techniques in predicting hypertension. Gil, Johnsson, Garicia, Paya and Fernandez [7] developed two types of unsupervised and one supervised neural network to evaluate the use of neural network models as a tool to support diagnosis of urological dysfunctions. Hsu, Chiu, Lee, Chiu, Liu and Hwang [9] constructed a classification approach based on the hybrid use of case-based reasoning (CBR) and genetic algorithms (GAs). Hypertension detection was attempted using anthropometric body surface scanning data. The obtained result revealed the relationship between a subject's 3D scanning data and hypertension disease. GA was adopted to determine the optimum feature weights for CBR. The proposed approaches were compared with a regular CBR and other widely used approaches including neural nets and decision trees. Zhang, Yan, Zhao and Zhang [10] developed an ANN based automated computer aided diagnosis system to help radiologist in detecting micro-calcifications in digital format mammograms. Dana [14] developed a ANN based AI system to detect breast cancer. The system was trained using eight input nodes represent features of calcification, areas in breast tissues where tiny calcium deposits built up and might indicate the presence of cancer.
ARTIFICIAL NEURAL NETWORK
An artificial neural network (ANN) is a computational model that attempts to functionally mimic human brain [2] . It is a network of highly interconnected processing elements (neurons) operating in parallel. These elements are similar to the human nervous system. A subgroup of processing elements is called a layer in the ANN network. The first layer of a ANN is the input layer and the last layer of a ANN is the output layer. There may be additional layers called hidden layers. Fig.1 represents the typical neural network. A feed forward neural network can be trained to perform a particular function by adjusting the values of the weights between elements. Medical diagnosis using ANN is currently a very active research area in medicine and it is believed that it can be more widely used in biomedical systems in the next few years [14] . This is primarily because the solution is not restricted to linear form. Neural networks are ideal in recognizing diseases using health parameters since there is no need to provide a specific algorithm on how to identify the disease. Neural networks learn by examples so the details of how to recognize the disease is not needed [13] .
ANN-BASED DIAGNOSIS MODEL
Neural networks are widely and successfully used techniques for classification and prediction. All types of back propagation neural networks are proposed to diagnose diseases [3] . The model consists of three layers: the input layer, a hidden layer and the output layer. For the present study, a single hidden layer with 20 neurons was created and trained. The transfer function used was 'tansig'. We used 'trainlm' function for back-propagation network training and 'learngdm' function for back-propagation weight/bias learning. These were default options provided in the tool. The input and target samples were divided into validation, testing and training sets. The training set is used to train the network. The test set provides a completely independent measure of network accuracy. The information moves is forward direction from the input nodes through hidden layers to output nodes. The schematic of the neural network model built are shown in Fig.2 
Fig 2: A typical ANN model for hypertension prediction
A feed-forward neural network allows signals to travel in only one direction, from input to output. The hidden neurons are able to learn the patterns in data during the training phase and mapping the relationship between input and output pairs. Data received from the input layer is processed by each neuron in the hidden layer using a transfer function to the output neuron for further processing.
The output of the hidden layer can be explained by equation
Where Y is a vector of the output from each of the N neurons in a given layer, W is a matrix containing the weights for each of the M inputs for all N neurons, X is a vector of inputs, b is a vector of biases and f(.) is the activation function. [2] 5. METHODOLOGIES EMPLOYED
Data Acquisition and Preprocessing
The database used for analysis in this study has been compiled as a part of an earlier study entitled Early Detection Project (EDP) conducted at the The diagnosis of hypertension is made by a doctor as follows. When the average of three or more diastolic blood pressure (BP) measurements on at least three subsequent visits is R90 mmHg or when the average of multiple systolic BP readings on three or more subsequent visits is consistently R140 mmHg [9] , the patient is diagnosed to have hypertension.
In all, 13 parameters were noted for each respondent [17] . Table 1 describes the symptom (input) variables used for the present study. They include age, health indicators (e.g. pulse, systolic blood pressure (BP1), diastolic blood pressure (BP2)) and biochemical parameter like Serum Proteins (SP), Serum Albumin (SALB), Hematocrit (HCT), Erythrocyte Sedimentation Rate (ESR), Serum Cholesterol (SC), Serum Triglycerides (STG), along with various hemorheological (HR) parameters (e.g.; Whole Blood Viscosity-WBVmeasured over eight different shear rates, Plasma Viscosity-PV-measured over three different shear rates, using a Contraves 30 viscometer, and Red Cell Aggregation (RCA).
We studied the effect of four network parameters on the prediction accuracy of an ANN. Table 1 lists the effect of varying neuron count in the hidden layer of two-layer ANN. Dataset used in our study is KNN-imputed dataset for missing values at random, where missing data percentage is less than 15% [16] . The dataset consists of information about patients who are hypertensive and healthy as diagnosed by the doctors. 
RESULTS AND DISCUSSION
The neural network toolbox from Matlab R2007a was used to build a variety of diagnosis models for predicting hypertension from symptom data and evaluate their classification accuracy. In the beginning a single hidden layer with 20 neurons was created and trained with 80% training samples, 10% testing samples and 10% validating samples randomly taken from the dataset. The well established Levenberg-Marquardt back propagation algorithm was used to train the network. The results of applying the ANN to classify between healthy and unhealthy patients based on selected symptoms showed very good ability of the network to learn the patterns (relationships to sickness) corresponding to the symptoms of the person. The best network configuration appears to be having 20 neurons in first hidden layer and 5 neurons in the second hidden layer. A small sample set (10%) for validation and also a small sample set (10%) for testing the instances randomly selected -appeared in Table 2 -to produce satisfactory accuracy. However, the prediction accuracy drastically reduces if the testing sample size and validation sample size is increased to 20% respectivelyappeared in Table 3 -and above, which reduces training sample size to 60%. 
CONCLUSIONS
In this study, we explored the development of a decision support system (DSS) based on the artificial neural network (ANN) architecture for medical diagnosis. The final network model appears to be reachable empirically performs acceptably as opined by practicing university doctors who would interpret the same symptoms (input) data to diagnose patients with speculated hypertension. The ANN system was trained by employing Levenberg-Marquardt back propagation algorithm, a well-established procedure in ANN technology. The number of hidden layers and the count of neurons in the hidden layers of a neural network does appear to play a critical role for correctly classifying the relevant pathology. Indeed, by suitable parameter selection done empirically as shown here may reduce the training time and deliver good accuracy for medical applications. Therefore, the ANN-based DSS appears to be performing at a level comparable to human experts for hypertension detection when the correct architecture, training and testing strategies are empirically established.
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