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2 Benner and FabenderThe essential role of the continuous-time algebraic Riccati equation (CARE) incontrol theory Q+ATX +XA XGX = 0(2)and its connection to the Hamiltonian eigenproblem (1) is well known, see e.g.[32, 34, 36] and the references given therein. The solution of CARE (2) with small anddense coecient matrices (say n  100) has been the topic of numerous publicationsduring the last 30 years. Even for these problems a numerically sound method, i.e.,a strongly backwards stable method in the sense of [4], is yet not known. Only a fewattempts have been made to solve (1) for large and sparse matrices, e.g. [28, 30, 43].In order to reduce both computational cost and workspace, it is crucial to use theHamiltonian structure.It is well-known that for each Hamiltonian matrix H, we have(JH)T = JHwhere J = " 0 In In 0 #(3)and In is the nn identity matrix. The eigenvalues of a Hamiltonian matrixH occurin pairs ;  and if they are complex with nonzero real part even in quadruples; ; ; . Symplectic matrices S are dened by the property STJS = J forS 2 IR2n2n (this property is also called J-orthogonality). IfH is Hamiltonian and S issymplectic, then S 1HS is Hamiltonian. Thus a structure-preserving and numericallystable algorithm for the eigenproblem (1) should consist only of orthogonal symplecticsimilarity transformations. An algorithm with this property was proposed in [10] forthe case that rank G = 1 or rank Q = 1. To the best of our knowledge, the onlyexisiting algorithm for the general case satisfying this demand was proposed in [1].But for growing dimension n, this method suers from convergence problems. TheLanczos method proposed here for the large scale problem exploits the structure ofthe problem by weakening orthogonality to J -orthogonality. In exact arithmetic, themethod would compute a symplectic (nonorthogonal) matrix S and a HamiltonianJ -Hessenberg matrix fH such thatfH = S 1HS = 2666666666666666666664
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3777777777777777777775 :(4) The reduction of Hamiltonian matrices to Hamiltonian J -Hessenberg form servesas initial step in the Hamiltonian SR algorithm proposed by Bunse{Gerstner and
A restarted symplectic Lanczos method 3Mehrmann [8]. This algorithm is a QR-like method for the Hamiltonian eigenproblembased on the SR decomposition. There, fH is computed by an elimination process.During this elimination process the use of very badly conditioned matrices can notalways be circumvented. It is shown that the reduction of a Hamiltonian matrixto such a Hamiltonian J -Hessenberg form does not always exist. The existence ofthis reduction and also the existence of a numerically stable method to compute thisreduction is strongly dependent on the rst column of the transformation matrix thatcarries out the reduction.A few attempts have been made to create structure-preserving methods usinga symplectic Lanczos method. The symplectic Lanczos method proposed by Mei[37] works with the squared Hamiltonian matrix and suers from stability problemsas well as from breakdown. The structure-preserving symplectic Lanczos methodconsidered here creates a Hamiltonian J -Hessenberg matrix if no breakdowns ornear-breakdowns occur. Eigenvalue methods for such matrices and the applicationto the solution of algebraic Riccati equations (2) are examined in [7, 8, 35, 36, 45].In [22] Freund and Mehrmann present a symplectic look-ahead Lanczos algorithmwhich overcomes breakdown by giving up the strict Hamiltonian J -Hessenberg form(4). In this paper we combine the ideas of restarted Lanczos methods [12, 25, 46]together with ideas to reect the Hamiltonian structure and present a restartedsymplectic Lanczos algorithm for the Hamiltonian eigenvalue problem. Implicitlyrestarted Lanczos methods typically have a higher numerical accuracy than explicitrestarts and moreover they are more economical to implement.In Section 2 the implictly restarted Lanczos method for nonsymmetric matricesis reviewed. Section 3 describes the symplectic Lanczos method for Hamiltonianmatrices. In order to preserve the Hamiltonian J -Hessenberg form obtained fromthe symplectic Lanczos method, an SR decomposition has to be employed in animplicitly restarted symplectic Lanczos method. Thus in Section 4 all details of theSR decomposition necessary for the restart are presented. The implicitly restartedsymplectic Lanczos method itself is derived in Section 5. Numerical properties ofthe proposed algorithm are discussed in Section 6. Section 7 gives a survey overapplications of the method and in Section 8, we present some numerical examples.2 The Implicitly Restarted Lanczos MethodGiven v1; w1 2 IRn and a nonsymmetric matrix A 2 IRnn, the standard nonsym-metric Lanczos algorithm [33] produces matrices Pk = [p1; : : : ; pk] 2 IRnk andQk = [q1; : : : ; qk] 2 IRnk which satisfy the recursive identitiesAPk = PkTk + k+1pk+1eTk(5) ATQk = QkT Tk + k+1qk+1eTk :(6)The vector ek is the kth unit vector andTk = 2666664 1 22 . . . . . .. . . . . . kk k 3777775
4 Benner and Fabenderis a truncated reduction of A. Generally the elements j and j are chosen sothat jjj = jj j and QTkPk = Ik (bi-orthogonality). One pleasing result of thisbi-orthogonality condition is that multiplying (5) on the left by QTk yields therelationship QTkAPk = Tk.In theory, the three-term recurrences in (5) and (6) are sucient to guaranteeQTkPk = Ik. Yet in practice, it is known [39] that bi-orthogonality will in fact be lostwhen at least one of the eigenvalues of Tk converges to an eigenvalue of A. (See also[24] and the references therein.)At each step of the nonsymmetric Lanczos tridiagonalization, an orthogonaliza-tion is performed, which requires a division by the inner product of (multiples of) thevectors produced at the previous step. Thus the algorithm suers from breakdownand instability if any of these inner products is zero or close to zero. It is known[29] that vectors q1 and p1 exist so that the Lanczos process with these as startingvectors does not encounter breakdown. However, determining these vectors requiresknowledge of the minimal polynomial of A. Further, there are no theoretical resultsshowing that p1 and q1 can be chosen such that small inner products can be avoided.Thus, no algorithm for successfully choosing p1 and q1 at the start of the computationyet exists.It is possible to modify the Lanczos process so that it skips over exakt breakdowns.A complete treatment of the modied Lanczos algorithm and its intimate connectionwith orthogonal polynomials and Pade approximation was presented by Gutknecht[26, 27]. Taylor [47] and Parlett, Taylor, and Liu [41] were the rst to propose a look-ahead Lanczos algorithm that skips over breakdowns and near-breakdowns. The pricepaid is that the resulting matrix is no longer tridiagonal, but has a small bulge in thetridiagonal form to mark each occurence of a (near) breakdown. Freund, Gutknecht,and Nachtigal presented in [23] a look-ahead Lanczos code that can handle look-aheadsteps of any length.A dierent approach to overcome breakdowns and near-breakdowns is to modifythe starting vectors by an implicitly restarted Lanczos process. Given that Pk andQk from (5) and (6) are known, an implicit Lanczos restart computes the Lanczosfactorization A ePk = ePk eTk + erkeTk(7) AT eQk = eQk eT Tk + eqkeTk(8)which corresponds to the starting vectorsep1 = p(A  I)p1 eq1 = q(AT   I)q1(9)without explicitly restarting the Lanczos process with the vectors (9). For a detailedderivation see [25] and the related work in [12, 46].In Section 5 we show how to use this approach to overcome (near) breakdown inthe symplectic Lanczos algorithm discussed in the next section. Another applicationof the restart idea will be given in Section 7 where the symplectic Lanczos method isused to nd low-rank approximations to the solution of algebraic Riccati equations.
A restarted symplectic Lanczos method 53 A Symplectic Lanczos Method for Hamiltonian MatricesIn this section, we describe a symplectic Lanczos method to compute the reducedHamiltonian J -Hessenberg form (4) for a Hamiltonian matrix H similar to the oneproposed in [22]. The usual nonsymmetric Lanczos algorithm generates two sequencesof vectors. Due to the Hamiltonian structure of H it is easily seen that one of thetwo sequences can be eliminated here and thus work and storage can essentially behalved. (This property is valid for a broader class of matrices, see [21].)In order to simplify the notation we use in the following a permuted version of Hand fH. LetHP = PHP T ; fHP = PfHP T ; SP = PSP T ; JP = PJP Twith the permutation matrix P = P n whereP n = [e1; e3; : : : ; e2n 1; e2; e4; : : : ; e2n] 2 IR2n2n:If the dimension of P n is clear from the context, we leave o the superscript.From STJS = J we obtainSTPJPSP = JP = 2666666666664 0 1 1 0 0 1 1 0 . . . 0 1 1 0 3777777777775while S 1HS = fH yieldsHPSP = SPfHP = SP 26666666666666666666664
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37777777777777777777775 :(10)The structure preserving Lanczos method generates a sequence of matricesS2kP = [v1; w1; v2; w2; : : : ; vk; wk] 2 IR2n2ksatisfying HPS2kP = S2kP fH2kP + k+1vk+1eT2k(11)
6 Benner and Fabenderwhere fH2kP = P kfH2kP kT is a permuted 2k  2k Hamiltonian J -Hessenberg matrixfH2k of the form (10). The space spanned by the columns of S2k = P nT S2kP P k issymplectic since S2kP TJnPS2kP = JkP where P jJ jP jT = J jP and J j is a 2j  2j matrixof the form (3).As this reduction is strongly dependent on the rst column of the transformationmatrix that carries out the reduction, we must expect breakdown or near-breakdownin the Lanczos process as they also occur in the reduction process to HamiltonianJ -Hessenberg form, e.g. [8]. Assuming that no such breakdowns occur, a symplecticLanczos method can be derived as follows.Let SP = [v1; w1; v2; w2; : : : ; vn; wn]. For a given v1, a Lanczos method constructsthe matrix SP columnwise from the equationsHPSP ej = SPfHP ej; j = 1; 2; : : : :That is, for odd numbered columnsHP vm+1 = m+1vm+1 + m+1wm+1() m+1wm+1 = HP vm+1   m+1vm+1=: ewm+1(12)and for even numbered columnsHPwm = mvm 1 + mvm   mwm + m+1vm+1() m+1vm+1 = HPwm   mvm 1   mvm + mwm=: evm+1:(13)Now we have to choose m+1; m+1 such that STPJPSP = JP is satised, that is wehave to choose m+1; m+1 such that vTm+1JPwm+1 = 1. One possibility is to choosem+1 = jjevm+1jj2; m+1 = vTm+1JPHP vm+1:Premultiplying evm+1 by wTmJP and using STPJPSP = JP yieldsm =  wTmJPHPwm:Thus we obtain the algorithm given in Table 1.Note that only one matrix-vector product is required for each computed Lanczosvector wm or vm. Thus an ecient implementation of this algorithm requires6n + (4nz + 32n)k ops1 where nz is the number of nonzero elements in HP and2k is the number of Lanczos vectors computed (that is, the loop is executed k times).The algorithm as given in Table 1 computes an odd number of Lanczos vectors, fora practical implementation one has to omit the computation of the last vector vk+1(or one has to compute an additional vector wk+1).1(Following [24], we dene each oating point arithmetic operation together with the associated integerindexing as a op.)
A restarted symplectic Lanczos method 7Algorithm : Symplectic Lanczos methodChoose an initial vector ev1 2 IR2n; ev1 6= 0.Set v0 = 0 2 IR2n.Set 1 = jjev1jj2 and v1 = 11 ev1.for m = 1, 2, : : :do(update of wm)setewm = HP vm   mvmm = vTmJPHP vmwm = 1m ewm(computation of m)m =  wTmJPHPwm(update of vm+1)evm+1 = HPwm   mvm 1   mvm + mwmm+1 = jjevm+1jj2vm+1 = 1m+1 evm+1Table 1: Symplectic Lanczos MethodThere is still some freedom in the choice of the parameters that occur in thisalgorithm. Possibilities to remove these ambiguities have been discussed in [35].Essentially, the parameters m can be chosen freely. Here we set m = 1. Likewise adierent choice of the parameters m; m is possible.In the symplectic Lanczos method as given above we have to divide by a parameterthat may be zero or close to zero. If such a case occurs for the normalization parameterm+1, the corresponding vector evm+1 is zero or close to the zero vector. In this case,a symplectic invariant subspace of H (or a good approximation to such a subspace)is detected. By redening evm+1 to be any vector satisfyingvTj JP evm+1 = 0wTj JP evm+1 = 0for j = 1; : : : ;m, the algorithm can be continued. The resulting Hamiltonian J -Hessenberg matrix is no longer unreduced; the eigenproblem decouples into twosmaller subproblems. In case ewm is zero (or close to zero), an invariant subspaceof HP with dimension 2m 1 is found (or a good approximation to such a subspace).From (12) it is easy to see that in this case the parameter m will be zero (or close tozero). Two eigenvalues and one right and one left eigenvector can be read o directlyfrom the reduced matrix fH2m 2 as in (4).Thus if either vm+1 or wm+1 vanishes, the breakdown is benign. If vm+1 6= 0and wm+1 6= 0 but m+1 = 0, then the breakdown is serious. No reduction of the
8 Benner and FabenderHamiltonian matrix to a Hamiltonian J -Hessenberg matrix with v1 as rst columnof the transformation matrix exists. In this case we propose to use an implicitrestart technique to overcome the breakdown by changing the starting vector. Beforediscussing this approach in Section 5, we need to introduce the SR decompositionwhich will turn out to be fundamental in the restart process.4 The SR DecompositionIn [12, 46] the decomposition Tk   I = QR and the corresponding QR step,Tk = QTTkQ, play a key role in implicit restarts for the symmetric Lanczos method.These transformations preserve the symmetry and tridiagonality of Tk as well as theorthogonality of the updated Lanczos basis vectors. In the implictly restarted Lanczosmethod for nonsymmetric matrices [25], the HR decomposition and a correspondingHR step [6] is used, as this transformation preserves sign-symmetry along with thetridiagonality of the Tk and the bi-orthogonality of the basis vectors.Although symmetry is lacking in the symplectic Lanczos process dened above,the resulting matrix fH2kP is a permuted Hamiltonian J -Hessenberg matrix as in (10).In order to preserve this structure and the J -orthogonality of the basis vectors it turnsout to be useful to employ an SR decompositon of fH2kP   I;  2 IR. Besides thissingle shift we study double shifts fH2kP   I fH2kP + I where  2 IR or  2 {IR({ = p 1). Double shifts with purely imaginary values turn out to be useful inconnection with the computation of low rank approximations to the solution of thecontinuous-time algebraic Riccati equation as will be shown in Section 7.2.The SR decomposition has been studied in e.g. [8, 14]. A slightly modied versionof the notation of [8] will be employed here.Defintion 4.1.a) A matrix H = " H11 H12H21 H22 #where Hij 2 IRnn is called a J -Hessenberg matrix if H11, H21, H22 are uppertriangular matrices and H12 is an upper Hessenberg matrix, i.e.,H = 264@ @@ @ 375 :H is called unreduced if H21 is nonsingular and the upper Hessenberg matrixH12 is unreduced, i.e., has no zero entry in its rst subdiagonal.b) H is called a J -triangular matrix if H11, H12, H21, H22 are upper triangularmatrices and H21 has a zero main diagonal, i.e.,H = 264@ @0...0@ @ 375 :
A restarted symplectic Lanczos method 9c) H is called a J -tridiagonal matrix if H11, H21, H22 are diagonal matrices andH12 is a tridiagonal matrix, i.e.,H = 264@ @@@ @ 375 :Remark 4.1. A Hamiltonian J-Hessenberg matrix fH 2 IR2n2n is J-tridiagonal andHamiltonian.Theorem 4.1. Let X be a 2k  2k nonsingular matrix. Then :a) There exists a symplectic 2k  2k matrix S and a J-triangular matrix R suchthat X = SR if and only if all leading principal minors of even dimension ofPXTJXP T are nonzero.b) Let X = SR and X = eS eR be SR factorizations of X. Then there exists amatrix D = " C F0 C 1 #where C = diag(c1; : : : ; cn), F = diag(f1; : : : ; fn) such that eS = SD 1 andeR = DR.c) Let X = fH be an unreduced Hamiltonian J-Hessenberg matrix. If fH I = SR, 2 IR, with S and R satisfying a) exists, then cH = S 1fHS = RS + I is aHamiltonian J-Hessenberg matrix.d) If  in c) is an eigenvalue of fH, then bh2k;2k = , bhk;k =   and bh2k;k = 0.e) Let X = fH be an unreduced Hamiltonian J-Hessenberg matrix. If the decom-position (fH   I)(fH + I) = SR,  2 IR or  2 {IR, with S and R satisfyinga) exists, then cH = S 1fHS is a Hamiltonian J-Hessenberg matrix.f) If  in e) is an eigenvalue of fH, then bhk;2k 1 = bhk 1;2k = 0 and the 2  2submatrix " bhkk bhk;2kbh2k;k bh2k;2k # has the eigenvalues  and  .Proof:For the original statement and proof of a) see Theorem 11 in [17].For the original statement and proof of b) see Proposition 3.3 in [8].For the original statement and proof of c) and e) see Remark 4.1 in [8].The proof of d) and f) follows the lines of [25, Theorem 2 (iii)].For d) assume that a symplectic matrix S and a J -triangular matrix Rexist such that fH   I = SR. In order to simplify the notation we usein the following (as before) the permuted versions of fH, S and R :fHP = PfHP T ; SP = PSP T ; RP = PRP T :
10 Benner and FabenderSince fH is an unreduced Hamiltonian J -Hessenberg matrix, fHP is anunreduced upper Hessenberg matrix. Since R is a J -triangular matrix,RP is an upper triangular matrix. With I2k;2k 2 we denote the rst 2k 2columns of the 2k  2k identity matrix.Now partition the permuted matrices as followsfHP = [fH2k;2k 2P j eh2k 1P eh2kP ]SP = [S2k;2k 2P j s2k 1P s2kP ]RP = 264 R2k 2;2k 2P r2k 1P r2k 2P0 (rP )2k 1;2k 1 (rP )2k 1;2k0 0 (rP )2k;2k 375where the matrix blocks and entries are dened as before. The columnsof fH2k;2k 2P  I2k;2k 2 are linear independent since fHP is unreduced. Thecolumns of S2k;2k 2P are linear independent since SP is nonsingular. Hencethe matrix R2k 2;2k 2P is nonsingular sincefH2k;2k 2P   I2k;2k 2 = S2k;2k 2P R2k 2;2k 2P :It follows thatS2k;2k 2P = (fH2k;2k 2P   I2k;2k 2)(R2k 2;2k 2P ) 1is an upper Hessenberg matrix and that fHP   I is singular if and onlyif (rP )2k;2k = 0.(c) follows directly from the above. Since S2k;2k 2P is upper Hessenberg,SP is upper Hessenberg and S is a symplectic J -Hessenberg matrix andthus RPSP is upper Hessenberg and RS is a J -Hessenberg matrix. HencecH = RS   I = S 1fHS is a Hamiltonian J -Hessenberg matrix.)If fHP  I is singular, then (rP )2k;2k = 0 and thus the (2k 1; 2k) elementof cHP is zero. Let the parameters of cH = RS + I be denoted bybn; bn; bn; bn; bn. Then we have bk =   and bk = 0, i.e.,cH = 266666666666666664 b1 b1 b1. . . b1 . . . . . .bk 1 . . . . . . bk  bk bkb1  b1. . . . . .bk 1  bk 10 
377777777777777775 :f) follows analogous to d). Assume that a symplectic matrix S and aJ -triangular matrix R exist such that (fH I)(fH+I) = SR. As before
A restarted symplectic Lanczos method 11we will use the permuted versions of fH , S and R. Since fH is an unreducedHamiltonian J -Hessenberg matrix, fHP is an unreduced upper Hessenbergmatrix. Thus fH2P is, as the product of two unreduced upper Hessenbergmatrices, no longer upper Hessenberg, but has an additional second lowersubdiagonal with nonzero entries. Since R is a J -triangular matrix, RPis an upper triangular matrix.Now partition the permuted matrices as follows :fH2P = [(fH2P )2k;2k 2 j (eh2P )2k 1 (eh2P )2k];SP = [S2k;2k 2P j s2k 1P s2kP ];RP = 264 R2k 2;2k 2P r2k 1P r2k 2P0 (rP )2k 1;2k 1 (rP )2k 1;2k0 0 (rP )2k;2k 375 ;where (fH2P )2k;2k 2 and S2k;2k 2P are the rst 2k 2 columns of fH2P and SP ,respectively, and R2k 2;2k 2P is the leading (2k   2)  (2k   2) principalsubmatrix of RP . The columns of (fH2P )2k;2k 2   2I2k;2k 2 are linearindependent since fHP is unreduced. The columns of S2k;2k 2P are linearindependent since SP is nonsingular. Hence the matrix R2k 2;2k 2P isnonsingular since(fH2P )2k;2k 2   2I2k;2k 2 = S2k;2k 2P R2k 2;2k 2P :It follows thatS2k;2k 2P = (fH2P )2k;2k 2   2I2k;2k 2 (R2k 2;2k 2P ) 1is upper Hessenberg with an additional nonzero second lower subdiagonaland that fH2P   2I is singular if and only if the trailing 2  2 principalsubmatrix of RP is zero.Observe that cH2 = (S 1fHS)2 = S 1fH2S = RS+2I: If  is an eigenvalueof fH, then the kth and 2kth row and column of R are zero. Statementf) follows from a comparison of the coecients in cH2 and RS + 2I,noting that k 1 6= 0 as the second lower subdiagonal of SP is nonzeroand R2k 2;2k 2P is nonsingular. pAssuming its existence, the SR decomposition and SR step (that is, cH = S 1fHS)possesses many of the desirable properties of the QR method. For the remainder ofthis section, it will be assumed that the SR decomposition always exists. A discussionof the existence and stability of the SR step in the context of the Lanczos algorithmis provided in Section 6.An algorithm for explicitly computing S and R is presented in [8]. As withexplicit QR steps, the expense of explicit SR steps comes from the fact that bothS 1 and S have to be computed explicitly. A preferred alternative is the implicit SRstep, an analogue to the Francis QR step [19, 20, 24, 31]. The rst implicit rotation is
12 Benner and Fabenderselected so that the rst columns of the implicit and the explicitS are equivalent. Theremaining implicit rotations perform a bulge-chasing sweep down the subdiagonal torestore the J -Hessenberg form. As the implicit SR step is analogous to the implicitQR step, this technique will only be sketched here.As shown in [7], a necessary and sucient condition for the existence of anorthogonal SR decomposition M = SR (S symplectic and orthogonal) is that Mis of the form M = " A B B A # eRwhere A;B 2 IRnn and eR is an upper J -triangular matrix. Therefore in general wehave to employ nonorthogonal symplectic elimination matrices, too.For the computation of an SR decomposition we use three types of elementarysymplectic matrices (for a detailed discussion see [8, 40]). For k 2 f1; : : : ; ng and c; s 2 IR with c2 + s2 = 1 dene a symplectic Givens(Jacobi) matrix (of type I) byJ(k; c; s) = " C S S C #where C;S 2 IRnn are diagonal matrices C = In+ (c  1)ekeTk and S = sekeTk . For k 2 f2; : : : ; ng and y 2 IR dene a symplectic Gauss(ian elimination) matrixby G(k; y) = " D Y0 D 1 #where Y is the n n matrixY =  y(1 + y2) 14 ! (ek 1eTk + ekeTk 1)with only two nonzero entries in the positions (k; k   1) and (k   1; k) and Dis the n n diagonal matrixD = In +  1(1 + y2) 14   1! (ek 1eTk 1 + ekeTk ): For k 2 f1; : : : ; ng and c; s 2 IR with c2 + s2 = 1 dene a symplectic Givensmatrix of type II by R(k; c; s) = " U(k; c; s) 00 U(k; c; s) #where U(k; c; s) is the n n Givens matrixU(k; c; s) = diag(Ik 1; " c s s c # ; In k 1):
A restarted symplectic Lanczos method 13Remark 4.2.a) J(k; c; s) is orthogonal and symplectic.b) J(k; c; s) is a 2n  2n Givens rotation in planes k and n+ k.c) G(k; y) is a nonorthogonal symplectic matrix.d) G(k; y) 1 = " D 1  Y0 D #.e) cond2(G(k; y)) = (1 + y2) 12 + jyj, where cond2(A) is the condition number of amatrix A with respect to the spectral norm, i.e., cond2(A) = jjAjj2jjA 1jj2.f) Among all possible symplectic nonorthogonal elimination matrices which servethe same purpose as G(k; y), the symplectic Gauss matrices are optimallyconditioned [8].g) R(k; c; s) is orthogonal and symplectic.h) R(k; c; s) is the direct sum of two n n Givens matrices.i) Replacing U(k; c; s) by a Householder matrix and dening analogously a blockdiagonal matrix R yields a symplectic Householder matrix (see [40]). This kindof orthogonal symplectic matrices will not be used here.We will use the following notation J(k; c; s) = sgivens(k; a; b),where sgivens generates a symplectic Givens rotation in planes k and n + ksuch that J(k; c; s)(aek + ben+k) = ek; 1  k  n: G(k; y) = sgauss(k; a; b),where sgauss generates a symplectic Gaussian elimination matrix such thatG(k; y)(aek + ben+k 1) = en+k 1; 1  k  n: R(k; c; s) = sgivens2(k; a; b),where sgivens2 rst generates an orthogonal Givens rotation U(k; c; s) suchthat U(k; c; s)(aek + bek+1) = ek; 1  k  n  1and then sets R(k; c; s) = " U(k; c; s) 00 U(k; c; s) # :For a presentation of algorithms for the computation of the symplectic reductions seee.g. [8, 40].
14 Benner and FabenderNow we illustrate the construction of implicit SR steps. First we will describethe single shift fH   I,  2 IR, on a 6  6 example. As before we will consider thepermuted case fHP   I = SPRP . Thus we have to use permuted versions of theelementary symplectic rotationsGP (k; y) = PG(k; y)P T = diag(I2k 4;26664 r t1rt r 1r 37775 ; I2n 2k)with r = (1 + y2)  14 , t = yr,RP (k; c; s) = PR(k; c; s)P T = diag(I2k 1;26664 c sc s s c s c 37775 ; I2n 2k 3);and a 2n  2n Givens rotation in planes 2k   1 and 2k,JP (k; c; s) = PJ(k; c; s)P T :Because of the uniqueness of the reduction to J -Hessenberg form, the rst rotationof the implicit SR step has to be selected so that the rst columns of the implicit andexplicit SP are equivalent (as in the implicit QR step). Thus we have to transformx = (fHP   I)e1 = [1   ; 1; 0; : : : ; 0]T to a multiple of e1. That is, we have toannihilate the second element of x, i.e., 1, while preserving all existing zeros. Thiscan be done by a transformation with a matrix of type JP (1; c; s). Computing thesimilarity transformation fH(1)P = JP (1; c1; s1)fHPJTP (1; c1; s1) we obtainfH(1)P = 2666666664 x x 0 x 0 0x x 0 
 0 0
 x x x 0 x0 0 x x 0 00 0 0 x x x0 0 0 0 x x 3777777775 :Here x denotes an arbitrary matrix element,
 denotes an additional matrix element.Now we have to perform a bulge-chasing sweep down the diagonal to restore thedesired permuted J -tridiagonal form. This can be done by the algorithm JHESSgiven in [8] which reduces an (arbitrary) 2n2n matrix to J -Hessenberg form. If thealgorithm is applied to a Hamiltonian matrix, then the resulting condensed form willbe a J -triangular form. Due to the special structure of fH(1)P the algorithm greatlysimplies :To preserve the zeros already present in the rst column, we have to apply amatrix of type GP (2; y) to annihilate the (3; 1) entry. This can be done if the (2; 1)entry is nonzero, for a discussion of a breakdown or near-breakdown see Section 6.
A restarted symplectic Lanczos method 15Then fH(2)P = GP (2; y)fH(1)P G 1P (2; y) = 2666666664 x x 
 x 0 0x x 0 0 0 00 x x x 0 x0 
 x x 0 00 0 0 x x x0 0 0 0 x x 3777777775 :The additional zero in position (2; 4) is achieved because fH(2)P is a permutedHamiltonian matrix. Now the entry in position (4; 2) is eliminated by applying amatrix of type J(2; c; s) givingfH(3)P = JP (2; c; s)fH(2)P JTP (2; c; s) = 2666666664 x x 0 x 0 0x x 0 0 0 00 x x x 0 x0 0 x x 0 
0 0 
 x x x0 0 0 0 x x 3777777775 :The additional zero in position (1; 3) is achieved again because fH(3)P is a permutedHamiltonian matrix. We have the same situation as after the construction of fH(1)P , butthe bulge has moved 2 rows and columns further down. Therefore these additionalelements can be chased down along the diagonal analogous to the last two steps.This gives rise to the sequence of similarity transformations to perform an implicitsingle-shifted SR step as given in Table 2.Note that sgaussp and sgivensP are the permuted versions of sgauss and sgivens.An ecient implementation of this algorithm requires 100k 65 ops for the similaritytransformations and 28kn   16n ops for the update of SP . All transformationmatrices in the loop have as a rst column a multiple of e1 which reects the factthat the SR decomposition is essentially determined by the rst column of S andthus by JP (1; c; s).Next we will illustrate the double shift case (fH   I)(fH + I),  2 IR or  2 {IRon an 8  8 example. As before the rst rotation of the implicit SR step has to beselected so that the rst columns of the implicit and explicit SP are equivalent. Thuswe have to transform x = (fH I)(fH+I)e1 = [21 2+11; 0; 12; 0; : : : ; 0]T (withfH as in (10)) to a multiple of e1. Therefore we have to eliminate the third entry ofx, i.e. 12, while preserving all existing zeros. This can be done by a transformationof type RP (1; c; s): A similarity transformation of fHP with RP yieldsfH(1)P = RP (1; c; s)fHPRTP (1; c; s) = 266666666666664 x x 
 x 0 
 0 0x x 
 
 0 0 0 0
 x x x 0 x 0 0
 
 x x 0 0 0 00 
 0 x x x 0 x0 0 0 0 x x 0 00 0 0 0 0 x x x0 0 0 0 0 0 x x 377777777777775 :
16 Benner and FabenderAlgorithm : Implicit SR step with single shiftGiven a permuted Hamiltonian J -Hessenberg matrix fHP 2 IR2k2kand SP 2 IR2n2k with STPJnPSP = JkP .Choose a shift  2 IR.Set fH(0)P = fHP .(Compute rst column of S)Set JP (1; c; s) = sgivensP (1; 1   ; 1)fH(1)P = JP (1; c; s)fH(0)P JTP (1; c; s).SP = SPJTP (1; c; s).(Chase the bulge)for i = 3; 5; : : : ; 2k   1Set GP ( i+12 ; y) = sgaussP ( i+12 ; (eh(i 2)P )i 1;i 2; (eh(i 2)P )i;i 2)fH(i 1)P = GP ( i+12 ; y)fH(i 2)P G 1P ( i+12 ; y)SP = SPG 1P ( i+12 ; y).JP ( i+12 ; c; s) = sgivensP ( i+12 ; (eh(i 1)P )i;i 1; (eh(i 1)P )i+1;i 1)fH(i)P = JP ( i+12 ; c; s)fH(i 1)P JTP ( i+12 ; c; s)SP = SPJTP ( i+12 ; c; s).Table 2: Implicit SR Step | Single Shift CaseNow we have to perform a bulge-chasing sweep down the diagonal to restore thedesired permuted J -tridiagonal form. This can again be done by the algorithm JHESSgiven in [8] which reduces a 2n  2n Hamiltonian matrix to J -triangular form. Dueto the special structure of fH(1)P we can use a simplied version of this algorithm :As before, in each step we will obtain additional zeros because the iterates fH(i)Pare permuted Hamiltonian matrices. Using a matrix of type JP (3; c; s) we eliminatethe element in position (4; 1) and obtainfH(2)P = JP (3; c; s)fH(1)P JTP (3; c; s) = 266666666666664 x x 
 x 0 
 0 0x x 0 
 0 0 0 0
 x x x 0 x 0 00 
 x x 0 
 0 00 
 
 x x x 0 x0 0 0 0 x x 0 00 0 0 0 0 x x x0 0 0 0 0 0 x x 377777777777775 :To preserve the zeros already present in the rst column, we have to apply a matrixof type GP (2; y) to annihilate the (3; 1) entry. This can be done if the (2; 1) entry is
A restarted symplectic Lanczos method 17nonzero. ThenfH(3)P = GP (2; y)fH(2)P G 1P (2; y) = 266666666666664 x x 
 x 0 
 0 0x x 0 0 0 0 0 00 x x x 0 x 0 00 
 x x 0 
 0 00 
 
 x x x 0 x0 0 0 0 x x 0 00 0 0 0 0 x x x0 0 0 0 0 0 x x 377777777777775 :Now the entry in position (4; 2) is eliminated by applying a matrix of type J(2; c; s)giving fH(4)P = JP (2; c; s)fH(3)P JTP (2; c; s) = 266666666666664 x x 0 x 0 
 0 0x x 0 0 0 0 0 00 x x x 0 x 0 00 0 x x 0 
 0 00 
 
 x x x 0 x0 0 0 0 x x 0 00 0 0 0 0 x x x0 0 0 0 0 0 x x 377777777777775 :Eliminating the entry in position (5; 2) with a matrix of type RP (2; c; s) yieldsfH(5)P = RP (2; c; s)fH(4)P RTP (2; c; s) = 266666666666664 x x 0 x 0 0 0 0x x 0 0 0 0 0 00 x x x 
 x 0 
0 0 x x 
 
 0 00 0 
 x x x 0 x0 0 
 
 x x 0 00 0 0 
 0 x x x0 0 0 0 0 0 x x 377777777777775 :We have the same situation as after the construction of fH(1)P , but the bulge hasmoved 2 rows and columns further down. Therefore these additional elements can bechased down along the diagonal analogous to the last four steps. This gives rise tothe sequence of similarity transformations to perform an implicit double-shifted SRstep as given in Table 3.Note that sgaussp, sgivensP , and sgivens2P are the permuted versions of sgauss,sgivens, and sgivens2, respectively. An ecient implementation of this algorithmrequires 247k   167 ops for the similarity transformations and 54nk   30n ops forthe update of SP . As before, the rst column of the S factor of the SR decompositionis determined by the rst column of RP (1; c; s) which is reected by the fact that therst column of all transformation matrices in the loop is a multiple of e1.The algorithm for the implicit double shift uses 4k   3 transformations, thealgorithm for the implicit single shift 2k   1. In the double shift case, 3k   2
18 Benner and FabenderAlgorithm : Implicit SR step with double shiftGiven a permuted Hamiltonian J -Hessenberg matrix fHP 2 IR2k2kand SP 2 IR2n2k with STPJnPSP = JkP .Choose a shift  2 IR.(Compute rst column of S)Set RP (1; c; s) = sgivens2P (1; 21 + 2 + 11; 12)fHP = RP (1; c; s)fHPRTP (1; c; s).SP = SPRTP (1; c; s).(Chase the bulge)for i = 3; 5; : : : ; 2k   1Set JP ( i+12 + 1; c; s) = sgivensP (i; (ehP )i;i 2; (ehP )i+1;i 2)fHP = JP ( i+12 + 1; c; s)fHPJTP ( i+12 + 1; c; s)SP = SPJTP ( i+12 + 1; c; s).GP ( i+12 ; y) = sgaussP ( i+12 ; (ehP )i 1;i 2; (ehP )i;i 2)fHP = GP ( i+12 ; y)fHPG 1P ( i+12 ; y)SP = SPG 1P ( i+12 ; y).JP ( i+12 ; c; s) = sgivensP ( i+12 ; (ehP )i;i 1; (ehP )i+1;i 1)fHP = JP ( i+12 ; c; s)fHPJTP ( i+12 ; c; s)SP = SPJTP ( i+12 ; c; s).RP ( i+12 ; c; s) = sgivens2P ( i+12 ; (ehP )i+2;i 1; (ehP )i;i 1)fHP = RP ( i+12 ; c; s)fHPRTP ( i+12 ; c; s)SP = SPRTP ( i+12 ; c; s).Table 3: Implicit SR Step | Double Shift Caseof these transformations are orthogonal (k in the single shift case). These areknown to be numerically stable. Thus, in both algorithms (k   1) transformationof type GP have to be used. Problems can arise here because of breakdown or nearbreakdown. If we eliminate the jth nonzero entry of a vector x with GP (j; y) and xj 1is very small relative to xj, then y =  xj=xj 1, and therefore the condition numberjjGP (j; y)jj2 = (1 + y2) 12 + jyj will be very large. A transformation with GP (j; y) willthen cause a dramatic growth of rounding errors. We come back to this problem inSection 6.
A restarted symplectic Lanczos method 195 A Restarted Symplectic Lanczos MethodGiven that a 2n 2k matrix S2kP is known such thatHPS2kP = S2kP fH2kP + k+1vk+1eT2k(14)as in (11), an implicit Lanczos restart computes the Lanczos factorizationHP S2kP = S2kP H2kP + k+1vk+1eT2k(15)which corresponds to the starting vectorv1 = (HP   I)v1without having to explicitly restart the Lanczos process with the vector v1. Suchan implicit restarting mechanism will now be derived analogous to the techniqueintroduced in [25, 46].For any permuted symplectic 2k  2k matrix SP , (14) can be reexpressed asHP (S2kP SP ) = (S2kP SP )(S 1P fH2kP SP ) + k+1vk+1eT2kSP :Dening S2kP = S2kP SP , H2kP = S 1P fH2kP SP this yieldsHP S2kP = S2kP H2kP + k+1vk+1eT2kSP :(16)Let sij be the (i; j)th entry of SP . If we choose SP from the permuted SRdecomposition fH2kP   I = SPRP , then from the proof of Theorem 4.1 we knowthat SP is an upper Hessenberg matrix. Thus the residual term in (16) isk+1vk+1(s2k;2k 1eT2k 1 + s2k;2keT2k):In order to obtain a residual term of the desired form vector times eT2k we have totruncate o a portion of (16). Rewriting (16) asHP S2kP = [ S2k 2P ; vk; wk; vk+1]266664 H2k 2P 0 ke2k 3keT2k 2 k k0 k  k0 k+1s2k;2k 1 k+1s2k;2k 377775we obtain as a new Lanczos identityHP S2k 2P = S2k 2P H2k 2P + kvkeT2k 2:(17)Here, k, k, k, k denote parameters of H2kP , k+1 a parameter of fH2kP . In addition,vk; wk are the last two column vectors from S2kP , while vk+1 is the next to last columnvector of S2kP .As the space spanned by the columns of S2k = P nT S2kP P k is symplectic, andSP is a permuted symplectic matrix, the space spanned by the columns of S2k 2 =P nT S2k 2P P k 1 is symplectic. Thus (17) is a valid Lanczos factorization for the new
20 Benner and Fabenderstarting vector v1 = (HP I)v1. Only one additional step of the symplectic Lanczosalgorithm is required to obtain (15) from (14).Note that in the symplectic Lanczos process the vectors vj of S2kP satisfy thecondition kvjk2 = 1 and the parameters j are chosen to be one. This is no longertrue for the odd numbered column vectors of SP generated by the SR decompositionand the parameters j from H2kP and thus for the new Lanczos factorization (17).In our applications we have to compute a truncated reduction fH2jP of HP withj  n. In case the symplectic Lanczos method breaks down before fH2j can becomputed, we propose to employ a single shifted implicit restart as described aboveto overcome the breakdown.In connection with the computation of low rank approximations to the solutionof continuous-time algebraic Riccati equations we will use a double shifted restartedLanczos method to remove a pair of purely imaginary eigenvalues from fH2kP .Therefore here we will give the derivation of the corresponding formulas. Usingthe decomposition (fH2kP   {I)(fH2kP + {I) = SPRP , we obtain as before from (14)HP S2kP = S2kP H2kP + k+1vk+1eT2kSP(18)with S2kP = S2kP SP ; H2kP = S 1P fH2kP SP . Just the matrix SP is now dierent from above.As it is the S-factor of the permuted SR decomposition of (fH2kP   {I)(fH2kP + {I), SPis no longer an upper Hessenberg matrix, but has an additional lower subdiagonal.Denoting the (i; j)th entry of SP by sij, the residual term in (18) isk+1vk+1(s2k;2k 2eT2k 2 + s2k;2k 1eT2k 1 + s2k;2keT2k):In order to obtain a residual term of the desired form vector times eT2k we have totruncate o a portion of (18). Rewriting (18) asHP S2kP = [ S2k 2P ; vk; wk; vk+1]266664 H2k 2P 0 ke2k 3keT2k 2 k k0 k  kk+1s2k;2k 2eT2k 2 k+1s2k;2k 1 k+1s2k;2k 377775 ;we obtain as a new Lanczos identityHP S2k 2P = S2k 2P H2k 2P + rkeT2k 2:(19)The new residual vector is given byrk = kvk + k+1s2k;2k 2vk+1:As before we can argue that (19) is a valid Lanczos factorization for the new startingvector v1 = (HP   {I)(HP + {I)v1. Only one additional step of the symplecticLanczos algorithm is required to obtain (15) from (14).The extension of this technique to the multiple shift case is straightforward.
A restarted symplectic Lanczos method 216 Numerical Properties of the Implicitly Restarted Sym-plectic Lanczos Method6.1 Stability IssuesIt is well known that for general Lanczos-like methods the stability of the overallprocess is improved when the norm of the Lanczos vectors is chosen to be equal to1 [41, 47]. Thus, Freund and Mehrmann propose in [22] to modify the prerequisiteSTPJPSP = JP of our symplectic Lanczos method toSTPJPSP = 2666666666664 0 1 1 0 0 2 2 0 . . . 0 n n 0 3777777777775 =: and jjvjjj2 = jjwjjj2 = 1; j = 1; : : : ; n:For the resulting algorithm and a discussion of it we refer to [22]. It is easy to seethat fHP = S 1P HPSP is no longer a permuted Hamiltonian J -Hessenberg matrix, asS is only almost symplectic, but fHP = (fHP )T :Thus fH = P TfHPP still has the desired form of a Hamiltonian J -Hessenberg matrixbut the upper right n  n block is no longer symmetric. Therefore fH is diagonallysimilar to a Hamiltonian J -Hessenberg matrix.Unfortunately an SR step does not preserve the structure of fH and thus thismodied version of the symplectic Lanczos method can not be used in connectionwith our restart approaches.Without some form of reorthogonalization any Lanczos algorithm is numericallyunstable. Hence we re-J -orthogonalize each Lanczos vector as soon as it is computedagainst the previous ones viawm = wm + S2m 2P Jm 1P S2m 2P TJnPwm;vm+1 = vm+1 + S2mP JmP S2mP TJnP vm+1:This re-J -orthogonalization is costly, it requires 16n(m   1) ops for the vector wmand 16nm ops for vm+1. Thus, if 2k Lanczos vectors v1; w1; : : : ; vk; wk are computed,the re-J -orthogonalization adds 16n(k + 1)k   32n ops to the overall cost of thesymplectic Lanczos method.For standard Lanczos algorithms, dierent reorthogonalization techniques havebeen studied (for references see e.g [24]). Those ideas can be used to design analogousre-J -orthogonalizations for the symplectic Lanczos method.
22 Benner and FabenderAnother important issue is the numerical stability of the SR step employed inthe restart. As pointed out before, during the SR step on the 2k  2k HamiltonianJ -Hessenberg matrix, all but k  1 transformations are orthogonal. These are knownto be numerically stable. For the k   1 nonorthogonal symplectic transformationsthat have to be used, we choose among all possible transformations the ones withoptimal (smallest possible) condition number.6.2 Why Implicit Restarts ?Implicit restarts have some advantages over explicit restarts as will be discussed inthis section. First of all, implicit restarts are more economical to implement. Assumewe have to employ a restart after k steps of the symplectic Lanczos method. Animplicit single shift restart requires28n  k + 16n + (100k   65) ops for the implicit SR stepand 38n + 4nz ops for one additional Lanczos stepand 32n  k   16n ops for re-J -orthogonalization.That is a total of 4nz + 60n  k + 38n + 100k   65 ops.An explicit restart requires4nz  k + 32n  k + 6n ops for k Lanczos stepsand 16n  (k + 1)k   32n ops for re-J -orthogonalization.This sums up to 4nz  k + 16n  k2 + 48n  k   26n ops. If an explicit restart withthe starting vector v1 = (HP   I)v1 would be performed, this would add another8n2 + 2n to this op count.From these numbers we can conclude that performing an implicit restart issignicantly cheaper than explicitly restarting the Lanczos iteration. This is dueto the fact that an implicit SR step is usually cheaper than k Lanczos steps (4nz+ 28n  k + 54n + (100k   65) ops vs. 4nz  k + 32n  k + 6n ops). Besideswe have to re-J -orthogonalize only once while an explicit restart would require are-J -orthogonalization in each iteration step. For dierent re-J -orthogonalizationtechniques implicit restarts are also advantageous. For double shifted or multishiftedrestarts the implicit technique is still favourable although the dierence in the opcount becomes smaller.Performing an explicit restart with (HP  I)v1 or (HP  I)(HP +I)v1 as newstarting vector, one is forced to directly multiply the old starting vector by matricesof the form (HP   I). This can be avoided by the implicit method.Note that the starting vector v1 can be expressed as a linear combination of theeigenvectors yi of HP : v1 = 2nXi=1 iyi:Then a single shifted starting vector takes the formv1 = (HP   I)v1 =  2nXi=1 i(i   )yi
A restarted symplectic Lanczos method 23where the i are the eigenvalues corresponding to yi. As the single shift selected willbe real, applying such a modication to v1 tends to emphasize those eigenvalues ofHP in v1 which correspond to eigenvalues i with the largest positive or negativereal part (depending on whether the chosen shift is positive or negative). Thus it ispossible that the vector v1 will be dominated by information only from a few of theeigenvalues with largest real part. An implicit restart directly forms S2kP from a widerange of information available in S2kP and this should give better numerical resultsthan the explicit computation of v1.As an example consider H = U " A 00  AT #UTwhere A = diag( 105; 9; 8; 7; 6; 5; 4; 3; " 2 1 1 2 #) is a block diagonal matrix and Uis the product of randomly generated symplectic Householder and Givens matrices.The eigenvalues of H can be read o directly. The following computations were doneusing MATLAB2 on a SUN Sparc10. The starting vector v1 is chosen randomly.After 4 steps of the symplectic Lanczos method the resulting 8  8 HamiltonianJ -Hessenberg matrix fH8 has the eigenvalues(fH8) = 8>>>>>>><>>>>>>>>: 9:999999999999997e + 05 9:999999999999997e + 053:040728370123861e + 00 3:040728370123995e + 009:200627380564711e + 00 9:200627380564642e + 009:477682371618508e + 00 9:477682371618551e + 00 9>>>>>>>=>>>>>>>>; :To remove an eigenvalue pair from fH8 one can perform an implicit double shift restartas described in Section 5. Removing the two eigenvalues of smallest absolute valuefrom fH8, we obtain a Hamiltonian J -Hessenberg matrix H6impl whose eigenvalues are( H6impl) = 8>>>><>>>>>: 9:999999999999994e + 05 9:999999999999994e + 059:200627382497721e + 00 9:200627382497721e + 009:477682372414739e + 00 9:477682372414737e + 00 9>>>>=>>>>>; :From Theorem 4.1 f) it follows that these have to be the 6 eigenvalues of fH8 whichhave not been removed. As can be seen, we loose 4   5 digits during the implicitrestart. Performing an explicit restart with the explicitly computed new starting2MATLAB is a trademark of The MathWorks, Inc.
24 Benner and Fabendervector v1 = (H   I)(H + I)v1 yields a Hamiltonian J -Hessenberg matrix H6explwith eigenvalues ( H6expl) = 8>>>>><>>>>: 9:999999999999999e + 05 9:999999999999999e + 059:200679454660859e + 00 9:200679454660861e + 009:477559041923007e + 00 9:477559041923007e + 00 9>>>>>=>>>>; :This time we lost up to 10 digits. As a general observation from a wide range ofnumerical tests, the explicit restart looses at least 2 digits more than the implicitrestart.6.3 Breakdowns in the SR FactorizationSo far we have assumed that the SR decomposition always exists. Unfortunatelythis assumption does not always hold. If there is a starting vector ev1 for which theexplicitly restarted symplectic Lanczos method breaks down, then it is impossibleto reduce the Hamiltonian matrix H to Hamiltonian J -Hessenberg form with atransformation matrix whose rst column is ev1. Thus, in this situation the SRdecomposition of (H   I) or (H   I)(H + I) can not exist.As will be shown in this section, this is the only way that breakdowns in the SRdecomposition can occur. In the single shift SR step, only transformations of the typeGP and JP are used. As the latter ones are orthogonal symplectic Givens rotations,their computation can not break down. Thus the only source of breakdown can beone of the symplectic Gaussian eliminations GP .Theorem 6.1. Suppose the Hamiltonian J-Hessenberg matrix fH2k correspondingto (11) is unreduced and let  2 IR. Let GP (j; y) be the jth permuted symplectic Gausstransformation required in the SR step on (fH2kP   I). If the rst j   1 permutedsymplectic Gauss transformations of this SR step exist, then GP (j; y) fails to exist ifand only if vTj JPHP vj = 0 with vj as in (17).Proof:The proof follows the lines of [25, Theorem 3].Assume that the rst j   1 permuted symplectic Gauss transformationsGP ( i+12 ; yi); i = 3; 5; : : : ; 2j   1 exist and let" bS2jP 00 I # = JP (1; c1; s1) jYi=2GP (i; yi)JP (i; ci; si):Then from (11), HPS2jP = S2jP fH2jP + j+1vj+1eT2j;we obtain HP S2jP = S2jP H2jP + j+1vj+1eT2j bS2jPwhere S2jP = S2jP bS2jP and H2jP = ( bS2jP ) 1fH2jP bS2jP .
A restarted symplectic Lanczos method 25Since ( S2jP )TJnP S2jP = J jP ;it follows that   J jP ( S2jP )TJnPHP S2jP = H2jP :(20)The leading (2j + 2) (2j + 2) principal submatrix of" bS2jP 00 I # 1 fH2kP " bS2jP 00 I #is 2666666666666666664 1 1 0 21  1 0 00 2 . . . . . .0 0 . . . . . .. . . j j 0 x2. . . j  j 0 x1x1 x2 j+1 j+10 0 j+1  j+1
3777777777777777775as j+1eT2j bS2jP = [0;    ; 0; x1; x2]T because bS2jP is an upper Hessenbergmatrix. On the other hand, this leading principal submatrix can beexpressed as  J j+1P [ S2jP jvj+1jwj+1]TJnPHP [ S2jP jvj+1jwj+1]using (20). That is2664 H2jP  J jP ( S2jP )TJnPHP vj+1  J jP ( S2jP )TJnPHPwj+1 wTj+1JnPHP S2jP j+1 j+1vTj+1JnPHP S2jP j+1  j+1 3775 :Thus we have x1 =  wTj+1JnPHP vjx2 =  wTj+1JnPHP wj:The next step in the implicit SR step eliminates x1 using a transformationof type GP . This can be done if j is nonzero. Hence, the SR step breaksdown if j = 0 and thus implies a breakdown in the symplectic Lanczosmethod.The opposite implication follows from the uniqueness of the symplecticLanczos method. pA similar theorem can be shown for the double shift case considered in Section 7.2.
26 Benner and Fabender7 Applications7.1 Approximating Eigenvalues and Eigenvectors of Hamil-tonian MatricesLanzcos-type algorithms are especially well-suited for computing some of the extremaleigenvalues of a matrix. As a well-known fact, Lanczos algorithms usually produceRitz values (i.e., eigenvalues of the reduced matrix) which converge very fast to theextremal eigenvalues of the original matrix (see e.g. [24]).The computed Ritz values can also be used as shifts either in the restart process(Section 7.2) or to accelerate convergence in the SR algorithm for computing alow rank approximation of the corresponding algebraic Riccati equation (see [45]).Besides, purely imaginary Ritz values of odd multiplicity signal that a stable k-dimensional invariant subspace of the computed fH2k does not exist. This will beconsidered in Section 7.2.Computing the Ritz values after the k{th symplectic Lanczos step requires thecomputation of the eigenvalues of a 2k  2k Hamiltonian J -Hessenberg matrix as in(4). This can be done using the standard Hessenberg QR algorithm which requiresO(k3) ops. We present two dierent approaches which require only O(k2) ops.7.1.1 Approximating the Eigenvalues of a Hamiltonian J-HessenbergMatrix Using a Square Reduced MethodSquaring fH2k, we obtain a matrix of the following structure :fH2k2 =M2k = " Mk1 Mk20 Mk1 T # = 264@@ 0...0@@@@ 375(21)where Mk1 = 266666664 1  22 2  33 . . . . . .. . . . . .  kk k 377777775 ;j = 2j + jj; j = 1; : : : ; k;j = jj 1; j = 2; : : : ; k; j = jj; j = 2; : : : ; k:Hence the eigenvalues of M2k may be obtained by computing the eigenvaluesfb1; : : : ; bkg of the nonsymmetric tridiagonal matrix Mk1 . Therefore, (fH2k) =fqb1; : : : ;qbkg which reects the structure of the spectrum of the Hamiltonianmatrix fH2k.This approach is similar to Van Loan's square reduced algorithm [49]. There, ageneral Hamiltonian matrix H is rst reduced to the so-called square reduced form,
A restarted symplectic Lanczos method 27i.e., a symplectic orthogonal matrix U is computed such that(UTHU)2 = " N1 N20 NT1 # = 264@ @@ 375 :(22)Then the eigenvalues of H are computed by taking the square roots of the eigenvaluesof the upper Hessenberg matrix N1. Since Hamiltonian J -Hessenberg matrices arealready square reduced, the reduction process (22) can be skipped in our case.Besides, M1 is tridiagonal whereas in the general case, the corresponding blockN1 is an upper Hessenberg matrix. Unfortunately, the tridiagonal matrix M1 isnonsymmetric such that we either have to give up numerical stability or preservationof the tridiagonal structure when computing the eigenvalues.Structure preserving methods for computing eigenvalues of unsymmetric tridiago-nal matrices include the LR algorithm [44] and the recently proposed DQR algorithm[48]. All these methods require only O(k2) ops, but may suer from numerical in-stabilities. For a discussion of these methods we refer to the references given aboveand the references therein.For a detailed discussion of Van Loan's algorithm see [9, 49]. Squaring theHamiltonian matrix may cause a loss of accuracy. A worst case bound for theeigenvalues computed by Van Loan's method indicates that one may loose essentiallyhalf of the signicant digits compared to eigenvalues computed by the QR algorithm.This is observed rather seldom in practice, though. On the other hand, this methodreects the structure of the spectrum of Hamiltonian matrices, whereas the standardQR algorithm often does not nd exactly k eigenvalues in each half plane since smallperturbations may cause the computed eigenvalues to cross the imaginary axis.7.1.2 Computing Eigenvalues and Eigenvectors by the SR AlgorithmGiven a Hamiltonian J -Hessenberg matrix fH = fH0 2 IR2k2k as in (4), theSR algorithm computes a sequence of orthogonal and nonorthogonal symplecticsimilarity transformation matrices Sj, j = 0; 1; : : :, that preserve this structure, i.e.,fHj+1 = S 1j fHjSj is a Hamiltonian J -Hessenberg matrix for all j = 0; 1; : : :. Thesequence fHj converges to a Hamiltonian matrixfHSR = (SSR) 1fHSSR = " D1 D20  DT1 #(23)whereD1, D2 are block diagonal kk matrices with blocks of size 11 or 22 and alltransformations Sj are accumulated in the symplectic matrix SSR. The eigenvaluesof fH are thus given by D1 and their counterparts in  DT1 . The eigenvectorscorresponding to the eigenvalues contained in D1 are given by the rst k columns ofSSR. If (i; si) represents such a right eigenpair, then because of the Hamiltonianstructure, the corresponding left eigenpair is ( i; sTi J). If only eigenvalues aredesired, the SR algorithm is an O(k2) algorithm. If eigenvectors and/or invariantsubspaces are required, SSR has to be formed explicitly which requires O(k3) ops.For a detailed discussion of QR-type algorithms based on SR decompositions see e.g.[8, 14, 35, 45].
28 Benner and FabenderNow assume that we have performed k steps of the symplectic Lanczos procedureand thus obtained the identity (after permuting back)HS2k = S2kfH2k + k+1vk+1eT2k:(24)We can use the SR algorithm to compute eigenvalues and eigenvectors of fH2k.Setting fH = fH2k and Di = Dki , i = 1; 2, in (23) and multiplying (24) from the rightby SSR yields HS2kSSR = S2kSSR " Dk1 Dk20  Dk1T # + k+1vk+1eT2kSSR:(25)Thus the Ritz values are the eigenvalues j of Dk1 and their counterparts  j . Nowassume j is a converged Ritz value, i.e., a sucient approximation to an eigenvalueof H. As in standard Lanczos type algorithms, an approximation to the (right)eigenvector corresponding to j can be read o from (25) ifkHyj   jyjk = k+1vk+1eT2ksj = jk+1(sj)2kj kvk+1k(26)is suciently small (see e.g. [5]), here yj = S2kSSRej and sj = SSRej. Thus the lastrow of SSR shows which Ritz values and Ritz vectors yield good approximations toeigenvalues and eigenvectors of H.Another application of the SR algorithm and of (25) is described in the nextsection.7.2 Low-Rank Approximations to Invariant Subspaces ofHamiltonian Matrices and Solutions of Algebraic Ric-cati EquationsIt is well known that the solution of the CARE (2),Q+ATX +XA XGX = 0;is connected to the invariant subspaces of the corresponding Hamiltonian matrix. Ifthe columns of " VW # 2 IR2nn span an invariant subspace of H and V 2 IRnn isinvertible, then X =  WV  1 solves (2). For discussion of existence and uniquenessof such solutions and further issues like symmetry see e.g. [32, 36, 42].In control theory one is usually concerned with the symmetric (positive semide-nite) stabilizing solution of (2), i.e., a solution cX such that A GcX is stable. Underthe conditions that (A;G) is stabilizable, (Q;A) is detectable, such a solution ex-ists, is unique and may be determined by computing the stable invariant subspaceof H. For simplication we will in the following assume that these conditions hold.Note that under these conditions, the Hamiltonian matrix does not have any purelyimaginary eigenvalues.Now suppose we have computed k steps of the symplectic Lanczos algorithm.Thus we obtain the 2k  2k Hamiltonian J -Hessenberg matrix fH2k. For a moment
A restarted symplectic Lanczos method 29we will assume that fH2k has no purely imaginary eigenvalues. Hence we can computean invariant subspace of fH2k by the SR algorithm as in (23). In [8] it is describedhow to separate the stable invariant subspace from (23) by symplectic similaritytransformations which preserve the structure of (24). We can thus assume that Dk1is stable and that the rst k columns of SSR span the stable invariant subspace offH2k. Combined with the Lanczos factorization we again obtain (25). IfY k = S2kSSR = [Y k1 Y k2 ]; Y k1 ; Y k2 2 IR2nk;(27)we can conclude that the columns of Y k1 span an approximate stable H-invariantsubspace of dimension k ifHY k1   Y k1 Dk1 = jk+1j vk+1eT2kY k1 (28)is suciently small.We want to use this low-rank approximate stableH-invariant subspace to computea low rank approximation to the solution of the CARE (2). So far it is not clear whatis the best way to obtain such a solution, especially because there may be dierentinterpretations of what is the \best" low rank approximation. In the following wewill describe one possibility to construct such a low rank approximation.Since S2kTJnvk+1 = 0 and Y k satises the symplecticity propertyY kTJnY k = Jk(29)we obtain from (25) JkTY kTJnHY k = " Dk1 Dk20  Dk1T #(30)and from the lower left block of this equation  Y k21TAY k11 + Y k11TQY k11   Y k21TGY k21   Y k11TATY k21 = 0(31)where Y k1 = " Y k11Y k21 #. Let Y k11 = ZkRk be an \economy size" QR factorization,i.e., Zk 2 IRnk has orthonormal columns and Rk 2 IRkk is an upper triangularmatrix. If Y k11 has full column rank, Rk is invertible. Premultiplying (31) by Rk Tand postmultiplying by Rk 1 yields Rk TY k21TAZk + ZkTQZk  Rk TY k21TGY k21Rk 1   ZkTATY k21Rk 1 = 0:(32)Setting Xk =  Y k21Rk 1ZkT we obtainZkT XkA+Q XkGXk +ATXkZk = 0:(33)The computedXk may now be considered as a low rank approximation to the solutionof (2). From the symplecticity property (29) it is easy to verify that Xk is symmetricand from (30) we obtainZkT (A GXk)Zk = RkDk1Rk 1 + Ek1(34)
30 Benner and Fabenderwhere Ek1 is the upper left k  k block of ZkT (k+1vk+1eT2kSSR). From (33) and (34)it is clear that in exact arithmetic for k = n, Xk is the required stabilizing solutionof (2).By now, we have assumed that fH2k has no eigenvalues on the imaginary axis.Under the above assumptions, H has no purely imaginary eigenvalues. But for fH2k,k < n, computed by the Lanczos process, in general this property (and also thestabilizability{detectability condition) does not hold. Thus we may expect fH2k tohave purely imaginary eigenvalues for some k. If this happens, fH2k does not have astable, k-dimensional invariant subspace.One way to remove these eigenvalues is to employ a double shifted restart asin (18). Suppose fH2k has ` pairs of purely imaginary eigenvalues denoted by{1; {1; : : : ; {`; {`. We can then perform a double shifted implicit restartcorresponding to the starting vector v1 = (H   {1I)(H + {1I)v1 to obtain thenew Lanczos identity (19) which after permuting back readsH S2k 2 = S2k 2 H2k 2 + rkeT2k 2:(35)Because of Theorem 4.1 the Hamiltonian J -Hessenberg matrix H2k 2 has the sameeigenvalues as fH2k besides the removed pair {1. The remaining pairs of purelyimaginary eigenvalues can be removed with another `   1 double shifted implicitrestarts to obtain a new Lanczos factorizationH S2(k `) = S2(k `) H2(k `) + rk `+1eT2(k `)(36)where the eigenvalues of H2(k `) are those eigenvalues of fH2k having nonzero realparts. The starting vector corresponding to the Lanczos factorization (36) is themultishift vectorv1 = (H   {`I)(H + {`I)  : : :  (H   {1I)(H + {1I)v1:Thus it is possible to compute a low rank approximate stable H-invariant subspaceof dimension k   ` and the corresponding Riccati solution. If an approximation ofdimension k is required, we may use the same approach as in [25] where restartsare used to obtain a stable reduced order system. Performing ` symplectic Lanczossteps, we obtain from H2(k `) a new Hamiltonian J -Hessenberg matrix H2k withhopefully no eigenvalues on the imaginary axis. If there are again purely imaginaryeigenvalues, we have to repeat the restart process. In our numerical experiments, thisnever produced an H2k having again ` (or even more) pairs of purely imaginary Ritzvalues. With this approach we obtain after a nite number of restarts a HamiltonianJ -Hessenberg matrix of required dimension having only eigenvalues with nonzero realpart.
A restarted symplectic Lanczos method 318 Numerical ResultsIn this section we present some examples to demonstrate the ability of the proposedalgorithm to overcome (near) breakdown and one example to show the typicalbehaviour of the symplectic Lanczos method. An example where the restart processis used to remove eigenvalues was already given in Section 6.2.All computations were done using MATLAB3 Version 4.2c on a SUN SPARC10with IEEE double precision arithmetic and machine precision " = 2:2204  10 16.In case the symplectic Lanczos method encounters a serious breakdown (or nearbreakdown), that is if j = 0 for some j (or jjj < tol where tol is an appropriatelychosen value), then an implicit single shifted restart as discussed in Section 5 isemployed. If breakdown occurs during the restart or if the original breakdowncondition persists after the restart, the implicit restart is repeated at most 3 timeswith a dierent randomly chosen shift. After three consecutive unsuccessful recoveryattempts, the restart attempts are stopped and an explicit restart with a new randomstarting vector is initiated.We tested the restarted symplectic Lanczos method for the Hamiltonian matricescorresponding to the continuous-time algebraic Riccati equations given in thebenchmark collection [3]. Restarts were only encountered in very few cases andwe never had to perform an explicit restart when choosing a random starting vector.To demonstrate the restart process we report the two most intriguing of thoseexamples. Due to a special starting vector the implicit restart fails for therst example and an explicit restart has to be performed. The second exampledemonstrates a serious breakdown overcome by an implicit restart.Example 1: (See [2, Example 1] and [3, Example 7].) The rst example shows thata serious breakdown can not always be overcome by employing an implicit restart.Let H = 26664 1 0  00  2 0 01 1  1 01 1 0 2 37775 :As a starting vector v1 for the symplectic Lanczos method we choose e1. During therst step of the symplectic Lanczos algorithm the following quantities are computed:1 = 1; 1 = 1; w1 = e2 + e41 = ; 2 = 3; v2 = e4:For the second step ew2 and 2 have to be computed :ew2 = e4; 2 = 0:A serious breakdown is encountered. An implicit restart with the new starting vectorv1 = (HP   I)e1 = [1  ; 1; 0; 1]T3MATLAB is a trademark of The MathWorks, Inc.
32 Benner and Fabenderwill break down at the same step, as any further restart will. In fact, any restartwith a starting vector v1 of the form [a; b; 0; c]T will break down as this implies thatw1 = 11 26664 ba  2b0a+  37775 ; 1 = a2   2ab  b2; 1 = 1and v2 = e4as before. For any vector of the form v = [0; 0; 0; x]T we have vTJPHP v = 0 and thusa serious breakdown. If our starting vector is of the form [a; b; 0; c]T , then the newstarting vector in the single shifted restart is of the same form and thus the seriousbreakdown can not be overcome by implicit single shifted restarts. An explicit restartwith a random starting vector is successful.Example 2 : (See [13] and [3, Example 13].) The second example demonstrates aserious breakdown overcome by an implicit single shifted restart. LetH = 266666666666664 0 0:4 0 0 0 0 0 00 0 0:345 0 0 0 0 00  524000  465000 262000 0 0 0 00 0 0  106 0 0 0 10121 0 0 0 0 0 0 00 0 0 0  0:4 0 524000 00 0 1 0 0  0:345 465000 00 0 0 0 0 0  262000 106 377777777777775 :As a starting vector v1 for the symplectic Lanczos method we choose e1. During therst step of the symplectic Lanczos algorithm the following quantities are computed:1 = 1; 1 = 1; w1 = e2   e11 =  1; 2 = 0:4; v2 =  e4:A serious breakdown is encountered as 2 = 0. After an implicit restart with the newstarting vector v1 = (HP   I)e1 = [ ; 1; 0; 0; 0; 0; 0; 0]T , the breakdown condition2 = 0 persists. Thus the restart is repeated with a dierent shift e yielding the newstarting vector v1 = (HP   eI)(HP   I)e1 = [e;    e; 0; 0:4; 0; 0; 0; 0]T : Thisrestart is successful.Example 3 : We did a vast number of test runs using randomly chosen Hamiltonianmatrices and randomly chosen starting vectors (as well as the starting vector e1).The occurence of a serious breakdown is very unlikely here as these test examplestypically have nice properties. Table 4 reports the distribution of the values of i for2000 randomly chosen 100100 Hamiltonian matrices and randomly chosen startingvectors as the symplectic Lanczos method was used to compute 20 Lanczos vectors,that is the algorithm ran for 10 steps.
A restarted symplectic Lanczos method 33interval for i number of occurencesjij < 10 6 010 6  jij < 10 5 210 5  jij < 10 4 910 4  jij < 10 3 11310 3  jij < 10 2 101010 2  jij < 10 1 771710 1  jij < 100 10123100  jij < 101 26101  jij < 102 1000102  jij 0Table 4: Distribution of iThe occurence of a near breakdown is dependent on the value chosen for tol.Choosing tol too small (like tol = p" where " is the oating point relative accuracy)results in almost no breakdown, choosing tol too large in too many. A good choiceis dependent on the desired goals : the desired accuracy, the desired speed, etc. Abreakdown during the implicit SR step was never encountered during these test runs.As expected from a Lanczos method, the Ritz values converge to the eigenvaluesof largest modulus after a small number of steps.Example 4 : In computational chemistry, large eigenvalue problems arise forexample in linear response theory. The simplest model of a response function for theresponse of a single self-consistent-eld state to an external perturbation is realizedby the time-dependent Hartree{Fock model. This leads to the generalized eigenvalueproblem (see [38]) " A BB A #x =  "      # x:(37)Here, A; B;  2 IRnn are symmetric and  2 IRnn is skew-symmetric. For a closedshell Hartree-Fock wave function we have  = In and  = 0. Thus, the generalizedeigenvalue problem (37) reduces to the standard Hamiltonian eigenvalue problem" A B B  A # x = x:The order of the matrices considered in linear response theory can easily reachn = 106; 107. Computations with such models require a thorough implementationas well as adequate data structures and are planned for the future. Here we wantto present only a simple model and the results obtained by the symplectic Lanczosprocess. The chosen example is similar to an example presented in [18] where specialversions of the Lanczos algorithm for matrices as given in (37) are examined.Let n = 100, D = diag (d1; : : : ; dn) and D̂ = diag (d̂1; : : : ; d̂n), where d1 = 200:0,d2 = 100:0, d3 = 50:0, di = (i  1)  0:001 for i = 4; : : : ; n and d̂1 = d̂2 = d̂3 = 0:0,
34 Benner and Fabenderd̂i = i  0:0001. Now set A = UTD1U and B = UTD2U with a Householder matrixU = In   2wwTwTw where w = [ 1; 2; : : : ; 100]. The resulting matrixH = " A B A  B #is Hamiltonian and has eigenvaluesf200:0; 100:0; 50:0;4; : : : ;ngwhere 0:001 < jij < 0:1 for i = 4; : : : ; n.After three steps of the symplectic Lanczos algorithm (without re-J -orthogo-nalization) we obtain the Ritz values1.999991457279083e+02, 9.931554785773068e+01, 3.371968773385778e+01.That is, the largest eigenvalue value is approximated with a relative accuracy ofO(10 5). The next Lanczos step yields the Ritz values1.999999999999998e+02, 9.999999999999989e+01, 4.999999999997731e+01,8.451080813545205e 02,i.e., the three largest Ritz values have (almost) converged to the three largesteigenvalues of H. Thus, one can expect a loss of symplecticity (J -orthogonality)in the Lanczos vectors and, as in standard Lanczos algorithms, that the convergedeigenvalues will be duplicated. In fact, after 9 iterations we have Ritz values1.999999999999999e+02, 9.999999999999999e+01, 5.000000000000038e+01,1.999999999999997e+02, 9.999999999985583e+01, 4.999999974747666e+01,9.524662688488485e 02, 7.720710855953188e 02, 3.757475009324353e 02.Using complete re-J -orthogonalization, this eect is avoided and we obtain after 9steps the following Ritz values :1.999999999999999e+02, 9.999999999999993e+01, 4.999999999999997e+01,9.754957790699192e 02, 9.154380154101090e 02, 8.237785481069571e 02,6.786890886560507e 02, 4.923341543122169e 02, 1.448276946901055e 02.These rst results give rise to the hope that the (restarted) symplectic Lanczosalgorithm is an ecient tool for the numerical solution of large scale Hartree{Fockproblems.9 Concluding RemarksWe have presented a symplectic Lanczos method for the Hamiltonian eigenproblemwhich is used to approximate a few eigenvalues and associated eigenvectors and tocompute a low rank approximation to the stable invariant subspace of a Hamiltonianmatrix which can be used to approximate the stabilizing solution of continuous-time algebraic Riccati equations. Unfortunately, the symplectic Lanczos processcan break down before the desired number of eigenvalues is computed. When usedto compute a low rank approximation to the solution of continuous-time algebraic
A restarted symplectic Lanczos method 35Riccati equations, there is no guarantee that the symplectic Lanczos process yields areduced Hamiltonian matrix fH2k having a stable k{dimensional invariant subspacedue to purely imaginary Ritz values. Inexpensive implicit restarts are developedwhich can be used to overcome (near) breakdowns in the symplectic Lanczos processand to remove the undesirable purely imaginary Ritz values.As in the standard nonsymmetric Lanczos method one can expect convergenceof eigenvalues after a small number of steps. A restarted symplectic Arnoldi methodcan be formulated along the lines of our restarted symplectic Lanczos method. But asstated in [41] : When both the column and the row subspaces contain, respectively, papproximations to the eigenvectors of  then the Ritz values will be an -approximationto . This can not happen with one-sided approximations (as the Arnoldi methodyields) unless the matrix is normal.Our analysis shows that the implicitly restarted symplectic Lanczos method isan ecient tool for extracting a few eigenvalues of large Hamiltonian matrices.Nevertheless the method needs to be tested on a broader range of problems.We have presented a possibility how the method can be used to approximate thesolution of algebraic Riccati equations. But it is yet not clear what is the best wayto form an approximate solution X from a low-rank approximation to the stableinvariant subspace of the Hamiltonian matrix. This will be the topic of furtherstudies. Future work will also include the study of symplectic Lanczos methodsfor the (generalized) symplectic eigenvalue problem and the related discrete-timealgebraic Riccati equation as well as combinations of the restart process with look-ahead approaches.References[1] G. Ammar, P. Benner, and V. Mehrmann, A multishift algorithm for thenumerical solution of algebraic Riccati equations, Electr. Trans. Num. Anal., 1 (1993),pp. 33{48.[2] W. Arnold, III and A. Laub, Generalized eigenproblem algorithms and softwarefor algebraic Riccati equations, Proc. IEEE, 72 (1984), pp. 1746{1754.[3] P. Benner, A. Laub, and V. Mehrmann, A collection of benchmark examples forthe numerical solution of algebraic Riccati equations I: Continuous-time case, Tech.Report SPC 95 22, Fak. f. Mathematik, TU Chemnitz{Zwickau, 09107 Chemnitz,FRG, 1995.[4] J. Bunch, The weak and strong stability of algorithms in numerical algebra, LinearAlgebra Appl., 88 (1987), pp. 49{66.[5] W. Bunse and A. Bunse-Gerstner, Numerische Lineare Algebra, Teubner,Stuttgart, 1985.[6] A. Bunse-Gerstner, An analysis of the HR algorithm for computing the eigenvaluesof a matrix, Linear Algebra Appl., 35 (19841), pp. 155{173.[7] A. Bunse-Gerstner, Matrix factorizations for symplectic QR-like methods, LinearAlgebra Appl., 83 (1986), pp. 49{77.[8] A. Bunse-Gerstner and V. Mehrmann, A symplectic QR-like algorithm for thesolution of the real algebraic Riccati equation, IEEE Trans. Automat. Control, AC-31(1986), pp. 1104{1113.
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