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Considering the 3d Ising universality class of the QCD critical endpoint we use a universal effective
action for the description of the baryon-number density fluctuations around the critical region.
Calculating the baryon-number multiplicity moments and determining their scaling with system’s
size we show that the critical region is very narrow in the direction of the baryon chemical potential µ
and wide in the temperature direction T for T > Tc. In this context, published experimental results
on local proton density-fluctuation measurements obtained by intermittency analysis in transverse
momentum space in NA49 central A+A collisions at
√
sNN = 17.2 GeV (A=C,Si,Pb), restrict
significantly the location (µc, Tc) of the QCD critical endpoint. The main constraint is provided
by the freeze-out chemical potential of the Si+Si system, which shows non-conventional baryon
density fluctuations, restricting (µc, Tc) within a narrow domain, 119 MeV ≤ Tc ≤ 162 MeV,
252 MeV ≤ µc ≤ 258 MeV, of the phase diagram.
The search for the QCD critical endpoint (CEP), rem-
nant of the chiral symmetry breaking, at finite baryon
density and high temperature, is the main task in con-
temporary relativistic ion collision experiments [1, 2].
Fluctuation analysis with global [3, 4] and local mea-
sures [5] is the basic tool to achieve this goal. Up to now,
indication of such non-conventional fluctuations, which
can be related to the CEP, has been observed in the
freeze-out state of Si+Si central collisions at NA49 SPS
experiment with beam energy
√
sNN = 17.2 GeV [6].
However, the strong background and the poor statistics
in the corresponding data set, did not allow for convinc-
ing statements concerning the existence and the location
of the CEP. Similarly, in RHIC BES-I program, a non-
monotonic behaviour of κσ2 (kurtosis times the variance)
for net-proton distribution, compatible with theoretical
proposals [7], was observed [4, 8] but a conclusive evi-
dence for the location of the critical point is still pending,
so its experimental hunt continues. From the theoretical
side the efforts are focused on Lattice QCD calculations
at finite chemical potential in order to obtain the QCD
phase diagram from first principles and predict the loca-
tion of the CEP. Unfortunately, the until now obtained
Lattice results depend strongly on the method used to
handle the well known sign problem and they do not con-
verge to a well defined critical chemical potential value
[9, 10]. Therefore a first principle prediction of the QCD
CEP location, the holly grail of the physics of strongly
interacting matter in our times, is still missing.
In the present Letter we will make an effort to esti-
mate the QCD CEP location employing an appropriate
effective action for the thermodynamic description of the
baryonic fluid around the critical region. To this end, we
will assume that CEP belongs to the 3d Ising universality
class, a hypothesis which is strongly supported by sev-
eral theoretical works [11–15]. In this context, a universal
effective action, found on the basis of a Monte-Carlo sim-
ulation of the 3d Ising system in an external field [16], is
an appropriate tool for the formulation of the QCD crit-
ical properties. Introducing a dimensionless scalar field
φ = β3cnb (order parameter) with βc = 1/kBTc and nb
the baryon-number density, the effective action is written
as follows:
Seff =
∫
V
d3xˆ
[
1
2
|∇ˆφ|2 + U(φ)− hˆφ
]
; T ≥ Tc
U(φ) =
1
2
mˆ2φ2 + mˆg4φ
4 + g6φ
6 (1)
In Eq. (1) the variables with a ”hat” are dimension-
less: xˆi = xiβ
−1
c , mˆ = βcm (m = ξ
−1, ξ being the
correlation length), hˆ = (µ − µc)βc (ordering field) and
g4 = 0.97 ± 0.02, g6 = 2.05 ± 0.15 are universal dimen-
sionless couplings [16].
The partition function, on the basis of Eq. (1) is writ-
ten schematically:
Z =
∫
[Dφ] exp(−Seff ) (2)
and considering the ensemble of constant φ-
configurations (∇ˆφ = 0) we obtain a grand-canonical
expansion:
Z =
M∑
N=0
ζN exp
[
−1
2
mˆ2
N2
M
− g4mˆ N
4
M3
− g6 N
6
M5
]
(3)
where ζ = exp
(
µ−µc
kBTc
)
, M = Vβ3c
, mˆ = βcξ
−1 =
[
T−Tc
Tc
]ν
and ν ≈ 2/3 for the 3d Ising universality class [17]. Our
aim is to calculate the baryon-number distribution mo-
ments:
〈Nk〉 = 1Z
M∑
N=0
NkζN exp
[
−1
2
mˆ2
N2
M
− g4mˆ N
4
M3
− g6 N
6
M5
]
(4)
with k = 1, 2, .. and explore their scaling behaviour with
the system’s size M around the critical region. At the
critical point ζc = 1 (µ = µc), mˆc = 0 (T = Tc) these
moments obey the scaling law:
〈Nk〉 ∼Mkq ; q = dF /d, k = 1, 2, .. (5)
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2where d is the embedding dimension of the considered
system and dF the fractal dimension related to the criti-
cal fluctuations of the baryon density [18].
Our strategy to determine the location of the QCD
CEP is the following. First we will estimate the size of
the critical region based on the scaling behaviour of 〈N〉
with the system’s size M . Then, using the published
NA49 results on proton intermittency analysis in central
A+A collisions at
√
sNN = 17.2 GeV[6] we will constrain
the location of the CEP. For the second step it is crucial
that the critical exponent q in Eq. (5) is directly related
to the intermittency index φ2 measured in the proton in-
termittency analysis. Let us start with the estimation of
the critical region. We determine the dependence of 〈N〉
on M for different values of ζ and mˆ. Exactly at the crit-
ical point (ζc, mˆc) = (1, 0) the critical exponent q attains
the value 5/6 for the 3d-Ising universality class (δ = 5)
extracted from the representation (3). A direct calcula-
tion of 〈N〉 as a function of M from the partition function
in Eq. (3) shows that, departing slightly from the critical
point leads to a behaviour 〈N〉 ∼ M q˜ for M  1 with
q˜ 6= q. Outside the critical region q˜ = 1. Varying mˆ and
ζ we may also enter to the φ4-dominance region when the
last term in the effective action (1) becomes suppressed
with respect to the other two effective potential terms.
In that case q˜ = 3/4 (mean field universality class, δ = 3)
and the information of the 3d-Ising critical exponent q is
again lost. Thus, we consider as critical region of the
QCD CEP the domain in the (ζ, mˆ)-plane for which
〈N〉 ∼M q˜ ; 3/4 < q˜ < 1 (6)
holds. Since the critical region depends in general on
the size M , a supplementary constraint that the correla-
tion length is greater than the linear size of the system,
compatible with finite-size scaling theory [19, 20], is cer-
tainly needed. To keep contact with M -values realistic
for the size of the fireball produced in relativistic ion col-
lisions we explore the validity of the scaling law (6) for
20 < M < 700. This estimated range of M -values con-
tains all sizes of nuclei ranging from Be (RBe ≈ 2.6 fm) to
Pb (RPb ≈ 7.5 fm), assuming Tc ≈ 150 MeV. In Fig. 1a
the red shaded area denotes the critical region, i.e. the
domain in (ζ, mˆ)-plane for which the above constraints
hold. We observe that the critical region is quite ex-
tended in the upper mˆ-direction but it is very narrow in
the ζ-direction. This is a crucial property restricting the
location of the CEP. The blue line in Fig. 1a is the lo-
cation of the (ζ, mˆ) pairs which lead to a scaling of 〈N〉
with q˜ = 0.96. This is the mean value of the intermit-
tency index φ2 found in the SPS NA49-data analysis of
the proton-density fluctuations in transverse momentum
space for Si+Si central collisions at
√
sNN = 17.2 GeV.
It can be shown that the intermittency index φ2 in trans-
verse momentum space is equal to the exponent q˜ in 3d
configuration space [5, 21]. Thus, the Si+Si freeze-out
state should lie on this blue line. Taking the freeze-out
data of the fireball created in central collisions of Si+Si
at
√
sNN = 17.2 GeV to be (µ, T )=(260, 162) MeV, as
reported in [22], the condition of lying on the blue line
provides a relation between µc and Tc. This relation, de-
termining all the possible freeze-out values for the QCD
CEP compatible with our analysis and with the intermit-
tency results in [6], is presented graphically in Fig. 1b.
The freeze-out temperature of Si+Si sets an upper bound
on the critical temperature Tc < 162 MeV. A lower bound
on Tc is provided by the requirement that the correla-
tion length ξ is greater than the linear system size for
the occurrence of critical fluctuations as stated above.
For the smallest considered system, Be, with a radius
of ≈ 2.6 fm, we obtain the upper bound T−TcTc < 0.36
which covers also the case of Si and leads (Fig. 1b) to the
lower bound on the critical temperature Tc > 119 MeV.
Thus, in the plot of Fig. 1b we show only the allowed
range 119 MeV < Tc < 162 MeV. We observe that the
corresponding critical chemical potential domain is very
narrow: 252 MeV < µc < 258 MeV. In fact, using the
available Lattice-QCD estimates of the critical temper-
ature Tc ≈ 146 MeV [10] and Tc ≈ 153 MeV [9] as the
boarders of a critical zone (red shaded domain in Fig. 1b)
we obtain a very narrow range for the critical chemical
potential 256 MeV < µc < 257 MeV. For completeness
we add in Fig. 1a the freeze-out states for the central col-
lisions of the other two systems, Pb+Pb and C+C, con-
sidered in the NA49 experiment (at
√
sNN = 17.2 GeV).
We clearly observe that these systems lie outside the crit-
ical (shaded) region although their freeze-out chemical-
potential values do not differ so much. The reason is the
narrowness of the critical region in the chemical poten-
tial direction which possesses a linear size of 5 MeV for
T = Tc and Tc ≈ 150 MeV.
To illustrate in more detail how our strategy leading
to the critical region in Fig. 1a works in practice, we
plot in Fig. 2 in double logarithmic scale, the mean value
〈N〉 versus M for various values of mˆ and ζ. The plot
focuses on the relevant region 310 ≤ M ≤ 700. To fa-
cilitate the comparison we have scaled all moments to a
common value at M = 310 using as reference the black
line (mˆ = 0 and ζ = 1). In Fig. 2a we show 〈N〉 for
mˆ = 0, 0.07, 0.15 and ζ = 1. We observe that although
mˆ increases by a factor of two or equivalently the re-
duced temperature t = T−TcTc = mˆ
3/2 by a factor of three
(compare blue and red lines in Fig. 2a), the correspond-
ing slope change is relatively small. This slow change
of the exponent q˜ with increasing mˆ explains why the
critical region in the t (or mˆ)-direction is wide. On the
other hand, assuming mˆ = 0 and varying ζ across the
real axis, we observe that the critical scaling goes over
to the conventional behaviour 〈N〉 ∼ M quite rapidly.
This behaviour is in accordance with the plot of the crit-
ical region in Fig. 1a and it is clearly demonstrated in
Fig. 2b where we plot in double logarithmic scale 〈N〉
versus M for three different ζ-values (1, 1.01, 1.02) us-
3FIG. 1. (a) The critical region (red shaded area) in the plane
(µ−µc)/Tc, t = (T−Tc)/Tc where the scaling law: 〈N〉 ∼M q˜
with q˜ ∈ (0.75, 1) holds. The blue line is the line for which
q˜ = 0.96. The freeze-out states for central A+A collisions
in NA49 experiment at maximum SPS energy according to
[22] are given by the stars: A=Pb (black), A=Si (blue), A=C
(orange). (b) The line describes the possible pairs (Tc, µc)
compatible with the finite-size analysis in the current Let-
ter. The red patterned region is determined employing the
different Lattice QCD results for the critical temperature Tc
[9, 10].
ing mˆ = 0 (T = Tc). Notice that, in Fig. 2a, the slope
decreases as we depart from the critical (black) line, go-
ing over to the mean field behaviour, while in Fig. 2b it
increases, going over to the conventional behaviour men-
tioned above. Furthermore, it is worth also to mention
that the value of 〈N〉, obtained through Eq. (4), is a pre-
diction for the total mean baryon-number multiplicity in
the critical freeze-out state, since there are no free pa-
rameters in the calculation. This information is shown
by the black line in Fig. 2a (or Fig. 2b) which gives the
mean baryon number as a function of the system’s size
M .
FIG. 2. (a) The first moment of the baryon number density
〈N〉 as a function of M for t = 0, 0.02, 0.06 (corresponding to
mˆ = 0, 0.07, 0.15) and ζ = ζc = 1. (b) The mean value 〈N〉
as a function of M for T = Tc (mˆ = 0) and ζ = 1, 1.01, 1.02.
Finally, it is important to demonstrate that the effec-
tive action (1) is fully consistent with the critical prop-
erties of the 3d-Ising universality class. Therefore, we
extend our finite-size analysis to the treatment of baryon-
number susceptibility. From fluctuation-dissipation the-
orem we have:
χ =
1
V
〈(δN)2〉 ; 〈(δN)2〉 = ζ ∂
∂ζ
(
ζ
∂ logZ
∂ζ
)
(7)
At the critical chemical potential (ζc = 1) we expect a
peak of χ at T = Tc (mˆ = 0) for large but finite M
obeying the finite-size scaling relation
χ(Tc) ∼ V γ/νd ∼ (kBTc)3M2q−1 (8)
with 2q − 1 = γνd (= 2/3 for the 3d-Ising universality
class), as well as a power-law dependence on temperature
χ(T ) ∼ (T − Tc)−γ ; M →∞ (9)
close to the CEP (with critical exponent γ ≈ 4/3 for
the infinite system). In Fig. 3, plotting χ(T )/M2q−1,
4FIG. 3. The baryon number susceptibility scaled by M2/3
versus the reduced temperature (T −Tc)/Tc plotted in double
logarithmic scale for 3 different values of the size M : 103 (red
circles), 104 (green circles) and 105 (blue circles). The slope
in the linear fit determines the critical exponent γ. All sets
converge to the same value for the scaled susceptibility for
T → Tc verifying the finite-size scaling relation (8).
calculated numerically through the partition function (3),
for various values of M , we clearly show the validity of
both scaling laws in Eqs. (8,9).
Thus the effective action (1) captures correctly the 3d-
Ising critical behaviour, supporting strongly the validity
of the finite-size scaling analysis in the present Letter.
Concluding remarks are now in order. Based on the ef-
fective action proposed in [16] for the 3d-Ising system we
have demonstrated that the critical region of the QCD
CEP is wide along the temperature direction and very
narrow along the chemical potential axis. Using pub-
lished results on intermittency analysis of proton den-
sity fluctuations in SPS NA49 experiment [6] and Lattice
QCD estimates of the critical temperature it is possible
to give a prediction for the location of the QCD CEP
(µc, Tc) ≈ (256, 150) MeV, as shown in Fig. 1b.
From the analysis, above, one may draw conclusions
about the most promising, crucial measurements in the
experiments, currently in progress, at CERN and BNL
(SPS-NA61, RHIC-BES). It is suggestive from the con-
straints of the critical region in Fig. 1 that 2d inter-
mittency of net-proton density in transverse momen-
tum space (in the central rapidity region) combined with
chemical freeze-out measurements may capture the sys-
tems, for different energies (
√
sNN ) and size of nuclei (A),
which freeze out very close to the critical point. To this
end we consider two classes of experiments with heavy
(I) and medium or small size (II) nuclei:
I. Pb+Pb, Au+Au: The crucial energy range for these
processes in the experiments at CERN (Pb+Pb) and
BNL (Au+Au), compatible with the requirements of the
critical region (Fig. 1) is
• Pb+Pb at 12.3 GeV < √sNN < 17.2 GeV (SPS-
NA61) corresponding to lab-energies 80 AGeV <
Elab < 158 AGeV and
• Au+Au at 14.5 GeV < √sNN < 19.6 GeV (RHIC-
BES)
II. Be+Be, Ar+Sc, Xe+La: The crucial measurements
in these processes, regarding 2d intermittency, are in
progress at the experiment SPS-NA61, at the highest
SPS energy
√
sNN = 17.2 GeV. To complete the pic-
ture, however, a detailed study of chemical freeze-out in
these collisions is also needed.
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