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Abstract
In this paper we study a degenerate parabolic system
Ut −
(|U|m−1U)= 0, where U(x, t) = (u1, u2, . . . , ul)
is a vector function and m > 1. The system can be derived from a time-dependent p-curl system which
describes Bean’s critical-state model in the superconductivity theory. It is shown that the degenerate system
has a unique global solution. Moreover, it is shown that the weak solution is continuous and the modulus of
continuity depends only on known data.
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1. Introduction
Let Ω be a bounded domain in Rn with smooth boundary ∂Ω and QT = Ω × (0, T ] for
T > 0. In this paper we study the following degenerate parabolic system:
Ut −
(|U|m−1U)= 0, (x, t) ∈ QT , (1.1)
U(x, t) = G(x, t), (x, t) ∈ ∂ST = ∂Ω × [0, T ], (1.2)
U(x,0) = U0(x), x ∈ Ω, (1.3)
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doi:10.1016/j.jde.2008.03.017
H.-M. Yin / J. Differential Equations 245 (2008) 722–736 723where U(x, t) = (u1(x, t), . . . , ul(x, t)) is a vector function and m > 1, U0(x) and G(x, t) are
known initial and boundary values. Hereafter, a bold letter represents a vector or vector function
with dimension l.
It is clear that the system (1.1) is the well-known porous medium equation when U is a scalar
function [14]. There is an extensive research literature for the scalar case about the existence,
uniqueness, regularity of weak solution and other qualitative properties (see, for example, mono-
graphs [8–10], etc. and the references therein). It is also easy to see that for p-Laplacian equation
(see [8]),
ut − ∇
[|∇u|p−2∇u]= 0,
after taking the gradient for the equation, we see that U(x, t) := ∇u satisfies Eq. (1.1) with
m = p − 1. Our motivation for the study of the system (1.1) comes from Bean’s critical-state
model in the superconductivity theory [2,5]. To see the model equation, we recall that Bean’s
critical-state model can be approximated by the following time-dependent p-curl system with
large p ([5,15,17,18], also see [1,3] for the steady-state model):
Ht + ∇ ×
[|∇ × H|p−2∇ × H]= 0,
where H(x, t) represents the magnetic field in R3 and ∇× is the usual curl operator.
Since the magnetic field H satisfies the conservative equation,
∇ · H(x, t) = 0,
it follows that H(x, t) can be expressed as the curl of a potential:
H(x, t) = ∇ × A.
Moreover, we may choose the gauge for A such that
∇ · A = 0.
From the equation for H(x, t), we see
∇ × [At − |A|p−2A]= 0.
If A has compact support, by using the unique continuous extension theorem we find that A
satisfies
At − |A|p−2A = 0.
It follows that U(x, t) := A(x, t) satisfies the model system (1.1) with m = p−1 in three space
dimensions.
For the problem (1.1)–(1.3), the major difference from the scalar case is that the maximum
principle is no longer valid. Moreover, because there is no characterization of an m-accretive
operator on the product space of L1(Ω)n, it seems difficult to use the nonlinear semigroup
method [9,10] to prove the existence for the problem. Nevertheless, some ideas for the scalar
case are still suitable in dealing with the current situation. We use Rothe’s method to obtain the
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Moreover, we use the idea from DiBenedetto [7] to show that the weak solution is bounded and
continuous. The application to Bean’s critical-state model will be discussed in a separate paper,
which shows that the solution H(x, t) of time-dependent p-curl system is of class C1+α . This
regularity result is optimal and solves the open question proposed in [18]. We would like to
point out that, unlike the scalar case [6,10], the Hölder continuity of weak solution U(x, t) of
(1.1)–(1.3) is an open question.
The paper is organized as follows. In Section 2 we derive some energy estimates. In Section 3
we first obtain an approximate solution sequences by Rothe’s method. Then we derive some
uniform estimates. The existence of a unique weak solution is established via a compactness
argument. Finally, it is shown that the weak solution is continuous in Section 4.
2. Weak solution and energy estimates
Throughout this paper, Bl := B × · · · × B is defined as the usual product space equipped
with usual product norm. For simplicity, we use B instead of Bl without cause of confusion.
A vector function V belongs to a Banach space B simply means that each component of V is in
the space B .
Because of degeneracy of the system (1.1), like the scalar case, we only expect the existence
of a weak solution for the problem (1.1)–(1.3). We define
V(x, t) = |U|m−1U(x, t), (x, t) ∈ QT .
Then we can solve for U(x, t) to obtain
U(x, t) = |V|−m−1m V(x, t), (x, t) ∈ QT .
It follows that the system (1.1)–(1.3) can be written as follows:
(|V|−m−1m V)
t
−V = 0, (x, t) ∈ QT , (2.1)
V(x, t) = F(x, t), (x, t) ∈ ST , (2.2)
V(x,0) = V0(x), x ∈ Ω, (2.3)
where F(x, t) := |G|m−1G(x, t) and V0(x) := |U0|m−1U0(x).
Definition 2.1. A vector function U(x, t) is said to be a weak solution to the problem (1.1)–(1.3)
if V(x, t) = |U|m−1U(x, t) satisfies
V(x, t)− F(x, t) ∈ L2(0, T ;W 1,20 (Ω))∩L∞(QT ).
Moreover, the following integral identity holds:
T∫ ∫ [
−U ·t +
l∑
i=1
∇(|U|m−1ui)(∇φi)
]
dx dt =
∫
U0(x) ·(x,0) dx0 Ω Ω
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(x, T ) = 0.
In order to prove the existence of a unique weak solution for the problem (1.1)–(1.3), we need
the following basic assumptions throughout this paper.
H(2.1) Suppose that G(x, t) can be extended into QT such that
G(x, t) ∈ L2(0, T ;H 1(Ω))∩L∞(QT ), Gt (x, t) ∈ L2(QT ).
Moreover, for F(x, t) := |G|m−1Gi = (fi(x, t), . . . , fl(x, t)),
∇fi(x, t), fit (x, t) ∈ L2(QT ) for all i = 1, . . . , l.
H(2.2) Let U0(x) ∈ L∞(Ω) and ∇[|U0|m−1u0i] ∈ W 1,20 (Ω) for i = 1, . . . , l.
We first derive some energy estimates for the weak solution. It will be seen in Section 3 that
these estimates are also valid for the approximate solutions.
Theorem 2.1. Under the assumptions H(2.1)–H(2.2), there exists a constant C1 such that
sup
0tT
∫
Ω
|V|m+1m dx +
T∫
0
∫
Ω
[
l∑
i=1
|∇vi |2
]
dx dt C1,
where
V(x, t) = |U|m−1U(x, t)
and C1 depends only on known data.
Proof. Similar to parabolic equations [11,13] we may directly work with Eq. (2.1) instead
of using integral identity in Definition 2.1. For the equation of each component vi(x, t)
(i = 1,2, . . . , l) of V(x, t) in (2.1), we multiply the equation by vi − fi and then integrate over
Qt to obtain
l∑
i=1
t∫
0
∫
Ω
[(|V|−m−1m vi)t (vi − fi)]dx dt +
l∑
i=1
t∫
0
∫
Ω
[∇vi · ∇(vi − fi)]dx dt = 0. (2.4)
Now, the first term of the left-hand side in the above equation is calculated as follows:
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i=1
t∫
0
∫
Ω
[(|V|−m−1m vi)t (vi − fi)]dx dt
=
l∑
i=1
t∫
0
∫
Ω
∂
∂t
[(|V|−m−1m vi)(vi − fi)]dx dt − l∑
i=1
t∫
0
∫
Ω
[(|V|−m−1m vi)(vi − fi)t ]dx dt
:= I1 − I2.
Now, we use Young’s inequality with a small ε > 0 to obtain
I1 =
l∑
i=1
t∫
0
∫
Ω
∂
∂t
[(|V|−m−1m vi)(vi − fi)]dx dt
=
∫
Ω
[
|V|1+ 1m −
l∑
i=1
|V|−m−1m vifi
]∣∣∣∣
t
t=0
dx
 (1 − ε)
∫
Ω
|V|1+ 1m dx −C(ε)
∫
Ω
|F|1+ 1m dx
+
∫
Ω
[
|V0|1+ 1m −
l∑
i=1
|V0|−m−1m vi0fi(x,0)
]
dx,
I2 =
l∑
i=1
t∫
0
∫
Ω
[(|V|−m−1m vi)(vi − fi)t ]dx dt
=
l∑
i=1
t∫
0
∫
Ω
[(|V|−m−1m ) ∂
∂t
v2i
2
]
dx dt −
l∑
i=1
t∫
0
∫
Ω
[|V|−m−1m vi(fi)t ]dx dt
= m
m+ 1
∫
Ω
|V|1+ 1m ∣∣t
t=0 dx −
l∑
i=1
t∫
0
∫
Ω
[|V|−m−1m vi(fi)t ]dx dt.
It follows that
I1 − I2 
(
1 − ε − m
m+ 1
)∫
Ω
|V|1+ 1m dx −C(ε)
∫
Ω
|F|1+ 1m dx
+
∫
Ω
[
|V0|1+ 1m −
l∑
i=1
|V0|−m−1m vi0fi(x,0)
]
dx + m
m+ 1
∫
Ω
|V0|1+ 1m dx
+
l∑
i=1
t∫ ∫ [|V|−m−1m vi(fi)t ]dx dt
0 Ω
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(
1 − ε − m
m+ 1
)∫
Ω
|V|1+ 1m dx −C(ε)
∫
Ω
|F|1+ 1m dx
−C
t∫
0
∫
Ω
|V|1+ 1m dx dt −C
∫
Ω
[
|V0|1+ 1m +
l∑
i=1
∣∣fi(x,0)∣∣1+ 1m
]
dx
−C
t∫
0
∫
Ω
|Ft |1+ 1m dx dt.
It is clear that the second term in the left-hand side of (2.4) can be estimated by Cauchy–
Schwarz’s inequality:
l∑
i=1
t∫
0
∫
Ω
[∇vi · ∇(vi − fi)]dx dt
 1
2
l∑
i=1
t∫
0
∫
Ω
|∇vi |2 dx dt − 4
l∑
i=1
t∫
0
∫
Ω
|∇fi |2 dx dt.
We choose ε to be sufficiently small and combine the above estimates to obtain
∫
Ω
|V|1+ 1m dx +
l∑
i=1
t∫
0
∫
Ω
|∇vi |2 dx dt
 C
t∫
0
∫
Ω
|V|1+ 1m dx dt +C
∫
Ω
[|F|q + ∣∣F(x,0)∣∣q + |V0|q]dx
+C
t∫
0
∫
Ω
[
|Ft |q +
l∑
i=1
|∇fi |2
]
dx dt,
where q = 1 + 1
m
and C depends only on m.
Finally, Gronwall’s inequality yields the desired estimate. 
Theorem 2.2. Under the assumptions H(2.1)–H(2.2), there exists a constant C2 such that
‖U‖L∞(QT )  C2, (2.5)
where C2 = max{‖U0‖L∞(Ω),‖G‖L∞(ST )}.
Proof. Let
K = max{‖G‖2 ∞ ,‖U0‖2 ∞ }.L (ST ) L (Ω)
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ψi(x, t) =
(|U|2 −K)+ui,
as a test function for the ith equation of (1.1) and then add up for i from 1 to l, for the first term
we have
l∑
i=1
T∫
0
∫
Ω
(ui)tui
(|U|2 −K)+ dx
=
T∫
0
∫
Ω
1
2
(|U|2)
t
(|U|2 −K)+ dx dt = 1
4
T∫
0
∫
Ω
∂
∂t
[(|U|2 −K)+]2 dx dt.
It follows that
1
4
T∫
0
d
dt
∫
Ω
[(|U|2 −K)+]2 dx dt + l∑
i=1
T∫
0
∫
Ω
∇(|U|m−1ui) · ∇[(|U|2 −K)+ui]dx = 0.
We denote by J the second term in the left-hand side of the above equation.
Now we calculate J as follows:
J =
l∑
i=1
∫ ∫
QT
[
|U|m−1∇ui + m− 12 |U|
m−3(∇|U|2)ui
]
× [ui∇(|U|2 −K)+ + (|U|2 −K)+∇ui]dx dt
=
l∑
i=1
∫ ∫
QT
[
|U|m−1(∇ui) ·
(
ui∇
(|U|2 −K)+)+ |U|m−1(|U|2 −K)+|∇ui |2
+ m− 1
2
|U|m−3(∇|U|2)(∇(|U|2 −K)+)|ui |2
+ m− 1
2
|U|m−3∇(|U|2)(|U|2 −K)+(ui∇ui)
]
dx dt
:= J1 + J2 + J3 + J4,
J1 =
l∑
i=1
∫ ∫
QT
[|U|m−1(∇ui) · (ui∇(|U|2 −K)+)]dx dt
= 1
2
l∑
i=1
∫ ∫
QT
[|U|m−1(∇|ui |2)(∇(|U|2 −K)+)]dx dt
= 1
4
∫ ∫ [|U|m−1∣∣∇(|U|2 −K)+∣∣2]dx dt  0.
QT
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J2 =
l∑
i=1
∫ ∫
QT
|U|m−1(|U|2 −K)+|∇ui |2 dx dt  0,
J3 = m− 12
∫ ∫
QT
|U|m−1∣∣∇(|U|2 −K)+∣∣2 dx dt  0,
J4 = m− 14
∫ ∫
QT
|U|m−3(|U|2 −K)+∣∣∇(|U|2)∣∣2 dx dt  0.
It follows that
1
2
∫
Ω
[(|U|2 −K)+]2 dx + ∫ ∫
QT
[|U|m−1∣∣∇(|U|2 −K)+∣∣2]dx dt  0,
which yields
‖U‖2L∞(QT ) K. 
3. Global existence and uniqueness
In this section we prove the existence and uniqueness of solution to the system (1.1)–(1.3) by
Rothe’s method. Instead of dealing with the system (1.1)–(1.3) we introduce V = |U|m−1U as in
Section 2 and consider the following problem
(|V|−m−1m V)
t
−V = 0, (x, t) ∈ QT , (3.1)
V(x, t) = F(x, t), (x, t) ∈ ST , (3.2)
V(x,0) = V0(x), x ∈ Ω, (3.3)
where V0(x) = |U0|m−1U0(x),F(x, t) = |G|m−1G(x, t).
To illustrate the idea, we assume G(x, t) = 0 for simplicity. The general case can be easily
handled by the same method. Let N be a positive integer and τ = T
N
. We cut the cylinder QT by
t = kτ and denote by Ωk , the cross-section of QT by the plane t = kτ .
For convenience, we define
V(k) = V(x, kτ), V(0) = V0(x), k = 1, . . . ,N.
We use the difference quotient to approximate the time-derivative in (3.1) to obtain the following
elliptic system:
|V(k)|−m−1m V(k)− |V(k − 1)|−m−1m V(k − 1)
τ
−V(k) = 0, x ∈ Ωk, (3.4)
V(k) = 0, x ∈ ∂Ωk. (3.5)
730 H.-M. Yin / J. Differential Equations 245 (2008) 722–736Lemma 3.1. The elliptic system (3.4)–(3.5) has a unique solution V(k) ∈ W 1,20 (Ωk) for each
k = 1, . . . ,N . Moreover, there exist constants C1,C2 and C3 such that∫
Ωk
∣∣V(k)∣∣1+ 1m dx  C1, (3.6)
∫
Ωk
|V(k)− V(k − 1)|1+ 1m
τ
dx +
l∑
i=1
∫
Ω
∣∣∇vi(k)∣∣2 dx  C2, (3.7)
∥∥V(k)∥∥
L∞(Ωk) C3, (3.8)
where C1, C2 and C3 depend only on known data, but not on τ .
Proof. The existence of a unique solution V(k) ∈ W 1,20 (Ωk) is quite standard by using a fixed-
point method. We only give an outline here. Indeed, for any F(x) ∈ L∞(Ω) and any ε > 0 we
consider the following approximate elliptic system:
−U + (|U| + ε)−m−1m U = F(x), x ∈ Ω,
U(x) = 0, x ∈ ∂Ω.
Since the coefficient of U is positive and bounded, the existence of a unique solution, denoted
by Uε , is clear by using, say, Leray–Schauder’s fixed-point theorem. Then using an energy
method we can easily derive the following uniform estimates (see a similar derivation for the
estimates (3.7) and (3.8) below):
l∑
i=1
∫
Ω
∣∣∇Uεi ∣∣2 dx +
∫
Ω
∣∣Uε∣∣1+ 1m dx  C,
∥∥Uε∥∥
L∞(Ω)  C,
where C is independent of ε. Finally, a compactness argument leads to the desired existence. The
uniqueness follows from the inequality (3.9) below.
Now we turn to the derivation of estimates (3.6)–(3.8). To prove the first estimate (3.6), we
take the inner product for Eq. (3.4) by V(k) to obtain
1
τ
∫
Ωk
∣∣V(k)∣∣1+ 1m dx + l∑
i=1
∫
Ωk
|∇vi |2 dx
 1
τ
∫
Ωk
[∣∣V(k − 1)∣∣−m−1m V(k − 1) · V(k)]dx
 1
τ
{
m
m+ 1
∫
Ωk
∣∣V(k)∣∣1+ 1m dx + 1
m+ 1
∫
Ωk
∣∣V(k − 1)∣∣1+ 1m dx},
where at the final step, Young’s inequality is used.
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∣∣V(k)∣∣1+ 1m dx  ∫
Ωk
∣∣V(k − 1)∣∣1+ 1m dx.
Since Ωk = Ω for all k, we see for all k that∫
Ω
∣∣V(k)∣∣1+ 1m dx  ∫
Ω
|V0|1+ 1m dx.
Now in order to prove the second estimate we need the following elementary inequality (see
[8]). For p > 1 there exists a positive constant c0 such that
〈|A|p−2A − |B|p−2B,A − B〉 c0|A − B|p, A,B ∈ Rl. (3.9)
We multiply the system (3.4) by V(k) − V(k − 1) and integrate over Ωk , after using (3.9), to
obtain
c0
∫
Ωk
|V(k)− V(k − 1)|1+ 1m
τ
dx +
l∑
i=1
∫
Ωk
∇vi(k) · ∇
[
vi(k)− vi(k − 1)
]
dx  0.
Cauchy–Schwarz’s inequality yields
c0
∫
Ωk
|V(k)− V(k − 1)|1+ 1m
τ
dx + 1
2
l∑
i=1
∫
Ωk
∣∣∇vi(k)∣∣2 dx
 1
2
l∑
i=1
∫
Ωk
∣∣∇vi(k − 1)∣∣2 dx.
Note that Ωk = Ω , we see for all k that
l∑
i=1
∫
Ωk
∣∣∇vi(k)∣∣2 dx  l∑
i=1
∫
Ω
∣∣∇vi(0)∣∣2 dx.
It follows that
c0
∫
Ωk
|V(k)− V(k − 1)|1+ 1m
τ
dx + 1
2
l∑
i=1
∫
Ωk
∣∣∇vi(k)∣∣2 dx  12
l∑
i=1
∫
Ω
∣∣∇vi(0)∣∣2 dx.
To prove the third estimate (3.8), similar to Theorem 2.2 we multiply the ith equation of the
system (3.4) by vi(k)(|V(k)|s for any s > 0 and then integrate over Ωk to have
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τ
∫
Ωk
∣∣V(k)∣∣1+ 1m+s dx + l∑
i=1
∫
Ωk
[∣∣∇vi(k)∣∣2∣∣V(k)∣∣s + s∣∣V(k)∣∣s∣∣∇(∣∣V(k)∣∣)∣∣2]dx
= 1
τ
l∑
i=1
∫
Ωk
∣∣V(k)∣∣−m−1m vi(k − 1)vi(k)∣∣V(k)∣∣s dx
 1
2τ
∫
Ω
∣∣V(k)∣∣1+ 1m+s dx + C
τ(1 + 1
m
+ s)
∫
Ω
∣∣V(k − 1)∣∣1+ 1m+s dx,
where we have used Young’s inequality in the final step and the constant C is independent of s.
It follows that ∫
Ωk
∣∣V(k)∣∣1+ 1m+s dx  C
1 + 1
m
+ s
∫
Ωk
∣∣V(k − 1)∣∣1+ 1m+s dx.
By taking (1 + 1
m
+ s)th root and then setting s → ∞, we obtain that
Mk Mk−1, k = 1,2, . . . ,N,
where Mk = maxΩk |V(k)|. 
With the estimates obtained in Lemma 3.1, we are now ready to prove the existence of a unique
weak solution.
Theorem 3.2. Under the assumptions H(2.1) and H(2.2), the problem (1.1)–(1.3) has a unique
weak solution U(x, t) such that U(x, t) ∈ L∞(QT ) and V = |U|m−1U ∈ L2(0, T ;W 1,20 (Ω)).
Proof. Similar to parabolic equations, we denote by Vˆτ (x, t) the function which is equal to
V(x, kτ) for t ∈ ((k − 1)τ, kτ ]. From the estimates in Lemma 3.1, we see that Vˆτk (x, t) ∈
L2(0, T ;W 1,20 (Ω))∩L∞(QT ). Moreover,∥∥Vˆτ∥∥
L∞(QT ) +
∥∥Vˆτ∥∥
L2(0,T ;W 1,20 (Ω))  C,
where C is independent of τ . By the compactness theorem [16], we can take a sequence
τ = τk → 0 such that Vˆτk (x, t) converges weakly to a function V(x, t) ∈ L2(0, T ;W 1,20 (Ω)) and
weak-* in L∞(QT ) with V(x, t) ∈ L∞(QT ). Moreover, from the estimate (3.6) and the com-
pactness embedding from W 1,20 (Ω) into L
2(Ω) we may further require that Vˆτ (x, t) converges
to V(x, t) a.e. on QT .
By using the same procedure as a regular parabolic equation [12, pp. 137–138], for any test
function (x, t) ∈ L2(0, T ;W 1,2(Ω)), t ∈ L2(QT ) with (x, T ) = 0 we use the dominated
convergence theorem to see that V(x, t) satisfies the integral identity:∫ ∫
QT
[−|V|−m−1m V ·t]dx dt + l∑
i=1
∫ ∫
QT
[∇vi · ∇φi]dx dt =
∫
Ω
V0(x) ·(x,0) dx,
which indicates that U(x, t) is a weak solution of (1.1)–(1.3).
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the regularity stated in Theorem 3.2. By taking Steklov averaging if necessary (see [7,13]), we
may directly choose
(x, t) =
T∫
t
(
V(x, τ )− V∗(x, τ ))dτ
as a test function. Then a direct calculation yields
∫ ∫
QT
[|V|−m−1m V − |V∗|−m−1m V∗] · [V − V∗]dx dt + l∑
i=1
∫
Ω
∣∣∣∣∣
T∫
0
∇(vi − v∗i )dτ
∣∣∣∣∣
2
dx = 0.
By using the inequality (3.8), we see
c0
∫ ∫
QT
[|V − V∗|m+1m ]dx dt + k∑
i=1
∫
Ω
∣∣∣∣∣
T∫
0
∇(vi − v∗i )dτ
∣∣∣∣∣
2
dx  0,
which concludes the uniqueness. 
Remark 3.1. The uniqueness of weak solution can be proved under much weaker conditions
(see [4] for example).
4. Continuity of weak solution
In this section we use the idea from scalar porous medium equation to prove that the weak
solution is continuous and the continuity modulus can be estimated from the known data.
H(4.1) Suppose that G(x, t) is continuous on ST and U0(x) is continuous on Ω¯ . Moreover,
G(x,0) = U0(x), x ∈ ∂Ω.
Theorem 4.1. Under the assumptions of H(2.1)–H(2.2) and H(4.1) the weak solution is contin-
uous on Q¯T . Moreover, the modulus of continuity can be estimated by known data.
Proof. The proof follows the same idea as in DiBenedetto [7]. The key is to choose suitable test
function. Here we only indicate the difference for our case. Let (x0, t0) ∈ QT be a fixed point.
Let R > 0 and BR(x0) = {x ∈ Rn: |x − x0| < R} be a ball centered at x0 with radius R. Let
Q
η
R = BR(x0) × {t0 − ηR2, t0}, where η > 0 is a small constant. For σ1, σ2 ∈ (0,1), we denote
by QηR(σ1, σ2) = BR−σ1R(x0)× {t0 − η(1 − σ2)R2, t0}.
We choose a cutoff function ξ(x, t) 0 defined on QηR such that ξ(x, t) = 1 on QηR(σ1, σ2),
ξ(x, t) = 0 on parabolic boundary of QηR . Moreover,
|∇ξ | 1 , 0 ξt  1 2 .σ1R σ2ηR
734 H.-M. Yin / J. Differential Equations 245 (2008) 722–736For any constant k and any cutoff function ξ(x, t) as above we take the inner product to
Eq. (2.1) by V(|V|2 − k)±ξ(x, t)2 over the region BR(x0)× [t0 − ηR2, t).
Now
t∫
t0−ηR2
∫
BR
V · V(|V|2 − k)±ξ(x, t)2 dx dt
=
t∫
t0−ηR2
∫
BR
l∑
i=1
|∇vi |2
(|V|2 − k)±ξ2 dx dt +
t∫
t0−ηR2
∫
BR
l∑
i=1
(∇vi)vi
[∇(|V|2 − k)±ξ2]dx dt
 1
2
t∫
t0−ηR2
∫
BR
l∑
i=1
[∇(|V|2 − k)±][∇(|V|2 − k)±ξ2]dx dt
 1
4
t∫
t0−ηR2
∫
BR
l∑
i=1
[∇(|V|2 − k)±]2ξ2 dx dt −C
t∫
t0−ηR2
∫
BR
[(|V|2 − k)±]2|∇ξ |2 dx dt.
On the other hand,
t∫
t0−ηR2
∫
BR
[|V|−m−1m V]
t
· V(|V|2 − k)±ξ2 dx dt
=
t∫
t0−ηR2
∫
BR
[
−m− 1
m
|V|−m−1m −1(|V|)
t
V + |V|−m−1m Vt
]
· [V(|V|2 − k)±ξ2]dx dt
:= I1 + I2.
Now,
I1 = −m− 12m
t∫
t0−ηR2
∫
BR
|V|−m−1m (|V|2)
t
(|V|2 − k)±ξ(x, t)2 dx dt
= −m− 1
m+ 1
t∫
t0−ηR2
∫
BR
∂
∂t
{[|V|2]m+12m }(|V|2 − k)±ξ2 dx dt,
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t∫
t0−ηR2
∫
BR
{[
−m− 1
m
|V|−m−1m Vt
]
· [V(|V|2 − k)±ξ(x, t)2]}dx dt
=
t∫
t0−ηR2
∫
BR
[
−m− 1
2m
|V|−m−1m
[
∂
∂t
|V|2
](|V|2 − k)±ξ(x, t)2]dx dt
= m
m+ 1
t∫
t0−ηR2
∫
BR
{
∂
∂t
[|V|2]m+1m }(|V|2 − k)±ξ(x, t)2 dx dt.
It follows that
I1 + I2 = 1
m+ 1
t∫
t0−ηR2
∫
BR
[
∂
∂t
β
(
s2
)](|V|2 − k)±ξ(x, t)2 dx dt,
where
β
(
s2
)= s1+ 1m .
For simplicity, we define v(x, t) = |V|(x, t)2. By the choice of the cutoff function we obtain
the following inequality:
sup
t0−ηR2tt0
∫
BR−σ1R×t
{ (v−k)±∫
0
ξβ ′(k ± ξ) dξ
}
dx + +∥∥∇(v − k)±∥∥
L2(Qηρ)
 γ
[
1
σ1ρ2
+ 1
σ2ρ2
]∥∥(v − k)±∥∥22,Qηρ + Cσ2ηρ2
∫ ∫
Q
η
ρ
{ (v−k)±∫
0
ξβ ′(k ± ξ) dξ
}
dx dτ.
The rest of proof follows exactly from DiBenedetto [7] in Section 4. We conclude that v(x, t) is
continuous over Q¯T , so is V(x, t). Moreover, its modulus of the continuity depends only on the
known data. 
Remark 4.1. Results obtained in this paper can be easily extended for the following Cauchy
problem:
Ut −
(|U|m−1U)= 0, (x, t) ∈ Rn × (0, T ],
U(x,0) = U0(x), x ∈ Rn.
Remark 4.2. Unlike the scalar case, the Hölder continuity of weak solution to (1.1)–(1.3) is an
open question.
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