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Abstract
In this paper we deal with the solutions of Ito^ stochastic dierential equation
dX(t)=
1

V
 t
2
;
X(t)


dt +
p
2 dB(t);
for a small parameter . We prove that for 06<1 and V a divergence-free, Gaussian ran-
dom eld, suciently strongly mixing in t variable the family of processes fX(t)gt>0, >0
converges weakly to a Brownian motion. The entries of the covariance matrix of the limiting
Brownian motion are given by ai; j =2i; j +
R +1
−1 Ri; j(t; 0) dt, i; j=1; : : : ; d, where [Ri; j(t; x)] is
the covariance matrix of the eld V . To obtain this result we apply a version of the parametrix
method for a linear parabolic PDE (see Friedman, 1963). c© 1998 Elsevier Science B.V. All
rights reserved.
AMS classication: primary 60H25; secondary 62M40
Keywords: Random Guassian eld; Mixing condition; Weak convergence of stochastic
processes
1. Introduction
Suppose that a particle is undergoing a diusion with a drift induced by some external
velocity eld V(t; x), t 2R, x2Rd. The equation describing such a motion, starting at
the origin, can be written as
dX (t)=V(t; X (t)) dt +
p
2 dB(t);
X (0)= 0:
Here B(t), t>0 is a standard Brownian motion. In the case when the particle moves
in a turbulent uid we may assume that V is a divergenceless, stationary, Gaussian
random eld with strong mixing properties at, macroscopically, short temporal and
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spatial distances (see e.g. Chorin, 1994). Transforming coordinates, if necessary, we
can also assume that the eld is of zero mean.
Assume now that the velocity is of the form V(t; x), where  is some small scaling
parameter and >0. Introducing \macroscopic coordinates" t0, x0 by setting t= t0=2
and x= x0= we obtain 1=V(t=2; x=1−) as the description of the eld in the new
coordinates (both here and in the sequel we omit writing primes for the new set of
coordinates). The law of the trajectory in the macroscopic coordinates coincides with
that of the solution of the equation
X(t)=
1

Z t
0
V

s
2
;
X(s)


ds+
p
2 dB(t); (1)
where =1−. We wish to investigate the limiting behavior of processes fX(t)gt>0,
as  # 0.
The case of elds oscillating slowly in space, i.e. when =0, has been considered
e.g. in Kunita (1990) (see Theorem 5.6.1 p. 264). It has been proven that if V is
suciently strongly mixing then fX(t)gt>0 converge weakly as  # 0 to a Brownian
motion whose covariance matrix equals A= [ai; j], where
ai; j =2i; j +
Z +1
−1
Ri; j(t; 0) dt (2)
and [Ri; j] is the covariance matrix of V . Similar results were also proven for elds
of the form (1=)V(Z(t=2); x), where Z(t=2) is a nite-dimensional ergodic noise (cf.
Bouc and Pardoux, 1984; Kushner and Huang, 1985). The case of Ornstein{Uhlenbeck
elds (i.e. Gaussian random elds satisfying Markov Property) has been considered in
Carmona and Fouque (1993).
The convergence result can also be proven in the case when =1. In contrast with
Eq. (2) the covariance matrix of the limiting Brownian motion is no longer given by
an explicit formula and the technique used for proving convergence is quite dierent
from the case of slowly oscillating elds. For more information on the subject a reader
is asked to consult Papanicolaou and Varadhan (1982) and Osada (1982) for the case
of time-independent and Fannjiang and Komorowski (1997) for time-dependent elds.
In our present article we apply a variant of the parametrix method for linear parabolic
PDEs to prove weak convergence of the processes fX(t)gt>0, as  # 0 induced by
Gaussian eld V oscillating moderately in the spatial variable, i.e. the case when
06<1. We shall prove that then the covariance matrix of the limiting Brownian
motion is again given by Eq. (2). The idea of the proof can be summarized as follows.
The key to prove tightness of the scaled trajectories is the control of the covariance
matrix of the Lagrangian velocity of the particle 1=V(t=2; X(t)=) when  # 0. One can
express the entries of this matrix using the random fundamental solution p(t; x; s; y) of
the Kolmogorov’s equation corresponding to the diusion fX(t)gt>0. We can expand
the fundamental solution according to the classical parametrix expansion. The main
observation made below is that in a time scale much larger than the microscopic scale 2
but still not too big, i.e. of order , <2 the fundamental solution of the Kolmogorov’s
equation can be replaced, with a high degree of accuracy, by the fundamental solution
of the corresponding equation whose coecients are \frozen" in the spatial variable,
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i.e. the spatial argument is constant and equals the starting point of the diusion path.
The estimates of the covariance matrix of Lagrangian velocities can be made thanks
to an explicit formula for such a fundamental solution. A non-rigorous argument of
a similar nature has been applied also in the case when =1 cf. Molchanov and
Pitterbarg (1992). However in such a situation it is impossible to reduce the expansion
to just a single term, instead it is necessary to work with an innite series and this
fact makes a rigorous proof by that method not available at the moment.
The organization of the paper is as follows. In Section 2 we shall introduce the no-
tation and formulate the main result as well as a number of basic lemmas. In Section 3
we prove the main theorem using several lemmas which are crucial in obtaining both
tightness and limit identication. We postpone their proofs until Section 5. In Section 4
we recall, without proofs (a reader is referred to Friedman (1963) for details), basic
ideas of the parametrix expansion method.
2. Notation and the formulation of the main result
For any two vectors a; b2Rd we denote by a⊗ b the matrix [aibj]i; j=1::: d. We shall
also write a2 for a⊗ a. A scalar product of two tensors A= [ai1 ;:::; ik ]16i1 ;:::; ik6d and
B= [bi1 ;:::; ik ]16i1 ;:::; ik6d is denoted by A  B=
Pd
i1 ;:::; ik=1 ai1 ;:::; ik bi1 ;:::; ik .
Let (
;V; P) be a certain probability space. By E we denote the expectation with
respect to the probability measure P. Assume that on 
 we are given a group of mea-
sure preserving transformations Tt; x :
! 
, (t; x)2RRd, i.e. Ts; xTt;y = Ts+t; x+y, the
mapping (t; x; !) 7! Tt; x(!) is BR⊗BRd ⊗V to V measurable and P[Tt; x(A)]=P[A]
for any A2V, (t; x)2R Rd. Here BRd stands for the Borelian -algebra in Rd.
Let ~V :
 ! Rd be a certain random vector. V(t; x;!)= ~V(Tt; x(!)) denes then a
d-dimensional stationary random eld. We shall assume that it satises the following
conditions.
C1 V(t; x) is a zero mean and Gaussian random eld i.e. EVi(0; 0)=0, for i=1; : : : ; d
and all its nite-dimensional distributions are Gaussian.
C2 The realisations of V are P a.s. continuous in t, of C2 class in x and are incom-
pressible i.e. divx V(t; x)
Pd
i=1 @xiVi(t; x)= 0.
Let us denote by Va; b the -algebra generated by sets of the form [! :V(t; x;!)
2A], a6t6b, x2Rd and A2BRd . We shall dene then the -mixing coecient for
the eld V (cf. [16]) by the formula
V(h)= sup
t
sup
A2V−1; t ; B2Vt+h;+1
jP(A\B)− P(A)P(B)j:
We suppose that
C3 for any 06<1 there exists C() such that
V(h)6
C()
1 + hN ()
h>0;
where
N ()=
8
2−  :
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Let us denote by L2a; b the L
2-closure of the linear span formed over Vi(t; x)
i=1; : : : ; d, a6t6b, x2Rd, where (V1(t; x); : : : ; Vd(t; x)) are the components of V(t; x).
By V 0k (t; s; x) we denote the orthogonal projections onto L
2
−1; s of Vk(t; x), k =1; : : : ; d.
Let V 1k (t; s; x) be the orthogonal complement of Vk(t; x) i.e. V
1
k (t; s; x)=Vk(t; x) − V 0k
(t; s; x). We denote by V?−1; s the -algebra generated by V
1
k (t; s; x), t>s, x2Rd,
k =1; : : : ; d. The following fact is a simple conclusion from a well-known theorem
of Kolmogorov and Rozanov (see Rozanov, 1967) (p. 181 Theorems 10.1 and 10.2).
Lemma 1. The -algebras V−1; s and V?−1; s are independent.
Let us denote by R(t; x)=E[Vp(t; x)Vq(0; 0)] the covariance matrix of the eld V .
The following lemma is a direct consequence of Theorem 10.2 p. 181 Rozanov (1967)
and Assumption C3.
Lemma 2. There exists a constant C>0 depending only on  and EjV(0; 0)j2 such
that
dX
p; q=1
sup
x2Rd
jRp;q(t; x)j6 C1 + tN () :
and
dX
p=1
kV 0p (u; t; 0)k2L26
C
1 + (u− t)N () for all u>t:
From condition C2) we can also conclude the following.
Lemma 3. There exists a constant C>0 depending only on EjV(0; 0)2+EjrV(0; 0)j2
such that for all x2Rd
dX
p=1
jRpp(0; x)− Rpp(0; 0)j6Cjxj2: (3)
Here rV(t; x)= [@iVj(t; x)].
This lemma follows from the fact that Rpp, p=1; : : : ; d are C2 regular in x and all
of their rst partials vanish at 0 hence Eq. (3) holds in a neighborhood of 0. For large
jxj (3) is a consequence of boundedness of jR(0; x)j, x2Rd.
Let (;Z; Q) be a probability space equipped with a d-dimensional standard
Brownian motion B(t)= (B1(t); : : : ; Bd(t)), t>0. By M we denote the expectation
with respect to measure Q and by fZtgt>0 the history of the Brownian motion. In
what follows we shall consider the family of processes fX s; x (t)gt>s dened on the
probability space (
  , V⊗Z, P⊗Q) as follows:
X s; x (t)= x +
1

Z t
s
U(; X s; x ()) d+
p
2B(t − s); t>s; (4)
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where U(t; x)=V(t=2; x=). We denote also
U 1 (t; s; x)=V
1
 t
2
;
s
2
;
x


and U 0 (t; s; x)=V
0
 t
2
;
s
2
;
x


: (5)
In the case when s=0, x=0 we shall suppress the superscripts writing X s; x (t). By
~V

t , t>0 we denote the ltration of -algebras V−1; t=2 ⊗Zt=2 , t>0.
The following result is the main objective of this article.
Theorem 1. Under the assumptions C1{C3 made about Gaussian eld V the family
of processes fX(t)gt>0, >0 converges weakly over C([0;+1);Rd), as  # 0, to a
d-dimensional Brownian motion. The covariance matrix of the limiting Brownian
motion A= [ai; j] is given by
ai; j =
Z +1
−1
Ri; j(t; 0)dt + 2i; j ; i; j=1; : : : ; d: (6)
Remark 1. The proof of Theorem 4 p. 121 of Kesten and Papanicolaou (1979) can
be adapted to get a more direct condition, expressed in terms of the rate of decay of
the spectral density matrix of the eld, one needs to impose on the eld in order to
guarantee the required order of decay of the mixing coecient in C3).
The following lemma is a direct consequence of Theorem 2 p. 500 of Port and Stone
(1976).
Lemma 4. Assume that ~U is an integrable random variable on the probability space
(
  ;V⊗Z; P⊗Q). Then
EM ~U  t =EM ~U;
for any t>0. Here t :
   ! 
   is given by t(!; )= (T t; X(t;!;)(!); ) and
T t; x = Tt=2 ; x= .
3. The proof of the main result
In all our considerations throughout the remainder of this paper we shall assume
that 2 (0; 1]. All the constants whose existence we shall claim throughout this sec-
tion, unless stated otherwise, shall depend only on parameters W =EjV(0; 0)j2 +
EjrV(0; 0)j2 + Ejr⊗rV(0; 0)j2,  and T .
Proof of tightness. We shall prove that for arbitrary T>0 there exist constants ; C>0
such that
EMfjX(t)− X(s)j2	g6C(t − s)fEM	g1= (7)
holds for all 	 non-negative and ~V

s -measurable, 06s<t6T and 2 (0; 1].
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In light of the proof of Theorem 1 of Kesten and Papanicolaou (1979) (see, in
particular, comments to formula (3.22) on p. 108) we can conclude from (7) that
there exist C; 1; 2; 3>0 such that
EMfjX(u)− X(t)j1 jX(t)− X(s)j2g6C(u− s)1+3 (8)
for all 06s<t<u6T . The family fX(t)gt>0 is therefore tight in the Skorochod space
D([0;+1);Rd). Since all relevant processes have continuous trajectories this suces
to claim tightness of the family over the space of continuous functions.
Let us partition [s; t] with the points tk = s + k , k =0; : : : ; K , tk+1 = t. The last
interval [tK ; t] is of length less than or equal to , where the parameter 2>>0 is to
be specied later. We can write that
EM [jX(t)− X(s)j2	] =
dX
p=1
KX
k=0
KX
l=0
a;p; k; l; (9)
where a;p; k; l=EMf;p; k;p; l	g and ;p; k =X;p(tk+1)−X;p(tk). X;p, p=1; : : : ; d
stand for the components of X. We shall distinguish among three types of terms
appearing on the right-hand side of (9), namely, those on the diagonal i.e. k =1, close
to the diagonal i.e. l 6= k but jl− kj is not too large and those far from the diagonal
i.e. when jl− kj is large.
In estimating the far o-diagonal terms we use the following lemma:
Lemma 5. For an arbitrary T>0 there exist a positive integer N , constants C>0
and 0 2 (0; 2) such that for any 2>>0 we can nd 2>0> for which the following
holds:
dX
p=1
jEMfX;p(t0)X;p(t)	gj6C20(EM	6)1=6
for T>t0>t+N and any bounded; non-negative, ~V

t -measurable 	. Here X;p(t)=
X;p(t + )− X;p(t).
Remark 2. The introduction of the constant 0 in the statement of the lemma may
seem superuous at rst. However, it will allow us later to choose a uniform partition
length  according to various estimates we perform.
Let us choose 0 and N as in Lemma 5. For l − k>N and any 2 [0; 2) we can
write that ja;p; k; lj6C20fEM	6g1=6, if only 0> is chosen according to the previous
lemma. In the case when 0<l− k6N we estimate using the following lemma:
Lemma 6. For any T>0 and integer K>1 there exist constants C;  and 0 2 (0; 2)
depending only on W; ; T and K such that for any 2>>0 there is 0 2 (; 2) for
which the following holds:
dX
p=1
jEMfX;p(t+K)X;p(t)	gj6C0(EM	)1=; 06t6T
for any bounded, non-negative, ~Vt -measurable 	.
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Let us x K =N . According to Lemma 6 we can nd 0 such that for any 2 [0; 2)
there is 0> for which ja;p; k; lj6C20fEM	g1=, provided that 0<l− k6N .
Finally, to estimate the terms with l= k we shall need the following:
Lemma 7. For any T>0 there exist constants ; C>0 and 2>0>0 such that for
any 2>>0 and a bounded, non-negative, ~Vt -measurable 	 the following estimate
holds:
dX
p=1
jEMf[X;p(u)−X;p(t)]2	gj6C(u− t)(EM	)1=
for 06t6u6t+ 6T .
Using Lemma 7 we get ja;p; k; k j6C(tk+1− tk)fEM	g1= provided that >0 with
0 chosen according to Lemma 7.
Summarizing the above considerations we can conclude (7) from (9) upon a suitable
choice of the constants C and . This according to what we have stated at the beginning
of this section suces to conclude tightness.
Limit identication. To identify the limit we show that for any function f2C10 (Rd)
and a measure Q on C([0;+1);Rd) being the law of a possible weak limit of the
family of processes fX(t)gt>0 we have
f(x(t))− 1
2
dX
p; q=1
Z t
0
apq@2pqf(x(%)) d%; x2C([0;+1);Rd) (10)
is a martingale with respect to measure Q and the canonical ltration on the space of
continuous functions. Using a well-known theorem on uniqueness of a solution of the
martingale problem formulated in (10) (see e.g. Strook and Varadhan, 1979) we shall
obtain uniqueness of the limiting measure for the given family of processes. In addition,
we can identify it as a Wiener measure with the covariance matrix given by Eq. (6).
To prove that (10) is a martingale with respect to the limiting measure let us
write
EMf[f(X(t))−f(X(s))]	g=
KX
k=0
EMf[f(X(tk+1))−f(X(tk))]	g
=
KX
k=0

Ak +
1
2
Bk +
1
6
Ck(k)

: (11)
The last equality follows from Taylor expansion with Ak =Ak; k ; Bk =Bk; k; k ; Ck()=
Ck; k; k(), where
Al; k =EM [; l  rf(X(tk))	];
Bm; l; k =EM [;m⊗; l  r⊗rf(X(tk))	]; (12)
Cm; l; k()=EM [;m⊗; l⊗; k  r⊗r⊗rf()	]:
172 T. Komorowski / Stochastic Processes and their Applications 74 (1998) 165{193
k -s of Eq. (11) are chosen suitably on the segments [X(tk); X(tk+1)] and ; k is the
vector with components ;p; k ; p=1; : : : ; d. Ck() can be estimated then by
1
6
sup
x
jr⊗r⊗rf(x)jEM
1
Z ti+1
ti
V

%
2
;
X(%)


d%

3
sup	: (13)
Thanks to Lemma 4 we can conclude that jCk()j6C3−3.
Using again the Taylor expansion of rf around X(tk−N ) we get that
Ak; k =Ak; k−N +
NX
l=1
Bk; k−l; k−N +
1
2
NX
l=1
NX
m=1
Ck; k−l; k−m(k ); (14)
where N is xed and shall be specied later. Here k 2 [X(tk−N ); X(tk)]. Arguing as
before we can see that the last term of Eq. (14) is of order O(3−3). To estimate
Ak; k−N we need the following:
Lemma 8. For an arbitrary T>0 there exist a positive integer N , constants C>0 and
0 2 (0; 2) such that for any 2>>0 there exists 2>0> for which the following
holds
dX
p=1
jEMfX;p(t0)	gj6C0(EM	3=2)2=3
for any t0>t+N and arbitrary 	 bounded, non-negative and ~Vt - measurable.
Taking N; 0 as in the statement of the lemma we can write that for arbitrary
2>>0 one can choose 0 2 (; 2) such that jAk; k−N j6C0(EM	3=2)2=3. jBk; k−l; k−N j
can be estimated by C
0
with the help of Lemma 6 with K chosen as an element
of f1; : : : ; Ng. Summarizing we obtain that jAk j6C0(EM	)1= for certain constants
C>0; 2>0>. To estimate Bk -s appearing in Eq. (11) we shall need the following.
Lemma 9. For an arbitrary T>0 there exist a positive integer N , constants ; C>0
and 0 2 (0; 2) such that for any 2>>0 we can nd 2>0> for which the following
holds:
jEMf[X;p(t0)X; q(t0)− apq]	gj6C0(EM	)1=; p; q=1; : : : ; d
for any t0>t+N and bounded, non-negative, ~Vt -measurable 	. Here apq for p; q
=1; : : : ; d are given by Eq. (6).
Using this lemma we get, via a similar argument to the one applied before that
jBk − 12A  r⊗rf(X(tk))(tk+1− tk)	j6C
0 ^ (tk+1− tk)(EM	)1=;
for certain C; >0. Summarizing we obtain
lim
!0
EMf[f(X(t))−f(X(s))− 12
dX
p; q=1
Z t
s
apq@2pqf(X(%)) d%]	g=0:
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Hence, the law of any limiting measure satises the martingale problem (10), which
ends the proof of the theorem.
4. An outline of the parametrix method
Before taking up the task of proving the lemmas stated in the previous section, let
us briey recall the parametrix method for linear parabolic P.D.Es which is the key
ingredient of the proofs of those lemmas. All formulas we present here can be proven
rigorously in a precisely the same way as it is done in Friedman (1963).
Let p(t; x; s; y) be the fundamental solution of (15) i.e. it satises formally the
following Cauchy problem:
@tp(t; x; s; y)=xp(t; x; s; y)+ b(t; x)  rxp(t; x; s; y); t>s;
p(s; x; s; y)= (x−y); (15)
where b=(b1; : : : ; bd) is a certain d-dimensional, locally Holderian vector eld and 
denotes Dirac’s distribution. Let us set
q(t; x; s; y)= q

t− s; x−y−
Z t
s
b(; y) d

; (16)
Q(t; x; s; y)=rxq(t; x; s; y);
where q(t; x)= (1=4t)d=2 expf−jxj2=tg. Then formally
Lyt; xq(t; x; s; y)= (t− s)⊗ (x−y);
where
Lyt; x = @t −x − b(t; y)  rx: (17)
We can write therefore that
Lt; xq(t; x; s; y)= (b(t; x)− b(t; y))  rxq(t; x; s; y)+ (t− s)⊗ (x−y): (18)
Here, the operator Lt; x is dened by Eq. (17) with b(t; y) replaced by b(t; x). Apply-
ing formally the operator (Lt; x)−1 to both sides of Eq. (18) and using the fact that
(Lt; x)−1((t− s)⊗ (x−y))=p(t; x; s; y) we get, after a simple computation, that
p(t; x; s; y)= q(t; x; s; y)+
Z t
s
Z
Rd
p(t; x; ; z)(b(; y)− b(; z))  rzq(; z; s; y) d dz:
Iterating M times we get
p(t; x; s; y)=
MX
m=0
qm(t; x; s; y)+ rM (t; x; s; y); (19)
for any integer M>0. Here
qm(t; x; s; y)=
Z
  
Z
s6m6616t
Z
(Rd)m
q(t; x; 1; z1)
mY
l=1
Z(l; l+1; zl; zl+1) d(m) dz(m);
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where dz(m) = dz1    dzm; d(m) = d1    dm. The indexed terms with no integrations
performed we denote m+1 = s; zm+1 =y. In addition,
Z(t; s; x; y)=T(t; x; y) Q(t; x; s; y); T(t; x; y)= b(t; y)− b(t; x):
The remainder term is equal to
rM (t; x; s; y) =
Z
  
Z
s6M+16616t
Z
(Rd)M+1
p(t; x; 1; z1)

M+1Y
l=1
Z(l; l+1; zl; zl+1) d(M+1) dz(M+1): (20)
5. The proofs of the basic lemmas
Throughout this section we suppress the subscript  of X and the superscript  of ~V.
By Tt; x we denote Tt=2 ; x= . C shall stand for any generic constant independent of .
5.1. The proof of Lemma 7
From Eq. (4) we get
Xp(u)−Xp(t)=
p
2[Bp(u)−Bp(t)]+ 1
Z u
t
U;p(; X ()) d: (21)
Squaring both sides of Eq. (21), multiplying by 	 and applying expectations E ;M
we get
EMf[Xp(u)−Xp(t)]2	g= 2
p
2

Z u
t
EMf[Bp()−Bp(t)]U;p(; X ())	g d
+
2
2
Z u
t
d
Z 
t
EM [U;p(; X ())U;p(0; X (0))	] d0
+2EMf[Bp(u)−Bp(t)]2	g: (22)
The last term equals 2(u− t)EM	. We shall estimate the rst and second terms which
for a brevity sake will be denoted by J1 and J2, respectively.
The estimation of J1. Notice that
J1 =
2
p
2

Z u
t
EMf[Bp()−Bp(t)][U;p(; X ())−U;p(; X (t))]	g d: (23)
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Applying Ito^’s formula to the process U;p(; X (%)); %>t we get that J1=J11+J12+J13,
where
J11 =
4
1+
Z u
t
EMf[Bp()−Bp(t)]
Z 
t
W;p(; X (%)) dB(%)	g d; (24)
J12 =
2
p
2
2+
Z u
t
d
Z 
t
EMfW;p(; X (%)) U(%; X (%))[Bp()−Bp(t)]	g d%;
J13 =
2
p
2
1+2
Z u
t
d
Z 
t
EMfL;p(; X (%))[Bp()−Bp(t)]	g d%:
Here W;p(t; x)=rxVp(t=2; x=); L;p(t; x)=xVp(t=2; x=). Using Holder inequality
we can write that
jJ11j6 41+ (EM	
4)1=4

Z u
t
(
EM
Z 
t
W;p(; X (%))  dB(%)
2)1=2
fM [Bp()−Bp(t)]4g1=4 d:
(25)
Since u− t<, applying Lemma 4, we get
jJ11j6C(u− t)−1−fEjrVp(0; 0)j2g1=2(EM	4)1=4:
Choosing 0>1+  we obtain the desired bound.
The estimates of J12; J13 are done in a complete analogy with those made in (25)
and are based on applications of Holder inequality together with Lemma 4. As a result
we get
jJ12j6C(u− t)3=2−2−(EM	4)1=4 and jJ13j6C(u− t)3=2−1−2(EM	4)1=4:
The constant C depends on absolute moments of the eld, its gradient and laplacian.
Choosing 0 such that 3=20− 2− >0 and 3=20− 1− 2>0 we get the desired
bound.
Estimation of J2. Suppose that f :Rd!R is a continuous function, for which jf(y)j6
CeCjyj
2−
where ; C>0. Let u(s; y)=Mf(X s;y(t)) for t>0. Here X s;y is the trajectory
given by Eq. (4). As it is well known (see e.g. Strook and Varadhan (1979)) u satises
the following Cauchy problem for a backward parabolic PDE:
@su(s; y;!)+yu(s; y;!)+ 1U(s; y;!)  ryu(s; y;!)= 0; t>s;
u(t; y;!)=f(y): (26)
Thanks to the fact that divy U(s; y;!)= 0 we can write
u(s; y;!)=
Z
p(t; x; s; y;!)f(x) dx; (27)
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where p(t; x; s; y;!); t>s; x; y2Rd is the fundamental solution of Eq. (15) with the
drift b(t; x) equal to − 1U(t; x;!). Stationarity of U and uniqueness of solutions of
Eq. (27) together imply that
p(t; x; s; y; Tu; z(!))=p(t+ u; x+ z; s+ u; y+ z;!): (28)
The following lemma is closely related to Lemma 4 and enables us to rewrite the
expression for J2 in a form more suitable for our subsequent computations.
Lemma 10. Suppose that >0>0 and a random variable 	 :
!R is ~V0 -
measurable. Then there exists a V−1;0⊗Z0=2 -measurable ~	 :
!R such that
the following are true:
(1)
EM [f(T;X (;!;)(!))	(!; )]=EM [f(!) ~	(!; )] (29)
for any bounded random variable f :
!R.
(2) k ~	kLp6k	kLp for all p>1.
Proof. Suppose rst that 0<0<. Using Markov Property of diusions and Eq. (27)
one can write that
M [f(T;X (;!;)(!))	(!; )] =M [f(T;X 0 ; X (0)(;!;)(!))	(!; )]
=M
"Z
Rd
f(T;y(!))p(; y; 0; X (0);!)	(!; )dy
#
:
(30)
P invariance of Tt; y and Eq. (28) together imply that the left-hand side of Eq. (29)
equals
EM

f(!)
Z
R d
p(; y; 0; X (0; T−;−y(!); ); T−;−y(!))	(T−;−y(!); ) dy

=EM [f(!) ~	(!; )]; (31)
where
~	=
Z
R d
p(0; 0; 0 − ; X−;−y(0 − ;!; );!)	(T−;−y(!); ) dy:
The last equality in Eq. (31) follows from Eq. (28) and the fact that X (0; T−;−y(!); )
−y=X−;−y(0− ;!; ). ~	 is V−1;0⊗Z0=2 -measurable, thanks to measurability of
the mappings (y; !; ) 7! X−;−y(0− ;!; ) and (y; !; ) 7! p(0; 0; 0− ; y;!) with
respect to -algebra BR d ⊗V−1;0 ⊗Z0=2 .
As for (2) it holds for p=1. Using part (1) of the lemma for f1 we get (2) when
p=1. The convexity property of the norm allows us to extend (2) for an arbitrary
p>1. Using an approximation procedure we can generalize the above proof to the
case when 0=  as well.
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An application of the Markov Property of diusions gives
J2 =
2
2
Z u
t
d
Z 
t
EMfM [U;p(; X 0 ; X (0)(;!; 0))]Vp(0; X (0))	g d0
=
2
2
Z u
t
d
Z 
t
EMfM [U;p(− 0; X (− 0; T0 ; X (0)(!); 0); T0 ; X (0)(!))]
Vp(0; 0; T0 ; X (0)(!))	g d0:
Here the latter expectation M is computed in 0 variable. Using Lemma 10 and chang-
ing variables  := − t; 0 := − 0 we arrive at
J2 =
2
2
Z u−t
0
d
Z 
0
EMfM [U;p(0; X (0))]Vp(0; 0)	; 0g d0; (32)
where 	; 0(!; ) is V−1;0⊗Zt=2 -measurable and such that EM	p; 06EM	p for all
p>1. Using Eq. (27) we can write that
MU;p(0; X (0))=
Z
R d
p(0; x; 0; 0)U;p(0; x) dx:
We shall expand p using the parametrix method presented in Section 4 in the
context of our present setting. We can write then that J2 =
PM
m=0Qm + RM . Here
Qm=
2
2
Z u−t
0
d
Z 
0
d0
Z
R d
EM [Qm(0; x; 0; 0)U;p(0; x)Vp(0; 0)	; 0 ] dx; (33)
Qm(t; x; s; y) =
1
m
Z
  
Z
s6m6616t
Z
(R d)m
q(t; x; 1; z1)

mY
l=1
Z(l; l+1; zl; zl+1) dz(m) d(m)
and dz(m) = dz1 : : : dzm; d(m) = d1 : : : dm. The indexed terms with no integration per-
formed denote correspondingly s and y.
RM =
2
2
Z u−t
0
d
Z 
0
d0
Z
R d
EM [RM (0; x; 0; 0)U;p(0; x)Vp(0; 0)	; 0 ] dx; (34)
where
RM (t; x; s; y) =
1
1+M
Z
  
Z
s6M+16616t
Z
(R d)M+1
p(t; x; 1; z1)

M+1Y
l=1
Z(l; l+1; zl; zl+1) d(M+1) dz(M+1):
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In analogy with Eq. (19) we have set
T(t; x; y)=U(t; x)−U(t; y); (35)
Z(t; s; x; y)=T(t; x; y) Q(t; x; s; y); (36)
q and Q are given by Eq. (16) where the drift b(t; x) is replaced by −1=U(t; x).
Remark 3. In the sequel we shall need a bit more general notation concerning the
parametrix expansion. For a xed 0661 and u let us denote by p;u the fundamen-
tal solution of the Cauchy problem (26) with the drift −1=[U 1 (t; u; x) + U 0 (t; u; x)]
(cf. (5)). Let us observe that p1; u =p. The terms obtained by expanding p
;u
 shall
be denoted by Q; um (t; x; s; y); R
; u
M (t; x; s; y) in correspondence with Qm and RM de-
ned before. In the denition of these expressions we use q; u (t; x; s; y); Q
; u
 (t; x; s; y);
T; u (t; x; y) and Z
; u
 (s; t; x; y) dened via formulas (16) and (35){(36), in which we
replace U(t; x) by U 1 (t; u; x) + U
0
 (t; u; x).
Estimates of RM . The following estimates of the heat kernel hold.
Lemma 11. There exists a constant C depending only on d such that
jQ(t; x)j6 Cp
t
q(2t; x) and j(t; x)j6C
t
q(2t; x):
Here Q(t; x)=rxq(t; x).
Proof. Let C =2d=2−1 supt>0 te
−t2=2. We have
jQ(t; x)j=2d=2−1 jxj
t
e−jxj
2=2tq(2t; x)6
Cp
t
q(2t; x):
Using Lemma 11 we can write that
Q(k ; zk ; k+1; zk+1; 1)6
Cp
k − k+1 q(k ; zk ; k+1; zk+1; 2):
Here
q(t; x; s; y; )= q((t − s); x − y + 1
Z t
s
U(0; y) d0)
and Q( ;  ;  ;  ; ) is dened as its gradient in x variable. We get then that
jRM j6 C3+M
Z
06M+1666t−u
: : :
Z Z
(R d)M+2
EMfp(0; x; 1; z1)

M+1Y
k=1

1p
k − k+1 jT(k ; zk ; zk+1)jq(k ; zk ; k+1; zk+1; 2)

jU;p(0; x)Vp(0; 0)j	;0g d^(M+1) dz(M+1) dx; (37)
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where by convention zM+2 = 0; M+2 = 0; d^
(M+1) = d d0 d1 : : : dM+1. Performing the
integration in x variable we getZ
R d
p(0; x; 1; z1)jU;p(0; x)j dx=M jU;p(0; X 1 ; z1 (0))j: (38)
Using Eq. (38) and Holder inequality we get an estimate as follows:
jRM j6 CW3+M (EM	
2)1=2
Z
  
Z
06M+1666u−t
Z
(R d)M+1
M+1Y
k=1
(
Tk;10(M−1)p
k − k+1

Eq

k ; zk ; k+1; zk+1;
1
5(M + 1)
1=(10(M+1)))
dz(M+1):
Here Tk;m= [EjT(k ; zk ; zk+1)jm]1=m and
W = [EM jU;p(0; X 1 ; z1 (0))j20]1=20 = (EVp(0; 0)20)1=20;
thanks to Lemma 4.
Using elementary properties of Gaussian variables we can conclude that there exists
a constant C depending on m such that
Tk;m=C
dX
p=1

Rpp(0; 0)− Rpp

0;
zk − zk+1

1=2
:
Due to Lemma 3 we can estimate the last expression by C=jzk − zk+1j.
On the other hand for arbitrary c1; c2>0
fE[q(k ; zk ; k+1; zk+1; c2)]c1g1=c1
= C

1
k − k+1
d=2
[c1c2(k − k+1)]d=2
Z
Rd
ei(zk−zk+1)E
 exp

i

Z k
k+1
 U(%; zk+1) d%− c1c2jj
2
2
(k − k+1)

d
1=c1
: (39)
Since Eei=e−1=2E
2
, for any Gaussian variable , we can write that the left-hand side
of Eq. (39) equals
C

1
k − k+1
d=2(
[c1c2(k − k+1)]d=2
Z
exp
(
i  (zk − zk+1)
−1
2
Z k−k+1
0
d%
Z %=2
0
RS(%0; 0)  2 d%0 − c1c2jj
2
2
(k − k+1)
)
d
)1=c1
; (40)
where RS(t; x)=R(t; x) + RT(t; x); 2 = ⊗  (cf. Section 2).
The left-hand side of Eq. (39) can be therefore written as being equal to
C

1
k − k+1
d=2  c1c2
detD
1=c1
exp

−D
−1  (zk − zk+1)2
c1(k − k+1)

;
180 T. Komorowski / Stochastic Processes and their Applications 74 (1998) 165{193
where
D= c1c2I +
1
k − k+1
Z k−k+1
0
d%
Z %=2
0
RS(%0; 0) d%06I ;
for some suciently large . Hence, in conclusion
fE[q(k ; zk ; k+1; zk+1; c2)]c1g1=c16Cq((k − k+1); zk − zk+1); (41)
for a certain constant C>0 depending only on c1; c2.
Applying Eq. (41) for c1 = 10(M + 1); c2 = 2 we can bound jRM j from above as
follows:
jRM j6 C(EM	
2)1=2
3+M+(M+1)
Z
  
Z
06M+1666u−t
Z
(R d)M+1

M+1Y
k=1
 jzk − zk+1jp
k − k+1 q((k − k+1); zk − zk+1)

d^(M+1) dz(M+1):
Using Lemma 11 and we get that
jRM j6 C(EM	
2)1=2
3+M+(M+1)
Z
  
Z
06M+1666u−t
Z
(R d)M+1

M+1Y
k=1
q(2(k − k+1); zk − zk+1) d^(M+1) dz(M+1): (42)
Performing integrations in z variables we end up with the following estimate:
jRM j6 C3+M+(M+1) (u− t)
M+3(EM	2)1=26C(u− t)(EM	2)1=2; (43)
for =(− 1− )(M +1)+ − 2>0, if only 0>1+  and M>(2− 0)=(0− 1− ).
We have used here the fact that u− t6.
Remark 4. Precisely, the same argument as described above gives the following esti-
mate for R; uM for arbitrary N>1:
[E[R; uM (t; x; s; y)]
N ]1=N6
C(t − s)M+1
(M+1)(+1)
q((t − s); x − y):
Here C is independent of 0661; 06u6T and >0 is suciently large.
Estimates of Qm; 0<m6M . These estimates are similar to those just done for RM
with a signicant simplication due to the fact that the expression for Qm in Eq. (33)
does not involve an unknown p, instead all terms dening Qm are given explicitly.
We just briey outline the argument which a reader should be able to recover using
the relevant parts of computations for RM .
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After estimating jZj in formula (33) with the help of Lemma 11 we obtain the
following:
jQmj6 C2+m
Z
  
Z
06m666u−t
Z
(Rd)m+1
EM
(
mY
k=1

1p
k − k+1 jT(k ; zk ; zk+1)j


mY
k=0
q(k ; zk ; k+1; zk+1; 2)jU;p(0; x)Vp(0; 0)j	; 0
)
d^(m) dz(m) dx:
Here, by convention 0 = 0, z0 = x, m+1 = 0, zm+1 = 0.
Applying Holder inequality to estimate the average EM and estimating along the
same lines as we have done in the case of RM we get
jQmj6 C(EM	
2)1=2
2+m+m
Z
  
Z
06m666u−t
Z
(Rd)m+1

mY
k=0
q((k − k+1); zk − zk+1) d^(m) dz(m) dx;
which, again, by virtue of Lemma 11 can be bounded from above by
jQmj6C(u− t)
m+2
m+2+m
(EM	2)1=26C(u− t)(EM	2)1=2; (44)
for = (m+1)−m− 2−m>0, if only 0>(3 + )=2. This method breaks down in
the case when m=0. We shall separate the relevant computations and present them in
the next paragraph.
Remark 5. We have indeed proven the following estimate of Q; um for arbitrary N>1
[E[Q; um (t; x; s; y)]
N ]1=N6
C(t − s)m
m(1+)
q((t − s); x − y):
C is again independent of 0661, 06u, %;6T and >0 is suciently large.
Estimates of Q0. Using Eq. (33) we can write that
Q0 =
C
2
Z u−t
0
d
Z 
0
d0
Z
Rd
Z
Rd
eix
EM
"
exp
(
i

Z 0
0
U(%; x)   d%− 0jj2
)
U;p(0; x)Vp(0; 0)	; 0
#
dx d;
where C is some constant depending only on d. Using Lemma 1 we can write U=
U 0 +U
1
 (cf. (5)) where U
0
 and U
1
 are, respectively, V−1;0 and V
?
−1;0-measurable.
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We have then Q0 =Q0;0 + Q0;1, where
Q0;j =
C
2
Z u−t
0
d
Z 
0
d0
Z
Rd
Z
Rd
eixEM
"
exp
(
i

Z 0
0
U 1 (%; 0; x)  d%− jj20
)
 exp
(
i

Z 0
0
U 0 (%; 0; x)  d%
)
Uj;p(
0; 0; x)Vp(0; 0)	; 0
#
dx d; j=0; 1:
We shall deal with these two terms separately.
Case j=0. Since
R 0
0 U
1
 (%; 0; x)   d% is independent of the -algebra V−1;0 we
can write that (cf. Eq. (39))
Q0;0 =
C
2
Z u−t
0
d
Z 
0
d0
Z
Rd
1p
det(0G)
EM [F(x; x)U 0;p(
0; 0; x)Vp(0; 0)	; 0 ] dx:
Here
F(x;y)= exp
8<
:−12
 
y +
1

Z 0
0
U 0 (%; 0; x) d%
!2
 (0G)−1
9=
;
and G is a certain symmetric matrix independent of x; y but possibly dependent on 0
satisfying
2I6G6I ; (45)
for  suciently large. Thanks to Eq. (45) we can estimate jQ0;0j by
jQ0;0j6 C2
Z u−t
0
d
Z 
0
d0

Z
Rd
EMfq(0) (0; x; 0; 0;)jU 0;p(0; 0; x)Vp(0; 0)j	; 0g dx: (46)
Here q(0) is dened by Eq. (16) where the drift b(t; x) is replaced by −1=U 0 (t; 0; x).
Applying Holder inequality we obtain
jQ0;0j6 C2 (EM	
6)1=6
Z u−t
0
d
Z 
0
d0
Z
Rd
kV 0p (0; 0; 0)kL2
fE[q(0) (0; x; 0; 0;)]6g1=6 dx:
Estimating the sixth moment of q(0) as in Eq. (39) we get, by virtue of Lemma 2 that
jQ0;0j6C(EM	6)1=6
Z u−t
0
d
Z =2
0
d0
1 + (0)2
6C(u− t)(EM	6)1=6: (47)
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Case j=1. For any Gaussian vector (; ) we have Eei= iE()e−1=2E
2
. We can
therefore write that
Q0;1 =
C
3
dX
q=1
Z u−t
0
d
Z 
0
d0
Z 0
0
d%
Z
Rd
(
R1;1pq

0
2
;
%
2
; 0

1p
det(0G)
EMf@y F(x; y)jy=xVp(0; 0)	; 0g
)
dx: (48)
Here R1;1pq(; %; x)=EfV 1p (; 0; x)V 1q (%; 0; 0)g, G is a certain positive-denite symmetric
matrix such that there exists a suciently large  for which (45) holds.
Notice that
@yF(x; y)jy=x = @x[F(x; x)]− @xF(x; y)jy=x: (49)
The latter term on the right-hand side of Eq. (49) is equal to
− 1
1+0
G−1
" 
x +
1

Z 0
0
U 0 (%; 0; x) d%
!
⊗
Z 0
0
 0q
 %
2
;
x


d%
#
 exp
8<
:−12(0G)−1 
 
x +
1

Z 0
0
U 0 (%; 0; x) d%
!29=
; : (50)
Here  0q (t; x) is the projection of @xqV(t; x) onto L
2
−1;0. Substituting the right-hand side
of Eq. (49) into Eq. (48) we get that the integral over dx of the term corresponding to
the rst term on the right-hand side of Eq. (49) vanishes. Applying Holder inequality
to the expression arising from the term given by Eq. (50) we shall have the following
bound on Q0;1.
jQ0;1j6 C4+ (EM	
2)1=2
dX
q=1
Z u−t
0
d
Z 
0
d0
Z 0
0
d%
Z
Rd
p
0R1;1pq

0
2
;
%
2
; 0


8<
:E
"
jx + 1= R 00 U 0 (%; 0; x) d%jp
0
q(0) (
0; x; 0; 0;)
#69=
;
1=6
dx:
Using Lemma 11 we can write that
jQ0;1j6 CR2+ (EM	
2)1=2
dX
q=1
Z u−t
0
d
Z 
0
p
0

Z
Rd
fE[q(0) (0; x; 0; 0; 2)]6g1=6 d0 dx:
Here R= sup%>0
R %
0 R
1;1
pq(%; %
0; 0) d%0<+1. Estimating fE[q(0) (0; x; 0; 0; 2)]6g1=6 as in
(39) we get that jQ0;1j6C(u − t)3=2−2−(EM	 2)1=2, which guarantees the desired
estimate provided that 320 − 2− >0. This concludes the proof of the lemma.
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5.2. The proof of Lemma 6
Let us assume that >0 where 0 is given in the proof of Lemma 7. Repeating the
calculations leading to Eq. (22) we get that
EMfXp(t + K)Xp(t)	g=K1 + K2; (51)
where
K1 =
p
2

Z t+(K+1)
t+K
EMf[U;p(; X ())− U;p(; X (t))]
 [Bp(t + )− Bp(t)]	g d;
K2 =
1
2
Z t+(K+1)
t+K
d
Z t+
t
EM [U;p(; X ())U;p(0; X (0))	] d0:
The argument using Ito^’s formula and Holder inequality applied to estimate (23) yields
in this case that K16C
0
for some choice of C; 0>, where >0. Let us remark
here that the choice of C may depend on K .
We shall estimate K2 in a similar fashion as we have estimated J2 in the previous
proof. First, we can write, in analogy with Eq. (32), that
K2 =
1
2
Z (N+1)
N
d
Z 
−
EMfM [U;p(0; X (0))]Vp(0; 0)	; 0g d0;
where 	; 0 is a certain V−1;0⊗Z(−0)=2 -measurable and such that E	p; 06E	p for
all p>1.
An application of the parametrix method enables us to write that K2 =
PM
m=0Q
0
m +
R0M , where Q
0
m; R
0
M are given as in formulas (33) and (34) with the obvious adjustment
of the rst two integrals in the multiple integration used in respective denitions. The
terms Q0m for 0<m6M and R
0
M are estimated in the same fashion as their counterparts
representing J2. We can conclude that for any >0 there exists 0> and C possibly
depending on K such that jR0M j6C
0
. Likewise jQ0mj6C
0
, for 0<m6M .
Mimicking relevant calculations from the previous proof we can write that Q00 =
Q00;0 + Q
0
0;1, where
Q00; j =
C
2
Z (K+1)
K
d
Z 
−
d0
Z
Rd
Z
Rd
eix
EM
"
exp
(
i

Z 0
0
U 1 (%; 0; x)   d%− jj20
)
 exp
(
i

Z 0
0
U 0 (%; 0; x)   d%
)
Uj;p(
0; 0; x)Vp(0; 0)	; 0
#
dx d; j=0; 1:
The estimates of Q00; j-s can be repeated line by line from the resepective part of the
argument contained in the previous proof. The term corresponding to j=0 is then
estimated by (cf. (47)) jQ00;0j6C2 while jQ00;1j6C5=2−2− and the conclusion of the
lemma holds.
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5.3. The proofs of Lemmas 5, 8 and 9
Let r be any positive integer and p1; : : : ; pr2f1; : : : ; dg, t1; : : : ; tr 2R and y2Rd.
Denote
Wp1pr (t1; : : : ; tr ; y)=U;p1 (t1; y)   U;pr (tr ; y); (52)
~Wp1pr (t1; : : : ; tr ; y)=Wp1pr (t1; : : : ; tr ; y)− EWp1pr (t1; : : : ; tr ; 0): (53)
We shall also introduce W 1; up1pr and ~W
1; u
p1pr , which are given by formulas (52) and
(53) provided that we replace U;p(t; x) by U 1;p (t; u; x) in the relevant product.
The proofs of Lemmas 5, 8 and 9 shall be established as corollaries of the following
lemma:
Lemma 12. Let r; p1; : : : ; pr; be as specied above. There exist a positive inte-
ger N; constants C>0 and 2>0>0 such that for an arbitrary 2>>0 we can
nd 2>0>; for which the following holds:
jEM [ ~Wp1pr (t1; : : : ; tr ; X (t1))	]j6C2
0
(EM	3=2)2=3 (54)
for any tr>   >t1>t + N and a bounded; non-negative; ~Vt-measurable 	.
Proof. Suppose that N>5=(1− =2), where 2>>0. 0 is, for now, chosen as in the
proof of Lemma 7. We shall modify it further during the course of the proof. Let us
denote by I the expression whose absolute value we estimate in (54). Using Markov
Property of diusions together with Lemma 10 we get
I =EMfM [ ~Wp1pr (N; t02; : : : ; t0r ; X (N))] ~	g;
where t02 = t2 − t1 + N; : : : ; t0r = tr − t1 + N, ~	 is V−1;0⊗Zt=2 -measurable and
E ~	
p
6E	p for all p>1. In the sequel we shall omit writing the primes by tk -s.
Using Eq. (27) the above can be further written as
I =
Z
ME[p(N; x; 0; 0) ~Wp1pr (N
; t2; : : : ; tr ; x) ~	] dx
=
Z
(Rd)N
ME[p(%N ; wN ; %N−1; wN−1)   p(%1; w1; 0; 0)
 ~Wp1pr (%N ; t2; : : : ; tr ; wN ) ~	] dw(N ); (55)
where %k = k, k =1; : : : ; N; dw(N ) = dw1    dwN :
Expanding each factor p, as described in Section 4, we can write that I = I1 + I2,
where
I1 =
X
S; T
MX
mj1 mjN−q=0
Z
(Rd)N
ME
" qY
l=1
RM (%il ; wil ; %il−1; wil−1)

N−qY
l=1
Qmjl (%jl ; wjl ; %jl−1; wjl−1)
~Wp1pr (%N ; t2; : : : ; tr ; wN ) ~	
#
dw(N ): (56)
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Here %0 = 0, w0 = 0 and the summation
P
S; T extends over all disjoint subsets S =
fi1; : : : ; iqg, T = fj1; : : : ; jN−qg of f1; : : : ; Ng such that set S is non-empty.
I2 =
MX
m1mN=0
Z
(Rd)N
ME
"
NY
l=1
Qml(%l; wl; %l−1; wl−1)
 ~Wp1pr (%N ; t2; : : : ; tr ; wN ) ~	
#
dw(N ):
Factors Qm;Rm have been dened in Eqs. (33) and (34) correspondingly. Using Re-
marks 4 and 5 we shall obtain that
jI1j6C2
X
S; T
MX
mj1 mjN−q=0
(EM ~	
3=2
)2=3;
where = q(− 1− )(M +1)+PN−qr=1 mjr (− 1− )− 2 and S; T are as in Eq. (56).
Choosing 0>1 +  and M>4=(− 1− ) we shall get the desired bound.
Next, we write I2 = I21 + I22. Here
I21 =
NX
k=1
MX
m1mN=0
Z
(Rd)N
ME
(
NY
l=k+1
QmlQ
0; %k−1
mk (%k ; wk ; %k−1; wk−1)

k−1Y
l=1
Qml(%l; wl; %l−1; wl−1) ~Wp1pr (%N ; t2; : : : ; tr ; wN ) ~	
)
dw(N ); (57)
where Q;%k−1mk is dened in Remark 3,
Qml =Q
1;%l−1
ml (%l; wl; %l−1; wl−1)− Q0; %l−1ml (%l; wl; %l−1; wl−1) (58)
and
I22 =
MX
m1mN=0
Z
(Rd)N
Z
[0;1]N
ME
"
NY
l=1
d
dl
Q
l;%l−1
ml (%l; wl; %l−1; wl−1)
 ~Wp1pr (%N ; t2; : : : ; tr ; wN ) ~	
#
dw(N ) d(N );
with d(N ) = d1    dN .
Estimates of I22. Using Holder inequality we can write that
jI22j6
rY
i=1
(EVpi(0; 0)
6r)1=6r
MX
m1mN=0
Z
(Rd)N
Z
[0;1]N
Y
k :mk>0
fE[Qmk ]6Ng1=6N

Y
k:mk=0
(
E

d
dk
Q
k ; %k−1
0 (%k ; wk ; %k−1; wk−1)
6N)1=6N
dw(N ) d^
(N )
 (EM ~	3=2)2=3:
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Here d^(N ) =
Q
k :mk=0 dk . Since %k − %k−1 = , by virtue of Remark 5 we have
fE[Qmk ]6Ng1=6N6C(−1−)mk q(; wk − wk−1) (59)
for some suciently large >0.
On the other hand d=dkQ
k ;%k−1
0 (%k ; wk ; %k−1; wk−1) is equal to
1

Z %k
%k−1
U 0 (%; %k−1; wk−1) Q; %k−1 (%k ; wk ; %k−1; wk−1) d%:
We can write therefore that(
E

d
dk
Q
k ; %k−1
0 (%k ; wk ; %k−1; wk−1)
6N)1=6N
6fE[Q; %k−1 (%k ; wk ; %k−1; wk−1)]12Ng1=12N
1

Z %k
%k−1
fE[U 0 (%; %k−1; wk−1)]12Ng1=12N d%: (60)
From the heat kernel estimates of Lemma 11 we can conclude that the rst factor on
the right-hand side of (60) is bounded from above by
Cp
%k − %k−1 fE[q
;%k−1
 (%k ; wk ; %k−1; wk−1; 2)]12Ng1=12N
6
Cp
%k − %k−1 q((%k − %k−1); wk − wk−1):
for some suciently large >0. The last inequality can be obtained by repeating the
argument leading to (41).
Using elementary properties of Gaussian variables we get that the expression un-
der the integral on the right-hand side of (60) equals CNfE[U 0 (%; %k−1; wk−1)]2g1=2.
Remembering that %k − %k−1 =  we can conclude, by virtue of Lemma 2, that the
left-hand side of (60) is less than or equal to
C
1+=2
q(; wk+1 − wk)
Z %k
%k−1
d%
1 + ((%− %k−1)=2)26C
1−=2q(; wk+1 − wk):
Finally, we get that jI22j6C(EM ~	3=2)2=3, where >N (1 − =2) + L(3=2 − 2 − ).
L stands for the cardinality of the set of positive mk -s. Choosing 0> 23 (2 + ) and
remembering the choice of N we have made at the beginning of the proof we obtain
the desired estimate.
Estimates of I21. Let us observe that
jI21 − I 021j6C4(EM ~	3=2)2=3; (61)
for some constant C>0. Here I 021 is dened by a formula analogous to Eq. (57) with the
replacement of ~Wp1pr (%N ; t2; : : : ; tr ; wN ) in the kth term by ~W
1; %k−1
p1pr (%N ; t2; : : : ; tr ; wN ).
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This follows from the fact that %k6%N −  for k6N − 1. By virtue of Lemma 2, we
obtain that there exists C>0 for which kU 0;p(%N ; %k ; 0)kL26C4; k6N − 1.
Let us consider now the following expression:
I3 =
NX
k=1
X
mk mN=0
Z
(Rd)N
KkLk(wk−1; : : : ; wN ) dw(N ): (62)
Here
Kk =ME
"
k−1Y
l=1
Qml(%l; wl; %l−1; wl−1) ~	
#
and
Lk(wk−1; : : : ; wN ) =E
(
p0; %k−1 (%k ; wk ; %k−1; wk−1)

NY
l=k+1
[p1; %l−1 (%l; wl; %l−1; wl−1)− p0; %l−1 (%l; wl; %l−1; wl−1)]
 ~Wp1pr (%N ; t2; : : : ; tr ; wN )
)
:
Spatial homogeneity of (U 0 ;U
1
 ;U) implies that
Lk(wk−1; : : : ; wN )=Lk(wk−1 − wN ; : : : ; wN−1 − wN ; 0):
Let us introduce a change of variables w0k =wk −wN ; : : : ; w0N−1 =wN−1−wN ; w0N =
wN . Since V is of divergence free, we have
R
p;u (t; x; s; z) dz=
R
p;u; (t; z; s; y) dz=1
for all 0661; x; y2Rd. We get, upon integration with respect to w0N , that all the
terms of the sum (62) corresponding to k6N − 1 vanish. The term corresponding to
k =N also vanishes thanks to the fact that E ~Wp1pr (%N ; t2; : : : ; tr ; 0)=0. Hence I3 = 0.
On the other hand, expanding each term p;%k−1 using Eq. (19) we get that I3 = I30+
I31 + I32. Here
I30 =
NX
k=1
MX
m1mN=0
Z
(Rd)N
KkE
(
Q
0; %k−1
mk (%k ; wk ; %k−1; wk−1)

NY
l=k+1
Qml ~Wp1pr (%N ; t2; : : : ; tr ; wN )
)
dw(N );
I31 =
NX
k=1
MX
mk ;:::; mN=0
X
S; T
MX
mi1 ;:::; miq=0
Z
(Rd)N
KkE
(
Q
0; %k−1
mk (%k ; wk ; %k−1; wk−1)

qY
l=1
Qmil
k−q−1Y
l=1
jlRM ~Wp1pr (%N ; t2; : : : ; tr ; wN )
)
dw(N ):
Here
jRM =R
1; %j−1
M (%j; wj; %j−1; wj−1)−R0; %j−1M (%j; wj; %j−1; wj−1):
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The summation
P
S; T extends over all partitions S = fi1; : : : ; iqg; T = fj1; : : : ; jk−q−1g
of the set fk + 1; : : : ; Ng of which set T is non-empty.
I32 =
NX
k=1
MX
mk+1 ;:::; mN=0
X
S; T
MX
mi1 ;:::; miq = 0
Z
(Rd)N
KkE
(
R
0; %k−1
M (%k ; wk ; %k−1; wk−1)

qY
l=1
Qmil
k−q−1Y
l=1
jlRM ~Wp1pr (%N ; t2; : : : ; tr ; wN )
)
dw(N ):
Here the summation S;T is as in the denition of I31 although at this time we admit
also T to be an empty set. Using Remark 4 we get that
jI31j+ jI32j6C20(EM ~	3=2)2=3
for some C>0 and 2>0>, under our choice of M .
Claim. We have
jI 021 − I30j6C4(EM ~	3=2)2=3: (63)
Let us observe that Q1; %j−1mj =Q
1; %k−1
mj for j>k + 1. We can write that
Q
1; %j−1
mj =Q
0; %k−1
mj +
Z 1
0
d
d
Q
; %k−1
mj d: (64)
Hence, substituting for Q1; %j−1mj ; j= k + 1; : : : ; N into the expression dening I
0
21 and
subsequently using Lemma 1 we obtain I 021 =C +R, where
C =
NX
k=1
MX
m1mN = 0
Z
(Rd)N
KkE
(
Q
0; %k−1
mk (%k ; wk ; %k−1; wk−1)
NY
l=k+1
0Qml
 ~W 1; %kp1pr (%N ; t2; : : : ; tr ; wN )
)
dw(N )
and
0Qmj =Q
0; %k−1
mj (%j; wj; %j−1; wj−1)− Q0; %j−1mj (%j; wj; %j−1; wj−1):
On the other hand,
R=
NX
k=1
MX
m1mN = 0
X
S; T
Z
[0;1]q
Z
(Rd)N
EM
(
k−1Y
l=1
Qml(%l; wl; %l−1; wl−1)
Q0; %k−1mk (%k ; wk ; %k−1; wk−1)
qY
l=1
d
dil
Q
il ; %k−1
mil (%il ; wil ; %il−1; wil−1)

k−q−1Y
l=1
0Qmjl
~W
1; %k
p1pr (%N ; t2; : : : ; tr ; wN ) ~	
)
di1diq dw
(N ) (65)
and S;T extends over all disjoint subsets S = fi1; : : : ; iqg; T = fj1; : : : ; jk−q−1g of the
set fk + 1; : : : ; Ng such that S is non-empty.
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After performing the dierentiations d=di we can see that the terms which con-
stitute the sum we called R are of the form of products whose at least one factor
is of the form either U 0 (%; %k−1; x) − U 0 (; %k−1; y), or 1=
R 2
1
U 0 (%; %k−1; x) d% for
%il−161626%il ; x2Rd. Remembering that %il − %k−1> for all il-s we can see,
upon an application of Lemma 2, that Lp norms of these factors are smaller than C4.
Using Remarks 4 and 5 we can estimate R in Eq. (65) by C4(EM ~	3=2)2=3.
As for C we can use again the expression (64) to substitute for Q0; %k−1mj (%j; wj; %j−1;
wj−1) into Eq. (65) getting C= I30 + R0, where R0 is an expression of the form
analogous with R. R0 can be estimated in the same fashion by C4(EM ~	3=2)2=3.
Proof of Lemma 5. Notice that
jEM [Xp(t0)Xp(t)	]j= 1
Z t0+
t0
EM [U;p(%; X (%))	0] d%;
where 	0 =Xp(t)	 is ~Vt-measurable. Thanks to Lemma 12 we get upon an appli-
cation of Holder inequality that
jEMfXp(t0)	0j6C20(EM j	0j3=2)2=36C5=20(EM	6)1=6 (66)
for 0 as in the statement of the lemma. This ends the proof of Lemma 5.
Proof of Lemma 8. Consists in a direct application of Lemma 12.
Proof of Lemma 9. At rst we choose 0 as in Lemma 7. We shall adjust it further
during the course of the proof. Let >0. Estimating precisely as in Lemma 7 we can
write that
jEMfXp(t0)Xq(t0)	g − (2pq + Gpq + Gqp)EM	j6C0(EM	4)1=4 (67)
for a certain 0>. Here
Gpq=
1
2
Z 
0
d
Z 
0
EMfM [U;p(%; X (%))]Vq(0; 0)	%;g d%;
where 	%;(!; ) is a certain non-negative, V−1;0 ⊗ Z(t0+−%)=2 -measurable random
variable such that EM	p%; 6EM	p, for all p>1; >%>0. Recalling the estimates
we have made during the course of the proof of Lemma 7 we can write that there
exist constants C>0 and 2>0> such that jGpq − G0pqj6C
0
(EM	2)1=2, where
G0pq=
1
2
Z 
0
d
Z 
0
d%
Z
Rd
EM [q(%; x; 0; 0)U;p(%; x)Vq(0; 0)	%;] dx: (68)
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This can be reduced further by writing
jG0pq − G00pqj6C
0
(EM	2)1=2; (69)
where G00pq is dened by Eq. (68), in which U;p(%; x) is replaced by U;p(%; 0). Indeed,
using Holder inequality we can write that
jG0pq − G00pqj6
C
2
(EM	6)1=6
Z 
0
d
Z 
0
d%
Z
Rd
fE[q(%; x; 0; 0)]6g1=6fE[U;p(%; x)− U;p(%; 0)]2g1=2 dx: (70)
Using Lemma 3 and estimate (41) we shall obtain that
jG0pq − G00pqj6
C
2+
(EM	6)1=6
Z 
0
d
Z 
0
p
% d%
Z
Rd
jxjp
%
q(%; x) dx
6
C
2+
(EM	6)1=6
Z 
0
d
Z 
0
d%
Z
Rd
q(2%; x)
p
% dx
for a certain suciently large . Integrating over x we get that jG0pq−G00pqj6C5=2−2−
(EM	6)1=6, which guarantees (69). Finally, we claim that
jG00pq − G0pqj6C
0
(EM	2)1=2; (71)
where
G0pq=
2
2
Z 
0
d
Z 
0
EM [U;p(%; 0)Vq(0; 0)	%;] d%:
Let us denote by q() (t; x; s; y; r) the expression dened by Eq. (16) with the drift
b(t; x) replaced by 1 [(1−)U(t; 0)+U(t; x)] and Q() =rxq() . Notice that q(1) = q.
We can write
G00pq =G
0
pq +
1
2
Z 
0
d
Z 
0
d%
Z 1
0
d
Z
Rd
EM


d
d
q() (%; x; 0; 0)U;p(%; 0)Vp(0; 0)	%;

dx
=G0pq +
1
2
Z 
0
d
Z 
0
d%
Z 1
0
d
Z
Rd
dx
EM

1

Z %
0
(U(0; x)−U(0; 0)) Q() (%; x; 0; 0; 1) d0U;p(%; 0)Vq(0; 0)	%;

:
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Estimating as in (70) with the help of Lemmas 11, 3 and (41) we shall obtain that
jG00pq−G0pqj6C3−−3, which guarantees the desired bound if only 0 is chosen bigger
than (+ 3)=2.
Using condition (2) of Lemma 10 we can write that
G0pq =
1
2
Z t0+
t0
d
Z 
t0
EM [U;p(; X (0))U;q(0; X (0))	] d0
=
1
2
Z t0+
t0
d
Z 
t0
EM [ ~Wp;q(; 0; X (0))	] d0
+
1
2
Z t0+
t0
d
Z 
t0
Wp;q(; 0)EM	 d0:
Here Wp;q(t; s)=EWp;q(t; s; 0). Applying Lemma 12 we get that
jEM [ ~Wp;q(; 0; X (0))	]j6C20(EM	3=2)2=3:
The proof of our lemma is then a conclusion from the following estimate:
"
1
2
Z t0+
t0
d
Z 
t0
Wp;q(; 0) d0 − 
Z +1
0
E[Vp(%; 0)Vq(0; 0)] d%
#
EM	

6
Z 
0
d
Z +1

2
d0
1 + 04
EM	62EM	:
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