2 In the Ö OÔ¤Õ or Ö O P Ô¤Õ notation we suppress constant factors and terms that depend poly-logarithmically on n.
Optimization of Smooth Functions With Noisy Observations: Local Minimax Rates
Yining Wang , Sivaraman Balakrishnan, and Aarti Singh Abstract-We consider the problem of global optimization of an unknown non-convex smooth function with noisy zeroth-order feedback. We propose a local minimax framework to study the fundamental difficulty of optimizing smooth functions with adaptive function evaluations. We show that for functions with fast growth around their global minima, carefully designed optimization algorithms can identify a near global minimizer with many fewer queries than worst-case global minimax theory predicts. For the special case of strongly convex and smooth functions, our implied convergence rates match the ones developed for zeroth-order convex optimization problems. On the other hand, we show that in the worst case no algorithm can converge faster than the minimax rate of estimating an unknown function in the -norm. Finally, we show that non-adaptive algorithms, though optimal in a global minimax sense, do not attain the optimal local minimax rate.
Index Terms-Optimization of smooth functions, nonparametric statistics, local minimax analysis.
I. INTRODUCTION
G LOBAL function optimization with stochastic (zerothorder) query oracles is an important problem in optimization, machine learning and statistics. To optimize an unknown bounded function f : X R defined on a known compact d-dimensional domain X R d , the data analyst makes n active queries x 1 , . . . , x n È X and observes y t f Ôx t Õ w t , w t i.i.d. N Ô0,1Õ, 1 t 1, . . . , n. (1) The queries x 1 , . . . , x t are active in the sense that the selection of x t can depend on the previous queries and their responses x 1 , y 1 , . . . , x t ¡1 , y t ¡1 . After n queries, an estimate Ô x n È X is produced that approximately minimizes the unknown function f . Such "active query" models are relevant in a broad range of (noisy) global optimization applications, for instance in Color versions of one or more of the figures in this article are available online at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TIT.2019.2921985 1 The exact Gaussianity of the independent noise variables ε t is not crucial and our results can be easily generalized to sub-Gaussian noise.
hyper-parameter tuning of machine learning algorithms [1] and sequential design in material synthesis experiments where the goal is to maximize the strength of the synthesized material as a function of experimental settings [2] , [3] . We refer the readers to Section II-A for a rigorous formulation of the active query model and contrast it with the classical passive query model.
The error of the estimate Ô x n is measured by the difference of f ÔÔ x n Õ and the global minimum of f :
To simplify our presentation, throughout the paper we take the domain X to be the d-dimensional unit cube Ö0,1× d , while our results can be easily generalized to other compact domains satisfying minimal regularity conditions. When f belongs to a smoothness class, say the Hölder class with exponent α, a straightforward global optimization method is to first sample n points uniformly at random from X and then construct nonparametric estimates Ô f n of f using nonparametric regression methods such as kernel smoothing or local polynomial regression [4] , [5] . Classical analysis shows that the sup-norm reconstruction error Ô f n ¡ f sup xÈX Ô f n ÔxÕ ¡ f ÔxÕ can be upper bounded by Ö O P Ôn ¡αßÔ2α dÕ Õ 2 . This global reconstruction guarantee then implies an Ö O P Ôn ¡αßÔ2α dÕ Õ upper bound on LÔÔ x n ; f Õ by considering an estimate Ô x n È X for which Ô f n ÔÔ x n Õ inf xÈX Ô f n ÔxÕ (such an Ô x n exists because X is closed and bounded). Formally, we have the following proposition (proved in the Appendix) that converts a global reconstruction guarantee into an upper bound on the optimization error:
Typically, fundamental limits on the optimal optimization error are understood through the lens of minimax analysis where the object of study is the (global) minimax risk:
where F is a certain class of smooth functions such as the Hölder class. Although optimization appears to be easier than global reconstruction, we show in this paper that the n ¡αßÔ2α dÕ rate is not improvable in the global minimax sense in over Hölder classes. Such a surprising phenomenon was also noted in previous works [6] - [8] for related problems. On the other hand, extensive empirical evidence suggests that nonuniform/active allocations of query points can significantly reduce optimization error in practical global optimization of smooth, non-convex functions [1] . This raises the interesting question of understanding, from a theoretical perspective, the conditions under which the global optimization of smooth functions is easier than their reconstruction, and the power of active/feedback-driven queries that play important roles in global optimization.
In this paper, we propose a theoretical framework that partially answers the above questions. In contrast to classical global minimax analysis of nonparametric estimation problems, we adopt a local analysis which characterizes the optimal convergence rate of optimization error when the underlying function f is within a neighborhood of a "reference" function f 0 . (See Section II-B for the rigorous local minimax formulation considered in this paper.) Our main results are to characterize the local convergence rates R n Ô f 0 Õ for a wide range of reference functions f 0 È F . Concretely, our contributions can be summarized as follows:
1) We design an iterative (active) algorithm whose optimization error LÔÔ x n ; f Õ converges at a rate of R n Ô f 0 Õ depending on the reference function f 0 . When the level-sets of f 0 satisfy certain regularity and polynomial growth conditions, the local rate
,dßα× is a parameter depending on f 0 that characterizes the volume growth of the level-sets of the reference function f 0 . (See assumption (A2), Proposition 2 and Theorem 1 for details). The rate matches the global minimax convergence rate n ¡αßÔ2α dÕ for worst-case f 0 where β 0, but can be much faster when β 0. We emphasize that our algorithm has no knowledge of the reference function f 0 and achieves this rate adaptively.
2) We prove local minimax lower bounds that match the n ¡αßÔ2α d¡αβÕ upper bound, up to logarithmic factors in n. More specifically, we show that even if f 0 is known, no (active) algorithm can estimate f in close neighborhoods of f 0 at a rate faster than n ¡αßÔ2α d¡αβÕ .
We further show that, if active queries are not available and queries x 1 , . . . , x n are i.i.d. uniformly sampled from X , then the n ¡αßÔ2α dÕ global minimax rate also applies locally regardless of how large β is. Thus, there is an explicit gap between local minimax rates in the active and uniform query models when β is large. 3) In the special case when f is convex, the global optimization problem is usually referred to as zeroth-order convex optimization and this problem has been widely studied [9] - [14] . Our results imply that, when f 0 is strongly convex and smooth, the local minimax rate R n Ô f 0 Õ is on the order of Ö OÔn ¡1ß2 Õ, which matches the convergence rates in [11] . Additionally, our negative results (Theorem 2) indicate that the n ¡1ß2 rate cannot be achieved if f 0 is merely convex, which seems to contradict n ¡1ß2 results in [13] , [14] that do not require strong convexity of f . However, it should be noted that mere convexity of f 0 does not imply convexity of f in a neighborhood of f 0 (e.g., f ¡ f 0 ε). Our results show significant differences in the intrinsic difficulty of zeroth-order optimization of convex and near-convex functions.
A. Related Work
Global optimization, known variously as black-box optimization, Bayesian optimization and the continuum-armed bandit, has a long history in the optimization research community [15] , [16] and has also received a significant amount of recent interest in statistics and machine learning [1] , [6] , [8] , [17] - [19] . Many previous works [17] , [20] have derived rates for non-convex smooth payoffs in "continuum-armed" bandit problems.
The papers [21] , [22] are closely related to our work. They studied the related problem of estimating the set of all optima of a smooth function in the Hausdorff distance. For Hölder smooth functions with polynomial growth, the paper [21] derives an n ¡1ßÔ2α d¡αβÕ minimax rate for α 1 (subsequently improved to include α 1 in [23] ). This result is similar to our Propositions 2 and 3. The papers [21] , [22] also discussed adaptivity to unknown smoothness parameters. We however remark on several differences between our work and the papers [21] , [22] . First, in [21] , [22] only functions with polynomial growth are considered, while in our Theorems 1 and 2 functionals ε U
for general reference functions f 0 satisfying mild regularity conditions, which include functions with polynomial growth as special cases. In addition, [21] considers the harder problem of estimating maxima sets in Hausdorff distance, as opposed to the problem of producing a single approximately optimal solution Ô x T . As a result, the minimax lower bounds in [21] do not apply to this latter setting. An algorithm, without distinguishing between two functions with different optima sets, can nevertheless produce a good approximate optimizer as long as the two functions under consideration have overlapping optima sets. New constructions and information-theoretic techniques are therefore required to prove lower bounds under the weaker (one-point) approximate optimization framework. Finally, we prove minimax lower bounds when only uniform query points are available and demonstrate a significant gap between algorithms having access to uniformly sampled or adaptively chosen data points.
The papers [18] , [19] imposed additional assumptions on the level-sets of the underlying function to obtain an improved convergence rate. The level-set assumptions considered in the mentioned references are rather restrictive and essentially require the underlying function to be uni-modal, while our assumptions are much more flexible and apply to multi-modal functions as well. In addition, [18] , [19] considered a noiseless setting in which exact function evaluations f Ôx t Õ can be obtained, while our paper studies the noise corrupted model in (1) for which vastly different convergence rates are derived. Finally, no matching lower bounds were proved in the papers [18] , [19] .
The (stochastic) global optimization problem is similar to mode estimation of either densities or regression functions, which has a rich literature [24] - [26] . An important difference between statistical mode estimation and global optimization is the way sample/query points x 1 , . . . , x n È X are distributed: in mode estimation it is customary to assume the samples are independently and identically distributed, while in global optimization sequential designs of samples/queries are typical. Furthermore, to estimate/locate the mode of an unknown density or regression function, such a mode has to be welldefined; on the other hand, producing an estimate Ô x n with small LÔÔ x n , f Õ is easier and results in weaker conditions imposed on the underlying function.
Methodology-wise, our proposed algorithm is conceptually similar to the abstract Pure Adaptive Search (PAS) framework proposed and analyzed in [27] . The iterative procedure also resembles disagreement-based active learning methods [28] - [30] and the "successive rejection" algorithm in bandit problems [31] . The intermediate steps of candidate point elimination can also be viewed as level-set estimation problems [32] - [34] or cluster-tree estimation problems [35] , [36] with active queries.
Another line of research has focused on first-order optimization of quasi-convex or non-convex functions [37] - [42] , in which exact or unbiased evaluations of function gradients are available at query points x È X . The paper [42] considered a Cheeger's constant restriction on level-sets which is similar to our level-set regularity assumptions (A2 and A2'). The papers [43] , [44] studied local minimax rates for the first-order optimization of convex functions. First-order optimization differs significantly from our setting because unbiased gradient estimation is generally impossible in the model of (1). Furthermore, most works on (first-order) non-convex optimization focus on obtaining stationary points or local minima, while we consider the problem of finding a (near) global minima.
B. Comparison with the HOO Algorithm
The HOO algorithm [17] , as well as similar algorithms such as Algorithm 2 in [45] and the POO algorithm in [22] , are theoretically well-studied methods for global optimization. Below we summarize the differences of our results and the ones from these works.
(a) Weaker Smoothness Conditions I: In Algorithm 1, we use local polynomial estimation as a sub-routine to obtain local estimates of the objective function f . Compared to the sample average approach in HOO (e.g., Algorithm 2 in [45] ), local polynomial estimates have the advantage of being unbiased for the estimation of low-degree polynomials. This translates to the improved (A1) Hölder-continuity condition that only restricts the ØαÙ-th order derivatives of objective functions. More specifically, the actual function values of f ÔxÕ and f Ôx ½ Õ for x, x ½ close to each other can be very different, as long as such differences can be perfectly modeled by low-degree polynomials. This is in contrast to the smoothness conditions imposed in [17] , [45] which essentially require f ÔxÕ to be close to f Ôx ¦ Õ for x close to x ¦ the optima of f .
(b) Weaker Smoothness Conditions II: Our results in
Section IV-C hold on functions that are only assumed to be smooth in regions close to its global minimum, in contrast to Definition 1 in [45] and many other existing works that place smoothness assumptions on the entire domain of the objective function f . (c) Spatially Restricted Queries: Our proposed algorithm is "grid" based, and can be run on any sufficiently dense finite grid G n in X and does not need to have the capacity to query arbitrary points in X . As a result, our algorithm can be run in experimental settings where queries are restricted to belong to a large pool of a-priori chosen points. (d) Results for any Smooth Function: Our algorithm and lower bounds yield essentially tight results for the complexity of optimization of arbitrary smooth functions. While these rates are most interpretable under the level-set growth conditions (also studied in [45] ) our results also yield nearly matching guarantees for other (arbitrary, smooth) functions f 0 .
II. BACKGROUND AND NOTATION
We first review standard asymptotic notation that will be used throughout this paper. For two sequences Øa n Ù n 1 and Øb n Ù n 1 , we write a n OÔb n Õ or a n ü b n if lim sup n a n ß b n , or equivalently b n Ôa n Õ or b n ý a n . Denote a n Ôb n Õ or a n b n if both a n ü b n and a n ý b n hold. We also write a n oÔb n Õ or equivalently b n ωÔa n Õ if lim n a n ß b n 0. For two sequences of random variables ØA n Ù n 1 and ØB n Ù n 1 , denote A n O P ÔB n Õ if for every 0, there exists C 0 such that lim sup n PrÖ A n C B n × . For r 0, 1 p and x È R d , we denote by B p r ÔxÕ : 
A. Passive and Active Query Models
Let U be a known random quantity defined on a probability space U. The following definitions characterize all passive and active optimization algorithms: Definition 1 (The passive query model). Let x 1 , . . . , x n be i.i.d. points uniformly sampled on X and y 1 , . . . , y n be observations from the model (1) . A passive optimization algorithm A with n queries is parameterized by a mapping φ n :
observations
ØÔx i , y i ÕÙ n i 1 to an estimated optimum Ô x n È X , potentially randomized by U .
Definition 2 (The active query model). An active optimization algorithm can be parameterized by mappings
Ôχ 1 , . . . , χ n , φ n Õ, where for t 1, . . . , n,
produces the final estimate. All mappings Ôχ 1 , . . . , χ n , φ n Õ can be randomized by U .
B. Local Minimax Rates
We use a classical local minimax analysis [46] to understand the fundamental information-theoretic limits of noisy global optimization of smooth functions. On the upper bound side,
where C 1 0 is a positive constant. Here f 0 È is referred to as the reference function, and f È ½ is the true underlying function to be optimized, which is assumed to be "near" f 0 (in the norm). The minimax convergence rate of LÔÔ x n ; f Õ is then characterized locally by R n Ô f 0 Õ which depends on the reference function f 0 . The constant of 1ß4 is chosen arbitrarily and any small constant leads to similar conclusions. To establish negative results (i.e., local minimax lower bounds), in contrast to the upper bound formulation, we assume the potential active optimization estimator Ô x n has perfect knowledge about the reference function f 0 È .
We then prove local minimax lower bounds of the form
where C 2 0 is another positive constant and ε n Ô f 0 Õ, R n Ô f 0 Õ are desired local convergence rates for functions near the reference f 0 . Although in some sense classical, the local minimax definition we propose warrants further discussion: 1) Roles of and ½ : The reference function f 0 and the true functions f are assumed to belong to different but closely related function classes and ½ . In particular, in our paper ½ , meaning that less restrictive assumptions are imposed on the true underlying function f compared to those imposed on the reference function f 0 on which R n and ε n are based. 2) Upper Bounds: It is worth emphasizing that the estimator Ô x n has no knowledge of the reference function f 0 . From the perspective of upper bounds, we can consider the simpler task of producing f 0 -dependent bounds (eliminating the second supremum) to instead study the (already interesting) quantity:
As indicated above we maintain the double-supremum in the definition because fewer assumptions are imposed directly on the true underlying function f , and further because it allows to more directly compare our upper and lower bounds.
3) Lower Bounds and the choice of the "localization radius" ε n Ô f 0 Õ: Our lower bounds allow the estimator knowledge of the reference function (this makes establishing the lower bound more challenging). The lower bound in (5) implies that no estimator Ô x n can effectively optimize a function f close to f 0 beyond the convergence rate of R n Ô f 0 Õ, even if perfect knowledge of the reference function f 0 is available a priori. The ε n Ô f 0 Õ parameter that decides the "range" in which local minimax rates apply is taken to be on the same order as the actual local rate R n Ô f 0 Õ in this paper. This is (up to constants) the smallest radius for which we can hope to obtain non-trivial lower-bounds: if we consider a much smaller radius than R n Ô f 0 Õ then the trivial estimator which outputs the minimizer of the reference function would achieve a faster rate than R n Ô f 0 Õ.
On the other hand selecting the smallest possible radius makes establishing the lower bound most challenging but provides a refined picture of the complexity of zeroth-order optimization. We remark that our primary motivation for the local-minimax analysis stems from the fact that for natural function classes the global-minimax rate for the optimization complexity is excessively pessimistic, while the local minimax analysis provides a more refined picture. In machine learning applications, there are several cases where the population risk is well-behaved (smooth, potentially non-convex) but we are only able to access/query the empirical risk which we want to minimize. Using standard concentration bounds the empirical risk and population risk are close, and the resulting problem is then to minimize the approximate-smooth empirical risk (see for instance [42] , [47] for a more detailed discussion).
III. MAIN RESULTS
With this background in place we now turn our attention to our main results. We begin by collecting our assumptions about the true underlying function and the reference function in Section III-A. We state and discuss the consequences of our upper and lower bounds in Sections III-B and III-C respectively. We defer most technical proofs to Section V and turn our attention to our optimization algorithm in Section IV.
A. Assumptions
We first state and motivate assumptions that will be used. The first assumption states that f is locally Hölder smooth on its level-sets. (A1) There exist constants κ, α, M, ζ 0 such that f restricted to X f,κ,ζ :
differentiable on X f,κ,ζ and furthermore for any
Here k ØαÙ is the largest integer lower bounding α and f Ôα,jÕ ÔxÕ :
We use α κ ÔMÕ to denote the class of all functions satisfying (A1). We remark that (A1) is weaker than the usual Hölder assumption in two ways. First, (6) only imposes stability conditions on the ØαÙ-th order derivatives of the function f , in contrast to conditions involving all orders of derivatives in previous works [17] , [45] . Second, (A1) only imposes the Hölder smoothness assumption on certain regions of X , because regions with function values larger than f ¦ κ can be easily detected and removed by a pre-processing step, highlighting an important difference between optimization and -norm estimation. We give further details of the pre-processing step in Section IV-C.
Our next assumption concerns the "regularity" of the level-
which we refer to as the distribution function. Define, NÔL f 0 ÔÕ,δÕ as the smallest number of 2 -balls of radius δ that cover L f 0 ÔÕ. Then we make the following assumption:
(A2) There exist constants c 0 0 and C 0 0 such that
We use C to denote all functions that satisfy (A2) with
At a high-level, the regularity condition (A2) assumes that the level-sets are sufficiently "regular" such that covering them with small-radius balls does not require significantly larger total volume. For example, consider the perfectly regular case
In addition, the δ-covering number in 2 of L f 0 ÔÕ is on the order of 1 ÔrßδÕ d 1 μ f 0 ÔÕδ ¡d , which satisfies the scaling in (A2).
When (A2) holds, uniform confidence intervals for f on its level-sets are easier to construct because little statistical efficiency is lost by slightly enlarging the level-sets so that complete (sufficiently small) d-dimensional cubes are contained in the enlarged level-sets. On the other hand, when regularity of level-sets fails to hold such nonparametric estimation can be very difficult or even impossible. As an extreme example, suppose the level-set L f 0 ÔÕ consists of n standalone and well-spaced points in X : the Lebesgue measure of L f 0 ÔÕ would be zero, but at least ÔnÕ queries are necessary to
B. Upper Bound
The following theorem is our main result that provides an upper bound on the local minimax rate of noisy global optimization with active queries.
where ω 5 dßα is a large constant. Suppose also that ε U n Ô f 0 Õ 0 as n . Then for sufficiently large n, there exists an estimator Ô x n with access to n active queries x 1 , . . . , x n È X , a constant C R 0 depending only on α, M, κ, c, c 0 , C 0 and a constant γ 0 depending only on α and d such that
the additional function class C that encapsulates (A2) is imposed only on the "reference" function f 0 but not the true function f to be estimated. This makes the assumptions considerably weaker because the true function f may violate (A2) while our results remain valid.
Remark 2. The estimator Ô
x n does not require knowledge of parameters κ, c 0 , C 0 or ε U n Ô f 0 Õ, and automatically adapts to them, as shown in the next section. While the knowledge of smoothness parameters α and M is in general unavoidable in non-parametric regression (see [48] ), in the zeroth-order optimization problem it is possible to adapt to α and M by running OÔlog 2 nÕ parallel sessions of Ô x n on OÔlog nÕ grids of α and M values, and then using Ônß log 2 nÕ single-point queries to decide on the location with the smallest function value. This adaptive strategy was suggested in [22] to remove an additional condition in [21] , and also applies to our setting. 
If μ f 0 ÔÕ scales polynomially with , i.e. μ f 0 ÔÕ β for some constant β 0, then (9) and (10) are both satisfied.
nß log ω nÙ is crucial in determining the convergence rate of optimization error of Ô x n locally around the reference function f 0 . While the definition of ε U n Ô f 0 Õ is mostly implicit and involves solving an inequality involving the distribution function μ f 0 Ô¤Õ, we remark that it admits a simple form when μ f 0 has a polynomial growth rate similar to a local Tsybakov noise condition [4] , [49] , as shown in the following proposition:
We remark that, following Proposition 1 of [45] , α, β and d must satisfy the relationship that β dßα. Proposition 2 can be easily verified by solving the system ε ¡Ô2 dßαÕ μ f 0 ÔεÕ nß log ω n with the condition μ f 0 ÔÕ ü β . We therefore omit its proof. The following two examples give some simple reference functions f 0 that satisfy the μ f 0 ÔÕ ü β condition in Proposition 2 with particular values of β.
Example 1 is simple to verify, as the volume of level-sets of the constant function f 0 0 exhibit a phase transition at 0 and 0. Consequently, β 0 is the only parameter for which μ f 0 ÔÕ ü β . Example 2 is more involved, and holds because the strong convexity of f 0 lower bounds the growth rate of f 0 when moving away from its minimum. We give a rigorous proof for Example 2 in the appendix. We also remark that f 0 does not need to be exactly strongly convex for β dß2 to hold, and the example is valid for, e.g., piecewise strongly convex functions with a constant number of pieces too.
To best interpret the results in Theorem 1 and Proposition 2, it is instructive to compare the "local" rate n ¡αßÔ2α d¡αβÕ with the baseline rate n ¡αßÔ2α dÕ , which can be attained by reconstructing f in sup-norm and applying Proposition 1.
Since β 0, the local convergence rate established in Theorem 1 is never slower, and the improvement compared to the baseline rate n ¡αßÔ2α dÕ is dictated by β, which governs the growth rate of volume of level-sets of the reference function f 0 . In particular, for functions that grows fast when moving away from its minimum, the parameter β is large and therefore the local convergence rate around f 0 could be much faster than n ¡αßÔ2α dÕ .
Theorem 1 also implies concrete convergence rates for special functions considered in Examples 1 and 2. For the constant reference function f 0 0, Example 1 and Theorem 1 yield that R n Ô f 0 Õ n ¡αßÔ2α dÕ , which matches the baseline rate n ¡αßÔ2α dÕ and suggests that f 0 0 is the worst-case reference function. This is intuitive, because f 0 0 has a drastic level-set change at 0 and therefore small perturbations of f 0 result in changes to the optimal location. On the other hand, if f 0 is strongly smooth and convex as in Example 2, Theorem 1 leads to the bound of R n Ô f 0 Õ n ¡1ß2 , which is significantly better than the n ¡2ßÔ4 dÕ baseline rate 5 and also matches existing works on zeroth-order optimization of convex functions [11] . The faster rate holds intuitively because strongly convex functions grow quickly when moving away from the minimum. An active query algorithm can focus most of its queries on the small level-sets of the underlying function, resulting in more accurate local function reconstruction and faster optimization error rate.
Our proof of Theorem 1 is constructive, by upper bounding the local minimax optimization error of an explicit algorithm.
Roughly, our algorithm partitions the n active queries evenly into log n epochs, and level-sets of f are estimated at the end of each epoch by comparing (uniform) confidence intervals on a dense grid on X . It is then proved that the volume of the estimated level-sets contracts geometrically, until the target convergence rate R n Ô f 0 Õ is attained. The algorithm is described in more detail in Section IV and the complete proof of Theorem 1 is in Section V-B.
C. Lower Bounds
We prove local minimax lower bounds that match the upper bounds in Theorem 1 up to logarithmic terms. As we remarked in Section II-B, in the local minimax lower bound formulation we assume the data analyst has full knowledge of the reference function f 0 , which makes the lower bounds stronger as more information is available a priori.
To facilitate such local minimax lower bounds, the following additional condition is imposed on the reference function f 0 of which the data analyst has perfect information.
δÕ is the maximum number of disjoint 2 balls of radius δ that can be packed into L f 0 ÔÕ.
We denote ½ C ½ as the class of functions that satisfy (A2') with respect to parameters C ½ Ô c ½ 0 , C ½ 0 Õ 0. Intuitively, (A2') can be regarded as a converse of (A2).
We are now ready to state our main negative result, which shows, from an information-theoretic perspective, that the upper bound in Theorem 1 is not improvable.
Then there exists a constant M 0 depending on α, d, C and
Remark 4. We note in passing that for any f 0 and n it always
Consequently, the upper and lower bounds for these functions match up to logarithmic factors.
The following proposition derives an explicit expression for ε L n Ô f 0 Õ for reference functions whose distribution functions have a polynomial growth, which matches the upper bound in Proposition 2 up to log n factors. The proof of this Proposition is straightforward and is omitted.
The following proposition additionally shows the existence of f 0 È α ÔMÕ C C ½ that satisfies μ f 0 ÔÕ β for any values of α 0 and β È Ö 0, dßα×. Its proof is given in the Appendix. Such information-theoretic lower bounds on the convergence rates hold even if the data analyst has perfect information of f 0 , the reference function on which the n ¡αßÔ2α d¡αβÕ local rate is based. Our results also imply an n ¡αßÔ2α dÕ minimax lower bound over all α-Hölder smooth functions, showing that without additional assumptions, noisy optimization of smooth functions is as difficult as reconstructing the unknown function in sup-norm.
Our proof of Theorem 2 also differs from those of existing minimax lower bounds for active nonparametric models [50] . The classical approach is to invoke Fano's inequality and to upper bound the KL divergence between different underlying functions f and g using f ¡ g , corresponding to the point x È X that leads to the largest KL divergence. Such an approach, however, does not produce tight lower bounds for our problem. To overcome such difficulties, we borrow the lower bound analysis for bandit pure exploration problems in [51] . In particular, our analysis considers the query distribution of any active query algorithm A Ôϕ 1 , . . . , ϕ n , φ n Õ under the reference function f 0 and bounds the perturbation in query distributions between f 0 and f using Le Cam's lemma. Afterwards, an adversarial function choice f can be made based on the query distributions of the considered algorithm A. We defer the complete proof of Theorem 2 to Section V-C.
Theorem 2 applies to any global optimization method that makes active queries, corresponding to the query model in Definition 2. The following theorem, on the other hand, shows that for passive algorithms (Definition 1) the n ¡αßÔ2α dÕ optimization rate is not improvable even with additional level-set assumptions imposed on f 0 . This demonstrates an explicit gap between passive and adaptive query models in global optimization problems. 
for all n N.
Intuitively, the apparent gap demonstrated by Theorems 2 and 3 between the active and passive query models stems from the observation that, a passive algorithm A only has access to uniformly sampled query points x 1 , . . . , x n and therefore cannot focus on a small level-set of f in order to improve query efficiency. In addition, for functions that grow faster when moving away from their minima (implying a larger value of β), the gap between passive and active query models becomes bigger as active queries can more effectively exploit the restricted level-sets of such functions.
IV. OUR ALGORITHM
In this section we describe a concrete algorithm that attains the upper bound in Theorem 1. We start with a cleaner algorithm that operates under the slightly stronger condition that κ in (A1), meaning that f is α-Hölder smooth on the entire domain X . The generalization to κ 0 being a constant is given in Section IV-C with an additional pre-processing step.
Let G n È X be a finite grid of points in X . We assume the finite grid G n satisfies the following two mild conditions: (B1) Points in G n are sampled i.i.d. from an unknown distribution P X on X ; furthermore, the density p X associated with P X satisfies p 0 p X ÔxÕ p 0 for all x È X , where 0 p 0 p 0 are universal constants;
(B2) G n ý n 3 and log G n OÔlog nÕ.
Remark 6.
Although typically the choices of the grid points G n belong to the data analyst, in some applications the choices of design points are not completely unconstrained. For example, in material synthesis experiments described previously some environmental parameter settings (e.g., temperature and pressure) might not be allowed due to budget or physical constraints. Thus, we choose to consider less restrictive conditions imposed on the design grid G n , allowing it to be more flexible in real-world applications.
Remark 7. Condition (B2) ensures that the grid G n is sufficiently dense, such that even with the smallest bandwidth our algorithm possibly uses (h t ÔxÕ 1ßn 2 , see (18) ), each x È G n has abundant neighboring points in G n , so that the local polynomial estimates in (15) are well-defined.
For any subset S G n and a "weight" function : G n R , define the extension S ¥ ÔÕ of S with respect to as
The algorithm can then be formulated as two levels of iterations, with the outer loop shrinking the "active set" S τ and the inner loop collecting data in order to reduce the lengths of the confidence intervals on the points in the active set. A pseudocode description of our proposed algorithm is given in Figure 1 .
A. Local Polynomial Regression
We use local polynomial regression [5] to obtain the estimate Ô f . In particular, for any x È G n and a bandwidth 
For every x È S τ ¡1 , compute bandwidth h τ ÔxÕ using (18) and build the confidence interval 
The estimate Ô f h defined in (15) then admits the following closed-form expression:
where Y t,h 
B. Bandwidth Selection and Confidence Intervals
Given the expressions of bias b h,δ ÔxÕ and standard deviation s h,δ ÔxÕ in (17) , the bandwidth h τ ÔxÕ 0 at epoch τ and point
x is selected as
More specifically, h τ ÔxÕ is the largest positive value in an evenly spaced grid Øjßn 2 Ù such that the bias of Ô f h τ ÔxÕ is smaller than its standard deviation. This bandwidth selection is in principle similar to the Lepski's method [52] , with the exception that an upper bound on the bias for any bandwidth parameter is known and does not need to be estimated from data.
With the selection of bandwidth h τ ÔxÕ at epoch τ and
Note that for any x È X , the lower confidence edge τ ÔxÕ is a non-decreasing function in τ and the upper confidence edge u τ ÔxÕ is a non-increasing function in τ .
C. Pre-processing
We describe a pre-processing step that relaxes the smoothness condition from κ to κ Ô1Õ, meaning that only local smoothness of f around its minimum values is required. Let n 0 Ønß log nÙ, x 1 , . . . , x n 0 be points i.i.d. uniformly sampled from X and y 1 , . . . , y n 0 be their corresponding responses.
For every grid point x È G n , perform the following:
1) Compute Õ f x Ô¤Õ as the local polynomial fits of all y i corresponding to x i ¡ x n ¡1ß2d 0 log 3 n : h 0 ;
2) Compute f ÔxÕ as the sample average of all y i corresponding to
Remark 9. The 1ß log n term in the removal condition Õ f ÔxÕ min zÈG n Õ f ÔzÕ 1ß log n is not important, and can be replaced with any sequence Øω n Ù such that lim n ω n 0 and lim n ω n n t for any t 0. The readers are referred to the proof of Proposition 5 in the appendix for the motivation of this term as well as the selection of the pre-processing bandwidth h 0 .
To analyze the pre-processing step, we state the following proposition:
Proposition 5. Assume f È α κ ÔMÕ and let S ½ 0 be the screened grid after step 2 of the pre-processing procedure. Then for sufficiently large n, with probability 1 ¡ OÔn ¡1 Õ we have
where
To interpret Proposition 5, note that for sufficiently large n, f È α κ ÔMÕ implies f being α-Hölder smooth (i.e., f satisfies (6)) on ä xÈL f Ôκß2Õ B h 0 Ôx;XÕ, because κ 0 is a constant and h 0 0 as n . Subsequently, the proposition shows that with high probability, the pre-processing step will remove all grid points in G n in non-smooth regions of f , while maintaining the global optimal solution. This justifies the pre-processing step for f È α κ ÔMÕ, because f is smooth on the grid and its close neighborhood after pre-processing. The proof of Proposition 5 uses the fact that the local mean estimation is large provided that all data points in the local mean estimator are large, regardless of their underlying smoothness. The complete proof of Proposition 5 is deferred to the Appendix.
V. PROOFS OF MAIN THEOREMS

A. Proof of Lemma 1
Our proof closely follows the analysis of asymptotic convergence rates for series estimators in [53] . We further work out all constants in the error bounds to arrive at a completely finite-sample result, which is then used to construct finite-sample confidence intervals.
We start with as polynomial interpolation results for all 
Proof. Consider
Ôz ¡ x Õ α .
(22) By Taylor expansion with Lagrangian remainders, there exists
Because f satisfies ( 
In addition, because Ö
then be re-formulated as
Invoking Lemma 2 we have t,h Md k h α . In addition,
Applying concentration inequalities for quadratic forms of Gaussian random vectors (Lemma 10), with probability 1 ¡δ
We then have that with probability 1 ¡ δ that
Finally, noting that for all
by definition, we have that
which completes the proof of Lemma 1.
B. Proof of Theorem 1
In this section we prove Theorem 1. We prove the theorem by considering every reference function f 0 È α κ ÔMÕ C separately. For simplicity, we assume κ throughout the proof. The 0 κ can be handled by replacing X with S 0 which is the grid after the pre-processing step described in Section IV-C. We also suppress dependency on d, α, M, C, p 0 , p 0 in OÔ¤Õ, Ô¤Õ, Ô¤Õ, ý, ü and notations.
We further suppress logarithmic terms of n in Ö OÔ¤Õ and Ö Ô¤Õ notations.
The following lemma is our main lemma, which shows that the active set S τ in our proposed algorithm shrinks geometrically before it reaches a certain level. To simplify notations, denote Ö c 0 : 10c 0 and (A2) then hold for all maxØÖ c 0 ¤ 2 ¡τ , C 3 Öε U n Ô f 0 Õ n ¡1ß2 ×log 2 nÙ, where C 3 0 is a constant depending only on d, α, M, p 0 , p 0 and C. Denote also ρ ¦ τ : max xÈS τ τ ÔxÕ. Then for sufficiently large n, with probability 1 ¡ OÔn ¡1 Õ the following holds uniformly for all outer iterations τ 1, . . . , T :
Lemma 3 shows that the level ε τ in L f Ôε τ Õ that contains S τ ¡1 shrinks geometrically, until the condition ε τ C 3 Öε U n Ô f 0 Õ n ¡1ß2 ×log 2 n is violated. If the condition is never violated, then at the end of the last epoch τ ¦ we have ε τ ¦ OÔn ¡1 Õ because τ ¦ log n. On the other hand, because S τ S τ ¡1 always holds, we have ε τ ¦ ü Öε U n Ô f 0 Õ n ¡1ß2 ×log 2 n. Combining both cases we have that ε τ ¦ ü Öε U n Ô f 0 Õ n ¡1ß2 ×log 2 n n ¡1 . Theorem 1 is thus proved.
In the rest of this section we prove Lemma 3. We need several technical lemmas and propositions. Except for Proposition 6 that is straightforward, the proofs of the other technical lemmas are deferred to the end of this section. Denote x ¦ n : argmin xÈG n f ÔxÕ as the point on the grid G n with the smallest objective value The following proposition shows that with high probability, the confidence intervals constructed in the algorithm are truthful and the successive rejection procedure will never exclude the true optimizer of f on G n . Proposition 6. Suppose δ 1ßn 4 G n . Then with probability 1 ¡ OÔn ¡1 Õ the following hold:
2) x ¦ n È S τ for all 0 τ n.
Proof. The first property is true by applying the union bound over all t 1, . . . , n and x È G n . The second property then follows, because t Ôx ¦ n Õ f Ôx ¦ n Õ and min xÈS τ ¡1 u t ÔxÕ f Ôx ¦ n Õ for all τ .
The following lemma shows that every small box centered around a certain sample point x È G n contains a sufficient number of sample points whose least eigenvalue can be bounded with high probability under the polynomial mapping ψ x,h defined in Section III-B.
Lemma 4.
For any x È G n , 1 m n and h 0, (48) using the strategies adopted in [35] based on sharper Bernstein type concentration inequalities. Such improvements are, however, not important in establishing the main results of this paper.
The next lemma shows that, the bandwidth h t selected at the end of each outer iteration τ is near-optimal, being sandwiched between two quantities determined by the size of the active
Lemma 5. There exist constants C 1 , C 2 0 depending only on d, α, M, p 0 , p 0 and C such that with probability 1 ¡ OÔn ¡1 Õ, the following holds for every outer iteration τ È Ø 1, . . . , T Ù and all x È S τ ¡1 :
We are now ready to state the proof of Lemma 3, which is based on an inductive argument over the epochts τ 1, . . . , T .
Proof. We use induction to prove this lemma. For the base
G n , invoking Lemmas 5 and 1 we have that η h t ÔxÕ,δ ÔxÕ Ö OÔn ¡αßÔ2α dÕ Õ for all x È G n with high probability at the end of the first outer iteration τ 1. Therefore, for sufficiently large n we conclude that sup xÈG n η h t ÔxÕ,δ ÔxÕ c 0 ß16 and
We now prove the lemma for τ 2, assuming it holds for τ ¡ 1. We also assume that n (and hence n 0 ) is sufficiently large, such that the maximum CI length max xÈG η h t ÔxÕ,δ ÔxÕ after the first outer iteration τ 1 is smaller than c 0 ß2.
for appropriately chosen constant C 3 that is not too small, we have that f ¡ f 0 ε τ ¡1 . By the inductive hypothesis we have
Equivalently,
By Lemma 5, the monotonicity of Ö S τ ¡1 and the fact that
Re-arranging terms on both sides of (37) we have
On the other hand, according to the selection procedure of the bandwidth h t ÔxÕ, we have that η h t ÔxÕ,δ ÔxÕ ü b h t ÔxÕ,δ ÔxÕ.
Here (40) 
Recall that n 0 nß log n and ε U n Ô f 0 Õ ε τ ¡1 , provided that C 3 is not too small. By definition, every ε ε U n Ô f 0 Õ satisfies ε ¡Ô2 dßαÕ μ f 0 ÔεÕ nß log ω n for some large constant ω 5 dßα. Subsequently,
Because ω 5 dßα, the right-hand side of (46) is asymptotically dominated 6 by ε τ ¡1 . In addition, n ¡1ß2 0 log n is also asymptotically dominated by ε τ ¡1 because ε τ ¡1 C 3 n ¡1ß2 log ω n. Therefore, for sufficiently large n we have
Lemma 3 is thus proved.
1) Proof of Lemma 4:
Proof. We first show that the first property holds almost surely.
Recall the definition of ψ x,h , we have that 1
For the second property, by Hoeffding's inequality (Lemma 9) and the union bound, with probability 1 ¡OÔn ¡1 Õ we have that max
In 
where U is the uniform distribution on X Ö0,1× d . The following proposition upper and lower bounds the eigenvalues of X ψ 0,1 ÔzÕψ 0,1 ÔzÕ Â dU ÔzÕ, which is proved in the appendix. Using Proposition 7 and Eqs. (51, 52) , we conclude that
Applying matrix Chernoff bound (Lemma 11) and the union bound, we have that with probability 1 ¡ OÔn ¡1 Õ,
Combining Eqs. (54, 55) and applying Weyl's inequality (Lemma 12) we have
The third property is therefore proved.
2) Proof of Lemma 5: Proof. We use induction to prove this lemma. For the base case of τ up to logarithmic terms of n, and therefore one can pick appropriate constants C 1 , C 2 0 such that C 1 n ¡1ßÔ2α dÕ 0 1 ÔxÕ C 2 n ¡1ßÔ2α dÕ 0 log n holds for all x È G n .
We next prove the lemma for τ 1, assuming it holds for τ ¡ 1. We first establish the lower bound part. Define 
where C ½ , C ¾ 0 are constants that depend on d, α, M, p 0 , p 0 and C, but not C 1 , C 2 , τ or h ¦ t . By choosing C 1 appropriately (depending on C ½ and C ¾ ) we can make
We next prove the upper bound part. For any h t j t ßn 2 where j t È Ö n 2 ×, invoking Lemma 4 we have that
where Ö C ½ and Ö C ¾ are again constants depending on d, α, M, p 0 , p 0 and C, but not C 1 , C 2 . Note also that ρ ¦ τ ¡1
C. Proof of Theorem 2
In this section we prove the main negative result in Theorem 2. To simplify presentation, we suppress dependency on α, d, c 0 and C 0 in ü,ý, , OÔ¤Õ and Ô¤Õ notations. However, we do not suppress dependency on C R or M in any of the above notations.
sup xÈX ϕ 0 ÔxÕ Ô1Õ and ϕ 0 ÔzÕ 0 for all z 2 1. Here
Öα× denotes the smallest integer that upper bounds α. Such functions exist and are the cornerstones of the construction of information-theoretic lower bounds in nonparametric estimation problems [50] . One typical example is the "smoothstep" function (see for example [54] ) For any x È X and h 0, define ϕ x,h : X R ¦ as ϕ x,h ÔzÕ :
It is easy to verify that ϕ x,h È α ÔMß2Õ, and furthermore sup zÈX ϕ x,h ÔzÕ Mh α and ϕ x,h ÔzÕ 0 for all z Ê B h ÔxÕ. Let L f 0 Ôε L n Ô f 0 ÕÕ be the level-set of f 0 at ε L n Ô f 0 Õ. Let H n L f 0 Ôε L n Ô f 0 ÕÕ be the largest packing set such that B h ÔxÕ are disjoint for all x È H n , and ä xÈH n B h ÔxÕ L f 0 Ôε L n Ô f 0 ÕÕ.
By (A2') and the definition of ε L n Ô f 0 Õ, we have that 
Let F n : Ø f x : x È H n Ù be the class of functions indexed by x È H n . Let also h Ô ε L n Ô f 0 ÕßMÕ 1ßα such that ϕ x,h 2ε L n Ô f 0 Õ. We then have that f x ¡ f 0 2ε L n Ô f 0 Õ and f x È α ÔMÕ, because f 0 , ϕ x,h È α ÔMß2Õ.
The next lemma shows that, with n adaptive queries to the noisy zeroth-order oracle y t f Ôx t Õ w t , it is information theoretically not possible to identify a certain f x in F n with high probability. Lemma 6. Suppose F n 2. Let A n Ôχ 1 , . . . , χ n , φ n Õ be an active optimization algorithm operating with a sample budget n, which consists of samplers χ : ØÔx i , y i ÕÙ ¡1
i 1
x and an estimator φ n : ØÔx i , y i ÕÙ n i 1 Ô f x È F n , both can be deterministic or randomized functions. Then
Lemma 7. There exists constant M 0 depending on α, d, c 0 , C 0 such that the right-hand side of (62) is lower bounded by 1ß3.
Lemmas 6 and 7 are proved at the end of this section. Combining both lemmas and noting that for any distinct
we proved the minimax lower bound formulated in Theorem 2. 1) Proof of Lemma 6: Our proof is inspired by the negative result of multi-arm bandit pure exploration problems established in [51] . f x f 0 on X ÞB h ÔxÕ, we have KLÔP A n f 0 P A n f x Õ E f 0 ,A n log P f 0 ,A n Ôx 1:n , y 1:n Õ P f x ,A n Ôx 1:n , y 1:n Õ (69) E f 0 ,A n log n i 1 P f 0 Ôy i x i ÕP A n Ôx i x 1:Ôi¡1Õ , y 1:Ôi¡1Õ Õ n i 1 P f x Ôy i x i ÕP A n Ôx i x 1:Ôi¡1Õ , y 1:Ôi¡1Õ Õ (70)
(74)
Therefore,
Pr
2) Proof of Lemma 7:
Proof. By construction, n sup f x ÈF x f x ¡ f 0 2 ü M 2 nh 2α and F n H n ý ÖC ε ε L n Ô f 0 Õ× 2 dßα nh ¡d . Note also that
By choosing the constant M 0 to be sufficiently large, the right-hand side of the above inequality is upper bounded by 1ß36. The lemma is thus proved.
Proof of Proposition 7. The upper bound part of (53) trivially holds because the absolute values of every element in ψ 0,1 ÔzÕψ 0,1 ÔzÕ Â for z È X Ö0,1× d is upper bounded by OÔ1Õ. To prove the lower bound part, we only need to show X ψ 0,1 ÔzÕψ 0,1 ÔzÕ Â dU ÔzÕ is invertible. Assume the contrary. We next use induction to show that, for any degree-k polynomial P of s variables z 1 , . . . , z s that has at least one non-zero coefficient, the set Øz 1 , . . . , z s È Ö0,1× d : PÔz 1 , . . . , z s Õ 0Ù must have zero measure. This would then result in the desired contradiction. For the base case of s 1, the fundamental theorem of algebra asserts that PÔz 1 Õ 0 can have at most k roots, which is a finite set and of measure 0.
We next consider the case where PÔz 1 , . . . , z s Õ takes on s variables. Re-organizing the terms we have PÔz 1 , . . . , z s Õ P 0 Ôz 1 , . . . , z s¡1 Õ z s P 1 Ôz 1 , . . . , z s¡1 Õ . . . z k s P k Ôz 1 , . . . , z s¡1 Õ, (93) where P 1 , . . . , P k are degree-k polynomials of z 1 , . . . , z s¡1 . Because P has a non-zero coefficient, at least one P j must also have a non-zero coefficient. By the inductive hypothesis, the set Øz 1 , . . . , z s¡1 : P j Ôz 1 , . . . , z s¡1 ÕÙ has measure 0. On the other hand, if P j Ôz 1 , . . . , z s¡1 Õ 0, then invoking the fundamental theorem of algebra again on z s we know that there are finitely many z s such that PÔz 1 , . . . , z s Õ 0. Therefore, Øz 1 , . . . , z s : PÔz 1 , . . . , z s Õ 0Ù must also have measure zero.
