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Abstract
We consider cyclic m-isometries on a complex separable Hilbert space.
Such operators are characterized in terms of shifts on abstract spaces of
weighted Dirichlet type. Our results resemble those of Agler and Stankus,
but our model spaces are described in terms of Dirichlet integrals rather
than analytic Dirichlet operators. The chosen point of view allows us
to construct a variety of examples. An interesting feature among all of
these is that the corresponding model spaces are contained in a certain
subspace of the Hardy space H2, depending only on the order of the
corresponding operator. We also demonstrate how our framework allows
for the construction of unbounded m-isometries.
1 Introduction
Let H denote a complex, separable Hilbert space, and L the corresponding class
of bounded linear transformations. Given a linear (possibly unbounded) Hilbert
space operator T , we define the sesquilinear form
(x, y) 7→
m∑
j=0
(−1)m−j
(
m
j
)
〈T jx, T jy〉H,
where x and y belong to the domain of any power of T , and m ∈ Z≥0. We say
that T is an m-isometry if this form vanishes. If T ∈ L, then we define
βn(T ) =
n∑
j=0
(−1)n−j
(
n
j
)
T ∗jT j , n ∈ Z≥0. (1)
Clearly T ∈ L is an m-isometry if and only if βm(T ) = 0. Even though some
parts of this paper are relevant to unbounded operators, our primary concern
is with bounded ones. Therefore, when we speak of m-isometric operators, we
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tacitly assume that these are bounded, unless this assumption is explicitly ques-
tioned or contradicted. The only time that we consider unbounded operators is
in relation to Example 7.1.
The study of m-isometries originates from the work of Agler [1]. A brief
introduction to m-isometries, as well as notation, and other concepts central
to this note, is made in Section 2. For now, note that a 1-isometry is just an
ordinary Hilbert space isometry.
Let Da denote the space of functions which are analytic on the open unit
disc D, and smooth on its closure D. Define the operator Mz : Da → Da by
(Mzf)(z) = zf(z). By continuity, we may extend Mz to a bounded linear
operator Mλ acting on the Hardy space D
2
λ = H
2 (this choice of notation is
explained in Remark 1.4). The operator Mλ is an isometry, dimkerM
∗
λ = 1,
and
⋂
n∈Z≥0 M
n
λH
2 = {0}. It is a classical result that these properties determine
Mλ up to unitary transformations:
Proposition 1.1. Let T ∈ L be an isometry, such that dim kerT ∗ = 1, and⋂
n∈Z≥0 T
nH = {0}. Then there exists a unitary map U : H → H2 such that
T = U∗MλU .
An operator T ∈ L satisfying
⋂
n∈Z≥0 T
nH = {0} is often called analytic. A
more general statement than Proposition 1.1 is that an analytic isometry T is
determined by dim kerT ∗. This was observed in [8]. A systematic treatment is
given in [17, Chapter 1].
A motivation for choosing the word “analytic” is that, if MX denotes mul-
tiplication by z, defined on a space X of analytic functions on D, and if f ∈⋂
n∈Z≥0 M
n
XX , then f vanishes identically. This means that, if we want T ∈ L
to resemble MX in a reasonable sense, then it is natural to assume that T is
analytic.
Given a finite positive (regular Borel) measure µ on T, we let Mλ,µ denote
the extension of Mz to the µ-weighted Dirichlet space D
2
λ,µ, i.e. the space of
analytic functions f : D→ C for which
‖f‖2λ,µ := lim
r→1−
1
2πr
∫
rT
|f(ζ)|2 dλ(ζ) +
1
π
∫
D
|f ′(z)|2Pµ(z) dA(z) <∞.
In the above expression, dλ and dA respectively signify integration with respect
to arc length measure on the unit circle T, and area measure on C. Pµ denotes
the Poisson extension of µ to D.
The following generalization of Proposition 1.1 is due to Richter [16, Theo-
rems 5.1 and 5.2]:
Proposition 1.2. Let µ be a positive finite measure on T. Then Mλ,µ is a
bounded analytic 2-isometry, with dimkerM∗λ,µ = 1. Conversely, if T ∈ L is
an analytic 2-isometry, with dimkerT ∗ = 1, then there exists a finite positive
measure µ on T and a unitary map U : H → D2λ,µ such that T = U
∗Mλ,µU .
Moreover, if T1 and T2 are associated with the respective measures µ1 and µ2,
then µ1 = µ2 if and only if T1 and T2 are unitarily equivalent.
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The above result is a so-called model theorem: Mλ,µ acting on the model
space D2λ,µ is an operator model for T . Among model theorems, one should
distinguish the so-called universal model theorems, where every T of a certain
class is modelled by the same operator S restricted to an S-invariant subspace
(in general) depending on T , e.g. [17, Section 1.5]. In this sense, Proposition
1.2 is not a universal model theorem for the class of analytic 2-isometries with
dimkerT ∗ = 1, but rather describes an individual model for each such operator.
Let
∨
S denote the closed linear hull of S ⊂ H. An operator T is called cyclic
if there exists a vector e ∈ H such that
∨
{T ne;n ∈ Z≥0} = H. The vector e
is also called cyclic. Another result by Richter [15, Theorem 1] states that if
T is an analytic 2-isometry, then T has the wandering subspace property, i.e.∨
{T n kerT ∗;n ∈ Z≥0} = H. In particular, if T is an analytic 2-isometry, and
dimkerT ∗ = 1, then any non-zero vector e ∈ kerT ∗ is cyclic for T . Proposition
1.2 also has a natural analogue where the condition dimkerT ∗ = 1 is omitted,
see [13].
The wandering subspace property for higher order isometries has been stud-
ied by Shimorin [18]. However, it remains unknown whether or not an arbitrary
analytic m-isometry, with m ≥ 3, necessarily has the wandering subspace prop-
erty. For this reason, we will henceforth replace the corresponding hypothesis
in Proposition 1.2, that T is analytic and dim kerT ∗ = 1, with the assumption
that e is a cyclic unit vector for T . The normalization ‖e‖2H = 1 is by no means
essential, but is added for convenience. We do not insist that e ∈ kerT ∗.
Let D′ denote the space of distributions on T. Given µ ∈ D′ and f ∈ Da,
we define the corresponding weighted Dirichlet integral of order n ∈ Z≥1 by
Dµ,n(f) := lim
r→1−
1
n!(n− 1)!π
∫
rD
|f (n)(z)|2Pµ(z)(1− |z|
2)n−1 dA(z). (2)
Here f (n) = d
nf
dzn . For n = 0 we define
Dµ,0(f) := lim
r→1−
1
2πr
∫
rT
|f(ζ)|2Pµ(ζ) dλ(ζ) = µ(|f |
2). (3)
The last equality follows from Lemma 3.2, which also implies that Dµ,n(f) is
well-defined. It will be convenient to adopt the convention that Dµ,n(f) = 0
whenever n < 0.
Let ~µ = (µ0, . . . , µm−1) ∈ (D′)
m
, and define the quadratic form
‖f‖2~µ =
m−1∑
n=0
Dµn,n(f), f ∈ Da. (4)
We say that the tuple ~µ is allowable if there exists C > 0 such that
0 ≤ ‖Mzf‖
2
~µ ≤ C
2‖f‖2~µ, f ∈ Da, (5)
i.e. Mz is a bounded operator with respect to the positive semi-definite form
‖ · ‖2~µ. Since ‖1‖
2
~µ = µˆ0(0), (5) implies that ‖ · ‖
2
~µ ≡ 0 if and only if µˆ0(0) = 0.
We call the allowable m-tuple normalized if µˆ0(0) = 1.
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Given an allowable m-tuple ~µ, we let K~µ = ker ‖ · ‖~µ. Define D
2
~µ as the
completion of Da/K~µ with respect to the norm ‖ · ‖~µ. By (5), Mz is well
defined on Da/K~µ, and may be uniquely extended to a bounded linear operator
M~µ : D
2
~µ → D
2
~µ.
Our main result is stated and proved in Section 3. We restate it here for
convenience:
Theorem 3.1. If ~µ ∈ (D′)m is a normalized allowable m-tuple, then the oper-
ator M~µ is a bounded m-isometry, with 1 as a cyclic unit vector. Conversely, if
T ∈ L is an m-isometry with a cyclic unit vector e, then ~µ ∈ (D′)m given by
µˆn(k) = µˆn(−k) = 〈βn(T )e, T
ke〉H, k ∈ Z≥0,
is a normalized allowable m-tuple, and there exists a unitary map U : H → D2~µ
such that T = U∗M~µU , and Ue = 1.
If Tj : Hj → Hj, j ∈ {1, 2}, are bounded m-isometries with cyclic vectors
ej, then the associated m-tuples ~µj coincide if and only if there exists a unitary
map U : H1 → H2 such that T1 = U
∗T2U and Ue1 = e2.
Remark 1.3. Note that for ~µ1 and ~µ2 to coincide, it does not suffice that T1
and T2 are unitarily equivalent. The unitary map must also respect the cyclic
vectors. It may therefore be appropriate to regard Theorem 3.1 as a model for
the tuple (T, e), rather than just T . The case µ0 = λ corresponds precisely to
the case where e has unit length, and e ∈ kerT ∗. This condition determines
the cyclic vector up to multiplication with a unitary scalar, so that (T, e) is
determined by T .
Remark 1.4. We interchangeably use the notations Mµ0,...,µm−1 and MT,e, in
place of M~µ. Note that D
2
λ = H
2, since polynomials are dense in H2. Hence
the notation Mλ : H
2 → H2. Similarly, if µ is a finite positive measure on T,
then D2λ,µ coincides with the space of analytic functions f : D→ C for which
1
π
∫
D
|f ′(z)|2Pµ(z) dA(z) <∞,
e.g. [6, Corollary 7.3.4].
Remark 1.5. The above model is consistent in the following sense: Suppose
that ~ν ∈ (D′)m is a normalized allowable m-tuple. By Theorem 3.1, M~ν is an
m-isometry with cyclic unit vector 1. Moreover, there exists an allowable tuple
~µ, and a unitary map U : D2~ν → D
2
~µ, such that M~ν = U
∗M~µU , and U1 = 1. By
the final conclusion of Theorem 3.1, ~ν = ~µ.
An extensive study of m-isometries was undertaken by Agler and Stankus
in [2, 3, 4]. One of their main results is [2, Theorem 3.23], which is also a model
theorem for cyclic m-isometries. However, their model is quite different from
ours, even in the case of Proposition 1.2. In fact, a motivation for this paper
has been that the Agler–Stankus model seems less open to function theoretic
exploitations. We will briefly compare the two models in Section 4.
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In Section 5, we derive some additional properties of Dirichlet integrals.
These are then used for studying allowable m-tuples in Section 6:
From previous work by Richter [16], and Agler–Stankus [2], it is essen-
tially known that µm−1 is a positive finite measure, whenever the m-tuple
(µ0, . . . , µm−1) is allowable. An extension of this is Proposition 6.1 below, which
gives a priori lower bounds on the regularity of each µn. The most obvious de-
ficiency of the present paper is that this result is not accompanied by a useful
characterization of allowable m-tuples. However, we are able to present some
examples of sufficient (and insufficient) conditions. Our results yield explicit
examples of the following:
• Allowable tuples for which M~µ : D
2
~µ → D
2
~µ is norm-expanding (Theorem
6.8).
• Allowable tuples for whichM~µ : D
2
~µ → D
2
~µ is not norm-expanding (Remark
6.9). For m = 2, such examples are known to not exist, e.g. [6, Lemma
8.2.3].
• Allowable tuples for which Dµ0,0(f) + Dµm−1(f) does not control ‖f‖
2
~µ
(Example 6.12). This contrasts to the theory of Sobolev spaces, where
similar estimates are standard, e.g. [12, Chapter 1].
• Allowable tuples where, for some n and f , the Dirichlet integral Dµn,n(f)
is indeed conditionally convergent (Example 6.13).
• Tuples (not allowable) for which M~µ is an unbounded, densely defined
2-isometry (Example 7.1).
It seems to be of interest that, for all allowable m-tuples that are explicitly
described in this paper, it holds that Dλ,m−2(f) . ‖f‖2~µ, provided that µm−1 is
non-vanishing.
Section 7 contains some concluding remarks.
2 Notation and preliminaries
We use the standard notation Z, R, and C for the respective sets of integers, real
numbers, and complex numbers. In addition we write Z≥x = {n ∈ Z;n ≥ x},
D = {z ∈ C; |z| < 1} and T = {ζ ∈ C; |ζ| = 1}. We let dλ and dA respectively
signify integration with respect to arc length measure and area measure on C.
By δz , we denote a unital point mass at z ∈ C, while δx,y = δ0({x − y}) is
Kronecker’s delta. We will also use the lattice operators x ∧ y = min{x, y} and
x ∨ y = max{x, y}, where x, y ∈ R.
For n, j ∈ Z≥0 we let
(
n
j
)
= n!j!(n−j)! denote the standard binomial coeffi-
cients. We also define the Pochhammer symbols (n)j = j!
(
n
j
)
. Note that if j
is fixed, then
(
n
j
)
is a polynomial in n, its degree j. We adopt the conventions
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that 0! = 1, and
(
n
j
)
= 0 whenever j ∈ Z<0 ∪ Z>n. We will frequently use the
identity (
n+ 1
j
)
=
(
n
j
)
+
(
n
j − 1
)
. (6)
By our last convention, (6) holds for n ∈ Z≥0 and j ∈ Z.
Given two parametrized sets {Ai}i∈I , {Bi}i∈I ⊂ (0,∞), we write Ai . Bi
for i ∈ I to indicate the existence of C ∈ (0,∞) such that Ai ≤ CBi whenever
i ∈ I. We refer to C as a bound, and say that Ai is bounded or controlled by
Bi. Typically, I will be implicit from the context. We then write Ai . Bi. If
Ai . Bi and Bi . Ai, then we write Ai ≈ Bi, and say that Ai is comparable to
Bi.
Denote by D the Fre´chet space of smooth functions on T, equipped with the
seminorms
‖f‖α =
(∑
k∈Z
|fˆ(k)|2(1 + |k|)α
)1/2
, α > 0. (7)
Here fˆ(k) = 12π
∫
T
f(ζ)ζ
k
dλ(ζ). A function f : T→ C belongs to D if and only
if f ∈ L1(T, dλ) and |fˆ(k)| . (1 + |k|)−N whenever N ∈ Z≥0, i.e. ‖f‖α < ∞
for every α > 0. Note that if f ∈ D, then its Fourier partial sums given by
Snf(ζ) =
∑
|k|≤n fˆ(k)ζ
k converge to f in D as n→∞.
The topological dual of D, i.e. the space of distributions on T, is denoted
by D′. Given µ ∈ D′ we define µˆ(k) = µ(ζ−k). Since T is compact, continuity
of µ implies that |µˆ(k)| . (1 + |k|)N for some N ∈ Z≥0. The smallest such N
we call the (Fourier-)order of µ. Since trigonometric polynomials are dense in
D, and any µ ∈ D′ has finite order, it holds that µ
(
f
)
=
∑
k∈Z µˆ(k)fˆ(k), where
the series is absolutely convergent. Conversely, this series defines an element
µ ∈ D′ whenever (µˆ(k))k∈Z is a sequence satisfying |µˆ(k)| . (1+ |k|)N for some
N ∈ Z≥0.
Given µ ∈ D′ we denote by Pµ its Poisson extension to D, i.e.
Pµ(z) := µ(Pz) =
∞∑
k=0
µˆ(k)zk +
∞∑
k=1
µˆ(−k)zk, z ∈ D,
where
Pz(ζ) :=
1− |z|2
|ζ − z|2
=
∞∑
k=0
(
ζz
)k
+
∞∑
k=1
(ζz)
k
, ζ ∈ T,
is the standard Poisson kernel with respect to z. By means of Poisson extensions,
we may regard D′ as the space of harmonic functions with Taylor coefficients
having moderate growth. Similarly, D is identified with the space of harmonic
functions with Taylor coefficients having rapid decay. By Da ⊂ D we denote
the subspace of analytic functions.
Some distributions µ ∈ D′ can be represented as integration against a finite
measure. We somewhat abusively then say that the distribution is a finite
measure, and write µ(f) =
∫
T
f dµ.
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If µ is a finite positive measure, then it’s Poisson extension Pµ satisfies
µ(T)(1 − |z|2) . Pµ(z), and Pµ(z) . µ(T)(1 − |z|
2)−1. (8)
This follows from the Poisson kernel estimates
1− |z|
1 + |z|
≤
1− |z|2
|ζ − z|2
≤
1 + |z|
1− |z|
.
A harmonic function on D is positive if and only if it is the Poisson extension
of a finite positive measure, c.f. the proof of [7, Chapter I, Theorem 3.5]. By
considering the Jordan decomposition of a signed measure, one obtains that a
real-valued harmonic function on D is the Poisson extension of a real-valued
finite measure if and only if it can be written as the difference between two
positive harmonic functions.
If µ is a finite positive measure, then it is positive as a distribution, i.e.
µ(f) ≥ 0 for each f ∈ D with f ≥ 0. Any positive distribution is in fact a finite
positive measure, e.g. [11, Theorem 2.1.7]. By considering convolutions with
Feje´r kernels, any f ∈ D with f ≥ 0 may be approximated in D by a sequence
of polynomials pn ≥ 0. By the Feje´r–Riesz theorem, pn = |gn|
2, where gn ∈ Da.
Hence, µ ∈ D′ is positive if and only if µ(|g|2) ≥ 0 for g ∈ Da.
The Hardy space H2 is defined as
H2 = {f ∈ L2(T, dλ); fˆ(k) = 0 whenever k < 0}.
The Poisson extension operator restricted to H2 is a unitary operator into the
space of functions analytic on D having square summable Taylor coefficients.
The inverse of this operator is given by the identity f(ζ) = limr→1− Pf (rζ),
valid for λ-a.e. ζ ∈ T. We will typically not distinguish f ∈ H2 from Pf .
A positive measure ν on D is called a Carleson measure if
‖ν‖CM = sup
w∈D
∫
D
1− |w|2
|1− wz|2
dν(z) <∞.
In particular, any such measure is finite. The Carleson embedding theorem
states that the above condition is equivalent to that the Hardy space H2 is
continuously embedded into the space L2(D, dν). Specifically, if C > 0 denotes
the smallest number such that∫
D
|f(z)|2 dν(z) ≤ C2‖f‖H2, f ∈ H
2,
then C2 ≈ ‖ν‖CM , e.g. [7, Chapter I, Theorem 5.6].
The next proposition is a slight extension of results from [2, 16]. We have
essentially added an induction step. For the readers convenience we provide a
proof:
Proposition 2.1. Let T ∈ L.
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(i) For n, j ∈ Z≥0, it holds that
βn+j(T ) =
j∑
i=0
(−1)j−i
(
j
i
)
T ∗iβn(T )T i. (9)
In particular, if T is m-isometric for m ∈ Z≥1, then T is (m+j)-isometric
for all j ∈ Z≥1. Moreover, the case j = 1 implies that T is an isometry
with respect to the sesquilinear form 〈βm−1(T )·, ·〉H.
(ii) For k, n ∈ Z≥0, it holds that
T ∗kβn(T )T k =
k∑
j=0
(
k
j
)
βn+j(T ). (10)
In particular, if T is m-isometric for m ∈ Z≥1, then T ∗kβn(T )T k is a
polynomial in k, with operator coefficients, and degree at most m− 1− n.
(iii) If T is m-isometric, then the operator βm−1(T ) is positive on H. Moreover,
if x ∈ H, then the distribution µx ∈ D
′ given by µˆx(k) = µˆx(−k) =
〈βm−1(T )x, T kx〉H for k ∈ Z≥0 is a positive measure such that
〈βm−1(T )f(T )x, f(T )x〉 =
∫
T
|f |2 dµx (11)
whenever f ∈ Da.
Proof. (i) We consider fixed n, and use induction over j. The case j = 0 is
trivial. For j = 1, use (1) together with (6):
βn+1(T ) =
n+1∑
i=0
(−1)n+1−i
(
n+ 1
i
)
T ∗iT i
=
n+1∑
i=0
(−1)n+1−i
(
n
i− 1
)
T ∗iT i +
n+1∑
i=0
(−1)n+1−i
(
n
i
)
T ∗iT i.
Note that the first term in the first sum vanishes. Summing over i − 1, rather
than over i, the first sum equals T ∗βn(T )T . Similarly, the second sum equals
−βn(T ). Hence, (i) holds for j = 1.
Assume now that our conclusion holds for some j = j0. By the case j = 1
we obtain that
βn+j0+1(T ) = T
∗βn+j0(T )T − βn+j0(T )
=
j0∑
i=0
(−1)j0−i
(
j0
i
)
T ∗i+1βn(T )T i+1 −
j0∑
i=0
(−1)j0−i
(
j0
i
)
T ∗iβn(T )T i.
Summing over i + 1 in the first sum, and using (6), we conclude that (i) holds
for j = j0 + 1. This completes the induction argument.
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(ii) Using (i) , and changing the order to summation, we compute the right-
hand side of (10):
k∑
j=0
(
k
j
)
βn+j(T )
=
k∑
j=0
(
k
j
) j∑
i=0
(−1)j−i
(
j
i
)
T ∗iβn(T )T i =
k∑
i=0
T ∗iβn(T )T i
k∑
j=i
(−1)j−i
(
k
j
)(
j
i
)
.
Using the identity
(
k
j
)(
j
i
)
=
(
k
i
)(
k−i
j−i
)
, and summing over j−i = j′, the coefficient
of T ∗iβn(T )T i in the above right-hand side becomes
k∑
j=i
(−1)j−i
(
k
j
)(
j
i
)
=
(
k
i
) k−i∑
j=0
(−1)j
(
k − i
j
)
=
{
0 for i < k,
1 for i = k,
as follows by the binomial theorem. This proves (ii).
(iii) Let x ∈ H. Applying (ii) with n = 0, ‖T kx‖2H is a polynomial with
leading coefficient 1(m−1)! 〈βm−1(T )x, x〉H. Clearly this must be positive.
It follows from (i) that 〈βm−1(T )T kx, T lx〉H = µˆx(l − k), and so
〈βm−1(T )f(T )x, f(T )x〉H
=
∞∑
k,l=0
fˆ(k)fˆ(l)〈βm−1(T )T kx, T lx〉H =
∞∑
k,l=0
fˆ(k)fˆ(l)µˆx(l − k) = µx(|f |
2).
By the Feje´r–Riesz theorem, any positive function in D may be approximated by
functions of the form |f |2 where f ∈ Da. The fact that βm−1(T ) ≥ 0 now implies
that µx is a positive distribution, and (11) follows from the Riesz representation
theorem.
A consequence of statement (ii) in the above proposition is that if T is
an m-isometry, then σ(T ) ⊂ D, by Gelfand’s formula for the spectral radius.
Hence the map Da ∋ f 7→
∑∞
k=0 fˆ(k)T
k ∈ L is a continuous unital algebra
homomorphism, cf. [2, Proposition 1.20]. Since analytic polynomials are dense
in Da, this implies that e is cyclic for T if and only if
∨
{f(T )e; f ∈ Da} = H.
Let σap(T ) = {z ∈ C; z − T is not bounded from below}, the approximate
point spectrum of T . A slightly more careful analysis shows that if T is an
m-isometry, then σap(T ) ⊂ T, cf. [2, Lemma 1.21]. In particular, T is bounded
from below.
3 The model theorem
Theorem 3.1. If ~µ ∈ (D′)m is a normalized allowable m-tuple, then the oper-
ator M~µ is a bounded m-isometry, with 1 as a cyclic unit vector. Conversely, if
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T ∈ L is an m-isometry with a cyclic unit vector e, then ~µ ∈ (D′)m given by
µˆn(k) = µˆn(−k) = 〈βn(T )e, T
ke〉H, k ∈ Z≥0,
is a normalized allowable m-tuple, and there exists a unitary map U : H → D2~µ
such that T = U∗M~µU , and Ue = 1.
If Tj : Hj → Hj, j ∈ {1, 2}, are m-isometries with cyclic vectors ej, then
the associated m-tuples ~µj coincide if and only if there exists a unitary map
U : H1 → H2 such that T1 = U
∗T2U and Ue1 = e2.
For proving the first part of this theorem, we derive a formula for weighted
Dirichlet integrals:
Lemma 3.2. Let µ ∈ D′, f ∈ Da, and n ∈ Z≥0. Then
Dµ,n(f) =
∞∑
k,l=0
(
k ∧ l
n
)
fˆ(k)fˆ(l)µˆ(l − k). (12)
Moreover, the right-hand side is absolutely convergent.
Remark 3.3. Recall that, by convention, if k ∧ l < n, then
(
k∧l
n
)
= 0. Hence,
the above right-hand side is equal to
∑∞
k,l=n
(
k∧l
n
)
fˆ(k)fˆ(l)µˆ(l − k).
Proof. We begin with the statement about absolute convergence. The bino-
mial coefficient
(
k∧l
n
)
is a nth degree polynomial in k ∧ l, and |µˆ(l − k)| .
(1 + |l − k|)N . (1 + k ∨ l)N , where N is the order of µ. Consequently,
∞∑
k,l=0
∣∣∣∣(k ∧ ln
)
fˆ(k)fˆ(l)µˆ(l − k)
∣∣∣∣ . ∞∑
k,l=0
(1 + k ∧ l)n(1 + k ∨ l)N |fˆ(k)fˆ(l)|
≤
( ∞∑
k=0
(1 + k)n∨N |fˆ(k)|
)( ∞∑
l=0
(1 + l)n∨N |fˆ(l)|
)
.
The right-hand side is absolutely convergent because of the rapid decay of(
fˆ(k)
)
k≥0
.
We now prove the equality (12). We consider only the case n ≥ 1. The case
n = 0 is treated similarly. Note that
|f (n)(z)|2 =
∞∑
k,l=0
(k)n(l)nfˆ(k)fˆ(l)z
k−nzl−n.
Let r ∈ (0, 1). Since the power series of Pµ is uniformly convergent on the
disc rD, we may interchange summation and integration in order to obtain∫
rD
|f (n)(z)|2Pµ(z)(1− |z|
2)n−1 dA(z)
=
∞∑
k,l=n
(k)n(l)nfˆ(k)fˆ(l)
∑
j∈Z
µˆ(j)
∫
rD
zk−nzl−nz∗(j)(1 − |z|2)n−1 dA(z),
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where z∗(j) = z∗(−j) = zj for j ∈ Z≥0. Using polar coordinates, one obtains
that the integral in the above right-hand side vanishes, unless j = l − k. For
j = l − k one obtains that∫
rD
zk−nzl−nz∗(l − k)(1− |z|2)n−1 dA(z)
= 2π
∫ r
ρ=0
ρ2k∨l−2n+1(1− ρ2)n−1 dρ = π
∫ √r
ρ=0
ρk∨l−n(1− ρ)n−1 dρ,
by the change of variables ρ2 = ρ′. By the monotone convergence theorem,∫ √r
ρ=0
ρk∨l−n(1 − ρ)n−1 dρր
∫ 1
ρ=0
ρk∨l−n(1 − ρ)n−1 dρ as r → 1−. (13)
By well-known properties of the Euler B-function, the last integral equals
(k ∨ l − n)!(n− 1)!
(k ∨ l)!
=
(n− 1)!
(k ∨ l)n
.
Using the fact that (k ∨ l)n = (k)n ∨ (l)n, we now have that
Dµ,n(f) = lim
r→1−
1
n!(n− 1)!π
∫
rD
|f (n)(z)|2Pµ(z)(1− |z|
2)n−1 dA(z)
= lim
r→1−
1
n!(n− 1)!
∞∑
k,l=0
(k)n(l)nfˆ(k)fˆ(l)µˆ(l − k)
∫ √r
ρ=0
ρk∨l−n(1− ρ)n−1 dρ
=
∞∑
k,l=0
(k ∧ l)n
n!
fˆ(k)fˆ(l)µˆ(l − k)
=
∞∑
k,l=0
(
k ∧ l
n
)
fˆ(k)fˆ(l)µˆ(l − k).
We already proved that the resulting series is absolutely convergent, and since
the limit (13) is increasing, the second to last equality is justified by the domi-
nated convergence theorem.
Lemma 3.2 yields the following result:
Proposition 3.4. If n ∈ Z≥0 and µ ∈ D′, then
Dµ,n(zf) = Dµ,n(f) +Dµ,n−1(f). (14)
Proof. Note that zf(z) =
∑∞
k=1 fˆ(k − 1)z
k. Using Lemma 3.2, followed by a
shift of summation indices and the binomial identity (6), we compute
Dµ,n(zf) =
∞∑
k,l=n−1
(
k ∧ l + 1
n
)
fˆ(k)fˆ(l)µˆ(l − k)
=
∞∑
k,l=n−1
[(
k ∧ l
n
)
+
(
k ∧ l
n− 1
)]
fˆ(k)fˆ(l)µˆ(l − k) = Dµ,n(f) +Dµ,n−1(f).
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We are now prepared to prove the first part of Theorem 3.1: Assume that ~µ
is a normalized allowable m-tuple. By (5), we have that ‖Mzf‖~µ = 0 whenever
‖f‖~µ = 0, and so M~µ : Da/K~µ → Da/K~µ is a well-defined bounded operator.
By an application of the dominated convergence theorem, Lemma 3.2 implies
that if µ ∈ D′, and if f ∈ Da has Fourier partial sums (sNf)N∈Z≥0 , then
Dµ,n(f) = lim
N→∞
Dµ,n(sNf), hence ‖f‖~µ = lim
N→∞
‖sNf‖~µ, (15)
so that when we take the completion of Da/K~µ with respect to ‖ · ‖~µ, it suffices
to consider analytic polynomials. Since any analytic polynomial is in the span
of {Mkz 1; k ∈ Z≥0}, 1 is a cyclic vector for M~µ. Moreover, ‖1‖
2
~µ = µˆ0(0) = 1,
since ~µ is normalized.
We prove that M~µ is m-isometric by using Proposition 3.4 iteratively. One
iteration yields
Dµ,n(z
2f)− 2Dµ,n(zf) +Dµ,n(zf) = Dµ,n−1(zf)−Dµ,n−1(f) = Dµ,n−2(f).
An induction argument shows that in general
m∑
j=0
(−1)m−j
(
m
j
)
Dµ,n(z
m−jf) = Dµ,n−m(f).
Applying this identity to each term in (4) yields that
m∑
j=0
(−1)m−j
(
m
j
)
‖Mm−jz f‖
2
~µ = 0,
i.e. Mz is m-isometric on Da with respect to ‖ ·‖
2
~µ. Hence M~µ is an m-isometry.
To prove the second part of Theorem 3.1, let T ∈ L be an m-isometry with
a cyclic unit vector e, and recall that the corresponding tuple ~µ is defined by
µˆn(k) = µˆn(−k) = 〈βn(T )e, T
ke〉H, k ∈ Z≥0. (16)
It is clear that ~µ is normalized.
For f ∈ Da, we have that ‖f‖
2
T,e =
∑m−1
n=0 Dµn,n(f). Our main technical
lemma is the following:
Lemma 3.5. For any f ∈ Da, it holds that
‖f‖2T,e = ‖f(T )e‖
2
H. (17)
Proof. The statement is equivalent to the claim that
f, g ∈ Da ⇒ 〈f, g〉T,e = 〈f(T )e, g(T )e〉H. (18)
The Fourier partial sums (sNf)
∞
N=0 converge to f in Da as N → ∞. By
continuity of the functional calculus, it follows that 〈sNf(T )e, sNg(T )e〉H →
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〈f(T )e, g(T )e〉H. By (15), 〈sNf, sNg〉T,e → 〈f, g〉T,e. Hence it suffices to verify
(18) for polynomials. By linearity, we may restrict ourselves to monomials,
f(z) = zk and g(z) = zl, and by symmetry, we can assume that l ≥ k. Applying
Lemma 3.2, and Proposition 2.1 (ii) with n = 0, we obtain
〈zk, zl〉T,e =
m−1∑
j=0
(
k
j
)
µˆj(l − k)
=
∞∑
j=0
(
k
j
)
〈βj(T )e, T
l−ke〉H = 〈T ∗kβ0(T )T ke, T l−ke〉H = 〈T ke, T le〉H.
This completes the proof of Lemma 3.5.
Lemma 3.5 implies that ‖f − g‖~µ = 0 if and only if f(T )e = g(T )e. This
yields a well-defined isometric operator U˜ : f(T )e 7→ f ∈ Da/KT,e. Since e
is a cyclic vector for T , U˜ extends to a uniquely determined unitary operator
U : H → D2~µ. The fact that T = U
∗M~µU and Ue = 1 follows from the definition
of U˜ .
To prove the final part of Theorem 3.1, let Tj : Hj → Hj , j ∈ {1, 2}, be m-
isometries with cyclic vectors ej . If there exists a unitary map U : H1 → H2 such
that T1 = U
∗T2U and Ue1 = e2, then a straightforward verification shows that
~µ1 = ~µ2. Conversely, if ~µ1 = ~µ2, then MT1,e = MT2,e, hence T1 = U
∗
1MT1U1 =
U∗1MT2U1 = U
∗
1U2T2U
∗
2U1, and U
∗
2U1e1 = U
∗
2 1 = e2. Since U
∗
2U1 : H1 → H2 is
unitary, this concludes the proof of Theorem 3.1.
4 The Agler–Stankus model
The authors of [2] regard D and Da as spaces of smooth functions on T. Hence,
we introduce the notation Meiθ as a complement to Mz.
Define the operator D : D′ → D′ by D̂µ(k) = |k|µˆ(k). If ϕ ∈ Da, then
Dϕ(eiθ) = 1i
d
dθϕ(e
iθ). Furthermore, let
D(n) = D · (D − 1) · . . . · (D − n+ 1), n ∈ Z≥0.
A distribution Toeplitz operator (DTO) is a map L : Da → D
′
a given by
L(ϕ)(ψ) =
m−1∑
n=0
βn((D
(n)ϕ)ψ) (19)
where m ∈ Z≥1, β0, . . . , βm−1 ∈ D′, and βm−1 6= 0. We refer to m as the order
of L.
Remark 4.1. Our definitions deviate by convention from [2] in two respects:
First, if ϕ ∈ Da, then Dϕ denotes the same thing in both papers, whereas if
ϕ ∈ Da, then Dϕ in our notation is the negative of the same expression in [2].
Second, we say that the above DDO has order m, rather than (m− 1).
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Let A be a DTO of order m ≥ 2. If there exists c > 1 such that
A− c−2e−iθAeiθ ≥ 0, (20)
i.e. A(ϕ)(ϕ)− c−2A(Meiθϕ)(Meiθϕ) ≥ 0 for ϕ ∈ Da, then we call A an analytic
Dirichlet operator (ADO) of order m. A DTO of order 1 is an ADO if β0 is a
positive measure.
Let A be an ADO, and define the sesquilinear form
[ϕ, ψ]A = A(ϕ)(ψ), (21)
on Da. This form is positive semi-definite (c.f. [2, Lemma 3.18]), and we denote
the corresponding seminorm by ‖ · ‖A. Let KA = Ker‖ · ‖A, and define H
2
A as
the completion of Da/KA with respect to ‖ · ‖A.
Lemma 4.2 ([2, Lemma 3.18]). If A is an ADO, then Meiθ is a well-defined
operator on Da/KA, and extends uniquely to a bounded linear operator on the
space H2A.
Let MA : H
2
A → H
2
A denote the uniquely determined bounded linear exten-
sion of Meiθ : Da/MA → Da/MA.
Theorem 4.3 ([2, Theorem 3.23]). Let m ∈ Z≥1. If T is a bounded m-isometry
on a Hilbert space H, and if e ∈ H is a cyclic vector for T , then there exists
a unique ADO A of order m, and a unitary map V : H → H2A, such that
T = V ∗MAV and V e = 1. Conversely, if A is an ADO of order m, then
MA : H
2
A → H
2
A is a bounded m-isometry, with cyclic vector 1.
Let T be an m-isometry with a cyclic vector e. Applying Theorems 3.1 and
4.3 we obtain that
〈zm, zn〉D2T,e = 〈T
me, T ne〉H = [eimθ, einθ]A.
This is of course not unexpected, since both theorems yield operator models
of the same object. However, the relation between the two models is quite
complicated, as is illustrated by the following relation between µ0, µ1 and β0, β1,
valid in the case of 2-isometries:
β1 = µ1, while β0 = µ0 − (1− P )(Dµ1),
where P denotes the analytic projection on D′, i.e. (Pµ)(f) =
∑∞
k=0 µˆ(k)fˆ(k).
These relations are observed in [2], and the respective distributions µ0 and µ1
are denoted the intercept and slope of the pair (T, e), but this direction is not
investigated for orders higher than 2.
A similarity between the Theorems 3.1 and 4.3 is that cyclic higher order
isometries are characterized in terms of a number of parameters, µ0, . . . , µm−1
and β0, . . . , βm−1 respectively. However, while [2] investigates ADOs, which are
aggregate objects, our approach puts more focus on the individual parameters.
A notable advantage of this is that the only structure of β0, . . . , βm−1 obtained
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in [2] is that βm−1 is a positive measure, whereas we are able to give a priori
regularity estimates for each element of an allowable m-tuple (Propositions 6.1
and 6.2). Another advantage of our approach is that, even though we do not
obtain a characterization of allowable m-tuples, we are able use Theorem 3.1
in order to construct explicit examples of allowable m-tuples, hence of higher
order isometries.
5 Some more properties of Dµ,n(f)
Recall the operator D : D′ → D′, defined by D̂µ(k) = |k|µˆ(k) in the previous
section. If we think of Mz as a “forward” shift, then the next result may be
viewed as a “backward” shift analogue of Proposition 3.4:
Proposition 5.1. Let µ ∈ D′ and n ∈ Z≥0. Then
Dµ,n(f
′) = (n+ 1)(n+ 2)Dµ,n+2(f) + (n+ 1)2Dµ,n+1(f) + (n+ 1)DDµ,n+1(f).
Proof. Writing k ∨ l = k ∧ l + |l − k|, we observe that
(1 + k)(1 + l) = (1 + k ∧ l)(1 + k ∨ l) = (1 + k ∧ l)2 + (1 + k ∧ l)|l− k|.
We also need the identities(
k ∧ l
n
)
(1 + k ∧ l) = (n+ 1)
(
k ∧ l + 1
n+ 1
)
.
and(
k ∧ l
n
)
(1 + k ∧ l)2 = (n+ 1)(n+ 2)
(
k ∧ l+ 1
n+ 2
)
+ (n+ 1)2
(
k ∧ l + 1
n+ 1
)
,
Using Lemma 3.2, we compute
Dµ,n(f
′) =
∞∑
k,l=n
(
k ∧ l
n
)
(1 + k)(1 + l)fˆ(k + 1)fˆ(l + 1)µˆ(l − k)
= (n+ 1)(n+ 2)
∞∑
k,l=n
(
k ∧ l + 1
n+ 2
)
fˆ(k + 1)fˆ(l + 1)µˆ(l − k)
+ (n+ 1)2
∞∑
k,l=n
(
k ∧ l + 1
n+ 1
)
fˆ(k + 1)fˆ(l + 1)µˆ(l − k)
+ (n+ 1)
∞∑
k,l=n
(
k ∧ l + 1
n+ 1
)
fˆ(k + 1)fˆ(l + 1)|l − k|µˆ(l − k).
By a shift of summation indices, and another application of Lemma 3.2, this is
equal to the right-hand side of the desired identity.
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By Lemma 3.2, Dλ,n(f) =
∑∞
k=0
(
k
n
)
|fˆ(k)|2. Clearly
|fˆ(n)|2 +Dλ,n+1(f) ≈ Dλ,n(f) +Dλ,n+1(f).
Using this observation, an application of Proposition 5.1 to µ = λ yields the
following result:
Proposition 5.2. Let n ∈ Z≥0. Then
Dλ,n(f
′) ≈ |fˆ(n+ 1)|2 +Dλ,n+2(f) ≈ Dλ,n+1(f) +Dλ,n+2(f), f ∈ Da.
For n = 0, the above result is just the classical Littlewood-Paley theorem,
e.g. [7, Chapter VI, Lemma 3.2], applied to f ′. For n ≥ 1, it is a well-known
fact from the theory of standard weighted Bergman spaces, e.g. [9, Proposition
1.11].
Our next goal is to relate µ-weighted Dirichlet integrals to λ-weighted ones.
In order to achieve the sufficient generality, we also need the following:
Proposition 5.3. Let µ be a finite positive Borel measure on T. Then the
measure ν given by dν = Pµ dA is a Carleson measure. Moreover, ‖ν‖CM .
µ(T).
Proof. Let fw(z) = log
1
1−wz =
∑∞
k=1
wk
k z
k. By the monotone convergence
theorem,
|w|2
π
∫
D
1
|1− wz|2
Pµ(z) dA(z) = Dµ,1(fw).
Hence, we need to verify that Dµ,1(fw) .
|w|2µ(T)
1−|w|2 .
Let Dζ,1(f) = Dδζ ,1(f). By Fubini’s theorem, Dµ,1(f) = µ(Dζ,1(f)). There-
fore, it suffices to consider µ = δζ . By rotational symmetry, we may assume
that ζ = 1. Let r = |w|. Using Lemma 3.2, and geometric summation,
D1,1(f) ≤
∞∑
k,l=1
rk+l
k ∨ l
=
∞∑
k=1
r2k
k
+ 2
∞∑
k=1
rk
k
k−1∑
l=1
rl
= log
(
1
1− r2
)
+
2r
1− r
log
(
1
1− r
)
−
2
1− r
log
(
1
1− r2
)
.
One can easily verify that, the above right-hand side has the adequate asymp-
totics as r → 0+, and as r → 1−.
Remark 5.4. In the above proof, one can also use that z 7→ log 11−z has bounded
mean oscillation, and apply [7, Chapter VI, Lemma 3.3 and Theorem 3.4]. I
owe this observation to Alexandru Aleman. However, the above calculation will
be reused in Example 6.12.
Proposition 5.5. Let µ be a non-vanishing finite positive measure on T.
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(i) If n ∈ Z≥0, then
Dλ,n(f) . |fˆ(n)|
2 +Dµ,n+1(f).
(ii) If n ∈ Z≥1, then
Dµ,n(f) . |fˆ(n)|
2 +Dλ,n+1(f) ≈ Dλ,n(f) +Dλ,n+1(f).
Proof. (i) Replace f with f ′. By Proposition 5.2,
Dλ,n(f
′) ≈ |fˆ(n+ 1)|2 +Dλ,n+2(f).
By (8),
Dλ,n+2(f) ≈
∫
D
|f (n+2)(z)|2(1− |z|2)n+1 dA(z)
.
∫
D
|f (n+2)(z)|2Pµ(z)(1− |z|2)n dA(z) ≈ Dµ,n+1(f
′).
(ii) The proof for n ≥ 2 is similar to the proof of (i):
Dµ,n(f) ≈
∫
D
|f (n)(z)|2Pµ(z)(1− |z|
2)n−1 dA(z)
.
∫
D
|f (n)(z)|2(1− |z|2)n−2 dA(z) ≈ Dλ,n−1(f ′) ≈ |fˆ(n)|2 +Dλ,n+1(f).
For n = 1 we apply the Carleson embedding theorem to Pµ dA, which is a
Carleson measure by Proposition 5.3:
Dµ,1(f) ≈
∫
D
|f ′(z)|2Pµ(z) dA(z) . Dλ,0(f ′) ≈ |fˆ(1)|2 +Dλ,2(f).
Remark 5.6. Note that if Pµ ≥ c > 0 on D, then trivially Dλ,n(f) ≤
1
cDµ,n(f).
This means that we have gained one order, compared to the above proposition.
Similarly, if Pµ ≤ c < ∞, then Dµ,n(f) ≤ cDλ,n(f). In this case, we may
have gained more than one order, because in general, (ii) does not extend to
n = 0. Indeed, if µ is a unital point mass at 1, then Dµ,0(f) = |f(1)|
2. Hence,
the corresponding estimate must fail, because the standard Dirichlet space D2λ,λ
contains unbounded functions, e.g. [6, Excercise 1.2.2].
We’re now prepared to demonstrate that Mz : Da → Da is bounded with
respect to Dirichlet integrals with positive harmonic weights:
Proposition 5.7. Let µ ∈ D′ be a finite positive measure, and n ∈ Z≥0. Then
Dµ,n(f) ≤ Dµ,n(Mzf) . |fˆ(n− 1)|
2 +Dµ,n(f), f ∈ Da.
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Proof. The case µ = 0 is trivial. Moreover, the result is evident for n = 0, and
known for n = 1, e.g. [6, Theorem 8.1.2]. We consider non-vanishing µ, and
n ≥ 2.
The lower bound follows from Proposition 3.4, since Dµ,n−1(f) ≥ 0. For the
upper bound, we replace f with f ′, and note that (Mzf ′)(n)(z) = zf (n+1)(z) +
nf (n)(z). Hence,
Dµ,n(Mzf
′) .
∫
D
|zf (n+1)(z)|2Pµ(z)(1− |z|
2)n−1 dA(z)
+
∫
D
|f (n)(z)|2Pµ(z)(1− |z|
2)n−1 dA(z)
. Dµ,n(f
′) +Dµ,n(f).
The second term is controlled by use of Propositions 5.5 and 5.2:
Dµ,n(f) . |fˆ(n)|
2 +Dλ,n+1(f) ≈ Dλ,n−1(f ′) . |fˆ(n)|2 +Dµ,n(f ′).
Letting f(z) = zn−1, it is clear that the term |fˆ(n− 1)|2 may be excluded in
the above proposition, only if µ = 0 or n = 0. In order to obtain boundedness
of Mz, we need to control |fˆ(n− 1)|
2 by some lower order Dirichlet integral. A
natural way of doing this is provided by the next lemma:
Lemma 5.8. Let µ be a non-vanishing finite positive measure on T. The fol-
lowing are equivalent:
(i) |fˆ(0)|2 . Dµ,0(f) for f ∈ Da.
(ii) Given n ∈ Z≥0, it holds that |fˆ(n)|2 . Dµ,0(f) for f ∈ Da.
(iii) The constant function 1 is not in the L2(T, dµ)-closure of MzDa.
(iv) If dµ = h dλ + dµs is the Lebesgue decomposition of µ, then log h ∈
L1(T, dλ).
Proof. Most of this is covered in [10, Chapter 4]. For the equivalence of (iii)
and (iv), see the discussion after the Szego¨; Kolmogoroff–Krein theorem. The
equivalence of (i) and (iii) is Exercise 4. Moreover, (ii) trivially implies (i).
Hence, we only need to prove the converse of this.
By hypothesis, there exists an n0 ∈ Z≥0 such that the desired conclusion
holds for all non-negative integers n ≤ n0. We prove that whenever such an n0
exists, then the conclusion also holds when we let n = n0 + 1.
Given f ∈ Da, let fn(z) =
∑∞
k=0 fˆ(k + n)z
k. Then fˆ(n) = fˆn(0). Since
Dµ,0(zf) = Dµ,0(f), our induction hypothesis yields that
|fˆ(n)|2 . Dµ,0(fn) = Dµ,0
(
f −
∑n−1
k=0 fˆ(k)z
k
zn
)
= Dµ,0
(
f −
n−1∑
k=0
fˆ(k)zk
)
. Dµ,0(f) +
n−1∑
k=0
|fˆ(k)|2 . Dµ,0(f).
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Remark 5.9. If Pµ ≥ c > 0 on D, then we trivially obtain the stronger conclusion
that ‖f‖2H2 . Dµ,0(f) for f ∈ Da. The condition Pµ ≥ c > 0 on D is equivalent
to that h ≥ c > 0 on T, e.g. [7, Chapter I, Theorem 5.3].
Lemma 5.10. Let n,N ∈ Z≥0. For µn ∈ D′, with |µˆn(k)| . (1 + |k|)
N , it
holds that
|Dµn,n(f)| . Dλ,n(f) +Dλ,2(n∨N)+2(f).
Proof. Using Lemma 3.2,
|Dµn,n(f)| .
∞∑
k,l=n
(
k ∧ l
n
)
|fˆ(k)fˆ(l)| (1 + |l − k|)
N
= Dλ,n(f) +
∞∑
k,l=n
k 6=l
(
k ∧ l
n
)
|fˆ(k)fˆ(l)| (1 + |l − k|)
N
.
It remains to approximate the above sum.
∞∑
k,l=n
k 6=l
(
k ∧ l
n
)
|fˆ(k)fˆ(l)| (1 + |l − k|)
N
≈
∞∑
k,l=n
k 6=l
(
k ∧ l
n
)
|fˆ(k)fˆ(l)||l − k|N
.
∞∑
k,l=n
(k ∧ l)n(k ∨ l)N |fˆ(k)fˆ(l)| .
∞∑
k,l=n
(kl)n∨N |fˆ(k)fˆ(l)|.
We now use Cauchy–Schwarz’s inequality:
∞∑
k,l=n
(kl)n∨N |fˆ(k)fˆ(l)| =
( ∞∑
k=n
kn∨N+1−1|fˆ(k)|
)2
.
∞∑
k=n
k2(n∨N)+2|fˆ(k)|2 ≈ Dλ,n(f) +Dλ,2(n∨N)+2(f).
The following result extends Proposition 5.5 (ii):
Lemma 5.11. Let µ be a finite measure on T. For n ∈ Z≥1, j ∈ Z≥0, it then
holds that
|DDjµ,n+j(f)| . Dλ,n+j(f) +Dλ,n+2j+1(f).
Proof. Note that Dµ,n(f) is additive in µ. By the Jordan decomposition µ =
µ+ − µ−, where µ+, µ− ≥ 0, it suffices to consider the case where µ ≥ 0.
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We argue by induction over j. The case j = 0 is covered by Proposition 5.5
(ii). Assume now that the statement holds for some j = j0. Proposition 5.1
now implies that
|DDj0+1µ,n+j0+1(f)| . |DDj0µ,n+2+j0(f)|+|DDj0µ,n+1+j0(f)|+|DDj0µ,n+j0(f
′)|.
By the assumption for j = j0, it holds that
|DDj0µ,(n+2)+j0(f)| . Dλ,n+2+j0(f) +Dλ,n+2+2j0+1(f),
|DDj0µ,(n+1)+j0(f)| . Dλ,n+1+j0(f) +Dλ,n+2+2j0+1(f),
and
|DDj0µ,n+j0(f
′)| . Dλ,n+j0(f
′) +Dλ,n+2j0+1(f
′)
≈ Dλ,n+j0+1(f) +Dλ,n+j0+2(f) +Dλ,n+2j0+2(f) +Dλ,n+2j0+3(f).
In the last step we have used Proposition 5.2.
As we already noted, prior to Proposition 5.2, Dλ,n(f) =
∑∞
k=0
(
k
n
)
|fˆ(k)|2.
From this, it is clear that Dλ,n+j0+1(f) and Dλ,n+2j0+3(f) together dominate all
of the above Dirichlet integrals. Piecing together the above estimates therefore
yields
|DDj0+1µ,n+j0+1(f)| . Dλ,n+j0+1(f) +Dλ,n+2(j0+1)+1(f).
6 Allowable m-tuples
We have the following necessary conditions on allowable m-tuples:
Proposition 6.1. Let T be a bounded m-isometry with a cyclic unit vector e,
and ~µ = (µ0, . . . , µm−1) the corresponding allowable m-tuple.
(i) For 0 ≤ n ≤ m− 2, it holds that |µn(k)| . (1 + |k|)
m−1
2 .
(ii) For n = 0, we have the additional property that µˆ0(0) ≥ 0, with equality if
and only if every µn = 0.
(iii) For n = m− 1, it holds that µm−1 ≥ 0, and
〈βm−1(T )f(T )e, f(T )e〉 =
∫
T
|f |2 dµm−1, (22)
whenever f ∈ Da.
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Proof. In order to prove the first statement, it suffices to consider k ≥ 0. Since
~µ is normalized, e is a unit vector. Cauchy–Schwarz’s inequality yields
|µˆn(k)| ≤ ‖βn(T )‖L‖T ke‖H.
By Proposition 2.1 (ii), ‖T ke‖2H is a polynomial in k, its degree at most m −
1. The first statement follows. The second statement is the observation that
µ0(1) = µˆ0(0) = ‖1‖~µ ≥ 0. Since 1 is cyclic for M~µ, we have equality if and
only if D2~µ = {0}. The third statement is just Proposition 2.1 (iii), with x = e
and µx = µm−1.
If T is (say) norm-expanding, i.e. β1(T ) ≥ 0, then (i) in the above result
can be improved:
Proposition 6.2. Let T be a bounded m-isometry with a cyclic unit vector e,
and ~µ = (µ0, . . . , µm−1) the corresponding allowable m-tuple. If βn(T ) ≥ 0,
then |µn+j(k)| . (1 + |k|)
m−1−n
2 for j ∈ Z≥0.
Proof. By Proposition 2.1 (i),
|µˆn+j(k)| .
j∑
i=0
|〈T ∗iβn(T )T ie, T ke〉|
=
j∑
i=0
|〈βn(T )
1/2T ie, βn(T )
1/2T k+ie〉| .
j∑
i=0
‖βn(T )
1/2T k+ie‖.
By Proposition 2.1 (ii), each ‖βn(T )
1/2T k+ie‖2 is a polynomial in k, its degree
at most m− 1− n.
If we let (en)
m−1
n=0 denote the canonical basis for R
m, then it is natural to
interpret the formal product µen as the m-tuple (µ0, . . . , µm−1) with µn′ =
µδn′,n. We now present some sufficient conditions for a tuple to be allowable.
The first one is based on some rather coarse estimates, but still demonstrates
the richness of the set of allowable tuples. The main idea behind the proof
is contained in the following lemma. The reason for introducing the auxiliary
distribution ν is explained in Remark 6.6:
Lemma 6.3. Let ~µ ∈ (D′)m, and ν ∈ D′. Assume that
(i) ν ≥ 0 and |fˆ(0)|2 . Dν,0(f) for f ∈ Da.
(ii) µm−1 is positive and non-vanishing.
(iii)
∣∣∣∑m−1n=0 Dµn,n(f)∣∣∣ .∑m−2k=0 |fˆ(k)|2 +Dµm−1,m−1(f).
Then ~µν,C = Cνe0+ ~µ+Cµm−1em−1 is an allowable tuple, provided that C > 0
is sufficiently large.
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Proof. Combining (i) and (iii) with Lemma 5.8, there exists a C > 0 such that∣∣∣∣∣
m−1∑
n=0
Dµn,n(f)
∣∣∣∣∣ ≤ C2 (Dν,0(f) +Dµm−1,m−1(f)) .
Hence,
‖f‖2~µν,C = CDν,0(f)+
m−1∑
n=0
Dµn,n(f)+CDµm−1,m−1(f) ≈ Dν,0(f)+Dµm−1,m−1(f).
In particular, the quadratic form f 7→ ‖f‖2~µν,C is positive definite. Moreover,
‖Mzf‖
2
~µν,C ≈ Dν,0(zf) +Dµm−1,m−1(zf) . Dν,0(f) +Dµm−1,m−1(f) ≈ ‖f‖
2
~µν,C .
The above estimate follows by combining Proposition 5.7 with Lemma 5.8.
Theorem 6.4. Let m ≥ 4, ~µ ∈ (D′)m, and ν ∈ D′. Assume that
(i) ν ≥ 0 and |fˆ(0)|2 . Dν,0(f) for f ∈ Da.
(ii) if 0 ≤ n ≤ m−42 , then |µˆn(k)| . (1 + |k|)
m−4
2 for k ∈ Z.
(iii) if m is odd, and n = m−32 , then µn =
∑m−3
2
j=0 D
jνj, where each νj is a
finite measure.
(iv) if m−22 ≤ n ≤ m− 3, then µn =
∑m−3−n
j=0 D
jνj, where each νj is a finite
measure. In particular µm−2 = 0.
(v) µm−1 is positive and non-vanishing.
Then ~µν,C = Cνe0+ ~µ+Cµm−1em−1 is an allowable tuple, provided that C > 0
is sufficiently large.
Proof. We prove that for each n ∈ [0,m− 2], it holds that
|Dµn,n(f)| .
m−2∑
k=0
|fˆ(k)|2 +Dµm−1,m−1(f) for f ∈ Da. (23)
By Lemma 6.3, this implies that ~µν,C is allowable. We prove (23) by showing
that
|Dµn,n(f)| .
m−2∑
k=0
|fˆ(k)|2 +Dλ,m−2(f) for f ∈ Da,
and appealing to Proposition 5.5.
For 0 ≤ n ≤ m−42 , Lemma 5.10 implies that
|Dµn,n(f)| . Dλ,n(f) +Dλ,2(n∨m−4
2
)+2(f) = Dλ,n(f) +Dλ,m−2(f).
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For m−22 ≤ n ≤ m− 3, we have that
|Dµn,n(f)| .
m−3−n∑
j=0
|DDjνj ,n(f)|.
Note that n− j ≥ 1, and n+ j + 1 ≤ m− 2. Lemma 5.11 now implies that
|DDjνj ,n(f)| = |DDjνj ,n−j+j(f)| . Dλ,n(f)+Dλ,n+j+1(f) . Dλ,n(f)+Dλ,m−2(f).
The case n = m−32 is treated similarly.
We similarly obtain the following theorem.
Theorem 6.5. Let m ≥ 3, ~µ ∈ (D′)m, and ν ∈ D′. Assume that
(i) ν ≥ 0 and |fˆ(0)|2 . Dν,0(f) for f ∈ Da.
(ii) if 0 ≤ n ≤ m−32 , then |µˆn(k)| . (1 + |k|)
m−3
2 for k ∈ Z.
(iii) if m is even, and n = m−22 , then µn =
∑m−4
2
j=0 D
jνj, where each νj is a
finite measure.
(iv) if m−12 ≤ n ≤ m− 2, then µn =
∑m−2−n
j=0 D
jνj, where each νj is a finite
measure.
(v) Pµm−1 ≥ c > 0 on D.
Then ~µν,C = Cνe0+ ~µ+Cµm−1em−1 is an allowable tuple, provided that C > 0
is sufficiently large.
Proof. The hypothesis on µm−1 implies that Dλ,m−1(f) . Dµm−1,m−1(f). Now,
(23) follows by showing that
|Dµn,n(f)| .
m−2∑
k=0
|fˆ(k)|2 +Dλ,m−1(f) for f ∈ Da,
Adapting the proof of Theorem 6.4 is now a matter of bookkeeping.
Remark 6.6. The simplest instance of the two theorems above is when µ0 = ν.
The chosen formulation is an attempt to state that for ~µ to be allowable, it is
not necessary for µ0 to be a positive measure. It is sufficient for it to “contain
a sufficiently large positive part”.
Example 6.7. Let ~µ be a 3-tuple, where Pµ0 , Pµ2 ≥ c > 0 on D, and µ1 is a
negative measure on T. If the total variation of µ1 is sufficiently small, then ~µ
is allowable, according to Theorem 6.5.
Despite the richness of the preceding theorems, they do not cover the fol-
lowing simple situation:
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Theorem 6.8. Let ~µ = (µ0, . . . , µm−1) be an m-tuple of finite positive mea-
sures, where µm−1 is non-vanishing.
(i) If m = 1, then ~µ is allowable.
(ii) If m ≥ 2, and |fˆ(0)|2 . Dµ0,0(f) for f ∈ Da, then ~µ is allowable.
Proof. It is clear that f 7→ ‖f‖2~µ is positive definite. By Proposition 5.7,
‖Mz‖
2
~µ . ‖f‖
2
~µ +
m−2∑
k=0
|fˆ(k)|2.
For m = 1, the above sum is empty, and Mz is isometric. For m ≥ 2, we need
to control the terms |fˆ(k)|2. This is done using Lemma 5.8.
Remark 6.9. By Proposition 3.4, if ~µ is an allowable tuple of positive measures,
then M~µ is norm-expanding, i.e. ‖f‖
2
~µ ≤ ‖M~µf‖
2
~µ. On the other hand, if ~µ is
an allowable tuple, where µ1 is a non-vanishing negative measure, cf. Example
6.7, then ‖M~µ1‖ < ‖1‖~µ, i.e. M~µ is not norm-expanding.
It seems noteworthy that if ~µ ∈ (D′)m satisfies the hypothesis of Theorem
6.4, except that µm−2 ≥ 0 is non-vanishing, then ~µν,C is still an allowable tuple.
To see this, combine Theorems 6.4 and 6.8 with the following observation:
Proposition 6.10. If ~µ1 and ~µ2 are allowable m-tuples, then ~µ1 + ~µ2 is also
an allowable m-tuple.
Remark 6.11. Even though we do not provide an example of this, one should
not exclude the possibility that the quadratic forms f 7→ ‖f‖2~µ1 and f 7→ ‖f‖
2
~µ2
have different kernels.
The following example bears several insights:
Example 6.12. Let µ0 = λ, µ1 = δ1, and µ2 = δ−1. By Theorem 6.8,
(µ0, µ1, µ2) is an allowable 3-tuple. Note that µˆ1(k) = 1, while µˆ2(k) = (−1)
k.
Let f(z) = log 11−rz =
∑∞
k=1
rk
k z
k. In the proof of Proposition 5.3, we
essentially showed that
Dµ1,1(f) = log
(
1
1− r2
)
+
2r
1− r
log
(
1
1− r
)
−
2
1− r
log
(
1
1− r2
)
=
1 + r
1− r
log(1 + r) + log(1− r).
A similar (but rather lengthy) calculation, using the identity
k∑
l=2
(l − 1)(−r)l−1 =
1
(1 + r)2
(
1− k(−r)k−1 + (k − 1)(−r)k
)
,
yields that
Dµ2,2(f) =
(r2 − 2r − 1) log(1− r) − r2
2(1 + r)2
−
log(1 + r)
2
.
24
This can of course also be computed using the standard techniques from any
introductory course to calculus, but I doubt that this will be quicker.
By inspection,
lim
r→1−
Dµ1,1(f)
Dµ2,2(f)
=∞.
From this we conclude that ‖f‖2~µ 6. Dµ0,0(f)+Dµ2,2(f). This is in stark contrast
to the theory of Sobolev spaces, where similar estimates are standard, e.g. [12,
Chapter 1].
The second conclusion is that if c < 0, then the tuple (λ, cδ1, δ−1) fails to
be allowable, regardless the magnitude of c. This shows that condition (v) in
Theorem 6.5 should not be carelessly disregarded. Another way of phrasing
this is that in order to prove Theorem 6.8, one needs something more than the
techniques used in the proof of Theorem 6.4.
Example 6.13. Let N ∈ Z≥0, and define µ ∈ D′ by
µˆ(k) =
{ (
k+N
N
)
for k ≥ N,
0 otherwise.
Then Pµ(z) =
1
(1−z)N+1 . Define µR, µI ∈ D
′ by PµR = RePµ and PµI =
ImPµ. Then |µˆR(k)|, |µˆI(k)| . (1 + |k|)
N
. By Theorem 6.4, given n there
exists allowable tuples for which µn = µR and µn = µI respectively.
We claim that if n ≤ N , then at least one of the functions z 7→ PµR(z)(1−
|z|2)n−1 and z 7→ PµI (z)(1−|z|
2)n−1 is not in L1(D, dA), hence the correspond-
ing Dirichlet integral Dµn,n(f) is conditionally convergent, at least for some
f ∈ Da. Indeed, |PµR |+ |PµI | ≥ |Pµ|, and∫
D
|Pµ(z)|(1 − |z|
2)n−1 ≥
∫
S
1
|1− z|N+1
(1− |z|2)n−1 dA(z),
where S is the set {z = 1 + ρeiθ; 0 < ρ < 12 ,
2π
3 < θ <
4π
3 }. On this sector,
1− |z|2 > ρ2 . By integration in polar coordinates,∫
S
1
|1− z|N+1
(1− |z|2)n−1 dA(z) &
∫ 1/2
ρ=0
ρn−N−1 dρ =∞,
provided that n ≤ N .
7 Concluding remarks
Let us for a moment consider the possibility of unbounded m-isometries. The
machinery developed for proving the first part of Theorem 3.1 effectively con-
structs quadratic forms ‖ · ‖2~µ on Da with respect to which Mz is an m-isometry,
i.e.
m∑
j=0
(−1)
m−j
(
m
j
)
‖Mm−j~µ f‖
2
~µ = 0 for f ∈ Da.
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We then impose the conditions that f 7→ ‖f‖2~µ is positive semi-definite, to ensure
that D2~µ becomes a Hilbert space, and that M~µ acts like a bounded operator on
this space, but these assumptions have nothing to do with the above equation.
With this in mind, it is interesting to see what can happen if we disregard
hypothesis (ii) in Theorem 6.8:
Example 7.1. Consider the tuple ~µ = (δ−1, δ1). The form ‖ · ‖2~µ is positive
definite, soM~µ is a densely defined operator on the Hilbert space D
2
~µ. Moreover,
M~µ is a 2-isometry.
Let now gr(z) =
(1−r2)1/2
1+rz , and fr(z) = 2gr(−1) + (z − 1)gr(z). Then
fr(−1) = 0, and fr(1) = 2gr(−1) → ∞ as r → 1
−. A much deeper state-
ment is that Dδ1,1(fr) = ‖gr‖
2
H2 = 1, e.g. [6, Theorem 7.2.1]. This implies that
‖fr‖
2
~µ = 1, whereas, by Proposition 3.4,
‖zfr‖
2
~µ = ‖fr‖
2
~µ +Dδ1,0(fr) = 1 + fr(1)→∞ as r → 1
−.
Hence M~µ is unbounded.
It is already known that unbounded 2-isometries exist, see [5, Example 3.4].
However, the above example seems relatively simple.
We now return to the convention that operators referred to as m-isometries
are assumed to be bounded.
Let D2λ,m denote the space of analytic functions f : D → C such that
Dλ,0(f) + Dλ,m(f) < ∞. This is a subspace of H
2. We have seen in Example
6.12 that for some allowable tuples ~µ, ‖f‖2~µ 6. Dλ,0(f) + Dµm−1,m−1(f). On
the other hand, we have not seen a counter example to the estimate Dλ,0(f) +
Dµm−1,m−1(f) . ‖f‖
2
~µ.
Question 7.2. Let m ∈ Z≥2, and suppose that ~µ is an allowable m-tuple, with
µm−1 6= 0. Is it then true that D2~µ →֒ D
2
λ,m−2?
This a priori bound on the size of the model space is well-known in the
case where m = 2 and e ∈ kerT ∗, e.g. [6, Theorem 7.1.2]. Heuristically, an
affirmative answer to Question 7.2 would connect nicely to the theory of γ-
hypercontractions, where small classes of operators correspond to large model
spaces, e.g. [14].
Recall that m-isometries are bounded from below. Some results related to
Question 7.2 are the following:
Proposition 7.3. If T ∈ L is an m-isometry with a cyclic unit vector e ∈
kerT ∗, then ‖ · ‖T,e is a proper norm. Moreover,
‖f(T )e‖2H ≥
∞∑
k=0
c2k|fˆ(k)|2,
whenever c > 0 satisfies ‖Tx‖H ≥ c‖x‖H. In particular, D2T,e →֒ H
2 whenever
T is norm-expanding.
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Proof. By Lemma 3.5, ‖ · ‖T,e is a seminorm. The above inequality implies that
it is positive definite, hence a proper norm. It remains to prove the inequality:
Given f ∈ Da, the orthogonal decomposition
f(T )e = fˆ(0)e⊕
∞∑
k=1
fˆ(k)T ke ∈ kerT ∗ ⊕ TH
implies that
‖f(T )e‖2H = |fˆ(0)|
2 + ‖
∞∑
k=1
fˆ(k)T ke‖2H ≥ |fˆ(0)|
2 + c2‖
∞∑
k=0
fˆ(k + 1)T ke‖2H.
The desired conclusion follows by an induction argument.
Proposition 7.4. Let T ∈ L be an m-isometry with cyclic unit vector e, and
corresponding allowable tuple ~µ. If Pµm−1 ≥ c > 0 on D, then D
2
T,e →֒ H
2.
Proof. By Proposition 6.1 and Lemma 3.5, D2T,e →֒ L
2(T, dµm−1):∫
T
|f |2 dµm−1 = 〈βm−1(T )f(T )e, f(T )e〉H . ‖f(T )e‖2H = ‖f‖
2
T,e.
Our hypothesis clearly implies that L2(T, dµm−1) →֒ H2.
Let T be an m-isometry. It is known that kerβm−1(T ) is the largest T -
invariant subspace on which T acts like an (m− 1)-isometry, see [2, Proposition
1.6]. A heuristic explanation to why the tuple ~µ = (λ, cδ1, δ−1), where c < 0,
presented in Example 6.12 fails to be allowable is that, if µ2 = δ−1, then µ1
should “almost” be a positive measure, because M~µ is “almost” a 2-isometry:
By Proposition 6.1,
〈β2(M~µ)f, f〉~µ =
∫
T
|f |2 dµ2 = |f(−1)|
2.
This implies that kerβ2(M~µ) is a space of codimension 1.
On the other hand, suppose that |fˆ(0)|2 .
∫
T
|f |2 dµm−1. By Lemma 5.8,∫
T
|f |2 dµm−1 = 0⇒ f ≡ 0 on D, so M~µ is far from being an (m− 1)-isometry,
in the sense that it has no non-trivial invariant subspace on which it acts like
an (m− 1)-isometry.
Note that
∫
T
|f |2 dµm−1 = Dµm−1,0(f). Hence, a condition imposed on µ0,
in order to makeMz bounded (Theorems 6.4, 6.5, and 6.8), may also be imposed
on µm−1, in order to make M~µ far from being (m− 1)-isometric. This presents
two ways in which properties of the (possibly unbounded) Hilbert space operator
M~µ are reflected in properties of the tuple ~µ. It would certainly be interesting
to see a further investigation of this connection between operator theory and
harmonic analysis.
As was mentioned in the introduction, m-isometries having the wandering
subspace property have been studied by Shimorin [18]. We conclude this note
with a remark related to the hard earned Proposition 3.15 of the cited work:
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Suppose that T is an analytic 3-isometry with dim kerT ∗ = 1 and let e ∈
kerT ∗ have unit length. If in addition Te ⊥ T 2H, and T is norm-expanding,
i.e. T ∗T ≥ I, then a certain family of dilation operators is uniformly bounded.
The uniform bound in turn implies that e is cyclic for T .
In our setting, e ∈ kerT ∗ and ‖e‖2H = 1 if and only if µ0 = λ. The condition
Te ⊥ T 2H implies that µ1 = cλ for some c ∈ R. The condition T
∗T ≥ I implies
that c ≥ 0. Our results show that these additional conditions are far from
necessary for a 3-isometry to have the wandering subspace property. Indeed, µ1
does not need to be a multiple of λ (Theorems 6.4, 6.5, and 6.8), and T does
not need to be norm-expanding, c.f. Remark 6.9.
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