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Abstract
We develop an improved bound for the chromatic number of graphs of maximum degree∆ under
the assumption that the number of edges spanning any neighbourhood is at most (1−σ)
(
∆
2
)
for some
fixed 0 < σ < 1. The leading term in this bound is best possible as σ → 0. As two consequences,
we advance the state of the art in two longstanding and well-studied graph colouring conjectures,
the Erdo˝s–Nešetrˇil conjecture and Reed’s conjecture. We prove that the strong chromatic index is at
most 1.772∆2 for any graphG with sufficiently largemaximum degree∆. We prove that the chromatic
number is at most ⌈0.801(∆+1)+0.199ω⌉ for any graphG with clique numberω and sufficiently large
maximum degree∆.
1 Introduction
This paper follows in a long line of investigation of the following Ramsey-type graph colouring problem.
What is the best upper boundon the chromatic numberχ for graphs of givenmaximumdegree
∆ and given maximum local density— that is, with neighbourhood subgraphs each inducing
at most a certain edge density?
This deep and elegant problem has its roots going back more than half a century [24]. The archetypal
result of this type is one of Johansson [15] that was recently sharpened with the entropy compression
method by Molloy [18] as follows: any graph G that is triangle-free — that is, with a maximum local
density of precisely zero—has chromatic number satisfying χ(G)≤ (1+o(1))∆(G)/log∆(G) as∆(G)→∞.
This betters by a logarithmic factor the trivial upper boundχ(G)≤∆(G)+1 that holds for any graphG . It is
sharp up to a (small) constant multiple due to random regular graphs. Alon, Krivelevich and Sudakov [2]
showed a more general bound under the condition of maximum local density at most 1/ f = o(1). This
too has been refined recently [9] (cf. also [7] and [8]) as follows: any graph G with local density at most
1/ f , where f = f (∆(G)), f →∞ as ∆(G)→∞, and f ≤
(
∆(G)
2
)
+1, has chromatic number satisfying χ(G)≤
(1+ o(1))∆(G)/log
√
f . Note that this statement includes the triangle-free one as a special case with
f =
(
∆(G)
2
)
+1. While in that result the condition 1/ f = o(1) excludes the possibility of a neighbourhood
subgraph having non-negligible density, here it is this ‘denser’ situation which will be our primary focus.
To specify how far we are from a trivial local density condition, we adopt the following notation.
Given σ > 0, a graph G is said to be σ-sparse if for every v ∈ V (G) the subgraph G[N (v)] induced by the
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neighbourhood N (v) of v has at most (1−σ)
(
∆(G)
2
)
edges. As a means towards progress in a problem of
Erdo˝s and Nešetrˇil (of which we discuss in further detail later on in the paper), Molloy and Reed [19] ini-
tiated the study of the chromatic number of σ-sparse graphs. In particular, using a “naïve” probabilistic
colouring procedure, they showed the following.
Theorem 1.1 (Molloy and Reed [19]). There is a positive function ε1.1 = ε1.1(σ) such that the following
holds. For each 0<σ≤ 1 there is∆0 such that the chromatic number satisfiesχ(G)≤ (1−ε1.1)∆(G) for any
σ-sparse graphG with ∆(G)≥∆0.
Note this constitutes a constant factor improvement upon the trivial upper bound in this case.
Our work marks important progress in the quantitative optimisation of Theorem 1.1 for σ-sparse
graphs, i.e. in pursuit of the maximum ε1.1 as a function of σ. We briskly survey the landscape prior to
our work. Molloy and Reed themselves proved Theorem 1.1 for ε1.1 ≥ 0.0238σ. It was over two decades
before Bruhn and Joos [6] were able to improve upon this by establishing that ε1.1≥ 0.1827σ−0.0778σ3/2 .
Soon after, Bonamy, Perrett and Postle [4] improved this further through an iterative approach (that
also captured the more general notions of list and correspondence colouring), and showed that ε1.1 ≥
0.3012σ− 0.1283σ3/2 . Our contribution is the analysis of an improved colouring procedure based on
random priority assignment that shows Theorem 1.1 is true for any ε1.1 <σ/2−σ3/2/6.
Theorem 1.2. Define ε1.2 = ε1.2(σ) = σ/2−σ3/2/6. For each ι > 0 and 0 < σ ≤ 1, there is ∆1.2 = ∆1.2(ι)
such that the chromatic number satisfiesχ(G)≤ (1−ε1.2(σ)+ι)∆(G) for anyσ-sparse graphG with∆(G)≥
∆1.2.
In the densest cases, as σ→ 0, the leading coefficient 1/2 in the expression for ε1.2 is best possible, as
certified by the following simple construction, cf. also [20, Ex. 10.1].
Proposition 1.3. For each ∆≥ 1 and σ> 0, there is a σ-sparse graph G∆σ of maximum degree ∆ such that
as σ→ 0 its chromatic number satisfies 1−χ(G∆σ )/∆=σ/2+o(σ3/2).
Proof. Let G∆σ consist of a clique of size min{1,⌊
p
1−σ ·∆⌋} with ∆+ 1−min{1,⌊
p
1−σ ·∆⌋} vertices of
degree one appended to each vertex in the clique. It is trivial to verify that this graph has maximum
degree ∆, is σ-sparse, and has chromatic number min{1,⌊
p
1−σ ·∆⌋}. The conclusion follows from a
Taylor expansion of 1−
p
1−σ at σ= 0.
On the other hand, in the sparser cases one might hope for a guarantee on ε1.1(σ) that approaches 1 as
σ→ 1, since Johansson’s result for triangle-free graphs implies in the special case σ= 1 that Theorem 1.1
holds for any ε1.1(1)< 1. Thus there is still room for improvement, since themethods we have employed
here only imply for that special case that Theorem 1.1 holds for any ε1.1(1)< 1/3.
Nevertheless Theorem 1.2 yields state-of-the-art bounds in two well-known and longstanding graph
colouring conjectures, namely the Erdo˝s–Nešetrˇil conjecture and Reed’s conjecture. In Subsections 1.1
and 1.2, we discuss these consequences.
The proof of Theorem 1.2 is quite technical and involved, and is provided in full in Section 2. For the
convenience of the reader, we have prefaced Section 2with a succinct overviewof the ideas andmethods.
Structure of the paper
Subsections 1.1 and 1.2 describe the background to the Erdo˝s–Nešetrˇil and Reed’s conjectures, respec-
tively, and the progress we obtain through Theorem 1.2. Subsection 1.3 lists some notation and tools
we use. We give an outline of the proof of Theorem 1.2 at the beginning of Section 2. The remainder of
Section 2 provides the full proof. In Section 3, we give details of the two applications of Theorem 1.2.
2
1.1 A step towards the Erdo˝s–Nešetrˇil conjecture
Given a graphG , an inducedmatching is a subsetM of the edges ofG such that for any pair e,e ′ of distinct
edges of M , neither e and e ′ are incident nor are any of the four possible edges between an endpoint of
e and an endpoint of e ′ present in G . A strong edge-colouring of G is a partition of its edge set E (G) into
induced matchings of G . The strong chromatic index χ′s(G) of G is the least number of parts needed
in any strong edge-colouring of G . Equivalently, χ′s(G) is the chromatic number χ(L(G)
2) of the square
L(G)2 of the line graph L(G) of G . (The square of a graph is obtained from the graph itself by adding
edges between all pairs of distinct non-adjacent vertices that are connected by a two-edge path.) In the
1980s (cf. [13]), Erdo˝s and Nešetrˇil proposed the problem of bounding χ′s(G) in terms of the maximum
degree ∆(G) of G . Since the maximum degree ∆(L(G)2) of the square of the line graph of G is at most
2∆(G)(∆(G)− 1), the strong chromatic index is trivially bounded by χ′s(G) ≤ 2∆(G)2 − 2∆(G)+ 1. They
conjectured something much stronger.
Conjecture 1.4 (Erdo˝s and Nešetrˇil, cf. [13]). The strong chromatic index satisfies χ′s(G)≤ 1.25∆(G) for all
G.
(See [10] for a fascinating strengthened, yet equivalent, formof this conjecture.) If true, this boundwould
be exact for a suitable blow-up of the 5-edge cycle (in the ∆(G) even case). It was more than a decade
before a breakthrough by Molloy and Reed [19], yielding some absolute constant ε> 0 such that χ′s(G)≤
(2−ε)∆(G) for allG . More specifically, they proved the following statement.
Theorem 1.5 (Molloy and Reed [19]). There is some ε1.5 > 0 and some ∆0 such that the strong chromatic
index satisfies χ′s(G)≤ (2−ε1.5)∆(G)2 for any graph G with∆(G)≥∆0.
(We may bound the absolute constant ε> 0 mentioned before by comparing the bound of Theorem 1.5
with the trivial bound on χ′s(G) for those G with ∆(G) < ∆0.) Molloy and Reed proved that ε1.5 ≥ 0.001.
A key insight they made in their proof of Theorem 1.5 was to split the task into two separate subtasks,
first, showing for some absolute constant σ > 0 that L(G)2 is σ-sparse for all G , and, second, showing
a nontrivial improvement on the trivial colouring bound under the assumption of σ-sparsity, i.e. Theo-
rem 1.1. Bruhn and Joos [6] were the first to revisit this problem, and they not only significantly improved
on the estimate of ε1.1 in Theorem 1.1 as mentioned earlier, but also proved an asymptotically extremal
lower bound on σ > 0 such that L(G)2 is σ-sparse for all G . In this way, they obtained that ε1.5 ≥ 0.070.
The more recent work of Bonamy et al. [4] obtained further improvements. As mentioned earlier, they
improved the estimate of ε1.1 in Theorem 1.1 through an iterative approach. They were moreover able
to improve on the separation into two subtasks, by showing better sparsity on a subgraph of L(G)2 ac-
cording to a degeneracy-type argument. Through this, they obtained that ε1.5 ≥ 0.165. By combining
Theorem 1.2 with this last-mentionedmethod, we derive that ε1.5 ≥ 0.228. The proof is given in Subsec-
tion 3.1.
Theorem 1.6. There is some ∆0 such that the strong chromatic index satisfies χ
′
s(G)≤ 1.772∆(G)2 for any
graph G with∆(G)≥∆0.
We humbly agree that the above sequence of improvements on estimates for ε1.5 suggests that the hy-
pothetically optimal determination ε1.5 = 0.75 remains far from reach. Even a proof of ε1.5 = 0.75 would
leave open the nontrivial task of proving Conjecture 1.4 for all graphswithmaximumdegree less than∆0.
Despite considerable efforts, so far it has only been established for graphs of maximum degree 3 [3, 14].
1.2 A step towards Reed’s conjecture
Another Ramsey-type problem (perhaps even closer to quantitative Ramsey theory) asks the following.
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What is the best upper boundon the chromatic numberχ for graphs of givenmaximumdegree
∆ and given clique numberω?
An aforementioned result of Johansson [15] has settled this question up to a constant multiple as ∆→
∞ when ω = 2. Already the case ω = 3 is open and difficult. This is closely related to an important
conjecture of Ajtai, Erdo˝s, Komlós and Szemerédi [1]. For ω asymptotically smaller than ∆ (as ∆→∞),
the current best bounds were recently obtained in [9]. Again, here we will be mostly concerned with a
‘denser’ regime, namely, when ω is linear in ∆. Related to this, Reed proposed an evocative conjecture.
Conjecture 1.7 (Reed [21]). The chromatic number satisfies χ(G)≤ ⌈12 (ω(G)+∆(G)+1)⌉ for any graphG.
In other words, he asked if the chromatic number χ(G) of a graph G is always at most the average,
rounded up, of the trivial lower bound, ω(G), and the trivial upper bound, ∆(G)+ 1, for χ(G). If true,
the bound is sharp, for instance, for the Chvátal graph. The bound is trivially true whenω(G)≥∆(G) and
it follows fromBrooks’ theorem [5] for ω(G)=∆(G)−1. In [9], it was shown that, ifω(G)≤∆(G)c for some
fixed c < 1/100, then the bound holds provided ∆(G) is sufficiently large. (There is some room in the
method there to increase the constant 1/100 slightly, but not above 1/16 without additional ideas.) Curi-
ously, despite Johansson’s result, the conjecture is still open in the special case ω(G)= 2, particularly for
small values of ∆(G). As evidence towards his conjecture, Reed succeeded in proving, through a lengthy
set of arguments that are probabilistic in nature, the following.
Theorem 1.8 (Reed [21]). There is some ε1.8 > 10−8 and some ∆1.8 such that the chromatic number sat-
isfies χ(G)≤ 12 (ω(G)+∆(G)+1) for any graph G satisfyingω(G)≥ (1−ε1.8)∆(G) and ∆(G)≥∆1.8.
Note that this statement implies that some (barely) nontrivial convex combination of ω(G) and ∆(G)+1
suffices as an upper bound for χ(G).
Corollary 1.9. There is some ε1.9 ≥ ε1.8/2 and some ∆0 such that the chromatic number satisfies χ(G) ≤
⌈(1−ε1.9)(∆(G)+1)+ε1.9ω(G)⌉ for any graphG with∆(G)≥∆0.
Reed himself made little effort to optimise the value of ε1.9, but noted that it cannot be more than 1/2
by a standard probabilistic construction. Bonamy et al. [4] recently revisited this problem and showed
ε1.9 > 0.038. Delcourt and Postle [11] have announced that ε1.9 > 0.076. One consequence of Theo-
rem 1.2 is an improvement on these estimates, in particular, that ε1.9 ≥ 0.199. The proof is given in
Subsection 3.2.
Theorem 1.10. There is some ∆0 such that the chromatic number satisfies χ(G) ≤ ⌈0.801(∆(G) + 1)+
0.199ω(G)⌉ for any graph G with∆(G)≥∆0.
1.3 Graph theoretic notation and probabilistic preliminaries
Throughout the paper we have adopted the following notation.
For k ∈N, let [k] denote the set {1,2, . . . ,k}.
Given a graph G and a vertex v , we write NG(v) for the (open) neighbourhood {u ∈ S : uv ∈ E (G)} of
v in S and NG[v ] for the closed neighbourhood NG(v)∪ {v} of v inG . The degree of v inG is denoted by
dG (v)= |NG (v)|. We usually drop the subscript when there is no ambiguity.
Given a graphG and a vertex subset S ⊆V (G), we writeG[S] for the subgraph ofG induced by S.
Given a graphG , a list-assignment forG is a map L :V (G)→ 2N, where 2N by convention denotes the
set of all subsets ofN. We call a list-assignment L a k-list-assignment if |L(v)| = k for all v ∈V (G), i.e. a k-
list-assignment is amap L :V (G)→
(
N
k
)
, where
(
N
k
)
by convention denotes the set of all subsets ofN of size
k . We call L(v) the list of the vertex v . Given a list-assignment L ofG , a partial proper L-colouring ofG is a
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map c :U →N, whereU ⊆V (G), such that c(v)∈ L(v) for all v ∈V (G) and c(v) 6= c(w ) for any vw ∈ E (G).
We write dom(c) for the domain of c and drop ‘partial’ if dom(c) = V (G). Note that the existence of a
proper L-colouring for any a constant k-list-assignment L ofG is equivalent to the assertion χ(G)≤ k .
Since we will be interested in gradually building up partial proper L-colourings, we introduce some
terminology to describe the process. Given a list-assignment L and a partial proper L-colouring c of G ,
the residual subgraphGc ofG with respect to c is the induced subgraphG[V (G)\dom(c)] and the residual
list-assignment Lc :Gc → 2N is defined by Lc (v)= L(v)\c(N (v)) for all v ∈V (G). Note that if c ′ is a proper
Lc-colouring ofGc , then the union of the colourings c and c
′ is a proper L-colouring ofG .
Our proofs rely on probabilistic methods, for which we require certain probabilistic tools. We use the
following form of the Lovász local lemma [12].
The Lovász local lemma ([12]). Let p ∈ [0,1), andA be a finite set of “bad” events so that for every A ∈A
• P[A]≤ p, and
• A is mutually independent of all but at most d other events in A .
If 4pd ≤ 1, then the probability that none of the (“bad”) events in A occur is strictly positive.
To help bound the probability of “bad” events in our application of the local lemma, we need to prove
concentration of measure. IfΩ is a product of discrete spaces, we can define smoothness as the property
that if ω ∈Ω and ω′ ∈Ω differ in only one coordinate then |X (ω)−X (ω′)| < c . Talagrand’s inequality [23]
tells us that such smooth random variables are highly concentrated. However, some random variables
that arise from our colouring procedure are not smooth and it is possible for one vertex to cause many
others to be uncoloured. Fortunately, such a situation is highly unlikely, one might say exceptional, and
can be handled by an adaption of Talagrand’s inequality due to Bruhn and Joos [6].
We can formalise this notion as follows, let Ω be a product space of discrete probability spaces and
let Ω∗ ⊆Ω be a set of exceptional outcomes. We say that X has downward (s,c)-certificates if for every
for ω ∈Ω\Ω∗ we have an index set I of size at most s that identifies all the influences on X (ω) such that
for another event ω′ ∈Ω\Ω∗ if ω|I differs from ω′|I in fewer than t/c coordinates, then X (ω′)≤ X (ω)+ t .
In other words, for an unexceptional ω any increase in X (ω) comes from changes in a not too large set of
coordinates indexed by I , and none of these coordinates increase X (ω) too much.
Theorem 1.11 (Bruhn and Joos [6], cf. Talagrand [23]). Let ((Ωi ,σi ,Pi ))
n
i=1 be discrete probability spaces,
(Ω,σ,P) be their product space and Ω∗ ⊆ Ω a set of exceptional outcomes. Let X : Ω→ R be a random
variable, M =max{sup |X |,1}, and c ≥ 1. If P[Ω∗] ≤M−2 and X has downward (s,c)-certificates then for
t > 50cps,
P[|X −E[X ]| ≥ t ]≤ 4e−
t2
16c2 s +4P[Ω∗]. (1)
2 Colouring graphs of bounded local density
Molloy and Reed’s original proof of Theorem 1.1 took the following strikingly basic, one might say naïve,
form. Given a graphG and a palette, say, [M ] ofM colours, perform the following steps.
1. For each vertex v ∈ V (G), independently and uniformly at random assign an element of [M ] as a
colour for v .
2. For each edge of G for which both endpoints have been assigned the same colour, remove the
colour from one or both endpoints.
3. Complete the partial proper colouring to a full colouring ofG .
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Consult [20] for broader applications and further refinements of this method.
Molloy and Reed [19] showed that for G a σ-sparse ∆-regular graph and M = (1− ε)∆, for some ε
depending on σ, the above naïve strategy succeeds. In particular, their essential observation was that,
after Step 2, we obtain a partial proper colouring and expect in each neighbourhood for some colours to
appear multiple times. With the help of Talagrand’s inequality and the Lovász local lemma, they could
moreover show that, with positive probability and uniformly for each vertex v , enough colours are re-
peated in N (v) to ensure that the residual list of v is larger than the residual degree of v . Step 3 is then
carried out easily by a greedy colouring procedure.
Remarkably, despite the attention this result has received over the years, the only known methods
for proving Theorem 1.1 (including those of the present work) take the same basic form above. We re-
mark that in the conflict-resolution Step 2, Molloy and Reed were nonpartisan and removed the colour
from both endpoints of a monochromatic edge. The advance of Bruhn and Joos [6] was obtained by in-
dependently tossing a fair coin for each monochromatic edge to decide which of the two endpoints to
uncolour in Step 2. In fact they devised their “exceptional outcomes” version of Talagrand’s inequality,
Theorem 1.11, in order to rigorously analyse the resulting random process.
The salient contribution of Bonamy et al. [4] was to show that for G a σ-sparse ∆-regular graph,
Step 3 could be performed by an iteration of Steps 1 and 2 upon the residual subgraph, and so on. The
key for showing this to be possible was to demonstrate that neighbourhood intersections in the resid-
ual subgraph are expected to behave “quasirandomly” (see Subsections 2.2), which helps to guarantee
local sparsity (see Subsection 2.3). Moreover, the list-sizes in the residual list-assignment are uniformly
bounded from below in expectation and so, together with Theorem 1.11 and the Lovász local lemma,
we can be guaranteed a proper partial (list-)colouring of G whose residual subgraph is contained in a
σ′-sparse ∆′-regular graph with a residual list-assignment having list-sizes all at least (1−ε′)∆′.
Our work advances in this evolution with two distinct but closely related alterations.
The first alteration is to improve in the conflict-resolution Step 2 by means of a priority assignment
strategy. We assign independently and uniformly at random to each vertex v a priority π(v) ∈ [0,1]. For
each monochromatic edge uv considered in Step 2, we uncolour the vertex with lower priority, i.e. if
π(u) ≥ π(v) we uncolour v . Curiously, this idea was already suggested at the end of Molloy and Reed’s
paper!
There are three important benefits to note regarding this first alteration. Solely for the purposes of
explaining these benefits, we find it convenient to introduce two auxiliary digraphs
*
G1 and
*
G2. These
encode Bruhn and Joos’s conflict-resolution protocol (also used by Bonamy et al.) and ours, respectively,
by having an arc*uv from u to v if u uncolours v whenever both are assigned the same colour in Step 1.
Both digraphs haveG as the underlying undirected graph: *G1 orients each edge ofG independently and
uniformly, and *G2 is an acyclic orientation ofG according to a uniform total ordering of V (G). First, no-
tice there can be directed cycles in *G1, at least one vertex of which might be needlessly uncoloured, but
not in *G2. Second, given non-adjacent v,w ∈ N (u), the events (*uv ∈ E (*G1)) and (*uw ∈ E (*G1)) are inde-
pendent, whereas the events (*uv ∈ E (*G2)) and (*uw ∈ E (*G2)) are correlated. Thus if |N (v)∩N (w )| is large,
then v and w are more likely to synchronise their colours. Third, note that the in-degree of a vertex v in
*
G1 has a Bin(∆,1/2) distribution, while in
*
G2 it has a Unif{0, . . . ,∆} distribution. Thus, supposing v has x
neighbours assigned the same colour as v after Step 1, in the Bruhn–Joos protocol v keeps its colour with
probability 1/2x , while in ours the probability is a much larger 1/x. It follows that to successfully colour
in one iteration under the Bruhn–Joos protocol versus ours, one needs to maintain that x is uniformly
much smaller over all vertices, and the numberM of colours in the palette must therefore be larger.
We summarise these benefits of priority assignment as follows: (1) fewer needless uncolourings;
(2) colour synchronisation for non-adjacent vertices with many common neighbours; and (3) robust-
ness of the colouring procedure to using fewer colours.
Our second alteration critically takes advantage of this last benefit to improve on Steps 1 and 3. For
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Step 1, rather than using M = (1−ε)∆ colours for some small but fixed ε> 0, we use M = ⌊∆/γ⌋ colours
for some large but fixed γ. This yields larger independent sets (which ultimately correspond to colour
classes) and amplifies the colour synchronisation. Resolving conflicts using priorities we then adopt for
Step 3 the iterative strategy of Bonamy et al. to obtain a quasirandom residual subgraph and a residual
list-assignment upon which we iterate. Denoting the maximum degree of this residual subgraph by ∆′
we top up our lists so that each vertex has a list with ⌊∆′/γ⌋ colours. We iterate until we have a partial
proper colouring such that the residual subgraph has negligible maximum degree relative to∆. (Loosely
speaking, this procedure “nibbles” the original list of (1−ε)∆ colours by at most ⌊∆/γ⌋ colours at a time.)
Wemay then greedily complete the colouring.
Informally, one can understand the procedure and its success asσ→ 0 by considering what happens
if it is run with M = 1, i.e. with a single colour, say, red. The key question is, in N (v) for v ∈ V (G), if red
appears (thus preventing v from being red), how many times do we expect it to be repeated? Restricting
our attention to N (v), we estimate the number of repetitions after Step 2 by the expected number of red
pairs less the expected number of red triples. We have exactlyσ
(
∆
2
)
potential pairs and by a result of Rivin
[22], at most σ3/2
(
∆
3
)
potential triples. The probability of any single vertex being red after conflicts are
resolved is simply 1/∆, the chance that it has higher priority than all of its neighbours, while for non-
adjacent pairs and triples it is roughly 1/∆2 and 1/∆3 (ignoring correlations). This yields the estimate
1
∆2
σ
(
∆
2
)
− 1
∆3
σ3/2
(
∆
3
)
∼σ
(
1
2
− σ
1/2
6
)
.
As we prove in Theorem 2.1, this is in fact what we obtain by accurately accounting for the correlations.
Structure of the proof
The engine of the proof of Theorem 1.2 is an effective method of randomly generating a large enough
independent set of a σ-sparse ∆-regular graph, using the conflict-resolution protocol described above.
This is embodied in Theorem 2.1, which we prove in Subsection 2.1. In each step (or “nibble”) of our
colouring procedure, given a σ-sparse graph of maximum degree ∆ with a k-list-assignment, we apply
Theorem 2.1 and the Lovász local lemma to obtain a partial proper list-colouring such that the residual
subgraph is quasirandom, hasmaximumdegree∆′, and the corresponding residual list-assignment con-
tains a k ′-list-assignment. This “nibble” is embodied in Lemma 2.2 and is shown in Subsection 2.2. With
Lemma 2.2 in hand, in Subsection 2.3 we are able to present in full the iterative colouring procedure and
the proof of Theorem 1.2.
2.1 Sampling independent sets
We introduce and analyse a randomised procedure to generate an independent set. This procedure cap-
tures the behaviour of each colour class of the colouring procedure we analyse in Subsection 2.2. The
idea is to assign to each vertex a random priority and resolve conflicting edges by removing the endpoint
with lower priority.
Fix a parameter γ> 0. Given a ∆-regular graphG = (V ,E ), the following procedure outputs a random
independent set I ofG .
1. Activate each vertex of G with probability γ/∆, independently at random. Let A be the set of acti-
vated vertices.
2. Assign to each activated vertex v ∈ A a number π(v) chosen uniformly at random in [0,1].
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3. In order to resolve any conflict, i.e. two neighbouring vertices in A, remove the vertex with lower
priority π. This yields the independent set
I=
{
v ∈A
∣∣ π(v)>π(u) for every u ∈N (v)∩A} ,
consisting of all the local maxima of π inG[A].
The purpose of this section is to prove the following result.
Theorem 2.1. For every ι > 0, there are ∆2.1 = ∆2.1(ι) and γ2.1 = γ2.1(ι) such that the following holds.
Let G be a σ-sparse∆-regular graph with∆≥∆2.1, and let I be a random independent set obtained by the
algorithm above with some parameter γ≥γ2.1. For every vertex r ∈V (G),∣∣∣∣P[r ∈ I]− 1−e−γ
∆
∣∣∣∣≤ ι
∆
.
Moreover, setting Ir =N (r )∩ I, it holds that
P [Ir 6=∅]
E [|Ir |]
≤ 1−ε1.2(σ)+ ι.
The ratio in Theorem 2.1 can be read as the inverse of the average size of Iv when Iv is non-empty. For
comparison, if I is chosen instead as a random colour class of a proper χ-colouring of G , then this ratio
is a lower bound for χ/∆. After proving Theorem 2.1, we use the remainder of the section to transfer this
bound to the chromatic number, showing that χ(G)≤ (1−ε1.2(σ)+o(1)) ·∆.
In the proof, we say that a vertex u trumps a vertex v if uv is an edge, u and v are activated and
π(u)≥π(v). With this vocabulary, I is the set of activated vertices that are not trumped.
Proof of Theorem 2.1. It is convenient to instead prove a slightly stronger, local version of Theorem 2.1,
where σ is the local sparsity of r , so that G[N (r )] contains exactly (1−σ)
(
∆
2
)
edges. Proving the local
version is enough because ε1.2(σ) is an increasing function of σ.
For convenience, we define
In =
{
{ui }
n
i=1 ⊆N (r )
∣∣ ∀i , j ∈ {1, . . . ,n}, uiu j 6∈ E (G)}
as the collection of independent sets of size n in N (r ). For an independent set {ui }
n
i=1 ∈In , we define
Pkeep({ui }
n
i=1) :=P [∀i ∈ [n], ui ∈ I | ∀i ∈ [n], ui ∈A] .
This is the probability that all of the considered vertices are retained in the independent set if they were
activated in Step 1.
Let us show the first part of the lemma.
Claim 1. For every vertex v ∈V , it holds that
P[v ∈ I]= 1
∆
∫γ
0
(
1− x
∆
)∆
dx = 1−e
−γ
∆
+o
(
1
∆
)
.
Proof. Assuming that v is activated and given π(v), the probability that v is trumped by some other ver-
tex q ∈N (v) is the probability q is activated times the probability thatπ(q)≥π(v). This latter probability
is 1−π(v) because π(q) is chosen uniformly at random in [0,1]. Consequently,
P[q trumps v ]= γ
∆
(1−π(v))= γx
∆
,
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where we write x = 1−π(v) in order to simplify integration. Expressing the probability that no neighbour
of v trumps v as
(
1−γx/∆
)
∆
and integrating over the possible values of x, we get
P[v ∈ I]=P[v ∈A] ·
∫1
0
(
1− γx
∆
)∆
dx = γ
∆
∫1
0
(
1− γx
∆
)∆
dx = 1
∆
∫γ
0
(
1− x
′
∆
)∆
dx ′
which proves the first part of the claim. This value is always less than the limit (1−e−γ)/∆ since∫γ
0
(
1− x
∆
)∆
dx ≤
∫γ
0
e−xdx = 1−e−γ.
For the lower bound, we use the fact e−t (1− t2)≤ 1− t for every t ∈ [0,1] applied to t = x/∆. This gives
∫γ
0
(
1− x
∆
)∆
dx ≥
∫γ
0
e−x
(
1− x
2
∆2
)∆
dx ≥
∫γ
0
e−xdx− 1
∆
∫γ
0
e−xx2dx.
Last, bounding the second integral by
∫∞
0 e
−xx2dx = 2, we deduce that P[v ∈ I]≥ (1−e−γ)/∆−2/∆2.
As a consequence of Claim 1, the expected size of Ir = I∩N (r ) is
E[|Ir |]=
∑
v∈N(r )
P[v ∈ I]= 1−e−γ+o(1).
We now prove the following reduction.
Claim 2. Wemay assume that no pair of distinct vertices u,v ∈N (r ) have a common neighbour outside of
N [r ].
Proof. Assume otherwise that there is vertex w ∈ V (G) \N [r ] with at least two neighbours in N (r ). We
construct a σ-sparse ∆-regular graph G ′ as the disjoint union of G \w and a complete bipartite graph
K∆−1,∆ on a vertex partition X ∪Y with |X | =∆ and |Y | =∆−1, in which we further connect each vertex
NG (u) to a distinct vertex of X . Here the role of the bipartite graph is only to preserve the ∆-regularity.
The neighbourhood of r is the same inG and inG ′, so NG ′(v) induces exactly (1−σ)
(
∆
2
)
edges inG ′. Let I′
be the random independent set obtained by our procedure onG ′ and consider I′r = I∩{NG ′(r )}. We know
as a corollary of Claim 1 that E[|Ir |]= E[|I′r |]. Further, we claim that
P[Ir 6=∅]≤P[I′r 6=∅]. (2)
In that case, P[Ir 6= ∅]/E[|Ir |] ≤ P[I′r 6= ∅]/E[|I′r |], so it is enough to prove Theorem 2.1 for G ′ and r to
deduce it forG and r . Since the number of common neighbours of N (r ) outside N [r ] is strictly lower in
G ′ than inG , the iteration of this transformation terminates, which proves Claim 2.
It remains to show (2). To do so, we couple I and I′ in such a way that Ir is empty in every outcome
where I′r is. Assuming that A andπ are given, the activation set A
′ and the priority function π′ are defined
as follows. First, vertices of V (G)∩V (G ′) = V (G) \ {r } are activated accordingly for A and A′ and get the
same priority, that is A′∩V (G) :=A\{r } andπ′ =π on this set. Now, letU be the set of vertices of A∩N (r )∩
N (w ) that trump all their neighbours in A\{w } forG , i.e. the set of vertices of N (r )∩N (w ) that would be
in I if we ignore w in Step 3. IfU 6=∅, let vU be the vertex ofU with the highest value π(vU ) and let w ′ be
the unique neighbour of vU in X for the graphG
′. We activate w ′ for A′ if w is activated for A, and in this
case we set π′(w ′) := π(w ). Next, we activate (for A′) the remaining vertices of X ∪Y independently at
randomwith probability γ/∆ andwe give them priorities π′ chosen independently, uniformly at random
in [0,1]. The set I′ is then defined from A′ and π′ similarly as for I, as the set of vertices of A′ whose value
by π′ is larger than all of their neighbours in A′.
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It is clear that A′, π′, and further I are distributed as in our procedure because these activations
and priorities are mutually independent. Crucially, note that the choice of vU and w
′ (when U 6= ∅)
is independent from the value of π(w ). If U = ∅, then Ir = ∅ = I′r regardless of the state of w and
the vertices of X ∪Y , so assume that U 6= ∅ and I′r = ∅. Since Ir and I′r coincide on N (r ) \N (w ), we
know that Ir ⊆U . Further, since vU is in U but not in I′r , this vertex is trumped by w ′, so w ′ ∈ A′ and
π(vU ) = π′(vU )≤ π′(w ′)= π(w ). Moreover, π(vU ) is by definition of vU the highest value of π(U ∩A), so
w trumps every activated vertex ofU , and further Ir =∅.
It remains to estimate E[Ir 6=∅]. To do so, let Pr be the the number of pairs in N (r )∩Ir , i.e. Pr =
(|Ir |
2
)
,
and let Tr be the number of triples in N (r )∩ Ir , i.e. Tr =
(|Ir |
3
)
. Our bound on E[Ir 6= ∅] relies on the
following variation of the inclusion-exclusion principle:
P[Ir 6=∅]≤ E[|Ir |]−E[Pr ]+E[Tr ]. (3)
To see this, fix Ir and apply the inclusion-exclusion principle to |Ir | identical sets of size 1 to get
1Ir 6=∅ ≤ |Ir |−
(
|Ir |
2
)
+
(
|Ir |
3
)
,
where 1Ir 6=∅ equal 1 if Ir is non-empty and 0 otherwise. Taking the expectation of this last inequality
proves (3).
Let us now estimate Pr and Tr in terms of the following parameter. Given a pair uv ∈I2, define
ℓuv :=
1
∆
|N (v)∩N (u)|.
We start with Pr .
Claim 3. It holds that
E[Pr ]=σ · E
uv∈I2
[
1
2−ℓuv
]
+oγ(1)+o∆(1).
Proof. First note that
E[Pr ]=
∑
uv∈I2
P[u,v ∈ I | u,v ∈A] ·P[u,v ∈A].
As the activation of the vertices are independentwe haveP[u,v ∈A]= γ2/∆2 so let us considerPkeep(u,v).
Assume first that u and v are activated and that π(u)≥π(v). In that case, a vertex of N (u)∩N (v) that
trumps u necessarily trumps v , so u and v are in I exactly when v trumps the vertices of N (v) and u
trumps the vertices of N (u) \N (v). As a consequence, the probability that both u and v are in I is
(
1− γ
∆
(1−π(u))
)∆
·
(
1− γ
∆
(1−π(v))
)(1−ℓuv )∆ = e−γ(1−π(u))e−γ(1−ℓuv )(1−π(v))+o∆(1),
where we again write the probability that a vertexw trumps an activated neighbour t as
γ
∆
(1−π(t )).
Integrating on the values of x = 1−π(u) and y = 1−π(v), we get
P[u,v ∈ I and π(u)>π(v)|u,v ∈A]=
∫1
0
∫x
0
e−γxe−γ(1−ℓuv )yd ydx+o∆(1).
Accounting for the symmetry between the case π(u)>π(v) and π(u)<π(v), we deduce
Pkeep(u,v)= 2
∫1
0
∫x
0
e−γxe−γ(1−ℓuv )yd ydx+o(1),
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where the dependence is as ∆→∞.
Computing the integral, we obtain
∫1
0
∫x
0
e−γxe−γ(1−ℓuv )yd ydx = 1
γ(1−ℓuv )
∫1
0
e−γx
(
1−e−γ(1−ℓuv )x
)
dx
= 1
γ2(1−ℓuv )
(
1−e−γ− 1−e
−γ(2−ℓuv )
2−ℓuv
)
= 1
γ2(2−ℓuv )
+o
(
1
γ2
)
.
Recalling that |I2| = (σ/2+o(1))∆2, we can conclude that
E[Pr ]=
∑
uv∈I2
γ2
∆2
· 2
γ2(2−ℓuv )
+oγ(1)+o∆(1)=σ · E
uv∈I2
[
1
2−ℓuv
]
+oγ(1)+o∆(1).
Let us estimate the number of triples in Ir . For that purpose, we first derive an integral expression for
E[Tr ]. Set
f (ℓ1,ℓ2,ℓ3)=
1
(2−ℓ1)(3−ℓ1−ℓ2−ℓ3)
.
We now prove the following expression.
Claim 4. For every triple uvw ∈I3,
Pkeep(u,v,w )≤
2
γ3
·
[
f (ℓuv ,ℓuw ,ℓvw )+ f (ℓvw ,ℓuv ,ℓuw )+ f (ℓuw ,ℓuw ,ℓvw )
]
+o∆(1).
Proof. Assuming that u, v and w are activated and that the values x = 1−π(u), y = 1−π(v) and z = 1−
π(w ) are given, we aim to express the probability that {u,v,w }⊆ I. Ifmoreover x ≥ y ≥ z, i.e.π(u)≤π(v)≤
π(w ), this last event happens exactly when none of the vertices of N (u) trump u, none of N (v) \N (u)
trump v and none of the vertices of N (w ) \ (N (u)∪N (v)) trump w . The sizes of these sets are estimated
by respectively |N (u)| =∆, |N (v) \N (u)| = (1−ℓuv )∆ and |N (w ) \ (N (u)∪N (v))| ≥ (1−ℓuw −ℓvw )∆. The
probability that {u,v,w }⊆ I in this case is therefore at most
(
1− γ
∆
x
)∆ (
1− γ
∆
y
)∆(1−ℓuv ) (
1− γ
∆
z
)∆(1−ℓuw−ℓvw )
,
which tends to the limit
pxyz = e−γ(x+(1−ℓuv )y+(1−ℓuw−ℓvw )z)
as ∆→∞. Integrating over the possible values of x, y and z satisfying 1≥ x ≥ y ≥ z ≥ 0 gives
∫1
0
∫1
z
∫1
y
pxyzdxd ydz =
1
γ3
·
∫γ
0
∫γ
z ′
∫γ
y ′
e−x
′−(1−ℓuv )y ′−(1−ℓuw−ℓvw )z ′dx ′d y ′dz ′
≤ 1
γ3
·
∫∞
0
∫∞
z
∫∞
y
e−x−(1−ℓuv )y−(1−ℓuw−ℓvw )zdxd ydz
= 1
γ3
·
∫∞
0
∫∞
z
e−(2−ℓuv )y−(1−ℓuw−ℓvw )zd ydz
= 1
γ3
· 1
2−ℓuv
·
∫∞
0
e−(3−ℓuv−ℓuw−ℓvw )zdz
= 1
γ3
· f (ℓuv ,ℓuw ,ℓvw ),
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where the first line comes from the change of variables x ′ = γx, y ′ = γy and z ′ = γz. To summarise, we
have
P [u,v,w ∈ I and π(u)≤π(v)≤π(w ) | u,v,w ∈A]≤ 1
γ3
f (ℓuv ,ℓuw ,ℓvw )+o∆(1)
Taking into account the six possible orderings of π(u), π(v) andπ(w ) and the symmetry of f between the
second and the third variable yields
Pkeep(u,v,w )=
1
γ3
(2 f (ℓuv ,ℓuw ,ℓvw )+2 f (ℓvw ,ℓuv ,ℓuw )+2 f (ℓuw ,ℓvw ,ℓuv ))+o∆(1),
which finishes the proof of the claim.
The function f satisfies the following bound that isolates its parameters:
f (ℓ1,ℓ2,ℓ3)+ f (ℓ3,ℓ1,ℓ2)+ f (ℓ2,ℓ3,ℓ1)≤
1
3
·
3∑
i=1
1
(2−ℓi )(1−ℓi )
(4)
for every ℓ1,ℓ2,ℓ3 ∈ [0,1]. This relation can be proven as follows:
f (ℓ1,ℓ2,ℓ3)+ f (ℓ2,ℓ1,ℓ3)+ f (ℓ1,ℓ2,ℓ3)=
1
3−ℓ1−ℓ2−ℓ3
·
(
1
2−ℓ1
+ 1
2−ℓ2
+ 1
2−ℓ3
)
≤ 1
3
·
3∑
i=1
1
3−3ℓi
(
1
2−ℓ1
+ 1
2−ℓ2
+ 1
2−ℓ3
)
≤
3∑
i=1
1
3−3ℓi
· 1
2−ℓi
.
Here, the second line is obtained by convexity of the function x 7→ 1
3−x applied on the left factor and the
last step is an application of the rearrangement inequality.
We deduce, from Claim 4 and (4), the following bound on E[Tr ].
Claim 5. It holds that
E[Tr ]≤
|I3|
∆3
+ σ
6
· E
uv∈I2
(
2
2−ℓuv
+ℓuv −1
)
.
Proof. We compute the expected number of triples similarly as for the pairs:
E[Tr ]=
∑
uvw∈I3
P[u,v,w ∈A] ·Pkeep(u,v,w )=
γ3
∆3
·
∑
uvw∈I3
Pkeep(u,v,w ).
Further, applying Claim 4 and Equation (4) gives
E[Tr ]≤
1
3∆3
·
∑
uvw∈I3
∑
ab∈{uv,uw,vw}
2
(2−ℓab)(1−ℓab)
+o∆(1).
We decompose this expression into two parts:
E[Tr ]≤
|I3|
∆3
+ 1
3∆3
·
∑
uvw∈I3
∑
ab∈{uv,uw,vw}
(
2
(2−ℓab)(1−ℓab)
−1
)
+o∆(1). (5)
Consider the term
R :=
∑
uvw∈I3
∑
ab∈{uv,uw,vw}
(
2
(2−ℓab)(1−ℓab)
−1
)
.
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A pair ab ∈I2 contributes to this double sum once for each w ∈ N (r ) such that uvw ∈I3. Since such a
vertex w cannot be a neighbour of v and, by Claim 2, each of the ℓuv∆ common neighbours of u and v
are in N [r ], we know that there are at most (1−ℓuv )∆ such vertices w . It follows that
R ≤
∑
uv∈I2
(1−ℓuv )∆ ·
(
2
(2−ℓuv )(1−ℓuv )
−1
)
=∆ ·
∑
uv∈I2
(
2
2−ℓuv
+ℓuv −1)
)
.
It remains to write the sum as an expectation using |I2| = (σ/2+o(1))∆2:
R
∆3
≤ σ
2
· E
uv∈I2
(
2
2−ℓuv
+ℓuv −1
)
+o(1). (6)
The claim then follows from Equations (5) and (6).
We are now ready to conclude the proof of the theorem. By Claims 3 and 5,
E[Pr −Tr ]≥σ · E
uv∈I2
[
1
2−ℓuv
]
−
( |I3|
∆3
+ σ
6
· E
uv∈I2
[
2
2−ℓuv
+ℓuv −1
])
+o(1)
= σ
6
· E
uv∈I2
[
4
2−ℓuv
−ℓuv +1
]
− |I3|
∆3
.
The function g : x 7→ 4
2−x −x+1 is increasing on [0,1], so we may bound the last expectation by g (0)= 3.
Further, a theorem from Rivin [22] shows that |I3| ≤σ3/2
(
∆
3
)
. It follows that
E[Pr −Tr ]≥
σ
2
− σ
3/2
6
+o(1)= ε1.2(σ)+o(1).
Recall that as a consequence to Claim 1, the expected size of Ir is 1−e−γ+o∆(1). Using Equation (3), we
conclude that
P[Ir 6=∅]
E[|Ir |]
≤ E[|Ir |−Pr +Tr ]
E[Ir ]
≤ 1−e
−γ−ε1.2(σ)
1−e−γ +o∆(1)= 1−ε1.2(σ)+o∆(1)+oγ(1),
which proves the theorem.
Remark. As observed at the beginning of the section, the value of ε1.2 is what we would expect to obtain
if we activated the entire graph (used a single colour) and there were no correlations (created by common
neighbours). Ultimately we proved above that small lists behave like lists of size 1 and that, given there are
many triples, correlations help pairs more than they help triples, thus improving the colouring.
2.2 One nibble
Our strategy is to build up the colouring gradually through a sequence of partial proper (list-)colourings.
Each step of this sequence has the sampling procedure of Subsection 2.1 at its core. In Lemma 2.2 below,
we prove (with the help of the Lovász local lemma and Theorem 1.11) that the sampling, with positive
probability, has suitable properties for continuation of the iterative colouring procedure.
In addition to the notation for partial list colouring given in Subsection 1.3, we need the following
definition, after [4]. Given a graph G , a vertex subset A ⊆ V (G), and µ > 0, we say that G[A] is a µ-
quasirandom subgraph ofG if for all not necessarily distinct vertices u,v ∈ A,∣∣|N (u)∩N (v)∩ A|−µ|N (u)∩N (v)|∣∣≤p∆ log5∆.
Note that in the special case u = v ∈ A, the condition specialises to |dG[A](u)−µdG (u)| ≤
p
∆ log5∆.
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Lemma 2.2. For every ι > 0 and γ ≥ γ2.2(ι) = γ2.1(ι/2), there is ∆2.2 = ∆2.2(ι,γ) such that the following
holds. Fix some parametersσ> 0 and∆≥∆2.2 and set k = ⌈∆/γ⌉ andµ= 1−(1−e−γ)/γ. For everyσ-sparse
graph G with maximum degree ∆ and a given k-list-assignment L, there is a partial proper L-colouring
c such that the residual subgraph Gc is a µ-quasirandom subgraph. Furthermore, in the residual list-
assignment Lc , writing∆
′ for the maximum degree of Gc , each list has size at least k ′ where∣∣∣∣ k −k ′
∆−∆′ − (1−ε1.2(σ))
∣∣∣∣≤ ι.
Proof. SetG = (V ,E ). In order to have each colour class behaving similarly, we first makeG “colour-wise
regular” using the following statement.
Claim 1. There exists V1 ⊇V , a graph G1 = (V1,E1) that contains G =G1[V ] as an induced subgraph, and
a k-list-assignment L1 of G1 that extends L (i.e. L1|V = L) such that for every colour c ∈
⋃
v∈V1 L(v), the
subgraph of G1 induced by those vertices v such that L(v)∋ c is ∆-regular and σ-sparse.
Proof. As afirst step, we embedG in a∆-regularσ-sparse graphH by the following iterative process. Start
with H =G and as long as H is not ∆-regular, take a copy H ′ of H and add an edge between a vertex v
in H and its copy in H ′ if dH (v)<∆. Then set H := H ∪H ′ and repeat. As each step of this construction
does not increase the number of triangles that contain each vertex, the graph H is σ-sparse. By giving to
each copy of a vertex v a copy of the list L(v), we can extend L to a k-list-assignment of H .
LetN be the smallest multiple of k such that L(v)⊆ [N ] for every vertex v ∈V . Let us define the graph
G1 = (V1,E1) as a N/k-blow-up of H . Specifically, V1 contains N/k copies v1, . . . ,vN/k of each vertex v
of V (H ), and ui v j ∈ E1 whenever uv ∈ E . For every v ∈V (H ), we take the convention that v = v1, so that
G1[V ]=G . For every vertex v of V (H ), we define the lists L(v1), . . . ,L(vN/k ) so that they form a partition
of [N ] and L(v1)= L(v).
Note that every colour c ∈ [N ] is contained in exactly one L(vi ) for each vertex v ∈ V (H ). Conse-
quently, the subgraph ofG induced by {vi ∈V1 | c ∈ L(vi }) is isomorphic to H , and therefore is ∆-regular
and σ-sparse.
We now apply the following random colouring procedure to the graphG1. First, assign a colour c0(v)
chosen uniformly at random from the list L(v) to each vertex v ∈V1.
This yields a (not necessarily proper) colouring c0 : V1 →N. In order to resolve conflicts, we use the
method discussed in Subsection 2.1: independently assign to each vertex v ∈ V1 a priority π(v) chosen
uniformly at random in [0,1], and define a set of uncoloured vertices as
U =
{
v ∈V1
∣∣ ∃u ∈NG1(v), c0(u)= c0(v) and π(u)≥π(v)} .
As intended, the restriction of c0 to V1 \U , the set of vertices that are not uncoloured, is a partial proper
colouring of G1. Let c be the partial proper colouring of G obtained by further restricting c0 to V \U .
The residual subgraph of G with respect to c is therefore the induced subgraph Gc =G1[V ∩U ]. Let ∆′
be the maximum degree of Gc , as in the statement of the theorem. For every vertex v ∈V ∩U , we write
Delc (v)= c(NG (v)\U ) for the set of colours used by neighbours of v under c . The residual list-assignment
ofGc is defined as Lc (v)= L(v) \Delc (v) for every v ∈V ∩U . Further, define k ′ = k − (1−µ)(1−ε1.2(σ)+
ι/2)∆−
p
∆ log2∆. We aim to prove that c ,Gc , Lc , k
′ and ∆′ satisfy the theorem with positive probability.
In order to have |Lc (v)| ≥ k ′, it suffices to prevent the following “bad” event for every v ∈V ∩U :
|Delc (v)| < k −k ′. (Bv )
In order to ensure thatG ′ is a µ-quasirandom subgraph ofG , we need to prevent the following event Bu,v
for every u,v ∈V (G)∩U : ∣∣|NG (u)∩NG (v)∩U |−µ|NG (u)∩NG (v)|∣∣>p∆ log5∆. (Bu,v )
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Let us prove that preventing (Bv) and (Bv,v ) for every v ∈V ∩U is enough to ensure the claimed bound
on the ratio (k −k ′)/(∆−∆′). Indeed, if (Bv,v ) does not hold, then
|dGc (v)−µdG (v)| =
∣∣|NG (v)∩U |−µ|NG (v)|∣∣≤p∆ log5∆,
so in particular dGc (v)=µ∆+O(
p
∆ log5∆) for every v ∈V ∩U , so ∆′ =µ∆+O(
p
∆ log5∆). It follows from
this and the definition of k ′ that
k −k ′
∆−∆′ =
(1−µ)(1−ε1.2(σ)+ ι/2)∆+
p
∆ log2∆
∆−µ∆+O(
p
∆ log5∆)
= 1−ε1.2(σ)+
ι
2
+O(∆−1/2 log5∆).
If ∆2.2 is large enough, then theO(∆
−1/2 log5∆) term above is smaller than ι/2 for every∆≥∆2.2.
Given a colour a, denote Va the set of vertices of V1 whose list contains a. Recall that by Claim 1,
the graph G1[Va] is σ-sparse and ∆-regular. The key property of the random colouring c0 is that the
independent set Ia = c−10 ({a})∩U of G1[Va ] that is coloured a (after uncolouring) is distributed as the
independent set I generated by the procedure described in Subsection 2.1 applied to the graph G1[Va]
with parameter γ′ =∆/k =∆/⌈∆/γ⌉. Therefore, applying Theorem 2.1 with ι′ = ι/2 first gives that∣∣∣∣∣P[v ∈ Ia ]− 1−e
−γ′
∆
∣∣∣∣∣≤ 2∆2 , (7)
and second that
P[Ia ∩NG1(v) 6=∅]
E[|Ia ∩NG1(v)|]
< 1−ε1.2(σ)+
ι
2
(8)
for every v ∈V1 and a ∈ L(v).
Set µ′ = 1− (1− e−γ′)/γ′. Recall that γ′ = ∆/⌈∆/γ⌉ = γ+O(1/∆), so µ′ = µ+O(1/∆). Since the set of
coloured vertices is V1 \U is the disjoint union
⋃
a Ia on all the colours of L, Equation (7) gives
∣∣P[v ∈U ]−µ′∣∣=
∣∣∣∣∣P[v ∉U ]− 1−e
−γ′
γ′
∣∣∣∣∣≤
∑
a∈L(v)
∣∣∣∣∣P[v ∈ Ia]− 1−e
−γ′
∆
∣∣∣∣∣≤ |L(v)| · 2∆2 ≤ 2∆
for every v ∈V1. As a consequence, P[v ∈U ]=µ+O(1/∆).
Given v ∈ U , let us estimate the expected size of Delc (v). A fixed colour a ∈ L(v) is in Delc (v) if
at least one neighbour of v in G is selected in Ia , that is, if NG (v)∩ Ia 6= ∅. Since NG (v) is a subset
of NG1(v), it follows from (8) that P[a ∈ Delc (v)] < (1− ε1.2(σ)+ ι/2)E[|Ia ∩NG1(v)|]. Note further that∑
a∈L(v)E[|Ia ∩NG1(v)|]= E[Ia \U ]≤ (1−µ)∆+O(1). Consequently,
E[|Delc (v)|]=
∑
a∈L(v)
P[a ∈Delc (v)]≤
(
1−ε1.2(σ)+
ι
2
)
(1−µ)∆+O(1),
and so we need to prove the following concentration statement.
Claim 2. If ∆ is large enough then
P[||Delc (v)|−E[|Delc (v)|]| ≥
p
∆ log∆]≤∆− 12 loglog∆.
Moreover, E[|NG (u)∩NG (v)∩U |]=
∑
w∈NG (u)∩NG (v)P[w ∈U ]=µ|NG(u)∩NG (v)|. We use the following
statement to exclude (Bu,v ).
Claim 3. Let S be a set of vertices with |S| ≤∆. Then if ∆ is large enough,
P[ | |S∩U |−E[|S∩U |] | ≥
p
∆ log2∆ ]≤∆− 12 loglog∆.
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Assuming Claims 2 and 3, we apply the Lovász local lemma to show that, with positive probability,
neither of the events (Bv ) and (Bu,v ) occurs.
The event (Bu,v ) can only happenwhen u and v are at distance at most 2, so we restrict our attention
to these cases. The final state of a vertex in the procedure only depends on the state of the colours and
priorities of its neighbours, so the final state of two vertices at distance at least 4 are independent. Taking
into account that (Bu,v ) concerns the neighbourhood of u and v , the number of bad events correlated
with (Bv ) or (Bu,v ) is generously bounded by d = ∆4(∆2+1) < ∆7. The upper bound p := ∆−
1
2
loglog∆ on
the probability of a bad event therefore satisfies 4pd < 1 for ∆ greater than some ∆0, so the Lovász local
lemma proves the theorem.
It only remains to show that the random variables |Delc (v)| and |N (u)∩N (v)∩U | are concentrated,
as asserted in Claims 2 and 3. To do so, we use Theorem 1.11.
Proof of Claim 2. Consider X = |Delc (u)| as a random variable on the product spaceΩ=Πv∈VΩv , where
the elements ofΩv are the pairs (c0(v),π(v)). We prove the concentration of X by applying Theorem 1.11
with no exceptional outcome, that is, withΩ∗ =∅.
The coordinates that can decrease X (ω) are the vertices of N (u), and for each v ∈ N (u) that is un-
coloured in ω, we choose one neighbour φ(v) of v that uncolours v , that is, such that c0(v) = c0(φ(v))
and π(v)≥π(φ(v)). We then define I =N (u)∪φ(N (u)∩U ). The set I has size at most 2∆.
Consider another outcome ω′ ∈Ω. A colour a that is in Delc (u) for ω is also in Delc (u) for ω′ unless
they differ on a coordinate w corresponding to one of the two following situations: c0(w )= a for ω and
w is a neighbour of v ; or c0(w )= a for ω′ and w = φ(v) for some neighbour v ∈ N (u) with colour a (for
ω). Note that such a vertex w is part of I and can correspond to each situation for only one colour. As a
consequence, ifω andω′ differ in fewer than t/2 coordinates, then X (ω′) is at least X (ω)− t .
Applying Theorem 1.11 with s = 2∆, c = 2 and t =
p
∆ log∆ gives
P[|X −E[X ]| ≥
p
∆ log∆]≤ 4e−
log2∆
64 <∆− log∆.
Proof of Claim 3. Consider X = S∩U as a random variable on the product spaceΩ=∏v∈V Ωv , where the
elements ofΩv are the pairs (c0(v),π(v)). Let us show that X = |S∩U | has a downward (s,c)-certificate.
We first define a setΩ∗ of exceptional outcomes as
Ω
∗ =
{
| {v ∈N (u) | c(u)= i } | ≥ log∆ for some i ∈N
}
,
i.e. the set of events in which a particular colour appears (with respect to c0) more than log∆ times in S.
Let us estimate P[Ω∗]. For each colour x, let sx be the number of vertices of S with x in their list. Now,
the probability that S contains more than log∆ vertices coloured with x is at most
sx∑
i=log∆
(
sx
i
)
γi
∆i
≤
sx∑
i=log∆
(
∆
i
)
γi
∆i
≤
sx∑
i=log∆
(
e∆
i
)i γi
∆i
≤ sx ·
(
γe
log∆
)log∆
.
So by the union bound and a simple double-counting argument,
P[Ω∗]≤
∑
x∈N
sx ·
(
γe
log∆
)log∆
≤ |S| ·k ·
(
γe
log∆
)log∆
≤∆2 ·
(
γe
log∆
)log∆
.
For ∆ large enough, P[Ω∗]≤∆− 23 loglog∆.
Given an unexceptional outcome ω ∈ Ω\Ω∗, define a set of the coordinates that can decrease X (ω)
as a set I containing the vertices of S∩U (ω), as well as for each v ∈ S that is uncoloured in ω, one neigh-
bour φ(v) that uncoloured v , that is, such that c0(φ(v)) = c0(v) and π(φ(v)) ≤ π(v). This yields a set
I := (S∩U )∪φ(S∩U ) of size at most 2∆.
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Now, consider another unexceptional outcome ω′ ∈ Ω such that X (ω′) ≤ X (ω)− t for some t . Note
that a vertex v ∈ S∩U (ω) remains uncoloured if the colours and priorities of v andφ(v) remain the same,
so v remains uncoloured in ω′ unless ω′ and ω differ in one of the coordinates v or φ(v). Moreover, for
a vertex u ∈ I , the set φ−1({u}) is a monochromatic subset of S and therefore has size at most log∆ in an
unexceptional outcome, so the coordinate u is part of the certificate of at most c := log∆+1 vertices. As
consequence, ω differs from ω′ in at least t/c coordinates.
Applying Theorem 1.11 with s = 2∆, c = log∆+1 and t =
p
∆ log2∆ gives the bound
P[|X −E[X ]| ≥ t ]≤ 4e−
log4∆
32(log∆+1)2 +4∆− 23 loglog∆,
which is less than ∆−
1
2
loglog∆ when ∆ is large enough. This completes the proof of the claim.
This completes the proof of the lemma.
2.3 Proof of Theorem 1.2
Let uswrap things up. Weneed to combine Lemma 2.2with a result implicit in the proof of [4, Lem. 3.20].
Lemma 2.3 ([4]). For each ι> 0 and 0<σ< 1, there exists∆2.3 =∆2.3(ι) such that if G is a σ-sparse graph
withmaximum degree ∆≥∆2.3 then every µ-quasirandom subgraph of G is (σ− ι)-sparse.
Proof. We take the following fact, without proof, from the end of the proof of [4, Lem. 3.20]. For all
vertices u in a µ-quasirandom subgraphG ′ ofG
|E (G ′[NG ′(u)])| < (1−σ)
(
∆
2
)
+O(∆3/2 log5∆).
ThusG ′ is (σ− ι)-sparse, where ι=O(∆−1/2 log5∆).
To prove our main result, we repeatedly apply Lemma 2.2. We start with a comparatively small seg-
ment of the palette [⌈(1−ε1.2(σ)+ ι)∆⌉] as the list for every vertex. In each iteration, we apply Lemma 2.2
to the residual subgraph. This yields a new residual subgraph of slightly smaller maximum degree but
also of slightly smaller guaranteed list sizes. We must pad each of the lists using another small, so far
unused, segment of [⌈(1−ε1.2(σ)+ ι)∆⌉] so that the ratio γ in our application of Lemma 2.2 is consistent.
Note that Lemma 2.3 will help to ensure that we can still apply Lemma 2.2 in the following iteration, if so
needed. Once the residual subgraph has had its maximum degree fall below a certain threshold, we can
greedily colour it to successfully complete the procedure.
In the proof, it will be handy to define for any graphG the (local) sparsity σ(G) as the largest σ> 0 for
whichG is σ-sparse.
Proof of Theorem 1.2. Fix ι andσ, and letG and∆=∆(G) be as in the statement, where∆1.2 =∆1.2(ι) will
satisfy certain inequalities to be specified during the proof. Let γ >min{2,γ2.2}, where γ2.2 = γ2.2(ι/3)
is as given in Lemma 2.2, and let µ = 1− (1− e−γ)/γ. Let k = ⌈∆/γ⌉, and let L be the k-list-assignment
defined by L(u)= [k] for all u ∈V (G). We iteratively colour the graph using Lemma 2.2.
Initialising κ= k , Γ=G andΛ= L, we perform the following procedure.
1. Let c be the partial proper Λ-colouring of Γ given by Lemma 2.2, with specific parameter choices
γ← γ, ι← ι/3, σ← σ(Γ), ∆← ∆(Γ), k← κ, and let Γc be the µ-quasirandom residual subgraph of
maximum degree ∆′ with residual list-assignment Λc satisfying |Λc (u)| ≥ k ′ for each u ∈V (Γc ).
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2. Arbitrarily delete colours fromeach list so that each list inΛc has size exactly k
′. As k ′ < k ′′ =: ⌈∆′/γ⌉
(see below) we add the elements {κ+1, . . . ,κ+1+k ′′−k ′} to each list in order to maintain γ, the
ratio of maximum degree to list-size.
3. If ∆′ ≥ ⌊ι∆/3⌋ replace Γwith Γc ,Λ with Λc , κ with κ+1+k ′′−k ′, and return to Step 1.
In Step 2 of the procedure, we used the fact that k ′′ = ⌈∆′/γ⌉ > k ′ which can be seen by comparing k ′′ to
the value of k ′ given in Lemma 2.2
κ−k ′′
∆(Γ)−∆′ =
κ−
⌈
∆
′/γ
⌉
∆(Γ)−∆′ ≤
γκ−∆′
γ(∆(Γ)−∆′) ≤
1
γ
< 1−ε1.2(σ(Γ))− ι/3≤
κ−k ′
∆(Γ)−∆′
where the penultimate inequality holds since γ≥ γ2.2 > 2.
In order to apply Lemma 2.2 in Step 1 we must have that ∆(Γ) ≥∆2.2 where ∆2.2 = ∆2.2(ι/3,γ) is as
given by Lemma 2.2 and so we want ⌊ι∆1.2/3⌋ ≥∆2.2. With each application of Lemma 2.2 in Step 1 we
have by µ-quasirandomness that
∆(Γc )≤∆(Γ)
(
µ+ξ(∆(Γ))
)
,
where ξ(x) := (log5 x)/px. Note that ξ(x) is decreasing in x for all x ≥ e10 (say). Therefore, since we always
maintain that∆(Γ)≥ ⌊ι∆/3⌋, the maximum degree in the residual subgraph will decrease each time by at
least a factor µ+ ι′, where ι′ := ξ(⌊ι∆1.2/3⌋), provided ⌊ι∆1.2/3⌋ ≥ e10. It then follows that the procedure
will terminate after at most n = ⌈logµ+ι′(ι/3)⌉ steps.
Throughout the procedure, there may be some decrease in σ(Γ), which we must control. In particu-
lar, it will suffice to ensure that ε1.2(σ(Γ))≥ ε1.2(σ)− ι/3 holds each time we apply Lemma 2.2. Note that
ε1.2(x) is a continuous, strictly increasing function of x for 0< x < 1. Let 0<σ′ <σ be the unique choice
satisfying ε1.2(σ
′)= ε1.2(σ)−ι/3 and let ι′′ = (σ−σ′)/n. By Lemma 2.3 there is some ∆2.3 =∆2.3(ι′′) such
that if ∆(Γ) ≥ ∆2.3 then σ(Γc ) ≥ σ(Γ)− ι′′. Thus throughout the procedure we have σ(Γ) ≥ σ−nι′′ = σ′,
implying that ε1.2(σ(Γ))≥ ε1.2(σ′)= ε1.2(σ)− ι/3, as desired. We therefore also want ⌊ι∆1.2/3⌋ ≥∆2.3.
In summary, with ∆1.2 = 4ι max
{
∆2.2,e
10,∆2.3
}
, we run the procedure above (over at most n itera-
tions). In each application of Lemma 2.2 we have sparsityσ(Γ) close enough toσ that the ratio of colours
used, κ−k ′, to reduction in maximum degree, ∆(Γ)−∆′, is at most 1−ε1.2(σ)+2ι/3. Since overall we
reduce the maximum degree by at most ∆, we ultimately obtain a partial proper colouring ofG using at
most (1−ε1.2(σ)+2ι/3)∆ colours. Moreover, the ultimate residual subgraph has maximum degree less
than ⌊ι∆/3⌋, and so we may complete to a proper colouring of G greedily using at most ι∆/3 additional
colours.
Remark. The method of colouring that we employ requires that at each step we draw from a common
reservoir of thus far unused colours. This is an obstacle to extending our results to list colouring. Note that
the methods of Bonamy et al. did include list colouring and the more general notion of correspondence
colouring.
3 Applications of Theorem 1.2
3.1 Proof of Theorem 1.6
As mentioned earlier, Bruhn and Joos [6] established a good upper bound on the local density in L(G)2
for any G . Specifically, they showed that any edge e of a graph G has a neighbourhood in L(G)2 that
induces a subgraph of L(G)2 with at most 1.5∆(G)4 +5∆(G)3 edges. One might hope for an even better
result in this direction, as the corresponding local edge count in L(G)2 for the hypothetical extremal
graphsG for the Erdo˝s–Nešetrˇil conjecture is strictly less than 0.8∆(G)4. However, another construction
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based on Hadamard codes shows that the bound is asymptotically best possible. In order to circumvent
this obstacle Bonamy et al. [4] showed it beneficial to restrict attention to a subgraph of high minimum
degree — as the other vertices may be coloured afterwards greedily — and the considered subgraph has
lower local density. More precisely, with the aid of Bruhn and Joos’s result, they showed the following
result, which we use too here combined with Theorem 1.2.
Theorem 3.1 (Bonamy et al. [4]). Fix 0 ≤ ε ≤ 0.3. For any graph G, let H = L(G)2. Let F be a maximum
subset of the vertices of H that induces a subgraph of minimum degree ⌈(2−ε)∆(G)2⌉. For any f ∈ F , the
number of edges in the subgraph H [NH[F ]( f )] induced by the neighbourhood of f (in H [F ]) is at most(
31
6
− 128
3(10−3ε) +4ε−ε
2
)
∆(G)4.
Proof of Theorem 1.6. Let 0 < ι,σ < 1 be constants to be chosen later in the proof, let ∆0 = ∆1.2/2, and
let G be a graph with ∆(G) ≥ ∆0. Let ε = 0.228, H = L(G)2, and F ⊆ V (H ) the subset as in Theorem 3.1.
It suffices to show that the subgraph H [F ] induced by F has chromatic number satisfying χ(H [F ]) ≤
⌈(2−ε)∆(G)2⌉. For then ifχ(H )> ⌈(2−ε)∆(G)2⌉, therewould be someminimal F ′) F withχ(H [F ′])> ⌈(2−
ε)∆(G)2⌉, and since H [F ′] would then haveminimumdegree at least ⌈(2−ε)∆(G)2⌉, this would contradict
the choice of F . By Theorem 3.1, for any f ∈ F , the number of edges in the subgraphH [NH[F ]( f )] induced
by the neighbourhood of f (in H [F ]) is at most
(
31
6
− 128
3(10−3ε) +4ε−ε
2
)
∆(G)4 ≤ (1−σ)
(
2∆(G)2
2
)
,
where we take the choice σ = 0.277. By Theorem 1.2, χ(H [F ]) ≤ (1−ε1.2(σ)+ ι)2∆(G)2, which one can
easily verify is at most (2−ε)∆(G)2 if ι≤ 0.0004. This completes the proof.
3.2 Proof of Theorem 1.10
The proof essentially follows the plan of King and Reed [17]. In addition to Theorems 1.2 and 1.8, we will
need the following two results. Recall that a graph is said to be c-critical if it is not properly c-colourable,
but every proper subgraph is.
Theorem 3.2 (King [16]). Every graph G satisfying ω(G) > 23 (∆(G)+1) contains an independent set that
intersects every clique of size ω(G).
Theorem 3.3 (Delcourt and Postle [11]). For each ε,α > 0, if a graph G is ⌈(1−ε)(∆(G)+1)⌉-critical and
ω(G)≤ (1−α)(∆(G)+1), then it is (1−α/2−ε)(α−2ε)-sparse.
Proof of Theorem 1.10. Let ∆0 = max{2∆1.2(σ)/ε1.8,∆1.8} where σ > 0 is some constant to be deter-
mined later in the proof, and let G be a graph with ∆(G) ≥ ∆0. Letting ζ = 0.199, we wish to show that
χ(G) ≤ ⌈(1− ζ)(∆(G)+1)+ ζω(G)⌉. Note that ∆(G)−2∆1.2(σ) ≥ ∆(G)−ε1.8∆0 ≥ (1−ε1.8)∆(G). We may
therefore assume by Theorem 1.8 thatω(G)<∆(G)−2∆1.2(σ).
Next we generate a graphG ′ fromG with the following procedure. LetG0 =G . For i = 0,1, . . . , we exe-
cute the following steps. If ω(Gi )≤ 23 (∆(Gi )+1), then outputG ′ =Gi and s = i , and then stop. Otherwise,
we are guaranteed from Theorem 3.2 an independent set Si ⊆V (Gi ) that intersects every clique inGi of
size ω(Gi ). Arbitrarily extend Si to a maximal independent set S
′
i
ofGi . LetGi+1 =Gi −S ′i .
We note for each i = 0,1, . . . the following facts. Since S ′
i
is maximal, we have ∆(Gi+1) ≤ ∆(Gi )− 1.
Since S ′
i
intersects every maximum clique, we have ω(Gi+1)=ω(Gi )−1. Since S ′i is an independent set,
we have χ(Gi+1)≥ χ(Gi )−1. The clique number decreases by exactly one at each step, so the procedure
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terminates, and the number s of steps executed is at most ω(G). Note also that ∆(G ′)≤∆(G)− s, ω(G ′)=
ω(G)− s and χ(G ′)≥ χ(G)− s.
Suppose first that ∆(G ′)<∆1.2(σ). Then, since χ(G ′)≤∆(G ′)+1, we have
χ(G)≤χ(G ′)+ s ≤∆1.2(σ)+ s ≤∆1.2(σ)+ (1−ζ)ω(G)+ζω(G)
<∆1.2(σ)+ (1−ζ)(∆(G)−2∆1.2(σ))+ζω(G)
= (1−ζ)(∆(G)+1)+ζω(G)+ (2ζ−1)∆1.2(σ)
= (1−ζ)(∆(G)+1)+ζω(G),
in which case we are done. So from here on, we may assume that ∆(G ′)≥∆1.2(σ).
Note that if we are able to prove that χ(G ′) ≤ ⌈(1− ζ)(∆(G ′)+ 1)+ ζω(G ′)⌉, then we will be finished
because we have from the properties of G ′ that χ(G) ≤ χ(G ′)+ s ≤ ⌈(1−ζ)(∆(G ′)+1)+ζω(G ′)⌉+ s ≤ ⌈(1−
ζ)(∆(G)+1)+ζω(G)⌉. Since (1−ζ)(∆(G ′)+1)+ζω(G ′)< (1−ζ/3)(∆(G ′)+1), wemay assumewithout loss of
generality thatG ′ is ⌈(1−ζ/3)(∆(G ′)+1)⌉-critical. Nowwemay apply Theorem3.3 withα= 1/3 and ε= ζ/3
to deduce thatG ′ is σ-sparse with the choice σ= (5−2ζ)(1−2ζ)/18. We then have from Theorem 1.2 that
χ(G ′)≤ (1−ε1.2(σ))∆(G ′). A quick calculation with the choice ζ= 0.199 checks that
ζ
3
≤ ε1.2
(
(5−2ζ)(1−2ζ)
18
)
giving a contradiction to the fact thatG ′ is ⌈(1−ζ/3)(∆(G ′)+1)⌉-critical. This completes the proof.
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