While experimental designs are regarded as the gold standard for establishing causal relationships, such designs are usually impractical owing to common methodological limitations. The objective of this article is to illustrate how propensity score matching (PSM) and using propensity scores (PS) as a covariate are viable alternatives to reduce estimation error when experimental designs cannot be implemented. To mimic common pediatric research practices, data from 140 simulated participants were used to resemble an experimental and nonexperimental design that assessed the effect of treatment status on participant weight loss for diabetes. Pretreatment participant characteristics (age, gender, physical activity, etc.) were then used to generate PS for use in the various statistical approaches. Results demonstrate how PSM and using the PS as a covariate can be used to reduce estimation error and improve statistical inferences. References for issues related to the implementation of these procedures are provided to assist researchers.
Consider a study that wishes to assess the impact of a diabetes intervention on reducing diabetic symptoms (e.g., body mass index, BMI) when compared with a control group, with children as the participants. The two most common methodologies to assess the intervention's impact would be experimental and nonexperimental designs (a.k.a., observational research). When implementing these designs, it is not uncommon to have pretest group differences on the dependent variables and other demographic variables (e.g., initial BMI, caloric intake, exercise frequency). As delineated below, group differences can emerge for numerous reasons, thus resulting in estimation bias (i.e., difference between the expected value of the sample statistic and population parameter).
Under such circumstances, researchers would have several options to deal with this concern post hoc. Arguably the most common statistical approaches are to (a) ignore these pretest differences and conduct analyses to assess the treatment effect, (b) use several covariates to adjust for pretreatment differences, (c) conduct propensity score matching (PSM) and remove participants without a sufficient match before evaluating the treatment effect, or (d) use the propensity score (PS) to adjust the treatment effect for bias. Based on statistical theory, options (c) and (d) should provide the least biased results; thus, these approaches should be more frequently used in pediatric psychology research.
Many times researchers are interested in comparing treatment and control groups when randomization is not possible. The literature suggests that researchers fail to address between 66 and 90% of design and estimation conditions required to make valid causal inferences (Antonakis, Bendahan, Jacquart, & Lalive, 2010) . In psychological research and other applied disciplines, this shortcoming can take on many forms, such as the failure to randomly assign participants to various levels of the independent variable, the inability to manipulate variables of interest, or the failure to control exposure levels. Consequently, observational studies are plagued by design limitations and likely produce biased results (effect sizes, mean differences, standard deviations, p-values, etc.). To lessen these concerns, many researchers have used PSM (e.g., Kuramoto et al., 2010) and/or the PSs as a covariate (e.g., Dingfelder, Jaffee, & Mandell, 2010) to adjust for estimation error. The purpose of this article is to provide a nontechnical overview of methods to reduce bias when unintended group differences are found. This is followed by two illustrative examples that highlight promising techniques to minimize bias and unintended confounds.
PSM: An Overview
To better understand the need for PSs and when to use them, we first briefly discuss exact matching (for more details see Guo & Fraser, 2010; Imai, King, & Stuart, 2008; Stuart, 2010) . Exact matching is a process by which each participant in group 1 (e.g., treatment group) is matched with a participant in group 2 (e.g., control group) on the observed covariates (demographic and other relevant variables) of interest. By producing exact matches, the mean of dependent variable differences among paired units represents an unbiased estimate of the average treatment effect (Rosenbaum & Rubin, 1983) .
While exact matching is ideal (Imai et al., 2008) , it may be impractical when the number of characteristics or covariates is large. As the number of characteristics increases, exact matching can lead to a large number of unmatched individuals (Stuart, 2010) , resulting in a considerable reduction in sample size and susceptibility to increased bias.
When exact matching is not a feasible option for balancing treatment and control samples, PSM and PS adjustment (e.g., using PS as a covariate) may serve as practical alternatives for pursuing causal inference. It should be noted that exact matching and PSM can be used before, or after, assigning participants to treatment conditions (Rubin, 2001) .
Implementation of PSM involves a series of steps for creating matched groups. Figure 1 provides an overview of this process. The steps for PSM include building a PS model, identifying matched pairs using estimated PS scores, diagnostics, and postmatching analyses. Owing to the vast number of implementation considerations including variable selection procedures, PSM programs, matching algorithms, and diagnostic statistics, these topics cannot all be discussed here. Interested researchers are encouraged to read the review works by Antonakis et al. (2010) ; Austin (2011); Caliendo and Kopenig (2008) ; Guo and Fraser (2010) ; Hill, Weiss, and Zhai (2011); Li (2013); Stuart (2010); and Williamson, Morley, Lucas, and Carpenter (2012) .
It is important to realize that researchers can use this methodology at different stages in the research design and for distinct purposes. First, researchers could match participants before treatment implementation. In a sense, PSM confirms that the groups are equal and that random assignment was successful. This approach could be useful with smaller sample sizes when random assignment may result in group differences simply by chance. The second approach, which tends to be more typical, is matching participants after receiving the treatment. In this case, participants were not randomly assigned to groups and should therefore be matched post hoc. Post hoc procedures are those that adjust for estimation bias after data collection. The third approach uses the PS as a covariate to statistically adjust for pretreatment imbalance. While the groups remain significantly different, the PSs are used to adjust for bias by using the single PS covariate rather than all the variables used to create the PS. Owing to the fact that most researchers use post hoc procedures, this article focuses more on the second and third approaches. In the following sections we describe the steps necessary to complete a PS analyses. To summarize, the procedure includes the following steps: Constructing the PS model (Step 1), identifying matched pairs using PSM (Step 2), assessing balance and diagnostics (Step 3), and conducting postmatching analyses (Step 4).
Step 1: Building the PS Model
When constructing a statistical model to generate PS, the criterion variable is group membership (e.g., treatment vs. control) and the predictor variables are pretreatment characteristics (e.g., BMI pretreatment, exercise habits) that are posited to be associated with the criterion variable. A number of methods have been proposed to estimate PSs (Guo & Fraser, 2010) , with the most common being logistic regression when one has two groups. When there are more than two groups, researchers can use multinomial regression or a series of logistic regression analyses. While historically less popular within the literature, researchers have also used discriminant function analysis, classification and regression trees, and neural networks to estimate PSs with two or more groups.
For our illustration we used a logistic regression model to estimate the PS (Step 1), and then used the estimated PS to identify appropriate matches (Step 2). Balance assessment and postmatching analyses were the final steps of the process (Steps 3-4). When selecting covariates to include in the PS model, one should consider any variable that has reasonable influence on both treatment status and outcome. It is well documented that unmeasured confounders are a substantial source of hidden bias in such models, and thus inclusion of measured confounders to account for
The Search for Causal Inferences 247 overt bias is essential (Harder, Stuart, & Anthony, 2010) . The key point is that researchers should make a strong effort to identify potential confounders before data collection and make sure these confounders are incorporated into the PS model. If treatment assignment is strongly ignorable (i.e., no systematic, unobserved, or pretreatment differences exist between treated and control participants) after PSM, then adjustments for observed covariates are sufficient to produce consistent estimates of treatment effects in observational studies and results should be unbiased (for more details see Austin, 2011; Rosenbaum, 1984; Rosenbaum & Rubin, 1983; Steiner, Cook, Shadish, & Clark, 2010) . Of course, it is difficult to determine whether important variables were omitted from the PS model (thus violating the assumption of strong ignorability) and the degree of bias that remains. Therefore, considerable care should be taken when selecting variables for the PS model.
To identify relevant covariates, researchers can make use of statistical analyses, theory, and prior research. Stuart (2010) recommends a liberal approach for variable selection, as exclusion of important confounders can lead to substantial bias. For this reason, it is not uncommon to see PS models that include a large number of covariates (Rosenbaum & Rubin, 1984; Rubin, 2001; Wu, West, & Hughes, 2008) . Rubin and Thomas (1996) argued to include variables in the PS model unless there is considerable evidence to exclude them, as meeting the assumption of strong ignorability is of central importance. Although model selection remains controversial, it remains clear that including irrelevant variables is often less harmful than excluding relevant variables (Zhao, 2008) . Regardless of the approach, all covariates related to the treatment status and outcome should be included in the initial PS model to avoid violating the assumption of strong ignorability.
With that said, researchers should also be aware of the technical issues regarding variable selection (e.g., outliers/ influential cases, multicollinearity, and distribution of residuals).
Step 2: Identifying Matched Pairs Using Estimated PS Generated from a logistic model, the PSs are simply the predicted probability of group assignment, and the estimated scores are used to match treatment and control members. Because PS rest on a continuous scale (i.e., between 0 and 1), exact matches between treatment and control participants are rare. This fact motivates a number of schemes for matching, which are split into two disjoint classes: Local (or greedy) and global procedures. We focus on greedy matching, as these procedures are common approaches for producing matched samples, are relatively straightforward to implement, are easy to understand, and should be effective for decreasing bias in most practical applications.
Greedy algorithms separate the problem of matching into a series of smaller problems that yield easily identifiable optimal solutions. To begin, a treatment participant is randomly selected, then matched to a control member by estimated PSs using a prespecified distance rule such as nearest neighbor matching. The matched pair is then removed from the candidate pool and the process continues until all treatment members are matched to an appropriate control.
To better understand the process, consider treatment and control groups with estimated PSs {0.32, 0.41, 0.25, 0.50} and {0.31, 0.61, 0.71, 0.51}, respectively. If we perform nearest neighbor matching, the following matched pairs are produced: (0.32, 0.31), (0.41, 0.51), (0.25, 0.61), and (0.50, 0.71). Note that this process depends on the ordering of treatment members, and thus treatment members should be randomized before matching.
Next we consider nearest neighbor matching with a caliper of (0.25 Â 0.16) ¼ 0.04, where 0.16 represents the standard deviation of the PSs. The researcher is responsible for choosing an appropriate caliper; however, a generally accepted level is .25 times (PS standard deviation) as recommended by Rosenbaum and Rubin (1983) . This defines a ''reasonable amount of error'' between the scores from the treatment and control groups.
We use the same set of PSs from the previous example to illustrate the use of a caliper. Starting with the first score listed in the treatment group, we form the matched pair (0.32, 0.31); because this pair has a corresponding distance of j0.32 À 0.31j ¼ 0.01, the match is retained. The next member of the treatment group generates the matched pair (0.41, 0.51) with a corresponding distance j0.41 À 0.51j ¼ 0.10. Because this distance exceeds the predetermined caliper, the unmatched control group score (0.51) is then placed back into the pool for matching with the remaining treatment group scores. The process continues until all matched pairs have been evaluated and only those pairs deemed to have an acceptable amount of error are retained. In our example, only two matched pairs would be retained: (0.32, 0.31) and (0.50, 0.51). The drawback of this method is the loss of treatment participants when adequate matches are unattainable; however, this should be offset with more accurate parameter estimates.
Depending on how many control participants are available, users could adopt a many-to-one version (denoted n:1) of the nearest neighbor or caliper scheme. These methods match n control units to each treatment unit. For example, in a 2:1 nearest neighbor scheme, one would match the two closest control participants to a given treatment participant. This article focuses on matching without replacement; however, one could perform these schemes with replacement. While matching with replacement can lead to reduced bias, the subsequent analysis becomes complex, as it creates dependency in the data (Stuart, 2010) . Each of the methods described earlier has its own distinct advantages in terms of bias and variance. This article focuses on common methods for matching: One-to-one nearest neighbor and caliper matching without replacement. Interested readers can consult Guo and Fraser (2010) and references cited therein for more information regarding variations of matching algorithms, sensitivity analyses, and other issues related to PSM. These topics are important, as the order to which participants are matched influences future matches and hence the reliability of the results.
An optimal matching strategy is data specific, and thus there is no single matching method that is best for all situations. With this said one should use a number of different matching methods and make a comparison in terms of performance. The ideal method is one that provides balanced data, which can be easily verified with the use of histograms and numerical summaries. In the case of several reasonable competitors, users should compare the methods in terms of bias and efficiency. Caliendo and Kopeinig (2008) Step 3: Assessing Balance and Diagnostics Several authors have provided diagnostic recommendations (Austin, 2011; Guo & Fraser, 2010) and indicated that the appropriate diagnostics depend on the chosen PSM scheme (Hill et al., 2011) . However, at the very least, one should compare the estimated PS distributions for the treatment and control groups. If matching is successful, one should expect the pretreatment characteristics and PS distributions to be similar for treatment and control groups. Ideally, we want the distributions of pretreatment characteristics to be the same for treatment and control groups (Guo & Fraser, 2010) . We refer to this concept as balance. To assess balance, one can use chi-square tests, t-tests, Wilcoxon's rank-sum tests, graphical approaches (e.g., histograms or jitter plots), or any other appropriate method to determine the degree of group differences. For example, with continuous covariates, one should expect similar means, standard deviations, and distribution shapes.
Step 4: Postmatching Analyses
Postmatching analyses are concerned with estimating treatment effects and making causal inference. The options at this stage are dependent on the chosen matching method and the nature of the data. Certain matching methods give the user much freedom concerning the postmatching analyses where others do not. To avoid repetition and for the sake of brevity, interested readers are referred to the works of Austin, Grootendorst, Normand, and Anderson (2007) ; Guo and Fraser (2010); and Hill (2008) .
One of the benefits of greedy matching is the ability to perform any kind of multivariate analysis to evaluate causal effects, thus mimicking a true experiment with random assignment (Guo & Fraser, 2010, p. 149) . This flexibility makes greedy matching a viable means for generating treatment-control pairs. One can also opt for a method that is tailored to the greedy algorithm for postmatching analyses. Stratification after matching is a method of causal inference specifically designed for the greedy algorithm. This process requires the user to sort the combined sample in terms of estimated PSs and form strata based on the arrangement. The treatment effect for the combined sample is the average of stratum-specific treatment effects (for more details see Guo & Fraser, 2010) .
Using PSs As a Covariate
Under certain circumstances researchers may find that PSM is not suitable for the data. For example, there may not be sufficiently large sample sizes for successful PSM, or a significant proportion of the data would be lost due to failed matches. One potential remedy to reduce estimation error is to use the PS as a covariate when measuring the relationship between the treatment and posttreatment outcome. While this methodology is different than PSM (i.e., one is no longer attempting to create comparable samples), this approach is demonstrated here to provide a reasonable alternative to PSM.
Using PS as a covariate allows some flexibility regarding the sample size and the quality of the match. To implement this approach, the user first computes PS for all participants. This can be accomplished using any model in Step 1. After estimating the PS, the user constructs a regression model (or any statistical model that allows for the inclusion of a covariate) to predict the outcome (e.g., obesity) using a treatment status indicator (i.e., treatment vs. control) and the estimated PS as covariates. The estimated coefficient for the treatment status indicator is an estimate of the treatment effect adjusted for the PS. This estimator is unbiased when the expectation of the posttreatment response is linearly related to the PS (Rosenbaum & Rubin, 1983 ).
An important question one might ask is ''what is the advantage of using the PS as a covariate versus simply using all the variables used to generate the PS as covariates?' ' Rosenbaum and Rubin (1983) indicated that both methods should lead to similar conclusions. However, the advantage of using the PS as a covariate is researchers can fit very complicated PS models (interactions terms, linear and nonlinear models, etc.), employ more exploratory methods to determine the ''best model,'' and be less concerned with overparameterizing the model (D'Agostino, 1998). Moreover, the PS-adjusted approach only requires a single covariate in the statistical model (regression, ANOVA, structural equation modeling, etc.), rather than estimating an overly complicated model with a large number of covariates. Similar to any procedure, using the PS as a covariate is not without limitations (see D 'Agostino, 1998; Rubin, 1979) . Space limitations prevent us from providing a more detailed review of this topic, and thus interested readers are encouraged to read the work of Austin (2011), Caliendo and Kopenig (2008) , D'Agostino (1998), Rubin (1979 Rubin ( , 1997 , and Shadish, Clark, and Steiner (2008) .
Sample Size Consideration
The utility of PSM may be limited if an adequate sample size is unattainable to estimate the PS model or there are insufficient participants to create suitable matches. As one's ability to reduce or eliminate pretreatment differences is sample size dependent, PSM may not work well in all cases. In these situations, researchers may elect to use the PS as a covariate to partially adjust for pretreatment differences.
Starting with the issue of PS model estimation, researchers need to ensure that an adequate sample size is used to properly estimate the logistic regression model (or alternative model when appropriate). It should be noted that logistic regression typically requires larger sample sizes than standard linear regression models. Researchers also need to ensure the response probability is sufficient for both groups (i.e., each group is adequately represented) to appropriately estimate the model. Lastly, the number of observations per covariate and the type of covariate (e.g., categorical vs. continuous) both influence model estimation (O'Connell & Amico, 2010) . Related to the former, researchers commonly recommend a minimum sample size of 10(p þ 1) in the model (Aldrich & Nelson, 1984) , where p is the number of predictors, or 50 observations per predictor (Peduzzi, Concato, Holford, & Fienstein, 1996) . With this said, researchers must be cognizant of the number of covariates needed to adequately predict group membership and consider those factors that influence the model used to generate PS. Clearly, if the logistic regression and PS are biased, matches and statistical results will be of poor quality. Therefore, ensuring an adequate sample size to generate quality PSs is the first consideration for researchers.
Assuming an accurate model and PSs, the next step in PSM is ensuring a sufficient sample size for matching purposes. Unlike logistic regression and other models to generate PS, there is considerably less research on sample size requirements for PSM. The reason is that the number of participants required for adequate matching depends largely on the magnitude of differences between the groups pretreatment.
While this sample size evaluation could be done post hoc, researchers are encouraged to estimate the expected magnitude of pretreatment group differences to ensure a sufficient number of control participants exist to match with treated participants a priori. For example, if one expects large group differences (e.g., treatment participants are more overweight and have a higher caloric intake than controls in a weight loss study), it is likely one will need more control participants to obtain quality matches. However, if the groups are similar (e.g., participants were randomly sampled, but a few treatment or control participants withdrew from the study), the number of participants required for adequate matching will likely be much smaller.
In summary, researchers need to assess the quality of the PS model (e.g., logistic regression model) and understand how different (or similar) the groups are at pretreatment to estimate the sample size needed. What remains clear is that the quality of PS estimation and PSM increases with sample size; thus, researchers should justify their sample size when using PSM. This can be accomplished by reporting the model diagnostics and demonstrating that the two groups are statistically equivalent in terms of pretreatment characteristics.
Methods

Simulation Illustration
The purpose of this illustration is to demonstrate the utility of PSM and using PS as a covariate as a means of reducing the bias of treatment effect estimates. For demonstrative purposes, Study 1 mimicked an experiment with random assignment to show what the treatment effect would be under ideal conditions. Study 2 did not randomly assign participants to treatment conditions (such as in an observational study) and, therefore, will likely provide biased estimates. In this simulation, participants who already received the treatment were compared with a sample who did not receive the treatment. While the treatment effect remained constant (although hidden by pretest differences), the effect is underestimated and biased due to the lack of experimental control. To alleviate the sampling bias, we conducted PSM without a caliper (Study 3), PSM with a caliper (Study 4), and used PS as a covariate (Study 5) to illustrate how these procedures reduce estimation error.
To illustrate the utility of these methods we opted to use simulated data for two reasons. First, simulated data allow us to calculate how much estimation error exists in the results pre-and postmatching. This would be impossible with real data, as one would never know the true treatment effect (). Second, simulated data allow us to control the study factors (e.g., how much pretreatment bias) to best illustrate the benefits of these procedures and the implications of excluding important covariates. When dealing with real data, one never knows whether all the important covariates are included in the PS model (i.e., whether the assumption of strong ignorability was met) or how much more bias exists if certain covariates are overlooked. Given the aforementioned benefits, using simulated data presented the best illustration of the benefits of PSM and using PS as a covariate.
Sample
This study consisted of 140 simulated participants in both the experimental and nonexperimental (or observational)
The Search for Causal Inferences 251 study. For Study 1 (i.e., the experimental design), the same number of participants were generated for the treatment (n T ¼ 70) and control (n C ¼ 70) group, whereas a larger control group (n T ¼ 57 and n C ¼ 83) was generated for Study 2 (i.e., nonexperimental design) to allow additional controls to match with treatment participants. As seen in Table I , no differences emerged between the groups when participants were randomly assigned for Study 1, whereas two statistically significant differences (i.e., weight at pretest and amount of physical activity per week) existed for the nonrandomly assigned participants in Study 2. Note, simulated participants for Study 3, 4, and 5 were identical to Study 2, with the expectation that unmatched participants were omitted from Study 3 and 4.
Measures
Measures of interest include treatment condition (1 ¼ receiving the intervention, 0 ¼ control), posttreatment weight loss, and pretreatment characteristics [age, gender (1 ¼ male, 0 ¼ female), number of times eating alone per week, hours of physical activity per week, and weight before the study]. Dichotomous variables (i.e., gender and treatment status) were generated using a Bernoulli distribution, whereas continuous pretreatment characteristics (i.e., age, number of times eating alone per week, hours of physical activity per week, and weight before intervention) were simulated from a multivariate normal distribution. All were observed variables (i.e., measured without error).
Procedure
A weight loss study scenario was used to motivate the simulations described in this article. Participant data for Study 1 and 2 were generated in R, which included pretreatment characteristics (see Measures section and  Table I ), a treatment status indicator, and a posttreatment weight loss variable. The continuous variable for posttreatment weight loss was simulated using a regression equation based on the pretreatment characteristics and normally distributed errors. This response model is constructed under the constraint of a population effect size of ¼ À0.80. The R code 1 and correlations between these variables is provided online. For the randomized experiment (Study 1), treatment status was assigned to the participants at random, and hence did not depend on the pretreatment participant characteristics. The same process was followed for the observational study (Study 2), with the exception that the probability of being assigned to the treatment (or control group) was now based on the pretreatment characteristics. For this case, participants with a higher probability of losing weight posttreatment were more likely to be assigned to the control group. Assigning the treatment in this fashion results in an estimate that understates the true treatment effect.
Results
Study 1
To emulate a true experimental design, 140 (n T ¼ 70 and n C ¼ 70) participants were randomly assigned to either the treatment or control groups and then assessed on the posttreatment variable (weight loss). As expected, the covariates did not significantly predict group membership using logistic regression (pseudo R 2 ¼ .015, p ¼ .90), nor
were there any significant differences between the treatment and control participants (see Table I ). Analyses indicated that the estimated treatment effect (Cohen's d ¼ À0.63, see Table II ) was an underestimate of the population effect size ( ¼ À0.80). A negative effect size indicates the treatment group lost more weight than the control group. Note, the estimated effect size was statistically significant when using the Welch t-statistic. While the estimated effect size still underestimated the population effect size due to having a smaller sample size (i.e., this was not the case when we used a large sample size), it did represent a clear improvement over the observational study (Study 2) results below.
Study 2
The observational study also used a sample size of 140, but owing to the nature of the design, participants were not equally represented in each treatment condition (n T ¼ 57 and n C ¼ 83). When using PSM, researchers should have more control participants than treatment participants, as larger control samples provide the best opportunity to find good matches for each treatment member. For this observational study, the covariates predict group membership well (pseudo R 2 ¼ .20, p ¼ .0005), thus providing evidence that the treatment and control groups are fundamentally different. The large difference in covariates was intentional, as the purpose of this demonstration was to illustrate the importance of PSM and how it can be used to provide better treatment effect estimates. In this case, the Welch t-statistic was not statistically significant based on a 0.05 level of significance (see Table II ). Further, the estimated effect size (Cohen's d ¼ À0.32) does not provide a reasonable estimate of the population effect size ( ¼ À0.80).
1 The R code used for data generation and conducting the PSM and PS adjustment analyses, along with other supplemental materials, are available at www.link will be added pending publication.
This demonstration illuminates the potential impact of failing to randomly assign participants to the treatment condition and having groups that differ at pretreatment.
Study 3 and 4
Using the observational study data (Study 2), we used the PSM program called MatchIt (Ho, Imai, King, & Stuart, 2006 , 2011 to estimate PSs and create comparable groups using nearest neighbor and caliper matching. An advantage of this R package is that it is free to users and the syntax is relatively straightforward (for more details see Ho et al., 2007) . For Study 3 and 4, the estimated probabilities or PS for both treatment and control members (i.e., the criterion variable) were generated using a logistic regression model with all pretreatment characteristics (see predictor variables in Table I ) included in the model. The caliper (0.25* or 0.06) for Study 4 was chosen based on the recommendation (i.e., .25 of a PS standard deviation) of Rosenbaum and Rubin (1985) . With caliper matching (see Study 4), treatment participants without sufficient matches were excluded in subsequent statistical analyses, as these sample differences are likely to bias the results. Conversely, if a caliper is not used (see Study 3), no treatment participants are lost during the matching process. After conducting nearest neighbor matching without a caliper with Study 2 data, the sample size was reduced to (n T ¼ 57 and n C ¼ 57). While the treatment and control groups did not show significant imbalance in terms of the pretreatment characteristics (see Table I ), a lack of balance was detected when comparing the histograms and jitter plots for the estimated PSs (see online Supplementary Materials). Despite this imbalance, the estimated effect size (Cohen's d ¼ À0.51) still provided a reasonable estimate of the population effect size ( ¼ À0.80). To obtain the desired balance, we next performed caliper matching.
Caliper matching with Study 2 data further reduces the sample size (n T ¼ 39 and n C ¼ 39); this suggests there were considerable differences in terms of the estimated PS and some poor matches between the groups. In this case, matched pairs are required to have estimated PSs that are within 0.06 of one another. With this matching scheme, we uncover no significant differences in terms of pretreatment characteristics (see Table I ). Further, a comparison of the histograms and jitter plots of the estimated PS for treatment and control samples shows similar distributions (see online Supplementary Materials). The mean difference between these groups was statistically significant based on the Welch t-statistic (see Table II ) and the estimated effect size (Cohen's d ¼ À0.82) was close to the population effect size ( ¼ À0.80).
Study 5
To illustrate the utility of PS adjustment, we conducted analyses on the data from Study 2 using the PS generated from Study 3. PS adjustment uses treatment status as the Note. For dichotomous variables (italicized), the mean corresponds to the percent coded as 1 (e.g., 0.51 for gender corresponds to 51% of participants being female). Treatment means marked with a * were significantly different from the control group means at a ¼ .01 (Bonferroni correction for Type I error). Note. The difference in mean weight change is calculated as M T À M C , where M T is the average weight change for the treatment group and M C is the average weight change for the control group. *A negative value for M T À M C indicates that the treatment group lost more weight than the control group, on average.
independent variable and the estimated PS as a covariate to predict the posttreatment outcomes. This method is appealing, as it only requires researchers to estimate the PS and does not require matching or a reduction in sample size. For this method to be accurate, the posttreatment response must be linear in terms of the PS (Rosenbaum & Rubin, 1983) .
To illustrate the use of the PS as a covariate, an analysis of covariance (ANCOVA) with treatment status (independent variable), weight loss (dependent variable), and the PS (covariate) was conducted. The ANCOVA revealed a statistically significant effect of treatment (adjusted M T ¼ À1.44, adjusted M C ¼ À0.18) after adjusting for the PS, F(1, 137) ¼ 4.69, p ¼ .0321. A Cohen's d of À0.75 was calculated using the adjusted means and standard deviations, which provides a good estimate of the true treatment effect ( ¼ À0.80). These results are expected, as all the variables associated with pretreatment group differences were included in the PS and, therefore, the assumption of strong ignorability was met.
To illustrate the effect of omitting relevant covariates from the PS model, we removed two of the five covariates (pretreatment weight and hours of physical activity) from the PS model and then conducted another ANCOVA. These analyses also revealed a statistically significant effect of treatment (adjusted M T ¼ À1.19, adjusted M C ¼ À0.35) after the PS adjustment, F(1, 137) ¼ 4.42, p ¼ .0374; however, the estimate of Cohen's d reduced to À0.47 due to excluding important covariates from the PS model. This simple example displays the effect of excluding important covariates in the PS model and violating the assumption of strong ignorability.
While these examples provide an illustration of the positive effects of using PSM and PS adjustments, it is important to reiterate that bias will remain if the assumption of strong ignorability is violated (D'Agostino, 1998; Rubin, 1979) . Recall data were simulated here to best demonstrate the degree of estimation error and how this bias can be reduced. In practice, researchers should not expect such unbiased estimates, as all the important covariates are unlikely to be known and included in the PS model.
Discussion
Although PSM is a subjective process, one can use the degree of balance between treatment and control groups as a guide and follow the recommendations of past research (see references cited herein). Recall, the steps to a PSM analysis are (Step 1) building a PS model, ( Step 2) identifying matched pairs using estimated PS scores, ( Step 3) assessing balance and diagnostics, and (Step 4) postmatching analyses. For the first two steps, users can assess failure/success of the PS model and matching procedure by assessing the degree of balance achieved in terms of the measured covariates and the estimated PSs. If balance is not achieved, the user should consider revising the PS model and/or altering the matching process. The success of the postmatching analysis is dependent on the degree of balance achieved by these first two steps. The greater the imbalance that remains, the more bias the researcher should expect in the postmatching analysis.
As mentioned, the optimal PS model and matching procedure is data dependent (Caliendo & Kopenig, 2008; Zhao, 2008) , as no single model/procedure will work best in every case. With that said, researchers should entertain various models and matching methods before making a final decision. Remember, the success of the PS model is measured in terms of balance; thus, any technique that balances treatment and control groups is reasonable. The postmatching analysis should be guided by the research question. In the case of greedy matching, the user has the ability to use any technique after matching is complete. However, it is critical to recognize that the amount of bias is directly associated with the relevance of the covariates used for matching, and thus simply performing PSM is insufficient. For this reason, researchers should consider important covariates before data collection, especially those variables strongly linked to selection bias. The PSs can then be used to identify matched groups of participants in the treatment and control groups, thus establishing a more appropriate counterfactual comparison.
For circumstances when PSM does not perform well (e.g., small sample sizes, numerous poor matches), researchers might elect to use the PS as a covariate to adjust for estimation bias. This procedure is ideal when PSM does not perform well enough to generate equivalent groups. Rather than using numerous covariates in one's statistical analyses (which is the more traditional approach), a single covariate (i.e., the PS) can be used to adjust for estimation bias. The advantage of using the PS, rather than numerous covariates, is that it reduces the complexity of the posttreatment response model. PSM and PS adjusted procedures are designed to improve one's ability to draw accurate conclusions from observational or nonexperimental research designs by controlling for the bias generated from using nonrandom samples. These methodologies are based on the premise that important observed variables or covariates are available to create ''equivalent groups,'' thus allowing researchers to make stronger statements related to causality.
The simulation studies presented here demonstrate the use of PSM for reducing bias in parameter estimates (e.g., effect sizes) when matching is a feasible option. As an alternative to PSM, we have demonstrated the use of PS as a covariate to obtain a more accurate estimate of the effect size when matching is unsuccessful or too many participants would be lost owing to poor matches. As illustrated here, researchers are encouraged to analyze their data using a variety of methods (e.g., full sample with no adjustments, PSM, and PS as a covariate) to demonstrate how the analysis procedure influences the results and to identify the best method for a given situation.
Regardless of the benefits of PSM-and PS-adjusted analyses, these methods are not without limitations (Morgan & Harding, 2006) . Foremost, results will remain biased when the assumption of strong ignorability is violated or the assumptions of the PS model are violated. Not only can the former assumption be difficult to test, but when violated, the researcher will not know the degree of bias. Another practical limitation is that researchers also need to collect enough data to create a sufficient PS model. An additional drawback is there are no guidelines for how many participants (treatment and control) are needed to produce adequate matches, as these numbers depend on the degree of group differences. Despite these differences, PSM-and PS-adjusted analyses should reduce the estimation bias and produce more consistent results within studies, and consequently between studies, given that the treatment and control groups are similar in terms of pretreatment characteristics.
Given the advantages of PSM-and PS-adjusted analyses, we encourage researchers to use these procedures when writing and reviewing grant proposals. Not only are these procedures extremely useful when random assignment is impossible, they can also be beneficial with randomized trials to reduce error resulting from attrition and missing data. For example if treatment and control participants are matched (either pre-or postdata collection), attrition can easily be handled by removing that participant's matched pair to reduce sample difference. As indicated in this study, these methodologies provide a powerful tool to reduce estimation error.
Despite the considerable attention in this article to compare treatment and control participants, the utility of PSM and PS adjustment is not limited to such treatment versus control designs. For example, if researchers wanted to compare obesity rates between African Americans and Caucasians, it would be inappropriate to make strong inferences in the presence of sampling limitations (i.e., one cannot randomly assign ethnic or racial status). To decrease bias and increase one's ability to make more accurate statements, researchers could use PSM to create matched participants for both groups and then compare the groups on dependent variables of interest or use the PS as a covariate. Of course, this would require the availability of variables that are associated with obesity and ethnic group status. In closing, we hope the simulation results and references cited herein encourage researchers to use these methodologies to reduce estimation bias in observational research.
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