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Abstract 
The Internet of things refers to the set of objects that have identities and virtual personalities 
operating in smart spaces using intelligent interfaces to connect and communicate within social 
environments and user context. Interconnected devices communicating to each other or to other 
machines on the network have increased the number of services. The concepts of discovery, 
brokerage, selection and reliability are important in dynamic environments. These concepts have 
emerged as an important field distinguished from conventional distributed computing by its 
focus on large-scale resource sharing, delivery and innovative applications. 
The usage of Internet of Things technology across different service provisioning environments 
has increased the challenges associated with service selection and discovery. Although a set of 
terms can be used to express requirements for the desired service, a more detailed and specific 
user interface would make it easy for the users to express their requirements using high-level 
constructs. In order to address the challenge of service selection and discovery, we developed an 
architecture that enables a representation of user preferences and manipulates relevant 
descriptions of available services. 
To ensure that the key components of the architecture work, algorithms (content-based and 
collaborative filtering) derived from the architecture were proposed. The architecture was tested 
by selecting services using content-based as well as collaborative algorithms. The performances 
of the algorithms were evaluated using response time. Their effectiveness was evaluated using 
recall and precision. The results showed that the content-based recommender system is more 
effective than the collaborative filtering recommender system. Furthermore, the results showed 
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Glossary 
1. Internet of Things (IoT): is an emerging paradigm that brings together people, machines 
and animate or inanimate objects, facilitating their interaction over the Internet 
communication infrastructure, using established Internet standards and technologies. In 
this paradigm, "things", both physical and virtual, have identities, attributes and 
intelligent interfaces that enable them to be "smart", and able to sense, connect, and 
communicate. 
2. Radio frequency identification (RFID)is a major breakthrough m the embedded 
communication paradigm that enables the design of microchips for wireless data 
communication. 
3. General packet radio service (GPRS) is a geographical navigator packet-oriented 
mobile data service on the second- and third-generation cellular communication global 
system for mobile communications. 
4. Service-oriented architecture (SOA)is an architectural approach that integrates 
distributed and heterogeneous dynamic environments to perform the selection of a well-
defined service that supports remote clients. SOA consists of a composite set of business-
aligned services that support a flexible and dynamic environment where even complex 
services can be easily composed using individual services from various service providers. 
Those individual services can be selected, reused and integrated dynamically based on 
service functionalities and performance constraints. 
5. The Council for Scientific and Industrial Research (CSIR) is an organisation that 
performs multidisciplinary research and technological innovation with the aim of 
contributing to both industrial development and the quality of life of the people of South 
Africa. 
6. Simple Object Access Protocol (SOAP) is an Extensible Mark-up Language (XML) 
based protocol that facilitates, publishes, finds, binds, and invokes operations. 
7. Universal Description, Discovery and Integration (UDDI) is a platform-independent 
registry commonly used in SOA and web services. 
8. The Web Services Description Language {WSDL) works as transport protocol, message 
xv 
formatter and locator and is commonly used today to implement service catalogues. 
9. Quality of Service (QoS) is the overall performance of a computer network, particularly 
the performance seen by the users of the network. 
10. Cloud computing is an elastic dynamic paradigm that integrates, stores and shares on-
demand resources from different sources. It can be accessed anywhere and anytime 
through the connection of the Internet. 
11. The Platform-as-a-service (PaaS) platform consists of infrastructure software, and 
typically includes a database, middleware and development tools in cloud computing. 
12. Infrastructure-as-a-service (IaaS) is capability provided to the consumer to provision 
processing, storage, networks, and other fundamental computing resources in cloud 
computing. 
13. Elastic Compute Cloud (EC2) is an example of a cloud computing platform that 
provides infrastructure as a service. 
14. Small and medium-sized enterprises (SMEs) are small businesses. 
15. Service-Oriented Computing (SOC) is the computing paradigm that utilises services as 
fundamental elements for developing applications and business solutions. 
16. RESTful serviceis an architectural style that specifies constraints - such as the uniform 
interface - which, if applied to a web service, induce desirable properties such as good 
performance, scalability and modifiability that enable services to work best on the web. 
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Chapter 1: Introduction 
1.1 Introduction 
The Internet of things (IoT) appears to be the anticipated technology occurrence that will 
influence the future (Vermesan and Friess 2012). The idea of the loT is creating a network of 
objects that can communicate with each other through sensors, radio-frequency identification 
(RFID) techniques, a general packet radio service(GPRS), computers, actuators, mobile phones, 
etc. The IoT involves an increasing number of smart interconnected devices and sensors (e.g. 
cameras, biometric, smart meter, and medical sensors) for smart environments. loT is not 
dependent on developing new technology but on connecting and integrating existing resources. 
The loT paradigm has its characteristics, application and key research issues which are regarded 
as challenges -- as discussed later in Section 2.1. Therefore, in order for the loT to realise its 
potential as a revolutionary Internet technology, a number of open research challenges need to be 
addressed. Some of the key research issues in loT include scalability, standardisation, 
heterogeneity, identification, and addressing objects. The open research challenges are discussed 
in detail in Section 2.1.4. In view of the foregoing, the scope of this researchis confined to 
addressing the research challenges relating to heterogeneity. 
As the number of IoT-enabled devices on the network increases, so do the numbers of potential 
loT services provided by these devices. This increase in the number of services compounds the 
complexity of accurate service selection m dynamic environments such as the 
IoT.Interoperability at the scale of the loT goes beyond syntactical interfaces and requires the 
sharing of common semantics across all software architectures (Stonebraker, Brown and Martin, 
1998). This work therefore raises the need of the key components of the architecture that can be 
used to select IoT services put together within a smart campus. The smart campus refers to the 
normal campus that offers the smart services. According to the focus of this work, smart services 
are loT-based services such as switching on/off an air conditioner using a mobile device, 
whether the user is inside or outside the campus. The key components should enable the 
architecture to pre-select the services using intelligent computer-based mechanisms that 
represent user preferences and manipulate relevant service descriptions of available services. 
1 
This enables the user to discover, select and ultimately use the service, despite the multitude of 
options available. 
Manikrao and Prabhakar (2005) realised that the use of semantics is one of the mechanisms to 
differentiate services with closer properties, capabilities and interfaces. However, the mapping 
performed by the system should be able to deal with user preferences and offer a service to the 
user. Little work has been done so far in the development of some preference-based service 
recommendation systems for IoT service selection. Hence, this work will adapt an approach that 
emanates from preference-based recommender systems. Recommender systems have been used 
mostly in e-commerce applications, search engines, web services, retrieval systems and online 
shopping. Although recommender systems have been criticised for not being suitable for service 
selection because they do not allow a customised schema in terms of the qualities of interest to 
different users and to data (Maximilien 2004). Balke and Wagner (2003) showed that selection 
depends not only on service parameters such as execution costs or accuracy, but also on the 
usefulness of objects or information that a service offers. 
Furthermore, Serbanati, Maria and Biader (2011) stated that the IoT builds upon the existing 
Internet communication infrastructure and foresees a world permeated with embedded smart 
devices interconnected through this infrastructure. This makes the IoT an encompassing vision of 
integrating technologies and the real world (people, things and machines) into the Internet. 
However, this work will adopt service-oriented architecture (SOA) as the underlying structure 
supporting distributed and loosely coupled applications in such a way that they comprise discrete 
software agents that have simple, well-defined interfaces and are orchestrated through a loose 
coupling to perform a required function. The environments of the IoT demand more elastic and 
centralised storage like cloud computing. 
1.2 Statement of the problem 
According to the vision of the IoT, devices on the network are quickly growing to trillions of 
small-embedded devices in the physical world, and that increases challenges associated with 
2 
selecting a suitable service (Laine 2012).This research envisages an approach that can be used to 
select services in complex IoT environments. 
1.3 Scope of research 
The complexity of selecting a relevant service m the IoT environment raises challenges 
associated with the selection, discovery and composition of services. In view of the foregoing, 
the scope of this research is confined to addressing the research challenges relating to 
heterogeneity, as outlined next in Section 2.1.4. 
1.3.1 Research questions 
1. What are the key components of an architecture that can be used for integrated IoT 
service selection adopting user preferences in a smart-campus environment to support 
dynamic service composition? 
This question seeks to establish the main building blocks or components of an 
architecture that is capable of supporting dynamic service selection adopting user 
preferences. It is expected that these components may already exist, for instance 
in the service-oriented computing domain (i.e. web services) and may need to be 
repurposed for IoT service selection. 
2. Having established the key components necessary for an architecture to support 
dynamic selection of the IoT service, what preference-based algorithm that integrates 
user preferences works best? 
This question is aimed at determining the best-performing and effective service-
selection approach. In order to answer this question satisfactorily it is necessary to 




The goal of this study is to develop a preference-based architecture that will enable the selection 
of IoT services within a cloud-based smart campus through recommender systems using mobile 
devices. 
1.5 Research objectives 
1. To survey literature on loT, service-oriented architectures, cloud computing, 
recommender systems and smart campus, and synthesise each paradigm according to the 
purpose of this work. Different service-recommendation approaches will be critically and 
comparatively evaluated using the loT system consideration from a theoretical point of 
view. 
2. To analyse the literature in architectures that support user-preference-based service 
selection and recommender algorithms. The analysis should result in classification of 
existing approaches in prevailing fields. 
3. Using findings acquired from the literature in (1), the IoT system considerations, and the 
scenario, an architecture that supports loT service selection will be developed. This 
architecture will form the basis of our implementation. A prototype of a proposed 
architecture capturing the pertinent components needed for loT service selection in the 
architecture will be implemented. 
4. To comparatively evaluate and analyse some existing recommender algorithms found to 
be applicable in IoT services selection from the theoretical critical and comparative 
analysis carried out in (2). The evaluation will be based on performance of the 
algorithms. Response time, recall and precision are the parameters to be used in this 
work. 
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1.6 Implication of research 
This section discusses the significance of using each paradigm and the contribution to the 
organisation that provided its sample data to be used in this work. These paradigms are: cloud 
computing, smart campus, recommender systems and the SOA. The use of cloud computing 
emanates from the idea that cloud applications use large data centres and powerful servers that 
host web applications and web services. The cloud is cost-effective for both service providers 
and service consumers when accessing services on the Internet. The cloud provides an affordable 
information and communications technology (ICT) for a smart campus that can rapidly 
disseminate data across a campus. The services provided by a cloud are not limited by computer 
specification, except that devices need Internet connections. Some services are provided with 
their own software stored in a cloud, which makes it easy for a user with limited software 
resources to access services on a cloud. Those services support ubiquitous and dynamic 
environments. 
The use of smart environments is becoming a key component of the IoT by improving the quality 
of life through introducing smart devices that are highly automated, reducing human intervention 
to a minimum (Dutta and Bilbao-Osorio 2012). Smart interacting objects adapt to the current 
situation without any human involvement. Services are context-aware in the IoT. 
The use of recommender systems will be based on the selection criteria to be identified in this 
work; an approach for service selection should be able to handle preferences as soft constraints 
and semantically understand a request from a user. To do this, an approach-based recommender 
algorithm that satisfies the needs of the user will be identified. This application may be accessed 
using mobile devices, but it is developed as a web application. Selections can be extended to 
support the community, public, or the combination of community and public, cloud called a 
hybrid cloud. Use of cloud computing means dependence on others and that could possibly limit 
flexibility and innovation. 
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Extensibility makes SOA solutions available in all sizes of organisations. SOA is found relevant 
to integrate and gather data from different units in one place (Kimpim 2014). For example, the 
Council for Scientific and Industrial Research (CSIR) is an organisation that performs 
multidisciplinary research and technological innovation with the aim of contributing to industrial 
development and the quality of life of the people of South Africa. This work is contributing in 
the smart-world domain by identifying and implementing an application that can be used to 
select services composed within a smart campus (i.e. experimental facilities being developed for 
the CSIR campus). The mechanism should be compatible with mobile devices so that employees 
may access services inside or outside the premises of the CSIR campus. 
1.7 Summary 
The dissertation outline shown in Figure I below presents the research concepts addressed in this 
dissertation. The focus of this work is on the IoT paradigms. Although there are concepts such as 
characteristics of the Io T, benefits of the Io T and application of the Io T, this work assumes that 
other components are functioning normally and address the challenges of the IoT. The challenges 
of the IoT are scalability, standardisation, identification and addressing objects, heterogeneity 
and security. This work assumes that other challenges ' components are ideal, not a challenge and 
address the challenges in heterogeneity. Heterogeneity is the integration of technologies in IoT 
that exist in different or across hardware, architectures and infrastructures, as well as the 
technologies of mobile devices, clouds, and wireless networks. The challenges of integrating 
technologies are associated with service composition, service discovery and service selection. 
This work assumes that service composition and service discovery challenges are ideal working 
and address the research issues associated with service selection. Using wisdom acquired from 
the literature, this work later proposes IoT service selection architecture (ISSA) 
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Figure 1: Research outline 
1.8 Dissertation outline 
This dissertation is organised as follows. 
Chapter 1 introduces the concept and the focus of this work. Chapter 2 presents the background 
across the following paradigms: the Internet of Things, smart campus, cloud computing, service-
oriented architecture and recommender systems. Chapter 3 presents the critical analyses on 
existing scholarship in approaches and architectures that support user preference based service 
selection and recommender algorithms. Chapter 4 presents the development architecture and 
algorithm that will select IoT services. Chapter 5 presents Experimental design and 
implementation. Chapter 6 presents the evaluation and results analysis. Chapter 7 presents the 
conclusion and future recommendation(s). 
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2 Background 
This chapter presents the survey literature on the aspects relevant to the research problem 
presented in the previous chapter and synthesises each paradigm according to the purpose of this 
work. These aspects are Internet of Things, smart campus, cloud computing, service-oriented 
architectures and recommender systems. This chapter is structured as follows: Section 2.1 
discusses the IoT, which is an emerging computing paradigm aimed at connecting intelligent 
objects to the Internet. Section 2.2 discusses the smart campus and presents the different types of 
service that can be provided by the smart campus. Section 2.3 discusses cloud computing as the 
essential storage paradigm used to store smart-campus services and make computing resources 
available on demand. Section 2.4 discusses SOA that concerns the architectural style for building 
loosely coupled and Internet-scaled distributed applications. Section 2.5 discusses user-
preference algorithms that emanate from the recommender systems. 
2.1 The Internet of Things 
This section defines the concept of the IoT. Definitions of IoT are presented in Section 2.1.1 , 
which draws from the existing body of knowledge and research literature on the subject of IoT. 
2.1.1 Definition of the Internet of Things 
The majority of objects will soon have communication and computation capabilities enabling 
them to connect, interact and cooperate with their surroundings and with other objects, including 
human beings (Dlodlo, Foko, Mvelase and Mathaba, 2012). These objects are referred to as 
"Things" and may take part in Thing-to-Thing, Thing-to-Person and Person-to-Thing 
interactions, which are supported by a number of Internet technologies and standards. The 
resulting phenomenon, where "Things" are able to communicate, or are accessible, over an 
Internet connection forms the necessary basis for the IoT (Uckelmann, Harrison and 
Michahelles, 2011).The vision of IoT is a global network infrastructure that integrates physical 
and virtual objects by exploiting the data-capture and communication capabilities (Lange, 2008). 
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Kevin Ashton is credited with coining the phrase "Internet of Things" . In the journal by (Kevin 
2010), Ashton suggested that there is great value in empowering computers with means of 
gathering data and knowledge about the environment without relying on human intervention. He 
argues further that the full potential of the future Internet will be restricted by human limitations 
( examples of anticipated human limitations are limited time, attention and accuracy) and hence 
the need to connect smart "things" . The IoT is an emerging paradigm and, as such, as of this 
writing, there is no consensus on a standardised definition of the Internet of Things. Some of the 
most common definitions of Internet of Things are captured in this section, which gives a cursory 
yet useful summary of the contemporary understanding and views of the Internet of Things 
phenomenon (Revell (2013); Dlodlo,Foko, Mvelaseand Mathaba (2012); Atzori, Iera and 
Morabito (2010); Gubbi et al. (2013); Serbanati, Maria and Biader(2011). In the absence of any 
standard definition, this section reviews a number of existing definitions of the Internet of Things 
with an aim of forming a working definition of the Internet of Things for the purpose of this 
study. 
The IoT special report group (Revell, 2013), defines the Internet of Things as the evolutionary 
state of Internet computing where "Things" ( objects, vehicles, factory machinery and/or the 
environment) are augmented with useful information and are able to participate actively in 
Internet-mediated interactions, being able to sense, communicate and collaborate. Until recently 
with the advent of the Internet of Things, these Internet-mediated activities have been 
exclusively human-to-machine interactions. In its action plan for the Internet of Things, the 
European Commission views it as an evolution of the Internet from a global network of 
interconnected computers to a global network of interconnected objects (Atzori, Iera and 
Morabito, 2010). Furthermore, the Internet of Things represents views towards a dynamic and 
self-configuring global network infrastructure that is standards based and supported by 
interoperable communication protocols. Connected to this global network, according to the IoT 
strategic research roadmap (Vermesan et al. , 2011) are physical and virtual autonomous 
"Things". This makes the Internet of Things a global network infrastructure that connects smart 
objects, European Lighthouse Integrated Project (Gubbi, Buyya, Marusic and Palaniswami, 
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2013). These "Things" have identities, physical attributes and virtual personalities as well as 
intelligent interfaces that enable them to seamlessly integrate into the information network. 
These intelligent interfaces also make the object controllable via the Internet and other means of 
connectivity such as RFID, a wireless Local Area Network(LAN) and Wide Area Network 
(WAN) (Badkas et al. 2010) . 
Atzori et al. (2010) decomposes the name "Internet of Things" into its two key terms, the 
"Internet" and the "Things". The "Internet" pertains to the network orientation and suggests the 
Internet-like structure as the operating environment, whereas the "Things" relates to objects 
being integrated into a common framework (Atzori et al. , 2010). This composition implies that 
heterogeneous systems and technologies are involved. 
According to Dlodlo, Foko, Mvelase and Mathaba(2012) the IoT is about objects communicating 
with each other over an Internet connection. According to this view, the idea of the Internet of 
Things is to create a network of uniquely addressable and identifiable objects that can 
communicate with each other using their different communication capabilities. The IoT is 
shifting web applications and services concepts towards wider integration and accessibility to 
enable the inter-networking paradigm of "anything, any time, and anywhere". Furthermore, the 
future Internet builds on such web applications and services to make up a dynamic entity, 
yielding novel means of interaction between services, users and the environment (Dlodlo et al. , 
2012). 
In providing the historical perspective of the IoT, Serbanati, Maria andBiader (2011) state that 
the IoT builds upon the existing Internet communication infrastructure and foresees a world 
permeated with embedded smart devices interconnected through this infrastructure. This makes 
the IoT an encompassing vision of integrating the real world (people, things and machines) into 
the Internet. Based on the preceding definitions of the IoT, and by literature synthesis, a working 
definition is arrived at. This study defines the Internet of Things as follows: 
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The Internet of Things is an emerging paradigm that brings together people, machines and 
inanimate or animate objects, facilitating their interactions over the Internet communication 
infrastructure, using established Internet standards and technologies . In this paradigm, 
"things ", both physical and virtual, have identities, attributes and intelligent interfaces that 
enable them to be "smart" - able to sense, compute, connect, and communicate. 
Having formulated a working definition of IoT, the next section describes common 
characteristics of the Internet of Things. 
2.1.2 Characteristics of the Internet of Things 
This section discusses the characteristics that make it possible to define something as the Internet 
of Things (IoT). These characteristics appear in IoT definitions in Section 2.1. In order to realise 
the IoT paradigm, the following characteristics must be developed and integrated in or on top of 
the IoT network infrastructure. Having the following characteristics, the IoT will transform the 
network to an infrastructure that is capable of providing global services to interact with the 
physical world (Serbanati et al. , 2011). 
The key characteristics of the IoT are as follows: 
• Autonomy - Gubbi et al. (2013) sees real-world agents m the IoT expressmg their 
capabilities and needs autonomously, and getting those needs met to the benefit of us all. 
Internet of Things (2020), Vermesan et al., (2011) and Lange (2008) concur that the IoT 
is characterised by a high degree of autonomous data capture, event transfer, network 
connectivity and interoperability. Autonomy means that intelligent devices should have 
capabilities such as context awareness and inter-machine communication. Intelligent 
devices lead to smart connectivity with existing networks and context-aware 
computation, using network resources as part of the IoT (Gubbi et al., 2013). 
• Standard-based protocol - Su et al . (2011) defines IoT as representative views towards a 
dynamic and self-configuring global network infrastructure that is standard-based and 
supported by interoperable communication protocols. Open standards will be among the 
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key enablers of the IoT. Fully global, energy-efficient communication standards that are 
security- and privacy-centred, and which use compatible or identical protocols at 
different frequencies, are needed. Future tags will need to integrate different 
communication standards and protocols that operate at different frequencies and allow 
different architectures - centralised or distributed - and which are able to communicate 
with other networks unless global, well-defined standards emerge. 
• Identification- is crucial for public administration. Every object must have its unique IP 
address for identification on the network. Having the capacity of addressing each other 
and verifying their identities, all these objects will be able to exchange information and, if 
necessary, actively process information according to predefined schemes which may or 
may not be deterministic (Atzori et al. , 2010). 
• Network-orientation - the very nature of the IoT is a network-oriented paradigm 
connecting smart objects to a global network. New, smart multi-frequency band antennas, 
integrated on-chip and made of new materials are the communication means that will 
enable the devices to communicate (Dutton 2005). 
• Integration - the integration of smart devices into packaging or, better, into the products 
themselves, allows a significant cost saving and increases the eco-friendliness of the 
products (Lange 2008). The idea of integration improves performance and reduces cost. 
For example, Radio-frequency identification (RFID) inlays with strap-coupling structures 
are used to connect the integrated circuit chip and antenna in order to produce a variety of 
shapes and sizes of labels instead of direct mounting. In the context of this study, smart-
campus services need to be integrated into a package to significantly save costs and 
increase the user-friendliness of services (Lange, 2008). 
• Scalability - this means that the IoT offers measurable processing and storage capacity. 
Scalability becomes of interest in the IoT in order to better cope with dynamically 
scalable data streams (Vermesan et al. , 2011) 
• Energy-efficiency - issues such as energy harvesting and low-power chip-sets are central 
to the development of the IoT, having as an objective ultra-low power devices, as current 
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devices seem inadequate considering the processing power needed and energy limitations 
of the future. Vermesan et al. (2011) suggested that "More Than Moore's" technologies, 
which focus on system integration, will increase the efficiency of current systems, and 
will provide a number of solutions for the future needs of the IoT. 
2.1.2.1 Building blocks of the IoT 
• RFID - the loT consists of radio-frequency identification (RFID), sensor networks and 
web standards and protocols as the building blocks. RFID technology is a major 
breakthrough in the embedded-communication paradigm that enables the design of 
microchips for wireless data communication. RFID tags help in automatic identification 
of anything attached, acting as electronic barcodes. The passive RFID tags are not battery 
powered and they use the power of the reader ' s interrogation signal to communicate the 
ID to the RFID reader (Gubbi et al. , 2013). The applications can be in transportation 
(replacement of tickets, registration stickers) and access-control applications as well. The 
passive tags are currently used in many bank cards and road-toll tags are among the first 
global deployments. The integration of communication capabilities between RFID tags, 
sensors and actuators is seen as a very important area that needs to be studied, together 
with the integration of such devices into hybrid wireless sensor networks that are 
characterised by modularity, reliability, flexibility, robustness and scalability. The 
development of RFID tags, sensors, actuators and mobile phones makes it possible for 
the IoT to interact and cooperate to make the service better and accessible anytime, from 
anywhere (Lee and Park 2013). 
• Sensor networks - Culler et al. (2004) define sensor networks as inexpensive, low-power 
communication devices, which can be deployed throughout a physical space, providing 
dense, sensing close to physical phenomena, while processing and communicating this 
information and coordinating actions with other nodes. However, the combination of 
sensor networks' capabilities with the system software technology that forms the Internet 
makes it possible to instrument the world with increasing fidelity. Sensor networks 
become a component of the future Internet (the IoT) (Lange, 2008). 
13 
• Web standards and protocols - the Internet of Things will support interactions among 
many heterogeneous sources of data, and many heterogeneous devices using standard 
interfaces and data models, to ensure a high degree of interoperability among diverse 
systems. Standards have an important role to play, both within an organisation or entity 
and across organisations. Communication protocols will ensure that the IoT cooperates 
with other users of the radio spectrum (Steen et al. 2011). 
Having discussed the characteristics and building blocks of the IoT, the next section discusses 
the potential areas where the IoT can be or has been applied. 
2.1.3 Application domains of the Internet of Things 
Dutton (2005) defines the IoT as a technological revolution that represents the future of 
computing and communications, and says its development depends on dynamic technical 
innovation in various fields from wireless to nanotechnology. Vouk (2008) concurs that the IoT 
will become a reality over the coming years with omnipresent smart devices communicating 
wirelessly to improve the quality of our lives and consistently reducing the impact of humanity 
on the planet. Furthermore Culler et al. (2004) suggested that any kind of next-generation 
Internet-enabled portable device will set up advanced interactions with the "things" making up 
the new IoT, resulting in a pervasive infrastructure of fixed and mobile heterogeneous nodes 
seamlessly providing, exploiting or sharing context-based services and applications. Application 
of the IoT in the real world is possible through integration of several enabling technologies; 
capabilities offered by the IoT make it possible to develop a huge number of applications (Atzori 
et al. , 2010). 
This section discusses potential areas that are promising in application of the IoT, their enablers 
and "use cases". 
• Energy - the world is investing heavily in ICT in the energy domain (Haller, Karnouskos and 
Schroth, 2009). Innovative technologies and concepts will emerge as the world moves 
towards a more dynamic, service-based and market-driven infrastructure where energy 
efficiency can be addressed. 
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Use cases: Advanced metering infrastructure systems that measure, collect and analyse 
energy usage from advanced devices such as electricity, gas and water meters. 
Enablers: Wireless sensor networks. 
• Transportation and logistics - systems where public and private transportation interacts, 
choosing the best path to avoid delays and congestion, and where multi-modal transport is 
smooth and easy. Roads and transported goods are equipped with tags and sensors that send 
important information to traffic-control sites and transportation facilities to better route the 
traffic. Such systems help tourists with maps and monitor the status of the transported goods 
(Atzori et al., 2010). 
• 
Use cases: Logistics real time information-processing technology-assisted driving provides 
cars, trains, and buses with better navigation and safety with mobile ticketing. A quick 
mobile web service allows for checking stations, the number of passengers, costs, available 
seats and service types. Logistics technology allows users to buy tickets. An augmented map-
equipped technology enables travellers to browse the map and automatically call web 
services for information about hotels, restaurants and other services. Electronic toll gates ( e-
tolls) sense vehicles and deduct fees from vehicle owners passing and many related use 
cases. 
Enablers: Sensors, actuators, processing power and tags. 
Health - this is a non-intrusive monitoring system, preventing serious illness by adjusting the 
environment and selecting appropriate drugs and diet. This benefits both the healthcare 
providers and patients in term of cost-effectiveness. The IoT becomes essential in realising 
the vision of ambient assisted living (Haller, Kamouskos and Schroth, 2009). 
Use case: Ambient assisted living - tracking of objects and people, identification and 
authentication of people, automatic data-collection and sensing. 
Enablers: RFID and network sensors. 
15 
• Smart environment - this makes life easy and comfortable with the use of intelligent objects 
used in various sub-domains. Smart connectivity with existing networks and context-aware 
computation is part of Io T. 
Use cases: 
Smart cities - where productive areas, retail, residential and green spaces will co-exist 
and will be enhanced by IoT technologies. 
Smart homes - where no energy is wasted, interactive walls are able to display useful 
information, as well as pictures of art, videos of friends or relatives that live far apart. 
Smart offices or productive business environments, where offices become smart and 
interactive, factories relay production-related data in real time, face-to-face meetings are 
established through holograms, and documents are fully integrated in the workflow. 
Smart campuses - where services are integrated and authenticated users can access 
services within the campus, and guests and other smart environment sub-domains can 
access basic services (maps, parking, speed warnings, etc.) 
Enablers: RFID tag, wireless sensor networks and actuators. 
Even though the IoT has realised many of its potential applications, there are a number of 
challenges that still need to be addressed. The next section discusses the challenges faced by the 
IoT. 
2.1.4 Challenges of the Internet of Things 
Some of the key research issues in the IoT include scalability, standardisation, heterogeneity, 
identification and addressing objects. As the technology develops and matures, the range of 
corporate deployments will increase (Michael, Markusand Roger 2010). Therefore, the IoT 
presents significant challenges in terms of who can see what, and with which credentials. 
Therefore, in order for the IoT to realise its potential as a revolutionary Internet technology, the 
following are among the number of open research challenges that need to be addressed. 
• Scalability - is affected by the huge increase in the number of network-connected devices. 
The IoT has a number of devices in one place; therefore the scale is much larger than 
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situations assumed in other systems (Paridel, Bainomugisha, Vanrompay, Berbersand Meuter, 
2010). When a sensing or actuation task that pertains to millions of sensors or actuators, it is 
often not feasible to coordinate all the required devices owing to constraints such as time, 
memory, processing power, and energy consumption (Teixeira, Hachemand Georgantas, 
2013). Solutions attempted so far indicate the shortcomings that indicate that a new 
middleware and language abstraction is needed to address the challenge of scalability in the 
Io T (Paridel et al. 2010). 
• Identification and addressing - according to Dlodlo et a/.(2012)the idea of the loT is to create 
a network of uniquely addressable and identifiable objects that can communicate with each 
other, using their different communication capabilities. In order to address the billions of 
entities in the IoT, it is important to first identify them with a unique ID (identity). The ID 
can also be used to find other information about the entity of interest (Haller et al., 
2011).This forms the basis for object discovery that has proved very useful in coordinating 
highly distributed operations. Tracking and tracing of objects as they move along the supply 
chain is one of the most important basic functions of the loT. It provides the foundation for 
product authentication. In order to implement this functionality, discovery services are 
required that allow for dynamically finding all information about a specific object. 
• Standardisation - the loT represents views towards a dynamic and self-configuring global 
network infrastructure that is standard-based and supported by interoperable communication 
protocols. Standardisation is essential for deployment and diffusion of any technology. 
Almost all commercially successful technologies have undergone a process of 
standardisation to achieve massive market penetration. For example, today's Internet and 
mobile phones would not have thrived without standards such as Internet Protocol (IP) 
(Dutton 2005). More standardisation needs to be done in areas of security, privacy 
architecture and communications (Evans 2011). Having discussed the challenges of 
scalability, identification, and addressing and standardisation, there is still the challenge of 
integrating technologies. The next section discusses the challenge of integrating the 
technologies with common goals. 
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• Heterogeneity - Serbanati et al. (2011) define the IoT as the technology that builds upon the 
existing Internet communication infrastructure and foresees a world permeated with 
embedded smart devices interconnected through this infrastructure. The IoT integrates 
different technologies to solve a problem. The integration of technologies in the IoT is 
referred as technology heterogeneity that is the existence of differentiated hardware, 
architectures, infrastructure, and the technologies of mobile devices, clouds, and wireless 
networks. Cutting-edge technologies are expected to initiate and facilitate collaboration 
among these heterogeneous computing devices towards unrestricted mobile computing. This 
idea makes the IoT an encompassing vision of integrating the real world (people, things and 
machines) into the Internet. For this reason, Haller et al. (2011)suggest that there must be a 
method of dealing with heterogeneity when building software infrastructure for the IoT. 
Interoperability, which has been discussed as characteristic of the IoT, becomes the key to 
separate its functionality from its technical implementation. SOA is ideally suited for this, 
since it encapsulates functionality in services with a common interface, abstracting from the 
underlying hardware protocols, and recognised as an adequate architectural style for the 
organisation of large-scale and distributed business logic. 
In view of the foregoing, the scope of this researchis confined to addressing the research 
challenges relating to heterogeneity. The next section discusses the application of SOA as a 
component in addressing the problem of this study. 
2.2 Smart Campus 
A smart environment is based on ubiquitous computing where the environment interacts with its 
inhabitants at a physical layer (Silva, Costa, Geyer, Augustin and Maria, 2008). The physical 
layer consists of embedded and dedicated devices that are capable of interacting with each other 
through Internet connections in this environment. The idea of a smart environment is to simplify 
operations through automation; that is, there is no human intervention in the operations. The 
other goal of a smart environment is to support and enhance the abilities of its occupants in the 
execution of tasks, such as navigating unfamiliar spaces and providing reminders for some 
activities and functionalities (Dey, Abowdand Salber, 2000). However, based on the nature of 
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the environment, there must be a method of detecting the current state or context of such 
services, recommending the list of services available and invoking the appropriate service. 
There are many smart-environment domain applications. These domains include the smart world, 
smart city, smart campus, smart building, smart home and smart house, etc. This work, however, 
focuses on the smart-campus domain. According to the focus of this research, the smart campus 
refers to an organisation that utilises services as provided by the IoT. The storage, ownership and 
expiry of large data become critical in the smart campus. The data has to be stored intelligently 
and used for smart monitoring and actuation. Therefore(Evans 2011) saw a need to develop 
artificial intelligence algorithms that could be centralised or distributed based on the need to 
make sense of the collected data. 
There are major concerns driving smart-environment technologies that include decision-making, 
sense making, improving user experience, catering for convenient situations, saving energy, 
saving costs and other concerns that may arise as needs increase and technology improves each 
day. Smart-environment technologies improve the quality of life and consistently reduce the 
ecological impact of humankind. This work proposes a mechanism that can be used to select 
services composed by the smart campus domain. 
2.2.1 Examples of smart-campus services 
There are a number of services that can be provided through the IoT within a smart campus, 
some of which are discussed in this section. 
2.2.1.1 Smart access 
Smart access both controls and authenticates who is authorised within the campus. However, 
there are different methods that can be used to provide access. Those methods differ according to 
their purposes. The following are the different methods that can be used as smart access services: 
• Biometrics - this is a method used for identification, tampering, counterfeiting and 
terrorist exploitation (Federal Information Processing Standards, 2006). Each 
unique data set would be stored in a database using unique information including 
fingerprints , hand geometry, iris patterns, facial patterns or voice prints. 
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• Heat signature - this method normally works on a digital model with a built-in 
Internet connection and pixel-perfect pictures, with an ability to record a heat 
signature. A heat signature is an infrared radiation that indicates temperature. The 
user will be requested to sign. The user's signature will then be stored on the 
database. Every time the user signs as per required to access the premises, the 
signature will be compared with the one stored on the database. 
• Smart card- refers to the embedded computer-integrated circuit that is either a 
microprocessor in collaboration with an internal memory, or only a memory chip. 
These chips interact with a chip reader. Chips are used worldwide in finance, 
healthcare, secure identification and other applications. 
2.2.1.2 Traffic-directing system 
This kind of composite service serves visitors and people who are new to an organisation. The 
following are examples of traffic-directing systems. 
• A system to register and login to the mobile phone to find the map - this kind of 
service allows a user to login (if already registered on the system) or register (if 
new) to access the organisation' s map using a mobile phone. 
• Smart parking system - this kind of service is flexible for both visitor and staff 
members. It works within the range of the user's destination. Itgives the options 
of the available parking spaces. 
• Speedometer - this kind of service detects the speed of vehicles passing by and 
gives warnings. A supervisor gets feedback regarding the speed of the drivers on 
campus 
2.2.1.3 Fire- and water-detection system 
This kind of composite service is provided by the maintenance and safety departments for 
different purposes. 
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• Fire alarm - this kind of service senses if there is any smoke inside the building. 
If there is any, it then sends a notification to a central office with the context 
(building number, office number, date, time). 
• Water detector - this kind of service detects if water has exceeded its watering 
level limit and sends a command to close the tank. It also detects if there is any 
water leakage and automatically sends the instruction to the departmental officer 
for maintenance. 
• Smart gardening - this composite service detects if the soil needs nutrients and 
sends an instruction to a central point. It can also suggest which crops can be 
grown in that type of soil. 
2.2.1.4 Smart security 
Every employee would like to work in a place that is secure and safe. The security within the 
organisation benefits both employees and the employers. However, the possible services that can 
be provided by the IoT under security and safe departments are as follows: 
• Intruder detection with smart fence - this kind of service detects if a user is 
authorised to be inside the premises of a smart electrical fence. If an identified 
moving object is prohibited to be in the premises, the system sends a report with 
the context of the intruder. 
• Surveillance camera - cameras provide safety. They record and store data on 
digital storage for an organisation's reference for useful purposes. 
2.2.1.5 Smart energy 
This refers to connecting devices, rooms and other energy-consuming entities with the aim of 
monitoring their energy consumption and state of use. When the connection has been achieved, 
we can now attempt to keep energy use at a minimum, curb energy wastage and thus save money 
as well. 
The challenge is that a smart campus becomes busy in such a manner that the energy demands 
surpass the supply that is available. In order to tackle this challenge, one would need to 
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interconnect all energy consumers to a regulatory system. This would monitor energy use, 
decrease or shut down some devices not in use. This would be in a form of deploying sensors in 
rooms or offices, which would check for the presence of people, automatically shutting down 
lights, air conditioners and other facilities. Sensors can also be embedded in devices such as 
television sets so that, if there is no user, devices automatically shut down. 
The success of building smart energy technology can help governments to cut down costs such 
as electricity bills. As consumption is reduced, this will help bridge the gap between supply and 
demand of electricity. 
2.2.2 Significance of the smart campus domain 
A smart environment can be instrumented by providing a sandbox in which the ubiquitous 
computing scenario can be investigated. Smart environments depend on interconnected devices 
for their stability and recovery. The engineering of interconnection becomes possible through 
integrated technologies and heterogeneous systems. The interconnection becomes possible 
through intelligent systems that can make decisions on their own without human interaction. 
In light of the significance of using the smart campus, the IoT can have different facets, 
depending on the perspective taken. As the number of connected devices in a physical layer 
increase, so do services offered through those devices (Laine 2012). The increase of services on 
the network is associated with the challenge of service selection. The problem with selection on 
such a large scale is recommending a service that best satisfies the user according to the user's 
context. 
2.3 Cloud computing 
Cloud computing is viewed as the service of computing in which the computing resources 
(hardware and software) are provided on demand and commercially at a certain cost (Mell and 
Grance 2011 ). The provision of such computing services can be done in three forms 
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(Infrastructure-as-a-service, Platform-as-a-service, and Software-as-a-service), whereas the cloud 
computing model allows access to information and computer resources from anywhere that a 
network connection is available to the cloud. The adoption of cloud computing has had a massive 
impact in different dimensions. 
Section 2.3.1 discusses the various definitions of cloud computing. Section 2.3.2 discusses the 
characteristics of cloud computing. Section 2.3 .3 discusses cloud computing service models. 
Section 2.3.4discusses how cloud computing can be deployed. In addition, Section 2.3.5 
discusses the significance of cloud computing and its challenges. 
2.3.1 Definition of cloud computing 
The scope of the cloud computing definition is determined by the focus of any particular 
research project; hence, authors define cloud computing in different ways. This section looks at 
various authors ' definitions of cloud computing and later synthesises them to come up with a 
definition of cloud computing according to the focus of this research. 
Computing services delivered over the Internet are regarded as cloud computing. Commercially, 
cloud services need to develop a cloud with adequate storage capacity. Instead of keeping data 
on a hard drive or updating applications to meet their needs, operators may use a service over the 
Internet and at another location to store information or use the service' s applications. These are 
services such as online · file storage, social networking sites, webmail and online business 
applications STORAGE NETWORKING INDUSTRY ASSOCIATION, (2010). 
The cloud-computing model allows access to information and computer resources from 
anywhere, provided there is a network connection available. However, Huth and Cebula (2011) 
define cloud computing as a subscription-based service where one can obtain networked storage 
space and computer resources. While a traditional computer setup requires the user to be in the 
same location as the data-storage device, the cloud obviates that step. It removes the need for a 
user to be in the same physical location as the hardware that stores the data. A cloud provider can 
both own and house the hardware and software necessary to run home or business applications. 
This is especially helpful for businesses that cannot afford the same amount of hardware and 
storage space as a bigger company. Small companies can store their information in the cloud, 
removing the cost of purchasing and storing memory devices. Additionally, because one is able 
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• On-demand service - is the capability that refers to computer services such as email, 
applications, networking or server services that can be provided in the cloud without 
requiring human interaction with each service provider (Uckelmann, Harrisonand 
Michahelles, 2011). Services within cloud databases are on-demand services. Users can 
request them anytime and anywhere. 
• Broad network access - is .the capability that refers to resources hosted in a private cloud 
network that are available for access from a wide range of devices, such as tablets, 
personal computers, MacBooks and Smartphones (Dialogic Corporation, 2010). The wide 
range of locations offers online access through standard mechanisms that promote use by 
heterogeneous client platforms. 
• Resource pooling - capability refers to a collection of management servers used to 
distribute work among themselves and take over work from a failed member. The pooling 
together of the resources improves economic scalability (Bardsiri, Hashemi and Branch, 
2012).In short, resource pooling optimises the use of provided resources. 
• Rapid elasticity - this characteristic presents a cloud service from the ability of a provider 
to meet the IT needs of the consumer, which creates the perception that the service is 
infinitely scalable and increases its value (Computer and Division 2011). These services 
can be purchased in any quantity at any time. 
• Measured service - here aspects of the cloud service are controlled and monitored by the 
cloud provider (Computer and Division 2011). This is crucial for billing, access control, 
resource optimisation, capacity planning and other tasks. The measured service provides 
performance guarantees. 
Cloud computing allows for the sharing of servers and storage devices and increased utilisation. 
Applications can be easily migrated from one physical server to another. The cloud's 
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performance is monitored, its consistency is ensured, and loosely coupled architectures are 
constructed using web services as the system interface. 
The next section discusses the model of services offered by the cloud. 
2.3.3 Service model 
Cloud computing offers services at three different levels. These levels support virtualisation and 
management of differing levels of the solution stack. 
• Software-as-a-service (SaaS) - the capability provided to the consumer is to use the 
provider's applications running on a cloud infrastructure (Dialogic White Paper, 
2010).Providers typically host and manage a given application in their own data centres 
and make it available to multiple tenants and users over the web (Stonebraker et al. 
1998). The applications are accessible from various client devices through a client 
interface such as a web browser ( e.g. web-based email). The software interacts with a 
user directly. 
• Platform-as-a-service (PaaS) - the capability provided to the consumer is to deploy onto 
the cloud infrastructure (network, servers, operating systems or storage) consumer-
created or acquired applications created using programming languages and tools 
supported by the provider (Kulkarni, Sutarand Gambhir, 2012).This platform consists of 
infrastructure software, and typically includes a database, middleware and development 
tools. An example of PaaS is Google AppEngine, which is written in the Python or Java 
programming language. 
• Infrastructure-as-a-service (IaaS) - the capability provided to the consumer is to provide 
processing, storage, networks and other fundamental computing resources. A consumer is 
able to deploy and run arbitrary software, which can include operating systems and 
applications (Vouk 2008). Seung-hee (2012)recommends services based on IaaS because 
an IaaS provider does very little management other than keep the data centre operational, 
and users must deploy and manage the software services themselves just the way they 
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would in their own data centre. Examples of IaaS are Amazon web services and Elastic 
Compute Cloud (EC2). 
Having examined the different service models, one would like to deploy them. Therefore, the 
next section gives the scope overview on how cloud computing can be deployed 
2.3.4 Deployment of cloud computing 
Through cloud computing, a company can rapidly deploy applications where the underlying 
technology components can expand and contract with the flow of the business life cycle. This 
section discusses the different deployments of cloud computing, as shown in Figure 2. 
• A public or external cloud - is where resources are dynamically provisioned on a self-
service basis over the Internet via web applications (Computer and Division 2011). The 
cloud infrastructure is made available to the general public or a large industry group and 
is owned by an organization selling cloud services. 
• 
• 
A community cloud - infrastructure is shared by several organizations and supports a 
specific community that has shared concerns ( e.g. mission, security requirement, policy, 
or compliance considerations). It may be managed by the organizations or a third party 
and may exist on-premises or off-premises (Bardsiri et al. 2012). 
A private cloud or internal cloud - infrastructure is operated solely for a single 
organization. It may be managed by the organization or a third party, and may exist on-
premises or off-premises (Huth and Cebula 2011). Larger enterprises may find it more 
economical to develop future state architectures internally to deliver the benefits of cloud 
computing to internal subscribers. This model is ideal for enterprises that are organised 
with a shared-services IT infrastructure. The private cloud can also be used by existing 
legacy IT departments to dramatically reduce their costs and as an opportunity to shift 
from a cost centre to a value centre in the eyes of the business. 
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• A hybrid cloud -infrastructure is a composition of any of two or more clouds (private, 
community or public) that remain unique entities but are bound together by standardized 
or proprietary technology that enables data and application portability ( e.g. cloud bursting 
for load-balancing between clouds) (Mell and Grance 2011). It embraces an elastic 
paradigm in which applications establish on-demand interactions with services to satisfy 










Figure 2: The NIST definition of cloud computing (Mell and Grance 2011) 
Figure 2 summarises the definition, service models, deployments and characteristics of cloud 
computing by the National Institute of Standards and Technology (NIST) organisation. The next 
section discusses the motivation behind the deployment of cloud computing. 
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2.3.5 Significance of Cloud Computing 
Governments, businesses and researchers can all benefit from the adoption of cloud computing 
services in many ways. Here we discuss opportunities that have been raised by the adoption of 
cloud computing in different dimensions. 
2.3.5.1 Opportunities 
• Technical- cloudcomputing technology integrates services in a scalable server. Storage 
and processing needs can also be met by the cloud. Cloud computing presents IT 
organisations with a fundamentally different model of operation, one that takes advantage 
of the maturity of web applications and networks and the rising interoperability of 
computing systems to provide IT services. Cloud providers specialise in particular 
applications and services, and this expertise allows them to efficiently manage upgrades 
and maintenance, backups, disaster recovery and failover functions(Hauck, Huber, 
Klems, Kounev, Pretschner, Reussner and Tai, 2010). As a result, consumers of cloud 
services may see increased reliability, even as costs decline due to economies of scale and 
other production factors. In a mature cloud computing environment, institutions would be 
able to add new IT services that are scalable in a sense that when additional resources are 
needed they can be accessed (Rader 2012). Cloud computing software also facilitates the 
manipulation of large databases that increase the competiveness and productivity of 
service providers by adopting local/hybrid/public computing platforms. 
• Government - governments can benefit from the adoption of cloud computing by 
providing services more efficiently to a broad range of customers. In the United States the 
Obama administration has launched projects to identify services and solutions that can 
use cloud computing (Lundberg 2009). The United Kingdom government is adopting 
cloud computing to reduce its administrative costs (Black et al. 2009). Japan has 
established a government cloud to enable various ministries to consolidate hardware and 
create shared platforms(Japanese Ministry of Internal Affairs and Communications; 
Wakamatsu-cho, 2011). Governments have important roles to play in encouraging the 
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adoption of cloud computing and facilitating the use of cloud-based services by 
researchers and the business sector. 
• Business- users pay per use for services and infrastructure, reducing the requirement for 
capital investment. Cloud computing can enable entirely new innovative business 
services. Businesses can develop new services based on cloud computing, as well as use 
the cloud to manage data-intensive activities more efficiently (Vouk 2008). The major 
reduction in capital costs that cloud computing provides makes it attractive to small and 
medium-sized enterprises (SMEs) with limited access to capital. Clouds provide an 
excellent backend for mobile phone applications as well. 
• Challenges - the use of cloud services raises new issues in regard to privacy, security, 
trust, data-transfer capacity and lock-in with service providers (Lundberg 2009). The 
other challenges are associated with the loss of service control, unclear schemes on the 
pay-as-you-use approach, migration and the lack of a platform to find or select cloud 
providers. Research timelines are challenged by the fast-moving markets. Selecting and 
composing the right services that meet application requirements is still a challenging 
problem. However, this work will present a mechanism we can use to select services 
provided by a smart campus in the private cloud. This is the idea that someone can offer 
hosted set software that a user does not own but pays for some element of utilisation. 
2.4 Service-oriented architecture 
This section gives an overview of service-oriented architecture (SOA) by looking at different 
definitions. From the literature, it tl;ien synthe~ises a definition of SOA according to the purpose 
of this study. SOA is a broad and complex architecture that cannot be explained only by 
definition; hence, Section 2.4.2discusses the architecture and reference models of SOA. Section 
2.4.3discusses the how this study benefits from using SOA. Lastly, Section 2.4.4discusses 
potential research areas in the SOA paradigm in general and later identifies the research area 
focus of this study. 
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2.4.1.1 Definition of SOA 
This subsection defines SOA from different literature resources and later synthesises all the 
definitions and compiles a definition of SOA according to the focus of this research. 
Looking at the overview of Information Technology (IT) Infrastructure, Samreen(201 l)defines 
SOA as an architectural style of building with distributed and loosely coupled applications in 
such a way that they are composed of discrete software agents that have simple, well-defined 
interfaces that are orchestrated through a loose coupling to perform a required function. To this 
extent, a service becomes a logical representation of a repeatable business activity that has a 
specified outcome, is self-contained and comprises other services. 
Architectural components of SOA systems consist of service consumers and service providers. 
Therefore SOA becomes a transparent interface that integrates the functionalities performed by 
both consumers and providers (Bianco, Lewis, Mersonand Simanta, 2011). SOA is created to 
satisfy business goals that include easy and flexible integration with legacy systems. Bianco et 
al.(201 l)further elaborates that from a software point of view the architecture is the bridge 
between business goals and the software system. 
The operational characteristics of SOA as an architectural approach is that it defines, links and 
integrates reusable business services with clear boundaries and is self-contained with its own 
functionalities (Mabrouk 2008). This definition implies that SOA is more suited to 
interoperability and heterogeneous environments like the IoT. From a technical perspective and 
in terms of the significance of SOA an Oracle White Paper (Pavlik, Danand Tugdual, 2007) sees 
SOA as a modem approach used to build and integrate distributed applications and greatly 
reduce the time, effort and cost involved in developing the software projects. In business, SOA 
exposes legacy functionality to remote clients by implementing new business process models 
that reduce the overall IT expenditure for innovation through software investment (Bieberstein, 
Bose, Fiarnmante, Jonesand Shah, 2006). 
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In light of the key concepts, ideas and literature synthesise in each definition of SOA.As a 
working definition, this study defines SOA as follows: 
SOA is an architectural approach that integrates distributed and heterogeneous dynamic 
environments to perform a selection of a well-defined service that support remote clients. SOA 
consists of a composite set of business-aligned services that support a flexible and dynamic 
environment where even complex services can easily be composed using individual services from 
various service providers. Those individual services can be selected, reused and integrated 
dynamically, based on service fanctionalities and performance constraints. 
Using the above working definition of SOA, the next section discusses the service-oriented 
architecture and reference model. 
2.4.2 Service oriented architecture and reference model 
The SOA reference model is an abstract framework for understanding important relationships 
between components of SOA. This section discusses the components of SOA and the 
significance of the relationships between its entities. It further discusses the protocols and 
standards used to realise the components of the SOA. 
Architectural component - Sarnreen (2011) captures the interaction pattern among the key 
components of SOA, as depicted in Figure 3 below. The service consumer performs dynamic 
service locating by querying the service registry for a service that matches its criteria. The 
service provider defines service descriptions and publishes the descriptions of services so that 
services can be discovered. These services are available either on corporate intranets or on the 
Internet, and they are delivered either on open or on proprietary network protocols 







Figure 3: Service oriented architecture (Samreen 2011) 
Standards and protocols: Simple Object Access Protocol (SOAP) is an Extensible Mark-up 
Language (XML) based protocol that facilitates, publishes, finds, binds, and invokes operation as 
indicated in Figure 3. The Universal Description, Discovery and Integration (UDDI) protocol 
performs discovery of service(s). Any action (search or select a service) gives the consumer 
access to the Web Services Description Language (WSDL) for a service. The SOA contributes to 
building up web services, where web services are software systems designed to support 
interoperable machine-to-machine interaction over a network. Web services provide standard 
means of interoperating different software applications, running on different platforms and/or a 
framework (Maximilien 2004). 
The WSDL works as a transport protocol, message formatter and locator and is commonly used 
today to produce service catalogues although it still essentially lacks strong concepts for service 
personalisation, which is crucial for advanced usability (Balke and Wagner, 2003). 
The next section presents the benefits of using SOA. 
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2.4.3 Benefits of SOA 
The literature shows that SOA can have great value and contributes in different dimensions of 
life. This section discusses the business values of using SOA with the adoption of the framework 
proposed by Joachim(2012). This entire study focuses on six dimensions: IT infrastructure, 
components, technical aspects, and organisational, operational and business aspects. SOA 
reduces costs, provides innovative service to customers, streamlines business processes and 
facilitates agile adaptation and reaction to opportunities (Kontogiannis et al. 2008). The IT 
infrastructure is an aspect that ensures that the composite of hardware, software, network and 
services works hand in hand, especially in dynamic environments like SOA. The relationship 
between entities is vital in order to improve the technology and user needs. If the technical 
aspects are not satisfied by the abilities of the paradigm, that creates more research opportunities. 
Technical aspects are more concerned with the logic in the adoption of the technology, and they 
check if the resources are available to make it possible to run the technology and benefit the 
business. 
The adoption of SOA must benefit business to the extent of making a business partner; that is 
why the organisational aspect is essential. The SOA is relevant in organisations through 
investment, banking systems, self-service vendors, and the use of web services in enterprises, 
business-to-business integration and other functionalities. 
The operational aspect is essential for establishing trust and a relationship between the service 
consumer and the service provider on an implementation and application level. Table 1 
summarises the dimensional aspects to zero down the scope of which SOA may have an impact. 
This table briefly gives a description on how SOA benefit from that dimension. The last six 
aspects are the most important aspect to make SOA relevant and adopted. These aspects are used 
to evaluate the dimensions as shown in the table. 
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Table 1: Classification of the benefits of SOA (Joachim, 2011) 
Oil = = ·c: 0 .... = .... = .s Q. 0 0 = 
.... .... .... .... .0 = ~ .... 0 = "" = c.J .... = - = fl} Oil Dimension 0 ~ = ~ .... ~ = 0 .... .... ~ fl} = Q. .0 O"' fl} c.J "" ~ -.... ~ "" .... .... s c.J - = ~ c.J fl} .... 0 fl} 0 Oil ~ "" .... N ~ u < Q =,... ~ ~ Q 
Sharable and usable IT '1 '1 x x x x 
IT Infrastructure 
resources (Kimpim 2014) 
Components Promotes and publishes x x x '1 '1 '1 
services, making it easier for a 
customer to find services. 
Makes it easier to find new 
partners and services by 
allowing the user to search for 
the most suitable service that 
meets a user's needs (Mabrouk 
2008) 
Technical Loosely coupled applications '1 x '1 '1 x x 
change the way IT costs are 
distributed, with less expense 
in implementation and more 
investment in reuse (Samreen 
2011) 
Organisational Extensibi lity makes SOA ~ x ~ x x x 
solutions available in all sizes 
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of organisations. SOA found 
relevant to integrate and gather 
data of different units in one 
place (Kimpim 2014). 
Operational Reusable services change is '1 '1 x x x '1 
easier. This not only promotes 
efficiency but provides a 
strong ability to change and 
align IT with business (Bianco 
etal.2011) 
The SONIC Software Corporation (Bobby 2005)views cost reduction and less time consumption 
as significant features that support heterogeneity and distribution, in concert with the 
improvement of business performance. SOA-based application development holds the promise 
of reduced application-development and maintenance costs through service reuse. However, 
organisations need agility to maintain strategic advantages in businesses operating on faster and 
faster time scales (Schelp and Aier 2009). Agility is the ability to change the state or data while 
under efficient control. 
The European company UNISERV pointed out other important aspects in the context of 
improving SOA. The data quality assists in preventing incomplete or incorrect data from being 
stored in the database. The processing monitor is promoted by SOA, where a loosely couple of 
businesses are connected to execute processes. Lastly, business-to-business integration 
principles and infrastructure go a long way toward reaching business goals and building an IT 
ecosystem. 
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The theoretical evaluation presented in Table 1 shows the enablers of the adoption of SOA, 
although there are still barriers within the same paradigm. However, the next section discusses 
the challenges associated with SOA in different dimensions. 
2.4.4 Challenges in SOA 
The benefits of adopting SOA are discussed in the previous section. However, for the SOA to 
realise its potential, there are a number of challenges that need to be addressed and overcome. 
This study adopts the Kontogiannis et al. (2008) method of classifying research issues - that is, 
business, engineering, and operational and cross-cutting aspects. 
• Business -Modem organisations rely on IT for their day-to-day operations. The 
dependency on IT is even greater in organisations that deliver services rather than 
physical products. The problems that have been observed in businesses are in two major 
areas. The first one is the mismatch between the business and IT. Secondly, it is the 
duplication of functionality and process. Hence, to solve these two major problems, SOA 
has been recommended by many businesses as a solution. As a means of increasing 
business and IT benefits, SOA must return to its original principles, such as the 
enterprise-class shared. 
• Operations -All service composition work done so far is based on a given selection of 
services under a well-set environment. The ultimate goal in personalised service 
provisioning has to be the fulfilment of individual user needs expressed as a complex task 
that can further be divided into sub-goals and subsequently matched to different services. 
Even though UDDI and WSDL are commonly used today to produce service catalogues 
they still essentially lack strong concepts for service personalisation, which is crucial for 
advanced usability (Balke and Wagner, 2003). 
• Service discovery- is a critical element of large-scale systems. In service discovery, users 
are not expected to systematically query all service directories in a discovery process, but 
a set of service directories should provide a single point of contact for the service 
37 
discovery. Users should provide a semantic description of the service they want and the 
discovery should match the user requirements against semantic descriptions of the 
published services. The discovery also provides the ability to monitor and discover 
resources and services by means of cloud computing. However, the fundamental problem 
is the need to be scalable to handle huge amounts of data from multiple sources. 
• Engineering -in the service-oriented environment, system components are distributed and 
deployed on heterogeneous platforms. However, service composition is necessitated by 
the fact that in such environments there may be no single service that meets that required 
functionality, and a combination of services may need less environmental capabilities 
than a single service. There will be a large number of service combinations that fulfil a 
given goal. This research envisages an approach which uses that emanating from 
recommender systems in general for service selection in highly dynamic environments 
(Papazoglou and Heuvel 2006). In this approach, users should been provided with the 
language and a tool to express their requirements and preferences, and to assess suitable 
solutions when submitting a job. Such a tool should be able to be integrated in the cloud-
scheduling process in order to improve the selection capabilities of current systems. 
• Crosscutting - Traditionally, companies are organised functionally. This means that there 
are different departments in each unit for different functions in a company; a customer-
service department to service the customers; a claims department that assesses claims; the 
human resources department for the workforce; and other departments. All these 
departments use their own IT systems to keep track of the data that is needed. Because all 
the departments use their own IT systems, and these systems are not connected to each 
other, information is duplicated within an organisation. This can lead to differences 
between departments, because the information is not only stored but also changed within 
these systems. This leads to inconsistencies across the organisation unless the information 
is synchronised between all the systems. 
The next section describes how SOA can be integrated into a smart campus environment. For 
this, an illustrative example is presented. 
2.4.5 Integration of SOA into smart campus 
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A smart campus environment is considered as a campus that has multiple buildings, each 
housing a variety of IoT capabilities. The capabilities such as sensing, shrinking, actuating, and 
connecting. These capabilities need to be accessible within the individual buildings as well as at 
campus level (i.e. from other buildings). For IoT capabilities to be accessible from outside, it is 
necessary to expose the network-accessible and public interfaces of these capabilities (Tsaimos 
et al. 2008). Given the fact that these IoT capabilities are in different buildings, and therefore 
under different administrative controls, integration and interoperability remain critical 
requirements. 
The service-oriented design architecture can address these challenges. The IoT capabilities 
within the individual buildings can be transformed into IoT services and develop following the 
service-oriented architectural style. Since SOA is based on accepted industry standards, SOA-
based IoT services will support interoperability and integration with other SOA-based IoT 
services from other buildings within the smart campus (Spiess et al. 2009). Furthermore, SOA-
based services can be accessed and invoked over the network; this capability will ensure that 
SOA-based IoT services from one building can be accessed and invoked from other buildings 
through the smart campus area network. The standard-based description of individual IoT 
services means that these services can be discovered and linked, either dynamically or manually, 
to provide more complex service functionalities (Fensel et al. 2002). In the business software 
domain, complex applications based on composition and collaboration among diverse services 
has been appearing. SOA provides the dynamic paradigm for composing the distributed 
application, even in heterogeneous environments with different ownership domains. The 
middleware that hosts these services can be hosted on the cloud. This deployment strategy has 
added benefits that will be discussed in the next section. 
2.5 Recommender systems 
Recommender systems are deployed in e-commerce settings as a product site to help customers 
find products according to their special preferences. According to Manouselis, Costopoulou and 
Sideridis (2006) those preferences may infer the rating of the user based on their purchase 
history, browsing and return visits to different pages that result in a major challenge of 
incompleteness of data. Available data is biased because products, which the user would rate 
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negatively, are simply not purchased or not visited multiple times, thus null values are always 
positive. The greatest challenge is to correlate users reliably when they overlap on a few 
services. 
Users save time by using a recommender system that helps them to choose from a variety of 
options. The purpose of recommender systems is to pre-select information a user might be 
interested in(Prabhakar and Manikrao, 2006). They make a prediction of the needs or interests of 
the user. They are deployed for service selection (Singh and Hunhs 2005). 
The remainder of this section is structured as follows. Section2.5.ldiscusses the personalisation 
concept in recommender systems. Section 2.5.2discusses recommender systems that are context-
aware. Section 2.5 .3 discusses preference-based recommender systems. Lastly, Section 2.5.4 
presents the classification of the preference-based recommender systems. 
2.5.1 Personalisation 
Personalisation is any information that can be used to adapt the interaction of a user with a 
system or service to the needs and preferences of the user or user group (Jembere, Adigun, 
Xuluand Ojong, 2007). Personalisation of a user's information should be well defined and made 
available to a context-aware system (10rstad and Thanh 2006). Context is the structure that 
reflects the information that characterises the interactions between human application and the 
surrounding environment. 
2.5.2 Context-aware recommender systems 
Context-aware recommender systems cover the dynamicity of the environment. A collaborative 
filtering recommender system provides filtering capability where a large number of similar 
services might be available. A semantic matching algorithm is advisable to be used for filtering 
(Prabhakarand Manikrao , 2006). Recommender systems select a service from a set of similar 
services and provide a rating of services that simply indicate the satisfaction levels of users. The 
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ratings are stored in a repository in order to be used as input to the next recommendation. 
Recommender-system technologies produce quality recommendations for very large-scale 
problems. Recommender systems rank a list of similar services using given algorithms. Some 
systems are based on memory or on the model. Collaborative filtering is applicable in both 
memory- and model-based systems as well as in dynamic environments. 
2.5.3 Preference-based selection 
We are moving from traditional applications to advanced technology (Mahmoud 2014 ). 
Recommender systems have been used mostly in e-commerce applications, search engines and 
retrieval systems. Now we are introducing recommender systems to smart environments. 
Services selected on recommender algorithms are based on user requirements or satisfaction, 
called user preferences according to this study. In this approach, users need a tool to express their 
requirements or preferences and to assess suitable solutions when submitting a job to a cloud 
system. Such a tool can be integrated into the cloud's scheduling process in order to improve the 
selection capabilities of current systems. User-preference-based approaches help users to express 
their needs; the service providers satisfactorily provide users ' requested services, according to 
this study. At some point, the user may require a service; but maybe available services might not 
meet the need of the user to accomplish a certain task. Therefore, user-preference based 
approaches helps users to express their wishes and receive relevant services. In this study, we 
have used collaborative filtering as one of user-preference-based approaches applicable in a 
highly dynamic environment. Collaborative filtering says those who agreed in the past tend to 
agree again in the future. It looks for users who share the same selection pattern with the active 
user. This approach supports the dynamic selection of services in a smart environment. User-
preference collaborative filtering is applicable in a hybrid of memory-based and model-based 
recommender systems. 
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2.5.3.1 Model-based approach 
The model-based approach uses the database to estimate or learn a model which will be used for 
prediction (Li, Matejka, Grossman, Konstanand Fitzmaurice, 2011). This class of approach first 
builds a model from the users and then uses the model for making predictions about the active 
user. After clustering the modelled users ahead of time, the active user is placed in one of the 
clusters. Alternatively, one might build a decision tree (Drachster, Hummel and Koper, 2007). 
2.5.3.2 Memory-based approach 
Memory-based approaches consider the ratings of all users directly, instead of via an intervening 
step of building a model (Drachster et al. 2007). There are some limitations to applying 
recommender system approaches to service selection. The first shortcoming is the fact that 
purchase of a product or selection of a service does not imply preference fora given product or 
service. The registry or broker does not provide the service that it is recommending and may 
have little to say about its quality and other features. Service registries do not have control of 
service interaction, whereas an e-commerce site would know that a product was shipped. The last 
shortcoming of recommendation systems considered in this study is that services would be 
invoked multiple times and the registry would not even be aware of the repeat customers of a 
provider. Services should be selected based on user preference dynamically in a pervasive grid 
environment. 
2.5.3.3 Preference-based recommender systems 
This section discusses a list of preference-based recommender systems that are later evaluated 
based on theoretical IoT requirements. 
• Collaborative filtering -Wei, Jianwei, Shuiguang, Ying and Zhaohui (2012) state that the 
underlying assumption of the collaborative filtering approach is that those who agreed in 
the past tend to agree again in the future. Collaborative filtering systems usually take two 
steps. The first step is they look for users who share the same selection patterns with the 
active user (the user whom the prediction is for); and the last step is they use the ratings 
from those like-minded users found in step 1 to calculate a prediction for the active user. 
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Collaborative filtering recommends items that were used by similar users in the past. It 
uses this to predict the utility of items to a particular user based on a database of user 
utility from samples or popularity votes from other users. Manikrao and 
Prabhakar(2005)used recommendation systems in dynamic web services frameworks. 
The recommendation system uses the item-based collaborative filtering approach. As 
users rate web services, it is possible to predict how a given user will rate a particular 
web service. Once it knows the prediction of ratings for each web service satisfying user 
requirements, it can recommend web services in order of their rating. This approach looks 
at the set of web services the target user has rated and computes how similar they are to 
the web service for which the user rating is to be predicted. Once the similar web services 
are found, the prediction is computed by taking a weighted average of the target user 's 
rating on the similar web services. The item-based collaborative filtering approach has 
two aspects, namely similarity computation and prediction generation. (Manouselis et al. 
2006). Collaborative filtering has been used by well-known e-commerce sites, e.g. 
Amazon.com, where user's ratings for different products are stored centrally. 
• Item-based collaborative filtering- focuses on items, assuming that items rated similarly 
are probably similar. It recommends items with the highest correlation (based on ratings 
of the items). It improves quality, is domain-independent and without content analyses. 
The problem is with adding an item or user benefit from the user 's experience (Yang, 
Steckand Hill, 2012). 
• In user-based collaborative filtering -users who rated the same item similarly probably 
have the same taste; based on that assumption, this technique recommends unseen items 
already rated by similar users (Drachster et al. 2007). This approach has a new user 
problem. 
• In demographic-based collaborative filtering- users with similar attributes are matched, 
and items that are preferred by similar users are recommended. It is based on user data 
instead of on ratings (Drachster et al. 2007). 
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• Content-based recommender systems- Jembere et al. (2006) attempt to recommend an 
item that is similar to items the user liked in the past. This model focuses on an algorithm 
for learning user preferences and filters a stream of new items for those that most closely 
match that user's preferences. This approach builds on the fundamental assumption that 
users are not able to formulate queries that express their interests and which could be 
applied to services by indexing the textual description of a service based on the words 
that occur in them. However, this is a step backward from current web service standards, 
which involve formal, structured descriptions of services, and support discovery based on 
those descriptions. Content-based methods make recommendations by analysing the 
description of the item that has been rated by or for the user, and the description of items 
to be recommended (Pazzani and Billsus 2007). Many approaches in this area are 
specialised versions of classification learners with the goal of learning a function that 
predicts to which class of a document belongs (liked or not liked). 
• An attribute-based recommender system- is a special instance of a content-based 
recommender system that recommends products to customers based on syntactic 
properties of the products. For instance, if customer does a search for a historical book, 
and the e-commerce site responds with a list of three recommended books, that is an 
example of an attribute-based recommendation. Attribute-based recommendations can be 
personal, depending on whether the e-commerce site remembers the attribute preferences 
for a customer. There are two sub-problems of content-based recommender systems. The 
first one is finding a representation of the service. The second one is to create a profile 
that allows the unseen services to be recommended. Once representation has been found 
for a document, a classification algorithm can learn a profile to distinguish the 
representation of highly rated services from others. Attribute-based recommender systems 
recommend items based on the matching of their attributes to the user profile. They have 
no new-user problem. They are very sensitive in changing preferences. They can map 
from a user's needs to items and work with categories (Singh and Hunhs 2005). 
• Case-based reasoning recommender systems- assume that if a user likes a certain item, 
the user will probably also like similar items. It recommends new but similar items. This 
technique complements the recommendation strategy by adding an additional data source 
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for available learning activities. If insufficient data is available for collaborative filtering 
techniques, the recommendation strategy could switch to case-based reasoning (Drachster 
et al. 2007). 
• Context-awareness and recommender systems -It is a given that user preferences in 
highly dynamic environments are dependent on the user context. An investigation of the 
work on context-based recommender systems identified three approaches to factoring 
context into the personalisation process. These are rule-based recommendation systems; 
item-filtering context-aware recommender systems; and context-indexed · preference 
recommendation systems. 
2.5.3.4 Rule-based context-aware recommender systems 
Since the IoT is a dynamic environment, there is a need to look at context-aware recommender 
systems. This section discusses those recommender systems. 
• Rule-based recommender systems - have rules to recommend other products based on 
user history. For example, a system may contain a rule that recommends the sequel to a 
book or movie to people who have purchased the early item in the series. Another rule 
might recommend a new compact disc (CD) by an artist to users who purchased earlier 
CDs by that artist. Rule-based systems may capture several common reasons for making 
recommendations, but they do not offer the same detailed personalised recommendations 
that are available with other recommendation systems (Pazzani and Billsus 2007). 
• Item filtering-based context-aware recommender systems - are based on the premise that 
some items are only applicable in a given context. The context within which a service is 
applicable is captured in the item's description. Examples of such works are the mobile 
architecture (Aldinucci, Daneletto and Kilpatrick, 2008;Yap, Tanand Pang, 2007; and 
Buriano, 2005).In the mobile architecture, the system gets the current context from the 
context providers and uses the current context to filter the services that will be accessed 
using the mobile device. The personalisation process acts as a transparent sheet of paper 
45 
operating on top of the context-filtering process. The approach proposed in Yap et al. 
(2007) scores for every item against every possible high-level context item. The item 
with the highest weighted average score for the entire current context will be a candidate 
for recommendation. 
• Context-indexed-preference context-aware recommender systems - Recommender 
systems in this category use the fact that since user preferences or needs are context-
dependent, context data can be used to index user preferences. That is, before a request is 
passed for selection of the services, the user's preferences in the current framework 
should be captured as soft constraints to the request. Examples of such approaches 
include those by Jembere et al.(2006)and Averbakh, Krause and Skoutas (2006). In 
Schafer,Konstanand Riedl(2001) an algorithm for automatically extracting context-based 
user preferences from the user session data is developed. The user preferences are stored 
within the context under which they were discovered. In this case, only the preferences 
that satisfy the current user context are processed. The approach in Schafer et al.(2001) 
follows a slightly different approach 
2.5.4 Classification of recommender systems 
Recommender systems are classified as utility-based, knowledge-based, model-based and 
memory-based approaches, as shown in Figure 4 below. 
The utility-based approach models a user's multi-attribute utility function and recommends 
items with the highest utility based on function (Shiu-Ii 2008). The knowledge-based approach 
provides advice to users about services they might be interested to request (Shiu-Ii 2008).The 
model-based approach uses the database to estimate or learn a model which will be used for 
prediction(Li et al. 2011). This class of approach first builds a model from the given users and 
then uses the model for making predictions about the active user. After clustering the users ahead 
of time, the active user is placed in one of the clusters. Alternatively, one might build decision 
trees (Manikrao and Prabhakar 2005). 
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The memory-based approach considers the rating of all users directly, instead of via an 
intervening step of building a model (Manikrao and Prabhakar 2005). There are some limitations 
on applying recommender-system approaches to service selection. The shortcoming is the fact 
that the purchase of a product or the selection of a service does not imply any preference for a 
given product or service. The registry or broker does not provide the service that it is 
recommending and may have little to say about its quality and other features. Service registries 
do not have any control over service interaction, whereas an e-commerce site would know that a 
product was shipped. Another shortcoming of the recommender systems considered in this study 
is that services would be invoked multiple times and the registry would not even be aware of the 
repeat customers of a provider. This work is based on both memory and model. Therefore, the 
candidates remaining for further evaluation are content-based and collaborative filtering. 
_____ Re_commender System J 
I Knowledge-based I Memory-based E Model-based Utility-based 
[ Case-based J Attribute-based Demographic-base 
Item-based Context-Index 
Content-based 
~----:1 ... Collaborative-filtering------~ 
Figure 4: Classification of recommender systems (Manqele, Dlodlo, Adigunand Xulu, 2012) 
Collaborative filtering - The underlying assumption of the collaborative-filtering approach is that 
those who agreed in the past tend to agree in the future. Collaborative filtering systems usually 
take two steps: they look for users who share the same selection patterns with the active user (the 
' 
user whom the prediction is for) and use the ratings from those like-minded users found in step 1 
to calculate a prediction for the active user. Collaborative filtering recommends items that were 
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used by similar users in the past. It uses this to predict the utility of items to a particular user 
based on a database of user utility from samples or popular votes by other users (Wei et al. 
2012). 
2.6 Summary 
This chapter has presented a survey of the paradigms that were identified in the statement of the 
problem and the research questions. Against the background of the paradigms, the next chapter 
presents critical analyses of the existing service-selection architectures and approaches. 
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3 Literature Review 
Thischapter analyses the existing scholarship in architectures that support user-preference-based 
service selection. The goal of this study is to develop a preference-based architecture that will 
enable the selection of smart-campus loT services in the cloud using recommender systems for 
mobile devices. Using wisdom from the literature discussed in this chapter, a selection approach 
for this work will be proposed. 
Section 3 .1 sets the context by giving a brief background to service selection and how a normal 
web service can be re-purposed for an loT environment. Section 3.2 analyses the existing 
architectures. Section 3.3analyses the existing service selection approaches. Section 3.4 discusses 
the proposed service-selection approach and evaluates the existing preference-based 
recommender systems based on the IoT system consideration that will be gathered from the 
literature. 
3.1 Context 
In order to appreciate the significance of this chapter and the study more generally, it is 
necessary to put the discussion of service selection in context. To do this, it is necessary to draw 
from service-oriented computing (SOC) literature because this lays the foundation for the topic 
of service selection. Service Oriented Computing is discussed next. 
Service-oriented computing is the computing paradigm that utilises services as fundamental 
elements for developing applications and business solutions (Papazoglou and Heuvel 2006).The 
set of concepts, principles and methods that represent computing in service-oriented architecture 
(SOA), in which software applications are constructed based on independent component services 
with standard interfaces, is referred to SOC (Chen Zhou, Liang-Tien Chiaand Bu-Sung Lee, 
2004). SOC supports the development of rapid, low-cost and easy composition of distributed 
applications even in heterogeneous and highly dynamic environments. The emergence of the 
SOC paradigm promises to enable businesses and organisations to collaborate m an 
unprecedented manner by means of technologies such as web services (Ahsan 2006). 
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Kuropka, Lauresand Troger (2008) captured the provisioning of web services by means of a 
service-delivery lifecycle which is accomplished through three sub-cycles, namely the planning, 
binding and enactment sub-cycles. The service-delivery lifecycle presents a good view of what is 
necessary in order to provide electronic services of any kind (Kuropka et al. 2008). 
Figure 5: Service-delivery lifecycle (Kuropka et al. 2008) 
When a user makes a request, the first step that a service-providing platform takes is to find a 
service that can satisfy the incoming request. If such a service is not readily available, the service 
space (e.g. a smart campus) searches for those services that can satisfy some aspects of the 
service request until the request can be satisfied in its entirety. This process is called planning 
and consists of two main activities: service selection or matchmaking, and service composition. 
When a service is found that can satisfy the entire request or some aspect of it, such a service is 
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selected for invocation. This is service selection. In the case where multiple services are needed 
to satisfy the request, when each of those services is found and selected dynamically or 
manually, this is the process of service composition and such services are selected for 
composition. Service composition becomes essential when a client' s complex request cannot be 
satisfied by a single service. The focus of this chapter, and the study as a whole, is service 
selection that, according to Figure 3, is done during the planning sub-cycle of the service-
delivery lifecycle. 
When a service is found, the service provision platform needs to bind to this service - this entails 
contracting on some of the non-functional requirements of the request and, negotiating if such 
requirements cannot be readily satisfied. 
After binding with a service, the bound service can now be enacted. Enactment of a service also 
involves invoking the service, profiling its execution and monitoring it. When errors occur, the 
service-provision platform may resort to re-binding or, if the error is severe, a complete re-
assembling of a service is done by returning to the planning sub-cycle. 
In the preceding description of the steps necessary to provide a service, no particular mention 
was made of the nature of services being provided. However, because the focus of this chapter is 
service selection, it is necessary to describe the nature of such services. In the case of this study, 
the services that are the subjects of selection are IoT services, which are discussed next. 
3.1.1 Internet of Things services 
In the IoT domain, any software component that provides information on an entity or enables 
controlling of an IoT device is called a "resource" (Barnaghi, Wang, Hensonand Taylor, 2013). 
A "service" provides a well-defined and standardised interface, offering all necessary 
functionalities for interacting with entities and related processes. An IoT service is modelled as a 
virtual concept that is exposed by an IoT resource. IoT services delivery devices mostly have 
limited computation capabilities, their exposed resources operate in dynamic environments, and 
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they are less reliable than the general web service (Kleinrock 2013). The model in Figure 6is 
created based on the SOAP/WSDL and RESTful service technologies (Bamaghi, Wang, Henson · 
and Taylor, 2013). The SOAP/WSDL-based services have strong associations with business 
process modelling and have been widely adopted in the business world, while RESTful style 
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Figure 6: Overview of the loT description model (Barnaghi et al., 2013) 
Figure 6gives an overview of the IoT description model. In this figure, the profile of a service 
defines the non-functional aspects of the service and it contains properties for linking to semantic 
concepts in the existing knowledge bases or taxonomies which are essential for service search 
and discovery. Bamaghi et al. (2013) adopted the OWL-S ontology as a semantic model for 
SOAP/WSDL services, and OWL-S is designed based on the so-called "Profile-Process-
Grounding" pattern. In the literature, ontology is presented as a model-based approach, therefore 
the approach adopted by Wang (2013) solves the complexity that originates from process 
modelling. In contrast, RESTful services is a simple service ontology that excludes the profile 
and grounding modelling which is important for service discovery and access. 
52 
The model of a service defines the functional aspects of a service. The model is developed by 
identifying and analysing commonalities between different service technologies. It represents a 
trade-off between the SOAP/WSDL-based and RESTful services. The concept of grounding 
provides a mapping between the concepts defined in the semantic description ontology and those 
defined in the service documents such as WSDL (for SOAP-based services). The mapping 
concept is optional in IoT services, which usually do not present service documents. 
The different approaches to the selection of services, including the IoT services, are discussed in 
Section 3.3. 
3.2 Service-selection architectures 
This section presents service-selection architectures, which select services m dynamic 
environments. To complement these approaches, the literature proposes architectures that 
represent knowledge and support reasoning during service selection. The architectures here are 
based on the following components: user preferences, domain specification, storage, scalability 
and evaluation. These components help to understand the nature of the IoT service environment 
and are briefly discussed as follows: 
• User preference-based - users may have their opm10ns and reasons when choosing 
services. For that, there is a need for the well-defined interface for the user profile to 
capture the user preferences. The literature referred to in Section 3.3 shows that more of 
those systems focused on the non-functional properties. Therefore, we need a system that 
will define both functional and non-functional properties. User preference is one 
component that integrates human interaction with the system. The user profile should 
also capture user context. In this work, context is defined as location, time and duration. 
It helps to know what kind of a service should be selected and the application must be 
able to capture the service request in any computer-readable format and redefine it 
according to how the service is described on the database. IoT services provide well-
defined and standardised interfaces offering all functionalities for interacting with entities 
and related processes (Barnaghi et al. , 2013). IoT services are less functional than web 
services; however, one may want to know about the nature and the state of a "Thing" in 
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order to continue with querying the service. 
• Domain-specification- specifies the scope of data and gives awareness m order to 
visualise a dataset. Smart environments are based on ubiquitous computing, where 
environments interact with their inhabitants on a device layer (Silva et al. 2008). The data 
have to be stored intelligently and used for smart monitoring and actuation. This 
suggestion leaves one with the question as to whether the use of an artificial intelligence 
algorithm will satisfy users or will it give the users interfaces with which they can 
express themselves when submitting the job requested. In order to answer this question, 
there is a need to invoke the user profiling component that captures user preference on a 
well-defined interface. According to Silva et al. (2008), the other challenge faced by 
smart-environment technologies is to improve decision making, sense making, user 
experience, and cater for the convenient situations, saving energy, costs - and other 
concerns that may arise as needs increase and technology improves. Based on the nature 
of smart-environment technologies, it is hoped that it will improve the quality of life and 
reduce the ecological impact of humankind, since it eliminates human involvement. This 
discussion shows that each domain has its own expectations, requirements and challenges. 
• Storage - UDDI enables businesses to publish and discover service listings and define 
how the services or software applications interact over the Internet. UDDI is the 
commonly used storage mechanism in SOA and web services. A smart campus has the 
distributed resources and services. However, according to Manikrao and Prabhakar 
(2005), there is a need to get a storage mechanism that will be able to integrate services 
logically to make the concept. Therefore, from the literature review conducted in Section 
2.3, cloud storage is the centralised database where data is stored in virtualised pools of 
storage which are generally hosted by third parties (Sukhamrit, Kuljitand Dilbag, 2012). 
Cloud storage is a model of networked enterprise storage, where data is stored in 
virtualised pools of storage that are generally hosted by third parties. Physically, the 
resource may span multiple servers and multiple locations. The security of the services 
depends upon the hosting units, and on the applications that leverage the cloud storage. 
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• Scalability - refers to the ability of a system, network, or process to handle a growing 
amount of services in a capable manner, or its ability to be expanded to accommodate 
that growth (Lange 2008). Distributed systems have a limited memory and have sharing 
restrictions. Cloud service is capable of providing online object storage for files, media 
and functionalities, then deliver them globally or locally depending on the domain 
specification for each project. The IoT is a global network infrastructure linking the 
physical and the virtual objects through the exploitation of data capture and its 
communication capabilities (Lange 2008). Such an environment therefore demands large 
data-storage facilities and the sharing of resources and services. 
• Algorithm - the importance of the algorithm is to support recommendation, since the 
selection of services will be done based on user preference for a specific need. Singh and 
Hunhs (2005) indicated that users save time by using the recommender system that helps 
them to choose from a variety of options. The purpose of recommender systems is to pre-
select information a user might be interested in (Singh and Hunhs, 2005). Recommender 
systems make a prediction of user 's needs or interests based on user preferences. The 
heuristic algorithm should support recommendation and dynamic environments. 
• Evaluation - the evaluation provides proof of the concepts that whether an architectural 
or algorithm proposed as the solution works better than other solutions reported in the 
literature, it is worthwhile to check the relationship that exists between the architectural 
components and how they perform together. Mostly, it is important to select a relevant 
service that satisfies the user. In order to check this, evaluation should be carried out 
using metrics such as recall, precision and response time. Recall is the ratio of the 
number of relevant records retrieved to the total number of relevant records in the 
database. Precision is the ratio of the number of relevant records retrieved to the total 
number of irrelevant and relevant records retrieved. Precision and recall are usually 
presented as a percentage or decimal. Response time is the total time interval when a 
service is invoked until the service is recommended. 
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• QoS - is a non-functional property of a system. According to Yu and Lin (2006), non-
functional properties include service tracking. Service tracking is a broker that has a 
service repository to record all feasible web services the system is aware of non-
functional properties comprise three service criteria. Firstly, the dynamic service 
composition is a broker that maintains some predefined business process plans in the 
process repository. Dynamic service composition can also build new plans or update 
existing plans based on user requirements and newly discovered services. Secondly, the 
dynamic service selection is the key function of the service broker, as proposed by Yu and 
Lin (2006). The dynamic service selection QoS-based broker selects services to execute a 
business process so that the user-defined utility is maximised, and users' QoS 
requirements are satisfied. Lastly, dynamic service adaptation focuses on service failure 
during a business process execution whereby a broker needs to reconstruct a business 
process to ensure good performance. 
All architectures studied in the literature will further be evaluated based on the architectural 
components consideration discussed in this section. The next sub-sections look at relevant 
architecture, discuss its strength, and identify challenges that are in line with the interest of this 
work. 
3.2.1 A QoS broker-based architecture 
According to D'Mello, Ananthanarayanaand Thilagam (2008), the architecture proposed in 
Figure 7 explores the different types of requester's QoS requirements (demands) with 
illustrations. The architecture proposes the QoS broker-based architecture for dynamic web-
service selection that facilitates the requester to specify the user's QoS requirements along with 
functional requirements. This work presents the mechanism for web-service selection that selects 
the best and most suitable web service based on the requester' s functional and qualitative 
requirements. From an architectural perspective, the QoS broker-based architecture is the 
middleware that can be implemented as a web service. The QoS broker-based architecture can 
register and edit QoS property values in the QoS registry. The QoS registry provides facilities to 
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search pnce, performance and the requester' s response-sensitive QoS information on web 
services. 
QUALITY MANAGER SERVICE PUBLISHER 
SERVICE REQUESTER SERVICE SELECTOR 
QoS Broker 
' 
'- ---- - ------- --- --- ----- --- --------- - ---- ------------------ --------- -----
1. Publish service and QoS 
4. Select Service 
7. Feedback 
SERVICE REGISTRY 
2. Publish service 
5. And service 
8. Edit QoS 
3. Publish QoS 
6. GetQoS 
Figure 7: A QoS broker-based architecture (D'Mello et al. 2008) 
SERVICE PROVIDER 
This architecture is built on basic web-service architecture. The contribution is on the broker 
side; the architecture considers the QoS for both broker and registry when submitting a request. 
This broker encapsulates three components and these are the service selector, the service 
publisher and the quality manager. This architecture demonstrates the importance of QoS m 
distinguishing functionally similar web services. 
3.2.2 The semantic broker-based web-service architecture 
D'Mello and Ananthanarayana (2009) proposed a semantic mechanism for the web-service 
selection process as indicated in Figure 8. The semantic mechanism distinguishes the meaning of 
the web services that are considered similar; the differentiation is based on the QoS and business 
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offering (BO). The semantic broker-based web-service architecture recommends the best match 
for the requester, based on the requested functionality, quality and BO. D'Mello and 
Ananthanarayana (2009) designed the semantic broker that enables the provider to advertise the 
service. The semantic broker creates an OWL-S service profile consisting of information related 
to functionality, quality and BO. After the service advertisement, the broker computes and 
records matchmaking information. The matchmaking information improves the performance that 
includes service query time of the discovery and selection process. The broker reads 
requirements from the requester and finds the best profitable web service by matching and 
ranking the advertised service(s) based on functionality, capability, quality and BO. 
The semantic broker system was implemented for the domain of shopping services in Figure 8to 
prove the importance of QoS and BO in the service-selection process for the service binding. 
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Figure 8: The semantic broker-based web-service architecture (D'Mello and Ananthanarayana 2009) 
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3.2.3 Architecture of web-service selection frameworks 
Choosing one service among similar services that match the user' s requirements, which include 
services providing similar properties, capabilities, interfaces, and effects, is not easy and 
necessitates the use of an intelligent decision-making framework. However, Manikrao and 
Prabhakar (2005) presented the design of a dynamic web-service selection framework that makes 
use of a semantic matcher to support matching and the composition of software services. The 
framework also uses a recommendation system that helps a user to select the best service that 
matches his requirements, as indicated in Figure 9. The recommendation system results in the 
evolution of the framework to adapt to users' requirements dynamically. The recommendation 
system is based on user-feedback and collaborative-filtering techniques. It helps the user in 
selecting a web service from a set of similar services. Collaborative filtering algorithms 
recommend all items that are similar to the given item. However, this framework needs to 
consider other recommender systems to improve on a well-defined user profile. A well-defined 
user profile helps with matching service descriptions. 








Figure 9: Architecture of web service selection framework (Manikrao and Prabhakar, 2005) 
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3.2.4 QoS Broker Architecture 
Integration efficiency and flexibility are critical for services composition. For web services that 
provide similar functionality, QoS is the main factor to differentiate between the web services. 
The overall QoS of a business process must meet a user's requirements. Lin and Tao (2006) 
proposed a broker-based framework to facilitate dynamic integration and adaptation of QoS-
aware web services with end-to-end QoS constraints, as indicated in Figure 10. The functions of 
a dynamic broker include service collection, selection, composition and adaptation. The 
motivation behind QoS broker architecture is to deploy a broker that can make selection 
decisions for the business process requestors and thus simplify enterprise system engineering. 
The focus is on broker components, and these are service info manager, selection manager, 
composition manager and adaptation manager, as discussed in the introduction to Section 3 .1. 
The algorithm derived from the architecture for service selection can handle only one QoS 
constraint and a single point of failure. This work achieves collection, selection, composition and 
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Figure 10: QoS broker architecture (Lin and Tao 2006) 
Service Requestor 
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3.2.5 Service-selection architecture 
The challenge of service selection in a dynamic environment arises through the heterogeneity, 
distribution and sharing of the resources in different virtual organisations. The task of efficiently 
assigning requests to appropriate users also becomes a challenge (Ludwig and Reyhani 2006). 
The selection process should consider the volume of incoming requests. Owing to the advantages 
of virtual organisations, industries, scientists and engineers are rapidly deploying the cloud 
computing paradigm. Cloud computing gathers geographically dispersed users into a new 
generation of high-performance applications to be developed, to solve computational challenges 
and to have access to the facilities (Buyya and Sulistio 2008). In order to ensure that the 
available services are efficiently assigned to the high volume of incoming requests it is important 
to have a robust service-selection algorithm. The robust service-selection algorithm should not 
only increase access to the distributed services, promoting operational flexibility and 
collaboration, but should also allow service providers to efficiently scale access to meet a variety 
of demands while adhering to certain current QoS standards. Guha (2009) has proposed service-
selection architecture, as indicated in Figure 11 , to control the incoming volume of requests. This 
architecture uses a service registry to store a service along with its service identity, the link to 
locate the service, a brief description of the service and the QoS parameters of the service. 
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Figure 11: Service-selection architecture (Guba 2009) 
3.2.6 Internet of Things system considerations 
Service Pool 
According to the definitions, characteristics, applications, challenges and architectures studied in 
this chapter, the following requirements should be taken into system consideration when 
selecting IoT services: 
• Select a service that best satisfies the user as a candidate for IoT service 
composition. 
• Get a user request in whatever acceptable form and break it down into required 
user tasks and preferences, which can then be easily mapped to the services 
existing on the cloud. 
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3.2.7 Summary of the architectural analyses 
A summary of the service-selection architecture is shown in Table 2. The literature studied 
shows that service-selection architectures have covered selection based on QoS. QoS constraints 
cannot be neglected when selecting a service to specify non-functional requirements for the 
system. It is easy to tell if scalability is not a challenge when a domain is specified. Most of the 
architecture conducted on this study selects web services, and little work on the literature has 
been done in selecting IoT services. Cloud storage has been used by various platforms like 
Google, Dropbox and other platforms, and storage is never a problem except that it may be 
costly. To make virtual integration of the service possible, cloud storage must be adopted. It is 
important to specify the kind of services to be selected. Knowing what kind of services is to be 
selected helps in defining the interface and knowing how the services must be stored. 
Table 2: Summary of service selection architectures 
Author User profile Domain Storage Algorithm Scalability Evaluation QoS 
(D'Mello et al. The functional Does Uses Uses WSDL Web " " 2008) properties are not not UDDI services are 
the focus of this specify scalable 
work; however the domain depending 
main focus was on on the 
non-functional domai n 
properties 
(D' Mello and Uses QoS " Uses Uses WSDL " " " Ananthanarayana requirements UDDI 
2009) specified by a user 





(Lin and Tao Uses QoS " Uses " " " " 2006) requirements service 
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repository 
(Guha 2009) Focuses on volume Uses " " " " of incoming service 
requests registry 
The other observation was on the user profile that was not the focus of the architectures. The 
architecture to be proposed should define the user profile because of the type of services that are 
selected. 
3.3 Service-selection approaches 
Service discovery finds or locates service implementations that meet a specified condition while 
service selection deals with choosing a service implementation from the located services. Service 
discovery is a prerequisite for the selection process, but selection is the main challenge that needs 
to be addressed for retrieving web services successfully (Sathya, Swarnamugi, Dhavachelvan 
and Sureshkumar, 2009). 
Service selection can fall into either design-time (static) or run-time (dynamic) services. Simple 
service selection involves mapping a set of services to a service, while general service selections 
map a set of services to a ranking of the services in that set. Therefore, a semantic matcher 
matches the user request with the service description and locates available services that match 
requirements. The properties of messages include parameters passed ( data type, language, unit 
and business role) and message types (serviceability, provider type, and purpose and consumer 
type). 
Service-oriented architecture provides several competing services and allows users to select 
available services. Those services can be selected and integrated either statically or dynamically 
(Yu and Lin 2006). The complexity of web-service selection includes a large number of atomic 
services integration and performance requirements. Service consumers not only expect the 
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service to meet functional aspects but they also require services to meet non-functional aspects 
and properties - that is, QoS (such as service reliability), security, trust and execution cost. 
Existing approaches in helping a user to compare and select infrastructure services in cloud 
computing involve manually reading the provider documentation to find out which services are 
most suitable for hosting an application. Therefore, selecting and composing the right services 
with which to meet the application's requirements is still a challenge. Web services are typically 
highly configurable and a service requester often has dynamic preferences for service 
configuration. Services composed need to be planned in an optimised way. There may be no 
single web service that directly offers the desired functionality. A combination of web services 
may need less investment or capabilities than a single service. In most cases, providers compose 
web services in order to offer the composite service as a new web service. The service has to be 
selected in an environment consisting of multiple functionally equivalent operators, but with 
possibly different implementations and time-varying resources (Lamparter, Ankolekar, 
Studerand Grimm, 2007). 
Personalisation could be any information that can be used to adapt the interaction of a user with a 
system or service to the needs and preferences of the user or user group. Personalisation of a 
user' s information must be well defined and made available for the context-aware system 
(Jembere et al. , 2006). Most of the selection criteria in the literature are based on description, 
semantics, quality, rating, effectiveness, scalability of the service and other aspects. Several 
service-selection techniques and algorithms are proposed in the literature. 
With a thorough study of service-selection processes in the literature, the following service 






The multi-agent approach, 
The ontology-based approach, 
The QoS-based approach , 
The functional-based approach, and 
The user-centred QoS-based approach . 
65 
3.3.1 Service selection based on the multi-agent approach 
This approach, as proposed by (Maximilien 2004), uses the ontology for QoS and a new model 
of trust. The approach gathers and shares a service based on ratings; even its user preferences are 
based on ratings. This approach assumes that the system should give an empirical basis for the 
service for selection. These ratings are made to be quality-specific through monitoring and user 
input. Agents used in this approach show that they are able to dynamically adjust their trust 
assignment and select a service that best satisfies a user. 
The challenge associated with this approach is that a user is forced to make an ad hoc decision 
about the service requested. The selection is based on how a given service behaved previously 
(as deduced from ratings). However, this approach depends on users sharing their experiences. 
The approach should be able to introduce and suggest a new service. The service that performed 
poorly previously is given a chance to improve in the next request. 
The challenge identified in this approach according to the focus of this research is the design of a 
system that would be able to handle user preferences in a machine-readable format such that 
cloud workflow engines will be able to process them, regardless of whether the preferences are 
explicitly given by the user or leant from user-session data. 
3.3.2 Service selection based on ontology 
This approach is based on semantic matching of each service. Semantic matching focuses on 
meanings behind every service comprising the repository. Services may differ in their syntax but 
if they serve the same purpose or functionality, they will likely be recommended. Some 
ontologies use models and those models are supported by QoS properties like name, category, 
data type, relationship, priority, dynamic attributes and other properties. Maximilien (2004) 
proposed QoS ontology that let service agents match advertised quality levels for its consumers 
with specific QoS preferences. Much such ontology has been proposed in the literature. 
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DAML-QoS complements DAML-S by providing a better QoS metrics model (Zhou et al. 
2004). This approach presents a matchmaking algorithm for QoS property constraints and 
describes different matching degrees. This work facilitates the QoS selection between similar 
semantic service advertisements. The metric ontologies may also provide a powerful solution for 
measurement organisation for monitoring and billing against the agreed upon SLAs. The 
development of QoS ontology allows for a new role of QoS designer who designs customised 
QoS properties, and selects or invents the suitable QoS metrics for the QoS properties (Zhou et 
al. 2005). It is the service QoS designer' s task and the web services vendor's task to define the 
available property types, their domain constraints and range constraints. The basic profile 
contains a response time that is the total time needed by the service requester to invoke the 
service, the cost associated with the execution of the service, and reliability. This profile 
corresponds to the likelihood that the service will perform when the user demands it; and this 
function of the failure rate and throughput represents the number of web service requests served 
in a given time period. Semantic web technologies do not have the advantage of a good machine 
that is able to understand, be interoperable, be unambiguous, and have better extensibility 
because they are based on XML. 
OWL-Q ontology is proposed by Kyriakos and Dimitris (2007). This approach solves a problem 
of web-service registries returning many functionally equivalent web services advertised for each 
user request. Therefore, the semantic description of QoS for web services was proposed. QoS is 
used for distinguishing between functionally equivalent web services. 
QoS-based web services discovery algorithms fail to produce accurate results because they rely 
on either syntactic or semantically poor QoS metric descriptions. Hence, they cannot infer the 
equivalence of two QoS metrics based on descriptions provided by different parties. This 
approach does not incorporate evaluation of metric matching in order to show their performance 
and accuracy. 
67 
(Damiano, Giallonardoand Zimeo, 2009) proposed a query language that is used to define 
complex constrains and it is called onQoS, which captures QoS requirements. The language that 
was used before was based on SP ARQL, whereas onQoS is able to select services based on QoS 
requirements and specifications. This approach focuses only on improving quality of service 
language, and presents how the user defines themselves on semantic webs. 
According to Tran (2008), there is a need to distinguish and rank web services that have similar 
functionalities. QoS is often used as a main factor in distinguishing the quality of web services. 
Tran (2008) proposed a web-service QoS-based ontology (WS-QoS Onto) that can support 
describing QoS information in detail and facilitating various service participants expressing their 
QoS offers and demands at different levels of expectation. This approach needs to develop a 
ranking algorithm for web services, basing it on the QoS description specified by the QoS 
ontology. 
The challenge identified in this approach, according to the focus of this research, is the need to 
find a mechanism to query for inferred preferences from preference repositories, and ask them 
for a personalised selection of services. Another requirement gap is finding a system that should 
support personalisation in dynamic environments, as well as both functional and non-functional 
requirements. 
3.3.3 Service selection based onQoS 
SOA enables a multitude of service providers to provide loosely coupled and interoperable 
services at various Quality of Service (QoS) and cost levels in a number of service domains. The 
QoS-based mechanism is a non-functional-based service selection approach that evolves trust 
computing and market-oriented computing development. Ahsan (2006) defines QoS as the 
collective effort of service performance that determines the degree of satisfaction from a user 
about the recommended service. QoS has non-functional constraint requirements that must be 
met during the process of selecting services. Those are constraints such as reliability, response 
time, throughput and integrity. The QoS value from the service consumer's perspective can be 
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positive, negative, close, or exact (Sathya et al. 2009). Some functional properties make use of 
domain ontology. To provide the consumer with the requested service, non-functional properties 
make use of QoS ontology. QoS has non-functional constraint requirements that must be met 
during the process of selecting the services. The QoS constrains are reflected in various 
parameters that the provider can monitor during service invocation and are used to evaluate the 
quality level. Considering the relevance of the study, some of those constraints are reliability, 
response time, cost, throughput, integrity and platform/ APL The QoS constrains are briefly 
discussed as follows: 
• Integrity - is a degree of trust that is expected from a service provider for reliability and 
availability purposes (Lee et al. 2001 ). However, the user can check whether the 
recommended service matches the job submitted when the system claims to be trusted. 
• Reliability - is the ability of a system or component to perform its required functions 
under stated conditions for a specified period (Rosenberg et al. 1998). Reliability makes 
sure that the system has integrity. 
• Response time - according to the focus of this research, response time is the total amount 
of time taken to recommend the service. It consists of execution time and network-
transmission time. The job-execution time depends on the workload and system 
performance, and can be estimated using existing performance-estimation techniques. 
The network-transmission time depends on network latency and the size of input data. 
Response time can be predicted exactly and simply by using processing speed, 
representing the computing power of the service provider. 
• Throughput - is the movement of inputs and outputs through a selection process (Cranor 
et al. 2000). It can be described as the rate at. which a system generates services per unit 
of time. Throughput can be measured using a mathematical formula called Little's Law 
and it is measured in bits per second (bits or bps), and sometimes in data packets per 
second or data packets per time slot. 
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• Cost - is the total amount charged per successful execution (Mazzorana et al. 1994 ). 
Depending on the formula used, which is likely to be determined by the nature of 
environments where selection is processed, cost may include data volume transferred 
(which is currently charged for data space such as kilobytes, megabytes, gigabytes, 
terabytes, etc.), execution time, and other properties. Cost reasonableness attracts more 
people that would like to participate in the market. 
• Availability - is important in presenting services during runtime (Schillinger 2011). The 
availability is not a problem in environments like the cloud since they provide on-demand 
services. Services are provided when they are needed, and providers understand the sense 
of emergency. 
• Platform/application Program Interface (AP I) - a user may want to specify the API 
requirements, especially in the PaaS model. It is straightforward to deploy a Java-based 
application to Google's AppEngine (Zhao, Ren, Liand Sakurai, 2012). 
Yau and Yin (2011) proposed a selection method based on the QoS ranking. This approach uses 
the results of the last phase to select relevant services according to the functional aspect. The 
approach has two phases. First, the classification of the data-mining algorithms copes with the 
web-service environment into the QoS level based on the QoS constraints. Secondly, it composes 
the best services by means of the services' semantic connections. Although the results showed 
the optimally heuristic algorithm to be used, there is still a challenge as to services available that 
may not be known during runtime, and the data mining algorithms assume that the user may like 
the services based on the QoS constraints. 
The challenge with the QoS-based approach is that the service-selection system is not able to 
differentiate similar services based on their features and QoS parameters. The QoS description 
can be either semantic or syntactic. Semantic QoS is more concerned with the meaning and 
description of the service. The semantic approach makes the process of selection difficult for 
composite service (service composed of other services) while the syntactic approach is more 
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concerned with the language. The language used for search engines that uses key words to match 
the request with requested information is based on the QoS syntactic approach. 
The system should be able to select a service that best satisfies the user as a candidate for IoT 
service composition. The challenge associated with the QoS-based approach is that QoS is most 
used during trial-and-error tests. The QoS-based approach does not address selection adequately 
for open environments like model-based or trust environments. QoS is based on requirements 
from the server and needs from the client that does not exhibit autonomic characteristics. QoS 
does not have enough support to help users define their QoS requirements. 
Finding services that are relevant to a service request is the core function of service discovery. 
However, the way the results are presented to the client is also a matter of great importance. 
Presenting search results in a ranked order makes service selection easier for the client. There 
have been a number of works on web-service ranking. Wang (2013) uses the hybrid 
matchmaking process that works on the set of returned services; it aims to find the services most 
relevant to the query and rank them in order of relevance. 
The other challenge identified in the QoS-based approach, according to the focus of this 
research, is that it has no consistent way for the consumer to select services because consumers 
perceive quality through the prism of their own experience, and evaluate those service maps to 
the specific quality parameters offered by a provider (Khan 2010). Therefore it is not effective 
enough to do selection based on QoS only. There is a need to support it with the functional 
approach in order to balance both the system' s nature and selection criteria. With an ever-
increasing number of functionally similar web services being made available on the Internet, 
there is a need to be able to distinguish web services using a set of well-defined QoS criteria 
(Wang 2013). 
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3.3.4 Service selection based on functional requirements 
The functional-based approach provides information on how the system selects services. The 
functionalities lead to selection criteria that formulate the algorithm to be used during the 
service-selection process. A service-level agreement (SLA) is used in service selection, but most 
of the functional approaches are based on artificial intelligence (Moghaddam and Davis 2015). 
Owing to increasing agreement on the implementation and management of the functional aspects 
of services, interest is shifting towards non-functional attributes that describe the QoS. 
3.3.S Service selection based on user-centred QoS 
The approach based on user-centred QoS is the one proposed by Mobedpour and Ding (2011), 
whereby experienced users are not the focal point. Instead, the proposal is more expressive and 
flexible for non-expert users to define their own QoS requirements. The QoS-based approach in 
this context is designed to help users to find their best matching services using their quality 
requirements. The system design guides the user through the selection process with sufficient 
information. 
The service-selection mechanism proposed in the user-centred QoS-based approach is based on 
artificial intelligence and it gives a user an interface to browse to check the available service(s) in 
order to gain ideas and make a choice. This approach targets non-expert users and supports 
ranked, relaxed, preference and fuzzy results. 
Two challenges have been identified in this approach. First, the challenge associated with this 
approach is that it assumes that a user is capable of formulating queries for the service-selection 
process. The other challenge is that there may be no service that matches the requested service 
from those that are available. Lastly, the challenge identified in this approach is to get a user to 
request in whatever an acceptable form and break it down into required user task and 
preferences, which can then be easily mapped to the services existing on the cloud. 
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3.3.6 Internet of Things system considerations 
• Differentiate similar services based on their features and quality of service parameters. Get 
and use the quality of service parameters in the process of Io T service selection, no matter 
how and where they are defined. 
• Handle user preferences in a machine-readable format such that the cloud's workflow 
engines will be able to process them, regardless of whether the preferences are explicitly 
given by the user or learnt from user-session data. 
• The algorithm should be able to query or infer preferences from preference repositories and 
ask them to personalise the selection ofloT services. 
• The system should support personalisation in dynamic environments. 
3.3.7 Summary of existing approaches 
This section presents a summary of the approaches studied in the literature. Table 3 presents the 
name, the description, the strength and the shortcoming of the approach. 
Table 3: Summary of service-selection approaches 
Approach Description Strength Shortcoming 
Non-functional-based Approach based on Classifies data mining Does not have sufficient 
service selection user or system algorithms to cope with support to help the user 
approach (QoS- constraints and web-service environment to define the QoS 
based) requirements into the QoS level based requirements 
on the QoS constraints 
Multi-agent service Gathers and shares a Gives user an Depends on users 
selection approach service based on opportunity to gathers sharing their experiences 
ratings; even its user and share ratings; its user and does not give a 
preferences are based !Preferences are also service a chance to 
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on ratings based on ratings improve 
Ontology-based Based on service- Uses semantic matching Does not query for 
service selection selection model and that focuses on meaning preferences from the 
approach supported by QoS behind every service repository that stores 
properties composed in the user preference 
repository. 
User-centred QoS- It is an expressive and Proposes an approach Does not give a user the 
based service- flexible way for non- that is expressive and chance to request a 
selection approach expert users to define flexible for non-expert service in any acceptable 
their own QoS users to define their own format that can be 
requirements QoS requirements further be broken down 
into required user task 
and preferences. 
Functional-based An approach which The functionalities lead Can be limited by the 
service selection answers the questions ~o selection criteria that nature of the 
approach on how should service formulate the algorithm environment and the 
be selected, which ~o be used during the problem intended to be 
forms part of selection service-selection process solved by service 
criteria selection 
The approaches studies here show that there is still a need to address the concept of 
personalisation when selecting services in dynamic environments. It appears that a service-
selection approach can be derived from the model (Chen Zhou et al. 2004) or can be derived 
from the architecture (Guha 2009). The next section presents the proposed approach. 
3.4 Proposed approach 
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Based on the aim of this work, in order to select a mechanism that can be used to select the IoT 
services environment, the desired mechanism should support the following environmental 
considerations: 
• Integration - in order to select services, there is a need to find a storage mechanism that 
will enable the integration of services from different departments of the smart campus. 
• Scalability - the mechanism adopted should be able to support a large number of services 
integrated into a database. 
• User personalisation - the service-selection system should be flexible to allow users to 
define the service that corresponds to their profile. User preference is captured 
automatically. 
• Algorithm - the mechanism to be proposed should implement algorithm(s) that support(s) 
user preference and personalisation. 
• Domain - the mechanism to be proposed should be able to support the smart-campus 
environment. 
3.4.1.1 Evaluation of recommender systems in the IoT 
This section evaluates recommender systems based on collaboration between the IoT and 
recommender system consideration. These considerations are derived from the literature after the 
discussion conducted for the loT in Section 2.1 , and the recommender systems in Section 2.5. 
The system of selecting the loT service should be able meet the following requirement as per 
component. 
A system should be able to do the following: 
A. Select a service that best satisfies the user as a candidate for the IoT service composition. 
B. Get a user request in whatever acceptable form and break it down into required user 
tasks and preferences, which can then be easily mapped to the services existing on the 
cloud. 
C. Differentiate similar services based on their features and quality of service parameters, 
and get and use the quality of service parameters in the process of the IoT service 
selection no matter how and where they are defined. 
D. Handle user preferences in a machine-readable format such that cloud workflow engines 
will be able to process them, regardless of whether the preferences are explicitly given 
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by the user or learnt from user session data. 
E. The mechanism approach should be able to query for inferred preferences from 
preference repositories and ask them for the personalised selection of the IoT services. 
F. The system should support personalisation in dynamic environments. 
The evaluation of recommender systems is conducted in Table 4 and based on system 
considerations discussed in section 3 .4.1.1. Each system consideration is represented by a 
symbol corresponding to it. A, B, C, D, E and F in the table correspond with each system 
consideration. At the end of every recommender system, a total number will be discussed further 
after the evaluation. Where there is a ( -V), it means the requirement is met, otherwise the 
challenge will be stated. 
Table 4: Recommender-systems evaluation 
A B c D E F Total 
Utility- '1 Measure of If service Does not handle The cluster most '1 2 howuseful or found not user preferences similar to the 
based important an useful will in a machine user's topic of 
itemset is not be readable format interest is selected 
suggested as the relevant 
subset 
Knowledge- '1 Suggests '1 Differentiate It does not have to '1 3 services similar services gather information 
based based on based on about a particular 
conclusions reasoning user because its 
reached on (artificial judgements are 
the basis of intelligence) independent of 
evidence and individual tastes 
reasoning 
Memory- '1 '1 '1 Memory-based '1 '1 5 systems are not 
based always as fast 
and scalable as 
we would like 
them to be, 
especially in the 






based on very 
large datasets 
Model- '1 '1 '1 '1 It is usually '1 5 difficult to add 




The evaluation results show that the remaining candidate is a hybrid of both model-based and 
memory-based approaches. According to the classification conducted in the literature the 
remaining candidate is a collaborative filtering and content-based recommender system. These 
two recommender systems will further be evaluated in the architecture. 
Based on these requirements and the preceding analyses of existing approaches to service 
selection, this study proposes the use of recommender systems as the mechanisms for service 
selection. Recommender systems have been criticised for not being suitable for service selection 
because they do not allow a customised schema in terms of the qualities of interest for different 
users and data owned (Maximilien 2004). However, Balke and Wagner (2003) showed that 
selection not only depends on service parameters like execution costs or accuracy, but also on the 
usefulness of objects or information that a service offers. Furthermore, there is a need to improve 
the usability of services on the subsequent refinement and integration of presented ways of 
personalisation into standard interaction techniques. Recommender systems are computer-based 
intelligent techniques for dealing with the problem of finding appropriate services or products 
(Park, Kim H., Choiand Kim J. , 2012). Recommender systems can be utilised to efficiently 
provide personalised services in most e-commerce domains with the purpose of benefiting both 
consumer and provider. Consumers are benefited by allowing them to define and make 
suggestions related to the service they want, and providers benefit by the increase in sales made 
possible when more consumers find value in the service presented to them. 
Tserpes, Aisopos, Kyriazisand Varvarigou (2012) published a paper that uses the recommender 
system to select services in service-oriented environments. The paper describes an innovation 
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that allows the consumer to quantify and aggregate their Quality of Experience (QoE) against the 
provider's QoS once the service-level agreement (SLA) is concluded. 
The Io T environment studied in the literature shows that there is a need to propose the key 
components of an architecture that will make the service-selection process possible. The 
architecture needs to be tested by select services using the recommender system(s). The 
recommender system(s) should be evaluated to prove their accuracy. The effectiveness and 
performance of the recommender algorithms are usually evaluated using response time, precision 
and recall metrics (Sukhamrit et al. 2012). Response time sums up time span from the user 
submitting a job until the results are received. Precision and recall are the basic parameters by 
which to evaluate the efficiency and effectiveness of recommender systems. 
This work will make use of recommender systems to test the performance of the architecture. 
Chapter 4 proposes the architecture and recommender system from the literature studied in 
chapter three. 
3.5 Summary 
This chapter has analysed the existing service-selection mechanisms. The mechanisms identified 
were multi-agent based, ontology-based, QoS-based, user-centred QoS-based and functional-
based approaches. Each approach serves its own purpose of service selection in different 
infrastructures. The architectures studied in this chapter were QoS broker-based architecture, 
semantic broker-based web-service architecture, architecture of web-service framework, QoS-
broker architecture and service-selection architecture. Most of the approaches studied were based 
on QoS only. The solution approach indicates the need to find storage that will integrate services. 
The next chapter will present the approach proposed for this study. It presents the development 
of the architecture. 
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4 Architectural development and design 
This chapter presents the development of the architecture for user preference-based service 
selection. The challenge that is addressed in the research question in Section 1.3.1 requires a 
mechanism that can be used for dynamic service selection, using user preferences in a smart 
environment to support dynamic service composition. Section 4.1 presents the use case scenario. 
Based on the use case scenario, Section 4.2 proposes and discusses the key components of the 
architecture. Section 4.3 proposes the algorithm derived from the architectural components in 
Section 4.2. Section 4.4 and Section 4.5 compare the proposed architecture, approaches against 
existing architectures, and approaches respectively. Lastly, Section 4.6 gives the summary of the 
chapter. 
4.1 Use case scenario 
IoT services have "Things" and resource types. The "Things", such as light bulbs, cameras, 
actuators and doors consist of resource types such as light-switches, air-conditioner controls, 
door-strings and light-sensors. The "Things" and resources database is stored in the middleware 
registry. Based on the nature of the loT services description, a scenario of service request is 
presented as follows: 
The user is looking for a service that can do fanction Z (e.g. check if the blinds are closed or 
open). The user may request this service within or outside the premises of the smart campus. The 
user expects the application to be able to recommend the relevant service(s) to the user. 
4.1.1 Assumptions 
This· section discussed the assumptions on which the architecture is developed. The assumptions 
are as follows: 
• Type of service -the type of services to be selected is loT services as presented in the loT 
description model in Figure 6. The services consist of attributes such as thing, name, 
resource type, service type, hostAddress, parentUID, root, resource type, uuid, version 
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and description. 
• Storage -the IoT services are stored in the middleware registry. The middleware registry 
can be accessed only if it is connected to the Internet. 
o Scope of the database: The scope of this work is to use the available data. Since 
the IoT is a newly introduced paradigm, the available IoT data are limited. In 
order to test the proposed solution, this work will use the middleware database as 
associated with the experimental smart environment as created by the CSIR 
Meraka Institute IoT research group1. The services are stored in the internal 
middleware database and published to the Internet, so that the application can 
select the updated services. This database setup addresses the dynamic 
environment. 
• Type of request - the request should be automated based on dynamic input, such as date-
time and current location. If the user preferences were well defined during user-account 
creation, then the request can be automated. 
• Number of available services - the number of available services when the application 
was tested was 50. The number of IoT services is expected to grow each time there is a 
service added on the middleware. 
• Service-selection process - the service-selection process should take place on the 
application layer which the user can view. If the user is within the smart campus, then the 
services that are close (by physical location) should be recommended to the user. If the 
user is outside the smart campus, services based on the user's room (user's registered 
office or room in the smart campus) location should be recommended. 
I The middleware application and database used for experimentation is continuously being extended and 
enhanced. 
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• Smart campus - this refers to the CSIR campus where an experimental IoT environment 
is being created. 
• Connection - the assumption is that there is no congestion on the network. 
• Devices - the application must support any mobile devices that are compatible with the 
Android operating system, such as smart phones and tablets. Smart phones and tablets are 
handheld devices that have few challenges for use anywhere, compared to laptops and 
desktops. 
4.1.2 Selection criteria 
Based on the scenario presented in this chapter, here are the two questions that rise: 
1. Which service-selection approach will return relevant services based on the incoming 
request looking at the concrete real-life scenario presented above? 
2. Furthermore, will the requesting service within or outside the premises have a relevant 
effect on recommendations? 
In order to address these questions, this section considers details scenario details. 
Assume that the user looks for a service to perform Z, and the pseudo code will be as follows: 
To do: Z II you want to do Z 
Search for a service within Service composition that can do Z 
1. Service found 7 Do Z //if the service found then return service that can do Z 
2. Service Z not found //if service is not found 
3. But Z = {/, g, h, 1, JJ II Z can be accomplished by a combination of services (f,g ,h,/,J) 
4. Find Service (/, g, h, /, J) II search and combine services that together can 
accomplish Z 
5. Service Found 7 Do Z I/service is found and return the service 
6. Service not Found 7 Abort() I/service not found abort the transaction 
81 
USER Is looking for a ~ 














My Location: Loe X 
My Time: Time T 
My Role: Role R 
My Pref: Set_Pref 
3 
Finds Services by location: 
Loe X 
Finds All available services Finds Service based on Role 
FlndServlce() 
Finds Service based on 
Preferences 
Figure 12: Selection criteria 
1. User is looking for a service that can do function Z using a mobile phone. 
2. The user sends an initial request for a service and specifies the operation ( check if 
the blinds are open or closed). The current position of the user and the time should be 
presented as an automated input as part of attributes required for the user profile. 
3. The system creates a user profile from all the inputs required and sends the 
request to the requester component. 
4. The proxy receives the request and starts by firstly attempting to list all available 
services based on the following criteria: 
4-1 Query all available services on the database; 
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4-2 by availability, according to the current position of the user; 
4-3 by availability, based on the user role; 
4-4 by availability, based on preferences (all services that can do Z; check status 
of the "Things"). 
The application recommends service(s) received from each of the four sub-services (services at 
the user's current position, services available during the date-time the services were requested, 
service based on the role and services that were set as preferences to do operation Z ( check if the 
blinds are open or closed)). Nevertheless, these lists are necessarily helpful in executing the 
operation; the service then computes the intersection of all these three sets of services. 
5. The resulting set of services (i.e. those services that are able to do Z, that are 
available during the specified date-time, and are located at the specified 
geographical location) is recommended to do operation Z. 
6. After receiving the list of services as candidates for the user 's request, the 
operational service passes this list of services to the user, who can choose which 
service among the recommended services can meet that user 's request. 
7. The user selects and invokes the service. 
The IoT is referred as a self-configuring network in which everyday objects are interconnected. 
The loT gets a heightened awareness of real-time events by deploying sensors that capture 
contextual information about objects (e.g. user preferences) to achieve an enhanced situational 
awareness (Zhang, Zouand Xiong, 2011 ). 
Figure 13 presents the SOA that captures the interaction pattern among the key components. The 
service consumer performs dynamic service locating by querying the service provider for a 
service that matches its criteria. The service provider defines service descriptions and publishes 
the descriptions of services so that services can be discovered. The interaction between service 
consumer and service provider is, however, transparent to the user. The contribution of this work 
is in the proxy component that acts as the mediator between service consumer and service 
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Figure 13: SOA-based Selection criteria 
The registry (where services are stored) needs to be clear on how the context is defined and in 
what condition the services will be recommended. Figure 13 presents a mobile user and an 
application requesting a service on the proxy. The services requested should be published from a 
device layer and stored in the registry. The selection takes place in the proxy then returns a set of 
services to the requester. The requester receives a service and executes it. The execution binds 
the service requester and the service provider and does the operation. 
The next section discusses the proxy component. 
4.1.3 Proxy implements recommender systems 
Assume there are a number of requests (R) i.e. R1, R2, R3 ... ... Rn submitted by a user (u) to the 
system. Each request has its own user profile. The recommender system makes the search 
possible for each request without making it transparent that the services requested are provided 
by different service providers (P1 , P2, P3 ... Pn). 
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Request (R1, R2,R3 ...... Rn) 
Figure 14: Service requester submitting jobs 
The next section proposes the IoT service selection architecture. 
4.2 Proposed architecture 
This section presents the proposed architecture developed, based on the use scenario in Section 
4.1 and system consideration proposed in Section 3.2.6 and Section 3.3.6. 
The analyses of the scenario propose the following architectural considerations: 
• If the search would be performed using an algorithm, therefore there is a need for a 
container that will enable the plug-in of an algorithm component within the architecture. 
• The search should happen within the registry where all IoT services are stored. In order to 
make it possible for a user to select a service there must be an entry point for a user to 
present a user profile. 
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• A user profile comes with user preferences that contain the user 's history of previous 
likes or what people with the same attributes liked before. In order to simplify processing, 
the usage history would have to be stored in a usage repository. 
• However, if the user is new, the system should allow the user to create an account. Hence, 
there is a need for a component to store user-account details. Repositories for user 
profiles, domain knowledge or usage patterns and the generation of new patterns will 
have to be investigated. 
• There is a need to consider attributes of the user profile and how the matchmaking is 
done when selecting services offered by different client devices. In the case of, for 
instance, mobile devices with limited capabilities such as battery (last for shorter time) 
and the Android operating system, the extension of our basic techniques could pave the 
way to improved usability enabling a user-specific and context-aware selection of 
appropriate services. 
• However, the selection process would need to monitor services according to their 
description and other properties. Service monitoring cooperates with the service selector 
in building the recommendation based on the selection criteria. 
• The storage layer focuses on how the services should be stored. Each departrpent 
registers and stores the service in the middleware. The registry deployed to the cloud gets 
well-defined services to suggest for the user. Since the services are dynamically 
composed, the registry should be automatically updated and be able to suggest and 
advertise new services or improved services. 
The system considerations are as follows : 
• Select a service that best satisfies the user as a candidate for IoT service 
composition. 
• Get a user request in whatever acceptable form and break it down into required 
user tasks and preferences, which can then be easily mapped to the services 
existing on the cloud. 
• Differentiate similar services based on their features and quality of service 
parameters to get and use the quality of service parameter in the process of Io T 
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service selection, no matter how and where they are defined. 
• Handle user preferences in a machine-readable format such that cloud workflow 
engines will be able to process them, regardless of whether the preferences are 
explicitly given by the user or learnt from user session data. 
• The algorithm should be able to query for inferred preferences from preference 
repositories and ask them for a personalising selection of IoT services. 
• The system should support personalisation in dynamic environments. 
Based on the architectural and system considerations, the architectural key components are 
proposed. The proposed architecture consists of three layers, which are the application layer, the 
middleware layer and the registry layer. 
4.2.1 Application layer 
The application layer presents components that are transparent to the user. The application layer 
consists of three sub-components and those components are briefly discussed as follows. 
• User registration - this is a user interface that registers the records for a user by 
completing required fields. This sub-component helps in identifying the user and traces a 
user' s usage history and preferences. The assumption is that if the user prefers the service, 
the user might like the same service in future. 
• Service search - search is a user web interface sub-component that allows a user to define 
a service the user (user may or may not be a person)is looking for. The job is submitted 
and that enables searching for a requested service. 
• Serviceview - is a sub-component that gives the list of recommended service(s) based on 
the attributes used on resource search. 
• User View - is a sub-component that allows a user to choose a service among 
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Figure 15:IoT service-selection architecture (ISSA) 
4.2.2 Middleware layer 
U ER VIEW 
ERVI E 
EXE TIO. 
The middleware layer consists of four sub-components that orchestrate the selection of services. 
Middleware sub-components are briefly discussed as follows: 
• DB Connect - is the sub-component that connects databases stored in registries 
to be utilised by the user. 
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• Matchmaker - matches available services usmg recommender systems 
techniques. 
• Recommender system - this is a plug-in component; it allows the system to 
select services based on plugged-in recommender systems techniques. 
• Service execution - is the sub-component that invokes the services that will be 
chosen by a user among the recommended services. 
4.2.3 Resource layer 
The resource layer consists of three sub-components that store the database of user, preferences 
and services. 
• User database - this keeps the records about the user (forms part of user profile). 
• Resource database - this keeps records about resources and Things. This sub-component 
keeps real-time records; it keeps records updated and ready to be utilised. 
• Preference database - this keeps records about what a user likes and the user's usage 
history. 
Having proposed the ISSA, the next section presents the ISSA algorithm. 
4.3 Proposed ISSA algorithm 
The architecture proposed in Section 4.2 needs to be proven in terms of its effectiveness and 
performance within a smart environment. Hence, the second research question from Sectionl.3.1 
states: 
"Having established the key components necessary for an architecture to support dynamic 
selection of JoT service, what preference based algorithm that integrates user preference works 
best? " 
However, this chapter addresses the research question by deriving the recommender algorithm 
from the ISSA components and implementing the algorithm. The ISSA algorithm expands the 
Matchmaker component. The Matchmaker component processes matching, using the technique 
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that will be plugged into the recommender system. However, Matchmaker has its own skeleton 
service-selection criteria. The pseudo code of the selection criteria is as follows: 
Given 
Ps = {current_loc, sname, uuid, stype, rtype, operation, physical_loc, thingtype, status, 
IP _address} 
Pu= { Current-Loe, uname, email, role, room, date-time, Set_Pref{stype}} 
1. List attributes to be matched 
Common attributes= Psn Pu= {current_loc} 
2. Matching the first set of attributes 
If Pu = {current_loc = "1208:408"} 
Return Spset= range { current_loc = "1008:808"} 
2.1 Are these services in a close proximity? 
Apply rules 
BEGIN FOR: All services in Spset 
BEGIN WHILE: x<Sm 
Distance threshold x is set 
BEGIN IF: results more than n 
Reduce threshold 





This step returns a second set of services Spset2 
3. Preference-based filtering 
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This section will match service with an attribute specified on the set_pref static 
attribute that is stype. 
Match set_pref with each service in Spset2 
BEGIN FOR: All attributes in set_pref 
BEGIN FOR: All services in Spset2 
ELSE 






Based on the use case scenario, phase three matches services based on preference filtering. 
Matching services based on preferences may be a challenge. The challenge rises when the 
Matchmaker component has to identify the attributes that are composed in the "set_pref' 
attribute. The "set_pref' attribute needs to be modelled in order to return the relevant services. 
The next section presents the modelling of both user and the service profile. 
4.3.1 User profile and service profile modelling 
The summary of the service-selection approaches in Section 3.2.7 showed that other 
architectures presented little research into user and service profile modelling. The use case 
scenario consists of the important attributes that need to be taken into consideration during the 
selection process. 
The user (User Profile) is looking for a service ( Service Profile) that can do function Z ( can 
check if the blinds are closed or open). The user may request this service within or outside the 
premises of the campus . The user expects (User Preference(s)) the application (Attributes on 
User interface) to be able to predict and recommend (Real-time recommendation) services to the 
user. 
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This section, therefore, presents the modelling of the user and service profile during the service-
selection process. The user and the service are considered to have both dynamic and static profile 
attributes. An example of user-profile static attributes includes name, email, room, role and set of 
preferences as indicated in Figure 16 while service-profile static attributes include service name, 
unique ID, service type, resources type, and other attributes as indicated in Figure 16. Dynamic 
user-profile attributes include current location and date-time, while dynamic service-profile 
attributes include current location, IP address and device status. 
SER PROFILE 
TTRIBUTES 
STATIC D\ 'AMJC 
Currcnt_ Loc 
RT n 
Figure 16: User profile 
For discovery of service, the user profile has to be matched against IoT service profiles. The 






Figure 17: IoT Service profile 
In order to generalise the user profile and the service profiles, this work makes use of 
mathematical models. Let the set of static attributes that can be used to represent a user profile 
beAstat· Therefore, 
Astat = {xix is a static user attribute} Eq. 1 
Since the user profile also comprises dynamic attributes, the set of dynamic attributes 1s 
representing asAdyn. 
93 
Adyn = {YIY is a dynamic user attribute} Eq. 2 
The user profile is, therefore, made up of the two sets of attributes. i.e. 
I Eq. 3 
The service as well has both dynamic attributes and static attributes. In this paper, the IoT service 
is considered to be a web-service endpoint which has direct access to one or more IoT resources 
(Thoma, Braunand Magerkurth, 2014 ). Such a service has a set of dynamic attributes and static 
attributes which are represented as Bdyn and Bstat respectively. The two sets are then 
represented as follows ; 
Bdyn = {qlq is a dynamic service attribute} Eq.4 
And, 
Bstat = {rlr is a static service attribute} Eq. 5 
The service profile comprises the union of the two sets, i.e., 
Ps = BdynU B stat I Eq. 6 
During the recommendation process, the matchmaking algorithm determines similarities between 
the user profile set, Set Pu in Equation 6 and service profile set, Set P5 • It is worth noting that in 
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this paper x, y, q and r are considered to be of both numerical and textual value types. The 
numerical values are further categorised as of continuous numerical value types and discrete 
value types -for example distance if a continuous value type is valid, while a number of 
resources on a "Thing" are of a discrete nature. 
For example if 
Eq. 6 
Then the equation becomes, 
Eq. 7 
Similarly, the service profile in Eq. 6 can be given by 
Eq. 8 
It should be noted that as part of the user profile there are preferences that are specified by the 
user during the enrolment or registration. The preferences are service attribute name-value pairs 
that a user specifies. They are therefore a subset of attributes that are prioritised during the 
matchmaking process. In the next section how this subset is taken into consideration during the 
matchmaking process will be discussed in detail. 
The matchmaking algorithm that enables the recommendation process will be discussed in the 
next section. 
4.3.2 Matchmaking 
This section presents the matchmaking of the user and the service profile using selection criteria 
that emanate from recommender systems. Recommender systems are computer-based intelligent 
techniques to deal with challenges in finding appropriate services from large numbers of 
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available services. Therefore, recommender systems can be the function that takes Pu and P5 as 
inputs and produces a list of matching score. The matching score is what is used to rank services 
for returning to the user. In this section, we discuss how these profiles are matched for 
recommendation of the services based on user profiles and preferences. 
In essence, matchmaking utilises a function that aggregates the matching scores of each 
attribute' s values from both the service and the user profile. There is a unique function for each 
attribute, which determines similarity of the specific attribute values from both the service profile 
and the user profile. As an example, a function that determines the vicinity of a service to the 
user (distance) may not be used to compare resource types specified in the user preferences set 
against the resource type of the service being matched. A different function that compares the 
resource types is therefore required. The matching function therefore would be 
n 
F(Pu,P5 ) = L wJi(Pu,Ps) 
i=O 
Eq. 9 
Wheren, is the total number of attributes to be matched, wi is the assigned weight of attribute ai 
and fi is the function used to compare values of attribute ai. 
Step 1. The user preferences set is considered. This set of name-value pair attributes 
needs to be compared against the attribute name-value pairs of the published IoT services. 
Often, one of the attributes that will be specified during enrolment is the resource types set. 
The output from this step will be the set of attribute name-value pairs. With this set of 
attribute name-value pairs, we proceed to step 2. 
Step 2. The second phase of the matchmaking algorithm involves matching the user 
profile and the service profile based on the attribute name-value pairs that were not specified 
in the user preferences. Retrieve user profile attribute name-value pairs not specified in 
preferences. 
96 
Step 3. Match each service profile against the user profile. 
Step 3.1. In this step, the attributes in both profiles are compared and the ones that are 
common among the profiles are matched. For example, if the user has his current location 
specified in his profile and the service which may be mobile has the current location 
specified, the current location attribute is included in the set of attributes against which the 
service profiles and the user profile will be matched. 
This involves selecting a set of functions {fiJ with each function corresponding to an 
attribute to be matched. 
An output from this step is a set of attribute names. With this output, proceed to Step 
1.1.0therwise, proceed to Step 3.2. 
Step 3.2. Match non-common attributes between the user profile and the service profile 
based on semantics - e.g. attributes "permanent location" and "home location" are 
semantically similar. 
Step 3.2.1. Get semantically similar attribute names from service profiles and the user profile. 
Step 3.3. If the list of services to match is not empty proceed to Step 3 .3 .1. Otherwise, 
proceed to Step 3.3.1. else proceed to Step 4. 
Step 3.3.1. For each attribute, the name-value pair from the user profile is matched against the 
attribute name-value pair of the service profile. The output from this step will be a set of 
services that are matched based on these attributes. This is where Eq. 10 is applied. A 
service is considered to have some matching degree if, and only if, 
Step 3.3.2. If results are not returned and the attribute is of a dynamic and numerical nature and 
not at maximum value, the threshold is increased and the algorithm returns to Step 3.3.1. 
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Step 3.3.3. If results were found and are more than the maximum desired list length, and the 
attribute is of a dynamic and numerical nature and not at minimum value, the threshold is 
reduced and the algorithm returns to Step 3.3.1. 
Step 3.3.4. If results are not found, all dynamic attributes are at minimum, and non-preferred 
attributes are not considered, the algorithm proceeds to Step 2. 
Step 3.4. Rank services. The services are sorted based on their computed value of the 
function F(Pu, P5 ). 
Step 3.5. Return recommended list 
Step 4. Notify user and Exit 
The next section re-compares the existing approaches and architectures against the proposed 
ISSA and ISSA algorithm 
4.4 Comparison of ISSA vs architectures in the literature 
This section presents the comparison of the ISSA with other existing architectures studied 
in the literature. The comparison is based on components that describe IoT natural 
environments such as domain, storage, algorithm, scalability, evaluation and user profile. 
Domain: Domain specifies that the scope of data the sample IoT services used embraces 
the smart campus services offered by the experimental environment. 
Storage: The services are stored in the internal middleware, and published by creating a 
proxy on DMZ through the APL The services are integrated and deployed on 
the cloud database. 
Algorithm: The ISSA algorithm allows different types of user-preference recommender 
systems techniques to be applied using the same selection criteria proposed in 
Section 4.1.2. 
Scalability: The ISSA is developed such that the system data are able to network or 
process the service selection and handle a growing amount of services in the 
!SSA's ability to be expanded to accommodate that growth. 
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Evaluation: The ISSA will be evaluated based on recall, precision and response time. 
QoS: The non-functional properties are presented in the ISSA; only the Matchmaker 
component will be expanded. There is a consistent way for the user to select 
services because users perceive quality through the prism of their own 
experience and rate those services maps to the specific quality of parameters 
offered by a provider. 
User Profile: The "set_pref' composite service is extracted to atomic services through 
modelling. 
Table 5: ISSA comparison 
Author User profile Domain Storage Algorithm Scalability Evaluation QoS 
(D ' Mello et al. The functional Does not Uses Uses Web services " " 2008) properties are not the specify UDDI WSDL are scalable 
focus of this work; domain depending on 
however the main focus the domain 
was on non-functional 
properties 
(D ' Mello and Uses QoS requirements " Uses Uses " " " Ananthanarayana specified by a user UDDI WSDL 
2009) 
(Manikrao and Uses collaborative Does not Uses Uses Web services " " Prabhakar, 2005) filtering specify UDDI WSDL are scalable 
domain depending on 
domain 
(Lin and Tao 2006) Uses QoS requirements " Uses " " " " service 
repository 
(Guha 2009) Focuses on volume of " Uses " " " " incoming requests service 
registry 
ISSA " " " " " " " 
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composed in the 
repository 
User-centred QoS- It is an expressive Proposes an approach Does not give a user a 
based service- and flexible way for that is expressive and chance to request a 
selection approach non-expert users to flexible for non-expert service m any ' 
define their own users to define their acceptable format that 
QoS requirements own QoS requirements can be further broken 
down to required user 
tasks and preferences. 
Functional-based An approach which The functionalities Can be limited by the 
service-selection answers questions lead to selection nature of the 
approach on how service criteria that formulate environment and the 
should be selected ~he algorithm to be problem intended to be 
to form part of used during the solved by service-
selection criteria service-selection selection 
tprocess 
User-preference- The approach is Selects real-time The shortcoming is 
based loT service based on a user- services, allows users that as the 
selection preference to define their collaborative filtering 
approach that preferences, selects is based on the role. 
emanates from services based on If the services are 
recommender automated attributes defined using the 
systems such as current array. The order is 
location, current likely to shrink. 




This chapter has proposed the IoT service-selection architecture (ISSA) and the ISSA algorithm. The 
ISSA algorithm showed the need to re-define other attributes. Re-defining attributes was done through 
user and service modelling. The modelling made it easy to match services using re-defined user 
preference attributes. Chapter five designs and implements the ISSA. 
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5 ISSA experimental design and implementation 
The implementation of the prototype of the ISSA that captures the pertinent components needed 
for IoT service selection is described in this chapter. Section 5.1 presents the ISSA experimental 
design, Section 5.2 the ISSA implementation and Section 5.3 the summary of the chapter. 
5 .1 ISSA experimental design 
This section presents the implementation design of the ISSA proposed in Section 4.2. The design 
comprises use case diagrams and tables in Section 5 .1.1, a sequence diagram in Section 5 .1.2 and 
an activity diagram in Section 5.1.3, an entity relation diagram in Section5.1.4 and Section 5.1.5 
presents the summary of the experimental design. The next section presents use case diagram. 
5.1.1 ISSA use cases 
An interesting system interacts with human or automated actors that use that system for a certain 
purpose, and those actors expect that system to behave in predictable ways. The use cases for the 
architecture to be implemented in this work are illustrated in Figure 18. A use case specifies the 
behaviour of a system or a part of a system and is a description of a set of sequences of actions, 
including variants that a system performs to yield an observable result of value to an actor. Use 
cases are applied to capture the intended behaviour of the system one is developing, without 
having to specify how that behaviour is implemented. Use cases provide a way for the 
developers to come to a common understanding with a system's end-users and domain experts. In 
addition, use cases serve to help validate architecture and to verify the system as it evolves 
during development. Each use case has its own specific task, presents the use case with two 
actors - the service requester and service provider. 
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Figure 18: Use case diagram 
As one implements the system, the use cases are realised by collaborations, whose elements 
work together to carry out each use case. Details about each use case are given in the tables. 
Table 7: Create account 
Description This use case describes the procedure that the user has to follow in 
order to log into the system. 
Primary actor Service requester 
Secondary actors 
Preconditions The user is searching for a service and does not have appropriate rights 
to use the system. 
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Minimal User successfully registered. 
and success 
guarantees 
Trigger User chooses to create an account. 
Normal course 1. User chooses to create an account. 
2. Account is successfully created. 
3. User chooses to log in. 
4. System displays the Home Page with search interface. 
Notes: When user chooses to login, the login process is referred to the login 
description. 
Table 8: Use case: Login 
Description This use case describes the procedure that the user has to follow in 
order to log into the system. 
Primary actor A registered user. 
Secondary actors 
Preconditions User is registered and has appropriate rights to use the system. 
Minimal and User successfully logged in. 
success guarantees 
Trigger User chooses to log in. 
Normal course 1. User chooses to log in. 
2. System requests a usemame and password. 
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3. User types in the usemame and password and submits. 
4. System authenticates the user based on the usemame and 
password. 
5. System displays the Home Page with the limited access menu 
Notes If the user has registered and is visiting the site for the first time, at this 
stage the user has a right to request any service immediately. 
Table 9: Request service 
Description This use case describes the procedure that the user has to follow in 
order to request the service. 
Primary actor A registered user. 
Secondary actors 
Preconditions User is registered and has appropriate rights to use the system. 
Minimal and User successfully submitted service search. 
success guarantees 
Trigger User chooses to request a service. 
Normal course 1. User chooses to request a service. 
2. System gives proper interface. 
3. System searches for the service. 
4. System requests available services in order to make selection 
possible. 
Notes This process is performed by the system automatically because the 
system stored the user preferences when the user created an account. 
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Table 10: Supply available service 
Description This use case describes the procedure that the system has to follow in 
order to supply available services. 
Primary actor A registered user. 
Secondary actors 
Preconditions User submitted a service request. 
Minimal, and User successfully submitted service request. 
success guarantees 
Trigger Provider supplies available service. 
Normal course 1. System updates services. 
2. System gets all available services. 
3. System supplies available services. 
Notes This process recommends services based on user preferences. 
Table 11: View service 
Description This use case describes the procedure that the user has to follow in 
order to view the service. 
Primary actor A registered user. 
Secondary actors 
Preconditions System supplies available services, matched services and compiles 
recommended list. 
Minimal and System has successfully matched the services. 
success guarantees 
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Trigger User views services. 
Normal course 1. User views recommended services. 
2. User chooses the service of interest and invokes the service. 
Notes The user usage is stored on the system; when the user visits the 
application again, the service the user invoked before becomes the 
priority to be recommended to the user. 
Table 12: Use case: invoke service 
Description This use case describes the procedure that the user has to follow in 
order to invoke service. 
Primary actor A registered user. 
Secondary actors 
Preconditions System has supplied available services, matched services and compiled 
recommended list. 
Minima/, and System has successfully matched the services. 
success guarantees 
Trigger User invokes services of choice. 
Normal course 1. User chooses a service among recommended services. 
2. User invokes a service of interest. 
Notes The system is then expected to rate the selected service as the priority 
,J>A for the next recommendation. 
108 
5.1.2 ISSA sequence diagram 
The sequence diagram shows the sequential interaction between the ISSA components. The 
sequence diagram in Figure 19 consists of three layers: application layer, middleware layer and 
registry. Application layer has the sub-component user; the user can be a human being or an 
application. The middleware layer consists of three sub-components: DB Connect, Matchmaker 
and the recommender system (Rec System). The last section is the registry, which keeps the 
database of the users, services and preferences. The user first registers with the system by 
creating an account. DB connect publishes the user's records to the registry. The system then 
automatically sends a request for a service. The matchmaker requests all available services on 
the registry based on user search attributes, and available services will be listed. The 
recommender system gets the user profile, service profile and user preference to compare and 
predict recommendation. 
I Application I I Middleware I Registry 
I I I 
I USER I I DBConncct 11 J\tatchMakcr 11 Rec Sjstem I I Storage I 
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Figure 19: Sequence diagram 
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I 
The recommender system sends the list of the most relevant service(s) and allows the user to 
choose one service from the list. The user will then invoke the service and do what the user 
wanted to achieve. Based on the scenario, the user will then check if the blinds are open or 
closed. The system will then send the confirmation of service invocation and allow the user to 
quit or log out. 
5.1.3 ISSA activity diagram 
The sequence diagram in Figure 19 showed the flow of messages among the components and 
actors in the ISSA. Figure 20 shows the activities among the entities. The user initiates the flow 
of messages by requesting the service. If the service request is automated, the user is expected to 
only log in. The user account creates a user profile with attributes that can match the user profile. 
The requester initiates the selection process, in which the user is expected to have registered with 
the system. If the user is not recognised then the user should create an account. If the user has 
created an account and specified preferences, the system will then send the service request. 
Matchmaker requests the latest updates on available services. The registry supplies all available 
services for selection. The recommender system sub-component needs user profile, service 
profile and preferences to predict the recommendation. If the service(s) are found the services 
would be recommended to the user or the system would compose services again. If the 
matchmaking is done for the second time and there is no match between the requested service 
and the available service, the selection will be aborted. 
110 
































































! I i! ! i 
i ·- ·- ·END _______ ____ ! ·-·-·-·-·-·-·-·-·-·-·-·-~ ·-·-·-·-·-·-·-·-·-·-·-·-' ·- ·-·- ·-·- ·-·- - ·-·- ·-·- ·-L.-·-·-·- ·-·-·-·-·-·-·-·- ·-· I 
Figure 20: Activity diagram 
5.1.4 ISSA entity relation diagram 
The entity relation diagram (ERD) presents the relationship between entities. The entities, 
according to this work, are user and service. The relationship is presented as follows: 
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User requests a service 
Figure 21 shows the relationship using the foreign key attributes. 
USER SERVICE 
PK Email PK UUID 
FK1 Service Type FK1 Service Type 
User Name IP_Address 
Building I/ nEOUEST~ Thing Type " <) Room 1 o ..n Physical_LooaUon 
Role Service Name 
Current Location Status 
Operation 
Figure 21: Entity relation diagram 
The relationship between two entities plays a role during matchmaking and when compiling a 
profile and creating a database. 
5.1.5 Summary 
The ISSA experimental design shows the technical interaction between the ISSA components 
and entities. Each component has its own specific functionality to make the selection process 
successful. Use cases, the sequence diagram, the activity diagram and the ERD illustrated the 
architectural implementation design. 
The next chapter focuses on the implementation of the ISSA. 
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5.2 ISSA implementation 
This section presents the implementation of the ISSA. The ISSA was implemented on the 
Ubuntu 12.04 environment with 6 GB of RAM and an Intel(R) Core (TM) i7 CPU M620 @ 2.67 
GHZ processor. The tool used in the development process was an Android Studio version 0.8.2. 
The Android device utilises SQLite where the application is installed for database 
administration. The application was released and installed on a mobile phone. The following 
sections present the screenshots of the application on an Android S4 phone. 
5.2.1 IoT service application 
The application was released and installed on the S4 Android phone and it appears titled "IoT 
Service" as shown in Figure 22. The use of this application requires a connection to the Internet. 
A click on the application takes a user to the "Login" page in Figure 23 . 
Figure 22: loT Service Application 
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5.2.2 Welcome page 
Figure 23 serves as a welcome page. Every user must create an account before accessing the 
services on the application. If the user is not registered with the system, the user gets options to 
register or quit the application. The second image in Figure 23 allows the user to register with the 
system.A "click" on "Register", proceedsto the "create account" page in Figure 24. 
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Figure 23: Login page 
5.2.3 Create account 
This page allows the user to create an account. The information about the user is stored on 
SQLite, the Android device database. On the "Prefered Things" attribute in Figure 24, the 
selection of "Prefered Things" becomes possible when the device is connected to the Internet. If 













Figure 24: Create account 
If the device is connected, the "Things" in the middleware will be shown as presented in Figure 
25. The first image shows the list of preferred things while the second image shows the list of 
preferred resources. The user is expected to select the list of Things the user prefers to access as 
shown with a tick ['J] in Figure 25. Success with the account creation proceeds to "Login" page 
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in Figure 27. Success with the user account forms a user profile that is further used to match the 



























This page serves to aunthenticate every user that accesses the application. If the credentials are 
incorrect, the system asks the user to try again later or fill in an email address in order to be 
reminded as shown in Figure 26. 
~· .! .! .! ~ ~ .,11 •'1 f:, 8 52 AM 
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Password ••••••••••••••• 
Signln 
PiHH try •gain or rtg1s+~ OR f o,got Pauword 
- - - • . I ~ 
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Figure 26: Validation 
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The second image of Figure 26 allows the user to fill in an email address in order to receive a 
reminder of the credentials.If the credentials are correct, the "Signin" click in Figure 27proceeds 
to the list of recommended services in Figure 28. 
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Figure 27: Login 
5.2.5 List of recommended services 
The "Login" page is linked to the matchmaking class that is transparent to the user. The 
recommendation of this application becomes automated after receiving the user profile. The 
selection process is automated because after the user has specified preferences, no more input is 
expected from the user. The matchmaking takes place within the system. The user can only see 
the list of recommended services as the result of matchmaking that took place in the within the 
system. The application gives the user an option to utilise the service or "logout" from the 
application, as indicated in Figure 28. If the user decides to utilise the service, the application 
takes the user to the page in Figure 29 or, if the user decides to log out, the application stops. 
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Figure 28: List of recommended services 
5.2.6 Service invocation 
This page appears when the user decides to utilise the service. The red arrow increases/turns 
on/opens, depending on the Thing type. The blue arrow decreases/turns off/closes the Thing 
type. The green button allows the user to submit changes on the Thing type. Otherwise, the user 
can quit the application or log out from the application. 
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Figure 29: Service Invocation 
5.3 Summary 
The chapter showed that the application works in line with the proposed architecture. 
Furthermore, the algorithm needs to be evaluated. Section 1.5 mentioned that the performance of 
the recommender system would be evaluated using precision, recall and response-time metrics. 
The next chapter presents the evaluation of the ISSA and the results analyses. 
120 
6 ISSA evaluation and results analyses 
This chapter presents the evaluation of the ISSA. The evaluation is based on performance and the 
effectiveness of the algorithms. Parameters to be considered include response time, recall and 
precision to be used in this work. Section 6.1 presents the evaluation of the ISSA, Section 
6.2analyses the results and Section 6.3 summarises the chapter. 
6.1 ISSA evaluation of the algorithm 
The evaluation of the algorithm implemented in this work is twofold. First, in Section6. l .1, the 
effectiveness of the user preference-based algorithm derived from the architecture is evaluated 
using some simulated users. Section 6.1.2 evaluates the performance of the same algorithm 
proposed in this work. 
6.1.1 Effectiveness of the algorithm 
In order to evaluate the accuracy of the architecture, this work has chosen the remammg 
candidates of recommender algorithms from the evaluation conducted in Section 3 .4.1.1. The 
recommender systems were first classified based on their approach when recommending services 
or products. Manqele et al . (2012) conducted the evaluation of recommender algorithms that 
work in smart environments. The remaining candidates were content-based (CB) and 
collaborative filtering (CF) recommender systems. However, the evaluation will be based on two 
algorithms. The aim is to check the algorithm that works best for such an environment among 
user preference-based algorithms. 
The evaluation of effectiveness will be conducted using recall and precision metrics. Precision 
metrics measure how good the framework is in reducing irrelevant recommendations (Davis and 
Goadrich 2006).A good preference model is expected to optimise the recall and precision 
parameters. The precision metrics are presented as follows: 
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P 
. . number of correctly detected services for preference of user i 
rec1s1on = b f ALL d d . f f f . num er o etecte services or pre erence o user l 
Recall measures how well the architecture has been developed and makes sure that there is no 
missing relevant recommendations (Davis and Goadrich 2006). The recall metric is presented as 
follows: 
number of recemmended services for preference of user i 
Recall = -------------------------
number of ALL services for preference of user i 
Table 13 present the evaluation data. The table consists of values for the content-based tecall 
and precision values for the collaborative recall and precision. 
6.1.1.1 Test design 
The experimental framework in Figure 30 was designed to present the evaluation procedure. The 
framework consists of five users per preference, meaning the first user had one preference 
(userl /Preference 1), the second user had two preferences (user2/Preference2), up to the fifth 
user. The user queries the service stored in the middleware. In the IoT middleware, there are 
other components, but the component used in this work is the registry that stores services, 
although the matching of services was happening in the application but the services were 
residing in the middleware. The services were invoked from the middleware and matched on the 
application layer using user profile, service profile, physical location and rules. The application 
layer consists of components that interact with the user. The result displays the recommended 
services, the value of recall, precision and response time. The query was repeated five times with 
the same number of preferences and average response times were compiled. 
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Figure 30: Experimental framework 
Table 13: Recall vs Precision data 
Recall CB PrecisionCB Recall CF 
1 0,02 1 0,02 
2 0,02 0,5 0,06 
3 0,04 0,67 0,08 
4 0,06 0,75 0,08 
5 0,08 0,8 0,1 
Recommeodl.'d sen'ices for user X: 
I. Senice Z 
Recall:0,2 
Predsioo:0,1 
Response Time:08 ms 
RECOMMENDED SERVICES 
Application returns list or 
recommended sen'ices 
MATCHMAKER 
Application do matchmaking 
based oo the user pror.Je, sen'ice 







Based on the values in Table 13, the graph was plotted in Figure 31. The graph presents the 
results for recall vs precision for the content-based and for the collaborative filtering as indicated 
in Figure 31. 
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Figure 31 : Recall vs precision for CB and CF 
6.1.2 Performance of the algorithms 
The performance evaluates the quality of the user preference-based algorithm implemented in 
this work. This work uses response time as the metric to measure the performance of the 
algorithm. 
Response time= Request time+ query time+ recommendation time 
Request time is the time taken by the system to send requests. 
Query time is time taken by the system to do matchmaking. 
Recommendation time is the time taken by the system to return a list of recommendations. 
The results obtained using the response time are presented in Table 14. The response time was 
measured in microseconds. The time presented in the table is the average of the request repeated 
five times. 
Table 14: Response time data 
I Content-based I Collaborative filtering 
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1 2 21 
2 3 15 
3 4 32 
4 7 11 
5 10 20 
Based on the values in Table 14, the graph was plotted in Figure 32. The graph in Figure 32 
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Figure 32 : Response-time evaluation 
6.2 ISSA results analysis 







The comparison of the two techniques -content-based and collaborative filtering recommender 
systems -was carried out through experiments. These recommender systems are based on both 
memory and model. The memory-based approach can either be based on user or service memory, 
depending on which technique is used. The model-based approach is based on the components of 
the architecture or model developed. The intended goal of the application implemented is to 
receive the list of recommended services per query. 
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6.2.1 Discussion 
Recall presents the effect of the services detected from the overall number of services in the 
database. Precision presents the effect of the services needed from the overall number of services 
detected. Table 13: Recall vs Precision data shows that collaborative filtering can detect up to 
10% of the available services while content-based detects up to 8%. Precision presents the effect 
of relevance in the algorithm. Table 13 shows that content-based filtering returned between 50% 
and 100% relevant services, while collaborative filtering returned between 10% and 63%, at 
most, of relevant services. 
The response time presents the quality of the system's performance. This can reflect the 
challenges associated with the device or the challenges associated with the effectiveness of the 
algorithm. However, collaborative filtering took almost double the time of the content-based 
recommender algorithm. Based on the interpretation of the graphs in Figure 31and Figure 32, the 
next section presents the advantages of using the content-based and the collaborative filtering 
recommender systems. 
6.2.2 Advantages 
This section presents the advantages of usmg content-based and collaborative filtering 
recommender systems. The advantages discussed in this section are based on the experience of 
attempting the ISSA approaches in this work. 
6.2.2.1 Advantages of the content-based recommender system 
This technique focused on the ISSA selection criteria for learning user preferences and filtering a 
stream of new services for those that most closely match user preferences. This approach built on 
the fundamental assumption that users are not able to formulate queries that express their 
interests. This approach could be applied to services by indexing the text description of service 
based on the words that occur in them. Content-based involved formal structure description of 
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services that was modelled and supported the dynamic composition of the services. Hence, the 
IoT service content-based took less time to return recommended service compare using 
collaborative filtering The most relevant services were returned using content-based technique. 
The application gives an option to clear the history of usage on the application so that the App 
does not rely on the experience but considers the current context and preferences. 
6.2.2.2 Advantages of Collaborative filtering recommender system 
Collaborative filtering recommender system recommends services that people with similar tastes 
or role and preference utilised in the past. The IoT service filtering is context-aware 
recommendation system based on the premise that some other web services are only applicable 
in given context. The context under which a service is applicable was captured in the IoT service 
description and modelling. Using collaborative filtering saves time of defining and re-defining 
the services. The role of the employees determines the access restriction for each user. The use of 
the collaborative filtering bridged the cold start in collaborative filtering. Cold start happens 
when the system does not consider the newly added service. This work selects services dynamic, 
newly added services are always considered on the algorithm. 
The next section presents the disadvantages of using the content-based and the collaborative 
filtering recommender systems. 
6.2.3 Disadvantages 
This section presents the disadvantages of using content-based and collaborative filtering 
recommender systems. The disadvantages discussed in this section are based on the experience 
of attempting the ISSA approaches in this work. 
6.2.3.1 Disadvantages of the content-based recommender system 
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Users can indicate preferences among the services they are restricted to utilise. Other services 
should be recommended, based on the role of the user. 
6.2.3.2 Disadvantages of the collaborative filtering recommender system 
It predicts the user' s interest in services based on other people's opinions (roles) instead of 
performing selection based on the defined preferences. Defining restrictions based on indexes 
can be challenging when the new service is added. 
The next section presents the challenges of the content-based and collaborative filtering 
recommender systems. 
6.2.4 Challenges 
The challenge of using collaborative filtering was defining the role using indexes. The indexes 
are likely to shift when the new service is added on the server. This challenge includes security 
as one of the IoT challenges, as indicated in Figure 1. It would be difficult to mention the number 
of services that were on the middleware because the number of services kept increasing. 
6.3 Summary 
This chapter evaluated the ISSA architecture and algorithm based on recall, prec1s1on and 
response time metrics. The ISSA algorithm was implemented using both content-based and 
collaborative filtering techniques. Based on these techniques, the evaluation to check the 
effectiveness and performance of the algorithm was presented. The results analyses using the 
graphs were presented. The results showed that content-based was more efficient and effective 




Working in the environment where "things", both physical and virtual, have identities, attributes 
and intelligent interfaces that enable them to be "smart", able to sense, analyse, connect, and 
communicate, encourages us about intelligent and integrated systems that can "think" ahead of 
their developers and create opportunities in addressing other research issues. IoT is an emerging 
paradigm that brings together people, machines, inanimate or animated objects, facilitating their 
interactions over the Internet communication infrastructure, using established Internet standards 
and technologies to make human beings behave intelligently by providing applications that 
eliminate human labour using mobile devices. 
The goal of this study was to develop a preference-based architecture that will enable the 
selection of smart campus IoT services in the cloud through recommender system techniques 
using mobile devices. The emerging paradigms, such as IoT, smart campus, cloud computing, 
SOA and recommender systems, were surveyed and integrated to achieve the goal of this work. 
The survey led to the synthesis of the definition for each paradigm as IoT was the main paradigm 
of this research. The sampling services were services provided by the research environment 
associated with the smart campus. These services were stored and published on a private cloud. 
The SOA, which consists of service consumer, service broker and service provider components, 
was adapted to this work. The contribution of this research was on the broker component. The 
broker component implemented the recommender systems. This proposed the ISSA, 
implemented it and evaluated it based on recall , precision and response-time metrics. These 
metrics were comparing the effectiveness and the performance of each recommender system 
technique' s content-based and collaborative filtering. The ISSA proposal is discussed in the next 
paragraph. 
The challenge in IoT was to find the key components of an architecture that could be used for 
integrated IoT service selection, using user preferences in a smart-campus environment to 
support dynamic service composition. Identifying, integrating and selecting an IoT service is a 
heterogeneity challenge, as indicated in Figure 1. The solution towards addressing the challenges 
of service selection was based on this scenario. The scenario was generic in order to cover any 
aspect in the scenario and be meaningful from the user' s point of view. Based on this scenario 
and literature, IoT system considerations were identified. The literature revealed that not much 
work has been done in modelling user profiles when selecting services based on user and service 
129 
profiles. To this end, the IoT system considerations were used to compare user-preference 
algorithms from a theoretical point of view. The comparative analyses left us with two user 
preference techniques that were further tested on the application. The IoT system considerations 
were also used to develop the ISSA. The functioning of the ISSA was tested by selecting the 
services. Having established the key components necessary for an architecture to support 
dynamic selection of IoT services was not enough; there was a need to find the preference-based 
algorithm selection criteria, the ISSA algorithm. The ISSA algorithm was implemented and 
further evaluated based on the recall, precision and response time. 
The evaluation showed that the content-based technique is more effective than collaborative 
filtering. Collaborative filtering algorithms recommended the items that matched based on the 
role of the user. Collaborative filtering recommended far fewer services than the services that 
were requested. Content-based algorithms recommended relevant services that were requested by 
the user. The performance showed that collaborative filtering was taking longer to return the list 
of recommended services, while content-based took less time. Therefore, the results showed that 
content-based works better than collaborative filtering in such IoT environments. 
7 .1 Future recommendation 
The researcher needs to consider the nature of the environment before proposing the architecture 
or algorithm for service selection. This work considered the nature of the environment by 
defining the user profile, domain, storage, algorithm, scalability, evaluation and QoS. We 
recommend that these categories should be considered, especially when the selection of services 
is specific for an organisation. It becomes easier for the other researchers to relate their approach 
if the environment is well defined. The architecture needs to consider semantic matching to 
improve on the user profile. The semantic matching not only checks the syntax of the attributes, 
but also other similarities in meaning. The roles of users were presented in indexes. It would be 
better if the access restrictions could be done on the database itself, not on the matchmaking 
code. One can make recommendations by learning the behaviour of the user and make 
recommendations based on the user preference(s). In future, other researchers may consider 
doing the selection of services in smart cities and integrate services in the community or public 
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Appendix 
This section presents the user manual for the application. The name of the application is "IoT 
Services". The application was released from the Android studio and named "App-release-
6.apk". The application is l.74MB in size. One can receive the application via email or release it 
from the code. This work assumes that one can receive an application via email. 
ISSA class diagram 
This section presents a class diagram that describes and defines the purpose of each architectural 
component's functional requirement. Figure 33, presents five components and each component's 
function is described as follows: 
• User - this contains three attributes; it verifies credentials for each user accessing the 
application. 
• User account - this component contains user attributes and compiles a user profile. The 
resulting user profile created is then used to query the service. 
• Selector - this component calls up user profile and service profile attributes, matches 
them and makes recommendations. 
• Registry - this component stores the service database. It adds, deletes, updates and 
discovers services. 
• Administrator - this component allows only the administrator to have access to make any 
changes to the application. 
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USER 
+ Email : string 
+ Password : String 
+LoginStatus: String 
+ VerifyLogln() : Boolean 
ADMINISTRATOR 
+ AdminName: String 
+Password: String 
+ VerifyLogin(>: Bool 
+getUserAcc(): Bool 
+getUserProtO : String 
+getUserPrel() : String 
+gelServiceProf(): String 
+ match() : String 
+RecService(): string 
+ getService(): String 
+AddService() : String 
+DeleteService() : String 
+UpdateService() :string 
USERACCOUNT 
+ Email : String 
+Password: String 
+Set_ Pret: String 
14-------------------...i_ +Role : String 
+Room: numeric 
+Bulding : Numeric 
CurrenL Loc: String 
I 
+ CreateUserAcc(): String 
r 
SELECTOR 
+ Service : String 
+Profile: String 
+getUserProf() : String 
+getUserPrel() : String 
ft-getServiceProl(): String 
+ match(): String 






+UUID : String 
+Servlce_ Name: String 
+IP _ Address: String 
+ThingType: String 
+Phy_ Loc: String 
+Status: String 
+Operation : String 
+Current_ Loc: String 




Figure 33: Class diagram 
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1. Installation 
This section presents the steps to follow when installing the IoT Service application. 
Figure 34: App install 
app-release-6.apk 
pta-wal .csir.co.za 
Complete 1.74MB 10:05 AM 
The window in Figure 34 presents the downloaded IoT service application. The user must click 
on the check box. The click will lead to Figure 35. 
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Figure 35: Install app 
precise (GPS) location 
read your contacts 
read your own contact card 
modify or delete the contents of your USB storage 
find accounts on the device 
use accounts on the device 
view network connections 
test access to protected storage 
Figure 35 gives the user an option to install the application or not. If yes, then the user must click 
"next". The "next" click leads to Figure 36. 
Figure 36: Install 
precise (GPS) location 
read your contacts 
read your own contact card 
modify or delete the contents of your USB storage 
fmd accounts on the device 
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If the user clicks "install", the app will lead to Figure 37 
Installing ... 
Figure 37: Installing 
When the application is done with installation, it will lead to Figure 38 
Figure 38: Open app 
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Figure 38 gives the user an option to "open" the application or click "done". If the user clicks 
"done", the application will appear on the user' s home screen. If the user clicks "open", the 
application will automatically open itself. Now, the user is on the application. 
2. Application appearance 
The home screen appearance is indicated in Figure 39. The application is labelled "IoT 
Services". The application has a blue colour and is labelled "IoT Service". 
Figure 39: loT services app 
When the user clicks on the "IoT Services" application, the application leads the user to Figure 
40. If the user is not registered with the application, the user will click "Register" or the user logs 
into the application. Assume that the user has not yet registered, and the user will proceed to 
Figure 42. 
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Figure 40: App welcoming page 
3. Registration 
This page allows the user to register with the application. It becomes impossible to access this 
application if the user is not connected. If the field "Prefered Things" appears empty, it means 
the device is not connected to the Internet as indicated in Figure 41. 
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)I' t I dt·j 0 f1lt •1' 
Create Account 
Figure 41: App connection 
If the user is connected, the application will appear as indicated in Figure 42 
! ! Cl ..: ";"' .,11 ' B 9 23 AM 









Figure 42: Create account page 
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Please note that the registration gives two options. The first option is to register using the 
"default mode" ( content-based) or register using the "Role Based mode" ( collaborative filtering). 
The modes appear in Figure 43. 
'f r;;;J ! ! ! ~· ;" .,11'• 0 i: 8 5G AM 
















type appl1cat1on android type fire alarm type intruder 1dcnt1f1cr type srn.:irtparking lypl smok( detector 
Role Based Mode 
Pre!ered Resources 
ac:cpsc; dPctrr:tor 1ntrudrr dPtrctor c;pnc;or smart parking c;mokr drc:tPctor typf' ~P!l'";or Default Mode 
Ok Quit 
Figure 43: Registration modes 
Assume the user uses the default mode. The registration window will appear as indicated in 
Figure 42. In the field of "Preferred Things", the application connects to the middleware and lists 
the available Things. The user is expected to define his user preferences as indicated in Figure 
44. The user only defines preferences by selecting things, but also selects the resources of those 
things. Please note that, even if the user defines the user preferences, there are other steps that 
need to be followed in order to further filter the long list of services. Figure 44 and Figure 45 




























When the user has selected the "Things" and "Resources", the user clicks "ok" as indicated in 
Figure 43 . 
The "Role based mode" allows the user to register based on the role. This mode does not require 
the user to select "Things" or "Resources", as indicated in Figure 46. 
~ 

















If the user has registered on the application, the user proceeds to Figure 47. The user will be 
required to enter the credentials. 
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If the user has entered the wrong credentials, the application will give the user an option to be 
reminded about the password by clicking on "Forgot password", as indicated in Figure 48. 
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Email 
Password 
Figure 48: Wrong password 
Please try again or regiS(ec OR ForootPassword 
A click on "forgot password" will proceed to Figure 49. 
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Figure 49: Password reminder 
~ ! ! ! ·~ ~ .di w • 2 49 P M 
lol St-'!.llf-'' 
(SlR 
I Ir 111.' t ~ 1 r r 1 : 1 Email Password ··············-Sign In 
Figure 50: Correct password 
If the user entered the correct password as the credentials appear in Figure 50, the user will 
proceed to the next step of recommendation, as indicated in Figure 52. 
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5. Recommendation 
This section recommends the services that match user preferences. Figure 51 shows the list of 
recommended services with the value of the recall. The value of recall will be discussed later in 
experimental evaluation. Figure 52 shows the recommended list for "Lindz". The same figure 
shows the options on the recommended list page. The user can "Refresh" the list. Refreshing the 
list makes the services the user once utilised the priority. The user also has an option to clear the 
history. 
'1' [;;] ! ! ! ·· ~ .,11 °, f;- 8 58 AM 
· ,g., ::.cr,11cc Hccomr11cnd~111011::. 




Figure 51: Recommended list with recall 
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• C51R Srf\ 1cr HPcommrnd.:-"tt1ons 
loT Services for: Lindz 
SmokeDetector2 
Settings 
Clear Service History 
Refresh Services 
Update Profile 
Figure 52: Recommended services 
6. Update account 
Factors like change of the role, change of the office, change of preference, etc., can lead the user 
to update the profile. The user simply goes to "Update Profile" as indicated in Figure 52. A click 
on "Update Profile" leads to Figure 53. In Figure 53, the user selects "Edit account", chooses 
mode, edits the account and saves the changes. 
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Figure 53: Edit account 
7. Service invocation 
Settings 
~ Edit Account 
Role Based Mode 
Default Mode 
Quit 
This section presents the interface of service invocation. Figure 54 indicates that this window 
allows the user to submit changes the user wants to make on the service. The red arrow is 
normally used to decrease/switch off the "Thing". The blue arrow is used to increase/ switch off 
the "Thing". The green button submits the changes to be made on the "Thing" to the server. 
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Figure 54: Service invocation 
8. Quit application or logout 
Figure 53 indicates the option to quit the application. Figure 52 indicates the options to logout 
from the application. 
9. Experimental evaluation 
This section presents the evaluation conducted to check the performance and the effectiveness of 
each technique (content-based or collaborative filtering) . The values of the recall and response 
time are presented under the folder "My Files" . Then go to the "Experiments" folder as indicated 
in Figure 55. A click on "experimentaldata.txt" proceeds to Figure 56. 
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Figure 55: Experiments 
Experiments 
experimentaldata.txt 
10/ 12/2014 8:54 AM 
Name 
26.9 KB 
'l' i.;;J ! ! ! ,, .. ;" .,II OR t:l 8 5 5 AM 
;,,:. expenmentaldata tx1 ! 
• I 
~--------------- : Tue Dec 0912:00:01 SAST 2014 
Elapsed time : 9 
Recall : 0.02 
=s:==1: = == = ::::::::::::::::s:::11::::::- : Tue Dec 09 12:15:25 SAST 2014 
Elapsed time : 6 
Recall : 0.02 
--- - - --- - - - --------------------- : Tue Dec 09 12:15:30 SAST 2014 
Elapsed time : 1 
Recall : 0.02 
................................ : Tue Dec 09 12: 15:35 SAST 2014 
Elapsed time : 2 
Recall : 0.02 
=======================·======== : Tue Dec 09 12:15:41 SAST 2014 
Elapsed time : 1 
Recall : 0.02 
=======• =•••••••••=-•••••=••=••= : Tue Dec 09 12:15:45 SAST 201 4 
Elapsed time : 1 
Recall : 0.02 
===========================-==== : Tue Dec 0912:17:48 SAST 2014 
Elapsed time : 1 O 
Recall : 0.02 
•••••••••••••••••••••••••••••••• : Tue Dec 09 14:02: 15 SAST 2014 
Elapsed time : 9 
Recall : 0.02 
-------------------------------- : Tue Dec 09 14:04:59 SAST 2014 
Elapsed time : 2 
Recall : 0.02 
=•===•=•••=•=••••=-•••••••=•==•• : Tue Dec 09 14:05:03 SAST 2014 
Elapsed time : 2 
Recall : 0.02 
- --------------------=-=-------- : Tue Dec 09 14:05:22 SAST 2014 
Elapsed time : 9 
Recall : 0.02 
=•••••=-• •••••••••••••••••==•-=• : Tue Dec 09 14:05:25 SAST 2014 
Figure 56: Values of recall and response time 
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Figure 56 shows the value of the recall. Recall is calculated using the number of detected 
services over the number of available services. The figure also shows the values the response 
time. 
10. Uninstall the application 
This section presents the steps to follow to uninstall the application. Go to "Settings", then to 
"Application manager". There is an "uninstall" option on the window as indicated in Figure 57. 
'f !~! ! ! ,.;' ";" .,II Y0 ~ 1001 AM 
© Settings 
- . . ' . . ..._, 








@ Location services 
Lock screen 
; Security 
Figure 57: Uninstall 1 









SD card app 
Data 
SD card data 
No dtfaults sN 
Move to SD card 
Uninstall 
Clear data 








If the user chooses the "Uninstall" button, the application will lead to Figure 58. Figure 58 gives 
the option to confirm whether the user really wants to uninstall or it was a mistake. If the user 
intended to uninstall the application, the user clicks "ok", and the application will be uninstalled. 
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Figure 58: U ninstall 2 
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