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Resumen
En el mundo actual se esta´n estudiando nuevas formas para rentabilizar el uso de las
energ´ıas renovables de forma que puedan llegar a ser tan fiables como los combusti-
bles fo´siles. En el caso de Espan˜a, donde una de las energ´ıas renovables ma´s prol´ıferas
es la energ´ıa solar debido a la favorable situacio´n geogra´fica en la que se encuentra
el pa´ıs, las centrales solares han descubierto su necesidad de conocer con anticipa-
cio´n la produccio´n que se va a obtener a la hora de gestionar los recursos de la central.
Sin embargo, hacer esas predicciones no es tarea fa´cil, ya que la energ´ıa solar
posee una alta inestabilidad generada en su mayor parte por factores externos, como
pueden ser las nubes.
Con esta motivacio´n, este Trabajo de Fin de Ma´ster (TFM) intenta dar una po-
sible solucio´n a esta problema´tica usando los ensembles meteorolo´gicos del Centro
Europeo para alcanzar una mejora en las predicciones. Para ello, adema´s de los da-
tos de modelo de ensembles se ha utilizado el algoritmo Support Vector Regression
(SVR) en los modelos.
Abstract
In the current world, new ways are being studied to make the use of renewable
energies profitable so that they can become as reliable as fossil fuels. In the case of
Spain, where one of the most prolific renewable energies is solar energy due to the
favorable geographical situation in which the country is located, solar power plants
have discovered their need to know in advance the production that is going to be
obtained when managing the resources of the plant.
However, making those predictions is not an easy task, since solar energy has a
high instability generated mostly by external factors, such as clouds.
With this motivation, this Final Master’s Project tries to give a possible solution
to this problem using the meteorological ensembles of the European Center to reach
an improvement in the predictions. To do this, in addition to the model data of
the ensembles, the Support Vector Regression (SVR) algorithm has been used in the
models.
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Cap´ıtulo 1
Introduccio´n
En un mundo donde la contaminacio´n y la escasez de los combustibles fo´siles
esta´n a la orden del d´ıa, las energ´ıas renovables esta´n tomando poco a poco mayor
relevancia. Cada vez se estudian nuevas formas de aprovechar los recursos que la
naturaleza pone a nuestro alcance generando el menor nu´mero de residuos. Aunque
la mayor´ıa de las energ´ıas renovables son bien conocidas (hidra´ulica, biocombustible,
geote´rmica...) sin duda de las que ma´s se habla, sobretodo en Espan˜a, son la eo´lica
y la solar. En este trabajo, se hablara´ de esta u´ltima.
En los u´ltimos tiempos han proliferado las centrales solares; sin embargo, los
costes de mantenimiento y la incertidumbre en la produccio´n que se va a obtener
dificultan su gestio´n y su viabilidad para conseguir su conexio´n a la red. La energ´ıa
solar es inestable por naturaleza, de forma que hay que tener muchos factores en
cuenta a la hora de intentar estimar la produccio´n de una planta solar: desde las
nubes, pasando por el viento hasta el polvo que pueda acumularse en las placas son
variables determinantes en la produccio´n de energ´ıa. Como resultado, las plantas
solares necesitan a menudo ser respaldadas por los generadores auxiliares durante
periodos de alta variabilidad, lo que aumenta los costes en la generacio´n de energ´ıa
ele´ctrica a partir de energ´ıa solar.
Una previsio´n anticipada y precisa de la produccio´n de una planta solar puede
facilitar su gestio´n y su productividad. Con el auge de los algoritmos de aprendiza-
je automa´tico (Machine Learning) se han estudiado nuevas formas de abordar este
problema con el objetivo de dar una prediccio´n fiable en la que basar las gestiones
de las plantas solares. Muchos expertos en el tema se han lanzado a probar toda
suerte de algoritmos, entre los que destacan por su eficacia las redes neuronales y las
ma´quinas de vectores de soporte.
En este proyecto se han marcado los objetivos de, en primer lugar, estudiar tanto
lo que otros hicieron previamente en este campo como el funcionamiento de los algo-
ritmos de aprendizaje ma´s usados para intentar aplicar sus conclusiones a los datos
de prediccio´n proporcionados por el Centro Europeo.
De esta forma, se divide esta memoria en las siguientes partes:
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En el Cap´ıtulo 2 se explicara´n los conceptos ba´sicos de la radiacio´n solar y
la energ´ıa fotovoltaica, as´ı como se mencionara´n las te´cnicas ma´s usuales de
prediccio´n y la seleccio´n de variables para los modelos.
En el Cap´ıtulo 3 se abordara´n en profundidad los algoritmos estudiados a lo
largo de este trabajo, como son SVM, tanto en su versio´n de clasificacio´n (SVC)
como en su versio´n de regresio´n (SVR), el Descenso dual por coordenadas y
Pegasos.
En el Cap´ıtulo 4 se mostrara´n los experimentos realizados y sus conclusiones.
Finalmente, en el Cap´ıtulo 5 se hablara´ sobre los trabajos futuros a los que
puede dar lugar este TFM y las conclusiones finales de este proyecto.
Cap´ıtulo 2
Introduccio´n a la radiacio´n solar y
a la energ´ıa fotovoltaica
2.1. Radiacio´n solar
La energ´ıa solar es aquella energ´ıa de origen renovable que se obtiene de aprove-
char la radiacio´n solar, es decir, el conjunto de radiaciones electromagne´ticas proce-
dentes del sol. Existen dos tipos distintos: la energ´ıa solar te´rmica o termosolar y
la energ´ıa fotovoltaica [1].
La primera de ellas se basa en la concentracio´n de la energ´ıa del sol para obtener
energ´ıa te´rmica. Con esta energ´ıa te´rmica se genera vapor, que a su vez desencadenara´
el movimiento de una turbina que producira´ electricidad. Existen dos tecnolog´ıas
comerciales para obtener dicha electricidad: la tecnolog´ıa de torre central (Figura
2.1.1) y la tecnolog´ıa cilindroparabo´lica (Figura 2.1.2). En Espan˜a hay una potencia
instalada de aproximadamente 4GW, de los cuales 3370MW se obtienen de centrales
con tecnolog´ıa cilindroparabo´lica y 538MW en centrales con torre termosolar [1].
Por otro lado, la tecnolog´ıa fotovoltaica (Figura 2.1.3) consiste en aprovechar
Figura 2.1.1: Central solar de torre central.
(https://commons.wikimedia.org/w/index.php?curid=2821733
y http://www.diariorenovables.com/ 2016/04/conoce-las-diferencias-entre-energia-
solar-fotovoltaica-y-termosolar.html)
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Figura 2.1.2: Tecnolog´ıa de cilindro parabo´lico.
Figura 2.1.3: Planta de energ´ıa fotovoltaica.
(http: www.grupoortiz.com/negocio/concesiones/energia/proyecto-id-209/)
la radiacio´n del Sol para generar electricidad aprovechando la reaccio´n de algunos
materiales frente a la misma. Cuando la energ´ıa solar impacta sobre ciertos materiales
semiconductores produce una corriente continua. A diferencia de la termosolar, la
energ´ıa fotovoltaica es capaz de producir directamente electricidad aprovechable en
lugar de tener que conseguirla transformando otro tipo de energ´ıa. A finales de 2016
en Espan˜a hab´ıa instados 4.4GW de potencia de este tipo de energ´ıa.
2.2. Modelo Clear-Sky
Los modelos Clear-Sky estiman la radiacio´n solar que llega a la Tierra en un d´ıa
con el cielo despejado. Normalmente estiman la Irradiancia Directa Normal (DNI
por sus siglas en ingle´s) y la Irradiancia Global Horizontal (GHI) en un cierto punto,
para lo que se tienen en cuenta numerosos para´metros f´ısicos.
La aproximacio´n a un modelo Clear-Sky muy simplificado que se va a explicar a
continuacio´n se puede ampliar en [2]. En primer lugar se van a describir las varia-
bles. La radiacio´n directa en un punto dado se va a denotar como Id, la radiacio´n
horizontal como I y el a´ngulo solar de indidencia o a´ngulo cenital, es decir, el a´ngulo
entre los rayos solares incidentes y la vertical de un punto, como Θ. Entonces se va
a tener que I = Id cos Θ, donde Θ es una funcio´n trigonome´trica Θ = Θ(L,D,H)
de latitud del punto L, d´ıa D y hora H.
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La constante solar, definida como la radiacio´n en un punto dado de la atmo´sfera,
podr´ıa ser una primera aproximacio´n a Id. La radiacio´n solar directa actual en la
cima de la atmo´sfera var´ıa con la distancia del Sol a la Tierra, con un ma´ximo de
1,417W/m2 en el perihelio (cuando el Sol esta´ ma´s cerca de la Tierra), un mı´nimo de
1,325W/m2 en el afelio (cuando el Sol esta´ ma´s lejos de la Tierra) y un valor medio
IA de 1,370W/m
2. Denotando N como el nu´mero del d´ıa, la siguiente fo´rmula ser´ıa
una buena aproximacio´n para la radiacio´n solar directa IS [2]:
IS = 1,370
(
1 + 0,034 cos
(
2pi
N − 3
365
))
; (2.2.1)
recordamos que el afelio es aproximadamente el 3 de Enero. Sin embargo, es necesario
tener en cuenta la longitud del recorrido de los rayos del Sol en la atmo´sfera para
derivar Id. Esta longitud relativa se describe en te´rminos de masa de aire A. Cuando
el a´ngulo cenital Θ es 0 y el Sol esta´ directamente vertical, la masa de aire se toma
como 1. Cuando Θ se incrementa, tambie´n lo hace la longitud del recorrido y, por
tanto, la masa de aire. La fo´rmula emp´ırica de Kasten-Young da una aproximacio´n
para A:
A =
1
cos Θ + 0,50572(96,07995−Θ)−1,6364 , (2.2.2)
con Θ dado en grados. Para derivar la radiacio´n directa Id, Meinel propuso la si-
guiente fo´rmula para combinar la constante solar y la masa del aire:
Id = 1,353× 0,7A0,678 . (2.2.3)
Teniendo en cuenta todas las fo´rmulas presentadas anteriormente, se puede obtener
la radiacio´n horizontal directa Clear-Sky I que finalmente depende solo de Θ, es
decir, de latitud, d´ıa y hora (aunque es necesario ajustar muchos otros para´metros
porque dependen fuertemente de las condiciones locales).
Existen muchos modelos Clear-Sky distintos con niveles de complejidad dispares.
El que se ha usado en el desarrollo de este proyecto ha sido el implementado en la
librer´ıa pvlib de Python [3]. Para conseguir el dataset de estimaciones Clear-Sky para
la Pen´ınsula con una resolucio´n de 0.5o en los an˜os 2013, 2014 y 2015, se ha nece-
sitado la informacio´n de los geopotenciales proporcionada por el modelo orogra´fico
del ECMWF, para cada uno de los puntos que componen la rejilla definida anterior-
mente. En total se han calculado 522 puntos.
La funcio´n de pvlib usada durante este proceso proporcionaba tres medidas dife-
rentes para cada punto, de las cuales se ha elegido la Irradiancia Global Horizontal.
Dentro del desarrollo del proyecto, el conjunto de datos explicado en esta seccio´n se
ha usado para realizar una interpolacio´n de formato trihorario a formato horario, tal
y como se explicara´ ma´s adelante.
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2.3. Prediccio´n de energ´ıa fotovoltaica
La energ´ıa fotovoltaica se ha vuelto un factor clave en algunos mercados ele´ctri-
cos. La produccio´n de este tipo de energ´ıa depende principalmente de la cantidad de
irradiancia solar global incidente en los paneles, pero la irradiancia no es uniforme en
el tiempo. El objetivo principal por el cual se requiere precisio´n de las predicciones
de energ´ıa solar es reducir las incertidumbres relacionadas con este tipo de fuente de
energ´ıa variable, para gestionar la red de forma ma´s sencilla, eficiente y segura.
La predicio´n de energ´ıa fotovoltaica producida se ve afectada por muchos factores.
Para poner un poco en contexto se van a definir ciertos elementos a tener en cuenta
a la hora de estudiar un modelo. En primer lugar, el ma´ximo de potencia producida
esta´ definida como:
PR = ηSI[1− 0,05(t0 − 25)] , (2.3.1)
donde η representa la eficiencia de conversio´n de la placa, S es la superficie de la
placa, I es la radiacio´n solar y t0 es la temperatura del aire. De esta fo´rmula se llega a
la conclusio´n de que las variables relevantes independientes de la central fotovoltaica
van a estar relacionadas con la radiacio´n solar y la temperatura.
Adema´s, tambie´n es importante conocer los distintos horizontes de prediccio´n.
Cada uno indica el rango de tiempo en el que quieren predecir. Son los siguientes:
Muy corto plazo: abarca desde 2 o 3 horas hasta 12 horas a partir del momento
actual.
Corto plazo: comprende entre las 12 y las 72 horas a partir del momento actual.
Medio plazo: abarca desde 3 hasta 15 d´ıas a partir del momento actual.
Largo plazo: comprende desde varios meses hasta aproximadamente un an˜o a
partir del momento actual.
En este proyecto el horizonte de prediccio´n es a corto plazo, ya que lo que se hace
es predecir todas las horas del an˜o 2015 a partir de predicciones NWP diarias.
Respecto a la prediccio´n de la produccio´n de una planta solar existen dos apro-
ximaciones principales: indirecta y directa. Las predicciones indirectas primero pre-
dicen la irradiancia solar y despue´s obtienen la energ´ıa producida usando un modelo
f´ısico de la planta, mientras que las predicciones directas calculan la produccio´n de
energ´ıa en la planta directamente [4].
Dentro de estas dos aproximaciones hay tres te´cnicas principales:
Modelos f´ısicos.
Modelos estad´ısticos.
Modelos h´ıbridos.
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Los modelos f´ısicos usan ecuaciones anal´ıticas para modelar el sistema de
energ´ıa fotovoltaica. La principal ventaja de estos modelos es que no necesitan datos
histo´ricos y, por tanto, permiten obtener la produccio´n de energ´ıa de una planta
antes de su construccio´n. Algunos ejemplos de modelos f´ısicos son los siguientes [5] :
Modelo del cielo basado en ima´genes: se basa en el ana´lisis de las estructuras
de las nubes durante un periodo dado.
Modelos basados en Predicciones Nume´ricas del Tiempo Atmosfe´rico (NWP
por sus siglas en ingle´s). Son capaces de predecir el porcentaje de irradiancia
solar y de cobertura de nubes basados en modelizaciones nume´ricas dina´micas
de la atmo´sfera. Este modelo se ampliara´ en la Seccio´n 2.4.
De forma contraria a los modelos f´ısicos, los modelos estad´ısticos no necesitan
informacio´n del sistema para modelarlo, pero s´ı que necesitan datos histo´ricos en los
que basarse para poder realizar predicciones precisas. La seleccio´n de un conjunto
de datos de entrenamiento se vuelve algo crucial para desarrollar un modelo preciso.
Dentro de estos modelos, existen dos tipos:
Modelos regresivos: este conjunto de te´cnicas estiman la relacio´n entre una
variable dependiente y algunas variables independientes, llamadas predictores.
Te´cnicas de inteligencia artificial: las ma´s usadas son las redes neuronales, pero
tambie´n se han hecho estudios con KNN, SVM/SVR y Random Forest.
Algunos ejemplos concretos de modelos estad´ısticos son los siguientes [5]:
Persistencia: el futuro objetivo de prediccio´n es la media de las u´ltimas T
medidas.
ARMA (Autoregressive Moving Average): modelo de serie temporal. Se aplica
a los datos de series temporales auto correlacionadas.
ARIMA (Autoregressive Integrated Moving Average): tambie´n es un modelo
de serie temporal, pero fue desarrollado para los procesos aleatorios no esta-
cionarios.
ARMAX (Autoregressive–moving-average model with exogenous inputs mo-
del): es el modelo ARMA pero considerando tambie´n variables exo´genas.
Por u´ltimo, los modelos h´ıbridos combinan los otros dos tipos de modelos an-
teriormente mencionados.
En este TFM se han usado te´cnicas de inteligencia artificial, concretamente se ha
aplicado el algoritmo de Support Vector Regression (SVR), el cual se explicara´ en
detalle en el Cap´ıtulo 3.
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2.4. Predicciones Nume´ricas del Tiempo Atmosfe´ri-
co
Como se ha explicado anteriormente, en este proyecto se va a usar un modelo
f´ısico basado en predicciones nume´ricas del tiempo atmosfe´rico (NWP). Los datos
necesarios para realizar los experimentos han sido proporcionados por el Centro Eu-
ropeo para Prediccio´n Meteorolo´gica a Medio Plazo (ECMWF). Este centro es una
organizacio´n intergubernamental dedicada por una parte a la investigacio´n y por
otro lado a la oferta de Predicciones Nume´ricas del Tiempo atmosfe´rico (NWP, por
sus siglas en ingle´s) [6].
Los NWP son modelos computacionales que calculan nume´ricamente los cam-
bios que se producen en la atmo´sfera, describiendo las condiciones meteorolo´gicas
actuales y co´mo cambian a lo largo del tiempo mediante ecuaciones f´ısicas. [7].
El Centro Europeo realiza sus predicciones con un modelo NWP desarrollado por
ellos mismos denominado Sistema de Prediccio´n Meteorolo´gica Integrado (IFS por
sus siglas en ingle´s) [8]. En te´rminos generales, modelan las dina´micas de la atmo´sfe-
ra y los procesos f´ısicos que ocurren en ella, como la formacio´n de nubes, teniendo
en cuenta en todo momento que la atmo´sfera es cao´tica.
Este TFM se ha desarrollado con los datos proporcionados por el modelo deter-
minista o High Resolution (HR) y por el modelo Ensemble Prediction System. El
Centro Europeo obtiene sus predicciones meteorolo´gicas a partir del modelo IFS co-
mentado anteriormente, en el que introducen unos valores como condiciones iniciales
de la atmo´sfera.
En el caso del modelo determinista, las predicciones se obtienen como resulta-
do de aplicar la mejor estimacio´n para las ecuaciones del modelo de prediccio´n y
sus condiciones iniciales. Adema´s, se obtiene en Espan˜a con resolucio´n 0.1o, lo que
equivalea unos 9Km de separacio´n horizontal entre puntos. En te´rminos generales,
se puede considerar como la prediccio´n meteorolo´gica ma´s precisa.
Sin embargo, aunque el modelo determinista proporciona una prediccio´n bastan-
te exacta, las predicciones meteorolo´gicas esta´n sujetas a un grado considerable de
incertidumbre. Por este motivo, el Centro Europeo desarrollo´ su modelo de en-
sembles NWP, denominado Ensemble Prediction System [9].
Este sistema genera predicciones meteorolo´gicas a partir de la alteracio´n de las
condiciones iniciales de la atmo´sfera dadas en el IFS. Concretamente, el Centro Eu-
ropeo proporciona 51 posibles predicciones, donde una de ellas, la conocida como
ensemble de control, se obtiene a partir de las condiciones iniciales medidas y el
resto, de modificar o perturbar dichas condiciones. Ambos casos se obtienen con re-
solucio´n 0.2o, es decir, la distancia entre puntos en Espan˜a es de aproximadamente
18Km.
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Adema´s, para generar las predicciones de ensembles se usan modelos matema´ticos
y para´metros diferentes. Todo esto influye en la calidad final de las predicciones, de
las cuales la ma´s ajustada a la realidad deber´ıa ser la determinista, despue´s la de
control y, por u´ltimo, el resto de ensembles.
2.5. Seleccio´n de variables para los modelos
Aunque el Centro Europeo proporciona los datos necesarios para realizar los ex-
perimentos, hubo que hacer primero una seleccio´n de las variables que afectaban
directamente al problema aqu´ı expuesto.
Tras la revisio´n de la literatura asociada, se pudo observar que muchos autores
asociaban la inestabilidad de la energ´ıa solar a las condiciones clima´tolo´gicas como
la irradiancia solar y la temperatura del aire [10]. Algunos adema´s, realizaron un
estudio en el que descubrieron que las variables que estaban ma´s relacionadas con lo
que quer´ıan predecir (la intensidad de la radiacio´n solar) eran la cobertura del cielo,
la humedad y la posibilidad de precipitacio´n [11].
Teniendo esto en cuenta se analizaron las diferentes variables que proporciona el
Centro Europeo. Se decidio´ dividir las variables en tres bloques: variables de radia-
cio´n, variables de temperatura y viento y variables relacionadas con la cobertura del
cielo.
2.5.1. Variables de radiacio´n
En este bloque se estudiaron las siguientes variables:
Clear-sky solar radiation at surface (CDIR): es la radiacio´n solar obtenida del
modelo clear-sky en la superficie de la Tierra.
Direct solar radiation: es la incidencia en un plano perpendicular a la direccio´n
del sol.
Surface net solar radiation (SSR): es la radiacio´n neta en la superficie de la
Tierra.
Surface net solar radiation clear-sky (SSRC): Radiacio´n neta en la superficie
asumiendo que no hay nubes (por el modelo clear-sky).
Surface solar radiation downwards (SSRD): Radiacio´n solar incidente (onda
corta).
Total sky direct solar radiation at surface (FDIR): es la radiacio´n que cae de
forma directa a la superficie.
De estas seis variables iniciales se eliminaron dos, ya que de la Direct solar radia-
tion no hab´ıa datos para los an˜os que necesita´bamos y tras hacer una comparativa de
comportamiento de las variables salio´ a la luz que SSR y SSRD se parec´ıan mucho,
as´ı que se escogio´ SSR.
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Tipo Nombre Siglas
Radiacio´n Clear-sky solar radiation at surface CDIR
Radiacio´n Surface net solar radiation SSR
Radiacio´n Surface net solar radiation clear-sky SSRC
Radiacio´n Total sky solar radiation at surface FDIR
Nubes Total cloud cover TCC
Temperatra 2 metre temperature T2M
Viento 10 metre U wind component U10
Viento 10 metre V wind component V10
Cuadro 2.5.1: Variables escogidas para entrenar los modelos.
2.5.2. Cobertura del cielo (nubes), temperatura y viento
En este bloque se estudian las variables que no son de radiacio´n pero que tambie´n
influyen en los modelos predictivos. En primer lugar se eligio´ la variable Total Cloud
Cover (TCC) relacionada con la cobertura del cielo, ya que es la que proporciona in-
formacio´n sobre la cantidad de nubes que hay en el cielo en un momento determinado.
Respecto a la temperatura, la variable elegida fue la temperatura a 2 metros
(T2M) porque como las placas solares se encuentran situadas a escasos metros del
suelo, la temperatura que haga a esa distancia va a influir en la produccio´n.
Por otro lado, como variables asociadas al viento se escogieron la componente U
del viento (U10) y la componente V del viento (V10), ambas a 10 metros del suelo.
Finalmente, en la Tabla 2.5.1 se muestra un resumen de las variables con las que se
va a trabajar a lo largo de este proyecto.
Cap´ıtulo 3
Teor´ıa de Regresio´n de Vectores
de Soporte
En este cap´ıtulo se hara´ un repaso de la teor´ıa en la que se basan las principales
te´cnicas que se han considerado a la hora de abordar este TFM. En primer lugar
se hablara´ sobre los conceptos ba´sicos de regresio´n, dando paso a te´cnicas avanza-
das como Support Vector Regression (SVR) y sus implementaciones sobre nu´cleos
lineales, Liblinear y Pegasos.
3.1. Introduccio´n al problema de regresio´n
La regresio´n es una te´cnica cuyo objetivo es representar mediante alguna funcio´n
el patro´n que siguen los datos. Su forma de proceder es ajustar los para´metros de
dicha funcio´n para que se parezca lo ma´s posible a los datos. El modelo ma´s ba´sico
de regresio´n es la Regresio´n Lineal, que tiene la siguiente forma:
yˆ = w0 +
D∑
i=1
xTi wi , (3.1.1)
donde X, cuyas filas son un conjunto de patrones x, es la matriz N×D de datos y la
yˆ es la estimacio´n para x del objetivo o target Y , dado por un vector de dimensio´n
N×1 (N : nu´mero de ejemplos, D: nu´mero de dimensiones). El te´rmino w0 representa
el sesgo (bias) del modelo. Este modelo asume que la funcio´n de regresio´n es lineal
y que es una buena aproximacio´n a la distribucio´n de los datos, lo que es cierto en
muchas ocasiones [12]. El me´todo de estimacio´n ma´s popular para este modelo es
el de Mı´nimos Cuadrados (Least Squares), que compara los resultados de la funcio´n
predicha con datos reales para conocer la distancia entre ellos y minimiza la siguiente
funcio´n de coste:
RSS(w) =
N∑
i=1
(yi − yˆi)2 ;
=
N∑
i=1
(yi − w0 −
D∑
j=1
xijwj)
2 .
(3.1.2)
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Figura 3.1.1: Representacio´n de una regresio´n lineal.
Este me´todo obtiene los coeficientes w minimizando la suma de los cuadrados de la
diferencia entre el target real y el predicho.
wˆ = arg mı´n
N∑
i=1
(yi − yˆi)2 . (3.1.3)
Sin embargo, minimizar u´nicamente Least Squares es sensible a variaciones en los
datos y adema´s, puede dar lugar a soluciones que no sean u´nicas. Por este motivo,
se introduce la regularizacio´n, que ayudara´ a solucionar estos problemas y tambie´n
a controlar la complejidad del problema y evitar el overfitting.
La regularizacio´n en regresio´n lineal se introduce en el modelo llamado Ridge
Regression, cuya funcio´n a minimizar es la siguiente:
y =
N∑
i=1
(yi − w0 −
D∑
j=1
xijwj)
2 + λ
D∑
k=1
w2k . (3.1.4)
donde los coeficientes w se pueden calcular como
wˆridge = arg mı´n
w
{
N∑
i=1
(yi − w0 −
D∑
j=1
xijwj)
2 + λ
D∑
k=1
w2k
}
. (3.1.5)
La solucio´n en forma matricial ser´ıa:
wˆridge = (X
TX + λI)−1XTy . (3.1.6)
Sin embargo, los datos no siempre siguen tendencias lineales y, por ello, es necesario
hablar de regresio´n no lineal.
La regresio´n no lineal es aquella te´cnica de regresio´n cuya funcio´n a ajustar no es
una recta, sino un polinomio, una exponencial o en general, modelos no lineales. La
funcio´n de coste RSS(w) sigue siendo la misma, solo cambia la forma de expresar yˆ.
La cuestio´n a resolver en este TFM es un problema de regresio´n con datos de
alta dimensio´n, por lo que se han estudiado distintas te´cnicas de regresio´n, tanto
3.2. Teor´ıa de la optimizacio´n 13
Figura 3.2.1: Ejemplos de funciones convexas.
lineales como no lineales para al final decantarse por las basadas en Support Vector
Regression (SVR). Este subapartado ha dado una visio´n general de la regresio´n para
poner en situacio´n las siguientes secciones, en las que se hablara´ de te´cnicas eficaces
para resolver dicho problema.
3.2. Teor´ıa de la optimizacio´n
En esta seccio´n se va a explicar brevemente la teor´ıa de la optimizacio´n convexa
para problemas con restricciones [13], necesaria para resolver el problema de SVR.
En primer lugar se introducira´ el objetivo de la optimizacio´n, las funciones convexas
y, posteriormente, se entrara´ ma´s en profundidad en la Teor´ıa Lagrangiana [14].
3.2.1. Teor´ıa de la optimizacio´n convexa
El objetivo de la teor´ıa de la optimizacio´n es encontrar un ma´ximo o un mı´nimo
para una funcio´n dada, de forma que ese punto sea la mejor solucio´n al problema
que se quiere optimizar. Adema´s, dicha funcio´n puede estar sujeta a una serie de
restricciones, como el problema de optimizacio´n de SVR, del que se hablara´ en la
seccio´n 3.3.
Por tanto, lo que se pretende hallar es la resolucio´n del problema en la llamada
regio´n factible, es decir, la regio´n del dominio donde esta´ definida la funcio´n y
adema´s se cumplen todas las restricciones a las que esta´ sujeta.
El tipo de problemas ma´s interesante para minimizar son los problemas conve-
xos, que son aquellos definidos por funciones convexas. De entre todas las propieda-
des que poseen dichas funciones, la que ma´s interesa en este caso es aquella que dice
que toda funcio´n convexa va a tener la caracter´ıstica principal de poseer un mı´nimo,
que va a ser un mı´nimo global. En la Figura 3.2.1 se muestran algunos ejemplos de
funciones convexas.
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Resolver un problema de optimizacio´n convexa implica, por tanto, que la solucio´n
a dicho problema va a ser, en general, un punto w∗ ∈ Rn. Adema´s se asegura que no
va a haber ningu´n otro punto w ∈ Rn para el que f(w) < f(w∗), aunque la solucio´n
puede estar compuesta por un conjunto de puntos con valores de f ide´nticos. Esto
quiere decir que el w mı´nimo no tiene que ser u´nico y puede haber muchos puntos con
el mismo valor f(w∗) de la funcio´n objetivo. Entonces la solucio´n ser´ıa un conjunto
en vez de un u´nico punto.
3.2.2. Teor´ıa Lagrangiana
Dado el problema primal
mı´n
x∈Rn
f(x)
t.q. gi(x) ≤ 0, i = 1, ...,m
hj(x) = 0, j = 1, ..., p ,
(3.2.1)
la Teor´ıa Lagrangiana proporciona un problema de optimizacio´n equivalente que a
menudo tiene propiedades complementarias y es ma´s fa´cil de resolver. El problema
de optimizacio´n anterior trata de encontrar un mı´nimo de la funcio´n f(x) que cumpla
las restricciones impuestas por gi(x) y hj(x).
Un elemento muy importante de la Teor´ıa Lagrangiana es la funcio´n Lagrangiana
o Lagrangiano. Su misio´n consiste en incluir en una u´nica expresio´n la funcio´n a
minimizar junto con sus restricciones. De esta forma, el problema se vuelve ma´s
manejable. El Lagrangiano asociado a (3.2.1) es el siguiente:
L(x, α, β) = f(x) +
m∑
i=1
αigi(x) +
p∑
i=1
βihi(x) , (3.2.2)
donde x es la variable primal y α con αi ≥ 0 y β los denominados multiplicadores
de Lagrange. Los multiplicadores asociados a cada una de las restricciones se pueden
entender como el coste asociado a su incumplimiento.
Un punto cualquiera sera´ factible para el problema primal siempre y cuando
cumpla las restricciones del mismo. En este caso, las restricciones son gi(x) ≤ 0, i =
1, ...m y hi(x) = 0, i = 1, ...p. Sin embargo, se hace complicado sortear cada una de
estas condiciones, en especial en problemas de mayor dimensio´n. Por este motivo se
busco´ un problema de optimizacio´n equivalente con menos restricciones cuya solucio´n
pudiera ser la misma que la del problema original. De esta forma surgio´ el problema
dual, que es un problema equivalente al primal hasta el punto de que si se dan las
condiciones ido´neas pueden ser totalmente intercambiables. El problema dual es el
siguiente:
ma´x
α≥0,β
Θ(α, β) , (3.2.3)
donde
Θ(α, β) = mı´n
x
L(x, α, β) . (3.2.4)
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Los distintos valores de α y β sera´n factibles en el dual siempre que cumplan la
restriccio´n asociada a dicho problema, que en este caso es αi ≥ 0, i = 1, ...,m.
A continuacio´n, se van a ver las relaciones que tienen ambos problemas (primal
y dual) entre s´ı.
Teorema 3.2.1. (Teorema de la Dualidad De´bil) Sea x∗ una solucio´n o´ptima del
problema primal con valor p∗ = f(x∗); entonces se cumple que
mı´n
x
L(x, α, β) ≤ p∗ (3.2.5)
Esto quiere decir que el problema dual con unos α y β factibles proporciona un
l´ımite inferior para p∗.
Las diferencias que pueda haber entre las soluciones de los problemas primal
y dual se conocen como duality gap. Lo que interesa es que este duality gap sea
inexistente, para que ambos problemas lleguen a las mismas soluciones y, por tanto,
se pueda usar uno u otro indistintamente. Esto es lo que dice la Definicio´n de la
Dualidad Fuerte enunciado a continuacio´n:
Definicio´n 3.2.1. (Dualidad Fuerte) Se dice que una pareja de problemas primal-
dual poseen una dualidad fuerte si los valores de las soluciones o´ptimas x∗, α∗, β∗ de
ambos problemas, definidas como p∗ = f(x∗) son iguales. Es decir, se cumple
mı´n
x
L(x∗, α∗, β∗) = p∗ (3.2.6)
El siguiente teorema especifica las caracter´ısticas que deben cumplir las soluciones
o´ptimas de un problema de optimizacio´n general cuando el gap dual es 0.
Teorema 3.2.2. (Kuhn-Tucker) Dado un problema de optimizacio´n convexo como
el representado en (3.2.1) con gap dual 0, las condiciones necesarias y suficientes
para que un punto w∗ sea una solucio´n o´ptima son que tienen que existir un α∗ y β∗
tal que:
∂L(w∗, α∗, β∗)
∂w
= 0,
∂L(w∗, α∗, β∗)
∂β
= 0,
α∗i gi(w
∗) = 0, i = 1, ...,m,
gi(w
∗) ≤ 0, i = 1, ...,m,
α∗i ≥ 0, i = 1, ...,m.
(3.2.7)
Estas condiciones son conocidas como de Karush-Kuhn-Tucker (KKT).
3.3. Support Vector Regression (SVR)
Originalmente las Support Vector Machines (SVM) solo resolv´ıan problemas de
clasificacio´n en los que se quer´ıa separar dos clases. Posteriormente se propuso una
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Figura 3.3.1: Posibles hiperplanos separadores para dos clases.
extensio´n de este me´todo, que tan buenos resultados obten´ıa, para la resolucio´n de
problemas de regresio´n.
En este apartado se va a introducir primero Support Vector Classifier (SVC) [12]
[13], para luego mostrar las diferencias introducidas en Support Vector Regression
(SVR) [13].
3.3.1. SVC: Me´todo del margen estricto
SVC se basa en el me´todo del ma´ximo margen. Dicho me´todo tiene dos versiones:
el me´todo del margen estricto y el me´todo del margen suave, de las cuales se usa la
segunda de ellas. En este primer contacto con el me´todo del margen se hablara´ de
su versio´n ma´s sencilla.
Ambas versiones coinciden en la asuncio´n de que que existe un hiperplano que
separa los ejemplos positivos y negativos dejando la mayor distancia posible entre
ambas clases. En la Figura 3.3.1 se ilustran varios posibles hiperplanos separadores.
La funcio´n que define al hiperplano no es ma´s que la ecuacio´n del mismo. Por ese
motivo, y atendiendo a la disposicio´n de cada una de las clases denotadas en la Figura
3.3.1, se puede afirmar que si se tiene un conjunto de patrones S : {x1, x2, ..., xn} con
una etiqueta y = {−1,+1} asociada, entonces se quiere que:
xTi w + w0 ≥ +1 si yi = +1
xTi w + w0 ≤ −1 si yi = −1 ;
(3.3.1)
es decir, los puntos situados por encima del hiperplano pertenecen a la clase y = +1
y los que esta´n por debajo a la clase y = −1. En esta primera aproximacio´n del
me´todo del margen no se permite que ningu´n punto se encuentre dentro del margen
ni mal clasificado, por lo que solo se podr´ıan resolver problemas linealmente separa-
bles. Ma´s adelante se retomara´ esta idea.
Si ambas ecuaciones definitorias de las clases se juntaran en una sola, quedar´ıa
de la siguiente forma:
yi(x
T
i w + w0)− 1 ≥ 0 ∀i . (3.3.2)
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Sabiendo que el problema a resolver por SVC es la maximizacio´n del margen
teniendo en cuenta la correcta clasificacio´n de todos los puntos, la formulacio´n ser´ıa
la siguiente [14]
mı´n
w,w0
1
2
||w||22 t.q. yi(xTi w + w0)− 1 ≥ 0 ∀i , (3.3.3)
donde ||w||22 es el inverso de la anchura del margen que se quiere maximizar.
Tal y como se ha comentado antes, este problema no admite puntos mal cla-
sificados y, por tanto, se restringe a problemas lineales. Sin embargo, este tipo de
porblemas no son los ma´s comunes en el mundo real. Esto quedo´ demostrado en el
Teorema de Cover. Este teorema indica la cantidad de dicotomı´as separables que
existen para un problema cuyos puntos se encuentren en disposicio´n general, es decir
que no haya D + 1 patrones en un hiperplano D − 1 dimensional.
Entonces, si los puntos se encuentran en disposicio´n general, el nu´mero de dico-
tomı´as L(N,D) linealmente separables es [15]:
f(x) =

2N si N ≤ D + 1
2
D∑
i=0
(
N − 1
i
)
si N ≥ D + 1
 . (3.3.4)
Como el nu´mero de dicotomı´as es 2N , en la pra´ctica si N  D se puede demostrar
que
2
D∑
i=0
(
N − 1
i
)
2N
→ 0 . (3.3.5)
Esto implica que va a ser dif´ıcil encontrar un problema linealmente separable, lo que
conlleva que haya que buscar alguna forma de resolver problemas no linealmente
separables. Ma´s adelante se hablara´ sobre el me´todo del nu´cleo (kernel).
3.3.2. SVC: Me´todo del margen suave
Volviendo al me´todo del margen que se hab´ıa explicado para SVC, ha quedado
demostrado que existen muy pocos problemas linealmente separables y que este
me´todo no va a tener gran utilidad en problemas reales. La primera solucio´n que se
propuso fue la introduccio´n de unas variables cuyo objetivo es relajar la restriccio´n de
(3.3.3) para que se permita tener algunos ejemplos mal clasificados. Estas variables
se llaman variables “slack”, y controlan de alguna manera la cantidad de ejemplos
mal clasificados que se van a permitir. La restriccio´n del problema SVC modificada
ser´ıa:
yi(x
T
i w + w0) ≥ 1− ξi ∀i , (3.3.6)
donde ξi ≥ 0 son las variables slack que van a hacer posible que un punto se encuen-
tre dentro del margen (0 ≤ ξi ≤ 1) o que se clasifique mal (ξi > 1).
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Figura 3.3.2: Representacio´n del “tubo” formado por el error “-insensitivo”. (Ima-
gen obtenida de [14]).
Teniendo esto en cuenta, la expresio´n del problema SVC se modifica de la siguiente
forma:
mı´n
w,w0
1
2
||w||22 + C
N∑
i=1
ξi , (3.3.7)
t.q. yi(x
T
i w + w0) ≥ 1− ξi ∀i ,
ξi ≥ 0 .
Como se puede ver, se ha an˜adido el te´rmino de penalizacio´n C
∑
i
ξi, formado
por
∑
i
ξi, que actu´a como cota superior para el nu´mero de errores de clasificacio´n
y por C > 0, que controla la compensacio´n entre la maximizacio´n del margen y la
minimizacio´n del error.
Partiendo de la expresio´n (3.3.7), se va a proceder a explicar las diferencias de
este problema con SVR.
3.3.3. SVR
Como se ha comentado anteriormente, SVC se apoya en el me´todo del margen.
Sin embargo, para poder enfrentarse a problemas de regresio´n se definio´ el problema
SVR como una ampliacio´n de SVC en la que se an˜ad´ıa una nueva funcio´n de error, el
llamado error “-insensitivo”, cuyo propo´sito es ignorar los errores cometidos menores
que un umbral .
El problema de SVR se define como:
mı´n
w,w0
1
2
||w||22 + C
N∑
i=1
V(yi − xTw − w0) , (3.3.8)
En la fo´rmula anterior, la nueva funcio´n de error esta´ denotada como V, y se
define de la siguiente manera:
V(yi − f(xi)) =

0 si |yi − f(xi)| <  ;
|yi − f(xi)− | si |yi − f(xi)| ≥  .
(3.3.9)
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Esta funcio´n de error genera un “tubo”de radio  alrededor de la funcio´n, de tal
forma que u´nicamente los puntos que se situ´en fuera del tubo sera´n penalizados en
el ajuste de la funcio´n.
Este tubo es semejante al margen de SVC. La diferencia es que ahora, en vez de
separar los puntos en dos clases, se intenta agruparlos dentro del tubo. Adema´s, el
error medido desde el tubo al punto considerado erro´neo se denota como ξ, exacta-
mente igual que ocurr´ıa en SVC con las variables slack.
Por tanto, incluyendo la definicio´n del error “-insensitive” en la formulacio´n
inicial de SVR se obtiene un problema muy parecido al de SVC:
mı´n
w,w0,ξ,ξ′
1
2
||w||2 + C
N∑
i=1
(ξi + ξ
′
i) ; (3.3.10)
t.q. xTpw + w0 − yi ≤ + ξ′i ,
yi − xTi w − w0 ≤ −− ξi ,
ξi, ξ
′
i ≥ 0 .
ξ y ξ′ representan los errores cometidos por encima o por debajo del tubo. Presen-
tando el problema de esta manera se puede fa´cilmente observar que se trata de un
problema de optimizacio´n convexo con restricciones y, por tanto, se puede resolver
usando la Teor´ıa Lagrangiana vista en la seccio´n 3.2.2.
Entonces, (3.3.10) ser´ıa el problema primal. Para llegar hasta la formulacio´n dual
con menos restricciones hay que definir primero el Lagrangiano del problema primal:
L(w,w0, ξ, ξ′, α, β, γ, δ) =1
2
||w||2 + C
N∑
i=1
(ξi + ξ
′
i)−
N∑
i=1
αi(x
T
i w + w0 − yi + ξi + )
+
N∑
j=1
βj(x
T
j w + w0 − yj − ξ′j − )−
N∑
i=1
γiξi −
N∑
j=1
δjξ
′
j .
(3.3.11)
Partiendo de esta expresio´n, la funcio´n dual se obtiene sustituyendo en el Lagrangiano
primal el resultado de derivar parcialmente L con respecto a w,wo, ξ y ξ′ e igualarlos
a cero. El resultado de esta operacio´n es:
Θ(α, β) =
1
2
N∑
i,j=1
(αi − βi)(αj − βj)xTi xj + 
N∑
i=1
(αi + βi)−
N∑
i=1
yi(αi − βi) . (3.3.12)
A partir de esta funcio´n ya se tiene el problema dual a resolver. Como se busca un
ma´ximo, se va a hacer que el problema se siga considerando estrictamente convexo
al sustituirlo por un mı´nimo cambiado de signo.
ma´x
α,β
Θ(α, β) = −mı´n
α,β
Θ(α, β) ; (3.3.13)
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t.q. 0 ≤ αi , βj ≤ C ,
N∑
i=1
αi =
N∑
j=1
βj .
(3.3.14)
Las condiciones KKT para este problema son, para 1 ≤ i, j ≤ N :
w∗ =
∑
i
(α∗i − β∗i )xi con α∗iβ∗i = 0 ;
0 = α∗i (x
T
i w
∗ + w∗0 − y∗i + ξ∗i + ) ,
0 = β∗j (x
T
j w
∗ + w∗0 − y∗j − ξ
′∗
j − ) ,
0 = (C − α∗i )ξ∗i ,
0 = (C − β∗j )ξ
′∗
j .
(3.3.15)
Si se toma como referencia la Figura 3.3.2, se puede ver que va a haber dos tipos
distinguibles de puntos:
Los puntos que cumplan 0 < α∗i < C y , por tanto, ξ
∗
i = 0 y x
T
i w
∗+w∗0−yi = −,
que son los que se encontrara´n sobre la l´ınea del margen superior.
Los puntos que se encuentren sobre la l´ınea del margen inferior, que cumplira´n
0 < β∗j < C y ,entonces, ξ
′∗
j = 0 y x
T
j w
∗ + w∗0 − yj = .
Los puntos definidos anteriormente son aquellos que se encuentran directamen-
te sobre una de las dos fronteras que definen el tubo de ancho . Sin embargo, los
puntos que van a influir en la funcio´n son todos aquellos que se encuentren en los
hiperplanos o fuera del tubo . Dichos puntos son los vectores de soporte mencionados
con anterioridad en SVC y los del hiperplano.
El para´metro w∗0 se puede despejar de dos formas distintas, una para los para´me-
tros α y otra para los para´metros β. A continuacio´n, se va a mostrar el desarrollo para
αi. En primer lugar, se escoge un α
∗
i que cumpla la restriccio´n de caja 0 < α
∗
i < C.
Conociendo este dato, la condicio´n KKT
0 = (C − α∗i )ξ∗i , (3.3.16)
implicar´ıa que ξ∗i = 0, ya que (C−α∗i ) es distinto de cero. Con esta nueva informacio´n,
se usa otra de las condiciones KKT, de la cual se puede despejar w∗0.
0 = αi(x
T
i w
∗ + w∗0 − y∗i + ξ∗i + ) ,
⇒ 0 = xTi w∗ + w∗0 − y∗i +  ;
⇒ w∗0 = y∗i − xTi w∗ −  .
(3.3.17)
De la misma forma se obtendr´ıa la ecuacio´n de w∗0 para los para´metros β, de
manera que
w∗0 =
{
y∗i − xTi w∗ −  si 0 < α∗i < C ;
y∗j − xTj w∗ +  si 0 < β∗i < C . (3.3.18)
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Finalmente, el modelo que se obtiene es el siguiente:
f(x) = w∗0 +
N∑
i=1
(α∗i − β∗j )xTi x . (3.3.19)
Se observa que solo se necesitan calcular productos escalares para construir un
modelo SVR y aplicarlo.
3.3.4. Kernel SVR
Tal y como se comento´ con anterioridad en el Teorema de Cover, lo normal es
que los problemas no sean linealmente separables y que N  D. Sin embargo, si se
pudiera aumentar la dimensio´n de forma que D  N , el problema podr´ıa tratar-
se como linealmente separable. Esto quiere decir que si fuera posible encontrar una
funcio´n Φ capaz de transformar un espacio de caracter´ısticas en otro con dimensio´n
mayor, se podr´ıa resolver cualquier problema de forma lineal en ese nuevo espacio.
Figura 3.3.3: Representacio´n del cambio del espacio A al espacio B mediante la
funcio´n φ.
Sin embargo, esta funcio´n no se puede calcular fa´cilmente, pero si se encuentra
una funcio´n K(x, x′) que calcule el producto escalar φ(x) · φ(x′), no sera´ necesario
calcularla. Dicha funcio´n se conoce con el nombre de nu´cleo (kernel), y ha de cumplir:
K(x, x′) = 〈φ(x), φ(x′)〉 . (3.3.20)
Por tanto, para que el problema dual pueda resolver casos no linealmente sepa-
rables mediante el truco del kernel, su expresio´n se modifica de la siguiente manera:
f(x) = β0 +
∑
p
(α∗p − β∗q )k(xp, x) . (3.3.21)
Este problema se resolver´ıa de la misma forma que el lineal visto con anterioridad
cambiando xTi xj por K(xi, xj).
A continuacio´n se muestran los principales tipos de kernels.
Kernel Lineal
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K(xi, xj) = x
T
i xj . (3.3.22)
Kernel Polino´mico
K(xi, xj) = (x
T
i xj + 1)
n . (3.3.23)
Kernel Gaussiano
K(xi, xj) = exp
(
−||xi − xj||
2
2σ2
)
. (3.3.24)
3.4. Algoritmos para SVR
Cuando se hablo´ anteriormente del Teorema de Cover en la Fo´rmula 3.3.4, quedo´
demostrado que si en el conjunto de datos que se fuera a usar N  D era dif´ıcil que
el problema se pudiera resolver de forma lineal y por eso se introdujo el kernel trick.
Sin embargo, si se tiene un conjunto de datos en el cual D  N , se pueden usar
me´todos lineales expl´ıcitos para intentar aproximar una solucio´n al problema. Para
simplificar la exposicio´n, en lo que sigue nos limitaremos al caso lineal.
Por ese motivo, una vez visto co´mo funciona SVR, se va a hablar de varias formas
de implementarlo. Y no se puede hablar de algoritmos de SVM sin hacer mencio´n
especial a Sequential Minimal Optimization (SMO), la implementacio´n ma´s conocida
de este me´todo y que tambie´n es extensible a SVR (Ve´ase [16] [17] [18]).
En general, dentro de los algoritmos de SVR se identifican dos tendencias clara-
mente diferenciadas: la que se centra en resolver el problema dual y la que se centra
en resolver el problema primal. En esta seccio´n se van a explicar tres algoritmos dis-
tintos, de la primera vertiente SMO y Descenso Dual por Coordenadas [19][20][21] y
de la segunda Pegasos [22]. Los dos primeros se van a explicar en cierta profundidad,
mientras que Pegasos se repasara´ muy brevemente.
3.4.1. SMO
SMO es una implementacio´n para resolver nume´ricamente el problema convexo
presentado tanto por SVC como por SVR. Se centra en elegir una buena direccio´n
de descenso para asegurar la factibilidad de las actualizaciones de los para´metros.
La siguiente formulacio´n engloba a ambos problemas.
mı´n
β,β0,ξ
P (β, β0, ξ) =
1
2
||β||2 + C
∑
i
ξi ; (3.4.1)
t.q. yi(x
T
i β + β0) ≥ pi − ξi, ∀i ;
ξi ≥ 0, ∀i ,
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Para que esta fo´rmula sea la de SVC solo hace falta que pi = 1 y que yi represente
a las etiquetas de clase, es decir:
mı´n
β,β0,ξ
P (β, β0, ξ) =
1
2
||β||2 + C
∑
i
ξi ; (3.4.2)
t.q. yi(x
T
i β + β0) ≥ 1− ξi, ∀i ,
ξi ≥ 0, ∀i .
Por otro lado, para obtener la formulacio´n de SVR hay que tener dos conjuntos,
uno es el conjunto original de N patrones y el otro es el conjunto original concatenado
consigo mismo con un total de 2N patrones. El objetivo es llegar a la restriccio´n del
problema compacto a partir de las restricciones de SVR, es decir:
xTβ + β0 − y ≤ + ξ ,
xTβ + β0 − y ≥ −− ξ .
(3.4.3)
La primera ecuacio´n hace referencia a los puntos que caen fuera del tubo y por enci-
ma, y la segunda los que caen fuera del tubo y por abajo. A continuacio´n se muestran
las operaciones realizadas hasta llegar a la restriccio´n del problema compacto:
xTβ + β0 − t ≥ −− ξ ,
o equivalentemente: xTβ + β0 ≥ −− ξ + t .
Por tanto, si p = −+ t ,
entonces y(xTβ + β0) ≥ −+ p .
(3.4.4)
Se ha multiplicado a ambos lados por y, siendo y = 1. Con la otra condicio´n se hace
lo mismo, teniendo en cuenta que ahora y = −1:
xTβ + β0 − t ≤ −− ξ ,
o equivalentemente: xTβ + β0 ≤ −− ξ + t .
Por tanto, si p = −+ t ,
entonces y(xTβ + β0) ≥ − p .
(3.4.5)
Finalmente, resolver (3.4.1) es lo mismo que resolver su problema dual, debido a
la teor´ıa de Lagrange para la resolucio´n de problemas convexos. El dual es ahora:
mı´n
α
f(α) =
1
2
∑
i
∑
j
αiαjyiyjXiXj −
∑
i
αipi =
1
2
αQα− αp (3.4.6)
s.t. 0 ≤ αi ≤ C, 1 ≤ i ≤ N,
∑
i
αiyi = 0 ,
siendo Qij = yiyjXi ·Xj.
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Funcionamiento de SMO dual de SVM
Para resolver el problema, hay que tener en cuenta en todo momento dos restric-
ciones:
Restriccio´n de caja: 0 ≤ αi ≤ C
Restriccio´n de igualdad:
∑
i
αiyi = 0
La primera de ellas es fa´cil de cumplir. Simplemente hay que acotar los resultados
obtenidos. Por ejemplo: Si C = 1, y los resultados obtenidos son (0.1, 1.2, -0.3, 0.5),
aplicando la restriccio´n de caja se llega a (0.1, 1, 0, 0.5)
Sin embargo, la restriccio´n de igualdad no es tan fa´cil de sortear. Si se supone
que no hay te´rmino independiente β0 la restriccio´n no existir´ıa, ya que se obtiene
de la derivada parcial de este para´metro. Esto es una ”trampa”que puede funcionar
solo en algunos problemas, as´ı que hay que encontrar alguna forma de que se cumpla
la restriccio´n.
El problema se tiene que resolver nume´ricamente, es decir, iterando. Si se quiere
usar el descenso por gradiente global, tanto el tiempo como el coste computacional
asociados van a ser considerables. Este es el motivo por el que se plantea SMO. Es un
algoritmo similar al descenso por gradiente que actualiza dos para´metros simulta´nea-
mente, en lugar de todos, como hac´ıa el descenso por gradiente. Con este cambio, la
complejidad del algoritmo se ha visto reducida sustancialmente. Para mejorar tam-
bie´n el tiempo que tarda en converger, SMO elige una direccio´n de descenso ma´s
sencilla que alcanza antes la solucio´n o´ptima.
Los para´metros son actualizados por parejas en lugar de individualmente para
poder cumplir la restriccio´n de igualdad. Si se tienen dos α, se pueden ajustar para
que se compensen entre s´ı y que la restriccio´n se cumpla. De esta forma se ha solu-
cionado el problema y tanto la restriccio´n de caja como la de igualdad se cumplen.
A continuacio´n, se dan algunos detalles sobre SMO.
Direccio´n de descenso factible
Teniendo definida la iteracio´n de SMO como:
αk+1 = αk + ρkd
k , (3.4.7)
hay que comprobar que la direccio´n de descenso elegida (d) sea factible y, efectiva-
mente, de descenso.
Comprobar que es factible es lo mismo que comprobar que cumple la restriccio´n
de igualdad: ∑
α · y = 0 = y · αk+1 . (3.4.8)
3.4. Algoritmos para SVR 25
Si se aplica la segunda forma de escribir la restriccio´n de igualdad a la iteracio´n de
SMO, quedar´ıa:
y · αk+1 = y · (αk + ρkdk) = y · αk + ρdk · y . (3.4.9)
Sabemos que y · αk = 0 y, por tanto, esta parte de la ecuacio´n no va a suponer un
problema para cumplir la restriccio´n. Por otra parte, ρ va a ser siempre un nu´mero
distinto de cero, as´ı que falta por comprobar que dk · y sea cero. Esto se consigue si
la direccio´n de descenso queda definida como:
dk = yLkeLk − yUkeUk , (3.4.10)
donde eL y eU son vectores con una u´nica posicio´n distinta de cero, lo que implica
que solo se van a tener dos coordenadas no nulas.
Si se usa esta definicio´n para extender el te´rmino que se quer´ıa comprobar que
fuera cero se tiene que:
dk ·y = y ·(yLkeLk−yUkeUk) = yLkeLk ·y−yUkeUk ·y = yLkyLk−yUkyUk = 0 . (3.4.11)
De esta forma queda demostrada la factibilidad de la direccio´n de descenso.
Por otro lado, se sabe que la direccio´n de descenso o´ptima es el menos gradiente.
Por tanto, se quiere que d · ∇f < 0, es decir, que sea lo ma´s negativo posible. Como
d depende de la eleccio´n de L y U :
d · ∇f = yLkeLk · ∇f − yUkeUk · ∇f = yLk(∇f)Lk − yUk(∇f)Uk . (3.4.12)
Teniendo esto en cuenta, L∗ y U∗ se definira´n como:
L∗, U∗ = arg mı´n d · ∇f = arg mı´n
L,U
{
yL(∇f)L − yU(∇f)U
}
. (3.4.13)
Para conseguir minimizar la ecuacio´n anterior, es necesario que yL∇fL sea lo ma´s
pequen˜o posible y que yU∇fU sea lo ma´s grande posible. En resumen, se quiere que:
L∗ = arg mı´n
p∈IL
{yp∇f(α)p} , (3.4.14)
U∗ = arg ma´x
p∈IU
{yq∇f(α)q} , (3.4.15)
siendo IL y IU los conjuntos de ı´ndices permisibles para poder respetar la restriccio´n
de caja:
IL = IL(α) = {i : (yi = +1 ∧ αi < C) ∨ (yi = −1 ∧ αi > 0)} , (3.4.16)
IU = IU(α) = {i : (yi = +1 ∧ αi > 0) ∨ (yi = −1 ∧ αi < C)} . (3.4.17)
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Eleccio´n de ρ
Una vez elegidos L y U solo falta elegir la tasa de descenso, ρ. Para ello partimos
de la formulacio´n dual de SMO y aplicamos las fo´rmulas de la iteracio´n:
f(αk) =
1
2
αk ·Qαk − αk · p ;
f(αk+1) = f(αk + ρdk) =
1
2
αk ·Qαk − αk · p
=
1
2
((αk + ρdk) ·Q(αk + ρdk))− p · (αk + ρdk)
=
1
2
αk ·Qαk + 1
2
ρ2dTk ·Qdk + ρdk ·Qαk − p · αk − pdk · ρ
= φ(ρ) .
(3.4.18)
Como se puede ver, esta funcio´n depende solo de ρ, ya que el resto de para´metros
son conocidos. Adema´s, como se quiere que φ(ρ) sea lo ma´s pequen˜o posible, hay
que resolver el problema de minimizacio´n igualando la derivada de φ(ρ) a cero, y
despejando:
φ′(ρ) = ραk ·Qdk + dk ·Qαk − dk · p ;
o equivalentemente : ραTkQdk = −dkQαk + dkp ,
=⇒ ρ∗ = −dk(Qdk − p)
dTkQdk
= −dk · ∇f(αk)
αTkQdk
=
(yU(∇f)U)− (yL(∇f)L)
||XL −XU ||2 .
(3.4.19)
Este ρ∗ se conoce como el paso sin restricciones o´ptimo.
Ganancia
La ganancia en SMO esta´ definida como:
f(αk+1)− f(αk) = (M (αk))
2
2||XL −XU ||2 , (3.4.20)
con M (αk))2 = (−d∇f(α))2, asegurando que la direccio´n de descenso sea sencilla a
la vez que proporciona el ma´ximo descenso posible.
Anteriormente se han elegido L y U para que el numerador de ρ fuera lo ma´s
grande posible; sin embargo, no se puede decir lo mismo del denominador. Por este
motivo, el me´todo WSS2 elige L de la forma anteriormente presentada y U de la
siguiente:
U∗ = arg ma´x
U
((yU(∇f)U)− (yL(∇f)L))2
||XL −XU ||2 , (3.4.21)
donde U ∈ IU . Esto se denomina SMO de segundo orden (WSS2).
3.4. Algoritmos para SVR 27
Actualizaciones finales
Finalmente, las actualizaciones de α sin restricciones son:
αt+1Lt = α
t
Lt + yLtρ
∗
t ,
αt+1Ut = α
t
Ut − yUtρ∗t .
(3.4.22)
Para verificar la restriccio´n de caja es necesario hacer un clip sobre ρ∗, tal y como se
muestra a continuacio´n.
ρt =

mı´n{ρ∗t , αtLt} si yLt = −1 ,
mı´n{ρ∗t , C − αtLt} si yLt = +1 ,
mı´n{ρ∗t , C − αtUt} si yUt = −1 ,
mı´n{ρ∗t , αtUt} si yUt = +1 .
(3.4.23)
Para finalizar, observamos que los desarrollos anteriores se pueden tambie´n aplicar
sobre nu´cleos no lineales.
3.4.2. Descenso Dual por Coordenadas
En esta seccio´n se va a ver un me´todo de descenso dual por coordenadas, en
primer lugar el propuesto para SVC en [20] y finalmente la extensio´n del mismo que
hicieron Ho y Lin en [19] para SVR.
La primera versio´n propone un me´todo para la resolucio´n del problema dual de
SVC. En [20] explican el me´todo con dos funciones de pe´rdida distintas, pero aqu´ı
se va a hablar solamente de una de ellas, L1-SVM, ya que coincide con el caso de un
nu´cleo lineal en la discusio´n anterior.
El problema primal de SVM con la funcio´n de pe´rdida L1-SVM es el siguiente:
mı´n
w
1
2
||w||22 + C
N∑
i=1
(ma´x(0, 1− yiwTxi)) , (3.4.24)
donde ma´x(0, 1− yiwTxi) es la forma de la funcio´n de pe´rdida L1-SVM.
Como se puede observar, el te´rmino independiente w0 que aparec´ıa en SVC y que
derivaba en la restriccio´n de igualdad, no se esta´ teniendo en cuenta en la formulacio´n
y en lo sucesivo, no se va a trabajar con e´l. Por ese motivo la mencionada restriccio´n
tampoco va a aparecer en el problema dual, tal y como se puede ver a continuacio´n:
mı´n
α
1
2
αTQα− eTα , s.t. 0 ≤ αi ≤ C, ∀i . (3.4.25)
En la fo´rmula anterior, Qij = yiyjx
t
ixj es la matriz de nu´cleos. La resolucio´n del
problema anterior consiste en conseguir los para´metros α o´ptimos mediante actuali-
zaciones iterativas de los mismos.
El algoritmo que se propone consiste en dos bucles anidados. El bucle externo
representa la actualizacio´n del vector de para´metros α en su totalidad (αk → αk+1)
28 Cap´ıtulo 3. Teor´ıa de Regresio´n de Vectores de Soporte
y el bucle interno la actualizacio´n individual de cada uno de los para´metros (αk,ii →
αk,i+1i ).
Para actualizar los para´metros (bucle interno) se resuelve el siguiente subproble-
ma de una variable por cada una de los para´metros individualmente:
mı´n
d
f(αk,i+dei) =
1
2
Qiid
2+5if(αk,i)d+constante , t.q. 0 ≤ αki +d ≤ C , (3.4.26)
donde 5if es la componente ie´sima del gradiente 5f y ei es un vector de ceros que
contiene un 1 en la posicio´n i.
La implementacio´n para el problema dual que se propone, consiste en usar un
orden aleatorio para los sub-problemas de cada iteracio´n. Con esto se consigue un
entrenamiento muy ra´pido. La funcio´n (3.4.26) va a tener un valor o´ptimo para d = 0
si y solo si el gradiente proyectado es cero.
5Pi f(αk,i) = 0 . (3.4.27)
El gradiente proyectado se define como:
5Pi f(α) =

5if(α) si 0 < αi < C ;
mı´n(0,5if(α)) si αi = 0 ;
ma´x(0,5if(α)) si αi = C .
(3.4.28)
El gradiente proyectado es el encargado de que la restriccio´n de caja, por la cual
0 < α < C, se cumpla. Por este motivo si se da 0 < α < C no hay que actualizar
α porque ya se encuentra en un valor o´ptimo. En ese caso el valor obtenido tras
resolver el problema ser´ıa la constante de (3.4.26).
Por el contrario, si no se da la mencionada condicio´n de optimalidad se procede
a actualizar ese α concreto de la siguiente forma:
αk,i+1i = mı´n
(
ma´x
(
αk,ii −
5if(αk,i)
Qii
, 0
)
, C
)
, (3.4.29)
donde Qii = x
T
i xi y 5if(α) = (Qα)i − 1 =
N∑
j=1
Qijαj − 1 =
N∑
j=1
xTi xjαj − 1 . Lo que
muestra esta fo´rmula es que se quiere tener la ma´xima d (desplazamiento entre un
α y su actualizacio´n) sin saltarse la restriccio´n de caja 0 < αi < C.
Como se esta´ resolviendo una formulacio´n lineal, la representacio´n expl´ıcita de
los pesos primales esta´ dada por:
w =
N∑
j=1
yjαjxj . (3.4.30)
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Algoritmo 1: Descenso Dual por Coordenadas para SVC
Input: α = 0 ∈ Rd y C
while α no es o´ptimo do
Escoger un ı´ndice i de {1, ..., n}
g = yiw
Txi − 1
p =

g si 0 < αi < C ;
mı´n(g, 0) si αi = 0 ;
ma´x(g, 0) si αi = C .
if |p| 6= 0 then
α′i ← αi
αi ← mı´n(ma´x(αi − g/Qii, 0), C)
w ← w + (αi − α′i)yixi
end
end
Entonces se puede calcular el gradiente como:
5i f(α) = yiwTxi − 1 . (3.4.31)
Finalmente, el pseudoco´digo que se ha ido explicando paso a paso se puede ver en
el Algoritmo 1. Este algoritmo esta´ implementado en el paquete software LibLinear
[21].
Anteriormente se ha hablado del me´todo de Descenso Dual por Coordenadas para
SVC y a partir de ahora se va a comentar co´mo hicieron los autores para poder usarlo
con SRV [19]. Recordando el problema primal de SVC definido en la fo´rmula (3.4.24),
se puede observar que para definir el problema primal de SVR se ha usado la misma
notacio´n y se ha introducido en el te´rmino de regularizacio´n el error “-insensitivo”:
mı´n
w
1
2
||w||22 + C
l∑
i=1
ma´x(|wTxi − yi| − , 0) . (3.4.32)
Es importante tener en cuenta que mientras en SVC se ten´ıan N variables duales
porque el problema solo ten´ıa una restriccio´n para cada x, SVR va a tener 2N
debido a que tiene dos. Para las primeras N variables de SVR se usara´ un conjunto
de coeficientes α+ y para el resto de variables los coeficientes α−. Como se puede
observar, hay un cambio de notacio´n respecto a la Seccio´n 3.3.3. Ahora los coeficientes
duales pasan de denotarse {α, β} a {α+, α−}. Teniendo esto en cuenta, el dual se
define de la siguiente forma:
mı´n
α+,α−
1
2
(α+ − α−)TQ(α+ − α−)−
N∑
i=1
yi(α
+
i − α−i ) + 
N∑
i=1
(α+i − α−i ) ; (3.4.33)
s.t. 0 ≤ α+i , α−i ≤ C, ∀i = 1, ..., N .
Este problema se puede escribir de forma ma´s compacta si se agrupan los coefi-
cientes en un vector:
α =
[
α+
α−
]
(3.4.34)
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Por tanto, el problema dual quedar´ıa definido como:
mı´n
α
1
2
αTQα− yi · α + α s.t. 0 ≤ αi ≤ C, ∀i = 1, ..., 2N , (3.4.35)
donde Q = xTi xi es la matriz de nu´cleos y e un vector de ceros que contiene un 1 en
la ie´sima posicio´n. Adema´s, resolviendo este problema se puede obtener w∗ como
w∗ =
N∑
i=1
((α+i )
∗ − (α−i )∗)xi . (3.4.36)
Una vez aqu´ı, el me´todo de Descenso Dual por Coordenadas usa el mismo algo-
ritmo visto con anterioridad con la u´nica salvedad de la definicio´n del subproblema
de una variable que resuelve en cada iteracio´n, que ahora va a ser el siguiente.
mı´n
d
1
2
52ii f(αk,i)d2 +5if(αk,i)d s.t. 0 ≤ αk,i + d ≤ C . (3.4.37)
Por tanto, la forma de actualizar los coeficientes α es:
αi ← mı´n
(
ma´x
(
αi − 5if(α)52iif(α)
, 0
)
, C
)
. (3.4.38)
Como se puede ver, es muy similar a la actualizacio´n de los coeficientes que se
usaba para SVC en la fo´rmula (3.4.29). La diferencia se encuentra en que, como se ha
dicho anteriormente, el problema SVR tiene 2N variables y, por tanto, van a existir
dos formas de actualizar los gradientes, una por cada mitad de las variables.
5i f(α) =
{
(Q(α+ − α−))i + − yi si 1 ≤ i ≤ N ;
−(Q(α+ − α−))i−N + − yi−N si N + 1 ≤ i ≤ 2N . (3.4.39)
Y por tanto,
52ii f(α) =
{
Qii si 1 ≤ i ≤ N ;
Qi−N,i−N si N + 1 ≤ i ≤ 2N . (3.4.40)
Los ca´lculos para la implementacio´n de este algoritmo se pueden ver en [19]. De
nuevo, los desarrollos anteriores se pueden tambie´n aplicar sobre nu´cleos no lineales.
3.4.3. Pegasos para Regresio´n
El algoritmo Pegasos desarrolla un descenso por gradiente estoca´stico sobre el
problema primal con un taman˜o de paso cuidadosamente escogido. El me´todo solo
se aplica a modelos lineales y el problema a resolver es el siguiente:
mı´n
w
λ
2
||w||2 + 1
m
∑
(x,y)∈S
`(w; (x, y)) , (3.4.41)
donde
`(w; (x, y)) = ma´x{0, 1− y〈w, x〉} .
Los pasos del algoritmo son:
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1. Se elige un ejemplo (x, y) de entrenamiento aleatorio. De esta forma, el proble-
ma local a resolver ser´ıa minimizar:
f(w; it) =
λ
2
||w||2 + `(w; (xit , yit)) . (3.4.42)
2. El problema se resuelve usando el sub-gradiente:
Ot = λwt − 1[yit〈wt, xit〉 < 1]yitxit . (3.4.43)
donde 1[yit〈wt, xit〉 < 1] es la funcio´n indicadora que toma valor 1 si su argu-
mento es verdadero y 0 si no.
3. La actualizacio´n (wt+1 ← wt − ηt5t) se realiza usando un paso de taman˜o
ηt = 1/(λt):
wt+1 ← (1− 1
t
)wt + ηt1[yit〈wt, xit〉 < 1]yitxit . (3.4.44)
El pseudoco´digo se puede ver en [22]. El algoritmo admite dos variaciones para
mejorar la eficiencia del mismo:
Incorporacio´n de un paso de proyeccio´n.
Iteraciones Mini-Batch.
La primera de ellas consiste en limitar el conjunto de soluciones admisibles a una
esfera de radio 1√
λ
. De esta forma, la actualizacio´n para proyectar wt sobre la esfera
se define como:
wt+1 ← mı´n
{
1,
1/
√
λ
||wt+1||
}
wt+1 (3.4.45)
Por otra parte, las iteraciones Mini-Batch consisten en usar un subconjunto de
los ejemplos en cada iteracio´n en lugar de uno solo. Los ejemplos que forman parte
del subconjunto se eligen aleatoriamente. Por tanto, el problema a resolver en cada
iteracio´n es:
mı´n f(w;At) =
λ
2
||w||2 + 1
k
∑
i∈At
`(w; (xi, yi)) . (3.4.46)
Dicho problema se resuelve usando el subgradiente:
5t = λwt − 1
k
∑
i∈At
1[yi〈wt, xi〉 < 1]yixi . (3.4.47)
De nuevo, se vuelve a realizar la actualizacio´n con un taman˜o de paso ηt = 1/(λt),
wt+1 ← (1− 1
t
)wt +
ηt
k
∑
i∈At
1[yi〈wt, xi〉 < 1]yixi . (3.4.48)
Finalmente, comentar que tanto el Descenso Dual por Coordenadas como Pegasos
se mencionan para completar teor´ıa pero en los experimentos solo se va a usar SVR.
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Cap´ıtulo 4
Experimentos
4.1. Problema a resolver
Como se comento´ en el Cap´ıtulo 2, la naturaleza inestable de la energ´ıa fotovol-
taica hace muy dif´ıcil la gestio´n de las plantas solares. Por ese motivo, en este TFM
se ha intentado dar una solucio´n a esa problema´tica aplicando te´cnicas de Machine
Learning que den una prediccio´n de la produccio´n de energ´ıa solar por horas en cada
punto seleccionado de la pen´ınsula.
En este cap´ıtulo se va a explicar el desarrollo del proyecto en lo concerniente a
los datos y te´cnicas utilizados para obtener resultados, as´ı como cada uno de los
experimentos realizados.
4.1.1. Explicacio´n de los datos y su preprocesado
Lo primero que hay que tener en cuenta a la hora de trabajar con los datos que
proporciona el Centro Europeo es que las horas siguen el esta´ndar de tiempo denomi-
nado Tiempo Universal Coordinado (UTC por sus siglas en ingle´s). Esto quiere decir
que se toma como referencia la hora local del Meridiano Primario, que es aquel cuya
longitud es 0o, dada en horas y minutos en el reloj de 24 horas. En lo concerniente
a este trabajo, hay que tener en cuenta que se esta´ trabajando con coordenadas de
Espan˜a, donde el rango de horas es UTC+1 o UTC+2 dependiendo de si esta´ vigen-
te el horario de inverno o el de verano respectivamente. Por tanto, la radiacio´n que
los datos dicen pertenecer a las 14 UTC, pertenece a las 15 o 16 hora local de Espan˜a.
Por otro lado, los datos obtenidos del Centro Europeo constan de un total de
56 ficheros: tres para los an˜os 2013, 2014 y 2015 del modelo determinista, otros tres
para los an˜os 2013, 2014 y 2015 del ensemble de control y 50 para el an˜o 2015 del
resto de ensembles del modelo de ensembles. Los ficheros del modelo determinista
contienen predicciones horarias para cada uno de los an˜os seleccionados, mientras
que los ficheros del modelo de ensembles contienen predicciones trihorarias, es decir,
de tres horas en tres horas.
Ambos modelos proporcionan los datos de radiacio´n de forma acumulada, es de-
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cir, la radiacio´n representada a una hora no es la radiacio´n medida a esa hora, sino la
suma de todas las radiaciones hasta esa hora dentro del mismo d´ıa. A modo de ejem-
plo, en el modelo determinista la radiacio´n que aparece a las 3 UTC es la suma de
la radiacio´n a la 1 UTC, a las 2 UTC y a las 3 UTC. Como se busca predecir la pro-
duccio´n de forma horaria, se implemento´ un algoritmo para desacumular estos datos.
En un principio, los datos que se descargaron del Centro Europeo ten´ıan re-
solucio´n 0.125o para el modelo determinista y resolucio´n 0.25o para el modelo de
ensembles. Ambas resoluciones implican un conjunto amplio de coordenadas, lo que
provocaba que el tiempo de computacio´n fuera inmanejable. En el primer experi-
mento realizado con el modelo determinista en la Seccio´n 4.2, se explica con detalle
la decisio´n de reducir el nu´mero de coordenadas y con ello, la resolucio´n de los datos
a 0.5o.
En ese primer experimento mencionado anteriormente se usan todas las horas
del d´ıa. Sin embargo, con la intencio´n de reducir nuevamente el conjunto de datos
y adema´s obtener unos resultados ma´s acordes a la realidad, se procedio´ a eliminar
las horas nocturnas, donde la radiacio´n es siempre nula. Tras esta modificacio´n, el
rango de horas en el que se realiza la prediccio´n comprende desde las 6 UTC hasta
las 21 UTC. El cambio en la distribucio´n de los valores de la produccio´n obtenida
mediante la eliminacio´n de las horas de noche se puede apreciar en la Figura 4.1.1 y
en la Figura 4.1.2, donde la reduccio´n de la cantidad de valores nulos es notable.
Adema´s de los conjuntos de datos ya comentados, se necesitaban los de radiacio´n
clear-sky de los an˜os 2013, 2014 y 2015 para realizar la interpolacio´n explicada en la
siguiente seccio´n. Para obtenerlos se uso´ la librer´ıa pvlib para Python. En los datos
descargados hab´ıa una medida de la radiacio´n clear-sky para cada hora de cada d´ıa
para cada coordenada. Por esa razo´n, se crearon otros ficheros a partir de los origi-
nales calculando la media de radiacio´n clear-sky sobre la pen´ınsula. De esta forma
se tiene un u´nico valor promedio para cada hora de un an˜o (sin contar la noche).
Tal y como se puede apreciar en la Figura 4.1.3, los nuevos datos de clear-sky
mantienen la misma distribucio´n de los originales. Esto quiere decir que en un d´ıa,
la radiacio´n va aumentando hasta alcanzar su punto ma´ximo en torno al mediod´ıa
y posteriomente desciende hasta ser nula una vez entrada la noche. Al comprobar
que la nombrada distribucio´n se manten´ıa en cada una de las estaciones del an˜o en
los nuevos datos, se procedio´ a dar como va´lida la transformacio´n de los datos de
clear-sky en un promedio peninsular.
4.1.2. Medida del error
Existen muchas formas distintas de medir el error que cometen los modelos. Sin
embargo, en este proyecto se ha elegido el Mean Absolute Error (MAE) por ser el
ma´s usado dentro de la literatura relacionada con la prediccio´n de la produccio´n de
energ´ıa fotovoltaica. El MAE se define de la siguiente forma:
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Figura 4.1.1: Distribucio´n de la produccio´n de energ´ıa fotovoltaica en 2013, 2014 y
2015
Figura 4.1.2: Distribucio´n de la produccio´n de energ´ıa fotovoltaica con horas redu-
cidas en 2013, 2014 y 2015
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(a) 1-8 Enero (b) 1-8 Abril
(c) 1-8 Agosto (d) 1-8 Octubre
Figura 4.1.3: Ejemplo de gra´ficas de la media del clear-sky en cada una de las
estaciones del an˜o.
MAE =
n∑
i=1
|yi − yˆi|
n
, (4.1.1)
donde yi es el valor real y yˆi es el valor predicho.
Tal y como se puede apreciar en la definicio´n, el MAE es una media de la diferencia
entre los valores predichos y los valores reales. En el caso concreto de este trabajo,
el error representado por el MAE es un porcentaje, ya que se esta´ midiendo sobre la
produccio´n de energ´ıa y e´sta se ha normalizado entre 0 y 100.
4.1.3. Interpolacio´n de los datos
Tal y como se comento´ anteriormente, el objetivo de este trabajo es usar el modelo
de ensembles del Centro Europeo para intentar mejorar la precisio´n de la produccio´n
de energ´ıa fotovoltaica en cada punto de la pen´ınsula. Sin embargo, los datos proce-
dentes del modelo de ensembles son trihorarios. En la Figura 4.1.4 se puede observar
la diferencia entre los datos en formato horario y los datos en formato trihorario, en
este caso sobre la variable clear-sky. En este contexto surge la necesidad de interpolar
los valores de las horas que faltar´ıan en la prediccio´n.
La forma en la que se afronta el problema es la siguiente: se usan los datos triho-
rarios para las fases de entrenamiento, validacio´n y finalmente test, con lo que se
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Figura 4.1.4: Gra´fica de datos en formato horario vs formato trihorario.
obtendr´ıa una prediccio´n trihoraria y posteriormente, aprovechando que la produc-
cio´n sigue una tendencia muy parecida a la que segu´ıa el clear-sky, se realiza una
interplacio´n para averiguar los valores de las horas faltantes.
Algoritmo 2: Interpolacio´n
Input:
prod ← datos de produccio´n trihoraria
cs ← datos media clear-sky
cs acc ← datos trihorarios de la media del clear-sky
Do:
prod 3h ← Eliminar predicciones negativas en prod.
prod h ← extender trihorario a horario (prod 3h)
cs acc 3h ← Poner todos los valores nulos a 1 en cs acc.
cs acc h ← extender trihorario a horario (cs acc 3h)
interpoli =
csi
cs acci+1
prodi+1
La forma de implementar la interpolacio´n mediante clear-sky a los datos de en-
sembles consistir´ıa en aplicar; por ejemplo para la hora 4:
pˆ4 =
cs4
cs acc6
p acc6 ; (4.1.2)
es decir, en general se buscar´ıa el porcentaje de radiacio´n que corresponder´ıa a cada
hora dentro de un rango y se le aplicar´ıa a la radiacio´n trihoraria. En el ejemplo
mostrado en la ecuacio´n (4.1.2), para obtener la produccio´n a las 4 UTC habr´ıa que
dividir la radiacio´n estimada por clear-sky a las 4 UTC entre el total de radiacio´n
acumulada a las 6 UTC en un modelo clear-sky trihorario y multiplicarlo por la ra-
diacio´n trihoraria que da el modelo de ensembles para las 6 UTC.
Con el objetivo de tener una visio´n ma´s general, se puede estudiar el Algoritmo
2. En e´l se observa que para poder realizar la operacio´n final de interpolacio´n, es
necesario preparar los conjuntos de datos tanto de prediccio´n de la produccio´n co-
mo de clear-sky acumulado para que tengan todos las mismas dimensiones. Esto se
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Figura 4.1.5: Comprobacio´n de la validez de la interpolacio´n mediante clear-sky para
la produccio´n de energ´ıa. MAE: 1.9676.
consigue mediante el me´todo extender trihorario a horario(), cuya u´nica funcio´n es
rellenar las horas faltantes en los datos trihorarios usando una copia de los datos
colindantes. Por ejemplo, en el rango 3-9 UTC, se rellenar´ıan las horas 4 y 5 UTC
con el valor de las 6 UTC y las horas 7 y 8 UTC con el valor de las 9 UTC.
Para comprobar la validez de esta interpolacio´n se uso´ el dataset con radiaciones
clear-sky originalmente en formato horario y se creo´ uno nuevo con las radiaciones
clear-sky en formato trihorario. Adema´s, se uso´ uno de los datasets de producciones
que se ten´ıan para crear otro con producciones trihorarias. Con estos conjuntos de
datos, se aplico´ la interpolacio´n explicada anteriormente para volver a conseguir el
dataset horario de producciones a partir del trihorario. Tras comparar el nuevo da-
taset horario con el original se obtuvo un MAE de 1.9676. Este resultado se puede
ver de forma gra´fica en la Figura 4.1.5.
Aunque el grosor de la gra´fica parezca representar un MAE entre 5 y 6, hay que
tener en cuenta varios factores. El primero de ellos el grosor con el que se representa
cada uno de los puntos, dando lugar a que valores con mucho error incrementen la
gra´fica global. Adema´s, recordar que en este experimento la produccio´n es nula entre
las 0-6 y las 21-24, haciendo que disminuyan los errores cometidos en estos intervalos
al ser valores fa´ciles de interpolar.
4.1.4. Modelos de Machine Learning y procedimiento para
los experimentos
El modelo de machine learning que se va a usar para los experimentos de este
trabajo es SVR, siendo conocida su efectividad en los problemas relacionados con
la prediccio´n de la produccio´n de la energ´ıa fotovoltaica, tal y como explican en
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[23] [2] [24] [25]. Anteriormente se ha explicado este modelo de forma teo´rica, as´ı
que a continuacio´n se va a dar una breve explicacio´n de los para´metros que necesita
ajustar este modelo de una forma ma´s ligada a la pra´ctica. Se recuerda la fo´rmula
del problema primal de SVR definida en (3.3.10):
mı´n
w,w0,ξ,ξ′
1
2
||w||2 + C
N∑
i=1
(ξi + ξ
′
i) ;
t.q. xTpw + w0 − yi ≤ + ξ′i ,
yi − xTi w − w0 ≤ −− ξi ,
ξi, ξ
′
i ≥ 0 ,
los para´metros a ajustar de este modelo son:
C: es el para´metro de penalizacio´n para el error. Esto quiere decir que cuanto
mayor sea su valor, menor error se permitira´ en el modelo, pero a la vez, la
capacidad para adaptarse a nuevos datos sera´ menor.
: hace referencia al taman˜o del “tubo”asociado al error “-insensitive”. Hace
que los patrones que no sigan una especie de regresio´n por dentro del “tu-
bo”definido tengan una mayor penalizacio´n.
γ: es el para´metro del kernel gaussiano definido como γ = 1
2σ2
. Se recuerda la
fo´rmula del kernel gaussiano en (3.3.24):
K(xi, xj) = exp
(
−||xi − xj||
2
2σ2
)
= exp(−γ||xi − xj||2) .
Una vez aclarados los para´metros a ajustar del modelo, se va a hacer una revisio´n
de los conjuntos de datos que se han usado para los experimentos. Se han usado tres
divisiones de los datos para las distintas fases de los modelos. Los datos pertenecien-
tes al an˜o 2013, independientemente de su origen, se han usado como conjunto de
entrenamiento (train); los datos de 2014 como conjunto de validacio´n y los datos de
2015 como conjunto de test. En resumen, los modelos se ajustan con los datos de
2013 y 2014 para tratar de predecir la produccio´n total de la Espan˜a peninsular en
2015.
Como se comento´ anteriormente, hay que realizar una hiperparametrizacio´n de
SVR para encontrar los para´metros o´ptimos del modelo para cada experimento. La
forma de hacerlo consistio´ en definir unos rangos para cada uno de los para´metros y
probar todas las combinaciones posibles entre ellos aplicados a los datos de entrena-
miento. Para cada conjunto de valores de los tres para´metros se constru´ıa un modelo
sobre los datos de 2013 y se predec´ıa sobre 2014. Cada uno de estos resultados se
almacenaba en un fichero. De esta forma, se pod´ıa saber cua´l era el mejor resultado
obtenido calculando el MAE de 2013 y 2014 y con que´ conjunto de para´metros se
hab´ıa logrado. Posteriormente, esos para´metros se usaban para entrenar el modelo
final sobre 2013, que predecir´ıa sobre 2015. Finalmente, se obtiene una medida del
error usando el MAE. En el primer experimento se explicara´ de nuevo este proceso,
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orienta´ndolo de forma ma´s concreta al desarrollo.
Este procedimiento general es la base de todos los experimentos, aunque en algu´n
caso presentan adema´s otras particularidades que se comentara´n en cada uno de ellos.
4.2. Prediccio´n con el modelo determinista hora-
rio
En este primer experimento el objetivo es predecir la produccio´n de energ´ıa foto-
voltaica que se obtuvo en 2015 a partir de los datos de 2013 y 2014 usando los datos
del modelo determinista en formato horario. Por tanto, como se ha explicado en la
seccio´n anterior, se van a usar tres conjuntos de datos: 2013 para entrenamiento,
2014 para validacio´n y 2015 para test. El error se va a medir en te´rminos del Mean
Absolute Error (MAE).
El proceso que se ha seguido para este experimento es el siguiente: En primer
lugar se ha ejecutado el proceso de validacio´n, en el que se han entrenado tantos
modelos como combinaciones de para´metros se ten´ıan (en este caso 120) y se ha
usado la matriz de 2014 para calcular el MAE de validacio´n. Posteriormente, se han
escogido los para´metros que han obtenido un menor MAE en validacio´n y se han
usado para entrenar un modelo cuyo conjunto de test va a ser la matriz de datos de
2015. Tras este paso, se obtiene el MAE en test, que es realmente el que interesa.
El rango de los para´metros que se ha usado para este experimento se ha definido
de la siguiente forma:
1 C = [10.**k for k in range (0,5)]
2 gamma = l i s t(np.array([2.**k for k in range(-2, 4)])/n_dimensiones
3 epsilon = l i s t(y_train.std() * np.array([2.**k for k in range(-6,-2)]))
Como se puede ver, el para´metro C va a tener siempre los mismos valores, mien-
tras que γ depende del nu´mero de dimensiones que se tengan y  de la desviacio´n
esta´ndar de los datos de produccio´n de 2013. Esta fo´rmula se ha usado como base
para todos los experimentos, aunque en algunos casos se ha variado el rango de los va-
lores que pueden tomar los para´metros con el objetivo de obtener mejores resultados.
Para la prediccio´n con el modelo determinista horario se llevaron a cabo dos ex-
perimentos: uno con los datos a resolucio´n 0.125 y otro con los datos reducidos a
resolucio´n 0.5. Como estos experimentos forman la base de este trabajo, sirvieron
para enfocar el resto de experimentos que les siguieron. Por ese motivo en ambos
experimentos se usaron todas las horas del d´ıa en lugar de quitar las horas corres-
pondientes a la noche, ya que todav´ıa se estaban estudiando las formas de reducir la
dimensio´n del problema.
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Figura 4.2.1: Valores de los para´metros con el MAE obtenido para cada uno para
el modelo determinista horario a resolucio´n 0.125o.
4.2.1. SVR determinista con resolucio´n 0.125o
En este experimento, el conjunto de datos de entrenamiento cuenta con 8760 filas
y 77970 columnas. De forma particular para esta primera prueba, los posibles valores
para cada para´metro con los siguientes:
C = 1.0, 10.0, 100.0, 1000.0, 10000.0
 = 0.4169, 0.8338, 1.6675, 3.3351
γ = 3.2064e-06, 6.4127e-06, 1.2825e-05, 2.5651e-05, 5.1302e-05, 0.0001
Tras lanzar el proceso de validacio´n sobre los datos de 2014 los para´metros que
obten´ıan un menor error eran (C = 10.0,  : 0.4169, γ : 3.2064e-06), con un
MAE de 1.5375. Adema´s, se pudo comprobar la influencia de cada para´metro en
el error obtenido, tal y como se puede observar en la Figura 4.2.1.
Si se analizan las gra´ficas de esta figura, se puede observar que el rango escogido
para el para´metro C es adecuado, ya que el valor escogido es C = 10 y tanto valores
mayores como menores obtienen un MAE mayor. Sin embargo, tanto  como γ obtie-
nen el menor MAE con su valor ma´s pequen˜o, por lo que ser´ıa necesario ampliar los
valores de los rangos de estos dos para´metros para obtener mejores resultados. Sin
embargo, como este experimento se esta´ realizando principalmente con el objetivo de
comparar los resultados obtenidos bajo distintas resoluciones de los datos, no va a
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Figura 4.2.2: Valores obtenidos de la prediccio´n frente a los valores reales con el
modelo determinista a resolucio´n 0.125o (MAE = 2.4199).
ser necesario calcular los hiperpara´metros o´ptimos sino que va a bastar con comparar
ambos experimentos realizados bajo las mismas condiciones.
Tras comprobar que la hiperparametrizacio´n elegida como o´ptima se ajusta a
lo que se quiere probar, se ejecuta el modelo entrenado con estos para´metros para
comprobar el error que se obtiene con los datos de test. En este caso se obtiene un
MAE de 2.4199. Este valor tiene sentido, ya que debe ser un poco mayor que el
de validacio´n debido a que se le esta´n mostrando al modelo datos a los que no ha
tenido oportunidad de ajustarse.
Por otro lado, en la Figura 4.2.4 se comparan los valores de produccio´n obtenidos
frente a los reales medidos en 2015. La gra´fica tiene una tendencia lineal diagonal, lo
que demuestra que el error obtenido en este experimento, pese a que la hiperpara-
metrizacio´n se podr´ıa mejorar, es mı´nimo. Sin embargo, como pasaba en la seccio´n
anterior, el grosor de la gra´fica puede producir confusio´n si no se tienen en cuenta
los factores que se comentaron. Adema´s esta gra´fica se ve ma´s afectada debido a la
gran cantidad de datos que intenta representar.
4.2.2. SVR determinista con resolucio´n 0.5
En este segundo experimento, la resolucio´n de los datos es menor y, por tanto, las
matrices quedan reducidas a 5840 filas y 4176 columnas, ya que adema´s de reducir el
nu´mero de coordenadas se han eliminado las horas de noche. Para poder comparar
los resultados obtenidos con los del experimento anterior, se van a usar los mismos
valores para el rango de los para´metros.
En la fase de validacio´n se obtuvieron como los mejores para´metros (C = 10.0, 
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Figura 4.2.3: Valores de los para´metros con el MAE obtenido para cada uno para
el modelo determinista horario a resolucio´n 0.5o.
= 0.4286, γ = 0.0010), con un MAE de 2.2082. De nuevo, si prestamos atencio´n
a la Figura 4.2.3 se puede observar que, como ocurr´ıa en el experimento anterior, los
para´metros  y γ no esta´n bien ajustados. Sin embargo, esto permite comparar los
resultados con los del experimento anterior.
En la Tabla 4.2.1 se muestran las diez primeras combinaciones de para´metros que
obtuvieron el error ma´s pequen˜o. Como se puede ver, el para´metro C es fijo para las
8 primeras, mientras que tanto  como γ son ma´s variables. Esto hace ver que estos
dos u´ltimos para´metros son ma´s influyentes en el resultado final.
Finalmente, en la fase de test se obtiene un MAE de 2.4459. Si se compara este
valor con el obtenido en el experimento anterior, en el que los datos ten´ıan resolucio´n
0.125o se observa que se ha obtenido un error similar. De esta forma se llega a la con-
clusio´n de que mantener la cantidad inicial de datos no mejora de forma determinante
el modelo, ya que se han obtenido resultados similares con una reduccio´n significa-
tiva de los mismos. En la Figura 4.2.4 se muestra de forma gra´fica el error de test
obtenido en este experimento. En esta ocasio´n puede parecer que la gra´fica es mucho
mejor que la del experimento anterior cuando el MAE es ligeramente peor. Esto es as´ı
debido a que antes se ten´ıan las horas de noche con valor nulo y provocaban que hu-
biera muchos aciertos en ese rango debido a que la radiacio´n nula es fa´cil de predecir.
Una vez comprobada la validez de la reduccio´n de dimensiones de los datos, se
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C  γ MAE
10.0 0.428600 0.000479 2.145441
100.0 0.428600 0.000239 2.147600
10.0 0.857201 0.000958 2.165136
100.0 0.428600 0.000120 2.188276
100.0 0.857201 0.000239 2.195690
10.0 0.857201 0.000479 2.201464
100.0 0.428600 0.000479 2.203042
10.0 0.428600 0.001916 2.215317
100.0 0.857201 0.000120 2.236431
100.0 0.857201 0.000479 2.259804
Cuadro 4.2.1: Las diez combinaciones de para´metros con menor MAE para el modelo
determinista horario a resolucio´n 0.5o.
Figura 4.2.4: Valores obtenidos de la prediccio´n frente a los valores reales con el
modelo determinista horario a resolucio´n 0.5o (MAE = 2.4459).
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Figura 4.2.5: Valores de los para´metros con el MAE obtenido para cada uno para
el modelo determinista horario a resolucio´n 0.5o tras ampliar el rango de valores de
los para´metros.
procede a repetir la hiperparametrizacio´n de este mismo experimento con el objetivo
de obtener los para´metros  y γ o´ptimos. En este caso, la cantidad de valores posi-
bles para los para´metros se ha ampliado hasta 240. En consecuencia, los para´metros
o´ptimos son (C = 10.0,  = 0.02679, γ = 0.0010), con un MAE en validacio´n
de 2.0838.
A diferencia de la otra vez, en la Figura 4.2.5 se puede observar que el valor que
ha tomado el para´metro γ s´ı es el o´ptimo, mientras que el para´metro  sigue man-
teniendo el menor valor que se le ha proporcionado como opcio´n. Se podr´ıa volver a
hiperparametrizar con un rango mayor de valores para este para´metro, pero ser´ıa un
esfuerzo considerable en tiempo comparado con la mejora que supondr´ıa en el error
del experimento. Esto tambie´n queda reflejado en la Tabla 4.2.2, donde se observa
que para un mismo valor de C y γ los valores de  toman diferentes valores sin apenas
afectar al MAE obtenido.
Finalmente, el error en la fase de test del modelo es de 2.2662 y en la Figura
4.2.6 se muestran los valores de prediccio´n de la produccio´n obtenidos mediante el
modelo comparados con los valores reales de produccio´n para 2015. Como se puede
observar, se sigue una tendencia lineal en diagonal siguiendo el ideal representado
por la l´ınea naranja.
46 Cap´ıtulo 4. Experimentos
C  γ MAE
1 10.0 0.026788 0.000958 2.083756
2 10.0 0.053575 0.000958 2.084785
3 10.0 0.107150 0.000958 2.088773
4 10.0 0.214300 0.000958 2.098331
5 10.0 0.428600 0.000958 2.117906
6 10.0 0.053575 0.000479 2.118713
7 10.0 0.107150 0.000479 2.119196
8 10.0 0.026788 0.000479 2.119443
9 100.0 0.053575 0.000239 2.122215
10 100.0 0.026788 0.000239 2.122296
Cuadro 4.2.2: Las diez combinaciones de para´metros con menor MAE para la re-
peticio´n de la hiperparametrizacio´n del modelo determinista horario a resolucio´n
0.5o.
Figura 4.2.6: Valores obtenidos de la prediccio´n frente a los valores reales para el
modelo determinista horario a resolucio´n 0.5o tras la repeticio´n de la hiperparame-
trizacio´n (MAE = 2.2662).
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4.3. Prediccio´n con el modelo determinista triho-
rario
Tal y como se comento´ anteriormente, los datos de los ensembles se encuentran en
formato trihorario, por lo que es necesario usar una interpolacio´n mediante clear-sky
para predecir en formato horario. Por tanto, el objetivo principal de este experimento
es comprobar que dicha interpolacio´n obtiene buenos resultados interpolando resul-
tados en el modelo determinista para el cual ya se tienen resultados y de esta forma
poder aplicarla en los experimentos con ensembles.
En primer lugar se transformaron las matrices que conten´ıan los datos del modelo
determinista con las que se estuvo trabajando en los apartados anteriores al formato
trihorario. A continuacio´n, se realizaron los procedimientos de entrenamiento, vali-
dacio´n y test en este mismo formato de los que se obtuvieron los primeros errores
de validacio´n y test. Finalmente, se aplico´ la interpolacio´n mediante clear-sky a la
produccio´n obtenida y se calculo´ el error cometido, comparando el error resultante
con el obtenido para los datos horarios.
El conjunto de datos determinista convertido al formato trihorario tiene unas
dimensiones de 2920 x 4176. Los posibles valores de los para´metros utilizados en la
hiperparametrizacio´n son los siguientes:
C = 1.0, 10.0, 100.0, 1000.0, 10000.0
 = 0.0774, 0.1547, 0.3095, 0.6189, 1.2379, 2.4757, 4.9514, 9.9029
γ = 5.9866e-05, 0.0001197, 0.0002395,0.0004789, 0.0009579, 0.001916
En esta ocasio´n tambie´n hizo falta ampliar el nu´mero de posibles combinaciones
de para´metros para obtener los hiperpara´metros o´ptimos, que tal y como se obtuvo
en la fase de validacio´n son (C = 100.0,  = 0.07737, γ = 0.0009579), con un
MAE de 5.4631. Las conclusiones respecto a cada uno de los para´metros se repiten
con las del experimento anterior, quedando reflejadas en la Figura 4.3.1 y en la Tabla
4.3.1.
Por otra parte, el MAE obtenido en la fase de test es de 6.0932. Este valor es
aceptable, ya que al estar prediciendo en formato trihorario el error va a ser aproxi-
madamente el triple del que se obtuvo en el horario, debido a que, dicho de forma
muy trivial, cada hora aglutina el error de tres horas diferentes. Nuevamente, en la
Figura 4.3.2 se muestra el error de test. Tal y como se puede apreciar en la gra´fica,
el eje y en vez de llegar hasta 100 como antes llega hasta 250. Esto es debido a que
ahora se esta´ trabajando con datos trihorarios, lo que quiere decir que, repitiendo lo
que se dijo antes, cada punto tendra la suma de 3 horas de produccio´n y por tanto,
el ma´ximo que se puede obtener es aproximadamente 240.
Finalmente, la parte ma´s interesante de este experimento consiste en aplicar el
algoritmo de interpolacio´n explicado en la Seccio´n 4.1.3 a las predicciones trihorarias
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Figura 4.3.1: Valores de los para´metros con el MAE obtenido para cada uno para
el modelo determinista trihorario.
C  γ MAE
1 100.0 0.077366 0.000958 5.463069
2 100.0 0.154733 0.000958 5.466096
3 100.0 0.309465 0.000958 5.474051
4 100.0 0.618930 0.000958 5.487283
5 100.0 0.077366 0.000479 5.505756
6 100.0 0.154733 0.000479 5.507156
7 100.0 0.309465 0.000479 5.518332
8 100.0 1.237860 0.000958 5.527919
9 100.0 0.618930 0.000479 5.549639
10 100.0 1.237860 0.000479 5.618047
Cuadro 4.3.1: Las diez combinaciones de para´metros con menor MAE tras probar
las 240 combinaciones de para´metros para el modelo determinista trihorario.
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Figura 4.3.2: Valores obtenidos de la prediccio´n frente a los valores reales con el
modelo determinista trihorario (MAE = 6.0932).
para comparar el error obtenido con el que se conoce de experimentos anteriores. En
este caso se ha obtenido un MAE de 3.2487, que al compararlo con el 2.2662 que
se obtuvo en el experimento en formato horario se puede ver que la interpolacio´n
incrementa el error en aproximadamente 1. La comparacio´n entre la produccio´n in-
terpolada y la real se puede ver en la Figura 4.3.3.
Este error de interpolacio´n se ha considerado razonable y, por tanto, se da por
va´lido el algoritmo de interpolacio´n para su uso en experimentos con datos trihorarios
como son los de los ensembles.
4.4. Prediccio´n con Ensembles Meteorolo´gicos
En esta seccio´n se describe el experimento para el que se han estado haciendo
todas las comprobaciones previas. Como el modelo de ensembles del Centro Europeo
se compone del ensemble de control y de las 50 variaciones, se van a realizar dos
experimentos. En el primero de ellos se usara´n los datos de 2013, 2014 y 2015 del
modelo de ensembles tal y como se ha venido haciendo hasta ahora. Con esta prueba
se quiere comprobar que el resultado es similar al obtenido con el modelo determi-
nista, ya que segu´n la documentacio´n, este ensemble es el ma´s parecido al modelo
determinista.
Como segundo experimento se usara´n los hiperpara´metros obtenidos en la vali-
dacio´n con el ensemble de control para predecir sobre el an˜o 2015 de cada uno de
los 50 ensembles restantes. De esta forma se van a obtener 50 predicciones distintas,
que se unificara´n mediante una media y una mediana.
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Figura 4.3.3: Resultado de interpolar frente al resultado original con el modelo
determinista trihorario (MAE = 3.2487).
4.4.1. Experimento con el ensemble de control
Para este experimento se siguieron las mismas pautas de los experimentos an-
teriores, siendo necesario tambie´n aqu´ı usar 240 combinaciones de para´metros para
lograr que dos de los tres hiperpara´metros tomaran su valor o´ptimo. El rango de los
valores de los para´metros que se usaron se define a continuacio´n:
C = 1.0, 10.0, 100.0, 1000.0, 10000.0
 = 0.0270, 0.0539, 0.1078, 0.2157, 0.4314, 0.8627, 1.7254, 3.4508
γ = 5.9866e-05, 0.0001197,0.0002395,0.0004789,0.0009579,0.001916
En la fase de validacio´n se obtuvo que la combinacio´n o´ptima de valores de los
hiperpara´metros era (C = 100.0,  = 0.1547, γ = 0.0009579), que como se puede
comprobar es la misma que la obtenida para el modelo determinista en formato triho-
rario a excepcio´n del para´metro . En validacio´n el MAE alcanzo´ un 5.0914, similar
al obtenido con el modelo determinista trihorario. Nuevamente, se puede comprobar
el comportamiento de cada para´metro en la Figura 4.4.1 y en la Tabla 4.4.1.
Finalmente, en la fase de test se obtuvo un MAE de 5.3997, un poco menor
al obtenido en la misma fase del experimento con el modelo determinista trihorario.
En la Figura 4.4.2 se puede apreciar la comparacio´n entre los valores predichos y los
valores reales de la produccio´n en formato trihorario.
Lo que se hizo a continuacio´n fue usar el algoritmo de interpolacio´n mediante
clear-sky para poder hacer una estimacio´n de la prediccio´n para las horas que no
aparecen en el formato trihorario. Tras la ejecucio´n se obtuvo un MAE de 3.0049.
En la Figura 4.4.3 se puede observar este resultado de forma ma´s gra´fica. Al comparar
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Figura 4.4.1: Valores de los para´metros con el MAE obtenido para cada uno para
el modelo del ensemble de control.
C  γ MAE
1 100.0 0.154733 0.000958 5.091352
2 100.0 0.077366 0.000958 5.091540
3 100.0 0.309465 0.000958 5.094268
4 100.0 0.618930 0.000958 5.104518
5 100.0 1.237860 0.000958 5.158648
6 1000.0 0.154733 0.000120 5.218653
7 1000.0 0.077366 0.000120 5.218817
8 1000.0 0.309465 0.000120 5.221666
9 1000.0 0.618930 0.000120 5.238782
10 100.0 0.077366 0.001916 5.251637
Cuadro 4.4.1: Las diez combinaciones de para´metros con menor MAE para el modelo
del ensemble de control.
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Figura 4.4.2: Valores obtenidos de la prediccio´n frente a los valores reales con el
modelo del ensemble de control (MAE = 5.3997).
este error con el conseguido por el modelo determinista trihorario tras la interpo-
lacio´n, se puede observar que es un poco menor, pero no demasiado. Por tanto, la
conclusio´n que se saca de este experimento es que, efectivamente, el ensemble de
control es muy parecido al modelo determinista y usarlo en su lugar no proporciona
grandes beneficios.
4.4.2. Ensembles no control
Tal y como se comentaba en la seccio´n anterior, en este experimento se han usa-
do los 50 ensembles que introducen variaciones a la prediccio´n determinista como
50 conjuntos de test diferentes. Para la parte de entrenamiento y validacio´n se han
usado los conjuntos de datos de 2013 y 2014 del ensemble de control. Con los mejores
para´metros obtenidos se procedio´ a entrenar con los datos de 2013 del ensemble de
control y a predecir con cada uno de los ensembles.
En total se obtuvieron 50 predicciones distintas, pero muy parecidas entre ellas,
como se muestra en la Tabla 4.4.2. Por simplicidad se van a mostrar u´nicamente las
tablas de cuatro ensembles elegidos de forma aleatoria en la Figura 4.4.5.Al tratar
los resultados como una combinacio´n de todos ellos se obtiene de media un MAE
de 5.7767 y una mediana de 5.7874.
Como se ha venido haciendo hasta ahora, hay que aplicar el procedimiento de
interpolacio´n sobre las producciones predichas para poder conseguir la prediccio´n ho-
raria de la produccio´n en el an˜o 2015. Al haberse obtenido 50 predicciones distintas,
primero se interpolara´ cada una de ellas y se calculara´ el error individual y posterior-
mente se volvera´ a calcular la media y la mediana para obtener un error global. En
la Tabla 4.4.3 se muestra el error para cada uno de los ensembles tras la interpolacio´n.
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Ensemble MAE Ensemble MAE
1 5.8401 26 5.7954
2 5.6191 27 5.8238
3 5.6474 28 5.7120
4 6.0125 29 5.7414
5 5.6754 30 5.8196
6 5.7080 31 5.7515
7 5.6812 32 5.8382
8 5.7559 33 5.6988
9 5.7868 34 5.8733
10 5.6382 35 5.9150
11 5.8000 36 5.7613
12 5.8132 37 5.8862
13 5.9553 38 5.8107
14 5.7977 39 5.6046
15 5.7708 40 5.8266
16 5.7364 41 5.6764
17 5.5554 42 5.7259
18 5.9783 43 5.8152
19 5.8098 44 5.8138
20 5.7915 45 5.7241
21 5.5770 46 5.7457
22 5.7923 47 5.7652
23 5.9123 48 5.9315
24 5.7880 49 5.8209
25 5.7790 50 5.7379
Cuadro 4.4.2: Errores para cada uno de los 50 ensembles en formato trihorario.
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Figura 4.4.3: Resultado de interpolar frente al resultado original para el modelo del
ensemble de control (MAE = 3.0049).
Como se hizo para los resultados en trihorario, se calculo´ la media y la mediana
del MAE obtenido para agrupar todas las predicciones. En este caso la media del
MAE es de 3.1054 y la mediana de 3.1093.
Tras este u´ltimo experimento se puede concluir que los resultados de las prediccio-
nes no se ven afectados en demas´ıa por el uso del modelo de ensembles meteorolo´gicos.
4.5. Resultados
En esta seccio´n se va a hacer un resumen de los resultados obtenidos en todos los
experimentos y las conclusiones finales que se han extra´ıdo de los mismos.
Como se puede apreciar en la Tabla 4.5.1, el modelo determinista horario es el
que mejores resultados obtiene. Sin embargo, como el objetivo de este trabajo es
trabajar con ensembles meteorolo´gicos los resultados obtenidos por los experimentos
que usan datos en formato trihorario son los que se van a comparar entre s´ı. Al
contrastar el modelo determinista en formato trihorario con el ensemble de control
se observa que e´ste u´ltimo mejora el error de forma considerable. Por otro lado,
al comparar estos resultados con los producidos por el resto de ensembles, se ve
claramente que este modelo que usa los 50 ensembles no mejora la prediccio´n, sino
que la empeora. Como conclusio´n general, las 50 variaciones que proporciona el
Centro Europeo sobre el modelo determinista no hacen que la prediccio´n sea ma´s
ajustada a la realidad aunque s´ı podr´ıa servir para proporcionar estimaciones de
incertidumbre de las predicciones. Sin embargo, usar el ensemble de control s´ı que
proporciona notables mejoras en el error obtenido.
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Figura 4.4.4: Plot de resultados para los ensembles trihorarios 1, 22, 33 y 50 de
izquierda a derecha y de arriba a abajo.
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Ensemble MAE Ensemble MAE
1 3.1373 26 3.1191
2 3.0521 27 3.1261
3 3.0693 28 3.0838
4 3.1701 29 3.0928
5 3.0758 30 3.1201
6 3.0967 31 3.0847
7 3.0697 32 3.1318
8 3.1059 33 3.0806
9 3.1091 34 3.1320
10 3.0693 35 3.1503
11 3.1170 36 3.1154
12 3.1163 37 3.1179
13 3.1436 38 3.1189
14 3.1097 39 3.0486
15 3.0878 40 3.1318
16 3.0903 41 3.0867
17 3.0308 42 3.0998
18 3.1603 43 3.1230
19 3.1080 44 3.1088
20 3.1117 45 3.0876
21 3.0336 46 3.0848
22 3.1157 47 3.1086
23 3.1486 48 3.1521
24 3.1094 49 3.1232
25 3.1096 50 3.1007
Cuadro 4.4.3: Errores para cada uno de los 50 ensembles tras la interpolacio´n.
Experimento MAE test MAE test interpolacio´n
Determinista horario 0.125o 2.4199 X
Determinista horario 0.5o 2.4459 X
Determinista horario 0.5o segunda hiperparametrizacio´n 2.2662 X
Determinista trihorario 6.0932 3.2487
Ensemble de control 5.3997 3.0049
50 Ensembles (media) 5.7767 3.1054
50 Ensembles (mediana) 5.7874 3.1093
Cuadro 4.5.1: Resultados globales.
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Figura 4.4.5: Plot de resultados tras la interpolacio´n para los ensembles 1, 22, 33 y
50 de izquierda a derecha y de arriba a abajo.
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Cap´ıtulo 5
Conclusio´n y Trabajos Futuros
5.1. Resumen
A continuacio´n, se muestra un resumen de esta memoria.
En el Cap´ıtulo 2 se presentaron los conceptos ba´sicos de la energ´ıa fotovoltaica
as´ı como sobre sus posibles formas de prediccio´n, entre ellas las NWP, y el modelo
clear-sky. El cap´ıtulo termina explicando la seleccio´n de variables que se llevo´ a cabo
de cara a los modelos.
En el Cap´ıtulo 3 es donde se ahonda en los principales me´todos de Machine Lear-
ning que se estudiaron para abordar el problema de prediccio´n. Se han presentado
los fundamentos de optimizacio´n convexa, esto es, los problemas primal y dual y la
teor´ıa Lagrangiana. Tambie´n se ha descrito SVC y en mayor detalle SVR . Adema´s,
se han comentado algunas de las implementaciones de SVR, como son : SMO, Des-
censo Dual por Coordenadas y Pegasos.
En el Cap´ıtulo 4 se explican en detalle todos los experimentos realizados para
este proyecto y los resultados obtenidos en cada uno. Adema´s, se justifica el uso del
algoritmo de interpolacio´n a la hora de trabajar con datos en formato trihorario.
El cap´ıtulo termina resumiendo en una tabla las conclusiones sobre los resultados
obtenidos.
5.2. Interpolacio´n por Clear-Sky
Como se ha visto en el Cap´ıtulo 4, fue necesario implementar un algoritmo de
interpolacio´n, ya que el Centro Europeo proporciona los datos en formato trihorario
acumulado y para la prediccio´n tienen que estar en horario desacumulado.
Se eligio´ el modelo clear-sky como referencia por su comportamiento parecido al
de la produccio´n a lo largo de un d´ıa. Sin embargo, podr´ıa ser ma´s efectivo usar el
algoritmo para poner en formato horario las variables de radiacio´n, ya que son las
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u´nicas que siguen el modelo clear-sky.
Para comprobar la efectividad de dicho algoritmo se escogio´ una columna del
conjunto de datos del modelo determinista correspondiente a una longitud y latitud
de la pen´ınsula y a las cinco variables de radiacio´n que se ten´ıan descargadas. A
continuacio´n, se realizo´ el mismo procedimiento que en el experimento con el modelo
determinista trihorario, con la diferencia de que ahora en vez de interpolar la pro-
duccio´n obtenida, se interpolaron las variables de radiacio´n.
En la Figura 5.2.1 se muestra en que´ grado se ajusta la prediccio´n de los valores
horarios de cada variable tras aplicar la interpolacio´n mediante clear-sky a los valores
reales de cada una. Como se puede observar, las variables CDIR y SSRC obtienen
una interpolacio´n casi perfecta. Esto es as´ı porque ambas son obtenidas a partir del
clear-sky. Tambie´n se observa que SSR y SSRD se parecen mucho, por tanto, solo
una de las dos se uso´ como variable de los modelos, SSR.
Tras esta pequen˜a prueba se puede decir que ser´ıa viable interpolar las variables
de radiacio´n antes de entrenar los modelos y se propone como parte de los trabajos
que podr´ıan continuar este. Por otro lado, esta interpolacio´n es probable que no se
adapte a las variables que no son de radiacio´n, por lo que habr´ıa que investigar otro
tipo, como podr´ıa ser la interpolacio´n cu´bica.
5.3. Conclusiones finales
En este proyecto se ha realizado una fase de ana´lisis de los distintos algoritmos
que se han encontrado en la literatura para resolver problemas de prediccio´n de la
produccio´n de energ´ıa fotovoltaica, como pueden ser SVR, Descenso Dual por Coor-
denadas o Pegasos. Finalmente, se escogio´ SVR por ser el ma´s utilizado y el que a
priori obten´ıa mejores resultados en este tipo de problemas para realizar los expe-
rimentos. Como lo que se quer´ıa estudiar era co´mo afectaba el uso del modelo de
ensembles del Centro Europeo a la prediccio´n horaria, se implemento´ un algoritmo
de interpolacio´n basado en clear-sky para pasar los resultados en formato trihorario
a formato horario.
Como conclusio´n final tras analizar los resultados obtenidos por todos los expe-
rimentos, se puede afirmar que el uso de los 50 ensembles meteorolo´gicos no pro-
porciona mejor´ıa en los resultados de los modelos. Por tanto, se recomienda el uso
del ensemble de control, que s´ı mejora de forma notable los resultados obtenidos
con el modelo determinista trihorario. Un punto de intere´s futuro es usar los ensem-
bles NWP para dar estimaciones de la incertidumbre asociada a las predicciones de
energ´ıa.
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Figura 5.2.1: Comparacio´n de los valores obtenidos mediante la interpolacio´n con
los valores horarios reales de cada una de las variables de radiacio´n.
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