Faithful manipulation of shape, material, and illumination in 2D Internet images would greatly benefit from a reliable factorization of appearance into material (i.e., diffuse and specular) and illumination (i.e., environment maps). In this work, we propose to make use of a set of photographs in order to jointly estimate the non-diffuse materials and sharp lighting in an uncontrolled setting. Our key observation is that seeing multiple instances of the same material under different illumination (i.e., environment), and different materials under the same illumination provide valuable constraints that can be exploited to yield a high-quality solution (i.e., specular materials and environment illumination) for all the observed materials and environments. Technically, we enable this by a novel scalable formulation using parametric mixture models that allows for simultaneous estimation of all materials and illumination directly from a set of (uncontrolled) Internet images. At the core is an optimization that uses two neural networks trained on synthetic images to predict good gradients in parametric space given observation of reflected light. We evaluate our method on a range of synthetic and real examples to generate highquality estimates, qualitatively compare our results against state-of-the-art alternatives via a user study. Code and data are available on the project website 1 .
Introduction
Estimating realistic material (i.e., reflectance) and illumination along with object geometry remains a holy grail of shape analysis. While significant advances have been made in the recent years in predicting object geometry and pose from 'in the wild' Internet images, estimation of plausible material and illumination has remained elusive in uncontrolled settings and at a large scale.
Successful material and illumination estimation, however, will enable unprecedented quality of AR and VR applications like allowing realistic 'transfer' of objects across multiple photographs, or inserting high-quality replicas of virtual objects into Internet images. For example, in Figure 1 , imagine transferring the red chair from one image to another. Currently, this task is challenging as we neither have access to the (red) chair's material, nor the illumination in the target scene.
In this paper, we investigate the problem of material and illumination estimation directly from 'in the wild' Internet images. The key challenge is that material and illumination are never observed independently, but only as the result of the convolving reflection operation with (estimated) normal direction and view direction (assuming access to rough geometry and pose estimates). Thus, in absence of further assumptions, we cannot uniquely recover material or illumination from single observations (i.e., images). Instead we rely on linked observations. We observe that often Internet images record the same objects in different environments (i.e., illuminations), or multiple objects in the same environments. Such linked observations among all the materials and illuminations form a (sparse) observation matrix providing critical constraints among the observed materials and illumination parameters. We demonstrate that such a special structure can be utilized to robustly and accurately estimate all the material and illumination parameters through a global optimization.
We choose a formulation based on the basic rendering equation in combination with available per-pixel geometry estimation. However, there are multiple challenges: (i) access to only approximate proxy geometry for the scene objects with rough pose estimates leads to inaccurate normal estimates; (ii) partial observations due to view bias (e.g., chair backs are photographed less often) and sparsely observed normal directions (e.g., flat regions in man-made objects); (iii) working with the rendering equation when updating material and illumination parameters in an inverse problem setup is inefficient in a standard physically-based rendering pipeline; and finally, (iv) access to limited data due to sparsely observed joint material-illumination pairs. In order to overcome the above challenges, we propose a novel formulation using parametric mixture models. We propose to approximate the reflection operator and its derivative with respect to material and illumination in terms of Anisotropic Spherical Gaussians (see [48] ) that can be efficiently utilized to jointly optimize for the materials and illumination at a large scale (i.e., involving multiple materials and illuminations). This optimization is driven by two neural networks that were trained on a large set of materials and illuminations to estimate accurate gradients. We extensively evaluate our method on both synthetic and real data, both quantitatively and qualitatively (using a user study). We demonstrate that increasing the amount of linked material-illumination observations improves the quality of both the material and illumination estimates. This, in turn, enables novel image manipulations previously considered to be very challenging.
Related Work
Materials and illumination estimation from images. The classic intrinsic image decomposition problem [6] is highly ambiguous as many shapes, illuminations, and reflectances can explain one observation made. When geometry and material for the objects in an image are known, finding the illumination is a problem linear in a set of basis images [24] . Reflectance maps [15] can also be used to map surface orientation to appearance, allowing for a limited range of applications, such as novel views [33] . In absence of such information, alternatives regularize the problem using statistics of each component such as texture [34] , or exploit user annotations on Internet images [7] to develop a CRF-based decomposition approach.
Haber et al. [14] used observations of a single known geometry observed in a small set of images to estimate a linear combination of basis BRDFs and pixel-basis lighting. Aittala et al. [1] capture texture-like materials by fitting SVBRDF using texture statistics to regularize a non-linear optimization on single image capture. An alternate recent trend is to use machine learning to solve inverse rendering problems. Deep learning of convolutional neural networks CNNs (cf., [21] ) has been used to decompose Lambertian shading [38, 4] , albedo in combination with other factors [27] , intrinsics from rendered data [35] , decompose images into rendering layers [17, 22, 26] , or multiple materials under the same illumination [12] .
Image and shape collections. Visual computing has made increasing use of data, particularly image and/or shape collections with the aim to exploit cross observations. Starting from illumination [9] and its statistics [10] , measurements of BRDFs [25] , we have seen models of shape [30] , appearance [28] , object pose estimate [3] , object texture [44] , object attributes [16] made possible by discovering correlation across observations in image and/or 3D model collections. In the context of shape analysis, mutual constraints of instances found across images or 3D scenes in the collection have been used to propose room layouts [49] , material assignments [18] , or scene color and texture assignments [8] . Instead, we directly estimate materials and illumination, rather than solving an assignment problem.
Overview
Starting from a set of linked photographs (i.e., multiple objects observed in different shared environments), our goal is to retrieve object geometry with pose predictions and estimate per-object materials and per-environment illuminations. The estimated information can then be used to faithfully re-synthesize original appearance and more importantly, obtain plausible view-dependent appearance. Figure 2 shows baseline comparisons to alternative approaches to assign materials to photographed objects. We observe that even if the geometry and light is known, the highlights would either be missing (using intrinsic image [5] for estimating average albedo), or not move faithfully (e.g., with projective texturing) under view changes.
As input, we require a set of photographs of shared objects with their respective masks. In particular, we assume the materials segmentation to be consistent across images. As output, our algorithm produces a parametric mixture Figure 2 . Comparison to alternatives (projective texturing, average RGB of intrinsic images [5] ). We see that only a proper separation into specular materials and natural illumination can predict appearance in novel views. Other approaches miss the highlight, even in the original view (average of intrinsic), or does not move under view changes (projective texturing). Please refer to the accompanying video to judge the importance of moving highlights under view changes. model (PMM) representation of illumination (that can be converted into a common environment map image) for each photograph and the reflectance parameters for every segmented material. We proceed in three steps. First, we estimate object geometry and pose, and convert all the input images into an unstructured reflectance map for each occurrence of one material in one illumination in Section 4.1. Since we work with very few images collected from the wild, our challenge is that this information is very sparse, incomplete, and often contradict each other.
Second, we solve for illumination for each image and reflectance model parameters for each material in Section 4.4. This requires combining a very large number of degrees of freedom, as fine directional lighting details as well as accurate material parameters to be estimated. The challenge is that a direct optimization can easily involve many variables non-linearly coupled and lead to a cost function that is highly expensive even to evaluate as it involves solving the forward rendering equation, e.g., [23] . For example, representing images and illumination in the pixel basis leads to an order of 10 4 -10 5 variables (e.g., 128 × 256×number-ofenvironment-maps). At the same time, evaluating the cost function for every observation pixel would amount to gathering illumination by iterating all pixels in the environment map, i.e., an inner loop over all 128 × 256 environment map pixels inside an outer loop across all the 640×480×numberof-images-in-the-set observations. This quickly becomes computationally intractable.
Instead, we introduce a solution based on parametric mixture-model (PMM) representation of illumination to inverse rendering, which has been successfully applied to forward rendering [13, 43, 47, 48, 41] . Our core contribution is to take PMM a step further by introducing the parametric mixture reflection operator and an approximation of its gradient, allowing to solve the optimization in a scalable fashion involving many materials and environments. The gradient approximation uses a neural network (NN) to map from observed reflected light, illumination and material parameters to changes of illumination and material parameters. The NN is mainly to accelerate the computation that otherwise would require solving the rendering equation. It is trained on a set of synthetic images rendered from many illuminations and many materials.
Third, the estimated material and illumination information can directly be used in standard renderers. The challenge in such applications is to capture view-dependent effects such as moving highlights.
Algorithm

Acquiring Geometry and Reflectance Maps
We start from a set of images with the relevant materials segmented consistently across the image set. Designer websites (e.g., Houzz) and product catalogs (e.g., Ikea) regularly provide such links. We assume that the links are explicitly available as input. First, we establish a mapping between illumination material-pairs and observed appearance. Per-pixel labels. For the input images, we used per-pixel orientation (screen-space normals) ( Figure 3 ) obtained using render-for-CNN [37] trained on the ShapeNet to retrieve object geometry and pose estimates. We found this to provide better quality normal predictions than those obtained via per-pixel depth [11] and normal [45] estimation.
Reflectance maps. The rendering equation [20] states
where x is the position, n the surface normal at location x, < · > + is dot product clamped between [0, +∞), ω o the observer direction, L o is the observed radiance, L e is light emission, L i is the incoming illumination, and f r the bidirectional reflectance distribution function (BRDF) [29] .
We assume a simplified image formation model that allows for using a slightly generalized variant of reflectance maps [15] : (i) distant illumination, (ii) convex objects, i.e., no shadows or inter-reflections, (iii) spatially invariant BRDFs, and (iv) no emission. Note that we do not assume a distant viewer as typical reflectance map does. This simplifies Eq. 1 to
A classic reflectance map is parameterized either by normal n or by the observer direction ω o . Instead of making such a split, we take a less structured approach tailored to our problem: an unstructured reflectance map (URM) denoted by O that uses a list that holds in each entry a tuple of (i) normal o n , (ii) half-angle vector h (cf. Figure 4) , (iii) observed radiance o L , and (iv) indices o m and o i of the material and illumination, respectively. We denote h as the half-angle vector for front (−z) and observer direction, h = (< 2n, ω o > ·n − ω o + (0, 0, −1))/2. This parametrization will provide a more convenient way to index information. An example visualization of the URM by projecting the n as well as the h coordinate using latitudelongitude is seen in Figure 4 . To acquire the URM from an image with given per-pixel position and orientation, we apply inverse gamma correction (γ = 2.2) such that o L is in physically linear units. We use a simplified pinhole camera model with an equivalent 35mm focal length. Further, we do not differentiate between objects and consider only their materials (i.e., an object with two material parts are essentially treated as two materials).
Representation
Illumination. We use Parametric Mixture Models (PMMs) to represent illumination.
PMMs have been used for pre-computed light transport [13, 40, 43] , BTF compression [47] , interactive rendering [39] , importance sampling [41] , or even in caustic design [32] . A PMM encoded as
is a sum of n p lobe functions p(ω|Θ l ) that depend on a parameter vector Θ l to approximate, in our setting, the incoming or outgoing light function L(ω). All parameter vectors Θ l of one PMM are combined in a parameter matrix Θ.
In our case, the domain of g is the sphere Ω parameterized using latitude-
As mode functions, we employ Isotropic Spherical Gaussians (ISGs) [13, 40, 41 ]. An ISG lobe has the form
where w ∈ R + is the weight of the lobe, σ is its variance and z the mean direction. Consequently, a lobe is described by parameter vector Θ = (w, σ, z). To work with RGB values all weight components w in this paper are vectorvalued, but the variance parameter σ is scalar. For each image, we use an ISG PMMs with n p = 32 components to represent unknown illuminations.
Material. We assume the material to be of the form
a parametric model that can be split into the weighted sum of a diffuse and a specular component f d and f s with weights k d and k s , repectively. We choose Lambertian as the diffuse model and GGX [42] that has a single roughness parameter r as the specular model. The material parameters are therefore a tuple ρ = (k d , k s , r) ∈ R 7 of RGB diffuse and specular reflectance and a scalar roughness parameter. We denote the BRDF parameter vector of material j as ρ (j) . Note that we do not need to represent f r using a PMM, which would introduce unnecessary approximation.
Reflection
Using standard notation [2] for light transport, we express reflection as an operator R, mapping the function of incoming light L i → L o :
When using an ISG to represent the illumination, we suggest to use a parametric reflection operator R(Θ|ρ) that maps from a single illumination ISG lobe Θ and a material ρ to reflected light. As we assume the BRDF to be a sum of a diffuse and a specular part, we can similarly define D and S that are respectively the diffuse and the specular-only reflection and R = D + S. So, finally we have Figure 6 . Evaluation of the neural network. The first row shows GT renderings with a GT envmap. The second row shows again GT rendering, but using the GMM fit to the envmap. This is an upper bound on the NN quality, as it works on the GMM representation. The third row shows the NN result. In the horizontal direction, specular results of increasing roughness are followed by the diffuse result in the rightmost column. The plots on the right below show the error distribution as a function of different parameters.
Formulation
Our task is to find a set of illuminations and a set of materials that explain the acquired observations (see the previous section). Next, we describe how to represent reflectance and illumination as well as introduce the parametric reflectance operator, its derivative with respect to material and illumination, and an approximation method for efficient joint optimization for material and illumination given the observations (see Figure 5 ).
Cost function. Our main objective function quantifies how well a set of materials and illuminations explain the input observation. It should be fast to evaluate and allow for an effective computation of its gradient with respect to illuminations and materials in order to be useful in an optimization. We formulate the objective as:
The gradient of this function with respect to the illumination and material comprises of evaluating R, which involves convolving an illumination lobe with the BRDF. This is both costly to compute and we need to find its derivative. To this end, we will employ a learning-based approach.
Neural network. The input to this neural network (NN) is the parameters of a single illumination lobe, the material parameters, and the observation direction ω. The NN can do this mapping faster, than Monte Carlo-rendering could do, that solves the rendering equation by averaging many samples. On 100 random roughness values, it takes our NN 0.22 s on average to compute an image (with 10 k pixels and 50 illumination lobes) that is similar to a MC image computed in 5.7s (DSSIM 0.039; 0 meaning identical).
We call this approximationR. The output is an RGB value. We keep the NNs for the diffuse and specular components to be separate and independently process the RGB channels. The corresponding approximations using NNs are denoted asD andŜ, respectively. The network architecture is shown in Figure 7 . The input to the network is a 12dimensional vector and differs between diffuse and specular NNs. Both consume the parameters of a single illumination lobe (direction and variance). However, the diffuse net consumes the normal while the specular net consumes the half-angle. All layers are full convolutional with 288 units in each layer. The networks are trained from 200 k samples from renderings of spheres produced using Blender. We use two million random view-normal-pairs with appearance from random MERL materials and random illumination for training and testing. An evaluation of this architecture is found in Figure 6 . Prior. Several models for the statistics of illumination [10] and BRDFs [25, 31] exist. All these could be included in the prior in Eq. 7. Instead of using any advanced prior, we here opt for the most simple method that can disambiguate situations that are not unique even for a set of input images: if multiple explanations are possible, we choose the one where the illumination is colorful. In other words: Observing a sphere that is red is rather interpreted as a red-material sphere under white light than a white-material sphere under red light. Note that α is set to a value that is so low that it only affects ambiguous input. To this end, our prior penalizes the variance of the illumination lobe colors i.e., their RGB weights, as in
In other words by, first computing the average color of all lobes q(Θ) and second the variance V(q(Θ)) of those three channels.
Optimization. Armed with a fast method (see above) to evaluate the cost function, we employ L-BFGS [50] in combination with randomization. As the full vector O does not fit into memory, we use a randomized subset that fits GPU memory in each iteration and dynamically change the randomization set across iterations. We stop when each observation on average has been sampled 5 times.
Rendering
For rendering, the result of the optimization is simply converted into an HDR environment map image by evaluating the estimated PMM for each pixel. Such an environment map along with estimated diffuse/specular parameters are then used with standard offline and online rendering applications as shown in our results.
Results
We use L-BFGS solver for all the experiments. The complexity of our optimization in terms of the number of variables is (7m + 6n p n) and hence is linear in terms of the number of input entries in the material×environment observation matrix. For example, for a five-photo, five-material matrix dataset, it costs about 30 minutes using a NVIDIA Titan X GPU. Pre-training the reflection operator R, both diffuse and specular components, takes about three hours on the same specification.
Evaluation
Datasets
We evaluated our method using three types of data sets, each holding multiple image sets acquired in different ways. The full resolution images and result images/video are included in the supplementary material.
The first comprises of SYNTHETIC images rendered using Mitsuba [19] , a collection of HDR environment maps and MERL [25] materials. Note that here we have access to ground-truth per-pixel normals and material labels. Here, we have rendered 3 objects in 3 different scenes with both spheres and real-world shapes that allow synthetic recombination in an arbitrary fashion.
The second data set consists of real images collected from the INTERNET. We have manually selected the images (using iconic object name-based Google search) and masked the image content. This dataset has three sets of photographs: the LAPD car (INTERNET-LAPD), the Docksta table (INTERNET-DOCKSTA), and the Eames DSW The second row the reflectance maps. The observed ones are marked with black circles. In this example, all are observed. When an RM is not observed, it is re-synthesized. The third row shows our estimated illumination. Recall, that it is defined in camera space. The fourth row contains a re-synthesis using our material and illumination. Please note, that such a re-synthesis is not possible using a trivial factorization as all images have to share a common material that sufficiently explains the images. The last row shows a re-synthesis from a novel view, as well as a rendering of the materials in a new (Uffizi) illumination. chair (INTERNET-EAMES) (see supplementary). For geometry, we used coarse quality meshes available from ShapeNet. Images are good for qualitative evaluation but do not allow to quantify the error in novel views.
The third dataset contains PHOTOS we have taken from designer objects we choose under illumination conditions (in our labs and offices). We have 3D-scanned these objects (using Kinect) to acquire their (rough) geometry. The photos are taken in five different environments and 7 materials are considered.
Qualitative evaluation
Visual quality. We show results of our approach in Figure 8 and in the supplementary. We evaluate the main objective of our approach, i.e., estimating illumination and reflectance from a photo set. In each figure, we show the input images, rendering of all objects' materials from original view (with the background from input images) and a novel view as well as visualizations of the material and illumination alone. Input images are shown on the top with the outputs we produce on the bottom (see supplementary for full images). Observed reflectance maps are shown encir-cled in black. The objects are rendered from an identical novel view, which is more challenging than rendering from the original view. The material is shown by re-rendering it under a new illumination. The exposure between all images is identical, indicating that the reflectance is directly in the right order of magnitude and can transfer to new illuminations. While the illumination alone does not appear natural, shadow and shading from it produce plausible images, even of unknown materials or new objects. Recall that large parts of the objects are not seen in any of the input images and hence large parts of the environment maps are only estimated from indirect observation. Recall that our method does not use any data-driven prior to regularize the results.
The INTERNET-LAPD in Figure 8 shows a single object made from multiple materials. Please see the supplemental video for an animation of the highlights under changing view or object rotations. The geometry of all objects in this part (except the chairs) is very approximate and acquired by a depth sensor. Still a good result quality is possible.
Quantitative evaluation
We evaluate the effect of certain aspects of our method on the end-result (see supplementary). The error is quantified as DSSIM [46] structural image distance (smaller distance indicates better match) between a reference image rendered with known illumination and material compared to another rendering using our estimated material and illumination. Images were gamma-corrected and linearly tone-mapped before comparison.
Comparison
We compare possible alternatives to our approach as shown in Figure 2 and supplementary material. A simple approach could be using image-based rendering based approaches [36] , however, these approaches require either flat geometry or a high-enough number of images to reproduce specular appearance, neither of which is available in our input images that show a single image of one condition only. Effectively, IBR would amount to projective texturing in our setting, that is compared to our approach in Figure 2a . An alternative could be to run a general intrinsic image approach [5] on the input images and use the average pixel color of the albedo k d image as the diffuse albedo. The specular could then be the color that remains. While this would provide a specular value k s , it is not clear how to get a glossiness value g (see Figure 2b ).
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Ours Single Joint Figure 9 . Comparison of a single-image method [31] (first row), our approach using a single input image only (middle) and our full approach (last row) on a synthetic input.
While we work on a set of images with normals, other work can produce materials an illumination from a single image [31, 12] . while the inputs different, it is clear that any competitive method working on multiple images, must perform better than previous work working on a single image. In Figure 9 we compare a method working on three individual SYNTHETIC images from a set [31] , a variant of our method working on that set with isolated images, and our full approach jointly working on all the images.
Application
A typical application of our approach is photo-realistic manipulation of objects in Internet images as shown in Figure 1 . Having estimated the material and illumination parameters from all the images, we can insert virtual replica into the image, transfer reflectance estimated from other Internet images to new scenes, or introduce new object with material under the estimated illumination (see supplementary for figures).
User Study
We have compared our approach to the similar approach (SIRFS) that extract intrinsic images and lighting in a user study. When asking N = 250 subjects if one of five animated turn-table re-renderings using our material information or the model of SIRFS is preferred when showing both in a space-randomized 2AFC the mean preference was 86.5 % in our favor (std. error of the mean is 2.1 %). The chart of the user response, their mean, the exact sample counts and standard errors for individual images are presented in Figure 10 . Figure 10 . User study results. the vertical axis is the preference for ours, so more is better. Kinks are standard error of the mean, where small means certainty about the outcome.
Conclusion
We presented a novel optimization formulation for joint material and illumination estimation from sets of Internet images when different objects are observed in varying illumination conditions sharing coupled material and/or illumination observations. We demonstrated that such a linked material-illumination observation structure can be effectively exploited in a scalable optimization setup to recover robust estimates of material (both diffuse and specular) and effective environment maps. The estimations can then be used for a variety of compelling and photo-realistic image manipulation and object insertion tasks.
