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1. INTRODUCTION 
In [l] Kaniel, using rather long and involved arguments,l derived a number 
of interesting results concerning the existence of solutions for a class of 
nonlinear equations with quasicompact operators defined in a Banach space. 
It is our purpose in this paper to generalize and simplify some of Kaniel’s 
results and their proofs, and then to use the new results thus obtained to 
deduce the validity of almost all known fixed point theorems and to investigate 
the convergence of the projection method for the construction of solutions 
and fixed points. 
With this purpose in mind we introduce and investigate a rather general 
class of nonlinear operators defined in a Banach space which we call proiec- 
tionally-compact or, for short, P-compact. After establishing in a simple 
fashion some preliminary results for finite dimensional spaces, the first main 
result of our paper is an elementary and short proof of an existence theorem 
(i.e., Theorem 2 in Section 3) which, for a particular choice of a parameter, 
reduces to a fixed-point theorem for P-compact operators. Moreover, the 
method of our proof is constructive. In fact, in Section 5 we show that it is 
essentially the projection method of which the Galerkin method is one of its 
simplest realizations. The latter methods are known [2, 3, 4, 5, 61 to play an 
important role in the approximate solution of linear and lately also of non- 
linear equations. In addition our conditions have a form which not only 
admits a simpler investigation but also, at the same time, seems to be more 
natural and suitable for applications. 
Thus, after proving in Section 3 that P-compact operators include, among 
1 After this paper had been written I had an opportunity to discuss its results and 
methods with S. Kaniel. During this discussion Kaniel informed me that the final 
revised version of his paper [l] contains simplifications of some of his proofs and is 
slightly different from the version of which I have a preprint. 
228 
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others, completely continuous and quasicompact operators, in Section 4 
we deduce from our fixed point theorem the fixed point theorems of Schauder 
[7], Rothe [S], K rasnoselsky [2], Altman [9], Kaniel [l], and others. In case 
the underlying space is a Hilbert space, the class of P-compact operators 
includes continuous, demicontinuous, and weakly continuous monotone 
operators which have recently been studied in a number of papers by Minty 
[lo, 111, Browder [12, 13, 141, Dolph and Minty [15], Vainberg and 
Kachurovsky [16], Shinbrot [17], 2 arantonello [18], Petryshyn [6, 19, 201, 
Kaniel [1], and others. Thus in this case, using the arguments similar to 
those of Kaniel, we deduce from our results the corresponding results for 
monotone operators obtained by Minty, Browder, and Shinbrot. We thus 
supply elementary and constructive proofs of all the results mentioned 
above. 
Finally, as was already mentioned, in Section 5 we consider the problem 
of approximate construction of fixed points for P-compact operators by 
means of the projection method and under certain conditions establish the 
convergence of the entire sequence of approximations and give an error 
estimate. 
The author is indebted to S. Kaniel for having made a draft of [l] available 
to him. 
2. PRELIMINARY RESULTS IN FINITE DIMENSIONAL SPACE 
Let X be a finite dimensional Banach space; let B, denote the closed ball 
in X of radius r > 0 about the origin and let S’, denote the boundary of B, . 
We first give a simple and short proof of an essentially known theorem and 
indicate its generality and unifying property by showing that many other 
related results, which are usually proved by long and sometimes complicated 
arguments, follow directly from it. Furthermore, the formulation of its 
conditions lends itself very nicely for the derivation of similar results in an 
infinite dimensional Banach space. 
THEOREM 1. Let A be a continuous mapping of B, into X and let p be any 
constant. Then there exists at least one element u in B, such that 
Au - pu = 0, (1) 
provided that the mapping A satisfies either the condition 
or some x in S, the equation Ax = CGZ holds then 01 < p 
or(~~Z!n~Ez . . 
(np”) If for some x in S, the equation Ax = orx holds then (Y >, p. 
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PROOF. Assume that A satisfies the condition (JJ,“.). Consider the map- 
ping Cx = Ax - px + x and the retraction mapping R of X on B, defined 
bY 




if 1 xl ;>r. 
If for all x in B, we define the mapping C,x = RC(x), then it follows that 
C, is a continuous mapping of B, into B, . Hence, by Brouwer’s fixed point 
theorem, C, has a fixed point u in B, . But then u is also a fixed point of C. 
Indeed, if u E (B, - S,), then it follows that Cu = u, since in this case the 
assumption of the equality 
cu - 11 cu 11 u 
Y (3) 
would yield the contradiction of I/ u /I < Y. If u E S, and u is not a fixed 
point of C, then h = 11 Cu II/r > 1 and, in view of our definition of C, (3) 
implies that Ai = (X - 1 + p) u for u ES, and 01s h - 1 +,u > p, 
which is excluded by our condition (HP<). Thus u is a fixed point of C and 
therefore, satisfies Eq. (1). 
To prove Theorem 1 under condition (n,>), define the operator B by 
Bx = 2px - Ax and observe that B satisfies the condition (n,“) if and only 
if A satisfies the condition (I’J,>). H ence, by the first part of Theorem 1, 
there exists an u E B, such that Bu = pu, i.e., u satisfies (1). 
REMARK 1. If in condition (n,lc) (or in condition (Jj@>)) we require that 
01 < p (or that 01 > p), then an element u which satisfies Eq. (1) lies in the 
interior of B, , that is /I u 11 < r. 
REMARK 2. If A satisfies the conditions of Theorem 1 with p = 0 (or 
/.L = I), then there exists at least one point u in B, such that Au = 0 (or 
Au = u). 
REMARK 3. It is interesting to observe that conditions (n,<) and (nPa) 
are respectively equivalent to the conditions 
(I) Ax - TX # 0 for all x in S, and any 7 > p 
and 
(II) Ax - TX # 0 for all x in S, and any 7 < p. 
Consequently, our Theorem 1 is equivalent to Theorem 1 proved by 
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Kaniel [l] in a more complicated way1 for A satisfying (II) with p = 0. 
Let us add that, as was noted in [l], this last theorem was first proved by 
Poincare and then again by Bohl. 
Let us also note that many other less general conditions (both old and new) 
satisfied by A on S, , which were used to prove the existence of zeros or of 
fixed points of A, imply either condition (I&“) or condition @I,>). Indeed, 
Theorem 1 implies the validity of the following interesting corollary. 
COROLLARY 1. If A is a continuous mapping of B, into X such that either 
II x - Ax /I2 2 II Ax II2 + II x 112, x E s, , (4) 
OY 
II x - Ax II2 < II Ax II2 + II x II23 XESr, (5) 
then there exists a point u E B, such that Au = 0. 
PROOF. Suppose that Ax = ax for some x E S, . Then (4) implies that 
(1 - a)” > 012 + 1. Hence, 01 < 0, i.e., A satisfies the condition (np”). On 
the other hand, (5) implies that (1 - a)” < a2 + 1. Hence, 01 > 0 and A 
satisfies the condition (JJ,a). Consequently, in both cases, the assertion of 
Corollary 1 follows from Theorem 1. 
REMARK 4. If A is of the form Ax = Sx - x, then condition (4) reduces 
apparently to the new special condition 
II sx - x II2 < II sx II2 - II x /12, XE&, (6) 
while the condition (5) reduces to Altman’s [9] condition 
II sx - x II2 >, II sx II2 - II x /12> x E s, . (7) 
In both cases Theorem 1 implies the existence of fixed points of S. 
Furthermore, if X is a Hilbert space H with the inner product (,) and norm 
11 11, then (4) and (5) are respectively equivalent to 
(Ax, x) < 0, x E s, (4a) 
and 
(Ax, 4 > 0, x E s, ) (5a) 
while, for A given by A = S - 1, the conditions (6) and (7) reduce respec- 
tively to 
(Sx, 4 2 II x 112, x E s, (64 
and 
(Sx, x) < II x II23 x E s, . (74 
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Thus the existence of zeros of A or of fixed points of S under the conditions 
(4a)-(5a) or (6a)-(7a) follows from Corollary 1 and Remark 4. In particular, 
Theorem 1 in [17], proved by a rather lengthy argument for S satisfying the 
condition (7a), is a special case of our Theorem 1. 
3. MAIN RESULTS FOR INFINITE DIMENSIONAL SPACES 
In order to generalize the results of the previous section to operators 
defined on infinite dimensional real Banach and Hilbert spaces, we must 
impose certain additional conditions on both spaces and operators. 
In what follows we shall assume that the infinite dimensional Banach 
space X has the property that there exists a sequence (X,) of finite dimen- 
sional subspaces X,, of X and a sequence {P,} of linear projection operators 
{P,} on X such that 
P,X = x, ) xl c XL,, 9 71 = 1, 2, 3, **., G Xv, =X (8) 
and for some constant K > 0 
II Pm II < K 12 = 1,2. 3, *.. . (9) 
REMARK 5. In this paper we shall use the symbols “+” and “-” to 
denote the strong and weak convergence in X, respectively. 
As to operators A defined on X or on a subset of X, we consider in this 
paper, unless stated otherwise, only operators A which are bounded,2 i.e., 
operators which map bounded sets in X into bounded sets in X. Further- 
more, we restrict our consideration to the class of operators which we call 
projectionally-compact, or, for short, P-compact operators. These are defined 
as follows. 
DEFINITION 1. A nonlinear operator A will be called P-compact if P,A 
is continuous in X, for all large n and if for any constant p > 0 and any 
bounded sequence {xn} with x, E X, the sequence {g,} = {P,Ax, - pxa} 
is strongly convergent, then there exists a strongly convergent subsequence 
(xn,} and an element x in X such that xmi + x and P,‘Ax, -+ Ax, as n, -+ co. 
For this class of operators the following main theorem 1s valid. 
THEOREM 2. Suppose that A is P-compact and that for some r > 0 and 
any p > 0 the operator A satisfies the condition 
2 The much more general result analogous to Theorems 2 and 5 below (to be 
published in this J.~rnal) were since obtained by the author without the assumption 
that A is bounded. 
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(n,+‘) If for some x in S, the equation Ax = 01x holds then 01 < p. 
Then there exists at least one element u in (B, - S,) such that 
Au - pu = 0. (10) 
PROOF. The proof of Theorem 2 depends on Theorem 1 and the following 
lemma. 
LEMMA 1. If A satisfies the conditions of Theorem 2, then there exists 
an integer no > 0 such that if n 2 n, and P,Ax = fix for some x in S, n X, 
then /I < p. 
PROOF OF LEMMA 1. Let us first note that in view of (9) and the bound- 
edness of A there exists a constant c > 0 such that 11 P,Ax 11 < c for all x 
in B, . Now, if the assertion of Lemma 1 were not true for any n,, , then we 
could find a sequence {xn} with x, E X, n S, and a sequence of numbers 
{fin} such that 
PJxn = Pnxn and Pn acL* (11) 
To show that the latter assumption leads to a contradiction, observe first 
that the relation (11) cannot take place when TV > c/r for in that case we 
would have the impossible relation ,LL < /3n < c/r < II. On the other hand, 
when TV < c/r, then the sequence (/&s,> is bounded and, in fact, lies in the 
interval [CL, c/r], Consequently, {&} has a limit point, say, fl such that 
/3 E [p, c/r]. Let {&} be a subsequence of {is,} such that i&s -+ 8, as ni -+ co. 
Then (11) implies that 
f’n,Axn, - Bxni = (Ai - 8) xni . (12) 
Because II xai II = r and I iLi -B I + 0, as ni + co, (12) implies that 
g,, z P,,Ax,, - /3xni --f 0, as n,-+ co, 
with 
xni E S, n X, and B>PLO. (13) 
Since A is P-compact, (13) implies the existence of a strongly convergent 
subsequence {x13 and element x in S, n X such that x1 -+ x and 
P1,Axl, + Ax. This and (13) or (12) imply that Ax -/3x = O’for x ES, 
and /3 > p in contradiction to the condition (J&‘) of Theorem 2. 
Thus we can now use Theorem 1 (see Remark 1) for the finite dimensional 
spaces X, and the operators P,A. Consequently there is an integer N,, such 
that for each n > N,, there exists at least one element U, in B, n X, such that 
P,Au, - pq, = 0, p > a II %I II < YY and X,EX,. (14) 
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Therefore, again by the P-compactness of A, there exists a subsequence 
{un,> and an element u E B, n X such that u,, + u, P,%Au, + Au, and 
Au - pu = 0. Note that the validity of the lkt equation :mplies that 
u E (B, - S,), for the assumption that u E S, would lead to the contradiction 
of condition (n,<). 
&MARK 6. It is obvious that if in Definition 1 we require p < 0 instead 
of p > 0, then we get a theorem analogous to Theorem 2. We need only 
consider - A instead of A and assume that for some r > 0 and any p < 0 
the operator A satisfies the condition 
(n,‘) If for some x in Sr the equation Ax = m holds then 01 > CL, 
instead of the condition (I&‘). 
COROLLARY 2. If A is P-compact and satisjies the condition (I&‘) on S, 
for some r > 0, then A has ajxedpoint u in (B, - S,). 
To see what type of operators belong to the class of P-compact operators 
let us first recall the definitions of some of the notions and of the operators 
which have been recently studied in a number of papers (cited in the Intro- 
duction) and which we will use in the sequel. Following these authors we say 
that A is demicontinuous if x, -+ x implies Ax, - Ax; A is closed if x, --+ x 
and Ax, + y imply Ax = y; A is weakly continuous if x, - x implies 
Ax,, - Ax; A is strongly continuous if x, - x implies Ax, + Ax; A is mono- 
tone increasing on the Hilbert space X = H if (Ax - Ay, x - y) > 0 
for all x and y in H; A is monotone decreasing if - A is monotone increasing; 
A is completely continuous if A is continuous and compact; A is quasicompact 
if A satisfies the following conditions: (i) A is bounded; (ii) x, + x implies 
P,Ax,+ P,Ax for m = 1, 2, 3, 4, ..*; (iii) if for some h > 0 the sequence 
{g,} = (Ax, + Lx,}, where {xn} is a b oun e se uence, is strongly conver- d d q 
gent, then there exists a strongly convergent subsequence {xnJ of {x,); 
(iv) if for some X > 0 the sequence (gn} = {P,Ax, + Ax,}, where (xn} is a 
bounded sequence with x, E X, , is strongly convergent then there exists a 
subsequence (xni> which is strongly convergent. 
THEOREM 3. The class of P-compact operators with p < 0 contains, among 
others, the following operators: 
(a) Closed precompact operators (and, in particular, completely continuous 
and strongly continuous operators) in X. 
(b) Quasicompact operators in X. 
(c) Continuous, demicontinuous, and weakly continuous monotone increasing 
operators in X = H. 
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PROOF. Let us first remark that in all of the above cases the operator 
P,,A is continuous in X, for each n. Now, let {xn} be a bounded sequence 
so that for some p < 0 
g, = P,,& - PX, +g, X,EX,. (15) 
(a) Since A is precompact and {xn} is a bounded sequence, there exists 
a subsequence {xnj! and an element y in X such that Ax,; -+ y. Consequently, 
PniAxni -+ y and, m view of (15), 
xni = p-lP,,Azc,, - p-‘gni +p-‘y - p-‘g zs x. 
This and the closedness of A imply that Ax =y, i.e., A is P-compact. 
(b) To prove assertion (b) note that, by our hypothesis, 4 = -p > 0 
and g,, = P,Ax, + qx, ---f g. Hence, the property (iv) of the definition of a 
quasicompact operator implies the existence of a strongly convergent sub- 
sequence {xni}. Since X is complete, there exists an element x in X such 
that x,. -+ x. Hence, by (ii), P,Ax,$ + P,Ax for every integer m > 0. On 
the other hand 
lim P,,Ax,, = lirm (gni - qx,J = g - qx 
t , 
and, since PiPj = Pi for j >, i, 
lirm P,Ax,, = lirm P,(PniAxni) = P,Ax. 
I 1 
Consequently, 
0 = lirm P,(PniAxni - Ax) = lirm P,(gni - qxni - Ax) = P,(g - qx - Ax) 
1 I 
for every m. Hence Ax = g - qx or Ax = limi PniAxni , i.e., A is P-com- 
pact. 
(c) Since continuity of A implies its demicontinuity, it is sufficient to 
prove assertion (c) for demicontinuous and weakly continuous monotone 
increasing operators A in H. Assume first that A is demicontinuous. Let T 
be the operator defined by TX = Ax - px = Ax + qx and let {x,J be a 
weakly convergent subsequence of {xn) with xn, E Xni and with the weak 
limit x E X. Since q > 0 and A is a demicontinuous monotone increasing 
operator, T is obviously demicontinuous and strongly monotone. Further- 
more, by (15), 
xni - x7 xni E Kai , and Pni Txni + g. (16) 
409/15/W 
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Hence, using the relation (16) we obtain the convergence x,, --f x, since by 
the strong monotonicity and boundedness of T we get 
ql/~--xnil12~(T~--~~~,~--x,~) 
= (TX, 4 - (Txni ,x) - (TX, xn,> + (hai ,x,J 
= (TX, x) - (PniTxni , x) - ( Txni , (I - P,J x) - (TX, x,J 
+ (P,tiT~ni t x,J -(Tx,x)-(g,x)-0-(Tx,x)+(g,x)=O. 
Therefore, xni -+ x and Ax,+ - Ax, since A is demicontinuous. Hence 
W n< = PniAx,zi - Ax. On the other hand, (15) and (16) imply that 
w% = gni - qxni is strongly convergent. Thus, P,,Ax,< --f Ax and so A is 
P-compact. 
In case A is a weakly continuous monotone operator, then the weak con- 
vergence of xni to x implies that PniAx,$ - Ax. The strong convergence of 
xni to x follows immediately from the strong monotonicity and weak con- 
tinuity of T. Moreover, as before, this implies that PfiiAxni --+ Ax, i.e., A is 
P-compact. 
REMARK 7. If p > 0, then the class of P-compact operators contains all 
closed precompact operators, all operators A such that - A is quasicompact; 
and all continuous, demicontinuous, and weakly continuous monotone 
decreasing operators A defined on the Hilbert space H. 
For the sake of completeness let us give short proofs of two theorems for 
P-compact operators which for quasicompact operators were first proved by 
Kaniel [I]. In fact, essentially we follow his arguments. We shall use these 
theorems in Section 4 to obtain certain results of Minty [lo], Browder [13], 
and Shinbrot [17] for continuous, demicontinuous, and weakly continuous 
strongly monotone operators, respectively. 
THEOREM 4. For any f in X there exists a ball B, and a number p(r) > 0 
such that the equation 
Ax-px=f (17) 
has a solution u in B, for every constant p & p(y). 
PROOF. Let f be an arbitrary but fixed element in X and choose B, so 
large that 11 f I/ < I and define p(r) by y(r) E (m + r)/~, where m > 11 Au 11 
for all u in B, . Since, as is easily seen, the operator Cx = Ax -f is P-com- 
pact, the validity of Theorem 4 follows immediately from Theorem 2 if 
we show that whenever Cx = awe for some x in S, , then 01 < p (2 P(Y)). 
But the verification of the last condition is obvious. 
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THEOREM 5. Let A be P-compact and suppose that there exists a sequence 
of spheres S,- and a sequence of positive numbers k, -+ CO such that for any 
7 > p > 0 and any x E Srn 
II Ax - TX II b k, . (18) 
Then for every f E X there exists an element x which satisfies the equation 
Ax -p=f. (19) 
PROOF. For any given f choose k, so big that 11 f II < k, . Then it easily 
follows from (18) that if Cx = Ax - f and if Cx = arx for some x in Srtn , 
then 01 < CL. Indeed, in view of (18), the assumption that a > p would lead 
to the contradiction 
IICx--ll=IIAx-----fII>,IIAx--II-llf/I~k,-llfII>O. 
Thus, by Theorem 2, there exists an element u E (B,, - Slm) which satisfies 
Eq. (19). 
4. SPECIAL CASES OF THEOREM 2 AND COROLLARY 2 
Let us first observe that Theorems 1, 2, and 3 and the corollaries remain 
valid if the operator A is defined only on the closed ball B, in X provided, 
of course, that the corresponding conditions are satisfied on S, . In this 
section we show that for the Banach space X satisfying the conditions (8) 
and (9) many of the known fixed point theorems are special cases of our 
Corollary 2. Thus, our results supply elementary and essentially constructive 
proofs of these theorems. 
THEOREM S (SCHAUDER). If A is a completely continuous mapping of B, 
into B, , then A has a jixed point in B, . 
PROOF. We may assume, without loss of generality, that A has no fixed 
points on S, . First, by Theorem 3(a), A is P-compact and second if Ax = orx 
for some x in S, , then the condition A(B,) C B, implies that 01 < 1. Hence, 
by Corollary 2, A has a fixed point in (B, - S,). 
THEOREM R (ROTHE). If A is a completely continuous mapping of B, 
into X such that A(&) C B, , then A has a $xed point in B, . 
PROOF. Theorem R follows from Corollary 2 and Theorem 3 in exactly 
the same fashion as Theorem S. 
THEOREM A (ALTMAN). If A is a completely continuous mapping of B, 
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into X such that 11 Ax - x j12 > 11 Ax iI2 - /I x /I2 for all x in S, , then A has 
a fixed point in B, . 
PROOF. Assuming again that A has no fixed point on S, we see that if 
Ax = cux for some x in S, then the condition of Theorem A and the above 
assumption imply that (LY - 1)2 > 01~ - I or 01 < 1. Hence, Theorem A 
follows from Corollary 2 and Theorem 3. 
If X is a Hilbert space the condition of Theorem A reduces to the require- 
ment that (Ax, x) < 11 x !I2 for all x in S, . Under this condition Theorem A 
was first proved by Krasnoselsky [7]. 
THEOREM K (KANIEL). If A is a quasicompact mapping of B, into X such 
that Ax + hx # 0 for all x in S, and any h > p > 0, then there exists an 
element u in B, such that Au + vu = 0. 
PROOF. Again we may assume that equation Ax + tax = 0 has no 
solution in S, . Now, if we define Cx = - Ax then, as was observed in 
Remark 3, the condition which A satisfies on S, is equivalent to the condition 
(I&<) satisfied by C. Hence, in view of Theorem 3(b), Theorem K follows 
from Theorem 2. 
The following comparison theorem which may prove to be useful in the 
applications to nonlinear integral equations is also valid. 
THEOREM 6. Let A and B be two P-compact mappings of B, into H such 
that for all x in S, 
(Ax, 4 < II x II2 and 11 Ax - Bx jl < II x - Ax Ij . (20) 
Then B has a jixed point in B, . 
PROOF. Suppose that Bx = (YX for some x in S, and assume, without 
the loss of generality, that B has no fixed point on S, . Then (20) implies 
that /j Ax - owe jl < II x - Ax II or that 
%4x, 4 (1 - 4 < (1 - 4 (1 + 4 /I x l12. 
Since, by assumption, B has no fixed point on S, the last inequality and the 
first part of (20) imply that 01 < 1. Hence, by Corollary 2, B has a fixed 
point in (B, - S,). 
If X is a Hilbert space H and A is a monotone decreasing operator on H, 
then one of the first important theorems of Minty [lo] says essentially that 
if A is continuous and p > 0 then the operator (A - ,uI) is onto. In [13, 141 
Browder has proved this theorem (as well as other more general theorems) 
for demicontinuous while Shinbrot [17] established its validity for weakly 
continuous operators A. In [l] K aniel deduced both these particular theo- 
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rems of Minty and Browder from his Theorem 4 by observing that monotone 
increasing operators C = ---A satisfy the condition (17). 
In view of our Theorem 3 and Remark 7, it follows that these particular 
results of all of the above authors are immediately deductable from our 
Theorem 5. 
For the sake of completeness let us show at the end that if A is monotone 
decreasing, then (17) holds. Indeed, if we put Px = Ax - TX, then it easily 
follows that /I Px - Py I[ 3 7 11 x - y 11 . Hence 
II px II = II px - PY II - II PY II 2 rl II x -Y II - II AY II - ?1 II Y II 
3 77 II x II - 27? IIY II - II AY II 9 
i.e., 
II Ax - rlx II a 17 II x II - 27 l/Y /I - II AY II 
for any v > 0 and any x and y in H. It is clear that for a fixed y the last 
inequality implies (17). 
5. THE PROJECTION METHOD IN THE 
APPROXIMATE CONSTRUCTION OF FIXEDPOINTS AND SOLUTIONS 
In this section we discuss briefly the applicability of the projection method 
to the approximate solution of the equation 
Ax-p==, XEB~, (21) 
where A is a P-compact operator in X and p is some positive or negative 
real number. As is well known [2, 6, 31 the direct methods of Ritz, Galerkin, 
least squares, moments, and others are special cases of the projection method 
depending on the norm in X or the inner product in H. On the numerous 
contributions to these particular direct methods by S. G. Mikhlin and others 
see the references contained in this author’s papers [4, 61. It should be noted 
that essentially the main points and results of the present section are already 
contained in Section 3. In fact, our main reason for the formulation of the 
conditions of Theorem 2 in that form and the method of its proof is that in 
its present form it not only admits a straightforward and elementary investi- 
gation (without losing its generality) but can directly be used in the approxi- 
mate construction of fixed points and solutions. 
Let X satisfy the conditions (8) and (9) and let A satisfy the conditions 
of Theorem 2 for some r > 0 and any p > 0. Then it follows that there 
exists an element u in B, which satisfies (21). According to the projection 
method the approximate solution zc, E X, of (21) is determined by the equa- 
tion 
P&v, = pun , (22) 
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which is precisely the equation (14) used in the proof of Theorem 2. Hence 
the following theorem which justifies the applicability of projection method 
and other direct methods to the approximate solution of (21) is valid. 
THEOREM 7. Let A satisfy the conditions of Theorem 2. Then, for su@iciently 
large n, the approximate equation (22) has a solution u,, in B, n X,, with 
]I u, /j < r and there exists a subsequence {un,} which converges strongly to a 
solution of (21). Every strongly convergent subsequence {u,$} of the approximate 
solutions (u,> C B, n X, converges to a solution of (21). Furthermore, if (21) 
has a unique solution u in B, , then the entire sequence {un} converges to u. If, 
in addition, A has a Frechet derivative F = A’(u) at u such that for all suji- 
ciently large n 
II x - JJ’,Fx II Z Y II x II 3 x = p-1, Y = Y(P) > 09 x6&, (23) 
then the estimate of the error 11 u, - u Ij is given by 
II un -ull< pY~~Kll~n’u-ull, n (24) 
WhereKisgivenby (9) andB,+Oasn-+~. 
PROOF. The first assertion of Theorem 7 is given by Theorem 2. To 
prove the second assertion, let {un,} be any other strongly convergent sub- 
sequence of {Us}. Then there exists an element v in B, such that u, -+ v 
and g,, = P,,Au,, - punz --+ 0. Hence, since A is P-compact, there Exists 
strongly convergent subsequence {un,} of {u, } such that u,,,-+ v and 
P,,Au,, -+ Av. This and the fact that {P,OAu,p} rs a Cauchy sequence imply 
that P,,,Au,, -+ Av. To prove the third part of Theorem 7, suppose that 
Eq. (21) has only one solution u in B, and that u, + u. Then there exists a 
subsequence {Us,} of {un} and a number e > 0 such that 
II %lr --U/l>% nk-f co. (25) 
But {un,} is bounded and gsk = P,,Au,, - pu, ---f 0. Hence the P-com- 
pactness of A implies the existence of a subsequeke {un,} and an element w 
in B, such that un, -+ w, PnjAun, + Aw, and Aw - t.~w = 0. Since (21) 
has a unique solution in B, , w = u and Us, + u which is a contradiction 
to (25). 
Finally, to establish the error estimate (24) let us first observe that since F 
is a FrCchet derivative of A(x) at x = u and by previous assertion 
I)u~--u~~+O,asn-+oo,then 
A(u,J = A[u + (u, - u)] = Au + F(un - u) + w(u; u, - u) 
and, as n + co, 
II Au, - Au -F&z - u> II ---f o 
II %I - u I! (26) 
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Using the above relations and the fact that Au = pu and P,,Au, = pun , 
we get 
p(un - u) = P,Au, - Au = P,Au - Au + P,F(u,, - u) + P,p(u; u,, - u) 
whence we obtain the equation 
tL(I - P,F) (% - u) = I,(P# - u) + P&J(u; u, - u). (27) 
In view of (23), (9) and the equality (26), we derive from (27) 
NJ II %a - u II G P II P& - u II + 6s II %z - u II * (28) 
Since, by (26), 8, -+ 0 as n -+ CD, we see that py - &K > 0 for sufficiently 
large n. Hence, the error estimate (24) follows from (28). This completes the 
proof of Theorem 7. 
Let us note in passing that the condition (23) is certainly satisfied if F 
is completely continuous and p is not a point of spectrum of F. 
GALERKIN METHOD. As an illustration of (22) let us observe that the 
simplest realization of the projection method (22) is the Gale&in method 
which one often uses for the actual numerical computation. Indeed, let {vi} 
be a countable basis in X. Then each element x in X can be uniquely repre- 
sented by a convergent series 
where the numbers ai are linear continuous functionals &(x) (= ai) on X. 
It is known that the projection operators P, determined by 
pnx = $4iCx) Vi 
i=l 
for x E X have uniformly bounded norms II P,, II < K for n = 1,2, 3, ... . 
Thus, if X, denotes now the n-dimensional subspace of X spanned by 
GPl,PZ,“’ , q+J, then P,,X = X, and UX, = X. In this case the approxi- 
mate solution 
n 
u, = 3 
G) (n) 
ci vi (30) 
1=1 
of Eq. (21), i.e., the coefficients @I, are determined from the nonlinear 
algebraic system 
MAu, - 14 = 0, 1 <j<n, (31) 
which is equivalent to (22). If the operator A satisfies the conditions of 
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