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We discuss a generalisation of Reidemeister-Franz torsion which applies to 
infinite dimensional representations of the fundamental group by utilising the 
theory of finite von Neumann algebras. Our results apply to a class of closed 
oriented manifolds which are L2-acyclic in the sense of having trivial 
L2-cohomology. Evidence is presented for equality of the essentially combinatorial 
torsion introduced here with an analytic L* Ray-Singer torsion defined by the 
second named author. 0 1992 Academic Press, Inc. 
INTRODUCTION 
This paper studies a generalisation of Reidemeister-Franz torsion to a 
subclass of the class of smooth closed oriented manifolds, called weakly 
acyclic manifolds, which have the property that the complex of L*-differen- 
tial forms on the universal cover has trivial L2-cohomology. By results of 
Dodzuik [Do], this notion depends only on the oriented homotopy type of 
the smooth, closed manifold. 
We reported on a preliminary stage of our work in the conference 
proceedings [MC, CM]. Subsequently we encountered ifficulties in trying 
to relate our results to independent investigations on analytic L2-torsion by 
one of us [Ml, M2]. We also lacked detailed properties of the invariant 
and convincing examples. The present paper remedies these defects. It 
supercedes, extends, and simplifies much of [MC, CM] by introducing a 
modification of our previous definition of torsion, establishing its main 
properties and constructing interesting examples. We provide evidence that 
the basically combinatorial approach of this paper produces the same 
invariant as the analytic approach of [Ml, M23. The progress reported 
here utilises the work of Efremov, Shubin, and Novikov [ES] in which 
related questions are studied. 
Examples of L2-acyclic manifolds were described in Section 2 of [MC] 
to which we refer the reader for details. The ordinary RF torsion is 
described in [RSl, RS2, Co]. The L2 theory was initiated by Atiyah and 
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Singer (see [A, S]) in connection with the L*-index theorem. Subsequent 
papers developing the theory are [CGl, CG2, CG3]. Our approach to the 
L* version is influenced by [RSl, RS2] and the papers [Ml, Mil, Mi2, 
Co, Ch]. 
Whereas [RSl, RS2] deal with finite dimensional representations of the 
fundamental group of a closed oriented manifold we are interested in 
infinite dimensional ones, particularly those arising from the complex of 
L*-cochains arising from a triangulation of the universal cover of a 
manifold with infinite fundamental group. The particular representations 
we consider are known as traceable; that is, the von Neumann algebra they 
generate admits a faithful finite trace. As a substitute for the determinant 
of a matrix representation of the fundamental group (which appears in 
the definition of the ordinary RF torsion) we use the Fuglede-Kadison 
determinant on a finite von Neumann algebra. 
The main results of this paper are the following: 
(i) The introduction of an L2 torsion for a subclass of the class of 
L*-acyclic manifolds which we term weakly acyclic and a proof that this L* 
torsion is a topological invariant. 
(ii) A proof of a Kiinneth type formula for the L* torsion. 
(iii) A discussion of the properties of this invariant including 
equivalent formulations which make it clear that its non-triviality may be 
proved in the presence of large time decay of the combinatorial heat kernel. 
We prove that this large time behaviour is independent of the triangulation 
chosen. 
(iv) Examples establishing non-triviality for certain cases and 
evidence for equality of this (combinatorial) L2-torsion and the analytic 
torsion studied in [Ml, M2]. 
The main unsolved problems are a proof of equality of the analytic and 
combinatorial L2 torsion when both are defined and the provision of a 
geometric criterion for weak acyclicity. Because the latter is implied by 
large time decay of the trace of the combinatorial heat operator this means 
we need a geometric criterion for this decay. In unpublished work we have 
proved for one special case that decay of the combinatorial heat kernel is 
determined by the geometry of the surface. 
For examples of L2-acyclic manifolds we rely on [MC, Sect. 21. To keep 
this account self contained however we have included some preliminary 
material from [MC, Sect. 11. The main results of the paper are in 
Sections 2 and 3 which supercede the account in [MC, Sect. 31 in almost 
every detail. We indicate later where the crucial differences lie. In Section 4 
we develop further properties of our L2 torsion and in Section 5 we give the 
examples. 
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1. PRELIMINARIES 
1.1. Hilbert % Modules 
A finite von Neumann algebra uz! has by definition a ‘finite faithful 
normal trace z. It is naturally a pre-Hilbert space with inner product given 
by 
(a, 6) = r(a*b) for all a, b E S2. 
We shall denote the Hilbert space completion of @ by I’(@). There is a 
natural representation of 42 on 1’(a) given by left multiplication, which is 
faithful and normal and which we refer to as the left regular representation. 
A Hilbert 42 module J& is a closed % invariant subspace of a direct sum 
of copies of 12(%), that is, a submodule of a finitely generated free Hilbert 
module. (In fact all the modules we consider here will be free although we 
could develop a considerable part of the theory for the stably free case. We 
will omit this refinement however.) If JZ and JV are Hilbert 42 modules 
then L(J%‘, M) denotes the set of all continuous, linear @-module maps. 
We now summarise some facts about finite von Neumann algebras 
using [Dl]. The commutant ‘22’ =L(Z2(%), 12(42)) is naturally a finite 
von Neumann algebra. Furthermore the commutant of the % action on a 
free Hilbert 42 module is isomorphic to a!‘@ M, where M, denotes the 
n x n matrices and n is the cardinality of the index set of the free module. 
This algebra is also a left Hilbert 42 module, the Hilbert space structure 
coming from the trace r@ tr, where tr, is the usual matrix trace and r 
denotes the trace on $2’ as well. Henceforth we normalise z by z(Zd) = 1 
where Id is the identity operator on 12(42). Now T is defined for subspaces 
9 of 12(+2) such that the orthogonal projection, P,: l’(e) + $ (2 is the 
closure of ~2 in 12(42)), belongs to %’ for we can define r(Z) = r( Pp). 
We extend the definition of r to subspaces 2’ of oXGX Z’(e) such that 
the orthogonal projection, P,: exeX Z’(e) -+ 9 belongs to 42’ 0 End(V) 
using the trace introduced above on the latter. To lighten the notation we 
will simply denote by z the trace T@ tr, for any n although the normalisa- 
tion will be such as to give the value n on the identity element. Note that 
r(g) < co as 2 is finitely generated over %. This means in particular that 
the dimension of any Hilbert $2 module JY is well defined and we write it 
as z(A) = z(PA). 
If f: J%’ -+ JV is a homomorphism of Hilbert %! modules (i.e., f is a 
bounded 42 module map) then ker f and rangef are also Hilbert 42 
modules. A map f: &! + JV is said to be a weak isomorphism if ker f= 0 
and rangef= JV. Using the polar decomposition of operators it follows 
[C] that if f: ~2’ + Jf is a weak isomorphism of Hilbert 42 modules then 
f = g 0 h where h : 4’ + 4 is a self adjoint weak automorphism, of Hilbert 
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% modules, and g: & -+ M is an isomorphism of Hilbert % modules. We 
record for completeness: 
PROPOSITION 1.1 [Cl. Every Hilbert % module & is isometric to 
@ ; = 1 Ik where I, is a Hilbert @ submodule of 12(42). 
DEFINITION 1.2. Let Jz! be a Hilbert % submodule of exeX r2(@), and 
let p be the orthogonal projection onto A. Then p E @‘@ End(V) where 
n is the cardinality of X. We say 
is a weakly short exact sequence of Hilbert % modules if ker f = 9 and 
Imagef=N. 
Remark 1.3. In practice we will only use exact sequences for which f 
has closed range. This extra property will be a consequence of our assump- 
tions about bases which are discussed below. 
The basic properties of Hilbert modules are summarised by 
PROPOSITION 1.4 (see [CG2, Sect. 11). (1) Let Jlt be a Hilbert % 
module. Then T(A) = 0 if and only if &’ = 0. 
(2) Q*(%!)@ a=“) = k. 
(3) Let f: & + JV be a Hilbert %! module homomorphism. Then 
r(A) = r(kerf) + r(range f ). 
(4) (Continuity) Let .M, 2 Jkt . . . 2 dj 2 . . be Hilbert S submodules. 
Then r( n,? , A$) = limj, m r(Aj). 
(5) If O-+ Y +A--+&‘“+ 0 is a weakly short exact sequence of 
Hilbert & modules, then z(A) = z(N) + $9). 
The special case of the above which is of greatest interest for us is where 
rc is a discrete group and %(rc) is the von Neumann algebra generated by 
the left regular representation of rr. Then a’(z) is a finite von Neumann 
algebra [Dl]. We let r be the faithful normal trace on a(x). The left 
regular representation acting on j2(n) is denoted A: rc + %(a). More 
generally we will refer to any homomorphism of 7r into the unitary group 
of a finite von Neumann algebra as a unitary representation. 
1.2. L2-Homological Algebra 
Let C:O-+COA C’A . . . d, C” -+ 0 be a complex over @ where each 
Cj is a Hilbert %! module, and dE L( C/ Cl+‘). We shall call (C, d) a 
Hilbert +Y complex. Let 6 denote the Hilbert adjoint of d and let Aj denote 
dS + 6d acting on C’. Let JP{~,(C) denote the kernel of Aj. 
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We now recall some basic facts about the L2 theory. In [MC, Sect. l] 
we proved the following: 
PROPOSITION 1.5 (Hodge Theorem). Let (C, d) be a Hilbert 42 complex. 
Then 
c’=q2,(c)@dc”~ for all j b 0. 
The L2-cohomology groups of the Hodge complex (C, d) are defined as 
H{2, (C) = ker d,limage dj _ 1 , 
and the L2-Betti numbers are then defined to be 
b!2’(C)-z(H;2,(C)). 
J 
For a Hilbert a complex (C, d) it is clear that we have a natural 
isomorphism (called the Hodge isomorphism) 
An isometry F between Hilbert 92 complexes (C, d) and (C,, d’) is 
defined to be a sequence of isometries F,: Cj + Ci which are 92 module 
maps and commute with differentials, i.e., Fj+ Idj= dj Fj. For such an 
isometry between Hilbert Q complexes there is an induced isometry 
between the L2-cohomology groups of the complexes, i.e., Fj* : Hi2,(C) --f 
H{,,(C,) for all j>O. This implies that T(ePfdl) = z(eezdj). In particular the 
L2-Betti numbers of the complexes are equal, i.e., b,!*‘(C) = bj”(C,) for all 
j 2 0. For more details on L2 cohomology we refer to [CGl 1. 
1.3. &-RF Complexes 
The rank (over 42) of a free Hilbert 92 module % is defined to be T(%). 
Note that the rank of % is always a non-negative integer. 
DEFINITION 1.6. Let % be a free Hilbert 42 module of rank k. We say 
that an orthonormal set e = (e,, e,, . . . . e,), ej E %, is a basis for % over 92 
if the injection from @J= I !2ej into % is a $2 module isometry. Two bases 
e and f of % are said to be 42 related if there is an invertible element S in 
the cornmutant of the S action which maps e tof: It is clear that 42 related 
is an equivalence relation. 
For example let %k denote the standard free Hilbert $2 module 
Z2(@)k E IZ(42)@Ck. Then %k has the canonical basis fi = (1, 0, . . . . 0), 
f2 = (0, 1, . . . . 0) . . . . fk = (0, 0, . . . . 1). One can also consider non-orthogonal 
bases and we define these to be sets e’ which are e-related to an 
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orthogonal basis by a matrix in GL(k, W) which does not preserve 
orthogonality. Given such a set e’ = {e;, e;, . . . . eb) one has chosen an 
isomorphism of the 4?.! module with & via e: -ff;, i= 1, . . . . k. Choosing 
such an isomorphism is equivalent to changing to an equivalent Hilbert 
space structure. Operators in the commutant of the 4? action may be 
represented by matrices with respect to any such basis. Then there is a 
matrix of base change which relates these and we denote it by e/e’. 
For completeness we mention from [MC, Sect. 1] the following result. 
LEMMA 1.7. Let 
be a short exact sequence of fjiree) Hilbert @ modules where e, 5 and g are 
bases of the respective modules with i(e) extendible to a (not necessarily 
orthogonal) basis which is Q-related to f and with p(f) e-related to g. Then 
there is a basis eg of N which is q-related to j 
In practice we make special assumptions in this paper which mean we 
can avoid use of such general abstract results. The main point of this 
subsection is the following: 
DEFINITION 1.8. Let (C, d) be a Hilbert %! complex of free Hilbert q 
modules Cj. Choose a basis e(j) of each Cj. Then d: Cj + Cj+ I is 
represented by a matrix m(d, e(j)) with entries from %’ and the triple 
(C, d, e) is called a %-RF complex. (Note that this is shorthand for 
(C, 44 e), e).) 
1.4. The Fuglede-Kadison Determinant and Weakly Invertible Operators 
The induced trace on M, (%) will be denoted by r. If A E Gl(n, %), then 
A*A E GZ(n, %) is positive definite and log(A*A) E Gf(n, %!) is self-adjoint. 
The Fuglede-Kadison determinant 
I Det, 1: GZ(n, %) + rW*, 
is defined by 
and it has the following properties: 
(1) 1 Det, I (H) = exp(z(log(H))) if HE Gl(n, %), H= H*, and Ha 0. 
(2) IDet,] (U)=IAl”,A#O. 
(3) /De&I (A)=lDet,/ (A*)=JDet,] ((A*A)“*)ifAEGl(n,%). 
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(4) (Det,) (AB)=IDet,( (A)IDet,) (B)ifA,BeGl(n,%!). 
(5) IDet,I (A)= (Det,I (UAU*)ifA, u~Gl(n, U) and % is unitary. 
(6) 1 Det, 1 (A) d ) A ) if A E Gl(n, t2). 
For us the most important fact about this determinant is that it has a 
non-trivial extension (i.e., not the algebraic one) to certain singular 
operators, namely those which are injective but whose range is not closed. 
If it were not for this the ensuing discussion would have little content. The 
point is that using the spectral representation A*A =l1 dp(E,) the 
preceding definition still applies with the understanding that I Det, ) (A) = 0 
when J In A &(E,) is divergent. With obvious modifications all of the 
preceding properties continue to hold together with the following computa- 
tionally useful result: for BE M,(a), B 2 0, 
(7) IDet,I (B)=lim,,,, IDet,I (B+E). 
See [FK, Dl] for further discussion. 
DEFINITION 1.9. Given a positive C& module endomorphism A with 
spectral representation A = f A dE, and spectral projections E2 (which are 
also C% module maps) we define the spectral density function d1 = T(E,). 
Then 
)Det,I (A)=exp(j0mlnidd2). 
Such an operator A is said to be weakly invertible if ( Det I r (A) > 0. 
This condition is equivalent to l: In I dq3, > -co which amounts to 
saying that In A is integrable with respect o the measure d4,. The L2-zeta 
function is defined by 
and is analytic for the real part of s negative with 
i’(s) = - jam I-” In I dq5, and c’(O) = - jam In 1 dbl. 
Thus we see that a self adjoint $2 module map A is weakly invertible if 
and only if i’(O) < co. Our definition of the torsion depends on weak 
invertibility of the combinatorial Laplacian and so it is useful to have a 
verifiable criterion for that. 
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DEFINITION 1.10. We say that a positive operator A has positive decay 
if 0(t) = J; e-‘” dd, has the property that f?(t) d Ct-a for sufhciently large 
t for some positive constants C and a. 
PROPOSITION 1.11. A positive operator A with positive decay is weakly 
invertible. 
Proof: The zeta function of A is usually defined as 
ts-lT(e-rJAl) dt = T(s)-’ 
s m 0(t) tS-’ dt. 0 
This function exists for Re(s) E (0, a) as O(t) is bounded at zero and decays 
for large t. Now we conclude that 
c,,(s) = T(s)-’ fom tS-’ (1: e-‘” ddi) dt 
exists for 0 <s < o! so by Tonnelli’s theorem we may interchange the order 
of integration to obtain iA (s) = f: A-” d#, exists for almost all s in (0, ~1). 
(Thus the condition of positive decay allows us to extend c(s) to 
Re(s) E (-co, E).) Because -In I < (const) A-” for A E (0, l), s E (0, a) we 
conclude that A is weakly invertible. 
If A were invertible then clearly lDet,( (A)>0 (that is, A is weakly 
invertible) since 
for some E > 0. 
Remark 1.12. We introduce an equivalence relation - on & related 
bases by e -f if 1 Det, 1 (e/f) = 1. Notice that the basis eg of Lemma 1.7 has 
a well defined - class. 
2. WEAKLY ACYCLIC COMPLEXES ANDL'-TORSION 
2.1. The Definition of the L2-Torsion 
Let (C, d, e) be a Q-RF complex and Aj denote d6 + 6d acting on C’ 
where 6 is the L2 adjoint of d. Then dj and hence its adjoint Sj are repre- 
sented as matrices over %’ (see Definition 118) in this complex. We will 
abuse notation by suppressing these matrices in the following definitions. 
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DEFINITION 2.1. A @-RF complex (C, d, e) is said to be weakly acyclic 
if Aj is weakly invertible for all j B 0. We now define the L2 torsion of such 
a complex to be 
T,,,(C, d.e)= fi (Detl, (Aj)j(p’)‘i’i2. 
J=o 
Notice that a necessary and sufficient condition for a complex to be 
weakly acyclic is that A or d + 6 be weakly invertible. Note also that the 
Hodge theorem proves that a weakly acyclic complex is L2-acyclic, that is, 
has trivial L2 cohomology. Finally we remark that with this definition we 
depart significantly from the development in [MC] where L2 torsion was 
defined in terms of the operator d + 6 restricted to odd forms. The defini- 
tion in [MC] does not satisfy the properties required of the torsion and in 
particular does not agree with the above definition. (There is nevertheless 
a definition of our torsion based on [Co] which we will discuss elsewhere.) 
While Definition 2.1 is the most general conceivable it is not easy to 
check the condition of weak invertibility. We note by Proposition 1.11 that 
it is implied by decay of the trace of the heat operator on the Hilbert 
%-complex. For some time we have been trying to establish general 
conditions under which this decay occurs but without success. However, 
for particular examples proving decay is tractable. Note that in [ES] the 
rate of decay is investigated as an invariant itself. 
An alternative formula for the L2-RF torsion which we shall need is 
given by noting that we can decompose CJ as the Hilbert space direct sum: 
6C’f’OdCi with each summand invariant under the action of the 
Laplacian dS + 6d. Write 
for the restriction of the Laplacian to each of these spaces. We may restrict 
the trace to the commutant of the % action on these subspaces. Then we 
have 
I Det, I (oj) I Deb I (bji, = ID% I (A,), 
where the first two determinants are calculated on the subspaces on which 
the operators are defined. Note that Aj is weakly invertible exactly when its 
restrictions to these subspaces are weakly invertible. 
Note that d: 8ci+l +dCj is a weak isomorphism which defines an 
isomorphism of Q-modules as in Section 1. The isometries in the polar 
decomposition of d intertwines IIj and ijj+ 1. Hence the determinants of 
these operators are equal giving us: 
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LEMMA 2.2. Alternative expressions for the L2 RF-torsion are 
T,,,(C, d, e)=exp 1 
= i )Det,I (D,)‘-I”, 
j=O 
where cj is the zeta function of Aj 
Remark 2.3. Let Aj, j= 1, 2 be @ module maps between Hilbert % 
modules H,, Kj, respectively. We may define the determinant of Aj to be 
( Det, 1 (A,? Aj)li2 and if H2 = K, the determinant of the product to be 
) Det, ( (A, A,). That this is well defined follows by noting that if U, denotes 
the unitary in the polar decomposition of Aj then 
(Det,) (A2A1)= IDet,( [(AfA,)1’2 v:A:A2U,(A:A,)“2]“2 
= IDet,I (A,) IDet,I (U:(A:A,)1’2 U,). 
The last equality is a result of [FK]. Using the fact that isometries 
preserve determinants, we see that the product formula for determinants 
still holds in this broader context. 
The main technical result about L2-torsion which we shall use is the 
following. 
THEOREM 2.4. Let 0 + (C’, d’, e’) & (C, d, e)P-) (C”, d”, e”) -+O be a 
short exact sequence of %-RF complexes in which the first and last complex 
are both weakly acyclic and there is a (not necessarily orthogonal) 
basis e’e”(j) = Ze’“) u eg) N e(j) of C* where eg’ is an orthonormal basis 
of the orthogonal complement of ZC’j in CJ for each j and which projects 
onto e”(j). Then the middle complex is weakly acyclic and T(,, (C, d, e) = 
Tc2)(C’, d’, e’) T,,,(C”, d”, e”). 
Proof: Let H* be the orthogonal complement of ZC’*, in C* with an 
orthonormal basis eH. The differential 
d,: cj,cj+l 
has a matrix relative to the decomposition Cj = ZC’j@ H of the form 
Here p: C + ZC?’ is the orthogonal projection. As d* = 0, we see that 
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d’, = 0 = d’* and hence (H, d,, eH) and (KY, d’, e’e”) are a Hilbert @!-RF 
complexes. We see similarly that the adjoint map 
has a matrix which can be decomposed as 
where pH is the orthogonal projection onto H. Let Fj = m(djp I, e’e”) 
m(djp 1, e/e”)* so that Remark 2.3 applies and hence (using the corre- 
sponding obvious notation Fj, F,!, etc., for the complexes IC’* and H*) 
1 Det, 1 (Fj) = 1 Det, ( (F’) 1 Det, 1 (Fy). 
This product formula holds on the closure of d,- 1 C’- ‘. However, we 
cannot immediately conclude that the determinant of F,? on the subspace 
pHdj_I Cj is equal to the determinant of that operator on the closure of 
d,!-, Cgl as these spaces may differ. However, they can only differ by 
elements of the closure of d,, 1 Ci,-’ which are in the kernel of F,!. The 
latter operator necessarily has non-zero determinant and hence no kernel 
as it maps to d;- r Si.‘_ r under the (invertible) chain map P. Thus these two 
spaces must be the same. 
To complete the proof we need an additional fact. 
LEMMA 2.5. Let 0 -+ (C, d, e) -+ (C’, d’, e’) + 0 be a short exact sequence 
of weakly acyclic %-RF complexes with chain map T= {T,: Cj + C’j> 
satisfying I Det, 1 ( Tj) = 1, then Tc2) (C, d, e) = T,,,(C’, d’, e’). 
Proof: To prove the lemma we need to introduce yet another way of 
writing the torsion. We let, for each j, Uj be the isometry from ker dj to the 
Hilbert space, say K,, carrying the spectral resolution of Dj. Then we let 
d, = Vj 1 d,l be the polar decomposition of d,, noting that Vj satisfies 
Vjbj+ I Vj* = 0,. Then the isometry from ker d,A to the spectral resolution 
of Dj is given by U,, , V,. Then the operator 
Uj+,Vj+Uj:CJ-+Kj@Kj,, 
is the isometry to the spectral resolution of Aj (provided we understand 
that 0; is extended to all of Cj by defining it to be zero on ker d:). Now 
we notice that 
T(,,(C,d,e)= fi FyO [IDet,I (Dj+E)p”2 v;“ui*+, + u’q-‘)‘+‘. 
j=O 
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Next consider the torsion on the second complex. By introducing the 
analogous operators Ul, VI!, etc., we obtain a similar expression for 
T,,,(C’, d’, e’). To relate these we note that relative to the decompositions 
of Cj and C’j into ker dj@ ker d,A and ker dJ@ ker djL, respectively, 
Tj= (%” ;*J. 
Now introduce the operator Sj = 17; Tj” Uj* so that 
IDet,I [(D~+E)-“~ Vi*L$+*r+ Vi’*] 
= IDet,I [(oj+~)-l/~ V,!*Tj~lUj!+,S,<‘, + T,“‘U;“S,~‘]. 
Now observe that 
[Det T 1 [(~;+E))~/* V,!*T,!~,Uj~lSj;~)] 
= )Det,I (D;+E))~/’ V,!*Tj:), VjV;“uj*+l 
=)yo IDet,I [(IIJ+s))1/2 Vj’*T,!~,dj(Dj+~‘)-1/2 V~U;“+lS,q’,] 
=$yo IDet,I [(D~++E)-~/~ Vi)*d~Ti(2)(Dj+~‘)-1/2 V:U;+lS,;ll] 
=)yo jDet,I [(D~+E)-~/~ V,‘*djT,!“)] 
x )Det,( [(II,+E’)-I’~ VFUF+l] IDet,( (Sj+l). 
Hence 
Tc2,(C’, d’, e’) 
=n {fyo IDet,I (Dj++)) ‘I2 V,!*L$) I Det, I (T,!‘)Tj”) 
i 
x lim IDet,) [(oj+~‘)-‘/2 Vj*UjTl+ U,*] IDet,I (Sj+,Sj)-l}(PIY 
&I-O 
= Tc2) (C, 4 e) 
as IDet,) (T,!“T,!“)= IDet,I (Tj)= 1. 
To complete the proof of Theorem 2.4 we consider first the fact that 
m(d, e’e”) = (ej+ ,/ey+ ,) m(d, e)(ej/ej’)(-‘) 
so that (e/e’e”) is a chain map between the complexes (C, d, e) and 
(C, d, e’e”) with I Det, I (ej+ ,/e$‘+ r)= 1 by hypothesis. Hence Lemma 2.5 
L2-TORSION INVARIANT.3 389 
applies to show that the torsions of these complexes are equal. Now 
consider the exact sequence of %-RF complexes: 
0 4 (C’, d, e’) l”(e’e’e”) b (ZC’, d’, Ze’) ---+ 0 
and 
0 4 (H, p, eH) P”(e’e’e”)-l * (C”, d”, e”) 4 0. 
Now the chain maps for these two complexes are both isometries of free % 
modules by construction and so satisfy the hypotheses of Lemma 2.5. 
Combining these facts completes the proof. 
2.2. L2-RF Torsion for Cochain Homotopy Equivalences 
DEFINITION 2.6. Let f: (C, d, e)+(C’, d’, e’) and g: (C, d, e)-(C’, d’, e’) 
be maps of %-RF complexes (by this we mean cochain maps which are also 
bounded % module maps). Then f is said to be L2 homotopic to g if there 
is a sequence of maps Dj E L( Cj, C’j- ’ ) such that d;- 1 Dj + Dj+ ‘dj = fj - gj 
for all j. Also a map of @-RF complexes f: (C, d, e) + (C’, d’, e’) is said 
to be a (cochain) L2 homotopy equivalence if there is a map of Q-RF 
complexes g: (C’, d’, e’) -+ (C, d, e) such that both fog and gof are L2 
homotopic to the identity map. Another way of saying this is the following: 
if Hf, Hg are induced maps in L2 cohomology, then Hf 0 Hg = 1 and 
HgoHf= 1. 
Let f: (C, d, e) + (C’, d’, e’) be a map of S-RF complexes. Then we can 
define the mapping cone (C,, d,, ef) as 
c+= cje cj- 1, 
Clearly (C,, d,, ef) is a %-RF complex. 
LEMMA 2.7. Zf f: (C, d, e) + (C’, d’, e’) is a L2 homotopy equivalence of 
@!-RF complexes, then (Cf, d,, e/) is a weakly acyclic %-RF complex. 
Proof This follows from Theorem 2.4 using the short exact sequence 
0 + (if?‘, 2, if’) + CC,-, d,, e,-) + (C, d, e) +O, 
where c’j= C’j- ‘, 2; = dj- , , cl0 = (0). 
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DEFINITION 2.8. The L*-RF torsion of a L2 homotopy equivalence of 
%(rc)-RF complexes f: (C, d, e) + (C’, d’, e’) is defined to be 
We have two comments on this definition. Firstly if f: (C, d, e) -+ 
(C’, d’, e’) is a map of L2-acyclic %-RF complexes, then f is trivially a L* 
homotopy equivalence. Now we make the following 
DEFINITION 2.9. A map f: (C, d, e) + (C’, d’, e’) is said to be a L2 
simple isomorphism of @-RF complexes if Tc2)(f, e, e’) = 1. 
Remark 2.10. Let (A, e) and (JV, g) be free Hilbert %-modules with 
bases e of & and g of JV. Let F: Jl + JV be an isomorphism of Hilbert 
Q-modules. Then we can form the mapping cone complex (C,, dF, eF) 
where 
c;=Jbif, c:,=Jv, cj,=o for j# 0, 1 
tdF)o = F, (dF)i=O for j#O 
ted0 = e, ted1 =g 
and the L2-RF torsion of F, T(,,(F, e, g) is then equal to T,,,(C,, d,, eF). 
Note that if the matrix of F in the above bases m(F, e, g) is the identity 
matrix, then F is a simple L2 isomorphism. 
3. L2-To~s10~ FOR WEAKLY ACYCLIC MANIFOLDS 
Let M be a smooth, closed, oriented Riemannian manifold and fi the 
universal cover of M with the induced Riemannian metric. Then rc acts by 
orientation preserving isometries on a. Let K denote the simplicial 
complex of a smooth triangulation t: 1 Kl + M and K the simplicial 
complex of the induced triangulation of fi. Let Cj(R) denote the space of 
oriented cochains of R of degree j. If we identify a j-simplex a of R with the 
corresponding cochain defined by it, then an element f l Cj(R) can be 
written as a formal linear combination Cf,a where the sum is taken over 
all j-simplices a of R Define the space of L2 cochains of degree j to be 
C~*,(f+ f&(R):C (fJ2<cil . 
1 I 
We adopt the conventions of [Do], writing the action on cochains on the 
right and then it can easily be seen that Cd,(K) 1 C{,,(K)@ I*(n), i.e., the 
space of Lz cochains of K is a free, finitely generated Hilbert 4%(n) module. 
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Let 42 be a finite von Neumann algebra and r be the faithful normal 
trace on 42 normalised by r(Zd) = 1 where Id is the identity operator on 
Z*(a). Let rc = rci (M) and p : x + % a unitary representation of the 
fundamental group of M. We will restrict attention to representations of a 
particular type which we now describe. Let 52 denote the cyclic vector for 
the GNS representation space of @ corresponding to the trace r. Then the 
antiunitary operator .Z which sets up the anti-isomorphism of $2 with 42’ is 
defined by JAQ = A*Q. We will consider representations p which, acting 
on the vector Q generate cyclic representations such that Jp(n)” J= p(n)‘. 
In general this cyclic representation will act on a proper subspace of $252. 
However, to keep the notation to a minimum let us suppose that it 
generates all of 428. No essential changes need to be made to accom- 
modate the general case. Examples of such representations are easy 
to construct using direct integrals of factor representations of n. (In the 
case where the regular representation is a factor itself it is not so clear 
how to construct further representations.) We call such representations 
“admissible.” 
Now let p be an admissible representation of rci ) KI = rr on %. Let 
be the associated @ finite Hilbert bundle over K, and L, the corresponding 
local coefficient system consisting of the flat sections of E,. We now define 
the cochain complex C{,,(K, Lp) as follows, 
The group rc acts on C{2,(K) unitarily on the right, and on Z2(%) 
unitarily on the left via the representation p. Define 
C;2j(K, L,)- C;,,((K), 12(42))“g C;2,(K)@12(%). 
Hence the L2-cochains of K with local coefficients in L, form a free, finitely 
generated Hilbert 42 module. Each fe C{2,(K, Lp) can be written as a sum 
Cf,a where (T runs over all the characteristic ochains of j-simplices of K, 
and f, is a flat section of E, over the set Star(a) and C 1 f, I* -c co. The 
coboundary operator 
defined by 
8: C;,,(K, L,) --f C$’ (K, L,) 
where &a = C,, > ~ o’ is the usual coboundary of the characteristic ochain 
0. Observe that d” is a bounded operator. 
DEFINITION 3.1. A pair (M, p) is said to be weakly acyclic for M a 
580/110/2-1, 
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closed oriented manifold and p an admissible representation if the pair 
(K, p), where K is a triangulation of M, is such that Cc,, (K, LP) is weakly 
acyclic. Admissible representations p such that C(,,(K, LP) is weakly 
acyclic are called weakly acyclic. If p is the left regular representation and 
is weakly acyclic we say A4 is a weakly acyclic manifold. 
Of course it is not clear yet that this is a good definition and we rectify 
this defect below. 
An extension of a result of [Do] shows that C,,,((K, L,), 8, e) is 
L2-acyclic. Now d’ is represented with respect to this basis by a matrix 
operator whose entries lie in the (algebraic) group algebra over n. Thus the 
Laplacian on j-cochains J, is similarly represented and hence may be 
written in terms of the right action (that is, the commuting algebra action) 
p’ of II. So we may define ~‘(2~) in the obvious way by representing each 
matrix element by the corresponding operator on 1’(a). Before we use this 
to define the torsion of the complex, however, we need to check that the 
notion of weak acyclicity is independent of the choice of triangulation and 
hence depends only on the pair (M, p). In the following we will suppress 
L, from the notation to lighten the formulae. 
We begin with some preliminary remarks. Suppose first that K and L are 
any two triangulations of M. Let S: C*(L) + C*(K) be a linear map. If 
K = 1, v 1, v . . . v E,, and L = o0 u crl u . u 0, and the “dual” simplices 
are defined by 
q+r,) = sj* and A;( /I,) = ii,, 
then the map 3: C*(z) -+ C*(K) is defined by 
where 
s(q) = S(oi*) = c qjJ.p. 
It follows that S induces a bounded linear map SC*) (the restriction of &$ to 
L2 cochains) 
such that 
II s(2) II (2) G mfx I4jr 1. 
Remark 3.2. Iffis a simplicial map from K to L then we simplify the 
notation for the induced map on L2-cohomologyJ;,*, tof(,,. 
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We begin our discussion of the L2-RF torsion of complexes obtained 
from triangulations with three elementary preliminary lemmas. 
LEMMA 3.3. If f, g : K -+ L are simplicial maps which are homotopic such 
that f and g induce isomorphisms on fundamental groups, then fc2, is chain 
homotopic to gc2). 
Proof This is Lemma 3.2 of [MC]. 
LEMMA 3.4. If 4 : K -+ L is an isomorphism of simplicial complexes and if 
(C,2j(@, 8, e) and (Cc2,(~), 8, 4 are weakly acyclic %-RF complexes 
then we have Tc2) (K) = T,,,(L). 
Proof. It is enough to show that I$ induces a simple isomorphism of 
complexes. This follows immediately because $ takes the canonical 9 basis 
consisting of simplices of K to the corresponding basis of the second 
complex. Thus the torsions are equal. 
LEMMA 3.5. Let L c K be a subcomplex of the finite complex K such that 
the inclusion map i: L + K is a homotopy equivalence. Then the complex 
(C,,, (K, l), d,,,) is acyclic and d(,, + 6(,, has bounded inverse as an operator 
from C$) to CT;,. 
Proof This result is proved in [MC] as Lemmas 3.4 and 3.5; however, 
it is worth summarising the method here. We note that 
and that the complex C*(K, L, d) is acyclic [Co]. Thus there is a contrac- 
tion operator T (i.e., dT+ Td = 1) and T defines a bounded operator T,,, 
on relative L2-cochains as in the comments preceding Remark 3.7. The first 
statement now follows. The second is easily deduced from the fact that dc2) 
has closed range. 
DEFINITION 3.6. In the situation of Lemma 3.5 we define the torsion of 
the relative complex to be 
From Remark 2.10 we know that if f is an L2 homotopy equivalence of 
&-RF complexes then the mapping cone complex is also a weakly acyclic 
%-RF complex and hence it has an L2-RF torsion which we denote 
T(,,(f, e, e’). We now note the following fact which follows from 
Theorem 2.4. 
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LEMMA 3.1. Let f: (C, d, e) + (C’, d’, e’) be an L2 homotopy equivalence 
of weakly acyclic %-RF complexes. Then T,,,(C’, d, e’) = T&f, e, e’) 
Tc2,(C, 4 e). 
It follows that if an L* homotopy equivalence f satisfies T,,,(f, e, e’) = 1 
then the L2-RF torsions of the complexes (C, d, e) and (C’, d’, e’) are equal. 
Now let L be a triangulation of A4 and K a subdivision. We denote by 
d’, d” the corresponding maps of the complexes for the triangulations of 
the covering space. There is a short exact sequence of B-RF complexes 
O--+ C,,,(&d,eL)l-, Cc2)(E,d.eK)+ C,,,(z,E)+ 0, 
where the last is the relative complex and the bases are the natural ones 
described above. We may put ourselves in the situation where Theorem 2.4 
applies by noting that one may choose a basis f for the middle complex in 
the exact sequence 
of finite dimensional complexes which extends the image in C,,,(K) of the 
basis of C,,,(L), projects onto an orthonormal basis (in the quotient 
Hilbert space structure) of the relative complex C(,,(K, L), and is such that 
the matrix of base change has determinant one. Lifting f to C,,,(R) gives 
the basis (denoted here by f) required by the statement of Theorem 2.4. 
Now we adopt some of the notation of the proof of that result. Relative to 
f we have p’(FT) = p’(m(dy,T)*) m(dT:f) with asimilar definition for the 
operator p’(Fj) in terms of the restriction of m(d,h,T) to ICC,,(L). Let 
where we follow the method of proof of Theorem 2.4 and consider the 
decomposition of the space ker Sj induced by the subcomplex ZC(z, d”, e”) 
for each j. Relative to this decomposition we may make the identification 
p’( F; ) = 6f dj’ . Then 
p’( F;) = 
ij!d’ 
id;’ 
We introduce for 0 < y < 1, 
6fb* 
cc* + (;ly’) bb* > 
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The right hand side of this inequality is non-negative provided 
Y2 3 II b II’/(&(cc*) + 2 II b l12)t 
where &(cc*) denotes the bottom of the spectrum of cc*. Hence 
Because we know that the relative complex is acyclic this proves: 
PROPOSITION 3.8. Let K, L, and the other notation be as above. Then 
(K, p) is L* acyclic if (L, p) is L* acyclic. 
We may improve this to show the following. 
PROPOSITION 3.9. Let K, L, and the other notation be as above. Then 
(K, p) is weakly acyclic if (L, p) is weakly acyclic. 
ProoJ: Introduce the notation 4,” = r(ET) where 6fdf = s i dE, is the 
spectral decomposition, and similarly denote the spectral distribution 
functions for the corresponding operators on the complexes (C,,,(z), d, f), 
(ff*, dH, 4, UC,2j(~h 4, k"), and (Cc2j(@, dR, e") by ti:, d,", di, and 
4E respectively. The proof rests on the following fact. 
LEMMA 3.10. We have the inequalities, dE,,>d:, and 4,“<#/,,, < 
d;,, + 4:,, for some constants C,, C,, C,. 
Proof We have from Proposition 3.1 of [ES] and the proof of 
Proposition 3.8 above that d{< d;, + & for some constant C. Now 
we use the variational principle of [ES, Theorem 3.11. Then for each 
projection P in the cornmutant of the @-action on C,,,(z) and v E C,,,(z), 
lI(dj C((eK~)~~)li) PO II = II C(e”/Y)o~lj+ I dff’v II 
G II C(e/Y)oZlj+ I II II $Pv II 
from which the first inequality follows. A similar argument gives the second 
with C2 = Il(eK/‘)II. 
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To complete the proof we need to convert these inequalities into infor- 
mation about weak invertibility. We indicate how this is done for one case. 
We have 
Thus we see that In il is integrable with respect o &, if and only if l/A is 
integrable. But 
So the integrals existing implies lim,,, In ~4~ exists. From the inequality 
4: < #“,, we deduce that JA (l/A.) d$: exists and that lim,,, In ~4: also 
exists. Hence j: 1 In 11 d~$f exists. 
Now we finish the proof of Proposition 3.9. Relating the spectral 
distribution functions on the relative complex and on (H*, dH, e”) is 
straightforward. Then by using the preceding argument with the 
inequalities of Lemma 3.10 one deduces the existence of JA 1 In A 1 d$,K. 
Hence D,! is weakly invertible on (ker d,!+ l)l. Now the operators D,! and 
fi,!+, are isometric and so the latter is weakly invertible. This completes the 
proof. 
COROLLARY 3.11. Let (K, p) be weakly acyclic and let K’ be any other 
triangulation of M. Then there is a subdivision L’ of K’ such that (L’, p) is 
weakly acyclic. Furthermore if the combinatorial Laplacian for one triangula- 
tion has positive decay then it has positive decay for all finer triangulations. 
Proof: By a theorem of Whitehead (see Munkres [Mu]) there are 
subdivisions L and L’ of K and K’, respectively, which are isomorphic as 
simplicial complexes. It is easy to see that this isomorphism induces an 
isometry F of complexes with d, = FJIL,F-‘. Hence the first result follow. 
The second is actually a corollary of Lemma 3.2 and Section 5 of [ES], the 
proof being similar in spirit to that of Proposition 3.4. 
These results establish the fact that we may define the L2 torsion of 
(K, p) by substituting IDet,I (~‘(2~)) on the right hand side of the 
definition (2.1) to give 
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The notation indicates that the choice of ordering for the basis of the 
complex is not important. This is the case because another choice of basis 
changes the matrices of d and 6 by pre- and post-multiplication by an 
isometry. We can also define the L2-RF torsion of the pair (A4, p) 
and will show below that this is indeed independent of the triangulation. 
Note that if we take p : z + %(rc) to be the left regular representation, we 
obtain a canonical isometry 
of cochain complexes. 
Remark 3.12. We do not have a general criterion which establishes the 
fact that a wide class of weakly acyclic manifolds exists even though there 
are many examples of L2-acyclic manifolds (see [MC]). We do know that 
if the combinatorial Laplacian of the triangulation K has positive decay 
then the manifold is weakly acyclic. The next step in our investigations is 
clearly to establish a geometric criterion for positive decay and this we 
hope to do in a subsequent paper. 
Henceforth we assume that A4 is a weakly acyclic manifold and that 
t : 1 KI + A4 is a Cl-triangulation of A4 with (C,,,(x), d, e) a weakly acyclic 
%(rc)-RF complex, where ej is the natural basis of Cj consisting of the 
characteristic cochains of j-simplices of the triangulation. We abbreviate 
the notation by writing L2-RF torsion Tc2) (C,,,(K), d, e) as Tc2) (K) and 
referring to it as the L2-RF torsion of K. Once we have established 
independence of triangulation we will similarly refer to the L2-RF torsion 
of A4 writing it as 
The rest of the section is devoted to the proof that this is well defined. 
Similar arguments work for weakly acyclic pairs (K, p) but we shall omit 
the details. 
Henceforth K and L will denote simplicial complexes which are finite 
triangulations of a closed oriented manifold 44. 
PROPOSITION 3.13. Let K and L be triangulations of a weakly acyclic 
manifold, Let L be a subcomplex of K such that the inclusion map is a 
homotopy equivalence. Then 
T,,,(K) = Tp,(K L) Tp,W). 
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Prooj Using the natural bases of the relevant complexes and the exact 
sequence 
0 - C,,,(L) -5 C,,,(R) - C,,,($ E) - 0 
combined with the discussion of bases preceding Lemma 3.2 one sees that 
the hypotheses of Theorem 2.4 hold from which the result follows. 
PROPOSITION 3.14. Retain the hypotheses of Proposition 3.13. If K - L is 
simply connected then T(,,(K, L) = 1. 
ProojI Assume that K-L has a single component r. Choose a 
representative component p of R- 2. Then r projects homeomorphically 
onto IY Now for each j-simplex cr in K - L there is a unique simplex 5 in 
F which lies over 6. Observe that no representative simplex 6 of k- 2: can 
intersect a proper translate yd for any y differing from the identity. This 
means that d(,,a can be expressed as a linear combination of representative 
j+ 1 simplices with integer coefficients. 
Furthermore C&)(K, L”) E Cj(K, L) @ 12(z), dc2) = d@ 1, Jj = Aj@ 1 since 
K-L is simply connected. Thus we have 
1 Det, 1 (Jj) = 1 Det(Aj)l. 
Hence the L2 torsion of (z, t) is equal to the usual Reidermeister-Franz 
torsion of the acyclic complex C*(K, L): Now by [Mill this is equal to 
one. If K has several components, then we go through the above argument 
for each component thus proving the result. 
We recall some familiar concepts. Let K and L be simplicial complexes 
such that L is a subcomplex of K and K = L u VU where v is a vertex of K 
and cr is a simplex of K. We then say that K is an elementary expansion of 
L or equivalently, L is an elementary collapse of K. Since K - L = vo is 
simply connected, we see that T,,,(K, L) = 1. 
Next let L be a subcomplex of K. A simplicial map 4: K + L is said to 
be simple homotopy equivalence if there is a finite sequence 
K=K,,-+K,+ ... -K,,=L, 
where each arrow represents either an elementary expansion or an elemen- 
tary collapse. 
LEMMA 3.15. Let K and L be triangulations of a weakly acyclic manifold. 
Let L be a subcomplex of K such that the inclusion map is a simple homotopy 
equivalence, then T(,, (K) = Tc2) (L). 
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Proof By our assumption, there is a finite sequence 
K=Ko+K,+ ... +K,,=L, 
where each arrow represents either an elementary expansion or an elemen- 
tary collapse. Using Theorem 2.4 and induction we see that T(,)(K) = 
{products of terms of the type T,,,( K,, Kj + , ) = 1 if K, -+ K,, , is an 
elementary collapse and Tc2,(Kj+ i, Kj) = 1 if Kj + Kj+ 1 is an elementary 
expansion} x T,,,(L). By the discussion preceding the lemma T(*)(K) = 
Tc,, (Lb 
PROPOSITION 3.16 (Invariance under Subdivision). Let K and K’ be 
finite triangulations of a weakly acyclic such that K’ is a subdivision of K. 
Then T,,,(K’)= T(*)(K). 
Proof: It has been shown by Cohen [Co] that the inclusion map of K 
in K’ is a simple homotopy equivalence. By Lemma 3.15, Tc2) (K) = 
Tc,, (K’ 1. 
THEOREM 3.17 (Combinatorial Invariance). The torsion of a weakly 
acyclic manifold M, T,,,(M), does not depend on the choice of C’ triangula- 
tion t: 1 KI -+ M. 
Proof: Let u: 1 L 1 + M be another C’ triangulation. By a fundamental 
theorem of Whitehead and Munkres there exist C’ subdivisions h: 1 K” 1 -+ 
( K 1 and 1: 1 L” 1 + I L ( which are isomorphic via the isomorphism 
c,$:K”+L” 
of simplicial complexes. So we have 
Tc,, (K) = Tw (K”) by invariance under subdivision 
= Tp, CL”) by Lemma 3.4 
= T,,,(L) by invariance under subdivision. 
There is an analogous theorem for the general case of weakly acyclic 
representations: 
THEOREM 3.18 (Combinatorial Invariance of L2-RF Torsion). Let 
p: x+ 42 be a weakly acyclic representation. Then the L2-RF torsion 
T,,,(M, p) does not depend on the choice of C’ triangulation t: ( K 1 + M. 
Proof: For this one uses exactly the same arguments as for the proof of 
Theorem 3.17 noting of course that one needs to generalise the preceding 
lemmas and propositions. There are no non-obvious changes required to 
cover the general case. 
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Remark 3.19. The theorems above prove that L2-RF torsion is a simple 
homotopy invariant. Hence by Chapman’s theorem [Co, Appendix] we see 
that L2-RF torsion is a topological invariant. 
4. PROPERTIES OF L2-RF Torsion 
We will prove some of the properties of L2-RF torsion in this section. 
Our first result begins with a simple observation. Let n = a, x 7r2. Hence 
I’(n) z 12(7c,)@, 12(7r2) 
naturally as Hilbert spaces. 
LEMMA 4.1. Zf A’ is a free Hilbert %!(n,)-module of rank m, and .N is 
a free Hilbert +2(x2) module of rank n, then ~2’0, M is in a natural way 
a free Hilbert S!(x) module of rank mn. 
Proof: It is enough to show that (I’(z~))“@(/‘(z,))~ has a natural 
Hilbert G?(z) module structure. But 
(z2(7c1))*Q (P(Tc,))” E (P(?r))"" 
naturally as Hilbert spaces. Hence we can naturally endow the tensor 
product with a free Hilbert %!(rt) module structure of rank mn. 
Remark 4.2. If (JV, d) is a free Hilbert %(rt) complex and M is a free 
Hilbert S’(n) module then Lemma 4.1 and induction proves that &‘@ JV 
is a free Hilbert %!(rc) complex. 
LEMMA 4.3. Let A! and N be as in Lemma 4.1. Zf f E L(A!, A) and 
gEL(Jf, N) then f@gEL(A@cJ”, A@, Jf) is in a natural way a 
Hilbert f&(rt) module homomorphism. 
Proof It is enough to consider J%! = (12(nl))” and N = (12(n2))“. Let 4 
denote the natural isomorphism between (Z’(n))“” and (Z2(rc,))” 0 (12(7t2)Y 
described in Lemma 4.1. Then 
We will denote this map by just f @ g. 
COROLIARY 4.4. Zf Aj is a Hilbert ~(~j)-module (j= 1, 2) then 
A1 Qc A%?~ is in a natural way a Hilbert a!(n) module. 
Proof: By definition Mj is finitely generated and projective. Let Fj be a 
free Hilbert @(xi) module and pj E L(3-,4) be self adjoint projections such 
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that range pj= Aj. By Lemma 4.3, pi Op2 is naturally a Hilbert @(rr) 
module homomorphism. Hence range (p, @p,) = (Jll1@, J%‘~) is in a 
natural way a Hilbert @(rc) module. 
LEMMA 4.5. Let 0 + Jf’ --!+ Jf A Jf” + 0 be a short exact sequence of 
free Hilbert %(x2) modules and A be a free Hilbert %(nI) module, then 
o- dfYQ, A”’ ~.&QocJv ~&?Qc.J”“+O 
is a short exact sequence of Hilbert e(z) modules. 
Proof: We will check injectivity of 10 i. If man E ker(1 Q i) then 
m 0 i(n) = 0 is equivalent to m = 0 or n = 0. Surjectivity of 1 @p is obvious. 
Also by the preceding lemmas of this section all maps and modules can be 
considered to be Hilbert e(n) modules or homomorphisms. 
Before stating our next result we recall that if C* is a Hilbert @ complex 
then the Euler characteristic of C*, x(C*) is defined by x(C*) = 
cj”= 0 ( - 1 )j r( Cj). Observe that 
T(C’) = z(dC’-‘) -t r(6c’+‘) + r(Jf{*,(c*)). 
As di 6c’+’ + dC’ is a weak isomorphism Proposition 1.2 implies z(dC’) = 
r(6CJ+ ‘) and we have 
7 
x(C*)= i (- l)‘r(Cj)= i (-1)’ [I&@-z(dC’)+z(X”:,,(C*))], 
J=o .j = 0 
where C-l = Cnfl = 0, that is, x(C*)=C~=,(-l)jz(%<,,(C*)). 
We also recall the notion of graded tensor product of complexes C, C’. 
We have 
c& C'j= Q C'QC'" 
r+s=j 
andd~l((v6w)=dv~ww,1~d’(v~w)=(-l)d’gU~~d’w. 
PROPOSITION 4.6. Let (C, d, e) be a weakly acyclic %(x1)-RF complex 
and (C’, d’, e’) be a %(x*)-RF complex. Then 
(1) (C 6 C’, d G 1 + 1 $ d’, e @ e’) is a weakly acyclic %(x)-RF 
complex. 
(2) T,,,(C 6 C’, d @ 1 + 1 6 d’, e 6 e’)= Tc2)(C, d, e)x(c’). 
Proof: (1) By our previous lemmas it is clear that (C 6 C’, d @ 1 + 
1 6 d’, e 6 e’) is a %(rc)-RF complex. To see that it is weakly acyclic it is 
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sufficient to note that the combinatorial Laplacian for C @ C’ is the sum 
A 6 1 + 1 @ A’ where A and A’ denote the respective Laplacians of the 
complexes C and C’. Now we use the inequality 
and the argument of the proof of Proposition 3.4 to conclude that C & C 
is weakly acyclic. 
(2) Let 9(rcn2) denote the semigroup of all %(rr*)-RF complexes. We 
will define functions fi: 9(rc2)) + [w by 
fl (C’, d’, e’) = T,,,(C 6 C’, d @ 1 + 1 6 d’, e 6 e’) 
f2 (C’, d’, e’) e T,,,(C, d, e)x(c’). 
We shall prove that f, =fi by induction on the length of C’. 
If C’ : 0 -+ C” + 0 is of length one, fi =fi trivially. So assume that fi = fi 
for all a(~,)-RF complexes of length dn. If 
c’:o+ pd” . ..L!l+ C’“+O 
is a &(n,)-RF complex of length II + 1, we define the %!(rcn2)-RF complexes 
B and B’ by 
B:O-+C”+O 
b’ : 0 -, C” 2 C” -+ . . . -+ C’n + 0. 
Then B and B’ are %(rc,)-RF complexes of length <n. We also have the 
short exact sequence of @(rc2) complexes 
0 --* B + C’ -+ B’ + 0. 
Tensoring over C with the complex C we get the short exact sequence of 
L2-acyclic % @ @‘-RF complexes 
Hence by Theorem 2.4 
T(,,(C 6 C’) = T,,,(C 6 B) T,,,(C 6 B’). 
By our induction hypothesis this equals 
T(2)(C) x(a) T(,)(C) x(B’) = T(,) (C)X(B) + x(B’) = T(2) (c)m. 
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COROLLARY 4.7. Let M be a weakly acyclic manifold and N a closed, 
connected oriented manifold. We know by preceding results that M x N is 
weakly acyclic. Then we have that 
T(,,(MxN)= T(,)(M) . ,x(N) 
Proof Let K and L be triangulations in M and N, respectively. Then 
C(,,(Rx L) = C,,,(K) 6 Cc2) (2) where we use the graded Hilbert tensor 
product. We can now apply the preceding theorem to see that 
T,,,(M x N) = TC2j(M)x(c(2)(E? 
Now by Theorem 1 in [Co] we see that x(C,,, (2)) = x(L). 
COROLLARY 4.8. Let M be a closed, connected, oriented manifold. Then 
by the preceding results M x S’ is a weakly acyclic mantfold. Also 
T,,,(MxS’)= 1. 
COROLLARY 4.9. For the k-dimensional torus TC,,(Tk) = 1 (k > 0). 
Let vj, j= 1, 2, be closed Riemannian manifolds with the same universal 
cover M such that the Riemannian metrics on M, and M, lift to the same 
metric on ik Let Gj- n,(M,). Suppose that Gi is a subgroup of G2 of 
index r. If p : G, + % is an admissible representation, then we construct the 
induced representation U(p) : G, -+ GZ(r, @) as follows. Let {ak} ;= 1 be a 
set of representatives in G2 for the elements of G,/G, , i.e., G2 = u; =, ak G, . 
Let X be the vector space generated by all maps 4: G, + @ satisfying 
d(g, g) = Pkl) 4(g), g, EGI. 
The induced representation U(p) : G, + G1( 2”) is defined by 
U(P)(&) 4(g) = 4kg*), g, E G,. 
Now U(p) is traceable (it has the induced trace) and hence admissible. One 
may see this explicitly as follows. Since a map d is determined by its values 
on the ak, then the map TI$ s @;= i r#(ak) defines an isomorphism between 
2 and 0; =, %!. Define b(g) E p(g) if g E Gi and zero otherwise, and define 
the representation R: G, + Gl(r, f&) by 
R(b)(~~Y*)~~~(~,P(a,pUi~l)yj). 
Then a computation shows that TU(p)( g) q5 = R(g) T#. 
PROPOSITION 4.10. T,,,(M,, p)= TC,,(M,, U(p))‘. 
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Proof: Let tj: 1 K,I + Mj be a C’ triangulation such that the universal 
covers Kj are isomorphic as simplicial complexes to the universal cover R 
of a fixed triangulation t: 1 KJ -+ M. We define a simple isometry of 
@-modules 
S: (Cc2,(Kl, L,), d’, e) --* (Cc2,(K2, Luc,J, d“‘, e’) 
as follows (note that the complex on the right is initially to be regarded as 
a 42 0 M, module). Every cochain c E C&,(K1, L,,) can be considered as an 
equivariant map c with values in /‘(a), i.e., c( ga) = p(g) c(d) where 
ge G,, r~ is a j-simplex in K. Also, every cochain TV C{,,(K,, Lucpj) can be 
considered to be an equivariant map c into .!‘(‘%)‘, i.e., S(ga) = R(g) E(o) 
where g E G, and 0 is a j-simplex in K. Using these identifications define 
St(o)- @ c(a,a), where c is a j-simplex in K. 
k=l 
Since c satisfies c(g, a) = p( g,) c(a) for g, E G,, it follows that 
SC(W) = R(g) SC(a), where g E G, and g is a j-simplex in K. 
Obviously S defines a 42 module homomorphism between C$,(K, , LP) and 
Cf,,(K,, LucP)). Now for c”= @ cj in C{,, (K2, Lu(p)) it follows that 
ci E Ci2, (K,, LP) and that SC, = t. Injectivity is clear so S is an isometry. 
Also S commutes with the coboundary operators, since the coboundary 
operators act componentwise. Also the above proof shows that if ej is the 
canonical basis for C{,,(K,, L,), then Se, is the canonical basis for 
C{,,(K,, LutP,), i.e., the matrix of S in the preferred bases is the identity. So 
S is a L2 simple isomorphism of 42 modules which we now use to identify 
these modules. Let r denote the trace on 92 acting on C(,,(K,, Lp) 
constructed as in Section 1. Using S we see that the normalised trace on 
62 0 M, acting on C{,,(K,, L,(,,) is 
1 
t2=-7. 
r 
The normalisation of the traces above determines that on the cornmutants 
and so we may compare the torsion defined using r2 with the torsion 
calculated using r to deduce the result. 
5. COMPUTATION OF L2-RF TORSION 
We compute the L2-RF torsion of the circle S’ = [w/Z for various 
representations of the fundamental group. If y denotes the generator of the 
fundamental group of S’ then in the regular representation (Fourier trans- 
formed) y acts on L*(S') by multiplication by the function ezzie. We define 
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a one parameter family of representations pr, 0 < r < 1, by letting y act by 
multiplication by the function e2nire. We triangulate S’ by introducing two 
one simplices e, = [0, l/2], e, = [l/2, l] and two zero simplices u,, = {0}, 
oi = {l/2}. Then the resulting triangulation of 3’ is given by {y”ej> and 
{ ykui} where k E Z and j = 0, 1. The boundary operator 8 acts by 
aeo=u,-u,, ae, =yu,-0,. 
If e,* is the co-chain dual to eJ and UT is dual to uj, j = 0, 1, then it follows 
easily that 
du,*= -e$+ye:, duT=e,*--ef 
so that 
{y”e,*,fu,?I j=O, l;keh} 
are the zero and one simplices of the resulting triangulation k of the 
covering space. We see from the above that 
d=(;’ $, a=(;; ‘1). 
Now A, = d& Recalling the definition of the cochain complex C{,, (K, p,) 
we see that the L*-RF torsion is defined to be the Fuglede-Kadison 
determinant of 
A 
2 - 1 -P,(Y) 
PI. 1 = 
( -l-P,(Y)-’ > 2 
This matrix is equal, modulo commutators to 
( 
1 - (PAY) +Pr(Y)r’Y2 0 
0 2 > 
To calculate this we can use the explicit form of the trace for the regular 
representation of Z. This gives 
Pet,1 (A,,J=P%I C-A(Y)-P~W’) 
= exp ln( 2 - 2 cos 27~4) do 1 
=exp 2ln2+;f;~~ln(sin0)df?] 
[ 
=exp{2ln2+~[L(~-nr)--(n/2)]}, 
where L(a) = -j; 1 n cos 0 1 d0 is the Lobachevski function. 1 
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Remark 5.1. The Lobachevski function arises in the formula for the 
volume of certain polyhedra with totally geodesic faces in hyperbolic 
3-space which have the property that their vertices lie on the sphere at 
infinity. L(a) is a periodic function of period n which satisfies a variety of 
functional relations [ Mi2]. 
We summarise the preceding calculation in the statement hat the L2-RF 
torsion for the complex CT*,(K, p,) is given by 
For r = 1 (and hence the regular representation) the torsion is one. While 
this is not particularly exciting it is worth commenting that the operator 
(l-y) is singular so that a naive interpretation of our definition would 
suggest hat the torsion should be zero. 
A second example which we are able to calculate is the case where A4 is 
a closed flat manifold. Then M is isometric to rW”/lt where rt is a torsion free 
discrete subgroup of the Euclidean group in n dimensions. Let U(q) denote 
the unitary group on Cy and p: rt + U(q) be a non-trivial admissible 
representation of rc. Then via Hodge theory it is easy to see that p is an 
acyclic representation in the sense that Hj(M, p) = 0 for all j> 0. Let K be 
a triangulation of M and let cI!(s, p) be the zeta function of the com- 
binatorial Laplacian Aj,p acting on j-cochains on K with local coefficients 
defined by the representation p. Let [Js, p) denote the zeta function of the 
Laplacian on j-forms on M with coefficients in the flat unitary bundle 
corresponding to the representation p. Finally define the Selberg zeta 
function 
Z(s, p) = n det(l- p(y) e-s’(y)), 
Yen 
where I(y) denotes the length of the closed geodesic corresponding to y. 
Then it is shown in [F2] that Z(s, p) is holomorphic for Re(s) sufficiently 
large and has a meromorphic continuation to C with a simple pole at s = 0. 
THEOREM 5.2. (A) (Cheeger [Ch], Muller [Mull) 
exp 
[ 
I(-l)j+‘jc;(O,p) =exp C(-l)‘+‘j1,~(O,p) 
j 1 [ i 1 
(B) (Fried [Fl], Sunada and Urakawa [SU]) 
Z(O,p)=exp C(-l)‘+‘j[i(O,p)/2 . 1 
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Now let {p, Ix E JV} be a measurable family of representations pX, each 
having the properties of p, and parametrised by a compact probability 
measure space (Jr/-, dp). We suppose further that each representation px 
arises from a trace of the form t, = (l/q) tr 0 pX on rc as in [D2]. Hence the 
representation generates a finite von Neumann algebra (with trace which 
we also denote by lx) which is anti-isomorphic to its commutant. Let 
be the direct integral of copies of C4 on which the representation 
acts. Then p is a traceable representation with von Neumann trace 
Under these circumstances the operator e-‘dj.fi has trace equal to 
s XEJV t,(e- “‘J,Px) d,u(x) (cf. [Dl]). This immediately implies 
PROPOSITION 5.3. The zeta function for p is 
Now introduce the L2 version of the Selberg zeta function 
Zc,,(s> i3 = 
( 
j” Z(s, p,) 44x) liq. XE.Y > 
Then using Theorem 5.2, parts (A) and (B), and Proposition 5.3 we have 
proved: 
THEOREM 5.4. The L2-RF torsion of (A4, p) is given by 
Tc2)@4, P)=Z,,,(Q PI= ~x~~~Z(o, P,)44%))1'q. 
( 
We note that our L2-RF torsion coincides with the analytic L2 torsion 
considered in [Ml, M23 in the case of a flat manifold. This provides 
explicit evidence for the hypothesis that the combinatorial L2 torsion 
described here and the analytic torsion of [Ml, M2] are the equal (we 
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describe examples of admissible representations of the above type in 
CM21). 
Remark 5.5. After this paper was completed we received preprints by 
A. Efremov (Combinatorial and analytic Novikov-Shubin invariants) and 
Gromov and Shubin (von Neumann spectra near zero) which contain 
results relevant to this discussion. Indeed the proof of Lemma 3.4 was 
influenced by the Gromov-Shubin paper. Efremov provides an alternative 
proof of the invariance of the decay rate of the combinatorial Laplacian 
but more importantly proves the equality of the combinatorial and analytic 
decay rates (cf. Lott’s preprint, Heat kernels on covering spaces and 
topological invariants, also). This means that our (combinatorial) L2 
torsion can be defined for a wide class of examples (see Mathai [M2]) and 
in particular for odd dimensional closed hyperbolic manifolds. We are 
currently using these results to make progress in the problem of equality of 
the analytic and combinatorial torsions. 
REFERENCES 
CA1 M. ATIYAH, Elliptic operators, discrete groups and Von Neumann algebras, 
Asterisque 32-33 (1976), 43-72. 
[CM] A. L. CAREY AND V. MATHAI, L* Reidemeister-Franz torsion, in “Proc. Centre for 
Mathematical Analysis, Conference on Geometry and Physics” (M. Barber and 
M. K. Murray, Eds.), Vol. 16, 1989. 
[Ch] J. CHEEGER, Analytic torsion and the heat equation, Ann. of Math. 109 (1979), 
259-322. 
[CGl] J. CHEEGER AND M. GROMOV, On the characteristic numbers of complete manifolds 
of bounded curvature and finite volume, in “Rauch Mem.” (I. Chavel and H. Farkas, 
Eds.), pp. 115-154, Springer Verlag, New York/Berlin, 1985. 
[CC21 J. CHEEGER AND M. GROMOV, Bounds on the Von Neumann dimension of 
L*-cohomology and the Gauss Bonnett theorem for open manifolds, J. Differential 
Geom. 21 (1985), l-34. 
L*-TORSION INVARIANTS 409 
[F2] D. FRIED, Lefschetz formulas for flows, Contemp. Mud 58 (1987), 19-69. 
[FK] B. FUGLEDE AND R. V. KADISON, Determinant theory in finite factors, Ann. of Math. 
55 (1952), 52G530. 
[Ml] V. MATHAI, L* analytic torsion, J. Funct. Anal. 107 (1992), 369-386. 
CM23 V. MATHAI, L2 analytic torsion and locally symmetric spaces, preprint. 
[MC] V. MATHAI AND A. L. CAREY, L2-acyclicity and L* torsion invariants, Confemp. 
Math. 105 (1990), 91-117. 
[Mill J. MILNOR, Whitehead torsion, Bull. Amer. Mufh. Sot. 72 (1966), 358426. 
[Mi2] J. MILNOR, Hyperbolic geometry: The first 150 years, Bull. Amer. Math. Sot. 6 (1982). 
9-24. 
[Mu] W. MULLER, Analytic torsion and R-torsion of Riemannian manifolds, Ann. of Math. 
28 (1978), 233-305. 
[Mu] J. MUNKRES, Elementary differential topology, in “Annals of Math. Studies,” Vol. 54, 
Princeton Univ. Press, Princeton, NJ, 1963. 
[RSl] D. RAY AND I. M. SINGER, R-torsion and the Laplacian on Riemannian manifolds, 
Ado. in Math. 7 (1971), 145-210. 
[RS2] D. RAY AND I. M. SINGER, AnJytic torsion, in “Proc. Sympos. Pure Math.,” Vol. 23, 
pp. 167-181, Amer. Math. Sot., Providence, RI, 1972. 
PI I. M. SINGER, Some remarks on operator theory and index theory, in “Lecture Notes 
in Math.,” Vol. 575, pp. 128-137, Springer-Verlag, New York/Berlin, 1977. 
[SU] T. SUNADA AND H. URAKAWA, Ray-Singer zeta functions for compact flat manifolds, 
preprint. 
