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Abstract
The evaluation and comparison of crowd simulation algorithms (complex, high-dimensional, multi-scale systems) is an important
question. ”Realism” being dependent on target applications, comparisons with real measurements are not easy. Promising so-
lutions have been suggested for such evaluations (Guy et al. (2012)). Here, we address estimating simulation parameters before
evaluating: what do evaluation results mean if the assessed model is not performing at its best? We propose an optimization-based
approach encompassing: reference data, metrics, simulation algorithms and optimization techniques. We demonstrate ﬁnding good
parameter values setting simulation results as close as possible to reference data, enabling fair and meaningful comparisons.
c© 2014 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of PED2014.
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1. Introduction
Simulating crowds has recently received considerable attention with the introduction of a certain number of simu-
lation algorithms. These include multi-agent algorithms that can be based on very diﬀerent principles and are widely
used in computer games, virtual reality, animation as well as pedestrian security.
With this increasing number of simulation algorithms, however, it becomes increasingly important to be able to
evaluate them objectively and rigorously. One obvious way of doing that is comparing against real-world data. One
more issue then becomes apparent, which is the case of the algorithms’ parameters, which can often be tuned in order
to obtain very diﬀerent results. In such a case, one would want to compare the algorithms on the real-world datasets
while being assured that the algorithms being compared perform to the best of their ability. This implies the use of
the optimal set of parameter values leading to the best match between the simulation and data.
Methods to acquire the observed, ground-truth data are also becoming increasingly ubiquitous, and the data is
becoming more readily available. With these increasing numbers of simulation algorithms and datasets, being able to
automatically and rigorously compare the algorithms with respect to this data becomes also apparently important.
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Here, we present a framework that can be used to automatically evaluate simulation algorithms against various
datasets. Of course, this evaluation includes using metrics to compare the algorithms to the data but also a broadly
applicable scheme to estimate these algorithms’ parameter values to best match the data. We formulate this process
as an optimization problem where we ﬁnd the optimal parameter values that minimize the error between a simulation
and the data as given by the metrics. Then, the rest is merely a comparison of this error, as obtained with the diﬀerent
simulation algorithms. Our framework is general in this regard and many algorithms and metrics can be used or
integrated.
We illustrate the usage and beneﬁts of our framework on datasets of diﬀerent natures such as recorded trajectories
of individual pedestrians or macroscopic quantities such as fundamental diagrams. Our framework is open-source so
that others can use it to evaluate crowd simulation algorithms with reference data. We demonstrate its performance on
various multi-agent algorithms across various data with diﬀerent numbers of agents. In our benchmarks, we observe
that algorithms which use the information on the agents’ instantaneous velocities (e.g. RVO2 (van den Berg et al.
(2008)), Tangent (Pettre´ et al. (2009)), etc...) result in lower errors than techniques such as Boids (Reynolds (1987))
or Social-Force (Helbing and Molnar (1995)).
The rest of the paper is organized as follows. In Section 2, we give an overview on related work in crowd simulation,
parameter calibration, and algorithm evaluation. Section 3 describes our parameter estimation framework and its
key components: algorithms, metrics, reference data, and optimization techniques. Finally, concrete examples and
applications are presented in section 4 to demonstrate the beneﬁts of our solution.
2. Related work
With their applications to graphics, robotics or ﬁre safety, numerous crowd simulation algorithms have emerged.
Many of these choose to represent each individual agent in a crowd (e.g. as particles) and model the interactions be-
tween them. A very representative example of microscopic approaches is Reynolds’ seminal Boids model (Reynolds
(1987)). It aims to match an agent’s speed to that of its neighbors and as a result, multiple behaviors emerge at the
crowd level. This work was later extended to include more interactions such as herding and path following (Reynolds
(1999)). Physically-based models formulate interactions as repulsive forces among agents (Helbing and Molnar
(1995)) and can be combined with various rules to improve behaviors (Lamarche and Donikian (2004); Pelechano
et al. (2007)). Lately, velocity-based algorithms have been introduced which aim to determine velocities for agents
that are collision-free over certain future time-windows (van den Berg et al. (2008); Pettre´ et al. (2009); Karamouzas
et al. (2009)). Other recent models include cognitive ones (Yu and Terzopoulos (2007)), aﬀordance (Kapadia et al.
(2009)), short-term planning with a discrete approach (Singh et al. (2011)), as well as a synthetic vision-based model
using perceptual variables derived from the optic ﬂow (Ondrˇej et al. (2010)).
Many other algorithms exist as well, such as algorithms operating at the macroscopic level (Treuille et al. (2006)).
A major problem is then developing metrics to be able to compare these algorithms, which rely on very diﬀerent
principles and thus qualitatively very diﬀerent (for instance velocity-based anticipation of future trajectories versus
repulsive forces based on position alone).
A solution is to use experimental data for the evaluation; but in this case, parameters need to be taken into account.
For instance, Pettre´ et al. (2009) set the parameter values of a collision-avoidance model based on data by using
Maximum Likelihood Estimation. Lerner et al. (2009) compared local decisions taken from local context between
simulations and real-world data. Lemercier et al. (2012) considered more complex situations where experimental data
capturing both microscopic and macroscopic features of pedestrian motion was used to calibrate and compare various
approaches.
Learning methods were also used to calibrate models from vision data (Pellegrini et al. (2009)), learn model
parameters from real-world data (Charalambous and Chrysanthou (2010); Ju et al. (2010)), or learn agent motion from
real-world motion (Lee et al. (2007); Lerner et al. (2007); Kim et al. (2012)). These approaches, while intrinsically
realistic (based on real data), are also rather limited to speciﬁc scenarios. Furthermore, realistic portions of trajectories
do not necessarily guarantee the realism of the compositions of the trajectories. In comparison, we present a technique
to perform parameter estimation in a general, model-independent manner, considering various types of datasets.
In terms of evaluation, Kapadia and colleagues proposed a framework that evaluates the steering algorithms on
diﬀerent scenarios with respect to path smoothness or the number of collisions (Singh et al. (2009); Kapadia et al.
(2011)). Other works also compared simulated trajectories with real-world data. The entropy-based metric (Guy et al.
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Fig. 1. System Overview Our approach optimizes simulation parameters to match target data. Our framework has 3 components: an optimization
technique, metrics, and reference data.
(2012)) performs such comparisons and is robust with respect to the chaotic nature of individual agents’ motions.
While such metrics allow to compare algorithms with real-world data and between themselves, the issue of optimal
parameters persists. We propose to unify these tasks by posing crowd evaluation as part of a parameter optimization
problem, and we demonstrate its beneﬁts via improved performance of the algorithms in various scenarios.
3. Optimization framework
Our framework is composed of four parts: simulation algorithms, reference data, metrics and optimization algo-
rithms. This section describes how these parts interact and then gives some details on each. Additional details on the
framework (as well as some diﬀerent results) can be found in (Wolinski et al. (2014)).
3.1. Overview
We deﬁne a crowd simulation algorithm as a function, which given a collection of agent states (their positions and
velocities) computes a new set of states matching a timestep of the simulation. We denote xk the positions of all agents
at timestep k, vk their velocities, and g their goals. Then we can formulate a simulation algorithm as follows:[
xk+1
vk+1
]
= f (xk, vk, g). (1)
A crowd simulation algorithm can also have several parameters that inﬂuence the behavior of the agents such as their
radius or preferred speed. We assume there is one set of values for these parameters for each agent. Given an agent i,
we denote this set of values pi; p then represents the parameter values for all agents.
We can now expand the previous deﬁnition of a simulation algorithm to one of a parameterized simulation algo-
rithm. Formally, the parameter values p are now part of the input:[
xk+1
vk+1
]
= f (xk, vk, g, p). (2)
Our goal is now to ﬁnd the optimal set of parameter values popt that allow to match some reference data, deﬁned for a
given timestep as zk. The reference data over all timesteps can then be deﬁned as follows:
z =
m⋃
k=1
zk. (3)
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Similarly, a whole simulation can be deﬁned as the collection of states computed by the simulation algorithm, initial-
ized with the reference data:[
x
v
]
= f (z, p) =
m⋃
k=1
f (xk, vk, g, p), (4)
initialized with x1 = z1, v1 = speed(z1) and g = zm.
With a user-deﬁned distance metric, we can now compute the distance between the simulation and the reference
data dist( f (z, p), z). Our framework then computes the set of parameter values popt, f which best match the reference
data given a simulation algorithm f :
popt, f = argmin
p
dist( f (z, p), z). (5)
This optimization problem is very high-dimensional (dim(p) =
∑n
i=1 dim(pi)) and is therefore diﬃcult to solve
across all metrics, reference data, an simulation algorithms. We describe how we solve this problem in Section 3.4.
Once optimal parameter values have been found for each simulation algorithm, we can then compare these algo-
rithms in a fair way, by comparing their distance to the data while using the optimal parameter values. Formally, for
two simulation algorithms f1 and f2, f1 is said to be better than f2 with respect to the data and metric if and only if:
dist( f1(z, popt, f1 ), z) < dist( f2(z, popt, f2 ), z). (6)
3.2. Simulation algorithms
The previous deﬁnition of a crowd simulation algorithm ﬁts many common models. In this paper, we focus on four
widely used agent-based simulation algorithms.
1. In the Boids model (Reynolds (1999)), f is a function of the agents’ position at some speciﬁed future time
(current time plus constant). When the predicted distance between agents gets too low, a separation force is
computed and added to an attraction force which is pulling towards the agent’s goal. Parameters are: radius (size
of 2D circle agents) and comfort speed (i.e., speed when no interactions occur).
2. In the Social-Force model (Helbing et al. (2000)), f is a function of the agents’ positions. Repulsive forces are
computed between agents and combined with attraction forces toward goals. Parameters are: radius and comfort
speed.
3. In the RVO2 model (Van Den Berg et al. (2011)), which computes an agent’s admissible velocity space (space
which remains collision-free in a future time window), f returns the optimal admissible velocity. Parameters are:
comfort speed, neighbor distance (only agents within this distance are considered for local interactions), radius,
and time horizon (only future collisions within this horizon are considered for local interactions).
4. In the Tangent model (Pettre´ et al. (2009)), which works in the velocity space and considers possible perception
errors, f returns the optimal admissible velocity. Parameters are: comfort speed, radius and two error-quantifying
parameters.
3.3. Optimization Metrics
Reference data speciﬁes the desired behavior or motion that the simulated agents should follow. It can be either
experimentally acquired data or data that is generated in any number of ways. This could be, for instance, the motion
generated with another simulator or arbitrary values for various metrics. In each case, the implementation of the
metric should match the type of reference data.
Equation (5) allows for various types of data/metrics, with two main categories:
• microscopic data, which speciﬁes the exact trajectory of each agent in the data, and
• macroscopic data, which describes aggregate measures of the overall crowd motion.
Below, we describe a few metrics which we use in this paper:
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Microscopic Data Metrics.
• absolute diﬀerence metric (D) computes the total distance in position over all agents over all timesteps,
• progressive diﬀerence metric (P) measures the absolute diﬀerence between the simulated agents and the refer-
ence data when the simulation is reinitialized at each timestep.
Macroscopic Data Metric.
• fundamental diagram metric (F) compares the speed of an agent to the density of agents in its location. This
metric is inspired by the ﬁeld of pedestrian dynamics, where it is commonly used to measure pedestrian ﬂow
rates (e.g., (Curtis and Manocha (2012))).
3.4. Optimization Techniques
Equation (5) can in theory be optimized using any number of combinatorial optimization algorithms. Each agent
having its own set of parameter values to ﬁnd, the problem quickly becomes very high-dimensional (hundreds of
dimensions) and the complexity of ﬁnding an optimal solution is very high. The problem is initialized with the user
specifying a base distribution for each parameter; for instance, the radius of an agent could be deﬁned as no lower
than 0.2m and no greater than 0.8m. In our case, we have chosen to use a combination of a genetic algorithm and a
greedy algorithm:
Genetic algorithm (GA): methods based on genetic algorithms seek to avoid local minima, and do so by main-
taining a pool of parameters that can lead to diﬀerent local minima (Holland (1992)). New pools of parameters are
computed by combining and modifying previously successful candidates. We use this algorithm to quickly reﬁne
distributions of values for the parameters. Thus, we can quickly ﬁnd values that generally work well for the agents
with the added beneﬁt of not being stuck in local optima.
Greedy approach (G): this approach works by replacing one parameter from p at a time for each agent. If this
replacement lowers the optimization function, the new parameter value is chosen; if not, the previous value is restored.
This method can get stuck in local minima, but it is not a problem as we use it to essentially minimize the cost function
as much as possible in the local minimum found by the genetic algorithm.
Other global optimization techniques, such as Particle Swarm Optimization (PSO) (Poli et al. (2007)) or the adjoint
method (McNamara et al. (2004)), can be applied to optimize Equation (5). For reference, we have implemented the
simulated annealing and CMA (Covariance Matrix Adaptation) algorithms as well.
4. Results
The primary beneﬁt of our framework is its generality: it can automatically ﬁnd the best parameters for any
simulation algorithm, based on any metric, for any reference data. In this section, we highlight some advantages and
beneﬁts of our parameter-optimization and the framework, through microscopic and macroscopic data.
4.1. Microscopic data
In microscopic data, the trajectories of the agents are known and the metrics compare them with the simulated
trajectories. In the best case scenario, the positions of all agents are known at all times. It is then possible to extract
the starting positions to initialize the simulators and the ending positions to use as goals. There are however cases
where agents appear and disappear (e.g. enter and exit the recording cameras’ ﬁelds of view). In these cases, we have
people that appear/enter at speciﬁc positions at speciﬁc times. This is correct in the context of the real crowd that is
being recorded. It is however less correct given the context of the simulated crowd. As the simulated crowd will not
be in the exact same state as the real crowd it may not make sense to initialize the agents with the same positions as
their real counterparts. Thus, we choose to select a certain number of agents and then extract a time-window from the
data wherein all selected agents’ positions are known at all times. This way, we can avoid the problem of the afore-
mentioned boundary conditions. In such a case, the simulation algorithm will be used to simulate all agents except
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(a) Five selected agents (blue) amidst a ﬂow of 111 agents.
(b) Five selected agents (blue) amidst a ﬂow of 111 agents.
Fig. 2. Example of a result of the calibration of two models with the Diﬀerence metric in the case of 100+ agents, 5 of which are selected.
Colored area represents error between real (red) and simulated (blue) trajectories identiﬁable through the color gradient. Left: reference data; only
recent trajectories are shown for clarity (ending positions in bright). Top row: Boids-like and RVO2 algorithms, colored areas show error between
real (red) and simulated (blue) trajectories. Bottom row: Social-Force and Tangent algorithms, colored areas show error between real (red) and
simulated (blue) trajectories.
that at each time step, all non-selected agents will be reset to the positions of their real counterparts. The metrics then
only take into account the selected agents.
Here, we present such a case (Plaue et al.) where two ﬂows of people (∼150 people) were recorded while cross-
ing ways. The data we tested on represents 8 scenarios involving successively 111, 166, 163, 128, 100, 92, 152
and 111 pedestrians. These scenarios represent cases where we chose to extract time-windows based on 5 selected
agents (fewer selected agents represent a longer time-window while larger numbers of agents represent shorter time-
windows).
The following two ﬁgures show two examples of results:
• Fig. 2(a): 111 agents total, 5 selected, traveling from left to right: RVO2 leads to slightly lower errors than the
Boids-like model.
• Fig. 2(b): 111 agents total, 5 selected, traveling from left to right: the Tangent algorithm leads to slightly lower
errors than the Social-Force simulator.
Table 1 shows a comparison between the Boids, Social-Force, RVO2 and Tangent algorithms using the Diﬀerence
and Progressive Diﬀerence metrics. For the Diﬀerence metric, the Tangent algorithm gives the best score (Boids
leads to the worst), whereas the Social-Force algorithm gives the best result for the progressive Diﬀerence (RVO2
leads to the worst). This diﬀerence between rankings would tend to suggest that the Social-force algorithm’s agents’
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reactions would be closest to those in the reference data (with respect to the metric) at a given time, while the Tangent
algorithm’s agents would have the closest overall paths to the ones in the reference data (with respect to the metric) in
these scenarios.
Table 1. Comparison results between Boids, Social-force, RVO2 and Tangent algorithms on microscopic data with ∼150 people. A lower score is
better (note that for readability purposes, the scores are normalized by the highest score), colored cells show the best (lowest) score.
Diﬀerence Progressive diﬀerence
Boids 1.0 0.281639438
Social-force 0.792023413 0.261875267
RVO2 0.579948966 1.0
Tangent 0.573973646 0.321520712
4.2. Macroscopic data
The reference data can not only represent pedestrians’ individual trajectories but other types of data as well, such as
fundamental diagrams. With parameter-optimization it is possible to match such a fundamental diagram with a given
simulation algorithm. We here reproduce Weidmann’s fundamental diagram (Weidmann (1993)) with the Boids,
Social-Force and RVO2 simulation algorithms. In order to match this fundamental diagram with the algorithms, we
constrained them to 9 successive points which correspond to densities of 0.75, 1.0, 1.5, 2.0, 3.0, 4.0, 5.0, 6.0 and 6.3
agents per square meter.
Fig. 3 shows the obtained diagrams. At this point, the framework can help decide which simulation algorithm is
best suited to reproduce the fundamental diagram, which can be very useful when setting up evacuation scenarios. On
Fig. 3, the Boids simulator leads to a worse match than the other two algorithms. The Social-force algorithm matches
the diagram well up to about 2 agents per square meter. Finally, the RVO2 algorithm matches the diagram well across
all densities.
5. Analysis and conclusions
In this paper, we have dealt with the problem of evaluating crowd simulation algorithms. We have outlined the need
for parameter estimation in order to compare algorithms while performing to the best of their ability. We have then
proposed to solve this by posing parameter estimation as an optimization problem. This work resulted in a framework
that is general and that supports various optimization algorithms, metrics, types of reference data and simulation
algorithms.
We have demonstrated the use of this framework with widely used algorithms of diﬀerent types (force-based, rule-
based, velocity-based), diﬀerent metrics (macroscopic, microscopic) and diﬀerent types of data (recorded trajectories,
macroscopic measures). And we have explored the problem in its full dimensionality as an individual set of parameter
values was found for each agent.
Our results show that the same simulation algorithm can show very diﬀerent results depending on the parameter
values that are used and therefore that parameter estimation is important. Thus, it is important for researchers to
account for the parameters the various algorithms when comparing them. With our framework, we have sought to
address this problem in a general way, and we hope that this can be of help in future work (perhaps along with
approaches such as the ones by Singh et al. (2009) and Kapadia et al. (2011)). This would facilitate eﬀorts for
exhaustive comparisons of simulation algorithms.
Our approach has some limitations still to be addressed. Since, the parameter space during optimization is so
high-dimensional, the optimizations are is still time-consuming. It is also very diﬃcult to estimate the complexity
of the approach since it depends very heavily on the implementation of the metrics and simulation algorithms. For
instance, RVO2, on the scenario consisting of microscopic data with 166 agents (Diﬀerence metric), takes ∼8 min-
utes to optimize and ∼3.5 minutes to optimize on a fundamental diagram with 60 agents, while our comparatively
ineﬃcient implementation of the Boids algorithm takes respectively ∼16.5 and ∼9.5 minutes in similar conditions.
Note, however, that it is possible to address this question of performance with parallelization. Indeed, a comparison
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(a) (b)
(c) (d)
Fig. 3. Weidmann’s fundamental diagram (Weidmann (1993)) matched with the Boids, Social-Force, RVO2 and Tangent algorithms. (a) Weid-
mann’s fundamental diagram. (b) The Boids algorithm constrained to the fundamental diagram. (c) The Social-Force algorithm constrained to the
fundamental diagram. (d) The Tangent algorithm constrained to the fundamental diagram.
of multiple algorithms with multiple metrics and scenarios is trivially parallelizable as each optimization process of
one algorithm on one scenario with one metric is independent of the others.
As part of future work, we would like to both investigate metrics and the reference data itself. What metric (or
combination of metrics) is appropriate in a given scenario? What metrics are immune to the variable behaviors of
people facing a same situation while capturing high-level aspects that remain consistent? How representative is the
ground-truth data of other interactions?
We hope this framework can provide a standardized means of comparing diﬀerent crowd simulation algorithms,
and thus, help the ﬁeld of parameterized crowd simulation.
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