ABSTRACT
INTRODUCTION
Biological functions and processes are performed through the interactions among proteins, RNA or DNA. It is of great significance for protein mimetic engineering, elucidation of molecular pathways and drug design to understand characteristics of protein interfaces (Lichtarge, et al., 2002; Sowa, et al., 2001; Zhou, 2004) . Protein-protein interaction is an important factor for determining protein function (Letovsky and Kasif, 2003; Nabieva, et al., 2005) . Furthermore, identification of interface residues can help the construction of a structural model for a protein complex (Cyril Dominguez, 2003) .
The availability of more and more protein structures in the Protein Data Bank (PDB) (Berman, et al., 2000) makes prediction of protein-protein interaction sites possible. Machine learning methods, such as neural networks (ANN) (Chen and Zhou, 2005; Fariselli, et al., 2002; Zhou and Shan, 2001 ) and support vector machines (SVM) (Bradford and Westhead, 2005; Chung, et al., 2006; Koike and Takagi, 2004; Res, et al., 2005) have been successfully applied in this field. These studies consider sequential, structural or evolutionary features such as amino acid residue composition * To whom correspondence should be addressed. (Chen and Zhou, 2005; Chung, et al., 2006; Koike and Takagi, 2004; Res, et al., 2005; Zhou and Shan, 2001) , spatial neighboring residues (Wanga, et al., 2006; Zhou and Shan, 2001) , accessible surface area (Koike and Takagi, 2004) , structural conservation score (Chung, et al., 2006) and residue evolutionary information (Res, et al., 2005; Wanga, et al., 2006) . Most of these methods focus on prediction of protein-protein interaction sites on surface of proteins with known structures (Koike and Takagi, 2004; Zhou and Shan, 2001 ). However, only protein local sequential information is used in study of Ofran and Rost (2003) . Res, et al. (2005) use protein sequential and evolutionary information to predict proteins interaction sites without structural information. Recently, Liang, et al. (2006) present an empirical score function, which is a linear combination of energy score, interface propensity and residue conservation score for prediction of protein binding sites.
These traditional methods take protein-protein interaction prediction as a classification task and separately study each residue, so one interface residue is identified at a time. One drawback of these methods is the relation between two labels (interface or noninterface) of neighboring residues is not taken into consideration. However, as a matter of fact, sequentially or spatially neighboring residues should have similar characters in forming interface. Chung, et al. (2006) noticed this relation and used the clustering as a postprocessing strategy to remove the isolated interface residues predicted by SVMs and include the noninterface residues surrounded by several predicted interface residues.
In order to acquire the inter-relation information between neighboring residues, prediction of protein interaction sites was formalized as a sequence labeling task in our study. Sequence labeling tasks are very common tasks in natural language processing such as part-of-speech tagging (Lafferty, et al., 2001; Ratnaparkhi, 1996) , named-entity recognition (Chinchor, 1998) , and information extraction (Freitag and McCallum, 2000) . Recently, conditional random fields (CRFs) (Lafferty, et al., 2001; Sutton and McCallum, 2006) are successfully applied to solve sequence labeling problems and are also proved their effectiveness in solving problems in bioinformatics such as protein secondary structure prediction and protein fold recognition (Liu, et al., 2004; Liu, et al., 2005) . The advantage of CRFs is that it can integrate both rich state features and transition features between label states. Furthermore, CRFs have advantages over traditional graphical models such as hidden Markov models (HMMs) (Rabiner, 1989) and maximum entropy Markov models (MEMMs) . It is one of the outstanding methods used for labeling sequence data. In this study, given a protein sequence with structural information, each residue needs to be labeled as an interface residue or noninterface residue.
CRFs are efficient methods for labeling sequence data, and different from the classification methods such as SVMs and maximum entropy method(ME) (Rosenfeld, 1996) .In this paper, we compared the performance of CRFs in predicting protein interaction site with state-of-the-art methods, such as SVMs and ANN. CRFs can be used to label residues of the whole protein sequence, but only the residues on surface were chosen to compare with other methods. Basic features including sequence profile and accessible surface area of spatially neighboring residues were used for comparison of CRFs with other methods for performance. Experimental result shows that CRFs-based method is comparable with the conventional classification methods on 1276 nonredundant chains of hetero complexes selected from the PDB.
MATERIAL AND METHODS

Data set
All x-ray diffraction protein structures which have multiple chains and resolution of less than 3.5 Å were extracted from the PDB (July, 2005) (Berman, et al., 2000) . Protein chains shorter than 40 residues were removed. For each structure, we selected chain pairs with more than 20 interfacial residues on each chain. A residue is considered to be an interface residue if the distance between any of its heavy atom and any heavy atom of its interacting chains is less than 5 Å (Chen and Zhou, 2005; Koike and Takagi, 2004; Zhou and Shan, 2001) . For PDB structure with more than two chains, each chain was selected for at most one time. For protein chain that interacts with multiple partners, only one partner with the most interfacial residues was selected as its partner. Finally, a total of 15264 chain pairs were selected.
In order to get nonredundant protein chains of hetero complexes, we adopted the method of Chung et al.(2006) . All these selected chains were compared using BLAST (McGinnis and Madden, 2004) . Two chains were assigned with the same cluster if (1) over 90% of their sequences were aligned and (2) the sequence identity was equal or greater than 30%. All above chains were clustered in this way. One representative chain of each cluster was selected. Hetero complexes with longer chains were selected in this study. Two interacting protein chains were defined as homo complex if over 90% of them were aligned and the sequence identity over the aligned region was more than 95% (Chen and Zhou, 2005) . Thus 1276 chains (312858 residues) were selected as nonredundant protein chains of hetero complexes.
The surface residues were defined using the criterion of at least 15% solvent accessible surface area exposure to solvent (Chung, et al., 2006; Rost and Sander, 1994) . The solvent accessible surface area (ASA) of each residue was calculated using the DSSP program (Kabsch and Sander, 1983) . A total of 200,482 residues (about 64.1%) were collected as surface residues from all these chains. Since a protein chain within a complex with more than one chain may form more than one interface. Within these interfaces, there is generally a main large interface while residues in other minor interfaces can be treated as interface or noninterface residues, or even excluded from data set. In our experiment, we consider all these three cases and generated three types of data set (Type I, II, and III). Their statistical information is tabulated in Table 1 . Surface residue sequence segments were collected. The surface residue sequence segment is sequential continuous residue segment which are all surface residues. Each residue within the segment was labeled as interface or noninterface residue. These segments were used to train and test CRFs.
The fact that there are more noninterface residues than interface residues in the training set leads to higher precision and lower recall for many classifiers such as SVMs and ANN (Chen and Zhou, 2005; Chung, et al., 2006; Koike and Takagi, 2004) . These researchers used trimmed data set, the ratio of positive and negative examples are set to about 1:1. To evaluate the robustness and performance of different methods, we conduct experiments on both complete and trimmed data sets of all above three data types. The left dashed-line rounded rectangle in Figure 1 illustrates the process of data preparation.
Conditional random fields used for labeling sequence data
In order to predict protein-protein interaction sites, we address this problem as a sequence labeling task. Protein surface residues were extracted and the surface residue segments were treated as sequence data. Residues on surface segments were labeled as interface or noninterface residues using CRFs. Conditional random fields (CRFs) were proposed by Lafferty, et al. for labeling sequence data (Lafferty, et al., 2001) . Given a sequence of observations X = (x 1 , x 2 , …, x n ), we want to get the most probable label sequence Y = (y 1 , y 2 , …, y n ), i.e. . CRFs are undirected graphical models (as opposed to directed graphical models such as HMMs) and the conditional probability P(Y|X) is computed directly. Figure 2 shows the structures of CRFs, HMMs and ME. Both CRFs and HMMs suit to label sequence, differing from the probability solution formulation. HMMs obtain the target label sequence Y by maximizing the joint probability of X and Y (Rabiner, 1989) , but HMM can not use long distance features which limits the broad application of this method. CRFs are exponential or log-linear models which can use any kind of features. By the fundamental theorem of random field (Lafferty, et al., 2001 ), the joint distribution over label sequence Y given X can be given by the following conditional probability:
Where, 1 is a transition feature function of the entire observation sequence and the labels at position i and i-1 in the label sequence; ( , , , )
s y x i is a state feature function of the label at position i and the observation sequence. The index j in t j and s j is feature serial number to represent different features. Parameters λ j and µ j correspond with feature t j and s j , respectively, and they are learned via maximizing the conditional likelihood of the training data. Z(X) is a normalization factor. More details about CRFs can be referred from Lafferty(2001).
Prediction of protein-protein interaction sites based on CRFs
Here, sequence segments on protein surface are labeled by CRFs. The label set for residues is L = {I, N}, where I represents the interface residue and N represents the noninterface residue. Given a segment X = (x 1 , x 2 , …, x n ), the most possible label sequence Y = (y 1 , y 2 , …, y n ) (y i ∈ L) is obtained using CRFs.
Definition of features
The features for CRFs include transition and state features. We define several types of state features based on common features most used by other researches. Two kinds of state features, spatially neighboring residues profile and accessible surface area are taken as basic features for CRFs. Residue conservation is taken as an extended feature to test its effectiveness in CRFs. 
Transition feature
Where, y i-1 and y i are labels of residues at positions i-1 and i in the protein sequence x, respectively.
Profile feature of spatially neighboring residues
Spatially neighboring residues profile feature was taken from multiple sequence alignment obtained from three iterations of PSI-BLAST searching against NCBI nonredundant database (NR, April 2006 release) under conditions E-value=0.001 and h=0.001 (Altschul, et al., 1997) . For each labeled residue, its profile features were taken from profiles of 15 nearest spatially neighbor residues (including the labeled residue). The profile value x was scaled to the [0,1] range by using the following function (Kim and Park, 2003) :
The spatially neighboring residue profile feature is defined for each label-amino pair (y ∈ L and aa ∈ amino acid alphabet) as: 
Where, ASA of each residue is calculated using DSSP program (Kabsch and Sander, 1983 ). x k is from the spatially neighboring residues list of residue x i .
Residue conservation feature
Residue conservation feature represents the degree of evolutionary conservation at each residue position and was obtained from the conservation score in the ConSurf-HSSP database (Glaser, et al., 2005) . This score is based on the relative entropy and correlates with the functional importance of position. According to the conservation score, the residues were classified into nine categories of conservation (from grade 1 to grade 9). Residue conservation feature is expressed by the conservation grade divided by 10: Figure 1 illustrates the process of feature extraction. Table 2 gives the feature type and corresponding dimensions.
Implementation of conditional random fields
FlexCRFs is a conditional random field toolkit for segmenting and labeling sequence data (Phan and Nguyen, 2005) . The current version of FlexCRFs can not be used to deal with continuous real value features, so we modified it to solve this problem. In this study, we adopted the first-order Markov CRFs. The parameter init_lambda_val was set to 0.05 and other parameters were set by default. Figure 1 illustrates the whole implementation of our protein interaction labeling system based on CRFs.
RESULTS AND DISCUSSION
Cross-validation and scoring
The performance of each method is measured using three-fold cross-validation. The whole data set (hetero-complex chains) was randomly divided into three subsets with equal number of chains.
Each method was trained and tested three times with three different training and test sets. For each time, two subsets were used as training data and the remaining subset was used as test data. All methods are measured according to the evaluation of residue labeling (or classification) based on the following quantities:
• TP is the number of true positives which are residues correctly classified as interface residues; • TN is the number of true negatives which are residues correctly classified as noninterface residues; • FP is the number of false positives which are noninterface residues incorrectly classified as interface residues; • FN is the number of false negatives which are interface residues incorrectly classified as noninterface residues. Then we used the following measures to evaluate the labeling (and classification) performance: Precision, recall F1 are all used to measure the performance for labeling or classifying interface residues, while accuracy is to measure the performance for labeling or classifying the whole test data set. Correlation coefficient (CC) is to measure the correlation between predictions and actual test data.
Performance of CRFs versus other classification methods
Support vector machines (SVMs), neural network (ANN) and maximum entropy model (ME) are selected to compare with our method. All of them are discriminative classification methods. SVMs and ANN are state-of-the-art methods for predicting protein-protein interaction sites (Chen and Zhou, 2005; Chung, et al., 2006; Fariselli, et al., 2002; Koike and Takagi, 2004; Res, et al., 2005; Zhou and Shan, 2001) and CRFs are extension of ME (Lafferty, et al., 2001; Sutton and McCallum, 2006) . LIBSVM (Chang and Lin, 2001 ) was used as the SVM implementation with radial basis function as kernel. The values of γ and regularization parameter C were set to be 0.1 and 10, respectively. Neural Network Toolbox in Matlab was used as ANN implementation and a feed-forward, back-propagation neural networks was used (Chen and Zhou, 2005) . The neural network contained an input layer with 21×15 nodes, a hidden layer with 20 nodes, and an output layer with two nodes. ME implementation of Zhang was used and can be downloaded freely from http://homepages.inf.ed.ac.uk/s0450736/maxent_toolkit.html.
First, we tested these methods on basic feature set: profile of spatially neighboring residues and ASA feature. We tested them on six data sets, and the evaluation results are tabulated in Table 3 . Among three complete data sets, CRFs perform best according to F1-measure, which shows that CRFs can obtain better trade-off between precision and recall automatically. Other methods suffer from the unbalanced training data greatly and they get higher precision and lower recall on complete data sets, which agrees with result of Chen and Zhou (2005) . CRFs-based method is more robust with respect to different ratio between positive and negative examples of training set. All data in training set are used to train these methods. Among three trimed data sets, the performance of CRFs is next to the best performance obtained by SVMs method according to F1-measure and CC. Removing some non-interfacial residues from training set (in trimed data set) reduces the performance of CRFs, since these removed residues still contain useful information for predicting interaction sites. We will discuss this phenomenon in the following section.
Both CRFs and ME are exponential models based on maximum entropy principle. From the result, we can notice that the CRFs outperform ME greatly in most data sets, which shows that CRFs method are more suitable for labeling protein interaction sites than ME method. The performance of ANN is worst according to our experiment.
The effect of different ratio of positive and negative examples for CRFs and SVMs
We generated a series of training sets by randomly removing different number of negative examples from the original Complete Type I data set. The evaluation result of F1-measure and CC changing with the ratio of positive and negative examples is shown in Figure 3 . We can see that the performance of CRFs is stable when the ratio of Pos/Neg is between 0.3 and 0.7 and the CRFs achieve the best performance when Pos/Neg is about 0.4. It means that CRFs can obtain the best performance when only very few negative examples are removed. When the ratio of Pos/Neg is above 0.7, the (CC) performance of CRFs will decline. SVMs can not obtain any interaction sites when the Pos/Neg ratio is below 0.4. So the effect of the Pos/Neg ratio for SVMs is more serious than it is for CRFs. This experiment has been done only on Type I data set, while results on other two data sets may be different. We give some examples that are predicted by SVMs and CRFs trained on trimed Type I data set. The first example is the SC SMC1HD:SCC1-C complex (Haering C.H., et al. 2004) . The Kleisin is the conserved region of Rad21/Rec8 like protein which has 22 residues located on the interface with its partner according to the above definition of interaction residue [Figure 4(b) ]. The CRFs predict 27 residues to be interface which covers 20 interfacial residues (recall: 91%, precision: 74%) [ Figure 4(a) ]. The SVMs predict 21 residues to be interface which covers 13 interfacial residues (recall: 59%, precision: 62%) [Figure 4(c) ]. We can see that most of the false positives from SVMs locate on outside of the actual interface, i.e. the green cycle in Figure 4 (c). CRFs can successfully distinguish interface and noninterface residues for this protein.
Some predicted examples by CRFs and SVMs
The second example is complex of the ribosomal subunit 30S, a complex of 20 polypeptide chains with a 1522 nucleotide long 16S RNA (Carter, et al., 2000) . The S6 chain is in our data set and the interface between S6 and S18 was studied by us. The prediction results are shown in Figure 5 . The interface residues of S6 (binding with S18) centralize in its hollow [Figure 5(b) ]. This interface region is accurately identified by CRFs covering about 86% of the actual binding site with a precision of 73% [ Figure 5(a) ]. The prediction result by SVMs covers only 68% of the actual binding sites with a precision of 56%, including a error region far away from the binding site i.e. residues within the green circle of Figure 5(c) .
The last example given by us is complex of sreptococcal pyrogenic enterotoxin C (SpeC) with a human T cell receptor beta chain (Sundberg, E.J., et al., 2002) . There are 17 residues located on the interface[ Figure 6(b) ]. CRFs can label the majority these residues with coverage of 65% [ Figure 6 (a)], while SVMs only correctly label 4 interface residues with coverage of only 23.5% [Figure 6(c) ]. Clearly, it is difficult to characterize the interfacial feature by SVMs.
Test CRFs on extended feature
We add residue conservation features to CRFs method which is also trained on Type I data set. These features are obtained from conservation score in the ConSurf-HSSP database (Glaser, et al., 2005) , which are different from that of Chung (2006) and Res (2005) . Experimental result is tabulated in Table 4 , from which we can see that the value of CC of CRFs-2 on two data types all descend. According to our experimental result, better performance can not be obtained by adding these features to CRFs. 
CONCLUSION AND FUTURE WORK
Protein-protein interaction sites prediction is tackled as a sequence labeling problem using conditional random fields which is different from conventional classification based methods. Features used for conditional random fields include sequence profile and residue accessible surface area of spatially neighboring residues. Comparative experiments of CRFs-based method and other classificationbased methods including SVMs, ANN, and ME on 1276 nonredundant chains of hetero complexes show that CRFs-based method achieves the best performance on complete data sets. On the trimmed data sets, the performance of CRFs is comparable with state-of-the-art methods, such as ANN and SVMs. CRFs method is more robust than conventional classification methods when using data sets with different ratio of positive and negative examples. Our study indicates the feasibility of using CRFs to predict proteinprotein interaction sites and guides specific experiments for biologists.
In our experiment, the residue conservation feature did not contribute to the performance of CRFs. It shows that simply adding this feature to CRFs is not suitable for this task. Choosing proper features is a challenging work and we will investigate more effective features in the future. Information of binding protein chains will also be considered in our future work.
