Abstract. We determine those norms on B(H) whose unit ball is C * -convex. We call them M -norms and investigate their dual norms, say L-norms. We show that "the class of L-norms greater than a given norm enjoys a minimum element" and "the class of M -norms less than a given norm enjoys a maximum element". These minimum and maximum elements will be determined in some cases. Finally, we give a constructive result to obtain M -norms and L-norms on B(H).
Introduction
Throughout this paper assume that B(H) is the C * -algebra of all bounded linear operators on a Hilbert space H and I denotes the identity operator on H. If dimH = n, then we identify B(H) with M n , the C * -algebra of all n×n matrices with complex entries. We mean by L 1 (H) the * -algebra of all trace class operators on H.
A subset K of B(H) is called C * -convex if A 1 , . . . , A k ∈ K and C 1 , . . . , C k ∈ B(H) with
The main aim of the present work is to determine those norms whose unit ball is C * -convex (and their dual norms). We call them M-norms.
In Section 2 we introduce M-norms and L-norms and give their properties and connections between.
In Section 3, we will show that "the class of L-norms which are greater than an arbitrary norm · , enjoys a minimum element" and "the class of M-norms which are less than an arbitrary norm · , possesses a minimum element". We determine this minimum and maximum elements in some cases. For example, we will show that the trace norm · 1 is the minimum element in the class of L-norms greater than the operator norm · ∞ .
In Section 4, we give a constructive result to obtain M-norms.
M-type and L-type Norms
Let · be a norm on B(H) such that its unit ball B 1 = {A ∈ B(H); A ≤ 1} is C * -convex. Then
which further implies that
since (max 1≤j≤k X j ) −1 X i ∈ B 1 for all i = 1, . . . , k. On the other hand, if the equation (1) holds, then for all X i ∈ B 1 and C i ∈ B(H) with
Let us give a name to such norms.
Definition 2.1. We say that a norm · on B(H) is a M-norm (is of M-type) if the equation (1) holds true.
The motivation of the next definition will be revealed soon.
The discussion above yields that:
Lemma 2.3. Let · be a norm on B(H). The unit ball of · is C * -convex if and only if · is a M-norm. 
Let C i ∈ B(H) with
Hence,
The dual space of M n is identified with M n itself under the duality coupling
Here, it should be noticed that
The dual norm · * of a norm · is defined as
The next theorem provides a condition under which the unit ball of the dual norm · * of a norm · on M n is C * -convex.
Theorem 2.5. Let · * be the dual norm of a norm · on M n . The unit ball of · * is C * -convex if and only if · is a L-norm.
Proof. The unit ball of · * is the set
i.e., the condition (2) is valid and so · is a L-norm.
For the converse, assume that (2) holds. Assume that
Hence, If X ∈ M n , then
The connection between M-norms and L-norms is stated below.
For every i = 1, . . . , k, it follows from (5) that there exists A i ∈ M n with A i = 1 and
Since · is of M-type,
We have
where the last inequality follows from the fact that · * is a L-norm. This completes the proof.
We can summarize the above discussion as: If · * is the dual norm of a norm · on M n and B 1 and B * 1 are the unit ball of · and · * , respectively, then
Since · 1 is the dual norm of the operator norm, Example 2.4 and Lemma 2.6 imply that · 1 is a L-norm.
Recall that a norm · on B(H) is said to be unitarily invariant if UAV = A for all A ∈ B(H) and all unitaries U, V ∈ B(H), while it is called weakly unitarily invariant if U * AU = A for every A ∈ B(H) and every unitary U ∈ B(H). It is easy to see that all M-norms and L-norms on B(H) are weakly unitarily invariant. Moreover, let E be a projection in B(H). If · is a M-norm, then (1) gives
We will use this fact: Lemma 2.8. If · is a L-norm or is a M-norm, then EAE ≤ A for every projection E and every A ∈ B(H). Proposition 2.9. Let · be a norm on M n .
Proof. Note that if · is a M-norm or is a L-norm, then it is weakly unitarily invariant. Moreover, every two rank-one orthoprojections P and Q in M n are unitarily equivalent, i.e., there exists a unitary U such that P = U * QU. It follows that
Now, if A ∈ M n is normal, then by the spectral theorem, there are orthoprojections E i and λ i ∈ C (i = 1, . . . , n) such that
Noticing that E i = E j for every i, j ∈ {1, . . . , n}, we set α :
where the last inequality follows from Lemma 2.8. In addition, Since · is a M-norm, we have
This completes the proof of (1).
Moreover,
Corollary 2.10. Let · be a unitarily invariant norm on M n .
(
Proof. Indeed, if · is unitarily invariant, then for every A ∈ M n we have A = |A| by the polar decomposition. Proposition 2.9 then can be applied.
It follows from the proof of Proposition 2.9 that if a norm · on M n is weakly unitarily invariant, then E 1 = E 2 for every two rank-one orthoprojections E 1 and E 2 . If · is a weakly unitarily invariant norm, then we set χ · := E , where E is any rank-one orthoprojection. Let ω(·) and ω * (·) denote the numerical radius (norm) and its dual norm, respectively. Proposition 2.11. Let · be a weakly unitarily invariant norm with χ · = 1.
Proof. (1) First take A with A = 1. For any unit vector x = 1, put E := xx * .
Since E = 1, and EAE = x, Ax E, we have
Next, take B with B ∞ = 1. It is known that B can be written as a convex combination of two unitaries, i.e., B = λU + (1 − λ)V for some λ ∈ [0, 1] and two unitaries U and V . We know that every unitary matrix has norm 1 for any M-norm · with χ · = 1. Therefore
Finally, duality of norms reveals that
Minimum norms of L-type and maximum norms of M-type
In this section we are going to show that the class of L-norms enjoys a minimum element.
Theorem 3.1. The class of L-norms on B(H) grater than a given norm possesses a minimum element.
Proof. Let · be a norm on B(H). Define a norm · (u) by
It is clear that · (u) becomes a norm greater than · . Let A ∈ B(H) and m j=1 D * j D j = I. By definition (8), for every 0 < ǫ < 1 and for every j = 1, . . . , m, there exist C ij such that
we have by (8) that (9) and (10) . Letting ǫ → 0 we conclude that · (u) is a L-norm.
Finally, let |· | be a L-norm and greater than · . If A ∈ B(H) and
Now definition (8) implies that A (u) ≤ |A |. Therefore, · (u) is the minimum element.
Corollary 3.2. The class of M-norms on M n less than a given norm · possesses a minimum element.
Proof. Set
Theorem 3.1 implies that P * has a minimum element, say · * (u) . Duality of norms and Lemma 2.6 ensure that · (u) is a M-norm. Moreover, · (u) is the maximum element of P by definition.
Consider the operator norm on M n . Theorem 3.1 guarantees that the class of L-norms grater than the operator norm has a minimum element. In the next result we show that the trace norm · 1 is the minimum one along the class of L-norms bounded below by the operator norm. Theorem 3.3. The trace norm · 1 is the minimum element in the class of L-norms greater than the operator norm · ∞ , i.e.,
Proof. For any matrix A ∈ M n and every orthonormal system x j (j = 1, . . . , n) we can write
in which E j is the rank-one orthoprojection to Cx j . Moreover, assume that A = U|A| be the polar decomposition of A with unitary U. Then
Let
be the spectral decomposition of unitary U * , where x j 's are the (column) unit eigenvectors ( so that x * j 's are row vectors and x j x * j = E j is the rank-one projection onto the subspace Cx j ). Now, it follows from (11) and (12) that
This implies that
Therefore, they are all equal and the proof is complete.
We give another example for Theorem 3.1 in the next theorem.
Theorem 3.4. The trace norm · 1 is the minimum element in the class of L-norms greater than the numerical radius norm ω(·).
Proof. Assume that · is a L-norm with ω(·) ≤ · . For every A ∈ M n , there exits an orthonormal system of vectors {x j } such that
where E j = x j x * j . This ensures that · 1 is the minimum L-norm greater than the numerical radius norm. A natural question is that does the class of L-norms | · | which are less than a norm · contain a maximum element? or does the class of M-norms | · | which are greater than a norm · contain a minimum element?
We answer these questions in some special cases below. First we need the following simple lemma. Lemma 3.6. If P and Q are orthoprojections in B(H), then
Proof. First note that Tr(U * AU) = Tr(A) for every A ∈ L 1 (H) and every unitary U. If P and Q are orthoprojections in B(H), then U = P Q Q P is a unitary in
Tr(P AP + QBQ) + Tr(QAQ + P BP ) = Tr P AP + QBQ P AQ + QBP QAP + P BQ QAQ + P BP (14) Put A = (P X * P XP ) Tr(P AP + QBQ) = Tr P (P X * P XP )
(by the Jensen inequality) = Tr ((P XP + QY Q)
(by orthogonality of P and Q) = Tr(|P XP + QY Q|) = P XP + QY Q 1 .
(by the Jensen inequality) = 0.
It follows from (14) and (15) and (16) This completes the proof.
Theorem 3.7. The norm n · ω(·) is the minimum element in the class of M-norm greater than the trace norm · 1 .
Proof. Note first that the unit ball of the numerical radius norm ω(·) is C * -convex [9] and so ω(·) is a M-norm. For every A ∈ M n there exists an orthonormal system of vectors {x j } n j=1 of C n such that
Now let · be a M-norm greater than the trace norm. For any A ∈ M n , there is x ∈ C n such that x = 1 and ω(A) = | x, Ax |. Starting with x 1 := x, construct a coordinate orthonormal system {x j } in C n . Assume that U j is the unitary such that U j x j = x. Let E j := x j x * j be the rank-one orthoprojection to Cx j . Note that
Since · is weakly unitary invariant and · 1 ≤ · , we have
This proves that n · ω(·) is the minimum element. Proof. This follows from Theorem 3.7 via duality of corresponding norms.
Construction of M-norms and L-norms
If f : (0, ∞) → (0, ∞) is an operator concave function, the Jensen's operator inequality [7] implies that
for all A j ≥ 0 and C j ∈ B(H) with 
Therefore
(by matrix concavity of ϕ)
It is easy to see that the function g(X, Y ) = Xψ(Y ) −1 X * : B(H) × B(H) + → B(H) + is jointly convex. Hence
Combining (20) and (21) we get
It follows that ϕ(
