We solve the optimal control problem of a one-dimensional reflected stochastic differential equation, whose coefficients can be path dependent. The value function of this problem is characterized by a backward stochastic partial differential equation (BSPDE) with Neumann boundary conditions. We prove the existence and uniqueness of sufficiently regular solution for this BSPDE, which is then used to construct the optimal feedback control. In fact we prove a more general result: The existence and uniqueness of strong solution for the Neumann problem for general nonlinear BSPDEs, which might be of interest even out of the current context.
Introduction
Let T ∈ (0, ∞) and (Ω,F , P) be a probability space equipped with a filtration {F t } 0≤t≤T which satisfies the usual conditions. The filtrationF is generated by two independent m-dimensional Brownian motions W and B. We denote by {F t } t≥0 the filtration generated by W , together with all P null sets. The predictable σ-algebra on Ω × [0, +∞) corresponding to {F t } t≥0 and {F t } t≥0 is denoted P, respectively, P.
In this paper, we consider the following stochastic optimal control problem:
dX t = β t (X t , θ t ) dt + σ t (X t ) dW t +σ t (X t ) dB t + dL t − dU t , t ∈ [0, T ];
X 0 = x; L 0 = U 0 = 0; 0 ≤ X t ≤ b, a.s.; where L and U are two non-decreasing processes. The real-valued process (X t ) t∈[0,T ] is the state process. Its drift is governed by the control θ. We sometimes write X s,x;θ t for 0 ≤ s ≤ t ≤ T to indicate the dependence of the state process on the control θ, the initial time s and initial state x ∈ R. The set of admissible controls consists of allF t -adapted processes θ such that the reflected stochastic differential equation (SDE) (1.2) admits a unique solution and θ t ∈ Θ a.s for each t ∈ [0, T ] with set Θ ⊂ R n .
Classical stochastic control problems, see e.g. [10, 11, 17] , have been generalized more recently to handle the path dependent case [7, 24, 26] . We will in addition consider the problem of controlling reflected path dependent SDEs. The analysis of such control problems is motivated by the drift rate controlled queueing problem in [1] , where the control problem is of ergodic/stationary type and is concerned with minimizing the long-run average cost under the Markovian framework. In contrast to that set-up, the coefficients in (1.1) and (1.2) are allowed to be random and thus can be non-Markovian; more precisely, we assume:
(A0) The coefficients β, σ,σ, f, g are P × B(R) × B(R n )-measurable and G is F T × B(R)-measurable.
We would also note that, as stated in [1] , because the reflecting barriers are not discretionary and only the drift rate is controlled, the control problem does not fall in the spectrum of "singular" stochastic control. To the best of our knowledge, this is the first study on the controlled reflected SDEs with random coefficients.
The dynamic cost functional is assumed to be of the form:
3)
The value function is given by:
In view of Peng's seminal work [25] on non-Markovian stochastic optimal control, the dynamic programming principle suggests that the value function u is the first component of the pair (u, ψ) satisfying formally the following Neumann problem for backward stochastic partial differential equation (BSPDE):
−du t (x) = 1 2 |σ| 2 + |σ| 2 D 2 u t (x) + σDψ t (x) + Φ t (x, Du t (x)) dt − ψ t (x) dW t , First, the self-contained proofs for the existence and uniqueness of strong solution are given for the Neumann problem of general nonlinear BSPDEs.
1 Then the existence and uniqueness of strong solution to (1.5) follows immediately. However, to verify that the obtained solution is the value function and to derive the optimal feedback control for problem (1.1)-(1.2), we need to make sense of the composition of the solution of (1.5) and the controlled state process X, and this requires improved regularity of u. Inspired by the smoothing properties of the leading operators of BSPDEs (see [27] ), we assume thatσ satisfies the super-parabolicity condition:
Then, we take spatial derivatives on both sides of (1.5). The resulting Dirichlet problem admits a unique strong solution (see [6] ), which yields additional regularity of Du. Finally, the generalized Itô-KunitaWentzell formula allows us to finish the verification.
The nonlinear BSPDE like (1.5) is called stochastic Hamilton-Jacobi-Bellman (HJB) equation, which was first introduced by Peng [25] for controlled SDEs without reflection. For the utility maximization with habit formation, a specific fully nonlinear stochastic HJB equation was formulated by Englezos and Karatzas [8] and the value function was verified to be its classical solution. The study of linear BSPDEs, on the other hand, dates back to about thirty years ago (see Bensoussan [2] and Pardoux [23] ). They arise in many applications of probability theory and stochastic processes, for instance in the nonlinear filtering and stochastic control theory for processes with incomplete information, as an adjoint equation of the Duncan-Mortensen-Zakai filtration equation (for instance, see [2, 13, 14, 35] ). The representation relationship between forward-backward stochastic differential equations and BSPDEs yields the stochastic Feynman-Kac formula (see [13, 21, 30] ). In addition, as the obstacle problems of BSPDEs, the reflected BSPDE arises as the HJB equation for the optimal stopping problems (see [3, 22, 31] ).
The linear and semilinear BSPDEs have been extensively studied, we refer to [6, 13, 20, 21, 33 ] among many others. For the weak solutions and associated local behavior analysis for general quasi-linear BSPDEs, see [28, 29] , and we refer to [12] for BSPDEs with singular terminal conditions. However, the existing literature is mainly about the BSPDEs in the whole space and Dirichlet problem, and not on the Neumann problem, though some partial results could be concluded from the semigroup method of BSPDEs [14, 34] for the cases when σ ≡ 0.
The remainder of this paper is organized as follows. In section 2, we summarize the main assumptions and results. The existence and uniqueness of strong solution for the Neumann problem of general nonlinear BSPDEs is established in Section 3, where we first give the a prior estimates of strong solutions for linear equations and then use the continuity method to prove the well-posedness for the general nonlinear cases. In Section 4, we complete the proof of the main theorem. Finally, the appendix recalls an Itô formula for the square norms of solutions of SPDEs and provides the proof for a generalized Itô-Kunita-Wentzell formula.
Preliminaries and Main Result

Notation
In this paper, we use the following notation. D and D 2 denote the first order and second order spatial partial derivative operators, respectively; the other partial derivatives are denoted by ∂. For a Banach space V we denote by
, the set of all the V -valued and P-measurable càdlàg processes (
In a similarly way, we define
, we omit the subscript for simplicity, especially when there is no confusion on the filtration and adaptedness. 
. We use · and ·, · to denote the norm and the inner product in the usual Hilbert space L 2 ([0, b]), and if there is no confusion, we shall also use ·, · to denote the duality between Hilbert spacs H k,2 ([0, b]) and their dual spaces.
Throughout this paper, we set for k = 1, 2
and they are complete spaces equipped respectively with the norms
Assumptions and main result
We now introduce the notion of solutions to a BSPDE.
if (u, ψ) ∈ H and (u, ψ) satisfies BSPDE (2.1) in the weak sense, i.e., for any
The above (u, ψ) is called a strong solution if we have improved regularity (u, ψ) ∈ H 1 .
For the well-posedness of BSPDE (1.5), we need further the following regularity conditions on the random coefficients.
(A2) The functions σ,σ and their spatial partial derivatives Dσ, Dσ are P × B(R)-measurable and essentially bounded by a positive constant K > 0. And the functions β, f and the spatial partial derivative
, and together with another function G, (g,
, and there exists a nonnegative constant N such that for any v 1 , v 2 ∈ R, there holds almost surely
, the reflected SDE (1.2) associated with drift coefficient β t (X t , Π t (X t , v t )) has a unique solution. Now, we state the main theorem, whose proof requires some preparations and will be carried out subsequently.
Theorem 2.1. Let assumptions (A0)-(A2) and (A * ) hold. BSPDE (1.5) admits a unique strong solution (u, ψ). For this strong solution, we have further (u, ψ) ∈ H 2 . Moreover, u turns out to be the value function of the stochastic control problem (1.1), and the optimal control θ * and state process X * are given by θ * = Π t (X * t , Du t (X * t )) and In assumption (i) of (A * ), to have (u, ψ) ∈ H 2 , the requirements on G is standard (see L p -theory of BSPDE of [5] ); in view of the Skorohod conditions of RSDE (1.2), one has
so only the traces g s (0) and g s (b) of g are involved in the control problem. In fact, assumption (i) of (A * ) allows g s (0) and g s (b) to be any processes that, together with another two processes (ζ 0 , ζ b ), satisfy BSDEs of the following form:
, and we can construct (not uniquely) the time-space random function g t (x) in different ways. For instance, starting with (g t (0), g t (b)), one can construct linearly
which then satisfies assumption (i) of (A * ) with
In this paper, we adopt assumption (i) of (A * ) for the convenience of discussions.
By (ii) of (A * ), we assume the Lipchitz continuity of Hamiltonian function Φ t (x, v) with respect to v, which implies
This excludes the control problems of linear-quadratic type. The quadratic case definitely needs more efforts, for which we need to deal with not only the quadratic growth but also the improved regularity in Theorem 2.1, so we would postpone the discussions on quadratic cases to a future work.
In (iii) of (A * ), Π is the minimizer function of Φ t (x, v) (see (1.6)) and for each u ∈ S 2 (0,
is not necessarily Lipchitz continuous with respect to x. Let us consider the following specific example.
and
It is easy to check that (A0) − (A2) and (i) and (ii) of (A * ) hold. Obviously, the drift β = Π, as a step function, is not necessarily Lipchitz continuous with respect to x for each u ∈ S 2 (0,
admits a unique solution. Indeed, let X 0 be the unique solution of reflected SDE
under the equivalent probability measure Q with
and Girsanov's theorem indicates that X 0 is coinciding with the unique solution X of reflected SDE (2.4) (under the original probability measure P). Hence, the assumption (iii) of (A * ) is satisfied and the main theorem 2.1 applies.
Existence and uniqueness of the strong solution
In this section, we shall establish the existence and uniqueness of strong solution for the Neumann problem for general nonlinear BSPDEs, which might be of interest even out of the current context. For simplicity, we consider the 1-dimensional case, though there would be no essential difficulty for multi-dimensional extensions.
The a priori estimates
Consider the following Neumann problem:
is a strong solution of Neumann problem (3.1). Then the strong solution is unique and it satisfies
with the constants Cs depending on κ, K and T .
Proof.
Step 1. Applying Itô formula (see Lemma A.1) to the square norm yields
In view of the Neumann boundary condition, we have
Using Schwartz inequality, we further have
In addition, we have 2E sup
Incorporating
with λ ∈ {0, 1}. Applying Gronwall inequality successively for the cases λ = 0 and λ = 1, we obtain E sup
Step 2. Taking the spatial derivatives on both sides of BSPDE (3.1), one can easily check that (v, Ψ) (Du, Dψ) is a weak solution of the following Dirichlet problem:
Applying again Itô formula (Lemma A.1) to the square norm yields
In view of the zero-Dirichlet condition, one has 
which, together with (3.3), implies
with C depending only on κ, K and T .
Noticing that
and letting ε 2 be small enough, one obtains for any t ∈ [0, T ],
with the constants Cs depending on κ, K and T . The uniqueness follows as an immediate consequence of the estimates. The proof is complete.
When σ ≡ 0, in view of estimates (3.2) and (3.3), we have
is a weak solution of Neumann problem (3.1). Then the weak solution is unique and it holds that
, with the constants Cs depending on κ, K and T .
Remark 3.1. When σ is not vanishing, for a weak solution (u, ψ), the estimate (3.2) makes no sense. In fact, the term T t u s , 2σ s Dψ s ds is not well-defined. Even when we apply the integration-by-parts formula, the function ψ has no intrinsic meaning on the boundary, nor does the term uσψ, because they are just restrictions to the boundary of L 2 ([0, b]) functions. Thus, for the Neumann problems like (1.5) and (3.1), Itô formula for the square norm is not applicable to the weak solutions when σ is not vanishing.
Existence and uniqueness of the strong solution
First, we consider the following Neumann problem with Laplacian operator:
. BSPDE (3.6) admits a unique strong solution (u, ψ).
Proof. The uniqueness of strong solution follows directly from Proposition 3.1. We need only to prove the existence.
Step
. By the theory on the Neumann problem of deterministic parabolic PDEs (see [18, Theorem 7.20] ), there exists a unique strong solutionû to PDE:
. Taking conditional expectations in Hilbert spaces (see [4] ), set
which admits a version in
In view of the definition of u, u satisfies the zero-Neumann boundary condition. By Definition 2.1 and Corollary 3.2, it is easy to check that (u, ψ) is the weak solution to BSPDE (3.6).
Step 2. We now prove that the constructed weak solution (u, ψ) is in fact the unique strong solution of BSPDE (3.6). In a similar way to Step 1, it is easy to check that Dû would be the strong solution of Dirichlet problem:
and thus (u, ψ) is the strong solution to BSPDE (3.
, we use the the standard method of approximations, which together with the estimates in Proposition 3.1 yields the existence of strong solution. We complete the proof.
We are now ready to study the general nonlinear cases. Consider the following Neumann problem:
, and there exist nonnegative constants µ and L such that for any ( 
Remark 3.2. Assumption (A3) holds for the following semi-linear fucntional:
with bounded coefficients α, c, γ and a certain Lipchitz continuous (w.r.t. (u, Du, ψ)) function F . More examples can be constructed in a similar way to [5, Remark 5.1] . It is worth noting that Assumption (A3) allows Γ to be fully nonlinear with a certainly small dependence on D 2 u and Dψ.
) and assumptions (A0)−(A3) hold. There exists a positive constant µ 0 depending on κ, L, K and T , such that when 0 ≤ µ < µ 0 , BSPDE (3.10) admits a unique strong solution (u, ψ) satisfying Proof. We use the continuity method.
Step 1. For each λ ∈ [0, 1], consider the following BSPDE
(3.12)
We would generalize the a priori estimates from linear cases of Proposition 3.1 to nonlinear equation (3.12) . Suppose (u, ψ) is a strong solution of BSPDE (3.12). Applying Proposition 3.1 to each t ∈ [0, T ] (see also estimates (3.3) and (3.5)), we have
with Cs depending on κ, K, L and T . Letting ε < 1 2C1+1 , we have by (3.13),
with C 2 independent of (ε, µ). From (3.15) and (3.14), it follows that, there exists µ 0 depending on κ, K, L and T such that when µ < µ 0 , letting ε be small enough, one has 16) with the constant C depending on µ, L, κ, K and T .
Step 2. Suppose (u 1 , ψ 1 ) and (u 2 , ψ 2 ) are two strong solutions of BSPDE (3.12). Put (δu, δψ) = (u 1 − u 2 , ψ 1 − ψ 2 ). In a similar way to Step 1, applying Itô formula (Lemma A.1) to square norms of (δu, δψ), one gets estimates (3.13) and (3.14), and further (3.16) but with (G, Γ 0 ) being replaced by zero values. This indicates the uniqueness of the strong solution to BSPDE (3.12).
Step 3. We first note that the a priori estimate (3.16) holds with the constant C being independent of λ. Assume that BSPDE (3.12) admits a unique strong solution (u, ψ) for λ = λ 0 . By Proposition 3.3 we have shown that this assumption is true for λ 0 = 0. For each (ǔ,ψ) ∈ H 1 , the following BSPDE
has a unique strong solution (u, ψ), and we can define the solution map as follows
Then for any (u i , ψ i ) ∈ H 1 , i = 1, 2, in a similar way to Step 2, we have
where the constantC does not depend on (λ, λ 0 ). IfC |λ − λ 0 | < 1, M λ0 is a contraction mapping and it has a unique fixed point (u, ψ) ∈ H 1 which is a strong solution of BSPDE (3.12) . In this way, if BSPDE (3.12) has a strong solution for λ 0 , so does it for any λ satisfying |λ − λ 0 | < 1/C. In finite steps starting from λ = 0, we can reach λ = 1. The proof is complete.
Proof of Theorem 2.1
We introduce an Itô-Kunita-Wentzell formula for the composition of random fields and stochastic differential systems.
Lemma 4.1. Let
and A being anF t -adapted continuous bounded variation process satisfying A 0 = 0. Suppose 0 ≤ X t ≤ b a.s. and
holds in the weak sense with
Then, for each x ∈ [0, b], it holds almost surely that, for all t ∈ [0, T ], To eliminate the affects of the boundary of the bounded domain, we extend the Sobolev spaces to the whole line, and the sketch of the proof is provided in the appendix. We would note that in Lemma 4.1, we consider the one-dimensional case for simplicity and that there is no essential difficulty in extending it to multi-dimensional cases.
We introduce a result on the Dirichlet problem of BSPDEs by Du and Tang [6, Theorem 3.1].
Lemma 4.2. Consider the following Dirichlet problem of BSPDE;
. Under assumptions (A0) − (A2), BSPDE (3.4) admits a unique weak solution (v, ψ) which is also the unique strong solution with
with the constant Cs depending on κ, K and T .
Proof of Theorem 2.1. We first reduce the Neumann problem (1.5) to the case with zero Neumann boundary condition. In view of assumption (i) of (A * ) and Definition 2.1, setting
we have (ĝ,Ĝ) is the strong solution of the following BSPDE
Thus, the existence and uniqueness of strong solution (u, ψ) to BSPDE (1.5) is equivalent to that of the strong solution (ũ,ψ) = (u −ĝ, ψ −Ĝ) to the following BSPDE:
(4.6) By Theorem 3.4, BSPDE (4.6) has a unique strong solution (ũ,ψ). Taking derivatives, one can easily check that
is a weak solution of the following Dirichlet problem:
with
. Then, one can conclude from Lemma 4.2 that (v, ζ) turns out to be a strong solution. Thus, (Dũ, Dψ) = (v, ζ) ∈ H 1 and moreover, (Du, Dψ) = (Dũ + g, Dψ + G) ∈ H 1 .
Hence, (u, ψ) ∈ H 2 . This regularity and assumption (iii) of (A * ) indicate the admissibility of the control θ * t = Π t (X * t , u t (X * t )). For each admissible control θ, applying the generalized Itô-Kunita-Wentzell formula to u t (X 
(4.8)
Thus, for any admissible control θ, it holds almost surely,
On the other hand, in a similar way to (4.8), for each x ∈ [0, b],
holds for all t ∈ [0, T ] with probability 1. Hence, in view of relations (4.9) and (4.10), u t (x) coincides with the value function and the optimal control is given by θ * t = Π t (X * t , Du t (X * t )) with the optimal state process X * t satisfying RSDE (2.3). We complete the proof.
A An Itô formula for the square norm of solutions of SPDEs Let (V, · V be a real reflexive and separable Banach space, and H a real separable Hilbert space. With a little notational confusion, the inner product and norm in H is denoted by ·, · and · respectively. Assume that V is densely and continuously imbedded in H. Thus, the dual space H ′ is also continuously imbedded in V ′ which is the dual space of V . Simply, we denote the above framework by
We denote by · * the norm in V ′ . The dual product between V and V ′ is denoted by ·,
The Itô formula plays a crucial role in the theory of SPDEs (see [15, 32] for instance). In the following, we introduce a backward version See [28, Theorem 3.2] for the proof for general cases. 
holds in the weak sense, i.e., for any φ ∈ V , there holds almost surely u t , φ = ξ, φ + Then we assert that u ∈ S 2 (0, T ; H) and the following Itô formula holds almost surely Remark A.1. In Lemma A.1, suppose additionallyξ ∈ L 2 (Ω, for all t ∈ [0, T ]. We note that as X s,x · ∈ S 2F (0, T ; [0, b]), all the above integrals on R are taken on a compact set for almost every ω ∈ Ω and thus make sense. Since the sequence of convolutions indexed by l approximates to the identity and 0 ≤ X t ≤ b a.s., letting l → ∞ and recalling that Eu t (x) = u t (x) for (t, 
