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ABSTRACT
In recent years, the amount of multimedia data such as images, texts, and videos have been
growing rapidly on the Internet. Motivated by such trends, this thesis is dedicated to exploiting
hashing-based solutions to reveal multimedia data correlations and support intra-media and inter-
media similarity search among huge volumes of multimedia data.
We start by investigating a hashing-based solution for audio-visual similarity modeling and
apply it to the audio-visual sound source localization problem. We show that synchronized signals
in audio and visual modalities demonstrate similar temporal changing patterns in certain feature
spaces. We propose to use a permutation-based random hashing technique to capture the tempo-
ral order dynamics of audio and visual features by hashing them along the temporal axis into a
common Hamming space. In this way, the audio-visual correlation problem is transformed into a
similarity search problem in the Hamming space. Our hashing-based audio-visual similarity mod-
eling has shown superior performances in the localization and segmentation of sounding objects in
videos.
The success of the permutation-based hashing method motivates us to generalize and for-
mally define the supervised ranking-based hashing problem, and study its application to large-scale
image retrieval. Specifically, we propose an effective supervised learning procedure to learn opti-
mized ranking-based hash functions that can be used for large-scale similarity search. Compared
with the randomized version, the optimized ranking-based hash codes are much more compact
and discriminative. Moreover, it can be easily extended to kernel space to discover more complex
ranking structures that cannot be revealed in linear subspaces. Experiments on large image datasets
demonstrate the effectiveness of the proposed method for image retrieval.
We further studied the ranking-based hashing method for the cross-media similarity search
problem. Specifically, we propose two optimization methods to jointly learn two groups of linear
subspaces, one for each media type, so that features ranking orders in different linear subspaces
iii
maximally preserve the cross-media similarities. Additionally, we develop this ranking-based
hashing method in the cross-media context into a flexible hashing framework with a more gen-
eral solution. We have demonstrated through extensive experiments on several real-world datasets
that the proposed cross-media hashing method can achieve superior cross-media retrieval perfor-
mances against several state-of-the-art algorithms.
Lastly, to make better use of the supervisory label information, as well as to further improve
the efficiency and accuracy of supervised hashing, we propose a novel multimedia discrete hashing
framework that optimizes an instance-wise loss objective, as compared to the pairwise losses, using
an efficient discrete optimization method. In addition, the proposed method decouples the binary
codes learning and hash function learning into two separate stages, thus making the proposed
method equally applicable for both single-media and cross-media search. Extensive experiments
on both single-media and cross-media retrieval tasks demonstrate the effectiveness of the proposed
method.
iv
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CHAPTER 1: INTRODUCTION
1.1 Problem Statement and Motivation
Thanks to the rapid advancement of information technologies, the last decade has wit-
nessed unprecedented growth in multimedia content generated by all kinds of digital electronic
devices, such as digital cameras, mobile phones, and tablets etc. The ubiquitous multimedia big
data presents a number of challenges and opportunities for research and development of efficient
storage, indexing, and retrieval techniques.
Hashing is recognized by many researchers as a promising solution to some of the afore-
mentioned big data problems. Typically, hashing algorithms transform high-dimensional data rep-
resentations into compact binary codes, and such a transformation enjoys several compelling ben-
efits. Firstly, binary hash codes require significantly less storage compared with the high dimen-
sional floating point representations. For instance, it only takes 8GB space to store 1 billion 64-bits
hash codes, which can be easily loaded into the memory of a single PC; while if the data points
are represented by 4096-dimensional CNN features, one would need 20TB memory to store the
same amount of data. Secondly, the similarity between data points can be computed with Ham-
ming distance through bit-wise “XOR” operation, which is the fastest atomic operations supported
by modern computers. In fact, the Hamming distance computation is several orders of magnitude
faster than that of the Euclidean distance between two vectors of the same dimension. Lastly, the
binary hash codes can be naturally used as the index to build hash tables and support sub-linear
or constant-time lookup, which offers even more aggressive speedup when one needs to search for
similar items in massive-scale data repositories.
In light of these inherent speed and storage advantages, hashing, especially learning-based
hashing, has attracted considerable research attentions during the past few years [42, 87, 58, 77,
10, 54]. Typically, learning-based hashing methods learn binary hash codes by preserving certain
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similarity structure among the training data items from a specific dataset. These hash codes can be
optimized to be very compact and discriminative, thus achieving promising efficiency and accuracy
for a number of similarity search tasks, including, but not limited to, image retrieval [58], video
retrieval [101], and cross-media retrieval [10]. Moreover, hashing-based methods can not only be
used for retrieval, they have also been applied to a range of other relevant computer vision and
machine learning problems that can be implicitly modeled as the nearest neighbor search problem,
such as classification [52], recommendation systems [100], face recognition [78], video analysis
[95], object detection [82], etc.
Although hashing methods have achieved great success in many applications, the research
on this topic is still far from full-fledged, in terms of both theory and application. One the one
hand, there are many open problems in developing better hash learning algorithms for large-scale
similarity search. For instance, since most of the existing hashing algorithms are restricted to a
specific type of hash function based on binary space partitioning, it remains to be answered as
to whether and how new types of hash functions could be exploited in the hash learning process.
Some other open problems include how to design scalable optimization methods that can take full
advantage of the large-scale training set, how to develop flexible learning methods that can be
easily combined with different objective functions, and how to harness the recent advancement of
deep learning techniques to learn more discriminative hash codes, etc. On the other hand, it also
requires much research efforts to discover good applications of the existing hashing methods. In
fact, the novel application of existing hashing methods can sometimes lead to good results in an es-
tablished research problem. For instance, the hashing-based collaborative filtering method in [100]
achieves much better performance in recommendation systems than conventional matrix factoriza-
tion methods; the hashing-based deep compression algorithm in [19] greatly reduces the storage
requirements of deep neural networks without sacrificing much generalization performance.
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1.2 Our Contributions
Motivated by the great potential of hashing algorithms in different applications, as well
as the limitations of the current research, we focus on both theoretical and application aspect of
hashing research in this dissertation. Specifically, we summarize the major contributions of this
dissertation as follows.
First, we propose a novel application of the random permutation-based hashing method to
the audio-visual correlation problem. One of the challenges in multimodal video understanding
concerns the localization and segmentation of sounding object through audio-visual correlation
analysis, which has been mostly tackled in a controlled environment with multiple microphones.
We address a more challenging version of this problem by considering general consumer videos
taken with a single camera and microphone. We take a hashing approach towards this problem
by transforming the correlation analysis problem into audio-visual temporal similarity modeling.
Specifically, we decompose videos into collections of spatiotemporal objects and represent each
spatiotemporal object by their temporal motion features. Meanwhile, we represent audio signals
with the temporal energy features. Then we apply temporal hashing to the audio and visual fea-
tures, thus mapping them to a common Hamming space and transforming the original problem into
a nearest neighbor search problem. Our experiments demonstrate that this hashing-based approach
achieves promising localization and segmentation performance in standard benchmark videos.
Second, we present a novel supervised hashing algorithm for single-media retrieval. Specif-
ically, we explore a new type of hash function based on the ranking of feature subspaces, and it
is referred to as ranking-based hashing hereinafter. The ranking-based hash function can be seen
as a generalization of the random permutation hashing, which is closely related to rank correlation
measures [64] that have been well-deemed as robust measures in many performance evaluation
schemes. The ranking-based hash learning problem is formulated as the optimization of a highly
non-convex and discontinuous objective function, which is then relaxed and solved by a simple
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yet effective iterative learning algorithm. We further embed such learning algorithm in a boosted
sequential learning framework to learn multiple uncorrelated and informative hash codes. The
overall learning procedure generates a sequence of optimal low-dimensional ranking subspaces
where the similarities among data samples are maximally preserved. Experimental comparison
with existing supervised hashing techniques on several large-scale image datasets demonstrates
the effectiveness of the proposed hashing method for image retrieval.
Third, we further extend the ranking-based hashing method into a cross-media hashing
framework, which transforms multimedia data into a common Hamming space to support cross-
media retrieval. Specifically, we learn two groups of linear subspaces jointly, one for each modal-
ity, such that the ranking ordering in one subspace is maximally aligned with that of the other.
We present two alternative approaches to solving such cross-media learning problem: one is based
on the minimization of a piece-wise linear upper bound of the original objective function, and the
other is based on continuous relaxation. We have also presented a more general formulation of
the ranking-based hash learning problem in the cross-media context, and show that the learning
problem in single-media is a degenerate version of this general formulation under certain condi-
tions. We demonstrate through extensive experiments on real-world datasets that the proposed
cross-media hashing algorithm achieves competitive performances compared with state-of-the-art
techniques for a number of cross-media retrieval benchmarks.
Lastly, we present a novel multimedia hashing framework, termed as Label Preserving
Multimedia Hashing (LPMH) for multimedia similarity search. In LPMH, a general optimization
method is used to learn the joint binary codes of multiple media types by explicitly preserving
the semantic label information. The proposed optimization strategy is not tied to any specific loss
function, and can easily incorporate bit balance constraints to produce well-balanced binary codes.
Specifically, our formulation leads to a set of Binary Integer Programming (BIP) problems that
have exact solutions both with and without the bit balance constraints. These problems can be
solved extremely fast and the solution can easily scale up to large-scale datasets. In the hash func-
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tion learning stage, the boosted decision trees algorithm is utilized to learn multiple media-specific
hash functions that can map heterogeneous data sources into a homogeneous Hamming space for
cross-media retrieval. We have comprehensively evaluated the proposed method using a range
of large-scale datasets in both single-media and cross-media retrieval tasks and show competitive
results against state-of-the-art methods in both speed and accuracy.
1.3 Proposal Organization
The rest of this dissertation is organized as follows:
Chapter 2 presents the literature review, which consists of three parts: audio-visual corre-
lation, single-media hashing, and cross-media hashing.
Chapter 3 presents a hashing-based approach for the audio-visual correlation problem in
videos taken with a single camera and microphone.
Chapter 4 presents a supervised hashing method based on feature subspace rankings for
image retrieval.
Chapter 5 presents the cross-media ranking hashing framework and studies its performance
on cross-media retrieval.
Chapter 6 presents a general approach for solving semantics preserving binary hash codes
for multimedia hashing and lays out a tentative experimental plan to carry out the proposed work
for the remaining time of the dissertation.
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CHAPTER 2: LITERATURE REVIEW
In this chapter, we present a brief review of the existing literature that is relevant to the
problems investigated in this dissertation. This literature review is divided into three sections,
discussing the related works in audio-visual correlation, single-media retrieval, and cross-media
retrieval separately. Although retrieval problems have also been tackled with various different
approaches, we only review hashing-based solutions as it is the focus of this dissertation. As for
audio-visual correlation/localization, since our method is the first hashing-based method, the focus
of the review will be on existing non-hashing methods.
2.1 Audio-visual Corrlelation
The existing work that localizes visual objects associated with audio signals using a single
microphone approximately fall into two categories: pixel-level localization [39], [79], [5], [16] and
object level localization and/or segmentation [34], [15], [61], [17]. In [39], Kdiron et al. propose
to use Canonical Correlation Analysis (CCA) to find the image pixels that are most correlated
with audio signals. The authors reveal the ill-posedness of CCA due to the high dimensionality
of visual features and insufficient samples of stationary signals, and exploit the spatial sparsity
of audiovisual events to seek sparse solution with L-1 norm. Sigg [79] further consolidates the
problem of CCA in its original form and presents a reformulation that incorporates nonnegativity
and sparsity constraints on the coefficients of projection directions. Through this reformulation,
the author is able to locate sound sources in a test movie and separate the corresponding audio
signals by filtering. Barzelay et al. [5] address the problem of audiovisual source separation in
both modalities. They represent the audio and visual signals as audio and visual onsets. The
audio and visual onsets measure the drastic change of audio and visual features respectively. The
correlation of audio onset with each visual onset is evaluated using a simple coincidence-based
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measure. A major drawback of pixel-level correlation technqiues is that they are sensitive to visual
noises and the localization results (i.e. isolated pixels) do not carry too much high-level semantic
meaning. Therefore, those methods are generally not very useful for higher-level reasoning that
builds upon the results of audiovisual correlation.
On the other hand, object-level correlation techniques aim at a higher level of abstraction
that carries more semantic information about what makes the sound. Casanovas et al. [16] propose
to use non-linear diffusion to focus on the audio source in visual domain. The diffusion process is
controlled by a diffusion coeffecient based on an estimate of the synchrony between audio energy
and motion in the video. The result of the diffusion process is an image region whose motion
is most consistent with changes of audio energy. In [60], Liu et al. propose an algorithm to
find quasi-stationary speaker faces using audiovisual correlation. The video in a time window is
analyzed and the audio source is found by using Quadratic Mutual Information. The analyzed
results are incorporated into a Graph-cut based image segmentation to extract the face region of
the speaker. The same authors further extend their work to locate general non-stationary sound
sources [61]. In this later work, a motion inconsistency measure of small spatial-temporal patches
(ST-patch) centered at a pixel is used as the pixel’s visual feature. A similar inconsistency measure
is defined for audio energy as the audio feature. The audiovisual correlation is analyzed using
the incremental Mutual Information, which is able to find each pixel’s visual trajectory that best
matches the audio energy change. Similar to [60], the results of such audiovisual analysis is fed
into a segmentation algorithm to extract the sounding object. In [15], the video signals are first
decomposed into a number of video atoms. The sound source is subsequently reconstructed by
clustering the visual atoms that have a high audiovisual correlation. This technique tends to extract
circular-shaped region irrespective of the original shape of the actual source, because all visual
atoms within a radius are used in the reconstruction. The authors address this limitation in [17] by
using video diffusion followed by a Graph cut segmentation procedure that keeps together pixels
in regions with high audiovisual synchrony.
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These techniques are similar in the sense that they first seek audiovisual correlation at
a finer level (i.e. pixels or small atoms) and then apply clustering or segmentation afterwards
to group pixels based on the synchrony. The limitation of such methods is that the extracted
sounding object boundaries are quite irregular due to the noise in fine-grained synchronization
analysis and the shape of the object hardly observes the shape of the actual object. A different
method that reverses the above correlation-before-segmentation process is proposed in [34]. [34]
first oversegments each video frame into small segments. K-means clustering is then applied to
segments in the entire video such that each resultant spatial-temporal visual cluster represents
an object. The velocity and acceleration of visual clusters and the audio Mel-frequency Cepstral
Coefficients (MFCCs) are used as the audio and visual features respectively. Canonical Correlation
Analysis (CCA) is finally used to identify the objects most correlated with the audio signal.
2.2 Single-media Hashing
Learning-based hashing can be generally classified as unsupervised or supervised. Unsu-
pervised hashing aims to approximate metric similarity in the original feature space and earlier
works on unsupervised hashing include Spectral Hashing (SH) [87], PCA Hashing [96], Kernel-
ized Locality Sensitive Hashing (KLSH) [43], and Binary Reconstructive Embedding (BRE) [42].
Earlier works are mostly limited by the retrieval accuracy, and in order to improve the retrieval
accuracy, quantization and graph-based methods are proposed. Quantization methods approximate
kNN search by minimizing the quantization loss with respect to the original features. Representa-
tive works in this category includes Iterative Quantization (ITQ) [30], Optimized Tree Quantiza-
tion (OTQ) [3], Sparse Composite Quantization (SQ) [104] and Sparse Projection Hashing (SPH)
[92]. Graph-based methods exploit the graph structure of data similarities for hash learning. For
example, Anchor Graph Hashing (AGH) [59] and Discrete Graph Hashing (DGH) [57] use an-
chor graphs to capture the neighborhood structure inherent in a given dataset and adopt a discrete
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optimization procedure to achieve nearly balanced and uncorrelated hash bits.
On the other hand, supervised hashing takes advantage of semantic labels to learn data-
dependent hash functions. It has been shown that supervised hashing methods are able to learn
more discriminative hash codes with the inclusion of the label information. For instance, Minimal
Loss Hashing (MLH) [67] formulates the linear hash learning problem using structural SVM and
minimizes the loss-adjusted upper bound of a hinge-like loss function defined on pairwise simi-
larity labels. The resulting hash codes are shown to give superior performance. The same authors
also extend this method to minimize loss functions defined on triplet similarities [68]. Similarly,
Column Generation Hashing (CGH) [51] also learns hash functions based on triplet similarities.
The difficulty in generating triplet similarity labels and the prohibitive training costs (i.e. O(n3)
triplets), however, limit the application of triplet similarity based hashing algorithm.
Neural networks and deep learning is also an emerging research area in supervised hashing.
Specifically, end-to-end deep hashing methods based on Convolutional Neural Networks (CNN)
[41] are being proposed lately. Although CNN-based hashing methods achives competitive per-
formances, its focus is slightly different than traditional hashing methods. Specifically, the focus
of traditional hashing research is to learn good hash functions with fixed feature representations,
while end-to-end hashing focuses on how to combine representation learning and hash function
learning in a synergic manner. Notable examples of deep hashing methods include CNN hashing
(CNNH) [91], Deep Quantization Network (DQN) [14], Deep Semantic Ranking Hashing (DSRH)
[107], Very Deep Supervised Hashing (VDSH) [106], Simultaneous Feature Learning and Hash
Coding (SFHC) [45], etc.
Sequential learning algorithms that learn one bit at a time are found to be very effective in
the hash learning task. For example, Boosting Similarity Sensitive Coding (BSSC) [76] and For-
giving Hash (FGH) [4] treat each hash bit as a week classifier and learn a series of hash functions in
an AdaBoost framework. Sequential Projection Learning (SPLH) [86] fits the eigenvector solution
into a boosting framework and uses pseudo labels in learning each hash bit. Supervised Hashing
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with Kernels (KSH) [58] sequentially learns compact hash codes by minimizing Hamming dis-
tances of similar pairs and maximizing that of dissimilar pairs simultaneously in the kernel space.
The convergence properties of arbitrary sequential learning algorithms are theoretically proved
in [29] and the Jensen Shannon divergence (JSD) sequential learning method is proposed with a
multi-class classification formulation.
More recently, Two-Step Hashing (TSH) [53] decomposes the hash learning problem into
the binary hash bit learning step and the boosted hash function learning step. TSH has outper-
formed many previous state-of-the-arts in a number of retrieval tasks. Other representative two-
step methods include Latent Factor Hashing (LFH) [102], Column Sampling based Discrete Su-
pervised Hashing COSDISH [38], Supervised Discrete Hashing (SDH) [77], DIscrete Supervised
Hashing (DISH) [103], and Fast Hash (FastH) [52].
In sum, most of the existing learning-based hashing methods are restricted to a specific type
of hash function (i.e. the sign function), while ranking-based hash functions are relatively under-
researched. To the best of our knowledge, there has been no previous work explicitly studying
ranking-based hash functions in the supervised hashing research.
2.3 Cross-media Hashing
Although hashing for single-media data has been extensively studied in the past decade,
cross-modal 1 hashing starts to receive increasing attention only very recently.
Cross-Modal Similarity Sensitive Hashing (CMSSH) [10] and Cross-View Hashing (CVH)
[44] are arguably the earliest works on this topic. CMSSH sequentially constructs two groups
of linear hash functions and explicitly minimizes the distances between the Hamming space em-
beddings of data from different modalities. CVH extends the unimodal hashing method, Spectral
Hashing (SH) [87], to consider both intra-view and inter-view similarities with a generalized eigen-
1We use ‘single-/cross-modal’ and ‘single-/cross-media’ interchangeably in this dissertation.
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value formulation.
Several new methods were proposed soon after CMSSH and CVH. Iterative Multi-View
Hashing (IMVH) [72] learns discriminative hash functions by solving a series of binary label
assignment problems. Co-Regularized Hashing (CRH) [108] learns single-bit cross-modal hash
functions by solving DC (i.e. difference of convex function) programs; and multiple bits are se-
quentially learned using boosting. The same authors of CRH also propose Multimodal Latent
Binary Embedding (MLBE) [109], which takes a probabilistic generative approach and achieves
competitive performance. However, the prohibitive computational costs for out-of-sample exten-
sions limit the applications of MLBE to large-scale datasets.
In order to balance performance and computational costs, several new methods are pro-
posed. For example, (PLMH) [97] extends MLBE to learn parameterized hash functions as the
linear combination of a small set of anchor points. Similar ideas have also been exploited in Linear
Cross-Modal Hashing (LCMH) [111], where a small set of cluster centroids are used in a similar
fashion to the anchor points in PLMH. Semantic Correlation Maximization (SCM) [99] integrates
semantic label information into a learning procedure with closed-form solutions and scales to large
datasets by avoiding the explicit computation of pairwise similarity matrix. Inter-Media Hashing
(IMH) [80] incorporates both labeled and unlabeled data to explore correlations among multiple
media types from large-scale data sources.
More recently, Sparse Multi-Modal Hashing (SM2H) [90] is proposed to obtain sparse
codesets for data objects across different modalities through joint multi-modal dictionary learn-
ing. Latent Semantic Sparse Hashing (LSSH) [110] and Collective Matrix Factorization Hashing
(CMFH) [26] use sparse coding and matrix factorization to capture the latent semantic features
of different modalities. Supervised Matrix Factorization Hashing (SMFH) [56] also uses matrix
factorization, however with the addition of graph-regularization. Semantics-Preserving Hashing
(SePH) [54] transforms the similarity matrix into a joint probability distribution and approximates
the distribution using nonlinear functions of the pairwise Hamming distance. Quantized Correla-
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tion Hashing (QCH) [89] considers both intra-modality quantization loss and inter-modality cor-
relation in a single multi-modal objective function. The multi-modal objective function is further
transformed to a unimodal formulation and optimized through an alternative procedure. Similar
quantization-based cross-modal hashing algorithms include Cross-Modal Collaborative Quantiza-
tion (CMCQ) [105] and Alternating Co-Quantization (ACQ) [33]. Semantic Topic Multimodal
Hashing (STMH) [85] learns a common feature subspace from multimodal semantic concepts, and
encode a hash bit by examining the existence of a concept.
Neural networks and deep learning have also been used in cross-modal hashing [112, 63,
84, 12, 11]. Specifically, end-to-end deep cross-modal hashing frameworks, such as Deep Cross-
modal Hashing (DCMH) [35] are starting to receive attention lately. However, in contrast to the
conventional hash learning research, where the focus is to learn good hash functions given certain
feature representations, end-to-end hashing focuses on the seamless combination of feature learn-
ing and hash learning, in a way that the feature representations can be optimized for hash learning
through error back-propagation. The competitive performance shown in [35] demonstrates the
efficacy of combining hash learning and feature learning methods.
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CHAPTER 3: HASHING FOR AUDIO-VISUAL CORRELATION
ANALYSIS
3.1 Background
Multimodal information fusion concerns the study of integrating information from multiple
sensory modalities that describe the same event. It has been shown for long that combining com-
plementary information from different modalities can improve the performance of a system that
uses only a single modality [27][7][36]. An intuitive explanation to this fact is that real-life events
are inherently multimodal, while an unimodal system utilizes only a portion of the available infor-
mation leaving the rest wasted. One particular research area that takes advantage of multimodal
information fusion is audiovisual analysis that combines visual information with correlated audio
information for improved performance in tasks such as event detection [22], speech recognition
[81], video concept classification [37] etc.
Although audio and visual modality provides complementary information to each other,
one should be aware that, they may also bring in noise. For example, combining unrelated audio
background in the detection of a visual event may undermine rather than boost the performance
of an audiovisual event detection system; an irrelevant talking face might distract the audiovisual
speech recognition system from focusing on the right person whose speech is being interpreted.
The above problems can be effectively alleviated if the system can correctly associate the audio
signal with the right sound source in the video. The ability to associate sound with the right visual
object is essential for many applications. For example, a pan-tilt camera can automatically follow
the active speaker in video conferencing [18];the robot can correctly identify the target that is
speaking to her during interaction with a human. Other applications include audio-video stream
synchronization [34], audio source separation [88], lip reading [27], object tracking [6][113] etc.
In this chapter, we address the audiovisual correlation problem in general videos captured
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using a single microphone. The sound sources we deal with in this paper is not restricted to any
specific type (e.g. a talking person), but rather it could be any object whose motion generates
sound. For example, the sound source could be a musical instrument, a talking face, or even a
bouncing basketball. Moreover, we aim to accurately segment out the sounding object (i.e. an im-
age structure). Such audiovisual correlation problem is known to be hard for several reasons: there
are always multiple distracting motions in the video occasionally synchronous with the soundtrack;
signals captured by audio and visual sensors are essentially different in terms of spatial-temporal
resolution and semantic meaning.
Most earlier research on sound source localization either rely on multiple microphones in
controlled environment [88], or deal with quasi-stationary [16] or specific sound sources such as a
talking face [60]. Some recent work [5][79][39] attempt to remove such restrictions and achieve
sound source localization in general videos. However, few of them attempt segmentation of the
audiovisual object, that is, they merely identify a number of pixels scattered around the object. We
believe cross-modal localization of image structures is more semantically meaningful compared
to identifying isolated pixels. To achieve this goal, we propose a novel method for simultaneous
localization and segmentation of the visual object that is most correlated with the primary audio
signals. We use a two-step video segmentation method to represent the entire video as a set of
spatial-temporal (ST) region tracks, each representing the temporal evolution of an object. The
motion features of those ST tracks are used as the visual features of the objects. The audio energy
features are used for audio signals to capture the temporal variations. An ordering-based hashing
approach, the Winner-Take-All Hash [93], is then applied to audio and visual features to generate
the audio and visual hash codes. The similarities between the visual objects and audio signals are
then computed as the Hamming distance between the hash codes. Note that a portion of this work,
including the techniques and results, have previously been published by the author in conferences
[50].
The remainder of this chapter is organized as follows. Section 3.2 gives an overview of
14
the proposed method. Section 3.3 explains audio and visual features we used for correlation anal-
ysis. Section 3.4 describes our audiovisual correlation method. In Section 3.5, we present the
experimental results on the test videos. Finally, this chapter is summarized in Section 3.6.
3.2 An Overview of the Method
This section provides a brief overview of the general steps of the proposed algorithm, leav-
ing the details to be discussed in Section 3.3 and Section 3.4.
As illustrated in Fig. 3.1, the overall process involves two phases: audiovisual feature ex-
traction and audiovisual correlation. In the audiovisual feature extraction phase, audio and visual
descriptors are extracted independently. The audio descriptors we use is the smoothed audio en-
ergy. Briefly, this is obtained by applying short-term fourier transform to the raw audio signal
followed by an integration over all frequencies at each time instant. The resultant audio energy
descriptor is further smoothed using a Gaussian filter. The audio energy descriptor represents the
change of audio signal strength over time, which we believe is caused by correlated motion in
the visual domain. Such audio representation bridges the sampling rate gap between audio and
visual signals, thus making it possible to perform audiovisual correlation analysis under the same
temporal resolution.
Compared with audio signals, visual signals are characterized by high spatial resolution.
We bridge this gap by first using a region tracking algorithm to consistently label the same im-
age structure (i.e. regions in different frames that corresponds to the same semantic object/part)
across all video frames. Each label generated in this manner indexes a spatial-temporal region
track (STRtrack). In this way, the whole video I(x, y, t) is decomposed into a set of N STR-
tracks {I1(x, y, t), I2(x, y, t), · · · , IN(x, y, t)}, where t = 1, 2, · · · , T is the frame index, and x, y
is pixel’s coordinate in a frame. For the ith STRtrack, its motion descriptor associated with the tth
frame mi(t) is then computed as the average acceleration of all pixels labeled as i in the frame.
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Figure 3.1: Block diagram of the proposed audiovisual source localization method. The audio
and visual features are extracted independently. The audio spectrogram is computed by applying
short-term fourier transform to the audio samples with proper framing. Next, audio power spec-
trum is integrated over all frequencies to get the audio energy. For the video frames, a two-step
segmentation is applied to each frame, and a region tracking algorithm is used to obtain a consistent
labeling of all videos. Regions sharing the same label form a spatial-temporal region track. Each
region track is represented by a vector of its average acceleration in different frames. Both audio
and visual features go through the same hashing that generates a single audio code for the audio
signal and one visual code for each of the spatial temporal region track. The correlation between
each region track and the audio signal is simply computed as the Hamming distance between each
visual code and audio code.
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Therefore, the video is compactly represented as a number of visual descriptors {m1(t), · · · ,mN(t)}.
The audiovisual correlation takes as input the resultant audio and visual descriptors and
outputs the correlation scores χi for each STRtrack. We believe that the sounding object’s motion
pattern must be highly correlated to the audio energy in some feature space. We propose to capture
this similarity using the Winner-Take-All (WTA) hashing [93]. The correlation between audio and
visual modalities can be simply computed as the Hamming distance between the two hash codes.
3.3 Audio and Video Representation
The compact representation of audio and video signals are critical for the effectiveness
of the proposed method. Our motivation for the proposed audio and video representation is to
seek a compact yet informative representation that retains the most relevant information in both
modalities and allows for audiovisual comparison in a common feature space.
3.3.1 Audio Representation
The audio signal f(t) is transformed into the time frequency domain using the Short-term
Fourier Transform [1] (STFT) that provides simultaneous time and frequency localization. The ca-
pability of STFT for analyzing time-varing, non-stationary signals makes it applicable for general
sound sources.
In detail, the signal is first framed according to the frame rate of the video such that each
audio frame corresponds to a video frame. The framing window size h is chosen such that neigh-
boring windows overlap by 50% of the window size. Fourier transform is then applied to the
sampling points within each window to get the spectrogram of the audio signal at that frame. Fi-
nally, the audio energy feature a(t) is attained by integrating the spectrogram over all frequencies.
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Formally, the above process can be represented as
a(t) =
∫ ∞
0
∫ T
0
f(t′).W (t′ − t).e−j2pift′dt′df,
where T is the length of the audio, and the windowing function W (t) is defined as
W (t) =

1 if |t| < h/2
0 otherwise.
The resultant audio energy descriptor a(t) is further filtered using a 1-D Gaussian kernel.
Intuitively, the audio energy descriptor captures the changing patterns of audio signal strength in
the same temporal resolution as the video frames.
3.3.2 Video Representation
The basic idea of the proposed video representation method is to extract and analyze the
motion patterns of all objects present in a scene. We define an object to be an appearance-motion-
coherent image structure. We aim to identify image structures corresponding to the same object
across all video frames so as to analyze the object’s motion patterns.
As illustrated in Fig. 3.2, we use a region tracking procedure to propagate first-frame seg-
mentation labeling to all the rest frames. The procedure starts with a two-step segmentation for the
first frame. In detail, we first apply Mean shift segmentation of the color image using LUV color
features. If the resultant number of small regions is greater than a predefined threshold k, they
are further clustered using location and motion features. The reason for such 2-step frame seg-
mentation is to combine color and motion features for segmenting images into regions with highly
coherent motion and appearance. To be specific, each region is represented as a 5-dimensional
feature vector where the first two dimensions are the spatial centroid coordinates and the last three
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dimensions are the region’s average LUV color values in the color-coded optical flow image. For-
mally, we compute the forward and backward dense optical flow F+(x, y, t) and F−(x, y, t) for
each frame, where F+(x, y, t) is the 2-D flow vector at pixel (x, y) estimated between frame t and
t+ 1, and F−(x, y, t) is that from t to t− 1. The average flow is computed as
F(x, y, t) =
1
2
(F+(x, y, t)− F−(x, y, t))).
Since spatial coordinates and the optical flow values are in different metric spaces, they
need to be transformed into a into the LUV color feature space such that color differences can be
measured by the Euclidean distance. In detail, the normalized optical flow (ux, uy) is converted to
its polar representation (ρ, θ). Then the direction θ is used to access a discretized RGB color wheel
adapted from [75]. The accessed RGB values are modulated with ρ to obtain the final RGB colors.
The resultant RGB color image are further transformed into the LUV color space.
After the frame segmentation procedure, each region is represented using its color his-
togram. Specifically, the LUV color space is quantized into n = 53 = 125 bins and the number
of pixels in each bin is counted. The regions in the first frame (i.e. their color histograms) are
used as instances to initialize the same number of STRtracks. A new frame first goes through
the same segmentation procedure as the first frame. Then for each region in the new frame, it’s
assigned to one of the track based on spatial proximity and appearance similarity. Specifically, the
distance between an STRtrack and a new region is computed as the Euclidean distance between
the centroid coordinates of the new region and that of the most recent instance of that STRtrack.
The STRtracks whose distance are within a search radius are identified as the candidate matches.
The appearance similarity is computed between a new region and it’s candidate STRtracks. We
define the appearance similarity between a region and an STRtrack as the cosine value of the angle
between the color histogram of the region and the average color histogram of all instances of that
STRtrack.
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Figure 3.2: Block diagram of the proposed region tracking algorithm. The algorithm processes
video in a streaming manner starting from the first frame. Optical flow and the color segmentation
are performed in parallel for each new coming frame. Small regions of color segmentation are
then clustered using optical flow information. The initial set of spatial-temporal region tracks
are created using clustered regions in the first frame. Regions in later frames are compared with
existing region tracks and are added to the right track based on location and appearance. At the
same time, regions in the new frame are relabeled in accordance with their instances in previous
frames.
It’s reasonable to use the average color histogram because the same object typically doesn’t
change too much in appearance. And the average color histogram is more robust to outliers than the
color histogram of a single instance (e.g. the most recent instance). Finally, if the similarity value
of the most similar STRtrack is greater than a threshold, we simply assign the new region to that
STRtrack (i.e. relabel the region using the STRtrack ID). Otherwise, we create a new STRtrack
and add to it the new region as the first instance.
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The result of the above region tracking algorithm is a number of STRtracks each represent-
ing the temporal evolution of an object. We then extract the motion descriptor for an STRtrack
STi as its average acceleration. Specifically, the acceleration of a pixel (x, y) at frame t is defined
as g(x, y, t) = F+(x, y, t) + F−(x, y, t), where F+(x, y, t) and F−(x, y, t) is the same as defined
before. The motion descriptor of STi at time t is therefore
mi(t) =
1
|ST ti |
∑
(x,y)∈ST ti
||g(x, y, t)||.
where |ST ti | is the number of pixels of STi in the tth frame. Similar to the audio descriptor, the
motion descriptor mi(t) is smoothed using a Gaussian kernel to reduce the effect of visual noises.
In addition, we pick the the top 15 mi(t)s in terms of standard deviation as the candidates in order
to filter out objects whose motion is random or minimal.
3.4 Audiovisual Correlation
Audiovisual correlation is analyzed between audio and visual descriptors obtained in the
previous section. We have used the temporal functions a(t) and mi(t)s to represent the au-
dio and visual descriptors. Another way to look at those functions is to consider them as a
vector in the T -Dimensional feature space, where T is the number of frames. Let a and mi
represent those feature vectors, they are formally defined as a = [a(1), a(2), · · · , a(T )]T and
mi = [mi(1),mi(2), · · · ,mi(T )]T , i = 1, 2, · · · , k.
Now as both modality are in a T-D vector space, an intuitive way to measure the synchrony
χi between object i with the audio signal is to use Euclidean distance between the two correspond-
ing feature points. However, this does not work because the precise values of variables captured by
auditory and visual sensors carry essentially different semantic meanings. In other words, a larger
distance does not necessarily indicate that the two signals are less synchronized than otherwise.
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(b) Discrete Sound
Figure 3.3: Examples of audio descriptors and the motion descriptors of the sound source. (a) is
the intermediate results of the video Violin Yanni. The visual descriptor represents the motion of
the violin player’s left hand. (b) is the intermediate result of the video Basketball, in which the
visual descriptor describes the motion of the basketball.
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Correlation measures such as cosine distance does not work well either, especially for discrete
sounds 1 generated by continuous motion (i.e. a bouncing basketball).
Fig.3.3 shows two examples of the audio descriptor of a sound and the motion descriptor
of that sound source. As can be observed from the examples, the two descriptors do exhibit similar
changing patterns (i.e. similar relative ordering of feature values at different time instant). How-
ever, the differences are even more if we look at the precise feature values, which explains why
common metrics based on the precise feature values fail to capture the correlation.
We address the above problem by performing a non-linear transformation of the original
feature into the ordinal space, using the Winner-Take-All (WTA) technique. Briefly, WTA hash is
a ordinal space embedding technique that captures the partial ordering statistics of the original fea-
ture dimensions. Such ordinal space embedding techniques have shown success in other tasks such
as dimension reduction [71], feature extraction [24] etc. However, they have not been explored in
the area of multimodal information analysis. We extract the partial ordering information encoded
by ordinal space embedding in an effort to bridge the semantic gap between features in audio and
visual modality.
3.4.1 Winner-Take-All Hash
The WTA hash is a subfamily of hashing functions introduced in [93]. WTA hash is con-
trolled by two parameters: the number of random permutations N and window size S. Fig. 3.4
illustrates the computation of WTA hash for a 5-dimensional feature vector with parametersN = 3
and S = 3. The index of the maximum entry among the first S entries of a permutation Θ is chosen
as the hash code for that permutation. In our example, the first permutation [2, 1, 5, 4, 3] reorder
the feature vector as [0.2, 0.5, 1.0, 0.30.7]. The index of the maximum value among the first 2 en-
1Audio signals exhibiting clear intervals of silence is referred to as discrete sounds. An example is the sound
produced by a bouncing basketball. While continuous sounds refer to audio signals without clear intervals of silence,
such as that generated by violin.
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tries [0.2, 0.5], is taken as the encoding for that permutation. Note that N permutations generate a
length-N hash code and each code entry is an integer value between 0 and S − 1.
Each WTA hash function encodes a partial ordering statistics of the feature dimensions and
defines an ordinal embedding of the features in the rank correlation space. An intuitive way to
understand such encoding is to consider the case when S = 2. Choosing the first 2 entries from
a random permutation is essentially same as randomly choosing 2 entries from the feature vector.
If the first entry is larger, the output code is 0, and it’s 1 otherwise. When N is sufficiently large,
the binary code for the feature vector encodes a complete pairwise ordering of different feature
dimensions. Note that for a d-dimensional feature vector, the complete pairwise ordering can be
encoded with a binary code of length A2d = d(d− 1). Larger values of S also encodes the pairwise
ordering, however with more emphasis on paring with the head of the S-sized subset of the feature
dimensions. [0.5, 0.2, 0.7, 0.3, 1.0][2, 1, 5, 4, 3] [3, 2, 1, 5, 4] [4 , 3, 2, 1, 5][0.2, 0.5, 1.0, 0.3, 0.7] [0.7, 0.2, 0.5, 1.0, 0.3] [0.3, 0.7, 0.2, 0.5, 1.0][0.2, 0.5, 1.0] [0.7, 0.2, 0.5] [0.3, 0.7, 0.2]RandomPermutationsPermuted vectorsPick first 3 Input Vector ?? ?? ??2 0 1WTA Hash Code
Figure 3.4: An example of WTA hash with 5-dimensional input vector X , N = 3 and S = 3. Θi is
a permutation of the input vector X , and X(Θi) is the result of the permutation. X(Θi) is further
windowed, resulting in a vector containing only its first S entries. Index of the maximum entry in
the windowed X(Θi) is output as the WTA hash code for the given permutation.
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In general, if two vectors are close in their original feature space, they must be close in
the rank correlation space. However, the opposite is not true because differences in the numer-
ical values that do not affect the ordering might have bigger effect for other metric spaces (e.g.
Euclidean). This characteristic of rank correlation naturally provides certain degree of stability in
face of perturbations in numerical values.
Another advantage of WTA hash that merits discussion is that compared with a complete
ordering, multiple partial orderings offers another degree of resilience to noise and gives consider-
ations to local support (with S ≥ 2) on feature dimensions. Those advantages of WTA hash makes
it perfect for measuring the synchrony between signals in different modalities, such as audio and
visual in our case. Synchronized signals in audio and visual modalities demonstrate similar tempo-
ral changing patterns, which are precisely the orderings of feature dimensions when we represent
the signals as vectors. Therefore, we use the same WTA hash function to encode audio and visual
signals for similarity computation.
3.4.2 Correlation Analysis
Before measuring the synchrony between audio and visual signals, we first use WTA hash
to encode the partial ordering statistics of audio descriptor a and visual descriptors mi. Note that
same set of random permutations are used for both audio and visual descriptors. This encoding
transforms features in two different modalities into the common rank correlation space for correla-
tion analysis. Then the synchrony χ(a,mi) between a visual descriptor mi and the audio, denoted
as χi is simply
χi =
Hd(a,mi)
Dim(x)
,
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where Hd(a,mi) is the Hamming distance between them (i.e. the number of different entries).
Finally, the object that corresponds to the sound source can be determined as
s = arg max
i
χi.
After identifying the sounding object, we create a confidence map and set the localization
confidence for pixels belonging to this object in every frame to 1, while the rest to 0. Similar to
[34], instead of dealing with binary localization confidence, the confidence map is convoluted with
a Gaussian kernel in both spatial and temporal domain to generate a smooth confidence surface.
However, rather than fixing the standard deviation of Gaussian kernel for all videos, we make it a
function of the average velocity and object size. This is reasonable as objects with large motion has
less temporal locality coherency, and the temporal Gaussian kernel should therefore use smaller
standard deviation. Formally, let fr be the frame rate of a video, ma be the average acceleration of
the sounding object, the standard deviation of the Gaussian kernel is computed as σt = ρt ·fr/ma,
where ρt is a coefficient and we set it to 0.5 in the experiments. Similarly, the spatial Gaussian
kernel size should be related with the size of an object, and we define it to be σs = ρs · sqrt(A),
where A is the average area of the object and ρs is an coefficient set to 0.2 in our experiments.
3.5 Experiments
In this section, we show performances of the proposed algorithm on a number of challeng-
ing test videos. Specifically, we compared with the state-of-the-art method proposed in [34] both
qualitatively and quantitatively.
We gather challenging test videos from previous research and Youtube. In detail, Violin
Yanni is used in [34]. The audience clapping in Violin Yanni adds much noise to the audio; Wooden
Horse is used in [17], [34] and [39]. The swaying wooden horse in this video is uncorrelated to the
audio; Guitar Lessons, Student News and Guitar Street are downloaded from the Youtube website.
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Table 3.1: Parameter settings of the proposed method.
Algorithm Parameter Value
Mean shift Spatial bandwidth 13.0
Range bandwidth 13.0
Minimum area 400
Optical flow Regularization weight 0.012
Downsample ratio 0.75
Width of the coarsest level 40
Frame segmentation Maximum no. of segments 25
Region tracking Searching radius 55
AV correlation No. of permutations 2000
Window size 5
In Guitar Lessons, the unintentional movement of the player head and body are all somewhat
harmonious with the sound; Guitar Street contains lots of background noise and moving passengers
in the street; In Student News, the left reporter’s movement occasionally synchronizes with the right
one’s speech. In addition, we also created an additional test video Basketball with a distracting
moving cushion, which is challenging as the motion of the sounding objects (i.e. basketball) is not
constrained within a small range.
The proposed framework takes only a few parameters other than those required by Mean
shift [21] and optical flow [55] component algorithms. The primary parameters used in the experi-
ments are summarized in Table 3.1 unless otherwise specified. We also implemented the algorithm
proposed in [34] for comparison. The three parameters for the QuickShift algorithm used in [34],
namely, the trade-off between the color and spatial importance, the kernel size for density estima-
tion and the maximum within-cluster distance is set to 0.25, 0.4, and 10 respectively. The number
of top visual clusters in terms of velocity and acceleration standard deviation are both set to 5. The
spatial-temporal smoothing of localization confidence uses the same settings as our algorithms for
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a fair comparison.
3.5.1 Qualitative Performance
We show the sample frames of localization results produced by the proposed method in Fig.
3.5. The ground truth and results of the algorithm in [34] are also shown for a visual comparison.
We produce the ground truth data by manually labeling the most correlated moving object in each
video frame using interactive segmentation. As can be observed from the results, our algorithm
successfully identified the sound sources in all of the test videos, with good localization results.
Several factors contribute to the superior performance of our algorithm. First, our region
tracking algorithm effectively identify the same object across all video frames, which lays the
foundation for motion pattern analysis. Second, smoothing both the audio and visual descriptors
in temporal domain before performing correlation analysis greatly reduces the feature noise and
well captures the temporal changing pattern in both modalities. Third, the WTA hash technique we
use provides further robustness to noise through rank correlation space encoding. The algorithm in
[34] is able to roughly identify regions most correlated to the audio in most videos. However, the
localization is less accurate than the proposed method. This is largely due to the fact that regions in
the visual clusters produced by spatial-temporal clustering of small segments in [34] tend to under-
segment the audiovisual object. In [34], small segments within a certain neighborhood around the
sounding object are very likely to be grouped into the same cluster, resulting in a very coarse
estimation of the most correlated object. We also note that, [34] fails to focus on the right sound
source in Guitar Street and the first half of Wooden Horse as a result of dominance of distracting
motion.
3.5.2 Quantitative Performance
We quantify the performance of the proposed sound source localization method using sim-
ilar metrics as in [34]. Specifically, precision and recall are used to assess the spatial localization.
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Figure 3.5: Sample frames of the audiovisual source localization and segmentation results. For
each test video, the top row is the manually labeled ground truth.The second row is the results of
the method proposed by [34]. The third row the results of our method. The frame number of each
column is marked at the bottom of the sample frames.
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In detail, if the set of detected pixels is denoted as P , and the set of pixels in ground truth as T ,
then precision and recall are defined as precision = |P
⋂
T |
|P | and recall =
|P ⋂T |
|T | , where | · |
is the cardinality operation. The detected region (i.e. pixel set) P is controlled by a threshold
applied to the smoothed localization confidence. The threshold is varied from 0 to 1 to get the
precision-threshold and recall-threshold curve for each frame. Then those curves are averaged
over all frames. In addition, the precision-recall curve is also plotted to show how precision and
recall change against each other. Those results are shown in Fig. 3.6. Note that we only showed
the quantitative results on videos that both methods have correctly localized the audio source in
most of the frames. Therefore, Guitar Street and Wooden Horse are not included in the quantitative
results.
Obviously, the proposed method is able to achieve higher precision consistently across
all test videos under different threshold settings. The primary reason for the good precision of
our method is that the proposed frame segmentation and region tracking algorithm can accurately
segment the objects and reliably track the same object across the entire video. We also note that the
recall performance gap between the two methods is much smaller compared to that of precision. In
videos such as Guitar Lessons and Basketball, the recall of [34] is almost on par with our method.
This is a natural effect of under-segmentation in [34], which sacrifices precision for recall. Our
method, however, is able to achieve good results for both metrics. This is further consolidated
by the precision-recall curve shown in Fig. 3.6c, where larger area under the curves means better
performance.
For temporal localization performance, we use the detection rate and hit ratio as the eval-
uation metric. Detection rate is defined as the ratio of number of frames in which the object is
successfully detected to the total number of frames. A successful detection is characterized by
a localization containing more than half of pixels of the actual audiovisual object (i.e. recall is
greater than 0.5). Hit ratio is the ratio of accurately localized frames to the total number of frames.
A localization is said to be accurate if more than half of the detected pixels are in groundtruth.
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Figure 3.6: Quantitative results of spatial localization performance.
Additionally, the same threshold as in spatial localization performance evaluation is used to gen-
erate a continuous curve. As shown in Fig. 3.7, the proposed method outperforms [34] in terms
of hit ratio. As for detection rate, our method produces steep curves, rapidly increasing to the best
performance above a certain threshold. In comparison, [34]’s detection rate increases slowly with
changing threshold.
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Figure 3.7: Quantitative results of temporal localizationperformance.
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Table 3.2: Quantitative results of the proposed algorithm against that of [34]. The numbers are
in percentile. “Prc”, “Hit” and “Ret” denotes precision, hit ratio and detection rate respectively.
“Prc@Rec=0.5” denotes the precision when recall is set to 0.5, and the remaining notations are
interpreted in a similar way. Better results are marked as bold.
Method Prc@Rec=0.5 Hit@Rec=0.5 Det@Rec=0.5
Basketball
Compared method [34] 77.06 92.02 99.39
Our method 95.54 98.87 100.0
Violin Yanni
Compared method [34] 10.03 0.0 100.0
Our method 92.42 98.43 92.91
Guitar Lessons
Compared method [34] 77.06 92.02 99.39
Our method 88.40 98.05 100.0
Student News
Compared method [34] 34.80 6.06 0.0
Our method 76.04 100.0 100.0
Another view of the above results is shown in Table 3.2. It’s reasonable to look at the
above performance metrics given a specific recall value. We set recall to 0.5 to evaluate the other
performance metrics, as this represents a successful detection in the test. As shown in the table,
our method again outperforms the state-of-the-art method. And interestingly, the performance gap
difference between detection rate and hit ratio is similar to that in the precision and recall in the
spatial localization performance. This is reasonable as detection rate is more closely related with
recall and hit ratio is more related to precision based on the definition. [34] tends to perform
worse in metrics related with recall than precision. An example video is Violin Yanni. Although
the algorithm in [34] successfully detected the left hand of the violin player, which is the ground
truth, the hit ratio is essentially zero because more than half of the localized region is false positive.
However, for video Student News the hit ratio is better than the detection rate. This is because the
localization results is a number of small scattering within the speaker’s face.
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3.6 Summary
In this chapter, we address the problem of sound source localization and segmentation in
general videos captured using a single microphone. The proposed approach uses a novel region
tracking algorithm to represent the entire video as a number of spatial-temporal region tracks. The
synchronization between each region track and the audio energy are analyzed efficiently with the
Winner-Take-All hash. We have evaluated our approach with a number of challenging test videos
and compared with the state-of-the-art, thus demonstrating its superior performance.
33
CHAPTER 4: HASHING FOR SINGLE-MEDIA RETRIEVAL
In this chapter, we study supervised hashing approaches for single-media retrieval. Specif-
ically, we present a generalization of the random hashing approach that has been used to model
audio-visual correlation in the previous chapter. Based on this generalization, we propose an effi-
cient supervised learning algorithm to find optimal hash functions that can generate compact hash
codes for semantic similarity search.
4.1 Overview
Existing hashing algorithms mostly learn binary codes by quantizing numeric projections
[67, 59, 58] of high-dimensional features. In contrast, hashing schemes based on feature’s ranking
order (i.e. comparisons) are relatively under-researched. Ranking-based hashing, such as Winner-
Take-All (WTA) [94] and Min-wise Hashing (MinHash) [9], ranks the random permutation of
input features and uses the index of maximal/minimal feature dimensions to encode a compact
representation of the input features. The benefit of ranking-based hashing lies in the fact that
these algorithms are insensitive to the magnitude of features, and thus are more robust against
many types of random noises universal in real applications [74, 94]. In addition, the magnitude-
independence also makes the resultant hash codes scale-invariant, which is critical to compare and
align the features from heterogeneous spaces, e.g., revealing the multi-modal correlations [50, 49].
Unfortunately, the existing ranking-based hashing is data-agnostic. In other words, the ob-
tained hash codes are not learned by exploring the intrinsic structure of data distribution, making
it suboptimal in its efficiency of coding the input features with compact codes of minimal length.
For example, WTA encodes the data with the indices of the maximum dimensions chosen from a
number of random permutations of input features. Although WTA has generated leading perfor-
mances in many tasks [94, 50], it is constrained in the sense that it only ranks the existing features
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of input data, while incapable of combining multiple features to generate new feature subspaces
to rank. A direct consequence of such limitation is that this sort of ranking-based hashing usually
needs a very large number of permutations and rankings to generate useful codes, especially with
a high dimensional input feature space [94].
To address this challenge, we abandon the use of ranking random permutations of existing
features in ranking-based hashing algorithms. Instead, we propose to generate compact ranking-
based hashing codes by learning a set of new subspaces and ranking the newly projected features in
these subspaces. At each step, an input data is encoded by the index of the maximal value over the
projected points onto these subspaces. The subspace projections are jointly optimized to generate
the ranking indices that are most discriminative to the metric structure and/or the data labels. Then
a vector of codes are iteratively generated to represent the input data from the maximal indices
over a sequence of sets of subspaces.
This method generalizes ranking-based hashing from restricted random permutations to
perform encoding by ranking a set of arbitrary subspaces learned by mixing multiple original
features. This greatly extends its flexibility so that much shorter bits can be generated to encode
input data, while retaining the benefits of noise insensitivity and scale invariance inherent in this
type of algorithms. Part of this work have previously been published by the author in conference
proceedings [47] and in journals [48].
The rest of this chapter is organized as follows. Section 4.2 formulates the optimization
problem and describes the learning algorithm. Section 4.3 discusses the extension of the proposed
algorithm to the kernel space. Experimental results and analysis are presented in Section 4.4,
followed by the summary in Section 4.5.
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4.2 Supervised Ranking Hash
4.2.1 The Limitations of WTA Hashing
As introduced in Section 3.4.1 of Chapter 3, WTA is specified by two parameters: the
number of random permutations L and the window size K. Each permutation pi reorders the
elements of an input vector x ∈ Rd to xpi in the order specified by pi. Then the index of the
maximum dimension of the feature among the first K elements of xpi is used as the hash code.
The limitations of WTA are twofold: (1) the entries of the input vectors are permuted in a random
fashion before the comparison is applied to find the largest entry out of the first K ones; (2) the
comparison and the ranking are restricted to be made between the original features. The random
permutations are very inefficient to find the most discriminative entries to compare the similarity
between the input vectors, and the restriction of the ranking to original features is too strong to
generate the compact representations. We relax these two limitations in the development of the
supervised hashing algorithm.
4.2.2 Problem Formulation
Rather than randomly permuting the input data vector x, we project it onto a set of K
one-dimensional subspaces. Then the input vector is encoded by the index of the subspace that
generates the largest projected value. In other words, we have
h(x; W) = arg max
1≤k≤K
wTk x, (4.1)
where wk ∈ Rd, 1 ≤ k ≤ K are vectors specifying the subspace projections, and W = [w1w2 · · ·wK ]T .
We use a linear projection to map an input vector into subspaces to form its hash code.
At first glance, this idea is similar to the family of learning-based hashing algorithms based on
linear projection [23, 67]. However, different from these existing algorithms, the proposed method
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instead ranks the obtained subspaces to encode each input vector with the index of the dimension
with the maximum value. This makes the obtained hash codes highly nonlinear to the input vector,
invariant to the scaling of the vector, as well as insensitive to the input noises to a larger degree than
the linear hashing codes. We name this method Supervised Ranking Hash (SRH) to distinguish it
from the other compared methods.
WTA can be seen as a special case of the SRH algorithm by restricting the projections onto
K axis-aligned linear subspaces, i.e., wk is set to a column vector ek randomly chosen from an
identity matrix I of size d × d. SRH extends WTA by relaxing the axis aligned linear subspaces
in (4.1) to arbitrary K-dimensional linear subspaces in Rd. Such relaxation greatly increases the
flexibility to learn a set of subspaces to optimize the hash codes resulting from the projections to
these subspaces.
Now our objective boils down to learn hash functions characterized by the projections W
as in Equation (4.1). Specifically, let D be the set of N d-dimensional data points {xi}Ni=1 and let
S = {sij}Ni,j be the set of pair-wise similarity matrix satisfying sij ∈ {0, 1}, where sij = 1 means
the pair (xi,xj) is similar and vice verse. The pair-wise similarity matrix S can be obtained either
from the nearest neighbors in a metric space or by semantic labels.
Given a similarity label sij for each training pair, we can define an error incurred by a hash
function like (4.1) below
e(hi, hj, sij) =
 I(hi 6= hj), sij = 1λ I(hi = hj), sij = 0 (4.2)
where I(·) is the indicator function outputting 1 when the condition holds and 0 otherwise, hi(j) is
h(xi(j); W) for short, and λ is a hyper-parameter that controls the relative penalty of false positive
with respect to false negative.
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The learning objective is to find W to minimize the cumulative error over the training set:
E(W) =
∑
sij∈S
e(hi, hj, sij) (4.3)
Note that W factors into the above objective function because both hi and hj are functions of W.
4.2.3 Optimization
4.2.3.1 Reformulation
Without loss of generality, the hash function in (4.1) is equivalent to the following formu-
lation:
h(x; W) = arg max
g
gTWx,
subject to g ∈ {0, 1}K ,1Tg = 1,
(4.4)
which outputs an 1-of-K binary code h for an input feature vector x. The constraints enforce that
there must exist one and only one nonzero entry of 1 in the resultant hash code. It is easy to find
the equivalence to the hashing function (4.1): the only nonzero element in h encodes the index of
dimension with the maximum value in Wx.
Following (4.4), (4.3) can also be rewritten accordingly, giving rise to the objective function
in a matrix form,
E(W) =
∑
sij=1
(1− gTi gj) +
∑
sij=0
λgTi gj
=
∑
sij∈S
(λ− (λ+ 1)sij)gTi gj + const.
= trace
(
GDGT
)
+ const.
(4.5)
where G = [g1,g2, · · · ,gN ] is the K ×N hash code matrix with the constraints in (4.4) enforced
for each column and D is a N ×N matrix whose entries are defined as dij = λ− (λ+ 1)sij .
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4.2.3.2 Continuous Approximation
The objective function in (4.5) is straightforward to formulate, but hard to optimize because
G is non-convex and highly discontinuous with respect to W due to the arg max operations.
Therefore, we seek a continuous relaxation of the original problem and solve the relaxed problem
instead.
Specifically, Eq. (4.4) can be approximated with the softmax function,
h(x; W) ≈ σ(Wx), (4.6)
where σ(z) is a K-dimensional softmax vector defined as
σ(z)j =
eαzj∑K
k=1 e
αzk
for j = 1, · · · , K, (4.7)
where α controls the smoothness of the approximation and zj denotes the jth entry of z. The above
relaxation is intuitive from a probabilistic perspective: the kth entry of the softmax vector can be
seen as the probability of the kth dimension being the maximum. When α → ∞, the output of
(4.6) converges to that of (4.4).
4.2.3.3 The Learning algorithm
With the softmax approximation, the objective function in (4.5) becomes a continuous
function of W. However, the non-convex nature of the problem remains unchanged. One can
compute the negative gradient and use the standard gradient descent algorithms (e.g. L-BFGS)
to find its local minima. But computing the gradient over the full training set is computationally
expensive, and the sum of error form of the objective function indicates that this problem can be
solved with the stochastic gradient descent (SGD) algorithm which uses a single pair or a mini-
batch to approximate the expected gradient in an iterative learning procedure.
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In practice, we use mini-batch based updates to reduce gradient variance and obtain more
stable convergence. The batch update rules can be written in the following matrix form,
W←W + η[G diag(GTs G)−Gs ◦G]XT , (4.8)
where the operator diag(·) outputs a diagonal matrix by only retaining the diagonal entries of the
input square matrix, X = [x1, · · · ,xN ] is the d × N training data matrix, G = [g1, · · · ,g] is a
K ×N matrix containing the softmax vectors of each training sample, and Gs = GD.
Note that the softmax approximation is only used to learn the optimalK-dimensional rank-
ing subspace W. While in the hash encoding step, we still use (4.1) to output the hash code which
can take a value between 0 and K − 1.
The above procedure for learning one hash function is illustrated in Algorithm 1. To gener-
ate L hash codes, we use the standard Adaboost algorithm to sequentially learn L hash functions.
Similar boosting procedures have also been applied to previous works [52, 53]. Since boosting is
not the contribution of this work, we therefore do not elaborate on it. Interested reader can refer to
[8] for more details on this standard ensemble learning method.
4.3 Kernel Space Extension
It has been verified in various studies [58, 77] that kernel-based hash functions are more
effective in capturing complex nonlinear structures of high-dimensional features. The simple struc-
ture of the ranking-based hash functions makes it easy to extend the ranking operations to kernel
spaces. Specifically, instead of ranking the feature embedding in the linear subspaces, we consider
the kernel space embedding
F (x) = Wφ(x).
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Algorithm 1: Supervised Ranking Hash
1: Input: data X ∈ Rd×N , pairwise similarity matrix S ∈ RN×N , length of hash code L,
subspace dimension K
2: Initialize: set weight matrix Ω = [ωij] to all ones.
3: for l = 1 to L do
4: Randomly initialize Wl from Gaussian distribution
5: repeat
6: Randomly select a training batch Xb and obtain the batchwise similarity matrix Sb and
weight matrix Ωb accordingly.
7: Compute Db and Gb for the batch according to the definition of D and G respectively
8: Set Gbs = Gb(Db ◦Ωb)
9: Update projection matrix Wl according to
Wl ←Wl + η[Gb diag(GbTs Gb)−Gbs ◦Gb]XTb
10: until Convergence
11: Compute ranking hash code for all samples using (4.1) and evaluate the weighted
cumulative error
l =
∑
i,j ω
(l)
ij e(hi, hj, sij)∑
i,j ω
(l)
ij
12: Evaluate the quantity
θl = ln
{1− l
l
}
13: Update the pair weighting coefficients using
ω
(l+1)
ij = ω
(l)
ij exp{θle(hi, hj, sij)}
14: Normalize ωij’s such that
∑
i,j ω
(l+1)
ij = N
2.
15: end for
Here φ(x) defines the kernel embedding and W = [w1w2 · · ·wK ]T is the projection onto the a
K-dimensional kernel space. Generally, any suitable embedding φ(x) are acceptable. Here we
choose the simple yet powerful RBF kernel
φ(x) = [exp(−‖x− a1‖
2
2σ2
), · · · , exp(−‖x− am‖
2
2σ2
)]T
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where {ai}mi=1 are the anchor points randomly selected from the training set and σ controls the
kernel width.
Then the input vector is encoded by the index of the maximum value in the K-dimensional
kernel space. In other words, we have
h(x; W) = arg max
1≤k≤K
wTk φ(x), (4.9)
Note that the general solution to the ranking-based hash function learning steps still holds
with the kernel extension. The only difference in the learning steps is line 9 in Algorithm 1, which
should be replaced with the following update rule in the kernel space
Wl ←Wl + η[Gb diag(GbTs Gb)−Gbs ◦Gb]φ(Xb)T , (4.10)
where the embedding function φ(·) applies to each column of Xb. The kernel extension extends
the discriminative capabilities ranking-based hash functions and reveals ranking structures that can
not be discovered in the linear subspaces, as will be evidenced by our experimental results.
4.4 Experiments
4.4.1 Dataset
To evaluate the proposed hashing method, we use three frequently used [28, 42, 67, 59]
datasets with semantic annotations: Labelme, Peekaboom and NUSWIDE. Labelme is an object
image collection which consists of 22,000 images represented as 512D Gist vectors designed for
vision and learning tasks. This dataset also comes with a semantic affinity matrix which is based
on segmentations and object labels. Peekaboom [83] is an semantically annotated image dataset
containing 60,000 images, where the objects labels in each image are obtained through involuntary
game play. The images are represented by 512D Gist features and the pairwise semantic similarity
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scores are also included; The NUSWIDE dataset [20] is a real-world image dataset that contains
approximately 270,000 images downloaded from Flicker. Every image in this dataset is labeled as
one or more of 81 concepts, and represented with 500-D bag-of-visual words (BOVW) feature.
4.4.2 Baseline Methods
We compare the proposed SRH against seven state-of-the-art hashing methods including
Winner-Take-All hashing (WTA) [94], Supervised Hashing with Kernels (KSH) [58], Two-step
Hashing (TSH) [53], Latent Factor Hashing (LFH) [102], Supervised Discrete Hashing (SDH)
[77], Column Sampling based Discrete Supervised Hashing (COSDISH) [38], and Fast Hash
(FastH) [52]. Those algorithms are considered as the most competitive hashing algorithms in the
literature. For all of the baseline algorithms, we have obtained the source code from the original
authors and we use them directly in the experiments.
4.4.3 Evaluation Metrics
We consider the performance of approximate nearest neighbor search using the widely
adopted top-k precision, mean Average Precision (mAP), and precision-recall which are defined
as follows:
Top-k precision The top-k precision is defined as the ratio of relevant items among the
retrieved top k instances in terms of Hamming distance. This metric is averaged over all queries in
our evaluation.
mAP The mean average precision is defined as
mAP =
1
Q
Q∑
q=1
∑R
r=1 Pq(r)δq(r)∑
r=1 δq(r)
, (4.11)
where Q is the size of the query set, Pq(r) denotes the top-k precision of the qth query, and δq(r)
indicates whether the kth data item is relevant to the qth query.
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Precision-recall Precision-recall reflects the precision values at different recall levels and
it’s a good indicator of the overall performance of different algorithms. Typically, the area under
the precision-recall curve is computed and a larger value indicates better performance.
4.4.4 Experiment Settings
For each of the three datasets, we randomly sample a separate set of 2000 samples as test
queries and use the remaining as the database. Then we randomly pick 2000 samples from the
database to construct similarity matrix for training. The learned hash functions are then applied to
the database and query set to obtain the database and query hash codes. Such settings follow the
practice in [42, 67, 58, 53], where a small portion of the database items are used for training to
test the generalization capability of different algorithms. This also simulates real-world scenarios
where the semantic annotations are scarce compared to the entire corpus of available data.
We follow previous work (e.g. [67], [59]) in labeling the groudtruth neighbor of each sam-
ple in those datasets. In detail, the groundtruth neighbors in Labelme are obtained by thresholding
the semantic affinity matrix to make sure each sample has an average of 100 groundtruth neigh-
bors. As for Peekaboom, the similarity scores can be directly utilized for training purposes. In
NUSWIDE, an image may contain multiple tags, and the groundtruth neighbors are determined by
examining whether a pair share at least one common tag. Pairwise similarity labels are sufficient
for the training of all the algorithms except SDH. SDH is based on the classification framework
and can only be trained with point-wise class labels, which are not available in Labelme and Peek-
aboom. As a result, we couldn’t put SDH in the tests on those two datasets.
For all the baseline methods, we have used the suggested parameters provided by their
authors. The proposed SRH takes a primary parameter K (i.e. subspace dimension), and a hyper-
parameters λ (i.e. the penalty coefficients). They are selected by 5-fold cross-validation on a small
held-out subset in the training set. Specifically, the parameter range for K and λ are {2, 4, 8, 16}
and {0.5, 1.0, 2.0} respectively.
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Table 4.1: mAP Comparison on Labelme. The results are obtained by training on 2000 samples
randomly selected from the database. The learned hash functions are applied to both database
and test set to generate database codes and test codes respectively. We couldn’t train SDH on this
dataset because there’re no instance-wise labels. The proposed SRH is better than all the compared
baselines at different code lengths.
Method 6 bits 12 bits 30 bits 60 bits
WTA 0.2042 0.2679 0.3560 0.4414
KSH 0.1127 0.1134 0.1365 0.3023
LFH 0.1248 0.1855 0.2404 0.2803
TSH 0.3077 0.3782 0.4502 0.4798
COSDISH 0.1759 0.2288 0.3139 0.3906
FastH 0.3171 0.3971 0.4844 0.5361
SRH 0.3379 0.4292 0.5370 0.6112
Since SRH generates K-ary hash codes each requiring log2K binary bits to encode, there-
fore we only learn Lb/ log2K SRH codes when comparing with other hash methods at Lb binary
bits to ensure fairness. All of the experimental results are averaged over 5 independent runs.
4.4.5 Results and Discussions
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Figure 4.1: Test results on Labelme. 30 bits are used for (b) and (c).
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Figure 4.2: Test results on Peekaboom. 30 bits are used for (b) and (c).
4.4.5.1 Results on Labelme
The mAP of the proposed SRH and the baseline methods are shown in Table 4.1. Note
that we aim to compare the performance of different methods in generating compact hash codes,
therefore we consider hash codes up to 60 bits. It’s easy to observe the overall leading performance
of SRH across different benchmarks. Interestingly, we found that as a random ranking-based hash-
ing algorithm, WTA performs surprisingly well in this test, even better than some competitive
supervised hashing algorithms such as LFH and COSDISH. This can be explained by the fact that
similarity labels obtained through semantic affinity matrix are noisy, which makes it difficult for
most supervised algorithms to learn high quality binary-partitioning-based hash functions. The
good performance of WTA verifies the efficacy of ranking-based hashing methods against preva-
lent feature noises. The proposed SRH further improves over WTA as a result of the effective
ranking-based supervised learning framework. In particular, we found that the representative ker-
nel hashing algorithm KSH performs very bad in this dataset. This is partially due to the above
facts, and additionally, the powerful kernel embedding makes it more easily overfitted to the noisy
training data. The superior performance of RSH demonstrates the effectiveness of the ranking-
based hashing framework in handling semantic similarity search in real-world image datasets.
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Table 4.2: mAP Comparison on Peekaboom. The results are obtained by training on 2000 samples
randomly selected from the database. The learned hash functions are applied to both database and
test set to generate database codes and test codes respectively. Results of SDH are not available on
this dataset because the instance-wise class labels are not available. The proposed SRH achieves
the best performance on this dataset.
Method 6 bits 12 bits 30 bits 60 bits
WTA 0.1635 0.2131 0.3069 0.3786
KSH 0.1829 0.2492 0.3513 0.4121
LFH 0.1218 0.1450 0.2282 0.2495
TSH 0.2663 0.3363 0.4162 0.4475
COSDISH 0.1597 0.2199 0.2999 0.3640
FastH 0.2885 0.3649 0.4572 0.5134
SRH 0.3273 0.3991 0.5112 0.5815
4.4.5.2 Results on Peekaboom
The test results on Peekaboom are shown in Table 4.2 and Figure 4.2. The relative perfor-
mances of different algorithms are generally consistent with those of Labelme, with SRH leading
in different metrics. Similarly, WTA continues to demonstrate competitive performance even with-
out any training involved. Such results are reasonable because the semantic similarity scores that
come with Peekaboom is obtained through involuntary game play which inevitably contain certain
degree of noises similar to that in Labelme. The precision-recall curve in Figure 4.2c shows more
details of the precision at different recall levels and larger area under the curve indicates better
performance. Therefore, the results are in accordance with the mAP. Figure 4.2a and Figure 4.2b
show the top-k precision of kNN search from different perspectives, and the results demonstrate
the effectiveness of SRH in kNN search tasks.
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4.4.5.3 Results on NUSWIDE
NUSWIDE is the largest datasets among the three and the full annotations based on se-
mantic content make it the de facto benchmark dataset for testing semantic retrieval algorithms.
The results of our tests in NUSWIDE are shown in Table 4.3 and Figure 4.3. However, different
from previous datasets where the similarity labels contain certain degree of noises, the image labels
here are obtained in a strictly-scrutinized and systematic way and are therefore much less noisy.
As a result, the supervised hashing algorithms demonstrate significant performance gains over the
random hashing algorithm. Among the supervised algorithms, SRH maintains the best overall per-
formance and the advantages are especially noteworthy at short code length. We find that FastH
is also very competitive in this test. However, as we will see the next section, the training time of
FastH is significantly higher than SRH. In all, the experimental results in NUSWIDE demonstrate
that SRH can also take advantage of high quality semantic labels and easily handle large-scale
datasets.
Table 4.3: mAP Comparison on NUSWIDE. The results are obtained by training on 2000 samples
randomly selected from the database. The learned hash functions are applied to both database and
test set to generate database codes and test codes respectively. The proposed SRH continue to
demonstrate competitive performances on this large-scale dataset.
Method 6 bits 12 bits 30 bits 60 bits
WTA 0.3001 0.3044 0.3212 0.3305
KSH 0.3195 0.3391 0.3646 0.3743
LFH 0.3368 0.3523 0.3665 0.3711
TSH 0.3588 0.3778 0.3995 0.4129
COSDISH 0.3274 0.3283 0.3554 0.3735
SDH 0.2734 0.3163 0.3587 0.3731
FastH 0.3424 0.3655 0.4012 0.4241
SRH 0.3781 0.3957 0.4172 0.4323
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Figure 4.3: Test results on NUSWIDE. 30 bits are used for (b) and (c).
4.4.6 Evaluation of the Kernel Extension
We have evaluated the kernel extension of the proposed SRH algorithm on the Labelme and
Peekaboom datasets, and the results are shown in Figure 4.4. We have used the non-linear version
of SRH as the baseline, and it is shown as ’Linear’ in the plot. For the kernel version, we vary
the number of anchor points from 100 to 1000, and they are denoted as ’Kernel-100’, ’Kernel-
500’ and ’Kernel-1000’ respectively. As can be observed from the results, the kernel extension
can further boost the performance of the proposed ranking-based hashing method, especially when
the hash codes are short. In fact, the better performance of Kernelized SRH is expected because
the the kernel embeddings can capture nonlinear ranking structures that can not be revealed in
linear subspaces. Additionally, we find that the performances of kernelized SRH generally increase
with more anchor points, which is consistent with findings in previous kernel methods [58, 77].
However, since more anchor points also result in higher computational overheads, one should find
the balance between performance and computational costs in practice.
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Figure 4.4: Evaluation of the kernel space extension. The subspace dimension is set to 4 for all
the variants of SRH. “Linear” is the default SRH. “Kernel-100”, “Kernel-500”, and “Kernel-1000”
represent the kernelized SRH with 100, 500 and 1000 anchors respectively. The kernel version of
SRH generally performs better than the default SRH with linear subspace rankings.
4.4.7 The Effect of Penalty Coefficients
Here we study the effect of the only hyper-parameter, the penalty coefficient λ, on the
performances of SRH. In this experiment, we fix the code length and subspace dimension (i.e.
Lb = 24, K = 4), and vary λ within {0.2, 0.5, 1, 2, 4}. For different options of λ, we compute the
mAP and report the results in Figure 4.5. We note that λ has different effects on the performances
of SRH on different datasets. For instance, the performance of SRH on Labelme is very resilient
to different options of λ; while on Peekaboom, SRH is more sensitive to different λ, showing
more variations in the mAP values. In addition, the best option of λ is different on the two tested
datasets, with λ = 2 and λ = 0.5 for Labelme and Peekaboom respectively. Therefore, the best
practice is to use cross-validation to obtain the optimal λ.
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Figure 4.5: Study of the hyper-parameter λ. The length of hash code fixed to 24 in this experiment.
The effect of λ is different on different datasets. One should use cross-validation to choose the best
λ.
4.5 Summary
In this chapter, we first present an alternative view of the WTA hashing methods used
in Chapter 3. Based on this new perspective, we develop a generalized ranking-based hashing
method, referred to as Supervised Ranking Hash (SRH), and study its application in semantic
image retrieval. Our experiments in several datasets demonstrate the effectiveness of SRH in gen-
erating compact hash codes for semantic similarity search.
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CHAPTER 5: HASHING FOR CROSS-MEDIA RETRIEVAL
This chapter presents the research on hashing approaches for the cross-media retrieval prob-
lem. Specifically, we continue to generalize the ranking-based hashing method and apply it to the
cross-media scenarios, where one may search for relevant content using queries from a different
media type. We will present alternative methods to solve the cross-media hash learning problem
and discuss the ranking-based hashing in a more general context.
5.1 Overview
The majority of existing hashing research, including the SRH method discussed in Chapter
4, are designed for single-media data; that is, data can only be queried by an example of the same
modality. In reality, however, when an user submits a query, he or she may want the system to
bring back relevant content in different modalities. For example, when a “dog” image is submitted
as a query, it is expected that system returns some “dog”-related media objects with different
modalities, such as the sound of dog barking, the textual descriptions of dog characteristics, and
the video showing dog running. On the other hand, even data of the same media type may be
represented by different types of features (e.g. an image can be represented by Bag-of-Words,
GIST descriptors, CNN features, etc.), and it is sometimes necessary to explore the correlations
among distinct feature representations. These applications call for hashing techniques to enable
similarity search using data from a different modality, which is the primary focus of cross-media
hashing research.
Cross-media hashing is a challenging problem because data from different modalities typ-
ically have distinct representations with incomparable space structures and dimensionalities. Ex-
isting algorithms [112, 98, 63, 70, 65, 89] generally follow two steps: first, features from different
modalities are mapped into a common feature space to minimize some cross-correlation error; sec-
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ond, hash codes are generated by binary partitioning of the feature space obtained through linear or
nonlinear transformation of the original features. Different hashing techniques usually differ in the
first step, where different error functions are defined. As for the second step, they can be similarly
represented as the binary embedding: h(x; w) = sign(Fw(x)), where x is the input vector, w
is the solution to the optimization problem in the first step and Fw(·) is a feature transformation
function parameterized by w.
In comparison, the proposed cross-media hashing technique is based on the ranking hash
framework, which exploits the relative ordering of feature dimensions. In this research, we extend
the study of ranking-based hash functions to cater to cross-modal retrieval. Specifically, we learn
two groups of linear subspaces jointly, one for each modality, such that the ranking ordering in one
subspace is maximally aligned with that of the other.
The rest of this chapter is organized as follows. Section 5.2 formulates the cross-modal
ranking subspace learning problem. Section 5.3 presents the solution to the hash function learning
problem. Section 5.4 discusses how the proposed framework can easily accommodate different
loss functions. Section 5.5 presents the experimental results, followed by the summary in Section
5.6.
5.2 Problem Definition
Suppose we have the data sets from two modalities X and Y . Let DX be a set of dX -
dimensional data points {xi}NXi=1 from modality X and DY be a set of dY-dimensional data points
{yi}NYi=1 from modality Y . In addition, we have a set of inter-modality similarity labels S = {sij} ∈
{1, 0}NX×NY indicating whether the cross-modal pair (xi,yj) describe the same concept or not.
Our objective is to learn two sets of hash functions H∗ = {h(l)∗ }Ll=1 with ‘∗’ being a place holder
for X or Y , so that data from both modalities can be projected into a common Hamming space.
We consider the same type of hash function as defined in (4.1). For notation convenience,
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we rewrite the ranking-based hash function for two modalities as follows
hX (x; WX ) = arg max1≤k≤K wTXkx,
hY(y; WY) = arg max1≤k≤K wTYky,
(5.1)
where WX ∈ RK×dX and WY ∈ RK×dY define two K-dimensional linear subspaces in modality
X and Y respectively.
For each cross-modal training pair (xi,yj) and their similarity label sij , one may define a
similar empirical loss term `(hiX , h
j
Y , sij) as Equation (4.2). Here we look at a more general form
of loss function
`(hiX , h
j
Y , sij) , d(I(hiX = h
j
Y), sij), (5.2)
where d(a, b) could be any proper loss function defined with respect to a prediction a and the target
b, and I(·) is the binary indicator function. It is not hard to see that the empirical loss in (4.2) is a
special case of the above loss function. Intuitively, the loss function in (5.2) is dependent on the
relationship rather than the value of the pair of hash codes. This is reasonable because we only
need the hash codes to preserve the similar or dissimilar relationship among pairs. Here we do not
restrict ourselves to any specific choice of d(·, ·) in order to arrive at a more general solution.
The overall learning objective is to find WX and WY that minimize the aggregate loss over
all the training pairs,
L(WX ,WY) =
∑
sij∈S
`(hiX , h
j
Y , sij). (5.3)
Note that WX and WY factor into the above objective function because hiX and h
j
Y are functions
of WX and WY .
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5.3 Optimization
In this subsection, we introduce two alternative optimization techniques to solve the cross-
modal hash function learning problem in (5.3). For mathematical convenience, in the following
discussion we use the vectorized notation of (5.1) as defined in (4.4): hiX ≡ hX (xi; WX ), hjY ≡
hY(yj; WY).
5.3.1 Upper Bound Minimization-based Solution
In fact, the loss term of a cross-modal pair can be upper bounded by
`(hiX ,h
j
Y , sij) ≤
max
gijX ,g
ij
Y
[`(gijX ,g
ij
Y , sij) + (g
ij
X )
TWXxi + (g
ij
Y )
TWYyj]
− (hiX )TWXxi − (hjX )TWYyj
(5.4)
This upper bound directly follows from the following inequality
max
gijX ,g
ij
Y
[`(gijX ,g
ij
Y , sij) + (g
ij
X )
TWXxi + (g
ij
Y )
TWYyj]
≥`(hiX ,hjY , sij) + (hiX )TWXxi + (hjX )TWYyj
Note that the above max should be taken with the one-hot constraints in (4.4). We do not write
them underneath the max function to avoid notational clutter.
Thus, our objective boils down to minimizing the following function with respect to WX
and WY
Θ(WX ,WY) =∑
sij∈S
{
max
gijX ,g
ij
Y
[`(gijX ,g
ij
Y , sij) + (g
ij
X )
TWXxi
+ (gijY )
TWYyj]− (hiX )TWXxi − (hjX )TWYyj
}
(5.5)
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Note that the upper bound in (5.5) is convex-concave and piece-wise linear with respect
to WX and WY . It is not differentiable because both the max term and (hiX , h
j
Y) depend on
those projections. Also note that WX and WY are not independent of each other because the
cross-modal influence is propagated through the max term.
Our perceptron-like learning algorithm involves the following alternating optimization steps.
First, consider WX and WY are fixed. We need to solve the max problem of the aug-
mented error in the square brackets: `(gijX ,g
ij
Y , sij) + (g
ij
X )
TWXxi + (g
ij
Y )
TWYyj . This discrete-
optimization admits a global optimal solution. Specifically, it is not hard to see that the solution
corresponds to the maximum entry in the following matrix with index p and q
mpq =
 x¯
(p)
i + y¯
(q)
j + d(1, sij) if p = q
x¯
(p)
i + y¯
(q)
j + d(0, sij) otherwise
(5.6)
where 1 ≤ p, q ≤ K and x¯(p)i and y¯(q)j denote the pth and qth dimension of WXxi and WYyj ,
respectively. Assuming that the entry at (p∗, q∗) of the matrix attains the maximum value, the
maxima of the augmented error, denoted by (ĝijX , ĝ
ij
Y ), are 1-of-K binary vectors with the p
∗th
and the q∗th dimension set to 1. On the other hand, (hiX ,h
j
Y) are the hashing codes selecting the
maximal entries in the projected vectors WXxi and WYyj .
Now considering that (ĝijX , ĝ
ij
Y ) and (h
i
X ,h
j
Y) are fixed, Θ(WX ,WY) becomes a linear
function of WX and WY and one update the weight matrices with the following perceptron-like
learning rule:
WX ←WX + η(hiX − ĝijX )xTi
WY ←WY + η(hjY − ĝijY )yTj ,
(5.7)
where η is the step size.
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5.3.2 Softmax Approximation-based Solution
The softmax approximation method in Chapter 4 can be used in a similar way here. Now
we present a more detailed and general interpretation on the implications of such approximation in
the context of cross-media hashing.
Let (pi, qj) be the softmax vectors for the cross-modal pair (xi,yj) (i.e. pi , σ(WXxi)
and qj , σ(WYyj), where σ(·) is defined in Equation (4.6)). Indeed, hiX and hiY can be regarded
as two independent discrete random variables with the probability distribution
P (hiX = k|WX ) = pik
P (hjY = k|WY) = qjk,
(5.8)
where k ∈ {0, · · · , K − 1}, and pik and qjk are the kth dimension of pi and qj respectively. The
probability that two hash codes take the same value, denoted as piij , can be computed as
piij , P (hiX = hjY |WX ,WY)
=
∑K
k=1 P (h
i
X = k|WX )P (hjY = k|WY)
=
∑K
k=1 pikqjk = p
T
i qj
(5.9)
Based on (5.9) and (5.2), one can compute the expected loss for a cross-modal pair as
E[`ij] = P (hiX 6= hjY |WX ,WY)d(0, sij) + P (hiX 6= hjY |WX ,WY)d(1, sij)
=
[
d(1, sij)− d(0, sij)
]
piij + d(0, sij),
(5.10)
where `ij is short for `(hiX , h
j
Y , sij). Note that the expectation is dependent on the model coeffi-
cients WX , WY and the softmax smoothness α; we omit these to avoid notational clutter. We can
also deduce the expectation of the overall objective, denoted as L˜α(WX ,WY) (i.e. L˜α(WX ,WY) ,
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E[L(WX ,WY)]):
L˜α(WX ,WY) =
∑
sij∈S
{[
d(1, sij)− d(0, sij)
]
piij + d(0, sij)
}
=
∑
sij∈S
aijp
T
i qj + const.
= trace
(
PAQT
)
+ const,
(5.11)
where P = [p1 · · · pNX ] and Q = [q1 · · · qNY ] are K-by-N matrices with softmax vectors in
each column, and the entries of the NX -by-NY matrix A are defined as
aij = d(1, sij)− d(0, sij). (5.12)
Interestingly, we find that the form of the overall objective in (5.11) is remarkably similar
to what we have obtained in the single-media context (i.e. Equation (4.5)). Note that these two
equations are derived in different contexts and with different assumptions. The resemblance is
worthy of discussion here to provide some insight on the proposed hashing framework. Actually,
(4.5) can be regarded as a special case of (5.11) by enforcing three conditions: 1) X = Y; 2)
α→∞; and 3) define d(a, b) according to (4.2).
The generalized formulation in (5.11) allows us to devise more universal solutions for prob-
lems of this form. Specifically, we find that the objective functions is the linear combination of
piij’s, therefore we only compute the derivatives of piij as follows
∂piij
∂WX
= [pi ◦ qj − (pTi qj)pi]xTi
∂piij
∂WY
= [qj ◦ pi − (qTj pi)qj]yTj ,
(5.13)
where ‘◦’ stands for the element-wise Hadamard product. The above gradients can be used to
update the weights when data samples are presented in a streaming fashion.
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Algorithm 2: Linear Subspace Ranking Hashing
Input: Data X, Y and cross-modal similarity labels S.
Output: Linear projections WX and WY .
1 Initialization: Set WX and WY to random values from Gaussian distribution
2 repeat
3 Randomly select a training batch Xb,Yb and obtain the batchwise similarity labels
Sb accordingly
4 Compute A based on the choice of loss function
5 Compute P and Q by applying the softmax function to each column of WXXb
and WYYb
6 Set Qs = QAT , Ps = PAT
7 Update projection matrix WX and WY according to equation (5.7)
8 until Convergence
In practice, mini-batches are used in the learning process. In detail, let Xb and Yb be two
mini-batches randomly sampled from DX and DY respectively. By summing pairwise gradients
over the batches, we obtain the following equations for weights update
WX ←WX − η[P ◦Qs −P diag(QTs P)]XTb
WY ←WY − η[Q ◦Ps −Q diag(PTs Q)]YTb ,
(5.14)
where the ‘diag’ operator outputs a diagonal matrix by retaining the diagonal entries of a square
input matrix, Qs = QAT , Ps = PA and η is the learning rate. Note that the notations of P,A and
Q are the same as in (5.11) except that they are defined over the mini-batch. The above learning
procedures for one pair of hash functions are summarized in Algorithm 2.
5.4 Discussion of different loss functions
Unlike most other cross-modal hashing algorithms, where the loss functions are deeply
coupled to the problem formulations and optimization process, our ranking-based hash learning
framework can easily accommodate different loss functions. Our discussion of the learning algo-
rithm does not assumed any specific d(a, b). Here we discuss a few commonly used loss functions.
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Figure 5.1: An example of the empirical loss (5.3) and its softmax approximation as a function of
the training iteration number. The update rules in (5.14) are used with mini-batch size set to 500.
The algorithm converges in less then 50 iterations.
LSRH-L1 If we consider λ = 1, the empirical loss in (4.2) is equivalent to the L1 loss.
dl1(piij, sij) = |piij − sij|. (5.15)
It’s straightforward to incorporate λ into the formulation. This is the default loss function used in
LSRH.
LSRH-L2 The L2 loss punishes the prediction’s deviation from target by imposing a
squared error
dl2(piij, sij) = (piij − sij)2. (5.16)
LSRH-Exp The exponential loss function is defined as
dex(piij, sij) = exp{−[2(piij − 0.5)][2(sij − 0.5)]}. (5.17)
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(a) building (b) tree
(c) sea (d) mountain
Figure 5.2: Example of textual queries on the labelme image database. From (a) to (b), the query
keywords are ’building’, ’tree’, ’sea’ and ’mountain’ respectively. The code length of LSRH is set
to 30 bits and the top 30 results are shown. Images in the grid are ordered from left to right and
top to bottom based on the Hamming distance of their hash codes to the hash code of the textual
query.
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Algorithm 3: Sequential Learning of Multiple Codes
Input: Data X, Y and cross-modal similarity labels S.
Output: Projections {W(l)X }Ll=1 and {W(l)Y }Ll=1.
1 Initialization: Set the weight ωij of all pairs to one
2 for l = 1 to L do
3 Obtain W(l)X and W
(l)
Y using based on upper-bound minimization or softmax
approximation
4 Compute hash codes for all samples using (5.1)
5 Set l = L(WX ,WY)/(NX ·NY)
6 Evaluate the quantity σ = ln(1/l − 1)
7 Update the weighting coefficients using ω(l+1)ij = ω
(l)
ij exp[σ · `(hiX , hjY , sij)]
8 Normalize ωij’s such that
∑
i,j ω
(l+1)
ij = NX ·NY
9 end
Here we have applied the mapping from piij → 2(piij − 0.5) to transform the range of the values
from [0, 1] to [−1, 1]. Similar operations are applied to sij .
LSRH-Hinge The hinge loss uses different punishment rules for similar and dissimilar
pairs
dhg(piij, sij) =
 max(0.5− piij, 0), sij = 1λ(piij − 0), sij = 0. (5.18)
Note that the Hinge loss pushes the similarity scores of similar pairs to be at least 0.5. This is
reasonable as similar pairs are only required to have a sufficiently large similarity score, but not
necessarily the maximum.
Although these loss functions seem very different, all of the optimization steps in Algorithm
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2 remain the same except for line 4, which can be substituted with the following equations:
Al1 = λE− (λ+ 1)S
Al2 = 2(Π− S)
Aex = 2(E− 2S) ◦ dex(Π,S)
Ahg = (E− S) + S ◦ [I(Π > 0.5)− E].
(5.19)
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Figure 5.3: Example of image annotations by using images to query tags. The code length of
LSRH is set to 30 bits and approximately 30 of the most relevant tags are shown. The ground truth
for each image is shown in green. The order of the tags is based on the Hamming distance between
hash codes.
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Here Π denotes the matrix formed by piij , dex(·, ·) and I(·) apply to the input matrix in an element-
wise fashion, and E is a matrix of all ones.
Recall that we have only discussed the learning procedures for one pair of hash functions
so far. To learn multiple hash codes, we adopt a similar sequential learning method (i.e. Adaboost)
as in Chapter 4, and the steps are summarized in Algorithm 3.
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Figure 5.4: Top-100 precision of text-query-image on all datasets, with the hash code varying from
16 bits to 64 bits.
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Table 5.1: Cross-modal mAP results of the proposed LSRH and compared baselines on all of the
benchmark datasets. The length of the hash code is varied from 16 bits to 64 bits and the mAP of
the top 50 neighbors are reported (i.e. R = 50). The best results are shown in bold. Our LSRH
outperforms all baselines in almost all datasets and benchmarks.
Text query image Image query text
Method Labelme Wiki MIRFlickr NUS Labelme Wiki MIRFlickr NUS
16 bits
CVH 0.5630 0.1931 0.6434 0.4466 0.4574 0.1930 0.6381 0.4529
CMSSH 0.4369 0.1802 0.5997 0.4080 0.3857 0.1930 0.6381 0.4529
IMH 0.4958 0.2642 0.6406 0.4950 0.4447 0.2290 0.6615 0.4657
LSSH 0.7408 0.5002 0.6430 0.5013 0.6977 0.2284 0.6368 0.5201
CMFH 0.6938 0.2174 0.6510 0.4960 0.5835 0.2045 0.6528 0.4648
QCH 0.8151 0.3420 0.6602 0.5562 0.6727 0.2582 0.6595 0.5295
STMH 0.6487 0.2924 0.6315 0.4459 0.6098 0.2366 0.6387 0.5165
LSRH 0.8883 0.5459 0.7108 0.5525 0.8048 0.2707 0.7395 0.5450
32 bits
CVH 0.5555 0.1982 0.6368 0.4395 0.4191 0.1865 0.6301 0.4356
CMSSH 0.3760 0.1768 0.5688 0.3927 0.3229 0.1749 0.6069 0.4833
IMH 0.4202 0.2703 0.6416 0.4975 0.3943 0.2331 0.6576 0.4815
LSSH 0.7913 0.5220 0.6707 0.5066 0.7317 0.2355 0.6421 0.5318
CMFH 0.7285 0.2265 0.6444 0.4831 0.6159 0.2161 0.6542 0.4249
QCH 0.8314 0.3908 0.6899 0.5584 0.6788 0.2568 0.7048 0.5463
STMH 0.7484 0.3251 0.6500 0.4797 0.6885 0.2505 0.6684 0.5617
LSRH 0.8989 0.6626 0.7223 0.5701 0.8211 0.2816 0.7529 0.5724
64 bits
CVH 0.5481 0.2083 0.6291 0.4351 0.3946 0.1885 0.6381 0.4250
CMSSH 0.3153 0.1918 0.5835 0.3822 0.3022 0.1702 0.5790 0.4731
IMH 0.3679 0.2781 0.6383 0.4885 0.3401 0.2275 0.6554 0.4903
LSSH 0.8085 0.5168 0.6908 0.5299 0.7147 0.2422 0.6616 0.5372
CMFH 0.7330 0.2290 0.6461 0.4824 0.6187 0.2148 0.6590 0.4087
QCH 0.8246 0.3839 0.6988 0.5565 0.6899 0.2510 0.7033 0.5531
STMH 0.7874 0.3772 0.6596 0.4955 0.7310 0.2616 0.6750 0.5696
LSRH 0.9153 0.7258 0.7450 0.6068 0.8376 0.2914 0.7682 0.6012
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Figure 5.5: Top-100 precision of image-query-text on all datasets, with the hash code varying from
16 bits to 64 bits.
5.5 Experiments
5.5.1 Datasets
To evaluate the proposed algorithm, we choose four widely-used multimodal datasets:
Wikipedia [26, 99], Labelme [110], MIRFLICKR [54, 26] and NUS-WIDE [110, 89, 99, 26].
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The statistics of those datasets are shown in Table 6.1 and following are brief descriptions of each
dataset.
Wiki. The wiki [73] dataset, crawled from Wikipedia’s “featured articles”, consists of
2, 866 documents which are image-text pairs and annotated with semantic labels of 10 categories.
Each image in this dataset is represented as a 128-D bag-of-SIFT feature vector. For text docu-
ments, we extract the 1000-D tf-idf features over the most representative words.
LabelMe.1 The LabelMe dataset [69] consists of 2688 images annotated by the objects’
textual tags contained in them, such as “forest” and “mountain”. Tags that occurs less than 3 times
are discarded, resulting in 245 unique remaining tags. Each image is labeled as one of eight unique
outdoor scenes, such as coast, forest and highway. Each image in this dataset is represented by
a 512-D GIST vector and the corresponding textual tags are represented by the index vectors of
selected tags.
MIRFLICKR.2 The MIRFLICKR dataset [32] contains 25,000 images with associated
textual tags. Each image-text pair is associated with one or more of 24 semantic labels. Tags
that appear less than 20 times are first removed and then instances without tags or annotations are
removed, resulting in 16738 instances remaining. Images in this dataset are described by 150-D
edge histograms and the texts are represented as 500-D feature vectors obtained by applying PCA
to the binary tagging vector. Instances are considered as similar if they share at least one common
label.
NUS-WIDE.3 The NUS-WIDE dataset [20] is a real-world image dataset with 269, 648
images. Each image has a number of textual tags and is labeled with one or more image concepts
out of 81 concepts. We select the 186, 577 image-tag pairs belonging to the 10 largest concepts.
In this dataset, the images are represented by 500-D bag-of-visual-words (BOVW) and the image
1http://people.csail.mit.edu/torralba/code/spatialenvelope/
2http://press.liacs.nl/mirflickr/
3http://lms.comp.nus.edu.sg/research/NUS-WIDE.htm
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tags are represented by 1000-D tag occurrence feature vectors.
Table 5.2: Statistics of benchmark datasets
Features Classes Size Queries
Dataset Image Text
Labelme 512 245 8 2688 573
Wikipedia 128 1000 10 2866 693
MIRFlickr 150 500 24 16738 836
NUSWIDE 500 1000 10 186577 2000
5.5.2 Baselines
We have compared the proposed LSRH with seven well-known cross-modal hashing meth-
ods: Cross-view Hashing (CVH) [44], Cross-modal Similarity Sensitive Hashing (CMSSH) [10],
Inter-media Hashing (IMH) [80], Latent Semantic Sparse Hashing (LSSH) [110], Collective Ma-
trix Factorization Hashing (CMFH) [26], Semantic Topic Multimodal Hashing (STMH) [85] and
Quantization Correlation Hashing (QCH) [89]. Those algorithms have been briefly introduced in
Section 2.1 and are considered to be the current state-of-the-arts in cross-modal hash learning.
The parameters for all the compared algorithms are either default ones or chosen according to the
suggestions of the original papers to give the best performance.
5.5.3 Experiment settings
We follow previous work [110, 26, 85, 89] in choosing the training set and query set. In
detail, for Labelme and Wikipedia, 20% of the data points are randomly selected as the query
set, and the remaining data are used as the training set and retrieval database. For MIRFlickr and
NUSWIDE, we randomly select approximately 5% and 1% of the dataset as queries respectively.
The remaining data are used as the database for cross-modal retrieval. Moreover, we randomly
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select 5000 image-text pairs from the database for hash learning and apply the learned hash func-
tions to the entire database to generate the hash codes. Such practice has been widely used in hash
learning research [44, 10, 110, 54, 89, 85, 26] because it simulates real-world scenarios where
the labeled data are limited compared to the entire data corpus, and this can well-demonstrate the
out-of-sample extension capability of different hashing methods.
By default, LSRH uses the λ-parameterized L1 loss and the softmax approximation-based
learning algorithm. Therefore, LSRH takes a single primary parameter: the subspace dimension
K; and two hyper-parameters λ and α, which are the penalty coefficient and the softness of the
softmax. We choose these parameters by using 5-fold cross-validation on a held-out subset in
the training set. Specifically, we use linear search in log scale for K, and fix it to 4 for all the
experiments. The effect of subspace dimension K will be discussed in detail in Section 5.5.5.4. As
for λ and α, we use linear search over {0.5, 1.0, 2.0} and {0.5, 0.8, 1.0} respectively. In contrast to
the binary hashing algorithms, our hashing code is K-ary. Therefore, we set L = bNb/dlog2Kec
when comparing with other binary hash codes at Nb bits to ensure fairness.
We evaluate the retrieval performance of both text-query-image and image-query-text.
Specifically, we follow the widely used metrics [80, 108, 72, 110, 89]: mean Average Precision
(mAP), top-k precision and precision-recall for both retrieval tasks. All the experimental results
are averaged over 5 independent runs.
5.5.4 Comparison with baselines
5.5.4.1 Performance results
We vary the hash code from 16 bits to 64 bits and record the mAPs of LSRH and base-
lines on all the benchmark datasets in Table 5.1. We can observe that LSRH is competitive to or
outperforms all the compared methods across different datasets and code lengths. In fact, the aver-
age performance advantage of LSRH is more than 5% across the four datasets in our experiments.
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Table 5.3: Results of top-100 precision, precision-recall and training/testing time at 32 bits. The
precision-recall values are computed as the area under the precision-recall curve.
Time (s) Precision (top 100) Precesion-Recall
Method #Train Train Test T→I I→T Average T→I I→T Average
Labelme
CVH 2151 1.3 0.005 0.3974 0.3250 0.3612 0.2917 0.2462 0.2690
CMSSH 2151 481.0 0.005 0.3172 0.2785 0.2979 0.2359 0.2311 0.2335
IMH 2151 5.5 0.008 0.3076 0.2984 0.3030 0.2270 0.2218 0.2244
LSSH 2151 263.4 14.9 0.7015 0.6805 0.6910 0.6234 0.5602 0.5918
CMFH 2151 10.8 0.005 0.5810 0.5136 0.5473 0.4821 0.3963 0.4392
QCH 2151 143.2 0.005 0.7796 0.6494 0.7145 0.5803 0.5452 0.5628
STMH 2151 3.7 0.2 0.6614 0.6375 0.6323 0.5727 0.5417 0.5572
LSRH 2151 13.7 0.009 0.8944 0.8107 0.8526 0.8756 0.8485 0.8626
Wikipedia
CVH 2173 0.08 0.005 0.1246 0.1237 0.1242 0.1147 0.1148 0.1148
CMSSH 2173 623.5 0.005 0.1268 0.1279 0.1207 0.1208 0.1205 0.1160
IMH 2173 5.7 0.01 0.1834 0.1697 0.1766 0.1430 0.1385 0.1408
LSSH 2173 136.3 8.8 0.3554 0.1878 0.2716 0.2470 0.1443 0.1957
CMFH 2173 9.3 0.006 0.1466 0.1469 0.1468 0.1240 0.1247 0.1244
QCH 2173 107.8 0.005 0.2813 0.2286 0.2550 0.2094 0.1882 0.1988
STMH 2173 6.3 0.5 0.2360 0.2081 0.2221 0.1863 0.1669 0.1766
LSRH 2173 14.2 0.02 0.4983 0.2584 0.3784 0.3902 0.2325 0.3114
MIRFlickr
CVH 5000 0.05 0.02 0.5974 0.5947 0.5961 0.5720 0.5716 0.5718
CMSSH 5000 350.1 0.02 0.5604 0.5695 0.5650 0.5580 0.5575 0.5578
IMH 5000 41.2 0.04 0.6090 0.6249 0.6170 0.5808 0.5809 0.5809
LSSH 5000 163.7 36.1 0.6297 0.6093 0.6195 0.5784 0.5759 0.5772
CMFH 5000 12.0 0.02 0.6100 0.6183 0.6142 0.5784 0.5787 0.5786
QCH 5000 228.7 0.02 0.6685 0.6698 0.6692 0.6011 0.6026 0.6019
STMH 5000 7.9 1.6 0.6185 0.6384 0.6285 0.5857 0.5842 0.5850
LSRH 5000 26.6 0.03 0.7016 0.7301 0.7159 0.6688 0.6844 0.6766
NUSWIDE
CVH 5000 0.8 0.4 0.3874 0.3768 0.3821 0.3462 0.3421 0.3445
CMSSH 5000 1084.4 0.4 0.3395 0.4229 0.3812 0.3211 0.3252 0.3418
IMH 5000 42.1 0.7 0.4549 0.4349 0.4449 0.3794 0.3729 0.3769
LSSH 5000 289.3 435.9 0.4527 0.4848 0.4688 0.3611 0.3510 0.3576
CMFH 5000 30.9 0.5 0.4348 0.3652 0.4000 0.3574 0.3483 0.3639
QCH 5000 586.6 0.4 0.5227 0.5064 0.5146 0.4341 0.4292 0.4312
STMH 5000 15.0 38.6 0.4374 0.5194 0.4784 0.3705 0.3549 0.3570
LSRH 5000 32.5 2.6 0.5440 0.5398 0.5419 0.5132 0.5118 0.5125
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Figure 5.6: Top-k precision of text-query-image with 32-bit hash code and k varies from 100 to
1000.
Furthermore, when it comes to individual benchmarks, LSRH can beat the best baseline by up to
40%, for example, in the 64-bit text-query-image task on Wikipedia, while most of the baselines
are only competitive in some benchmarks or datasets. For instance, STMH is very competitive in
the image-query-text task on NUSWIDE, but not as competitive in the text-query-image task on
the same dataset; LSSH performs very well in the text-query-image task on Wikipedia, but is not
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equally good in the the image-query-text task compared to some other baselines.
We find that the performance difference between text-query-image and image-query-text
tasks are very close in most of the datasets except for Wikipedia. Such observation is consistent
with the results reported in previous research [110, 89, 85]. As revealed in [110], there is a sig-
nificant semantic gap between the images and the descriptive documents in the Wikipedia dataset.
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Figure 5.7: Top-k precision of image-query-query with 32-bit hash code and k varies from 100 to
1000.
72
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
0 0.2 0.4 0.6 0.8 1
P
re
c
is
io
n
Recall
LSRH QCH STMH LSSH CMFH IMH CVH CMSSH
(a) Labelme
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0 0.2 0.4 0.6 0.8 1
P
re
c
is
io
n
Recall
LSRH QCH STMH LSSH CMFH IMH CVH CMSSH
(b) Wikipedia
0.55
0.6
0.65
0.7
0 0.2 0.4 0.6 0.8 1
P
re
c
is
io
n
Recall
LSRH QCH STMH LSSH CMFH IMH CVH CMSSH
(c) MIRFlickr
0.25
0.3
0.35
0.4
0.45
0.5
0.55
0 0.2 0.4 0.6 0.8 1
P
re
c
is
io
n
Recall
LSRH QCH STMH LSSH CMFH IMH CVH CMSSH
(d) NUSWIDE
Figure 5.8: Precision-recall curves of text-query-image with 32-bit hash code. Larger area under
the curve indicates better performance. LSRH achieves the best performance.
The texts in Wikipedia are much better than the images in describing the semantic concept, thus
leading to lower mAPs when images are used to query against the text database.
Another interesting finding is that the performance of LSRH monotonically increases when
the hash code becomes longer, while the performances of some of the baselines such as CVH,
CMSSH and IMH do not increase and sometimes even drop with the increase of code length.
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Figure 5.9: Precision-recall curves of image-query-text with 32-bit hash code. Larger area under
the curve indicates better performance. LSRH achieves the best performance.
This has also been observed by [26, 99]. In fact, those methods are similar in the sense that
they all solve certain eigen-decomposition problems with orthogonality constraints to reduce bit
correlations. As a result, most discriminative information is contained within the first few bits. As
the code becomes longer, the hash code will be gradually dominated by indiscriminative hash bits,
which do not contribute to the retrieval performance.
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In addition to mAP, we also report the performances of different methods in terms of
K-nearest neighbor precision and precision-recall. The results for those benchmarks on all the
datasets are shown in Table 5.3, Figure 5.6, Figure 5.7, Figure 5.8 and Figure 5.9. Note that the
precision-recall values in Table 6.5 are computed as the area under the precision-recall curves,
and larger values mean better overall performance. From Table 6.5, we can observe that the rel-
ative performances of different methods are generally consistent with that of mAP. Specifically,
LSRH consistently outperforms all the baselines across different datasets in both top-k precision
and precision-recall, and the average performance gap between LSRH and the best baselines on
the four datasets are 35%, 48%, 10% and 12% respectively.
In addition to the retrieval performance metrics, we have also shown the training and testing
time for different algorithms under the same system settings in Table 5.3. The results are shown
in seconds. We note that the proposed LSRH can be trained very fast compared to most of the
baseline methods; while some of the competitive baselines such as LSSH and QCH take much
longer to train. In terms of testing time, linear hashing algorithms are clear winners since the hash
encoding stage only involves simple linear transformations followed by zero-thresholding. LSRH
also falls into the linear hashing category since the ranking operation is performed upon linear
projections. The close testing time of LSRH compared to most of the other methods confirms the
efficiency of ranking-based hash encoding. We note that LSSH and STMH are two exceptions in
the experiments with much longer testing time. This is caused by large-matrix inverse computa-
tions or nonlinear transformations in the hash encoding step, thus making them less effective in
real-world applications that require online hash encoding. The moderate training and testing time
further confirms the effectiveness of the proposed LSRH.
Overall, the proposed LSRH consistently achieves superior performance against the base-
lines in different metrics and datasets, with only moderate training and testing time. Such good
performance of LSRH can be attributed to several reasons. Firstly, the ranking-based hash func-
tions can be very useful in preserving the cross-modal similarities. Second, the proposed hash
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learning procedures are both efficient and effective in learning the ranking-based hash functions.
Third, the ranking-structure of cross-modal data exploited by the proposed hashing framework is
very useful in bridging the semantic gap between different modalities.
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Figure 5.10: Comparison of different strategies in generating multiple hash codes. The results are
obtained with 32-bit hash code on MIRFlickr and NUSWIDE.
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5.5.4.2 Scalability Study
In order to test the scalability of the proposed hash learning method, we profile its training
time under varying training sizes and compare with the baseline methods. Specifically, we vary
the training size from 106 to 108 pairs on two of the larger datasets: MIRFlickr and NUSWIDE.
All of the profiled algorithms run on the same system with Intel Xeon E5-2680 CPU @ 2.5 GHz
and 128 GB of memory. The results of this test are summarized in Table 5.4. Note that all of
the compared algorithms are implemented using MATLAB, and are therefore comparable under
the same test settings. We can observe that LSRH can be trained significantly faster than the
most competitive baselines such as LSSH and QCH. Additionally, the training time of LSRH only
increases moderately with the increase in training size. The short training time and good scalability
with large training sets demonstrate the effectiveness of our learning procedures.
Table 5.4: Training time of 32-bit hash code on MIRFlickr and NUSWIDE. The training size is
varied from 106 to 108 pairs and the results are in seconds.
Training size (pairs)
Method 106 107 108 106 107 108
MIRFlickr NUSWIDE
CVH 0.04 0.04 0.07 0.8 1.1 1.1
CMSSH 197.8 219.2 220.1 508.6 504.9 508.6
IMH 0.5 5.0 119.4 0.6 5.3 119.7
LSSH 536.7 415.7 610.6 383.0 396.7 711.7
CMFH 1.2 6.2 28.6 3.1 10.6 53.8
QCH 46.8 134.5 366.1 89.4 234.0 603.3
STMH 6.8 16.1 36.5 10.9 26.0 66.6
LSRH 4.5 9.6 33.2 6.7 11.6 34.7
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5.5.5 Algorithm Analysis
5.5.5.1 Effect of sequential learning
In this section, we study the role of boosting in learning multiple hash codes. Specifically,
we consider a randomized version of LSRH, denoted as LSRH-Rand, where each hash code is
learned independently with random initialization. To differentiate from LSRH-Rand, we denote
the sequential version of LSRH as LSRH-Seq. The results of this experiment are shown in Figure
5.10. We note that LSRH-Seq demonstrates consistent performance boost over LSRH-Rand, with
approximately 10% lead on average. The performance gap is mainly due to the code redundancy
in LSRH-Rand. Specifically, in LSRH-Rand, multiple independent random initializations may
correspond to the same local minima of the objective function; as a result, there exist redundant
hash functions that compromise the amount of discriminative information contained in the resultant
hash codes. On the other hand, LSRH-Seq learns each new code by taking advantage of the
information from previous ones and focus on a different subset of the training data. Therefore,
LSRH-Seq codes contain more discriminative information than LSRH-Rand codes of the same
length.
5.5.5.2 Different optimization Schemes
To learn the optimal cross-modal ranking subspaces, we have proposed two alternative opti-
mization algorithms, that is, the upper bound minimization-based solution and softmax approximation-
based solution. Here we compare the performances of these two solutions and briefly discuss about
them. The results of this experiment are shown in Figure 5.11. As can be observed from the figure,
the softmax approximation-based solution achieves better performances throughout this test. The
inferior performance of the upper bound minimization-based solution is caused by the fact that
the upper bound is not a tight bound, meaning that although the upper bound is strictly decreas-
ing during the learning process, the actual training loss may not follow the upper bound exactly.
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Therefore, the solution found by minimizing the upper bound may not be sufficiently optimized.
In comparison, the softmax approximation is more close to the actual objective function, and the
resultant solution is more optimal.
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Figure 5.11: Comparison of different solutions. This experiment is performed on MIRFlickr and
NUSWIDE, with 2000 and 3000 training samples respectively. The reported results are mAP over
the top 50 returned neighbors.
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5.5.5.3 Different loss functions
The proposed ranking-hash framework is able to incorporate different types of loss func-
tions with minimal modification to the hash learning procedures. Here we compare the the perfor-
mance of four different loss functions. Specifically, the loss functions included in this experiment
are L1, L2, exponential and hinge loss. Details of these loss functions have been explained in Sec-
tion 5.4. The results are illustrated in Table 5.5, Figure 5.12 and Figure 5.13. We observe that the
default L1 loss function usually achieves the best performance. This may be explained by the fact
that the L1 loss directly follows from the empirical loss, which is closely related to the performance
metrics used in the similarity search. On the other hand, the performance values of different loss
functions are very close in most test cases. The slight differences in the performances are caused
by different ways of assigning penalties to the predictions. In general, the ability to accommodate
different loss functions in a unified hashing framework greatly extends the flexibility of LSRH.
Table 5.5: mAP and top-100 precision of LSRH using different loss functions. The hash code
length is set to 32 bits
Text query image Image query text
Loss Labelme Wiki MIRFlickr NUS Labelme Wiki MIRFlickr NUS
mAP
L1 0.8931 0.6168 0.7230 0.5855 0.8167 0.2849 0.7680 0.5483
L2 0.8664 0.4360 0.6774 0.5314 0.8136 0.2813 0.6712 0.5412
Exp 0.8569 0.4367 0.6730 0.5777 0.8005 0.2874 0.6963 0.5997
Hinge 0.8597 0.5292 0.6995 0.5849 0.8027 0.2771 0.7474 0.5507
Precision (top 100)
L1 0.8898 0.4730 0.7008 0.5525 0.8108 0.2569 0.7392 0.5198
L2 0.8547 0.3343 0.6526 0.4948 0.7806 0.2518 0.6421 0.5193
Exp 0.8587 0.3357 0.6506 0.5474 0.7854 0.2580 0.6718 0.5660
Hinge 0.8656 0.3966 0.6721 0.5315 0.7981 0.2479 0.7120 0.5177
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Figure 5.12: Text-query-image top-k precision of LSRH trained with different loss functions. The
length of the hash code is set to 32 bits and k varies from 100 to 1000.
5.5.5.4 Effect of subspace dimension
Here we study the performance of LSRH with different subspace dimension K. In this
experiment, we vary K from 2 up to 32 in linear scale of log2K (i.e. K = 21, · · · , 25). Note
that the choice of K is not restricted to the powers of two, and the reason for our settings here
is to make sure that there exists a bijective mapping between each K-ary code and a binary hash
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code. Recall that we train bNb/dlog2Kec LSRH codes when evaluating the performance at Nb
bits. Here we choose Nb to be 60 bits since it is the common multiple of 1 to 5. This way, we can
make sure that the same amount of information is contained in each LSRH codeword irrespective
of the choice of K. The results of this experiment are shown in Figure 5.14. We note from the test
results this experiment that the effect of K is not the same on different datasets and retrieval tasks.
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Figure 5.13: Image-query-text top-k precision of LSRH trained with different loss functions. The
length of the hash code is set to 32 bits and k varies from 100 to 1000.
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Figure 5.14: The mAP with 60-bit hash code under different subspace dimensions.
Such distinctions indicate that the ranking-structures inherent in different datasets are different and
the best practice is to use cross-validation to choose the optimal subspace dimension. Overall, we
find that K = 4 is an all-around good choice across different benchmarks and datasets.
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5.6 Summary
In this chapter, we further develop the ranking-based hashing method into a more flexible
cross-media hashing framework. We present two alternative methods to solve the cross-media hash
function learning problem and show its connection to the single-media hashing problem under the
same learning framework. We carry out extensive experiments on widely used multimodal datasets
and compare with a range of state-of-the-art cross-modal hashing methods. The experimental
results demonstrate the superiority of our method in generating highly discriminative and compact
hash codes for cross-modal retrieval tasks.
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CHAPTER 6: LABEL PRESERVING DISCRETE MULTIMEDIA
HASHING
6.1 Overview
In learning-based hashing, one typically needs to solve optimization problems which ei-
ther have binary constraints or involve discontinuous and non-convex components (e.g. the sign
function). Many existing algorithms try to solve a continuous version of the original problem
by either relaxing the discrete constraints [96, 99, 59, 80] or finding continuous approximations
[42, 58, 47, 54]. For example, our solution to the ranking-based hashing problems is based on a
continuous approximation to the discrete objective function.
A different class of learning algorithms attempt to solve the discrete-constrained optimiza-
tion problems directly, leading to the family of discrete hashing algorithms, and such initiatives are
recently found to be more effective than continuous approximations because they can avoid quan-
tization errors introduced in the approximation or relaxations. Representative works include Dis-
crete Graph Hashing (DGH) [57], FastHash [52] and Column Sampling Discrete Hashing (COS-
DISH), etc. The quality of the hash codes generated by those algorithms are found to be better than
that of relaxed solutions [57, 52]. Nevertheless, most of those algorithms have high computational
costs because they are designed to preserve pairwise similarities which often lead to NP-hard Bi-
nary Quadratic Programming (BQP) problems. The complexity of the approximate solutions to
those BQP problems are typically at least O(n2), making them not scalable to large-scale datasets.
Moreover, most of the discrete methods have been proposed for single-media hashing and are not
directly applicable for multimedia hashing.
To address the aforementioned limitations, we propose a scalable discrete hashing frame-
work for multimedia data, termed as Label Preserving Multimedia Hashing (LPMH) hereinafter.
Instead of dealing with the pairwise affinities among training samples, we explicitly optimize the
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binary hash codes to preserve the instance-wise semantic labels. Such an initiative can be highly
computationally efficient, as the effective size of the training set is kept at O(n), in contrast with
the O(n2) training pairs in the pairwise case.
Additionally, the proposed LPMH adopts a flexible two-stage learning framework for joint
binary codes and media-specific hash functions. Specifically, LPMH first learns the binary codes
by iteratively solving a series of unconstrained Binary Integer Programming (BIP) subproblems.
Unlike most of the existing methods, which are tightly coupled with certain objective functions,
the proposed discrete optimization method is a unified solution to different types of loss functions.
For out-of-sample extension, the joint binary codes are used as the common labels to coordinate
the learning of multiple media-specific hash functions. To sum up, we major contributions of the
proposed work are summarized as follows:
• We propose a general approach to solve the classification-based binary code inference prob-
lem. We formulate the binary code optimization problem as a series of binary integer pro-
gramming subproblems, and show that they have a simple and unified analytic solution irre-
spective of the type of loss function used.
• Our formulation can be easily combined with bit balance constraints and we provide a simple
yet effective solution to the constrained optimization problem with linear time complexity.
Additionally, we give proofs of the optimality of the proposed solution.
• As the first work that combines classification-based discrete optimization with the two-stage
learning framework, the proposed method is both scalable and flexible. In particular, the
method is equally optimized for single-media and cross-media similarity search.
• We extensively evaluate the proposed algorithm in both single-media and cross-media re-
trieval tasks, and we have separately compared with the state-of-the-arts of both settings.
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The experimental results indicate that our algorithm compares favorably against the state-of-
the-arts across a number of large-scale datasets and multiple retrieval benchmarks.
The remaining of the chapter is organized as follows. The proposed Label Preserving Mul-
timedia Hashing approach is introduced and discussed in detail in Section 6.2. We extensively
evaluate our algorithm and discuss the experimental results in Section 6.3, followed by the conclu-
sion in Section 6.4.
6.2 Label Preserving Multimedia Hashing
6.2.1 Problem Definition
Suppose we have a training set of N instances, denoted as S = {s1, s2, · · · , sN} with sn
being the nth instance. We consider the case that an instance sn can be associated with one or
multiple media types and denote the feature vector of the mth media type as xmn ∈ Rdm , where
1 ≤ m ≤ M and M is the number of media types. We assume the training set belong to C
different classes and each instance has a class label, denoted as an indicator vector tn ∈ {0, 1}C ,
where a non-zero entry indicates the instance belongs to the corresponding class. Our objective is
to learn the L-bit label-preserving binary codes B = [b1,b2, · · · ,bN ] ∈ {1,−1}L×N , as well as a
set of media-specific hash functions H = {h1(x), h2(x), · · · , hM(x)} such that new data samples
from heterogeneous media types can be mapped to a common Hamming space. We explicitly
decouple the binary code inference and the hash function learning stages using a two-step hashing
framework, as will be explained in detail in this section.
6.2.2 Binary Code Optimization
As indicated by recent studies [52, 106, 77], high-quality binary codes should also be good
feature representations for classification tasks. Therefore, we explicitly preserve the semantic label
information in the binary code learning stage. Formally, the general label-preserving binary code
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learning problem can be written as
min
B,f
N∑
n
L(f(bn), tn) + Ω(f) + Ω(B),
s.t. B ∈ {−1, 1}L×N
(6.1)
where L(y, t) could be any proper loss function defined with respect to a prediction y and a target
label t, f(·) is a decision function that maps an input to a decision output with the same dimen-
sionality as the label vector, Ω(f) is the regularization term for the decision function, and Ω(B)
is the regularizer for the binary codes. Note that one of the most common constraint for binary
hashing is the bit balance constraint, which requires each bit position to have equal number of 1’s
and 0’s to maximize the information entropy carried by the binary bits. Such constraint leads to the
regularizer Ω(B) = ||B1||1, where 1 is the vector of all ones. We first solve the problem without
the constraint on B, and then we derive the solution to the constrained optimization problem.
Generally speaking, a better feature representation would need a simpler classifier to achieve
the same level of classification performance. In order for the binary codes to be the best for classi-
fication, we choose f(·) to be the simplest decision function; that is, the linear function
f(x) = WTx, (6.2)
where W = [w1,w2, · · · ,wC ] ∈ RL×C is the linear model coefficient matrix. Therefore, we focus
on the following optimization problem
min
B,W
1
N
N∑
n
L(WTbn, tn) + µ
2
||W||2F ,
s.t. bn ∈ {−1, 1}L, n = 1, 2, · · · , N,
(6.3)
where µ is the regularization coefficient and || · ||F is the Frobenius norm. Note that we have
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used the averaging form of the loss term to make the reguarlization coefficient independent of the
training size.
With both continuous and discrete decision variables, (6.3) is a Mixed Integer Program-
ming (MIP) problem that is typically highly non-convex and difficult to solve. The recent work
[77] has a similar formulation as (6.3). However, [77] introduces the binary codes as auxiliary
variables to replace the binary hash functions and has an additional code-fitting term which makes
the optimization process more complex and specific to the choice of L(·, ·). In the following, we
show that the explicit optimization of the binary codes in (6.3) can be much more efficient and
leads to more general solutions.
Specifically, we solve W and B alternately by fixing the other. First consider fixing the
binary codes B. The optimization with respect to W becomes a continuous optimization problem
that can be conveniently solved using well-established Stochastic Gradient Descent (SGD) (for dif-
ferentiable loss functions) or subgradient descent (for non-differentiable loss functions) methods,
and the update rule for the weight matrix is
W←W − η(∇Ln(W) + µW) (6.4)
where Ln(W) is short for L(WTbn, tn), ‘∇’ is the gradient/subgradient operator, and η is the step
size. Note that (6.4) can also be replaced with a batch update rule where the update directions are
averaged over the gradients/subgradients of a batch of samples.
Now consider fixing W. Problem (6.3) then becomes a binary integer programming (BIP)
problem, which is still hard to solve given the O(2L×N) solution space. Motivated by [52], we
propose to iteratively solve (6.3) each bit by fixing all the other bits. In fact, L(·, ·) is only a
function of the lth bit when fixing all the other bits, and we denote it as κnl(·)
κnl(bnl) = L(bnl; bn/l,W, tn), (6.5)
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where bnl is the lth bit of the nth sample’s binary code, and bn/l denotes the sample’s binary code
vector by excluding the lth bit. We have used the subscript nl here to identify κnl(·) since each
function is defined with respect to a specific sample and binary bit. Then our problem can be
simplified as
min
bnl∈{1,−1}
N∑
n
κl(bnl). (6.6)
Here we have omitted the constant terms (i.e. independent of B) and multiplicative coefficients
that do not affect the solution to the problem.
With the following proposition, we show that the problem in (6.6) can be written as a
general linear BIP problem with a simple analytic solution.
Proposition 1. For any loss function κ(x) defined on the binary input x ∈ {1,−1}, there exists a
linear function γ(x) equal to κ(x), and it’s defined as
γ(x) =
κ(1)− κ(−1)
2
x+
κ(1) + κ(−1)
2
. (6.7)
Proof. The above proposition can be proven by evaluating both functions at all possible inputs.
Since there are only two possible inputs 1 and -1, they can be easily verified as follows:
γ(1) =
κ(1)− κ(−1)
2
+
κ(1) + κ(−1)
2
= κ(1)
γ(−1) = −κ(1)− κ(−1)
2
+
κ(1) + κ(−1)
2
= κ(−1)
This concludes that κ(x) = γ(x).
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Applying the above proposition to problem (6.6) leads to the following form
min
b,l
cTl b,l,
s.t. b,l ∈ {−1, 1}N ,
(6.8)
where b,l is the lth row vector of B, and the constant vector cl is defined as
cl = [
κ1l(1)− κ1l(−1)
2
, · · · , κnl(1)− κNl(−1)
2
]T . (6.9)
The problem in (6.8) has a simple closed-form solution
b∗,l = sgn(−cl) (6.10)
In sum, the major steps for learning label preserving binary codes are presented in Al-
gorithm 4. Note that our discussion so far is not tied to any specific loss function, and thus the
presented algorithm is a general one. Generally speaking, any proper loss functions can be used in
our algorithm, but we only discuss a few commonly used loss functions in the following.
Cross-Entropy Loss The cross-entropy loss is a probabilistic loss function frequently used
in classification tasks
L(ce)(y, t) = −
∑
i
yi ln ti. (6.11)
Square Loss The squared loss imposes a squared error on the difference between the pre-
diction and the target and can be used for both classification and regression tasks.
L(se)(y, t) = ||y − t||22. (6.12)
Logistic Loss The logistic loss function measures the degree of fit between the prediction
91
and the target and is mostly used in regression tasks. It’s defined as
L(lg)(y, t) =
∑
i
log(1 + e−yiti). (6.13)
Hinge Loss The hinge loss is typically used for max-margin classification, most notably
for SVMs. It’s defined as
L(hg)(y, t) =
∑
i
max(0, 1− yiti) (6.14)
The gradient/subgradient of those loss functions can be computed easily as follows
∇L(ce)n (W) = b · (t− et/||et||1)T
∇L(se)n (W) = b · (y − t)T
∇L(lg)n (W) = b · (t ◦ I(y ◦ t < 1))T
∇L(hg)n (W) = b · (diag−1(1 + t) · y)T ,
(6.15)
where ‘◦’ is the element-wise Hadamard product, I(condition) is the indicator function that out-
puts 1 when the condition holds and 0 otherwise, and diag(v) is the diagonal matrix with v as its
diagonal entries.
6.2.3 Bit Balance Constraints
The bit balance constraint forces each bit position to have an equal number of 1s and −1s
(or 0s), and this has been found to be beneficial to the quality of binary codes. As a result, it
has been widely used in the hashing literature [87, 59, 103, 38]. With the bit balance constraint,
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problem (6.3) can be rewritten as
min
B,W
1
N
N∑
n
L(WTbn, tn) + µ
2
||W||2F ,
s.t. B1 = 0,
B ∈ {−1, 1}L×N .
(6.16)
The first constraint is the bit balance constraint, where 1 and 0 denote the vector of all ones and
zeros respectively. Such a constraint often makes the binary optimization problem more complex.
Therefore, some recent hashing methods [77, 54, 46] simply ignore it.
The steps for solving the bit balanced binary optimization problem remain the same except
that the sub-problem in (6.8) becomes
min
b∈{−1,1}N
g(b) = cTb + λ|1Tb|. (6.17)
Algorithm 4: Label Preserving Mutimedia Hashing
Input: Data X and their semantic labels T .
Output: Binary codes B and weight matrix W.
1 Initialization: Randomly initialize B and W
2 repeat
3 repeat
4 Estimate the gradient/subgradient of L(·, ·) w.r.t. W over a sample or a
mini-batch
5 Update W in the gradient/subgradient descent direction (e.g. using equation
(6.4))
6 until convergence
7 repeat
8 for l = 1, 2, · · · , L do
9 Compute cl as defined in (6.9)
10 Solve the lth row of B according to (6.10)
11 end
12 until convergence
13 until convergence or maximum iteration reached
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Here λ > 0 controls the weight of the bit balance constraint, and the resultant hash codes could be
perfectly balanced with sufficiently large λ. Note that we have omitted the subscripts to make the
following discussion clearer.
Clearly, problem (6.17) no longer enjoys any closed-form solutions, and the complexity
of the brute-force search would be O(2N). In the following proposition, we propose an effective
solution to this problem and prove its optimality.
Proposition 2. There exists an algorithm that finds the optimal solution to problem (6.17) in at
most polynomial time.
Proof. We derive the optimal solution by construction. Specifically, we search for the optimal so-
lution of (6.17) by starting from the solution in (6.10). First consider the case when b∗ is balanced
(i.e. |1Tb∗| ≤ 1), then b∗ is also the solution to (6.17) because it minimizes both terms of g(b).
If b∗ is not balanced (i.e. |1Tb∗| > 1), we need to flip some bits to decrease the second
term of g(b). Depending on the sign of 1Tb∗, one may flip positive or negative bits to decrease the
value of the second term. For instance, when 1Tb∗ > 1, flipping a bit from 1 to -1 would decrease
the second term by 2λ. Note that, however, the decrease of the second term doesn’t necessarily
decrease the overall value of the objective function g(b), because flipping any bit bˆi of bˆ would
increase the value of the first term by 2|ci|. Therefore, the net decrease of g(b) caused by flipping
the ith bit is
δi = 2λ− 2|ci|.
In order to minimize g(b), one can simply pick the bit with the maximum δi at each step until there
doesn’t exist any bit that satisfies δi > 0, or when the code has become balanced. The optimality
of the obtained solution can be verified easily by noticing that g(b) no longer decreases with any
bit flips in both stop conditions.
The constructive process above consists of up to O(N) bit flips, and each bit flip involves
a max operation (i.e. selecting the maximum δi) with O(N) complexity. Therefore, the above
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algorithm has a O(N2) time complexity, which concludes the proof.
While the above proposition alludes to a simple iterative algorithm that flips one bit at
a time, the actual implementation can take advantage of the independence among multiple flips
to arrive at the optimal solution in one step. The pseudo-algorithm for our implementation is
summarized in Algorithm 5. In fact, the complexity of Algorithm 5 is only O(N) because each
line can be computed in no more than O(N) time1.
To enable or disable the bit balance constraints, one can simply switch between equation
(6.10) and Algorithm 5 while solving for one row of the code matrix (i.e. line 10 of Algorithm
4). Note that the time complexity of the entire algorithm remains unchanged with the bit balance
constraints, as a result of the proposed O(N) solution in Algorithm 5.
Algorithm 5: Solving Balanced Binary Codes
Input: Constant vector c, weight λ.
Output: Balanced binary codes b.
1 Initialize b← sgn(−c)
2 Compute the sign of unbalance s← sgn(1Tb)
3 Compute the level of unbalance m← d|1Tb|/2e
4 Find the set of candidate bits A ← {bi|bi = s and |ci| < λ}
5 if |A| > m then
6 Find m bits with the smallest cis in A
7 Flip the signs of those m bits
8 else
9 Flip the signs of all the bits in A
10 end
6.2.4 Algorithm Complexity
It’s not hard to verify that the complexity of the entire discrete optimization algorithm is
linear with respect to the training size N . Here we analyze its computational complexity in detail.
Solving for W typically involves going over the training set a number of times, and its complexity
1The O(N) algorithm for line 6 is QuickSelect.
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can be denoted as O(IwN), where Iw is the number of sweeps. The complexity for solving the
binary code matrix once is O(LN), which leads to the complexity of O(IbLN) when iterating
for Ib times. Therefore, the complexity for one outer loop in Algorithm 4 is O(IwN + IbLN).
Let Io be the number of outer iterations, then the overall complexity of Algorithm 4 adds up to
O((Iw+IbL)IoN)), where the typical values of Iw, Ib, and Io are 20, 2, and 2 respectively. In sum,
the linear complexity of the proposed hashing scheme makes the training process highly efficient
and scalable, as will be evidenced in the experiments.
6.2.5 Hash Function Learning
We have obtained the hash codes that preserve the semantic label information for the train-
ing set S. We also need to learn a set of hash functions, one for each media type, so that new data
from different media types can be encoded into a common Hamming space to support cross-media
search. In fact, as pointed out by [54], once the hash codes have been obtained, the hash function
learning can be modeled as a set of classification problems, with each hash bit corresponding to
one binary classifier. Specifically, each bit of the obtained hash codes can be used as the binary
label to train a binary classifier, which is open to a wide range of solutions such as SVM, logistic
regression, decision trees etc. Similar to [52, 38], here we choose to use boosted decision trees
for its testing efficiency and good nonlinear mapping capabilities. Formally, each binary bit is
determined by the following hash function
hl(x) = sgn
( T∑
t=1
αtDt(x)
)
, (6.18)
where T is size of the decision trees ensemble, Dt : Rd 7→ {−1, 1} is the tth decision tree, and
αt is a function of the error rate of Dt, defined as αt = ln(1/t − 1). Note that we have omitted
the media-specific superscript for ease of presentation, and the solution is applicable to different
media types (i.e. X(m),m = 1, · · · ,M ) to obtain the media specific hash function.
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Briefly, a sequence of binary decision trees are learned by adapting the weights of the
training samples based on whether they’re correctly classified by the previous one. The learning
of each decision tree is essentially finding a set of decision stumps, and the testing could be much
more efficient than other non-linear mapping methods since it only involves value comparisons.
More details of this classic ensemble learning approach can be found in [2].
6.3 Experiments
To evaluate the proposed algorithm, we have conducted extensive experiments on a range of
widely used datasets, including both single-media datasets (i.e. CIFAR-10, SVHN and ImageNet-
200) and multimedia datasets (i.e. Labelme, MIRFlickr, and NUSWIDE). The details of those
datasets are briefly explained as follows.
CIFAR-102 . The CIFAR-10 [40] image dataset is a labeled subset of the 80 million tiny images.
It consists of 60,000 32 × 32 color images, each labeled as one of ten object classes. Every
image in this dataset is represented by a 512-D GIST feature vector.
Street View House Numbers (SVHN)3 . The SVHN [66] dataset consists of 630,420 labeled
color images of house numbers from Google Street View. The images in this dataset are
cropped to 32×32 with digits roughly in the center, and represented by 512-D GIST vectors.
ImagNet-2004 . The ImageNet-200 is a subset of the ImageNet [25] that contains 200 classes. The
number of training, validation and test images in each class are 500, 50 and 50 respectively.
We use the fully labeled 110,000 images in our experiments. The 2048-D CNN [31] features
are used to represent images in this dataset.
Labelme5 . The LabelMe dataset contains 2688 images, and each image is described by a few
tags. The image-tag pairs are labeled as one of eight unique outdoor scenes, such as ‘coast’,
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‘forest’ and ‘highway’. Images in this dataset are represented by a 512-D GIST vector and
the corresponding textual tags are represented by the tag occurrence features (TOF).
MIRFlickr6 . The MIRFLICKR dataset [32] contains 25,000 image-tag pairs, and each pair is
associated with one or more of 24 semantic labels. We remove tags appearing less than 20
times and then discard instances without tags, which leaves 18159 instances remaining. Im-
ages and texts are represented by 150-D Edge Histograms (EH) and 1075-D tag occurrence
features respectively.
NUS-WIDE7 . The NUS-WIDE dataset [20] is a real-world multimedia dataset with 269, 648
instances of image-text pairs. Each instance belongs to one or more of 81 concepts. We
select the 209, 347 image-tag pairs belonging to the 10 largest concepts. The images and
texts are represented by 500-D bag-of-visual-words (BOVW) and 1000-D tag occurrence
features respectively.
Table 6.1: Dataset Statistics
Type Features Concepts Size
Name Image Text
CIFAR-10 Single-media 512D GIST N/A 10 60000
SVHN Single-media 512D GIST N/A 10 99289
ImageNet-200 Single-media 2048D CNN N/A 200 120000
Labelme Multimedia 512D GIST 245D TOF 8 2688
MIRFlickr Multimedia 150D EH 1075D TOF 24 25000
NUS-WIDE Multimedia 500D BOVW 1000D TOF 81 209347
Since the proposed method handles multiple media types in a homogeneous way, it’s
equally optimized for single-media and cross-media retrieval tasks. Therefore, we evaluate its
performance on both. Specifically, three types of retrieval tasks are considered in our experiments,
that is, “image query image”, “text query image” and “image query text”. As most of the existing
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hashing methods are either designed for single-media queries or cross-media queries while not
optimized for both, we compare with the state-of-the-arts in each setting separately. In detail, we
compare with seven single-media hashing methods, including Iterative Quantization (ITQ) [30],
Minimal Loss Hashing (MLH) [67], Supervised Hashing with Kernels (KSH) [58], Latent Fac-
tor Hashing (LFH) [102], FastHash [52], Supervised Discrete Hashing (SDH) [77] and Column
Sampling Discrete Hashing [38]; and seven cross-media hashing methods, including Cross-View
Hashing (CVH) [44], Inter-media Hashing (IMH) [80], Latent Semantic Sparse Hashing (LSSH)
[110], Collective Matrix Factorization Hashing (CMFH) [26], Semantic Correlation Maximization
(SCM) [99], Quantization Correlation Hashing (QCH) [89] and Semantics-Preserving Hashing
[54]. Most of the compared algorithms have been briefly introduced in Section 2.1, and the source
code for all of the algorithms are publicly available; therefore, we’re able to run all of them on
the same system settings. In addition, we have set the parameters (if applicable) based on the
suggestions of the original papers to obtain the best performance.
We measure the performances of different methods with three widely used retrieval metrics;
that is, precision@top-k, precision-recall curves, and mean Average Precision (mAP) [52, 77, 54,
46]. In detail, the top-k precision is the percentage of true neighbors among the k nearest neighbors
in terms of Hamming distance; the precision-recall curve is obtained by computing the precision
at different recall values; and the mAP is computed as
mAP =
1
Q
Q∑
q=1
∑R
r=1 Pq(r)δq(r)∑R
r=1 δq(r)
, (6.19)
where Pq(r) is the top-r precision of the qth query, δq(r) indicates whether the rth neighbor is a
true neighbor of the qth query, and Q is the size of the query set.
The proposed LPMH takes two hyper-parameters, that is, the regularization coefficient
µ and the weight of bit balance term λ, and they are fixed to 1 throughout the experiments. The
experiments are conducted on a system with THE Intel Xeon E5-2680 CPU and 64 GB of memory.
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Table 6.2: Test results of all the methods in terms of mAP and precision@top-100 on the three
image datasets. The length of the binary code is varied from 16 bits to 64 bits. The best result
for each metric is shown in bold. The proposed LPMH consistently outperforms the baselines in
different metrics.
CIFAR-10 SVHN ImageNet-200
Method 16 bits 32 bits 64 bits 16 bits 32 bits 64 bits 16 bits 32 bits 64 bits
mAP
ITQ 0.1495 0.1619 0.1780 0.15604 0.1712 0.1927 0.0684 0.1366 0.2049
MLH 0.2036 0.2220 0.2406 0.4600 0.5429 0.5697 0.0396 0.0637 0.0951
KSH 0.3189 0.3420 0.3242 0.5488 0.6224 0.6524 0.1266 0.2063 0.2827
LFH 0.4165 0.5160 0.6137 0.5449 0.7290 0.8231 - - -
FastHash 0.5285 0.5957 0.6389 0.7841 0.8344 0.8608 0.2176 0.3652 0.4915
COSDISH 0.5662 0.6020 0.6120 0.8241 0.8572 0.8750 0.1903 0.4140 0.6053
SDH 0.5847 0.6476 0.6859 0.8716 0.8785 0.8828 0.5097 0.6462 0.7093
LPMH 0.6754 0.7217 0.7359 0.8803 0.9017 0.9119 0.5331 0.6594 0.7247
Precision@Top-100
ITQ 0.2174 0.2600 0.3115 0.2543 0.3345 0.4278 0.1498 0.2692 0.3676
MLH 0.2804 0.3280 0.3679 0.5836 0.6701 0.7089 0.0699 0.1261 0.1936
KSH 0.3962 0.4558 0.4758 0.6234 0.7172 0.7749 0.2078 0.3444 0.4593
LFH 0.3292 0.4272 0.5288 0.4824 0.6816 0.7848 - - -
FastHash 0.5779 0.6225 0.6492 0.8078 0.8427 0.8632 0.3536 0.5194 0.6334
COSDISH 0.8241 0.8572 0.8750 0.7961 0.8293 0.8470 0.1623 0.3846 0.5766
SDH 0.5409 0.6119 0.6224 0.4880 0.6261 0.6791 0.8011 0.6838 0.5895
LPMH 0.6186 0.6611 0.6718 0.8653 0.8839 0.8931 0.5138 0.6405 0.7004
All of the experiment results are averaged over five independent runs unless otherwise specified.
6.3.1 Image Retrieval
We evaluate the image retrieval performance of the proposed LPMH on three large-scale
image datasets: CIFAR-10, SVHN and ImageNet-200. For each of the three datasets, we randomly
sample the same number of images from each class to form a query set of 2000 images, and the
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rest are used as the training set and database. Due to the prohibitive pairwise-based training costs,
we can only train MLH, KSH, and FastHash on 50k samples. We define the true neighbors of a
query to be those sharing the same class label.
The results of the major evaluation metrics are shown in Table 6.2. Note that the reported
mAP is computed over all retrieved samples, and thus it’s a good indicator of the overall perfor-
mance of a hashing method. In contrast, the precision of top-100 neighbors is more relevant in
scenarios where only the quality of the top returns are concerned. Here we have removed the
test results of LFH from ImageNet-200 because the algorithm fails to converge on this dataset,
obtaining performance numbers similar to random guesses.
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Figure 6.1: Precision-recall curves with 32-bit hash code on three large-scale image datasets.
Larger area under the curve indicates better performance. The proposed LPMH achieves the best
overall performance.
We can observe from those results that the proposed LPMH is competitive against or su-
perior to the baselines at different code lengths. Additionally, we have plotted the precision-recall
curve and the precision with varying number of returned neighbors in Figure 6.1 and Figure 6.2
respectively. Similarly, the proposed LPMH also generates leading performances in those tests.
We find that the discrete hashing methods such as FastHash and SDH are generally much better
than non-discrete methods such as MLH and KSH, which can be explained by the fact that the
continous relaxation used in the non-discrete methods can cause accumulated quantization errors
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that degrade the quality of resultant hash codes. Such findings are consistent with that of the
previous work [52, 77, 59]. Another interesting observation is that classification-based SDH fur-
ther improves upon the pairwise-based discrete hashing methods (e.g. COSDISH and FastHash),
which verifies the effectiveness of classification-based hashing methods in capturing the seman-
tic similarities among training samples [77]. Although both SDH and the proposed LPMH are
classification-based hashing methods, the proposed LPMH performs much better in most of the
benchmarks, thus demonstrating the superiority of the proposed hash learning framework.
Although the discrete hashing methods typically generate better hash codes, the optimiza-
tion process can be computationally expensive. In order to test the scalability of the four most
competitive discrete hashing methods (i.e. FastHash, COSDISH, SDH and LPMH), we profile
the running time of the discrete optimization solvers used in those methods with different code
lengths and training sizes. The results of this experiment are shown in Table 6.3. Among the four
discrete hashing methods, FastHash takes the most time to run. Specifically, we couldn’t finish
running FastHash with 100,000 samples at 64 bits within 2 hours. Based on our analysis, the
prohibitive complexity of FastHash is mainly caused by the fact that the its graph-cut based formu-
lation on pairwise losses (i.e. the complexity is at least O(n2)) is very computationally expensive.
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Figure 6.2: The precision of different methods with varying number of returned neighbors. The
results are obtained with 32-bit hash code. The proposed LPMH outperforms all the baselines.
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Table 6.3: Running time of the binary optimization solvers used in four discrete hashing methods
under different settings. The results are in seconds. Column 2 to 4 show the running time of differ-
ent code lengths with 50,000 training samples. Column 5 to 7 show the running time to generate 64
bits binary codes with different training sizes. The results of training 64-bit FastHash with 100000
samples are not shown because it couldn’t finish running in two hours and we therefore stopped it.
The proposed LPMH is much faster than the best baselines, and it scales very well with long codes
and large datasets.
Running Time@50000 Running Time@64 bits
Method 16 bits 32 bits 64 bits 10000 50000 100000
FastHash 846.0 1710.1 3365.4 90.0 3365.4 -
COSDISH 2.6 10.6 44.5 11.2 44.5 90.2
SDH 6.5 6.9 23.8 4.7 23.8 50.9
LPMH 0.7 1.3 2.8 0.5 2.8 5.8
Although COSDISH is also based on a pairwise objective, it adopts a smart column sampling
algorithm to avoid dealing with the entire pairwise similarity matrix, thus achieving significant
speed up. In comparison, the classification-based hashing methods are inherently easier to train, as
demonstrated by the lower running time of SDH and LPMH, especially with larger training size. In
particular, we find that the proposed LPMH solver scales very well with the increase of code length
and training size. Actually, the running time of LPMH is much faster than the second fastest base-
line (i.e. SDH), with up to 8x speed up across the tests, which demonstrates the superior efficiency
and scalability of LPMH.
6.3.2 Cross-media Retrieval
The cross-media retrieval experiments are performed on the three widely used [110, 89, 54]
multimedia datasets: Labelme, MIRFlickr and NUS-WIDE. We use 80% of the data in Labelme as
the training set and database, and the remaining 20% are used as the query set. For MIRFlickr and
NUS-WIDE, we randomly sample 2000 image-text pairs as the query set and the remaining data
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are used as the text and image databases. Additionally, we follow previous works [110, 46] to select
5000 image-text pairs from the database of MIRFlickr and NUS-WIDE as the training set to learn
the multimedia hash functions. The learned hash functions are applied to both the database set and
the query set to generate the database hash codes and query hash codes. Such practice has been
widely adopted [10, 110, 89, 54] to test the out-of-sample extension capabilities of different cross-
media hashing algorithms, and it also simulates realworld scenarios where labeled multimedia data
is limited. Additionally, we have followed [13, 108, 62] to set R = 50 while computing the mAPs.
Table 6.4: The cross-modal retrieval mAP of the proposed LPMH and compared baselines on three
multimodal datasets. The best result of each benchmark is shown in bold. The proposed LPMH
outperforms the baselines in almost all the tests.
Labelme MIRFlickr NUS-WIDE
Method 16 bits 32 bits 64 bits 16 bits 32 bits 64 bits 16 bits 32 bits 64 bits
Text query image
CVH 0.5482 0.5459 0.5480 0.6389 0.6328 0.6302 0.4466 0.4395 0.4351
IMH 0.5295 0.4737 0.4251 0.6392 0.6384 0.6337 0.4950 0.4975 0.4885
CMFH 0.6881 0.7052 0.7217 0.6534 0.6508 0.6485 0.4960 0.4831 0.4824
LSSH 0.7486 0.7789 0.7884 0.6497 0.6749 0.6897 0.5013 0.5066 0.5299
SCM 0.6834 0.7900 0.8748 0.6692 0.6919 0.6970 0.5281 0.5553 0.5651
QCH 0.8222 0.8264 0.8279 0.6610 0.6994 0.7067 0.5562 0.5584 0.5565
SePH 0.8956 0.9031 0.9147 0.6965 0.7161 0.7407 0.5675 0.5963 0.6253
LPMH 0.9256 0.9288 0.9298 0.7656 0.8128 0.8543 0.5955 0.6519 0.6637
Image query text
CVH 0.4498 0.4341 0.4117 0.6398 0.6379 0.6334 0.4529 0.4356 0.4250
IMH 0.4925 0.4322 0.3839 0.6542 0.6408 0.6463 0.4657 0.4815 0.4903
CMFH 0.5866 0.6035 0.6123 0.6609 0.6655 0.6618 0.4648 0.4249 0.4087
LSSH 0.7140 0.7399 0.7499 0.6436 0.6589 0.6638 0.5201 0.5318 0.5372
SCM 0.5512 0.6666 0.7484 0.6556 0.6618 0.6682 0.4293 0.4172 0.4619
QCH 0.6951 0.7058 0.7015 0.6677 0.6920 0.6852 0.5295 0.5463 0.5531
SePH 0.7683 0.8108 0.8139 0.6964 0.7206 0.7372 0.5343 0.5497 0.5729
LPMH 0.8458 0.8692 0.8663 0.7045 0.7376 0.7642 0.5509 0.5684 0.5837
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Table 6.5: The test results of all the cross-media hashing algorithms in terms of top-100 precision
on the three multimedia datasets. ‘T→I’ and ‘I→T’ refer to the results of “text query image” and
“image query text” respectively. The ‘Mean’ column is the average results of ‘T→I’ and ‘I→T’.
The hash code is set to 64 bits in this experiment. The proposed LPMH consistently outperforms
the baselines in different datasets.
Labelme MIRFlickr NUS-WIDE
Method T→ I I→ T Mean T→ I I→ T Mean T→ I I→ T Mean
CVH 0.3529 0.2885 0.3207 0.5917 0.5947 0.5932 0.3789 0.3659 0.3679
IMH 0.2959 0.2674 0.2816 0.6046 0.5695 0.5871 0.4453 0.4379 0.4416
CMFH 0.5823 0.5070 0.5447 0.6119 0.6249 0.6184 0.4334 0.3525 0.3930
LSSH 0.7142 0.6844 0.6993 0.6456 0.6093 0.6275 0.4334 0.3525 0.3930
SCM 0.8317 0.7349 0.7833 0.6705 0.6403 0.6554 0.5312 0.4142 0.4727
QCH 0.7693 0.6803 0.7248 0.6816 0.6590 0.6703 0.5182 0.5144 0.5163
SePH 0.8994 0.7950 0.8472 0.7227 0.6384 0.6806 0.5927 0.5431 0.5670
LPMH 0.9286 0.8602 0.8944 0.8340 0.7301 0.7821 0.6187 0.5398 0.5793
In Labelme, the groudtruth neighbors of each query is defined as instances with the same class
label. Since MIRFlickr and NUS-WIDE are multi-label datasets, two instances are defined to be
similar if they share at least one common label.
We first compute the mAP of different methods by varying the hash codes from 16 bits to
64 bits, and the results are shown in Table 6.4. It can be noted from the table that the proposed
LPMH performs very well on both cross-media retrieval tasks, beating the compared methods in
all three datasets. We observe that SePH has also shown strong performances in different tests,
which is consistent with the results in previous work [54]. However, the performance of SePH is
still secondary to the proposed LPMH, and the improvement of LPMH over SePH can be up to
15%; for instance, in the “text query image” task in MIRFlickr with 64-bit hash code. Note that
SePH adopts a similar two-step hashing framework as the proposed LPMH, and therefore the better
performance of LPMH can be attributed to the effectiveness of the proposed classification-based
discrete optimization strategy. Another interesting observation is that the performances of different
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methods in “text query image” are typically slightly better than in “image query text”. This can
be explained by the fact that there usually exists a gap between feature representations and the
semantic concept; and the semantic gap between the low-level image features and the concept are
usually much larger than that between the texts and the concept. Similar findings have also been
reported in [110, 89, 85].
The top-100 precision of different methods are reported in Table 6.5 and Figure 6.3. Specif-
ically, Table 6.5 shows the top-100 precision with 64-bit hash code, while Figure 6.3 shows the
precision with a varying number of hash bits. Apparently, the relative performances of different
methods are consistent with the mAP tests, with the proposed LPMH leading in most metrics.
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Figure 6.3: The top-100 precision of different cross-media hashing methods on three multimodal
datasets. The length of the hash code is varied from 16 bits to 64 bits. The first row shows the “text
query image” results and the second row shows the “image query text” results.
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Figure 6.4: The precision of different methods with varying number of returned neighbors. The
hash code is set to 64 bits. The top row shows the results of “text query image” and the bottom
row shows that of “image query text”.
Additionally, we have shown another view of the precision under varying number of returned
neighbors in Figure 6.4, as well as the precision-recall curve in Figure 6.5. Similarly, the proposed
LPMH demonstrates consistent performance advantages over the compared methods in most of
the tests.
We have also profiled the running time of different methods in Table 6.6. This experiment
was performed on the NUS-WIDE dataset with 32-bit hash code. As can be seen from the table,
the proposed method can be trained very fast, more than 10 times faster than the other competitive
baselines such as SePH and QCH. In terms of test time, most of the compared methods are very
fast, with SePH and LSSH being the two exceptions. The slow encoding of SePH and LSSH are
caused by the high computational costs of non-linear transformation or matrix inverse operations.
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Figure 6.5: The precision-recall curves of different methods using 64-bit hash codes. The first and
second row show the results of “text query image” and “image query text” respectively. Better
performance is indicated by larger area under the precision-recall curve. The proposed LPMH
performs the best in this metric.
Table 6.6: The training and test time of different cross-media hashing methods on NUS-WIDE.
We use 32-bit code in this experiment and the results are shown in seconds. The proposed LPMH
can be trained and tested very efficiently.
Method
Time (s) CVH IMH CMFH LSSH SCM QCH SePH LPMH
Training 1.1 16.8 13.0 181.6 15.0 246.53 250.53 20.1
Test 0.2 0.4 0.3 396.5 0.2 0.2 106.0 0.6
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Although the boosted decision tree used in LPMH is also a nonlinear mapping, it only involves
value comparisons and therefore could be much more computationally efficient. In order to factor
both performance and costs into the comparison, we plot the mAP results against the training times
in Figure 6.6. It can be noted that LPMH strikes the best balance between performance and training
costs.
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Figure 6.6: The mAP performances of different cross-media hashing against the training time.
The results are based on the experiment with 32-bit hash code on the NUS-WIDE dataset. The
proposed method strikes the best balance between performance and training costs.
To sum up, the overall good performances of LPMH in different datasets and retrieval tasks
as well as the efficiency of training and testing further consolidates the superiority of the proposed
multimedia hashing framework.
6.3.3 Evaluation of Bit Balance Constraint
We have also studied the effect of the widely used bit balance constraints on the proposed
method, and this experiment was carried out on the CIFAR-10 and NUS-WIDE dataset. The
performance results of the proposed method with and without the bit balance constraint are shown
in Table 6.7. It can be observed that the bit balance constraint has a positive impact on the quality
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of the learned binary codes, and better results can be obtained when the constraint is incorporated.
We remark that the ability to incorporate bit balance constraints into the binary code learning is
one of the advantages over existing discrete hashing methods [57, 52, 77].
Table 6.7: Performances of the proposed method with and without the bit balance constraints on
the CIFAR-10 and NUS-WIDE datasets, where ‘I→I’, ‘I→T’ and ‘T→I’ represent “image query
image”, “text query image” and “image query text” respectively. Better results can be obtained
for both single-media retrieval and cross-media retrieval tasks when the bit balance constraint is
enabled.
Balance CIFAR-10 (I→I) NUS-WIDE (T→I) NUS-WIDE (I→T)
Constraints 16 bits 32 bits 64 bits 16 bits 32 bits 64 bits 16 bits 32 bits 64 bits
No 0.6457 0.6992 0.7251 0.5846 0.6449 0.6441 0.5458 0.5593 0.5802
Yes 0.6616 0.7053 0.7281 0.6193 0.6474 0.6687 0.5710 0.5746 0.5833
6.3.4 Study of different loss functions
The proposed hashing method is able to accommodate different types of loss functions in
a unified discrete optimization framework. Here we evaluate the performance of the proposed
method using four different types of loss functions, namely, the cross-entropy loss, squared loss,
logistic loss and hinge loss. Those loss functions have been briefly introduced in Section 6.2.2.
We perform this experiment on CIFAR-10 and NUS-WIDE, and the results are shown in Figure
6.7. Interestingly, we find that while different loss functions could be advantageous in different
scenarios, the performance results of different loss functions are very close in most tests, which
demonstrates the robustness and consistency of the proposed optimization method with a range
of different loss types. In general, the ability to incorporate different loss functions in a unified
optimization framework greatly extends the flexibility of LPMH.
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Figure 6.7: The performances of the proposed LPMH with different types of loss functions. The
mAP results with different code lengths are reported on CIFAR-10 and NUS-WIDE. ‘I→I’, ‘I→T’
and ‘T→I’ represent “image query image”, “text query image” and “image query text” respectively.
6.4 Summary
In this chapter, we present a novel multimedia hashing method, referred to as Linear Label
Preserving Multimedia Hashing (LPMH), for large-scale multimedia similarity search. Specif-
ically, we exploit a two-stage discrete hashing framework and propose a general approach for
solving binary codes through classification-based optimization objectives. The proposed discrete
optimization method is both flexible and efficient: it can accommodate different types of loss func-
tions with minimal changes to the learning steps; it can also be easily combined with the bit balance
constraint to obtain highly compact and discriminative binary codes in a much faster speed than
existing methods. The experimental results demonstrate the efficiency and effectiveness of LPMH
in generating highly discriminative compact hash codes for multimedia retrieval tasks.
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CHAPTER 7: CONCLUSION AND FUTUREWORK
7.1 Conclusion
Driven by the pervasiveness of mobile devices and every-increasing popularity of social
network websites, the last decade has witnessed the unprecedented growth of multimedia content
on the Internet. The ubiquitous multimedia big data presents a number of challenges and opportu-
nities for research and development of efficient storage, indexing, and retrieval techniques. Due to
the binary nature of the hash codes, hashing has been widely recognized as a promising solution for
these big multimedia data problems. Although the hashing has received great research attentions
in the past few years, there are still many research challenges in both theory and applications. This
dissertation presents a series of novel research on hashing from both the theoretical and application
perspective: in terms of theories, this dissertation has involved studies on random hashing, ranking-
based hashing, supervised hashing, and discrete hashing; in terms of applications, the presented
algorithms have been applied audio-visual correlation analysis, image retrieval, approximate near-
est neighbor search and cross-media similarity search. Specifically, the major contributions of this
dissertation are summarized as follows:
• A novel hashing-based audio-visual correlation analysis method has been proposed to solve
the problem of audio-visual source localization and segmentation. We present novel audio
and visual feature modeling techniques that transform the original problem into audio-visual
temporal similarity modeling. Then we apply temporal hashing to the audio and visual
representations and solve the problem with hashing-based nearest neighbor search.
• A novel ranking-based supervised hashing algorithm has been proposed for single-media
retrieval. Specifically, we explore a new type of hash function based on the ranking of
feature subspaces. An effective optimization algorithm was presented to solve the ranking-
based hash function learning problem.
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• A ranking-based cross-media hashing framework has been proposed to transform multime-
dia data into a common Hamming space to support cross-media retrieval. We present two
alternative optimization algorithms to learn two groups of linear subspaces jointly, one for
each modality, such that the ranking ordering in one subspace is maximally aligned with that
of the other.
• A novel discrete multimedia hashing method has been proposed for large-scale multimedia
similarity search. We exploit a two-stage discrete hashing framework and propose a flex-
ible and efficient discrete optimization approach for learning joint binary codes, that can
easily accommodate different types of loss functions and be combined with the bit balance
constraint to obtain high-quality binary codes and hash functions.
We have extensively evaluated the proposed methods in public benchmark datasets and compared
with the state-of-the-art methods in each specific target domain. Our experimental results have
demonstrated the effectiveness of the proposed methods in both qualitative and quantitative evalu-
ation.
7.2 Future Work
Although this dissertation has made significant progress on hashing research, there remain
many open research problems of practical use. In this section, we shed light on some of the
interesting topics that are worth pursuing for our future research.
The first promising direction is to study deep hashing solutions that learn hash functions
in an end-to-end fashion, without the need to use hand-crafted features. In fact, the algorithms
introduced in this dissertation have assumed the availability of pre-extracted features, and all the
learning procedures are carried out given the fixed feature representations. Inspired by the recent
success of deep Convolutional Neural Networks (CNN), it would be promising to extend the meth-
ods proposed in this dissertation to CNN-based end-to-end learning hashing methods so that the
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feature representations and hash functions can be optimized simultaneously in a synergic manner.
Another promising direction is semi-supervised and unsupervised hashing, preferably learned
in an end-to-end fashion. The primary focus of this dissertation is on supervised hashing, which is
only applicable when data labels are available. However, the labor cost of the manual labeling pro-
cess is prohibitively expensive, and the labeled data typically constitutes only a very small portion
of the available data corpus. To take advantage of the large amount of unlabeled data, it would be
preferable to design unsupervised or semi-supervised hashing algorithms that do not require a large
number of data labels. Most of the existing unsupervised or semi-supervised hashing techniques,
however, are limited in the sense that they require manually crafted features and do not deal with
raw data (e.g. image pixels). Therefore, it is an important topic to design end-to-end unsupervised
and semi-supervised hashing algorithms.
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