Abstract-In this paper, we present an algorithm for the sparse signal recovery problem that incorporates damped Gaussian generalized approximate message passing (GGAMP) into Expectation-Maximization (EM)-based sparse Bayesian learning (SBL). In particular, GGAMP is used to implement the E-step in SBL in place of matrix inversion, leveraging the fact that GGAMP is guaranteed to converge with appropriate damping. The resulting GGAMP-SBL algorithm is much more robust to arbitrary measurement matrix A than the standard damped GAMP algorithm while being much lower complexity than the standard SBL algorithm. We then extend the approach from the single measurement vector (SMV) case to the temporally correlated multiple measurement vector (MMV) case, leading to the GGAMP-TSBL algorithm. We verify the robustness and computational advantages of the proposed algorithms through numerical experiments.
I. INTRODUCTION

A. Sparse Signal Recovery
The problem of sparse signal recovery (SSR) and the related problem of compressed sensing have received much attention in recent years [1] - [6] . The SSR problem, in the single measurement vector (SMV) case, consists of recovering a sparse signal x ∈ R N from M ≤ N noisy linear measurements y ∈ R M :
where A ∈ R M×N is a known measurement matrix and e ∈ R M is additive noise modeled by e ∼ N (0, σ 2 I). Despite the difficulty in solving this problem [7] , an important finding in recent years is that for a sufficiently sparse x and a well designed A, accurate recovery is possible by techniques such as basis pursuit and orthogonal matching pursuit [8] - [10] . The SSR problem has seen considerable advances on the algorithmic front and they include iteratively reweighted algorithms [11] - [13] and Bayesian techniques [14] - [20] , among others. Two Bayesian techniques related to this work are the generalized approximate message passing (GAMP) and the sparse Bayesian learning (SBL) algorithms. We briefly discuss both algorithms and some of their shortcomings that we intend to address in this work.
B. Generalized Approximate Message Passing Algorithm
Approximate message passing (AMP) algorithms apply quadratic and Taylor series approximations to loopy belief propagation to produce low complexity algorithms. Based on the original AMP work in [21] , a generalized AMP (GAMP) algorithm was proposed in [22] . The GAMP algorithm provides an iterative Bayesian framework under which the knowledge of the matrix A and the densities p(x) and p(y|x) can be used to compute the maximum a posteriori (MAP) estimatê x MAP = arg min x∈R N p(x|y) when it is used in its maxsum mode, or approximate the minimum mean-squared error (MMSE) estimatex MMSE = R N xp(x|y)dx = E(x|y) when it is used in its sum-product mode.
The performance of AMP/GAMP algorithms in the large system limit (M, N → ∞) under an i.i.d zero-mean subGaussian matrix A is characterized by state evolution [23] , whose fixed points, when unique, coincide with the MAP or the MMSE estimate. However, when A is generic, GAMP's fixed points can be strongly suboptimal and/or the algorithm may never reach its fixed points. Previous work has shown that even mild ill-conditioning or small mean perturbations in A can cause GAMP to diverge [24] - [26] . To overcome the convergence problem in AMP algorithms, a number of AMP modifications have been proposed. A "swept" GAMP (SwAMP) algorithm was proposed in [27] , which replaces parallel variable updates in the GAMP algorithm with serial ones to enhance convergence. But SwAMP is relatively slow and still diverges for certain A. An adaptive damping and mean-removal procedure for GAMP was proposed in [26] but it too is somewhat slow and still diverges for certain A. An alternating direction method of multipliers (ADMM) version of AMP was proposed in [28] with improved robustness but even slower convergence.
In the special case that the prior and likelihood are both independent Gaussian, [24] was able to provide a full characterization of GAMP's convergence. In particular, it was shown that Gaussian GAMP (GGAMP) algorithm will converge if and only if the peak to average ratio of the squared singular values in A is sufficiently small. When this condition is not met, [24] proposed a damping technique that guarantees convergence of GGAMP at the expense of slowing its convergence rate. Although the case of Gaussian prior and likelihood is not enough to handle the sparse signal recovery problem directly, it is sufficient to replace the costly matrix inversion step of the standard EM-based implementation of SBL, as we describe below.
C. Sparse Bayesian Learning Algorithm
To understand the contribution of this paper, we give a very brief description of SBL [14] , [15] , saving a more detailed description for Section II. Essentially, SBL is based on a Gaussian scale mixture (GSM) [29] - [31] prior on x. That is, the prior is Gaussian conditioned on a variance vector γ, which is then controlled by a suitable choice of hyperprior p(γ). A large of number of sparsity-promoting priors, like the Student-t and Laplacian priors, can be modeled using a GSM, making the approach widely applicable [29] - [32] . In the SBL algorithm, the expectation-maximization (EM) algorithm is used to alternate between estimating γ and estimating the signal x under fixed γ. Since the latter step uses a Gaussian likelihood and Gaussian prior, the exact solution can be computed in closed form via matrix inversion. This matrix inversion is computationally expensive, limiting the algorithms applicability to large scale problems.
D. Paper's Contribution
1
In this paper, we develop low-complexity algorithms for sparse Bayesian learning (SBL) [14] , [15] . Since the traditional implementation of SBL uses matrix inversions at each iteration, its complexity is too high for large-scale problems. In this paper we circumvent the matrix inverse using the generalized approximate message passing (GAMP) algorithm [21] , [22] , [24] . Using GAMP to implement the E step of EM-based SBL provides a significant reduction in complexity over the classical SBL algorithm. This work is a beneficiary of the algorithmic improvements and theoretical insights that have taken place in recent work in AMP [21] , [22] , [24] , where we exploit the fact that using a Gaussian prior on p(x) can provide guarantees for the GAMP E-step to not diverge when sufficient damping is used [24] , even for a non-i.i.d.-Gaussian A. In other words, the enhanced robustness of the proposed algorithm is due to the GSM prior used on x, as opposed to other sparsity promoting priors for which there are no GAMP convergence guarantees when A is non-i.i.d.-Gaussian. The resulting algorithm is the Gaussian GAMP SBL (GGAMP-SBL) algorithm, which combines the robustness of SBL with the speed of GAMP.
To further illustrate and expose the synergy between the AMP and SBL frameworks, we also propose a new approach to the multiple measurement vector (MMV) problem. The MMV problem extends the SMV problem from a single measurement and signal vector to a sequence of measurement and signal vectors. Applications of MMV include direction of arrival (DOA) estimation and EEG/MEG source localization, among others. In our treatment of the MMV problem, all signal vectors are assumed to share the same support. In practice it is often the case that the non-zero signal elements will experience temporal correlation, i.e., each non-zero row of the signal matrix can be treated as a correlated time series. If this correlation is not taken into consideration, the performance of MMV algorithms can degrade quickly [34] . Extensions of SBL to the MMV problem have been developed in [34] - [36] , such as the TSBL and TMSBL algorithms [34] . Although TMSBL has lower complexity than TSBL, it still requires an order of O(N M 2 ) operations per iteration, making it unsuitable for large-scale problems. To overcome the complexity problem, [37] and [33] proposed AMP-based Bayesian approaches to the MMV problem. However, similar to the SMV case, these algorithms are only expected to work for i.i.d zero-mean subGaussian A. We therefore extend the proposed GGAMP-SBL to the MMV case, to produce a GGAMP-TSBL algorithm that is more robust to generic A, while achieving linear complexity in all problem dimensions.
The organization of the paper is as follows. In Section II, we review SBL. In Section III, we combine the damped GGAMP algorithm with the SBL approach to solve the SMV problem and investigate its convergence behavior. In Section IV, we use a time-correlated multiple measurement factor graph to derive the GGAMP-TSBL algorithm. In Section V, we present numerical results to compare the performance and complexity of the proposed algorithms with the original SBL and with other AMP algorithms for the SMV case, and with TMSBL for the MMV case. The results show that the new algorithms maintained the robustness of the original SBL and TMSBL algorithms, while significantly reducing their complexity.
II. SPARSE BAYESIAN LEARNING FOR SSR
A. GSM Class of Priors
We will assume that the entries of x are independent and identically distributed, i.e. p(x) = Π n p(x n ). The sparsity promoting prior p(x n ) will be chosen from the GSM class and so will admit the following representation
where N (x n ; 0, γ n ) denotes a Gaussian density with mean zero and variance γ n . The mixing density on hyperprior p(γ n ) controls the prior on x n . For instance, if a Laplacian prior is desired for x n , then an exponential density is chosen for p(γ n ) [29] . In the empirical Bayesian approach, an estimate of the hyperparameter vector γ is iteratively estimated, often using evidence maximization. For a given estimateγ, the posterior p(x|y) is approximated as p(x|y;γ), and the mean of this posterior is used as a point estimate forx. This mean can be computed in closed form, as detailed below, because the approximate posterior is Gaussian. It was shown in [38] that this empirical Bayesian method, also referred to as a Type II maximum likelihood method, can be used to formulate a number of algorithms for solving the SSR problem by changing the mixing density p(γ n ). There are many computational methods that can be employed for computing γ in the evidence maximization framework, e.g, [14] , [15] , [39] . In this work, we utilize the EM-SBL algorithm because of its synergy with the GAMP framework, as will be apparent below.
B. SBL's EM Algorithm
In EM-SBL, the EM algorithm is used to learn the unknown signal variance vector γ [40] - [42] , and possibly also the noise variance σ 2 . We focus on learning γ, assuming the noise variance σ 2 is known. We later state the EM update rule for the noise variance σ 2 for completeness. The goal of the EM algorithm is to maximize the posterior p(γ|y) or equivalently 2 to minimize − log p(y, γ). For the GSM prior (2) and the additive white Gaussian noise model, this results in the SBL cost function [14] , [15] ,
In the EM-SBL approach, x is treated as the hidden variable and the parameter estimate is iteratively updated as follows:
where p(y, x, γ) is the joint probability of the complete data and p(x|y; γ i ) is the posterior under the old parameter estimate γ i , which is used to evaluate the expectation. In each iteration, an expectation has to be computed (E-step) followed by a maximization step (M-step). It is easy to show that at each iteration, the EM algorithm increases a lower bound on the log posterior log p(γ|y) [40] , and it has been shown in [42] that the algorithm will converge to a stationary point of the posterior under a fairly general set of conditions that are applicable in many practical applications.
Next we detail the implementation of the E and M steps of the EM-SBL algorithm.
SBL's E-step: The Gaussian assumption on the additive noise e leads to the following Gaussian likelihood function:
Due to the GSM prior (2), the density of x conditioned on γ is Gaussian:
Putting (5) and (6) together, the density needed for the E-step is Gaussian:
We refer to the mean vector asx since it will be used as the SBL point estimate of x. In the sequel, we will use τ x when referring to the vector composed from the diagonal entries of the covariance matrix Σ x . Although bothx and τ x change with the iteration i, we will sometimes omit their i dependence for brevity. Note that the mean and covariance computations in (8) and (9) are not affected by the choice of p(γ). The mean and diagonal entries of the covariance matrix are needed to carry out the M-step as shown next. 2 Using Bayes rule, p(γ|y) = p(y, γ)/p(y) where p(y) is a constant with respect to γ. Thus for MAP estimation of γ we can maximize p(y, γ), or minimize − log p(y, γ).
SBL's M-Step: The M-step is then carried out as follows. First notice that
Since the first term in (10) does not depend on γ, it will not be relevant for the M-step and thus can be ignored. Similarly, in the subsequent steps we will drop constants and terms that do not depend on γ and therefore do not impact the M-step.
Note that the E-step only requiresx n , the posterior mean from (8) , and τ xn ,the posterior variance from (9) , which are statistics of the marginal densities p(x n |y, γ i ). In other words, the full joint posterior p(x|y, γ i ) is not needed. This facilitates the use of message passing algorithms.
As can be seen from (7)- (9), the computation ofx and τ x involves the inversion of an N × N matrix, which can be reduced to M × M matrix inversion by the matrix inversion lemma. The complexity of computingx and τ x can be shown to be O(N M 2 ) under the assumption that M ≤ N . This makes the EM-SBL algorithm computationally prohibitive and impractical to use with large dimensions.
From (4) and (11), the M-step for each iteration is as follows:
This reduces to N scalar optimization problems,
The choice of hyperprior p(γ) plays a role in the M-step, and governs the prior for x. However, from the computational simplicity of the M-step, as evident from (12b), the hyperprior rarely impacts the overall algorithmic computational complexity, which is mainly that of computing the quantitiesx and τ x in the E-step. Often a non-informative prior is used in SBL. For the purpose of obtaining the M-step update, we will also simplify and drop p(γ) and compute the Maximum Likelihood estimate of γ. From (12b), this reduces to, γ i+1 n =x 2 n + τ xn . Similarly, if the noise variance σ 2 is unknown, it can be estimated using:
We note here that estimates obtained by (13) can be highly inaccurate as mentioned in [35] . Therefore, it suggests that experimenting with different values of σ 2 or using some other application based heuristic will probably lead to better results.
III. DAMPED GAUSSIAN GAMP SBL
We now show how damped GGAMP can be used to simplify the E-step above, leading to the damped GGAMP-SBL algorithm. Then we examine the convergence behavior of the resulting algorithm.
A. GGAMP-SBL
Above we showed that, in the EM-SBL algorithm, the Mstep is computationally simple but the E-step is computationally demanding. The GAMP algorithm can be used to efficiently approximate the quantitiesx and τ x needed in the Estep, while the M-step remains unchanged. GAMP is based on the factor graph in Figure 1 , where for a given prior f n (x) = p(x n ) and a likelihood function g m = p(y m |x), GAMP uses quadratic approximations and Taylor series expansions, to provide approximations of MAP or MMSE estimates of x. The reader can refer to [22] for detailed derivation of GAMP. The E-step in Table I , uses the damped GGAMP algorithm from [24] because of its ability to enhance traditional GAMP algorithm divergence issues with non-i.i.d.-Gaussian A. The damped GGAMP algorithm has an important modification over the original GAMP algorithm and also over the previously proposed AMP-SBL [33] , namely the introduction of damping factors θ s , θ x ∈ (0, 1] to slow down updates and enhance convergence. Setting θ s = θ x = 1 in the damped GGAMP algorithm will yield no damping, and reduces the algorithm to the original GAMP algorithm. We note here that the damped GGAMP algorithm from [24] is referred to by GGAMP, and therefore we will be using the terms GGAMP and damped GGAMP interchangeably in this paper. Moreover, when the components of the matrix A are not zero-mean, one can incorporate the same mean removal technique used in [26] . The input and output functions g s (p, τ p ) and g x (r, τ r ) in Table I are defined based on whether the max-sum or the sum-product version of GAMP is being used. The intermediate variables r and p are interpreted as approximations of Gaussian noise corrupted versions of x and z = Ax, with the respective noise levels of τ r and τ p . In the max-sum version, the vector MAP estimation problem is reduced to a sequence of scalar MAP estimates given r and p using the input and output functions, where they are defined as:
prox f (r) argmin
Similarly, in the sum-product version of the algorithm, the vector MMSE estimation problem is reduced to a sequence of scalar MMSE estimates given r and p using the input and output functions, where they are defined as:
For the parametrized Gaussian prior we imposed on x in (2), both sum-product and max-sum versions of g x (r, τ r ) yield the same updates forx and τ x [22] , [24] :
Similarly, in the case of the likelihood p(y|x) given in (5), the max-sum and sum-product versions of g s (p, τ p ) yield the same updates for s and τ s [22] , [24] :
We note that, in equations (19), (20), (21) and (22), and for all equations in Table I , all vector squares, divisions and multiplications are taken element wise. Table I , K max is the maximum allowed number of GAMP algorithm iterations, ǫ gamp is the GAMP normalized tolerance parameter, I max is the maximum allowed number of EM iterations and ǫ em is the EM normalized tolerance parameter. Upon the convergence of GAMP algorithm based E-step, estimates for the meanx and covariance diagonal τ x are obtained. These estimates can be used in the M-step of the algorithm, given by equation (12b). These estimates, along with the s vector estimate, are also used to initialize the E-step at the next EM iteration to accelerate the convergence of the overall algorithm.
Defining S as the component wise magnitude squared of A, the complexity of the GGAMP-SBL algorithm is dominated by the E-step, which in turn (from Table I ) is dominated by the matrix multiplications by A, A ⊤ , S and S ⊤ at each iteration, implying that the computational cost of the algorithm is O(N M ) operations per GAMP algorithm iteration multiplied by the total number of GAMP algorithm iterations. For large M , this is much smaller than O(N M 2 ), the complexity of standard SBL iteration.
In addition to the complexity of each iteration, for the proposed GGAMP-SBL algorithm to achieve faster runtimes it is important for GGAMP-SBL total number of iterations to not be too large, to the point where it over weighs the reduction in complexity per iteration, especially when heavier damping is used. We point out here that while SBL provides a one step exact solution for the E-step, GGAMP-SBL provides an approximate iterative solution. Based on that, the total number of SBL iterations is the number of EM iterations needed for convergence, while the total number of GGAMP-SBL iterations is based on the number of EM iterations it needs to converge and the number of E-step iterations for each EM iteration. First we consider the number of EM iterations for both algorithms. As explained in Section III-B2, the E-step of GGAMP-SBL algorithm provides a good approximation of the true posterior [43] . In addition to that the number of EM iterations is not affected by damping, since damping only affects the number of iterations of GGAMP in the Estep, but it does not affect its outcome upon convergence. Based on these two points, we can expect the number of EM iterations for GGAMP-SBL to be generally in the same range as the original SBL algorithm. This is also shown in Section III-B2 Figs. 2a and 2b, where we can see the two cost functions being reduced to their minimum values using approximately the same number of EM iterations, even when heavier damping is used. As for the GGAMP-SBL E-step iterations, because we are warm starting each E-step with x and s values from the previous EM iteration, it was found through numerical experiments that the number of required E-step iterations is reduced each time, to the point where the E-step converges to the required tolerance within 2-3 iterations towards the final EM iterations. When averaging the total number of E-step iterations over the number of EM iterations, it was found that for medium to large problem sizes the average number of E-step iterations was just a fraction of the measurements number M , even in the cases where heavier damping was used. Moreover, it was observed that the number of iterations required for the E-step to converge is independent of the problem size, which gives the algorithm a bigger advantage at larger problem sizes. Finally, based on the complexity reduction per iteration and the total number of iterations required for GGAMP-SBL, we can expect it to have lower runtimes than SBL for medium to large problems, even when heavier damping is used. This runtime advantage is confirmed through numerical experiments in Section V.
B. GGAMP-SBL Convergence
We now examine the convergence of the GGAMP-SBL algorithm. This involves two steps; the first step is to show that the approximate message passing algorithm employed in the E-step converges and the second step is to show that the overall EM algorithm, which consists of several E and M-steps, converges. For the second step, in addition to convergence of the E-step (first step), the accuracy of the resulting estimates is important. Therefore, in the second step of our convergence investigation, we use results from [43] , in addition to numerical results to show that the GGAMP-SBL's E and M steps are actually descending on the original SBL's cost function (3) at each EM iteration.
1) Convergence of the E-step with Generic Transformations:
For the first step, we use the analysis from [24] which shows that, in the case of generic A, the damped GGAMP algorithm is guaranteed to globally converge (to some valueŝ x and τ x ) when sufficient damping is used. In particular, since γ i is fixed in the E-step, the prior is Gaussian and so based on results in [24] , starting with an initial estimate τ x ≥ γ i the variance updates τ x , τ s , τ r and τ p will converge to a unique fixed point. In addition, any fixed point (s,x) for GGAMP is globally stable if θ s θ x ||Ã|| 2 2 < 1, where the matrixÃ is defined as given below and is based on the fixed-point values of τ p and τ r :
While the result above establishes that the GGAMP algorithm is guaranteed to converge when sufficient amount of damping is used at each iteration, in practice we do not recommend building the matrixÃ at each EM iteration and calculating its spectral norm. Rather, we recommend choosing sufficiently small damping factors θ x and θ s and fixing them for all GGAMP-SBL iterations. For this purpose, the following result from [24] for an i.i.d.-Gaussian prior p(x) = N (x; 0, γ x I) can provide some guidance on choosing the damping factors. For the i.i.d.-Gaussian prior case, the damped GAMP algorithm is shown to converge if
where Ω(θ s , θ x ) is defined as
Experimentally, it was found that using a threshold Ω(θ s , θ x ) that is 10% larger than (24) is sufficient for the GGAMP-SBL algorithm to converge in the scenarios we considered. 
2) GGAMP-SBL Convergence:
The result above guarantees convergence of the E-step to some vectorsx and τ x but it does not provide information about the overall convergence of the EM algorithm to the desired SBL fixed points. This convergence depends on the quality of the meanx and variance τ x computed by the GGAMP algorithm. It has been shown that for an arbitrary A matrix, the fixed-point value ofx will equal the true mean given in (8) [43] . As for the variance updates, based on the state evolution in [23] , the vector τ x will equal the true posterior variance vector, i.e., the diagonal of (9), in the case that A is large and i.i.d. Gaussian, but otherwise will only approximate the true quantity.
The approximation of τ x by the GGAMP algorithm in the E-step introduces an approximation in the GGAMP-SBL algorithm compared to the original EM-SBL algorithm. Fortunately, there is some flexibility in the EM algorithm in that the M-step need not be carried out to minimize the objective stated in (12a) but it is sufficient to decrease the objective function as discussed in the generalized EM algorithm literature [41] , [42] . Given that the mean is estimated accurately, EM iterations may be tolerant to some error in the variance estimate. Some flexibility in this regards can also be gleaned from the results in [44] , where it is shown how different iteratively reweighted algorithms correspond to a different choice in the variance. However, we have not been able to prove rigorously that the GGAMP approximation will guarantee descent of the original cost function given in (3).
Nevertheless, our numerical experiments suggest that the GGAMP approximation has negligible effect on algorithm convergence and ability to recover sparse solutions. We select two experiments to illustrate the convergence behavior and demonstrate that the approximate variance estimates are sufficient to decrease SBL's cost function (3). In both experiments x is drawn from a Bernoulli-Gaussian distribution with a non-zero probability λ set to 0.2, and we set N = 1000 and M = 500. Fig. 2 shows a comparison between the original SBL and the GGAMP-SBL's cost functions at each EM iteration of the algorithms. A in Fig. 2a is i.i.d. -Gaussian, while in Fig. 2b it is a column correlated transformation matrix, which is constructed according to the description given in Section V, with correlation coefficient ρ = 0.9.
The cost functions in Fig. 2a and Fig. 2b show that, although we are using an approximate variance estimate to implement the M-step, the updates are decreasing the SBL's cost function at each iteration. As noted previously, it is not necessary for the M-step to provide the maximum cost function reduction, it is sufficient to provide some reduction in the cost function for the EM algorithm to be effective. The cost function plots confirm this principle, since GGAMP-SBL eventually reaches the same minimal value as the original EM-SBL. While the two numerical experiments do not provide a guarantee that the overall GGAMP-SBL algorithm will converge, they suggest that the performance of the GGAMP-SBL algorithm often matches that of the original EM-SBL algorithm, which is supported by the more extensive numerical results in Section V.
IV. GGAMP-TSBL FOR THE MMV PROBLEM
In this section, we apply the damped GAMP algorithm to the MMV empirical Bayesian approach to derive a low complexity algorithm for the MMV case as well. Since the GAMP algorithm was originally derived for the SMV case using an SMV factor graph [22] , extending it to the MMV case requires some more effort and requires going back to the factor graphs that are the basis of the GAMP algorithm, making some adjustments, and then utilizing the GAMP algorithm.
Once again we use an empirical Bayesian approach with a GSM model, and we focus on the ML estimate of γ. We assume a common sparsity profile between all measured vectors, and also account for the temporal correlation that might exist between the non-zero signal elements. Previous Bayesian algorithms that have shown good recovery performance for the MMV problem include extensions of the SMV SBL algorithm, such as MSBL [35] , TSBL and TMSBL [34] . MSBL is a straightforward extension of SMV SBL, where no temporal correlation between non-zero elements is assumed, while TSBL and TMSBL account for temporal correlation. Even though the TMSBL algorithm has lower complexity compared to the TSBL algorithm, the algorithm still has complexity of O(N M 2 ), which can limit its utility when the problem dimensions are large. Other AMP based Bayesian algorithms have achieved linear complexity in the problem dimensions, like AMP-MMV [37] . However AMP-MMV's robustness to generic A matrices is expected to be outperformed by an SBL based approach.
A. MMV Model and Factor Graph
The MMV model can be stated as: 
⊤ ..., y
⊤ ..., e
⊤ ] ⊤ and D(A) is a block-diagonal matrix constructed from T replicas of A.
The posterior distribution ofx is given by:
where
where a ⊤ m,. is the m th row of the matrix A. Similar to the previous work in [36] , [37] , [45] , we use an AR(1) process to model the correlation between x (t) n and x (t−1) n , i.e.,
n ; 0, γ n ), where β ∈ (−1, 1) is the temporal correlation coefficient and v (t) n ∼ N (0, γ n ). Following an empirical Bayesian approach similar to the one proposed for the SMV case, the hyperparameter vector γ is then learned from the measurements using the EM algorithm. The EM algorithm can also be used to learn the correlation coefficient β and the noise variance σ 2 . Based on these assumptions we use the sum-product algorithm [46] to construct the factor graph in Fig. 3 , and derive the MMV algorithm GGAMP-TSBL. In the MMV factor graph, the factors are g
B. GGAMP-TSBL Message Phases and Scheduling (E-Step)
Due to the similarities between the factor graph for each time frame of the MMV model and the factor graph of the SMV model, we will use the algorithm in Table I as a building block and extend it to the MMV case. We divide the message updates into three steps as shown in Fig. 4 .
For each time frame the "within" step in Fig. 4 is very similar to the SMV GAMP iteration, with the only difference being that each x (t) n is connected to the factor nodes f (t) n and f (t+1) n , while it is connected to one factor node in the SMV case. This difference is reflected in the calculation of the output function g x and therefore in finding the mean and variance estimates forx. The details of finding g x and therefore the update equations for τ s and s (t) are the same as (A3) and (A4) from 
Step) Table I , because an AWGN model is assumed for the noise. The second type of updates are passing messages forward in time from
n . And the final type of updates is passing messages backward in time from
n . The details for finding the "forward" and "backward" message passing steps are also shown in Appendix A. We schedule the messages by moving forward in time first, where we run the "forward" step starting at t = 1 all the way to t = T . We then perform the "within" step for all time frames, this step updates r (t) ,τ
r , x (t) and τ (t)
x that are needed for the "forward" and "backward" message passing steps. Finally we pass the messages backward in time using the "backward" step, starting at t = T and ending at t = 1. Based on this message schedule, the GAMP algorithm E-step computation is summarized in Table II. In Table II we use the unparenthesized superscript to indicate the iteration index, while the parenthesized superscript indicates the time frame index. Similar to Table I , K max is the maximum allowed number of GAMP iterations, ǫ gamp is the GAMP normalized tolerance parameter, I max is the maximum allowed number of EM iterations and ǫ em is the EM normalized tolerance parameter. In Table II all vector squares, divisions and multiplications are taken element wise.
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end for %end of t loop for t = 1 :
end for %end of t loop
end for %end of i loop The algorithm proposed can be considered an extension of the previously proposed AMP TSBL algorithm in [33] . The extension to GGAMP-TSBL includes removing the averaging of the matrix A in the derivation of the algorithm, and it includes introducing the same damping strategy used in the SMV case to improve convergence. The complexity of the GGAMP-TSBL algorithm is also dominated by the Estep which in turn is dominated by matrix multiplications by A, A ⊤ , S and S ⊤ , implying that the computational cost is O(M N ) flops per iteration per frame. Therefore the complexity of the proposed algorithm is O(T M N ) multiplied by the total number of GAMP algorithm iterations.
C. GGAMP-TSBL M-Step
Upon the convergence of the E-step, the M-step learns γ from the data by treating x as a hidden variable and then maximizing Ex |ȳ;γ i ,σ 2 ,β [log p(ȳ,x, γ; σ 2 , β)].
The derivation of γ i+1 n M-step update follows the same steps as the SMV case. The derivation is omitted here due to space limitation, and γ i+1 n update is given in (25) at the bottom of this page. We note here that the M-step γ learning rule in (25) is the same as the one derived in [36] . Both algorithms use the same AR(1) model for x (t) , but they differ in the implementation of the E-step. In the case that the correlation coefficient β or the noise variance σ 2 are unknown, the EM algorithm can be used to estimate their values as well.
V. NUMERICAL RESULTS
In this section we present a numerical study to illustrate the performance and complexity of the proposed GGAMP-SBL and GGAMP-TSBL algorithms. The performance and complexity were studied through two metrics. The first metric studies the ability of the algorithm to recover x, for which we use the normalized mean squared error NMSE in the SMV case:
and the time-averaged normalized mean squared error TNMSE in the MMV case:
The second metric studies the complexity of the algorithm by tracking the time the algorithm requires to compute the final estimatex. We measure the time in seconds. While the absolute runtime could vary if the same experiments were to be run on a different machine, the runtimes of the algorithms of interest in relationship to each other is a good estimate of the relative computational complexity. Several types of non-i.i.d.-Gaussian matrix were used to explore the robustness of the proposed algorithms relative to the standard SBL and TMSBL. The four different types of matrices are similar to the ones previously used in [26] and are described as follows:
-Column correlated matrices: The rows of A are independent zero-mean Gaussian Markov processes with the following correlation coefficient ρ = E{a ⊤ .,n a .,n+1 }/E{|a .,n | 2 }, where a .,n is the n th column of A. In the experiments the correlation coefficient ρ is used as the measure of deviation from the i.i.d.-Gaussian matrix.
-Low rank product matrices: We construct a rank deficient A by A = -Non-zero mean matrices: The elements of A are a m,n ∼ N (µ, 1 N ). The mean µ is used as a measure of deviation from the zero-mean i.i.d.-Gaussian matrix. It is worth noting that in the case of non-zero mean A, convergence of the GGAMP-SBL is not enhanced by damping but more by the mean removal procedure explained in [26] . We include it in the implementation of our algorithm, and we include it in the numerical results to make the study more inclusive of different types of generic A matrices. Although we have provided an estimation procedure, based on the EM algorithm, for the noise variance σ 2 in (13), in all experiments we assume that the noise variance σ 2 is known. We also found that the SBL algorithm does not necessarily have the best performance when the exact σ 2 is used, and in our case, it was empirically found that using an estimatê σ 2 = 3σ 2 yields better results. Thereforeσ 2 is used for SBL, TMSBL, GGAMP-SBL and GGAMP-TSBL throughout our experiments.
A. SMV GGAMP-SBL Numerical Results
In this section we compare the proposed SMV algorithm (GGAMP-SBL) against the original SBL and against two AMP algorithms that have shown improvement in robustness over the original AMP/GAMP, namely the SwAMP algorithm [27] and the MADGAMP algorithm [26] . As a performance benchmark, we use a lower bound on the achievable NMSE which is similar to the one in [26] . The bound is found using a "genie" that knows the support of the sparse vector x. Based on the known support,Ā is constructed from the columns of A corresponding to non-zero elements of x, and an MMSE solution usingĀ is computed.
In all SMV experiments, x had exactly K non-zero elements in random locations, and the nonzero entires were drawn independently from a zero-mean unit-variance Gaussian distribution. In accordance with the model (1), an AWGN channel was used with the SNR defined by:
1) Robustness to generic matrices at high SNR:
The first experiment investigates the robustness of the proposed algorithm to generic A matrices. It compares the algorithms of interest using the four types of matrices mentioned above, over a range of deviation from the i.i. increase the deviation over 11 steps. We monitor how much deviation the different algorithms can tolerate, before we start seeing significant performance degradation compared to the "genie" bound. The vector x was drawn from a BernoulliGaussian distribution with non-zero probability λ = 0.2, with N = 1000, M = 500 and SNR = 60dB.
The NMSE results in Fig. 5 show that the performance of GGAMP-SBL was able to match that of the original SBL even for A matrices with the most deviation from the i.i.d.-Gaussian case. Both algorithms nearly achieved the bound in most cases, with the exception when the matrix is low rank with a rank ratio less than 0.45 where both algorithms fail to achieve the bound. This supports the evidence we provided before for the convergence of the GGAMP-SBL algorithm, which predicted its ability to match the performance of the original SBL. As for other AMP implementations, despite the improvement in robustness they provide over traditional AMP/GAMP, they cannot guarantee convergence beyond a certain point, and their robustness is surpassed by GGAMP-SBL in most cases.
xn + β(|x The only exception is when A is non-zero mean, where the GGAMP-SBL and the MADGAMP algorithms share similar performance. This is due to the fact that both algorithms use mean removal to transform the problem into a zero-mean equivalent problem, which both algorithms can handle well. The complexity of the GGAMP-SBL algorithm is studied in Fig. 6 . The figure shows how the GGAMP-SBL was able to reduce the complexity compared to the original SBL implementation. It also shows that even when the algorithm is slowed down by heavier damping, the algorithm still has faster runtimes than the original SBL.
2) Robustness to generic matrices at lower SNR: In this experiment we examine the performance and complexity of the proposed algorithm at a lower SNR setting than the previous experiment. We lower the SNR to 30dB and collect the same data points as in the previous experiment. The results in Fig. 7 show that the performance of the GGAMP-SBL algorithm is still generally matching that of the original SBL algorithm with slight degradation. The MADGAMP algorithm provides slightly better performance than both SBL algorithms when the deviation from the i.i.d.-sub-Gaussian case is not too large. This can be due to the fact that we choose to run the MADGAMP algorithm with exact knowledge of the data 3) Performance and complexity versus problem dimensions: To show the effect of increasing the problem dimensions on the performance and complexity of the different algorithms, we plot the NMSE and runtime against N , while we keep an M/N ratio of 0.5, a K/N ratio of 0.2 and an SNR of 60dB. We run the experiment using column correlated matrices with ρ = 0.9.
As expected from previous experiments, Fig. 9a shows that only GGAMP-SBL and SBL algorithms can recover x when we use column correlated matrices with a correlation coefficient of ρ = 0.9. The comparison between the performance of SBL and GGAMP-SBL show almost identical NMSE. As problem dimensions grow, Fig. 9b shows that the difference in runtimes between the original SBL and GGAMP-SBL algorithms grows to become more significant, which suggests that the GGAMP-SBL is more practical for large size problems.
4) Performance versus undersampling ratio M/N :
In this section we examine the ability of the proposed algorithm to recover a sparse vector from undersampled measurements at different undersampling ratios M/N . In the below experiments we fix N at 1000 and vary M . We set the Bernoulli-Gaussian non-zero probability λ so that M/K has an average of three measurements for each non-zero component. We plot the NMSE versus the undersampling ratio M/N for i.i.d.-Gaussian matrices A and for column correlated A with ρ = 0.9. We run the experiments at SNR=60dB and at SNR=30dB. In Fig. 10 we find that for SNR=60dB and i.i.d.-Gaussian A, all algorithms meet the SKS bound when the undersampling ratio is larger than or equal to 0.25, while all algorithms fail to meet the bound at any ratio smaller than that. When A is column correlated, SBL and GGAMP-SBL are able to meet the SKS bound at M/N ≥ 0.3, while MADGAMP and SwAMP do not meet the bound even at M/N = 0.5. We also note the MADGAMP's NMSE slowly improves with increased underasampling ratio, while SwAMP's NMSE does not. At SNR=30dB, with i.i.d.-Gaussian A all algorithms are close to the SKS bound when the undersampling ratio is larger than 0.3. At M/N ≤ 0.3, SBL and GGAMP-SBL are slightly out- performed by MADGAMP, while SwAMP seems to have the best performance in this region. When A is column correlated, NMSE of SBL and GGAMP-SBL outperform the other two algorithms, and similar to the SNR=60dB case, MADGAMP's NMSE seems to slowly improve with increased undersampling ratio, while SwAMP's NMSE does not improve.
B. MMV GGAMP-TSBL Numerical Results
In this section, we present a numerical study to illustrate the performance and complexity of the proposed GGAMP-TSBL algorithm. Although the AMP MMV algorithm in [37] can be extended to incorporate damping, the current implementation of AMP MMV does not include damping and will diverge when used with the type of generic A matrices we are considering for our experiments. Therefore, we restrict the comparison of the performance and complexity of the GGAMP-TSBL algorithm to the TMSBL algorithm. We also compare the recovery performance against a lower bound on the achievable TNMSE by extending the support aware Kalman smoother (SKS) from [37] to include damping and hence be able to handle generic A matrices. The implementation of the smoother is straight forward, and is exactly the same as the E-step part in Table II, the columns corresponding to the non-zero elements in x (t) . An AWGN channel was also assumed in the case of MMV.
1) Robustness to generic matrices at high SNR:
The experiment investigates the robustness of the proposed algorithm by comparing it to the TMSBL and the support aware smoother. Once again we use the four types of matrices mentioned at the beginning of this section, over the same range of deviation from the i.i.d.-Gaussian case. For this experiment we set N = 1000, M = 500, λ = 0.2, SN R = 60dB and the temporal correlation coefficient β to 0.9. We choose a relatively high value for β to provide large deviation from the SMV case. This is due to the fact that the no correlation case is reduced to solving multiple SMV instances in the E-step, and then applying the M-step to update the hyperparameter vector γ, which is common across time frames [35] . The TNMSE results in Fig. 11 show that the performance of GGAMP-TSBL was able to match that of TMSBL in all cases and they both achieved the SKS bound. Once again Fig. 12 shows that the proposed GGAMP-TSBL was able to reduce the complexity compared to the TMSBL algorithm, even when damping was used. Although the complexity reduction does not seem to be significant for the selected problem size and SNR, we will see in the following experiments how this reduction becomes more significant as the problem size grows or as a lower SNR is used.
2) Robustness to generic matrices at lower SNR: The performance and complexity of the proposed algorithm are examined at a lower SNR setting than the previous experiment. We set the SNR to 30dB and collect the same data points collected as in the 60dB SNR case. Fig. 13 shows that the GGAMP-TSBL performance matches that of the TMSBL and almost achieves the bound in most cases. Similar to the previous cases, Fig. 14 shows that the complexity of GGAMP-TSBL is lower than that of TMSBL.
3) Performance and complexity versus problem dimension: To validate the claim that the proposed algorithm is more suited to deal with large scale problems we study the algorithms' performance and complexity against the signal dimension N . We keep an M/N ratio of 0.5, a K/N ratio of 0.2 and an SNR of 60dB. We run the experiment using column correlated matrices with ρ = 0.9. In addition, we set β to 0.9, high temporal correlation. In terms of performance, Fig. 15a shows that the proposed GGAMP-TSBL algorithm was able to match the performance of TMSBL. However, in terms of complexity, similar to the SMV case, Fig. 15b shows that the runtime difference becomes more significant as the problem 
VI. CONCLUSION
In this paper, we presented a GAMP based SBL algorithm for solving the sparse signal recovery problem. SBL uses sparsity promoting priors on x that admit a Gaussian scale mixture representation. Because of the Gaussian embedding offered by the GSM class of priors, we were able to leverage the Gaussian GAMP algorithm along with it's convergence guarantees given in [24] , when sufficient damping is used, to develop a reliable and fast algorithm. We numerically showed how this damped GGAMP implementation of the SBL algorithm also reduces the cost function of the original SBL approach. The algorithm was then extended to solve the MMV SSR problem in the case of generic A matrices and temporal correlation, using a similar GAMP based SBL approach. Numerical results show that both the SMV and MMV proposed algorithms were more robust to generic A matrices when compared to other AMP algorithms. In addition, numerical results also show the significant reduction in complexity the proposed algorithms offer over the original SBL and TMSBL algorithms, even when sufficient damping is used to slow down the updates to guarantee convergence. Therefore the proposed algorithms address the convergence limitations in AMP algorithms as well as the complexity challenges in traditional SBL algorithms, while retaining the positive attributes namely the robustness of SBL to generic A matrices, and the low complexity of message passing algorithms.
APPENDIX A DERIVATION OF GGAMP-TSBL UPDATES
A. The Within Step Updates
To make the factor graph for the within step in Fig. 4 exactly the same as the SMV factor graph we combine the product of the two messages incoming from f Combining these two messages reduces each time frame factor graph to an equivalent one to the SMV case with a modified prior on x (t) n of (26) . Applying the damped GAMP algorithm from [24] with p(x (t) n ) given in (26) :
. Using rules for Gaussian pdf multiplication and convolution we get the η (t) n and ψ (t) n updates given in Table II equations (E3) and (E4).
B. Forward Message Updates
C. Backward Message Updates
Using rules for Gaussian pdf multiplication and convolution we get the θ (t) n and φ (t) n updates given in Table II equations (E13) and (E14).
