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Abstract
Healthy infants in the age group of 9 to 20 weeks post term have a distinct movement
pattern called fidgety movements. The abscense of, or anomalies in these movements
are indications that the infant may suffer from Cerebral Palsy. Data from video clips
of infants have been extracted and used as features for classifying these movements as
normal or abnormal. An earlier project used the concept of motiongrams for extracting
the centroid of motion and quantity of motion of the image from each frame of the video
clips. This project attempts to improve the dataset by extracting the same features
using the concept of optical flow.
Using the classification methods that yielded the best results from the motiongram
project, the new dataset based on optical flow was constructed and tested for compari-
son. The image was as before divided into four quadrants with a circle of varying radius
in the middle. Tracking how the centroid of motion moved between the separated areas
of the image generated a transition probability matrix. By classifying on the entropy
and variance of this matrix, a sensitivity of 90,0% and a specificity of 94,6% was reached,
which was an improvement compared to the best classification result based on motion-
grams with a sensitivity of 90,0% and specificity of 86,6%. The overall performance of
both methods are around a sensitivity of 90% and a specificity of 70%.
Using motiongrams and optical flow to extract features from video data for classification
has turned out to be a promising approach for a simple and non-invasive objective tool
for diagnosing infants with Celebral Palsy. The movement information in an optical flow
field does however have a much higher potential for generating discriminative features
than just as the simple representation a centroid of motion actually is.
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11 Introduction
Today a large amount of training is needed for a clinician to learn the General Movement
Assessment method, which is a subjective observation method. Thus a more objective
assessment solution could be beneficial.
An earlier project [18] extracted features from an existing set of video data of infants
with and without the diagnosis Celebral Palsy using a rather simple approach. These
features were then classified with promising results, which indicated that the method
could be of assistance with diagnosing the infants.
The purpose of this project is to use a more advanced method based on optical flow
for extracting the same features of the video set as for the earlier project using mo-
tiongrams. A comparison of the two methods will then be assessed together with other
classification methods based on the new dataset.
Chapter 2 contains background material for the diagnosis Cerebral Palsy and the Gen-
eral Movement Assessment method. A short introduction to research attempts on infant
movement assessment, optical flow for human motion analysis and other relevant work
will also be given.
In Chapter 3, a short description of the video data set is provided, followed by the
theory of motiongrams which was used in the earlier project. Then the theory behind
optical flow is explained, along with a short explanation of Markov models.
Chapter 4 describes the methods for this thesis, starting with the preprocessing of the
video data. An explanation of how the dataset is aquired is given, followed by the fea-
ture extraction process and the filtering of the dataset. The chapter ends with a short
explanation of how the classification was performed.
The results of the comparison between the earlier project and this thesis are given in
Chapter 5, followed by a discussion of the results in Chapter 6.
2 1 INTRODUCTION
32 Background
This chapter provides the background on the subjects in matter for this project. The
related work is divided into the three sections. The first one deals with other projects
related to infant movement assessment. Optical flow used in human motion analysis is in
the second part, while other related work dealing with human motion analysis is found
in the last part. The chapter ends with a short summary of the related work.
2.1 Cerebral Palsy (CP)
Cerebral Palsy (CP) is defined as [29]:
Cerebral palsy is a general term referring to defects in motor function
or coordination resulting from several types of brain damage, which may
be caused by abnormal brain development or birth-related injury. [...] One
of the features of cerebral palsy is the presence of slow, writhing aimless
movements.
A study carried out in centers around Europe [15] shows that the prevalence of infants
with this condition is about 0.208%. It also shows that the incident rate is much higher
for infants born too early and especially for new-borns under 1500 grams. It is of great
importance to detect the condition and to treat the infants as early as possible, while
the infants experience with abnormal movements still are limited [9].
2.2 General Movement Assessment (GMA)
Infants have a repertoire of distinct movement patterns. One of these patterns emerges
and are observable especially when the infants are between 9 and 20 weeks old. The
infants’ movements are now of a fidgety character, and can be described as an ongoing
stream of small, circular, and elegant movements of neck, trunk, and limbs [27]. Abnor-
mal fidgety movements look like normal fidgety movements except that their amplitude,
speed and jerkiness are moderately or greatly exaggerated. Absent or abnormal quality
of this kind of movements is usually an indicator of a neurological impairment which
will manifest itself later in life.
H.F.R. Prechtl et. al. [27] have developed a method for observing the quality of these
fidgety movements called General Movement Assessment (GMA). This method has very
high specificity (96%) and sensitivity (95%) of its predictions and is therefore a solid
basis for the work in this project. The definition of sensitivity and specificity can be
found in Section 4.6.1. The method requires training of clinicians which observe the
infants and assess the general movements based on a global visual Gestalt perception
method as described by Konrad Lorenz [19]. The idea of this method is to assess the
infant’s movement based the general impression of the whole video, and not by focusing
on any details throughout the assessment.
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There are however indications that due to the experience needed, GMA is limited in
use in ordinary clinical practice because of the importance of maintaining the GMA
standards for the clinician, which over time can drift away without sufficient exercise
[1, 11]. This has led to the idea of computer-based analysis of general movements as a
supplement to verify the GMA results.
2.3 Related work
Much research has been done on the classification and recognition of human movements
in the area of video based tracking [24], but very few studies have focused on infants and
neurological impairment. A few notable experiments will be mentioned in this chapter.
2.3.1 Infant movement assessment
A factor which is common for most of the work in the field of infant movement as-
sessment is that they are not truly non-invasive and requires some sort of markers or
sensors on the infant in combination with the video camera(s). It may be argued that
this could disturb the infant and make it more difficult to capture the fidgety movements.
Meinecke et. al. [22] used reflective markers and seven infrared cameras to capture
the movements of infants in 3D. Using quadratic discriminant analysis on an optimal-
ized subset of the captured data, an overall detection rate of 73% was obtained.
Experiments with a model representing the body of an infant together with image seg-
mentation of video data was done by Milan Taticek in his bachelor thesis [32]. Due to the
lack of video data no substantial results are available, but the thesis shows a promising
approach to a solution. Anomalies in the video data can be ignored and removed from
the dataset by using the body model, and the resulting video is more robust for further
analysis.
ENIGMA (Enhanced interactive general movement assessment) [4] is a software tool
developed as a computer-based diagnosis support system for GMA. The purpose of this
project was to determine whether it is possible to model objective features from the in-
fant’s fidgety movements based on the knowledge of a general movement expert. Motion
data in terms of x-, y- and z-coordinates is captured from sensors placed on the infant’s
ankles, wrists, sternum and forehead. This data is linked with a video recording of the
infant. The ENIGMA project was performed at St. Olavs hospital in Trondheim in
relation with NTNU. The results from the report states that the project is an appro-
priate tool for GM experts knowledge elicitation and can provide a basis for detailed
discussions on the matter through visual notions.
Another project originating from the data captured here is an experiment regarding
the video data and the concept of motiongrams [1]. By extracting the quantity of move-
ment in the image together with the position of the centroid of motion in time and then
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calculating the statistical features of these data, the researchers attained a sensitivity of
81.5% and a specificity of 70.0% of diagnosing pasients with Cerebral Palsy.
Harald Kirkerød [18] used the same motiongram data in his term project. The video
image was divided into four quadrants with a circle of varying radius in the center. A
probability matrix was then generated for how the centroid of motion moved between
the separated areas. This matrix was then used as a feature for classification, reaching
a maximum result with a sensitivity of 90.0% and a of specificity 86,6% and an overall
solid performance. These results were the motivation for pursuing the work performed
in this master thesis.
Even though the work done by Andreas Berg [3] in his master thesis is not video based,
it is worth mentioning. Using dynamic models for classification of the movements of
infants, based on the same motion data as in the ENIGMA project, he reached a result
with a specificity of 90.91% and a sensitivity of 85.71%. Parsa Rahmanpour [28] confirms
that the fidgety movements in the head and arms are the most discriminating features
in his master thesis.
2.3.2 Optical flow in human motion analysis
Optical flow is the term for the velocity field generated by the relative motion between an
object and the video camera over time. Further details on optical flow will be provided
in chapter 3.3.
Nicolaos B. Karayiannis [16] used optical flow to extract data for detecting neonatal
seizures among infants based on video recordings . Motion strength signals produced by
regularized optical flow methods are able to capture and quantify the differences between
the rapid and jerky movements due to myoclonic seizures and the typically slower and
smoother movements not associated with seizures. This method was used in a system
for automated detection of the seizures [17], which reached a performance of over 95%
for both sensitivity and specificity.
Yacoob and Black [5] uses parameterized optical flow for tracking human motion. This
approach assumes an initial segmentation of the body into separate parts. Principle
component analysis and linear transformations were then employed to represent and rec-
ognize the different activities performed in the videos. The linear transformation made
it possible to recognize activities even when time scaling and time shift were encountered.
The Graz University of Technology have done a lot of research on optical flow. Werl-
berger [33] uses optical flow incorporating prior knowledge of an object’s shape for track-
ing with good results. Paier [26] constructs a framework for controlling video games using
only a web camera and his own hands. The most interesting work from this university
is however their work with optical flow calculation in real time by delegating the heavy
computation of the flow field to a powerful graphics processing unit [34].
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2.3.3 Other relevant work
Bobick and Davis [6] introduce temporal templates as a representation of human move-
ment. They construct a binary motion-energy image (MEI) which denotes where motion
has occured in the sequence, and then generate a motion-history image (MHI) which rep-
resents the recency of a motion in the sequence. Together they form a two component
version of a temporal template, which is a static vector-valued image where each point
is a function of the motion properties at the corresponding spatial location in an im-
age sequence. Using aerobics exercises as a test domain, these temporal templates are
matched against stored instances of views of known actions.
Bregler [8] describes a probabilistic decomposition of human dynamics with different
levels of abstractions using mixture models, expectation maximization (EM) algorithm,
recursive Kalman and Markov estimation. The technique is demonstrated by classi-
fying human gait categories such as walking, running and skipping in cluttered video
sequences, with promising results.
Several studies on movement classification have been performed with success using Hid-
den Markov models (HMM) [8, 23, 25]. Gaussian Mixture models (GMM) is a method
useful for classification of static patterns and HMM for sequential patterns.
2.4 Summary of related work
Optical flow has been used in human motion analysis for numerous projects. The major-
ity of the projects are however trying to identify simple and easily recognized movements
like walking, running and waving an arm. This is not the case for the work in this thesis.
It is here attempted to separate the normal and abnormal movements of infants in the
fidgety age based on a simplified representation of the data that optical flow provides.
The principal difference is that most of the other projects are having clear samples of the
movements they try to classify for comparison, whereas this thesis only deals with the
complex nature of the infants’ movements which only an GMA expert can truly assess
without any substantial comparison data. One exception is the work of Karayannis [17],
but in that project the focus was on the quantity of the motions, and not the quality as
is the case here.
73 Materials and theory
The earlier work in this field using the motiongram method [18] produced encouraging
results. Combined with the accessibility of an expert in the field, Annette Stahl, this was
the motivation for attempting to improve the results using optical flow as a preprocessor
for data acquisition for subsequent classification.
This chapter starts with a short description of the dataset used in this thesis. Then
a short introduction of the theory behind motiongrams and optical flow are given fol-
lowed by the motivation for using the optical flow method. Finally, a short introduction
to Markov models is given.
3.1 Video data of infants
Video recordings were performed on a study group of 82 infants, of which 15 are con-
firmed diagnosed with Cerebral Palsy [1]. Each infant was filmed one to five times
between the age of 10 to 18 weeks post term for a total of 1361 recordings, using a
stationary video camera (Sony DCR-PC100E) placed above the infant during active
wakefulness. The infants were wearing a diaper and a body lying in supine position on
a mattress. The recordings were edited by a trained GMA observer (Lars Adde) and
optimized for further analysis by omitting all movements due to sensor wire movements
or other disrupting movements.
Written consent was obtained from all parents, and the Regional Committee for Med-
ical Research Ethics and Norwegian Social Science Data Services approved the study.
The resulting videos are protected by the privacy protection laws of Norway2, and can
therefore only be accessed on a computer without any network connection. The hard
disk drive with the videos has to be locked in a safe place when not supervised.
3.2 Theory of motiongrams
The concept of motiongrams is based on the waveform displays and spectrograms from
the audio domain, from which the features in the audio material can be visualized. This
is the idea of Alexander Refsum Jensenius [14], who researched for a method for visual-
izing longer sequences of movements over time in his Ph.D. thesis.
A motion image is created by calculating the difference between consecutive frames
in a video. A motiongram is then made by reducing the M ×N matrix of the pixels of
a motion image into 1 × N and M × 1 matrices by calculating the mean value of the
colums and rows respectively. Placing these one pixel wide or tall vectors after each
1The total number of recordings used in [18] were 137, but the recording ’P063_T03’ was not available
for this project.
2This is why the pictures in this thesis of the infants have been saved in a bitmap format and not a
vector format to prevent the possibility of removing the censor mark anonymizing the infants.
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other chronologically gives running displays which make it possible to see the location
and level of movement in a video sequence over time. Figure 1 from [14] shows the
process of creating a motiongram. The data from the motiongrams are then used to
calculate the centroid of motion (CoM), which is the position of the centroid of the
total movement in a motion image.
Figure 1: Illustration of the creation of a motiongram. The running display shows the
movement of the centroid of motion over time. [14]
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3.3 Theory of optical flow
The main source for the following section where a short introduction of optical flow is
given, has been the Ph.D. thesis of Annette Stahl [30] together with the book Learning
OpenCV [7]. The paper from Tomer Amiaz [2] was used for the description of the coarse
to fine method.
Optical flow or image flow is defined as [13]:
Image flow is the velocity field in the image plane due to the motion of the
observer, the motion of objects in the scene, or apparent motion which is a
change in the image intensity between frames that mimics object or observer
motion.
Stahl [30] defines it further as a 2D velocity field that describes the intensity changes
between images. The following paragraphs are cited from Stahl [30] with some minor
modifications.
An image sequence is represented by a real valued image intensity function I(x, t) that
is continous in space and time. The variable x = (x1, x2) denotes the location within a
rectangular image domain Ω, and t ∈ [0, T ] labels the corresponding frame at time t.
A link is created between apparent motion and the corresponding intensity variation.
The most frequent assumption within these approaches is that the observed intensity
I is conserved over time. This means that the intensity at position (x1, x2) at time t
will be the same as the intensity at time t + ∆t at position (x1 + ∆x1, x2 + ∆x2) for a
small ∆t. Using the intensity function I (x1, x2, t) along with u1 (x1, x2) and u2 (x1, x2),
which are the two components of the optical flow vector u = (u1, u2)T , this results in
the equation
I (x1 + u1∆t, x2 + u2∆t, t+ ∆t) = I (x1, x2, t) (1)
where ∆x1 = u1∆t and ∆x2 = u2∆t.
Assuming that the brightness varies smoothly over time the term on the left hand side
of equation (1) can be approximated by a first-order Taylor expansion at the point
(x1, x2, t)
I (x1, x2, t) + ∆tu1∂x1I + ∆tu2∂x2I + ∆t∂tI +Θ
(
∆x21,∆x22,∆t2
)
= I (x1, x2, t) (2)
Dividing by ∆t and dropping the higher-order terms Θ
(
∆x21,∆x22,∆t2
)
for ∆t→ 0, we
obtain the linearised constraint
∂tI + u · ∇I = 0. (3)
This differential equation is well-known in the literature as the Brightness Change Con-
straint Equation (BCCE) or Optical Flow Constraint Equation (OFCE) and was intro-
duced by Horn and Schunck [12]. As the name suggests, Equation (3) represents a
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constraint on the optical flow components u1 and u2 which requires that the intensity of
an object point stays constant along its motion trajectory. Consequently, this equation
is a useful approximation for image sequences where the displacements are small, the
grey value at a certain position is not influenced by global illumination changes, and
where no occlusion occurs in the image sequence.
In order to deal with larger displacements, one can use a hierarchical multiresolution
approach which computes the optical flow - using a coarse to fine strategy - at each
resolution level. This deals with the problem that, depending on the spatial image fre-
quency, very large motions may cause aliasing along the time frequency axis. The coarse
to fine approach estimates the flow in an image pyramid, where the apex is the original
image at a coarse scale. The levels beneath it are warped representations of the images
based on the flow estimated at the preceding scale. This ensures that the small motion
assumption of the optical flow constraint of Equation (3) remains valid.
The downscaling in the coarser images makes sure that movements in the image are
between two consecutive pixels, which is a demand to make the algorithm work. It is
possible to make the image even coarser to ensure that all movements falls within the two
pixel range, but that causes a more heavy computation. If a movement is so large that
it surpasses the two pixel range it will cause a faulty flow field for the entire image pair
used, as a result of a global optimalization term. In this thesis, four steps of downscaling
was used in the algorithm. Its performance will be assessed in Section 4.4.2.
3.3.1 Global and local approaches to optical flow
Global approaches are also known as dense optical flow approaches, and this is the case
when the optical flow problem is solved over the whole image domain. A velocity is
associated with every pixel in an image, calculated from the distance a pixel has moved
between two consecutive frames. Horn and Schunck [12] introduced one of the first
methods of this approach, and is still regarded as one of the best performers for motion
estimation [21].
Local approaches determine the flow at a specific pixel position x = (x1, x2)T by us-
ing only the image information in the local neighbourhood. This is also known as sparse
optical flow, and the main approach is to detect beforehand a subset of points that are
to be tracked in the image sequence. The computational cost is much less for the local
approach in comparison to the global approach. Lucas and Kanade [20] created a well
known algorithm for this approach.
Since the main objective of this thesis is to use optical flow as a preprocessor to produce
data that can be compared to the earlier results based on motiongrams, it is natural
to choose the global approach in this matter. The global approach will produce an op-
timized flow field of the total picture, whereas the local approach is more suitable for
tracking purposes.
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3.3.2 Incorporating Burgers equation in optical flow
While the earlier mentioned theory represents a static viewpoint to image motion pro-
cessing, Stahl [30] introduces a dynamical one by incorporating Burgers equation as a
regularisation term, and summarizes this approach the following way in her thesis:
Our dynamic image motion approach combines variational motion esti-
mation with motion prediction through a transport process based on the
Burgers equation as new physical prior exploiting the knowledge that mov-
ing structures should exhibit some inertia, meaning that velocities are not
expected to change.
The inertia of a moving structure in the image sequence is calculated from prior images
and then predicted for future images in a sliding window manner. A deviation from
the prediction motion velocity is penalized in the regularisation term. This results in a
more robust tracking of the moving object which is less vulnerable to anomalies in the
images or movements. The approach is well illustrated in Figure 2, where you can see
the calculated inertia of the moving object expects it to continue to the right. A sudden
change of direction makes the velocity flow field continue to the right while the object
is going down, but it quickly catches up with the movement in the last frame when it is
clear that the movement change was valid.
This approach produces more accurate flow fields than Horn and Schunck and deals
with significant noise levels in an improved manner, compared to the traditional ap-
proaches. Another advantage with this approach is that it is capable - up to a certain
degree - to deal with occlusions. It can also give a robust representation of the rotation
of the object. Based on the nature of infants’ movements, these are desirable features to
look more into for movement classification.
Figure 3 shows a plot of the optical flow field with and without the Burgers equa-
tion. The difference is subtle, but the vectors overlaying the object in motion is more
exaggerated due to the extra term added by the Burgers equation optimalization.
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Figure 2: A moving object which abruptly changes the moving direction, as indicated
by the large arrows. The figure illustrates the influence of the inertia of a fictive fluid
which is trying to track the apparent image motion. [31]
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(a) With Burgers equation (b) Without Burgers equation
Figure 3: A visualization of the optical flow field with and without the Burgers equation.
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3.4 Motivation for using optical flow
Both motiongrams and optical flow fields give a representation of the amount of move-
ment from one frame to the next. The difference is that while the motiongram only
detects how much the intensity of the pixels in their fixed places have changed, the op-
tical flow field tells where the object with a certain intensity in the image has moved
and at what speed. This led to the idea that using optical flow as the data preproces-
sor instead of motiongrams could provide a more robust and correct calculation of the
centroid of motion.
3.5 Theory of Markov models
A Markov model (MM) is a statistical model with a number of observable states. The
model may change or retain its state according to its probability distribution. The
resulting sequence for the Markov model can then be used in classification. Further
details on Markov models may be found in the book Pattern Classification [10].
15
4 Methods
In this chapter, a summary of the different processing steps the videos went through as
preparation for the data extraction algorithm is given. How the optical flow fields were
generated follows next. Then the methods for extracting the features and filtering the
dataset is explained. The chapter ends with details about the simplified version of the
Burgers equation and how the classification were done.
4.1 Preprocessing the video data
The videos were prepared for the optical flow algorithm through the following steps.
• Each video was first deinterlaced and each frame was extracted into an image file
of the PNG format (Portable Network Graphics).
• Each image were then scaled down from 720 x 576 pixels to 320 x 288 pixels
to reduce the computation time for the algorithm. This was assessed to be a
reasonable downscaling without losing important image information.
• The images were reduced further by cropping each image to only include the area
inside the infant trolley. This was also a solution for placing all the different infants
in a satisfactory equal position within the images.
• Lastly, the images were converted into the grayscale PGM format (Portable Graymap
Format), since the optical flow algorithm only examines the intensity in the pic-
tures and not the colors.
Figure 4 shows the difference of an image before and after this process. The resulting
number of images was about 5000 per recording.
4.2 Generating optical flow fields
There are a lot of optical flow approaches out there, many of which that may be better
suited for this matter. The decision of using the chosen algorithm was taken due to
the prior knowledge of its robust performance and the convenience of having its creator
available for assistance. The algorithm is developed by Annette Stahl [30] for her Ph.D.
thesis, and it is based on the Horn and Schunck method [12]. It is a part of a software
package licensed by the Ruprecht Karl University of Heidelberg.
After all the video data were preprocessed, the software was installed on two computers
and initiated. Since each computer had a dual core processor (Intel Core 2 Duo), two
instances of the algorithm were started on each of them. The computation time of opti-
cal flow fields took about 2 weeks in total with the designated hardware. This resulted
in 923 GB of data, including the preprocessed image files. This was however without
the optimalization incorporating Burgers equation. Unfortunately, due to the complex
nature of the algorithm using Burgers equation and the time limitation of this project,
16 4 METHODS
Figure 4: To the left is a frame extracted from the video file. To the right is the same
frame after the preprocessing, which was used in the algorithm.
it was not possible to compute flow fields using this approach for all the infants in the
data set. Our calculations showed that it would have taken 10-12 weeks of computation
time with the hardware setup available, so this was skipped. It should be mentioned
that the algorithm has not been optimalized in terms of computation time, so it may be
possible that it could be improved and with that run much faster.
Optical flow fields with Burgers equation were however computed for four videos, where
two of them are of infants diagnosed as healthy and the other two with Cerebral Palsy.
This resulted in a total of 85 GB of data.
4.3 Feature extraction from the dataset
The algorithm reads two consecutive images and generates two matrices U and V for the
optical flow field, where U consists of the horizontal components of the velocity vector
for each pixel, and V consists of the vertical components. When the Burgers equation is
included in the algorithm, two additional matrices are generated containing horizontal
and vertical vector components for the fictive force field of the movement. These two
matrices are then added to the corresponding velocity field matrices to create the robust
optical flow field the Stahl principle offers.
4.3.1 Calculation of features
The centroid of motion (CoM) for each video is found in the following way. By first
calculating the absolute value of the vectors in the optical flow field, the scalar for each
4.4 Filtering the dataset 17
pixel becomes a positive value for the amount of movement in that particular pixel
instead of the horizontal or vertical component of the vector:
A =
√
U2 + V 2 (4)
where A is the resulting matrix containing the length of each pixel’s velocity vector.
The CoM for each axis, x and y, are found by calculating the mean horizontally and
vertically, resulting in one 1× n vector and one n× 1 vector respectively for the x-axis
and the y-axis. The CoM is then found for each direction by using equation 5.
x¯ =
∑n
i=1mixi∑n
i=1mi
(5)
where mi is the amount of movement and xi is the pixel position in the vector.
The value of quantity of motion (QoM) for each frame is calculated by taking the total
sum of A. The values for the polar coordinates are calculated with the function atan2
in Matlab and equation 6
r =
√
(CoMx − xc)2 + (CoMy − yc)2 (6)
where (xc, yc) is the center of the image.
4.4 Filtering the dataset
An examination of the calculated matrices discovered that also the pixels that did not
have any apparent movement were still giving a significant contribution to the optical
flow field. Small artifacts due to the image compression, flickering in of the video record-
ing, small variations in the light or tiny movements of the underlay in the trolley can
be the reasons for this. The examination showed that these pixels normally had values
within the range of 0 to 0.5, while the pixels with actual movement reached values up
to 10. Two functions imitating high-pass filters were designed to minimize the values
within the range considered as noise, while leaving the higher values as they were. The
lower values were only dampened and not removed. This was because of the situations
where there are no or little movement by the infant, which still can contain valuable
information .
The functions as seen in equations (7) and (8) are designed so that all values below
the corresponding threshold values, namely 1 and 2, are dampened by the function. All
values above the threshold values remain the same. The output of the functions are
illustrated in Figure 5. Both functions were used for the computation of features and it
will be specified in the later results which one that has been used.
Aij1 =
{
1
e10(1−Aij) Aij < 1
A A ≥ 1 (7)
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Aij2 =
{ 2
e5(2−Aij)
Aij < 2
A A ≥ 2 (8)
The signals will through the rest of the thesis be denoted with subscripts, e.g. QoMu
for the unfiltered signal, QoM1 for the signal filtered with 1 as the threshold value and
QoM2 for the signal filtered with a threshold value of 2.
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Figure 5: The images show the output produced by the filtering functions, Equation (7)
to the left and Equation (8) to the right.
4.4.1 The effect of filtering the data
The result of the filtering of data are illustrated in Figure 6, which is a plot of the QoM
through 99 frames of a video. The red line shows QoM1 which follows the trajectory of
QoMu, the blue line, quite accurately. It is a bit softer around the edges, but overall it
removes the noise without disturbing the original behaviour too much. The green line,
QoM2, both removes the noise and dampens the amplitudes quite noticably.
The filtering effect on the CoM is plotted in Figure 7 and shows the section of an
image containing the CoM for 99 frames. Filtering the lower range of the signal am-
plifies the CoM substantially and it is easy to see the similar trajectory of the different
signals. The CoM1 resembles a smooth amplification of CoMu, while the CoM2 has a
higher amplification, but a more jerky behaviour.
A visualization of the filtering effect can be seen in Figure 8. In Figure 8(a) the contours
of the infant are clearly visible together with the earlier mentioned noise. In Figure 8(b),
the noise is minimized, but the movement in the lower part of the body and the left arm
are preserved. Figure 8(c) has only preserved the larger movement of the infant’s legs.
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Figure 6: A plot of the QoMs for the different datasets, which clearly shows the differ-
ences after the filterings.
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Figure 7: A plot of the CoM for the different datasets. The plot has been cropped
around the area containing the CoMs.
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Figure 8: A visualization of the filtering effect. The colors of the image are the values
of the movement in each pixel.
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Reason for removal Average number of rows removed
NaN 42.6
Too large QoM 35.4
Only zeros 75.5
Table 1: The average number of rows removed from each patient due to the different
faulty results of the algorithm.
4.4.2 Post-processing the computed features
The algorithm does not manage to compute the optical flow fields for absolutely every
pair of frames in the videos. One reason is that the coarse to fine method is limited to
four steps as a restriction of the computation time. If a too large movement happens
from one frame to another which the algorithm cannot detect, it will return a not-a-
number value (NaN). Other occurences of faulty optical flow fields have very high values
or 0 for the QoM , most likely due to errors with a few frames of the video recording.
These faulty fields had to be removed from the dataset, and it was done after calcu-
lating the features of the dataset. First the rows of each recording which contained
NaNs, secondly the rows with too large values of QoM and at last the rows of only
zeros were removed. The rows with too large values of QoM were detected by checking
if the QoM is larger than for an optical flow field consisting of only very high velocity
vectors, i.e. a flow field where all values are greater than 10. The average number of rows
removed for all the recordings can be seen in Table 1. These numbers were considered
as negligible for the overall results.
The features were at last normalized by dividing the features on the height, width and
area of each image, resulting in positions between 0 and 1 for the CoM for each picture.
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4.5 Simplified version of the Burgers equation
The inviscid Burgers equation is defined as
D
Dt
u = ∂u
∂v
+ (u · ∇)u = 0, u(x, 0) = u0 (9)
Because of the problem with the computation time of the optical flow algorithm incorpo-
rating this equation, a simplified version was implemented. The nonlinear term (u ·∇)u,
which is the inertia term of the transport process in Equation (9), was omitted. This was
the term which increased the complexity of finding a numerical solution of Equation (9).
By removing this term the result is a simple temporal differentiation of two consecutive
optical flow fields, without the spatial differentiation that the term contributes to.
The feature from this calculation is a simple approximation of the quantity of movement
change (QoMC) between two video frames. It is found by subtracting the horizontal
vector component matrix Ui with the former one Ui−1, and the same for the vertical
vector component matrix Vi and Vi−1. The vector length of each pixel in the resulting
matrices are then calculated as for the calculation of the CoM in Equation (4). The
QoMC is at last found by finding the total sum of the matrix. This was performed for
all three datasets.
A plot of the comparison for the different versions of the QoMC can be seen in Figure
9. The simplified versions follow the versions using Burgers equation quite accurately
for all three datasets, which means that the simplified version is a decent alternative
when there is a demand for a short computation time. The accuracy of the version using
Burgers equation is however not reprodusable with the simplified method as illustrated
in Figure 10, where the fictive force field from the Burgers equation is plotted on the left
versus the simplified version on the right. These illustrations show that while the simpli-
fied version represents a satisfactorily quantitative alternative to the advanced version
using Burgers equation, the accuracy are not comparable nor usable for a more robust
movement tracking purpose.
The idea of exploring features in the limbs and the head of the infant let to the so-
lution of summing up the QoMC for separate parts of the image. A high value for one
of the areas would then represent a large change in the movement of a limb or the head,
e.g. a kick with the left leg. Five areas were defined as illustrated in Figure 11. The
size of each area is calculated relative to the size of the image, since there were minor
differences of the cropped images for the different videos.
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Figure 9: A quantivative analysis of the simplified version versus the Burgers equation
version. The QoMCs from the simplified version follow the more advanced version quite
accurately.
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Figure 10: A qualitative illustration of the simplified version versus the Burgers equation
version. Here it is clear that the accuracy of the simplified version are not up to par
with the advanced version.
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Figure 11: The areas of the division of the image for each infant.
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4.6 Classification
Since the main purpose of this project is to compare the optical flow method against the
motiongram method, a short recapitulation of the classification definitions and methods
are provided here. The following sections are therefore cited from Kirkerød [18] with
minor modifications.
4.6.1 Definition of sensitivity, specificity and Youden’s index
Sensitivity (SE) and specificity (SP) are both indicators of how well a binary classificator
is performing. The sensitivity yields the probability for a positive result, given that the
condition is indeed positive. The specificity yields the probability for a negative result,
given that the condition is indeed negative. In this case, a positive condition means
that the patient is diagnosed with Cerebral Palsy. The sensitivity is the most important
result for this project, since it indicates that the patient probably has the diagnose CP.
During classification there are 4 situations that can occur:
1. True Positive (TP): Positive condition and positive result
2. False Negative (FN): Positive condition and negative result
3. False Positive (FP): Negative condition and positive result
4. True Negative (TN): Negative condition and negative result
The calculations of these measurments are performed as follows:
Sensitivity = TP
TP + FN (10)
Specificity = TN
TN + FP (11)
Youden’s index is a rating of the performance of a diagnostic test. The result is a
good indicator, but it does not reveal problems in the sensitivity or the specificity. The
maximum value is 1 and minimum is -1.
Youden’s index = Sensitivity + Spesificity− 1 (12)
4.6.2 How the classification was implemented
Classification was performed with the function classify in the Statistics toolbox of Matlab.
This function allows specification of the type of discriminant function for classification,
and all five of which have been evaluated where possible. The five different discriminants
are:
1. Linear (LD)
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2. Linear with diagonal covariance matrix estimate (LDC)
3. Quadratic (QD)
4. Quadratic with diagonal covariance matrix estimate (QDC)
5. Mahalanobis distances with stratified covariance estimates (MDD)
The abbreviations in parenteses behind each discriminant is how they will be identified
throughout the report.
4.6.3 Classification based on Markov models and the normalized matrix
The following section is cited with some modifications from the term project of Kirkerød
[18]. This is to be considered a short explanation of the technique used to generate the
results using motiongrams that this thesis tries to improve using optical flow. Closer
details on this subject is found in his report which is available on the enclosed cd, see
Appendix C.
The movement of the CoM was tracked through different states of the image. A simple
geometrical division of the image was performed to form the areas. Four quadrants make
up areas 1 to 4 while the center circle is area 5, which are also the states of the Markov
model. By classifying on a variable radius of the center circle different results were
reached. The radius is given with a value ranging between 0 and 1, where for instance
0.30 is equivalent to 30% of the total image width. This division is illustrated in Figure
12.
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Figure 12: An illustration of the manually created areas. State 5 is the center circle,
here with a radius of 0.30.
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The probability for a transition changing from one of the n states to another or to
itself is defined in a n × n transition matrix for Markov models. Each row contains
the probability for the state i changing to state j, where i, j = 1 . . . n. The rows are
normalized, which makes the sum of the values in each row equal to 1.
A transition matrix where the total sum of the matrix is equal to 1 is also tested. The
total matrix is normalized and will henceforth be referred to as the normalized matrix
(NM) to separate it from the Markov matrix (MM) . This was done to study the total
probabilities of the transitions in the system.
4.6.4 Division of patients for training and testing the classificator
Basically the same training set and test set as in [18] has been used for the classification
in the experiments for this thesis. Approximately 2/3 of the set was used for training
and 1/3 for testing. It was also made sure that no patient occurs in both groups. Table
2 shows the distribution of the dataset.
Set / Diagnose Normal Abnormal Total
Training set 73 16 89
Test set 37 10 47
Total 110 26 136
Table 2: The training set and test set for the classification.
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5 Results
This chapter begins with a comparison of the results based on motiongrams versus optical
flow. The last part includes the new attempts of classification using the features from
the simplified version of Burgers equation described in Section 4.5.
5.1 Comparison to term project
Each classification attempt begins with a look at the results based on motiongrams.
Then the new results from the optical flow data is presented, first the dataset filtered
with a threshold value of 1 (Data1) and second the dataset filtered with a threshold value
of 2 (Data2). The unfiltered dataset were left out of the feature extraction algorithm due
to low expectation of its performance and is therefore not represented in these results.
In retrospect it should maybe have been included for the matter of comparison, but
unfortunately time did not suffice.
The entropy and variance of the normalized matrices
Entropy is a measurement for the degree of chaos in a system, see Appendix A for the
formula used for its calculation. Classifying with respect to the entropy and variance
of the normalized matrix yielded the best result in the motiongram project. As seen in
Figure 13, the best result was an SE of 90,0% and an SP of 86,6% at radius 0.22 using
QDC as the discriminant function of the classifier. The robustness is however not so
reliable with steep inclinations on both sides of the best result.
Using Data1 for the same classification reached an SE of 90,0% and an SP of 73,0%
using QD at radius 0.52. Figure 14 shows that the accuracy of the classification is
increasing up to radius 0.58, followed by a huge decline. This makes the robustness
questionable, even if there is a decent platform for the QD before the decrease.
Figure 15 shows the results using the dataset Data2. The peak of MDD at radius
0.52 is the best result with an SE of 90,0% and an SP of 94,6%, but it is apparent that
the steep inclinations on both sides reveals the robustness of this classification. The LD
does however sustain a platform between radius 49 and 56 around an average SE of 90%
and SP of 70%, but also with steep ramps on both sides.
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Figure 13: Classification results for the entropy and variance of the normalized matrix
from the motiongram project.
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Figure 14: Classification results for the entropy and variance of the normalized matrix
using Data1.
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Figure 15: Classification results for the entropy and variance of the normalized matrix
using Data2.
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The mean and variance of the normalized matrix
Classifying using the mean and variance of the normalized matrix produced a robust
result in the motiongram project, as seen in Figure 16. Around the radius 0.28 there
is a wide platform where the SE and SP averages about 90% and 70% for the best dis-
criminant function.
Figure 16: Classification results for the mean and variance of the normalized matrix
from the motiongram project.
Figure 17 clearly shows that the dataset Data1 is not close to reproduce the robust
results of this classification as for the motiongram project. The peak of QDC at radius
0.54 does produce an SE of 80,0% and an SP of 78,4%, but should be considered as a
wild point when studying the surrounding values.
The result of the classification using dataset Data2 is quite similar to the former one
as seen in Figure 18, with a large peak at radius 0.54 with an SE of 90,0% and an SP
of 81,1% using LDC. Unfortunately, it does also have the steep ramps as the former,
making it a weak result.
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Figure 17: Classification results for the mean and variance of the normalized matrix
using Data1.
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Figure 18: Classification results for the mean and variance of the normalized matrix
using Data2.
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The entropy of the normalized matrix
For the motiongram project, the classification based solely on the entropy of the nor-
malization matrix produced a decent result as shown in Figure 19. With an SE and SP
around 85% and 68% about a wide platform surrounding the radius of 0.30, it is a fairly
robust classification of just one single feature. The results using LD and LDC are the
same, this is also the case for QD and QDC, which explains why the figures only shows
3 graphs.
Figure 19: Classification results for the entropy of the normalized matrix from the
motiongram project.
The dataset Data1 did not perfom as well as the motiongram classificator as seen in
Figure 20, but the dataset Data2 reaches an SE of 80,0% and an SP of 83,8% using LD
and LDC for radius 0.56. It is however not more robust than the earlier results as a
peak with steep inclinations around the best result, as Figure 21 shows.
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Figure 20: Classification results for the entropy of the normalized matrix using Data1.
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Figure 21: Classification results for the entropy of the normalized matrix using Data2.
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The mean and variance of the Markov matrix
Classifying on the real Markov matrix did not produce good results in the motiongram
project, as seen in figure 22. The plot has a peak for LDC reaching an SE of 90,0% and
an SP of 76,3%, but with steep ramps around it and an overall poor performance.
Figure 22: Classification results for the entropy and variance of the Markov matrix from
the motiongram project.
Again, the dataset Data1 has a poor performance seen in figure 23, but for Data2
in Figure 24 the performance is decent with a platform between radius 0.52 and 0.57,
although it is a bit jagged. The platform has steep inclinations on the sides, but the
best result reaches an SE of 100% and an SP of 75,7% using LDC in radius 0.57.
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Figure 23: Classification results for the entropy of the normalized matrix using Data1.
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Figure 24: Classification results for the entropy of the normalized matrix using Data2.
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5.2 Other results
Evaluating the discrimination of the CoM radius
A few attempts of classifying using other features were attempted. A histogram of ten
bars for the distance from the center of the image to the CoMs’ positions were plotted
for each of the recordings. The idea was that the CoMs for an abnormal infant has
either no movement or large movements due to the abnormal fidgety movements. This
may result in a histogram with two peaks, one for short radiuses and one for longer
radiuses. Normal infants would then have only one peak in the middle as a result of its
ongoing stream of movements. Figure 25 gives an example of an abnormal infant on the
left and normal infant on the right, which illustrated the idea of this classification. Plots
for all the recordings can be found on the enclosed cd, see Appendix C.
(a) Filtered1 (b) Filtered2
Figure 25: A visualization of the filtering effect. The colors of the image are the values
of the movement in each pixel.
The classification was then implemented by a binary classification to evaluate the perfor-
mance of this approach. The datafield of the radius was divided into a variable number
of colums ranging from 4 to 20. Classification was performed for each of the values in
the range. A plot of results using Data1 as the source is shown in Figure 26, which gave
the best result of the two datasets. Through the range from 10 to 14 histogram columns
the QD discriminator produces an SE of 80,0% and an SP of 62,2%. The result is not so
robust, but it shows that there is a certain discrimination between normal and abnormal
infants on this matter.
Classifying on features from the simplified version
Classification using the values of the simplified version for classification was given a few
attempts. They did however not produce any results of significance. Classifying the
mean and varians of the QoMC1 and QOMC2 with the same classification framework
as the other results in this thesis did not manage to discriminate the two groups with
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Figure 26: Classification results for the entropy of the normalized matrix using Data1.
an SE of 100% and an SP of 0%, and the time restriction did not allow the construction
of a more fitting framework for these features.
5.3 Result tables
Tables 3 and 4 shows the most significant results from the motiongram method and the
optical flow method.
Classification features SE SP Disc. func. Radius Robustness
Mean and variance of NM 100,0 % 73,3 % QD 0,24 High
Entropy of NM 90,0 % 76,3 % LD and LDC 0,25 Medium
Entropy and variance of the
NM
90,0 % 86,6 % QDC 0,22 Low
Entropy and variance of the
MM
90,0 % 76,3 % LDC 0,27 Low
Mean and variance of the MM 90,0 % 76,3 % LDC 0,26 Low
Table 3: A table of the results from the classification using Markov models and the
normalized matrix from the motiongram project. NM is short for the normalized matrix,
MM for Markov matrix.
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Classification fea-
tures
SE SP Disc. func. Radius Dataset Robustness
Mean and variance of
NM
90,0 % 81,1 % LDC 0,54 Data2 Low
Entropy of NM 80,0 % 83,8 % LD and LDC 0,56 Data2 Medium
Entropy and vari-
ance of the NM
90,0 % 94,6 % MDD 0,52 Data2 Medium
Entropy and vari-
ance of the MM
90,0 % 76,3 % LDC 0,27 Data2 Low
Mean and variance of
the MM
100,0 % 75,7 % LDC 0,57 Data2 Low
Table 4: A table of the results from the classification using Markov models and the
normalized matrix from the optical flow project. NM is short for the normalized matrix,
MM for Markov matrix.
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6 Discussion
In the previous chapter we saw that the best result based on the optical flow method
reached a better result than with the motiongram method, reaching an SE of 90,0%
and an SP of 94,6% when classifying . The best result of the motiongram method was
an SE of 90,0% and an SP of 86,6%. Both these results should however be treated
as indicators that there are features of the CoM that can yield a high discrimination
between the movement of abnormal and normal infants, and not as a measure of the
overall performance of the two methods.
The dataset Data2 reached decent results with an SE of 90% or 80% and an SP of
70% and 80% correspondingly for a platform around the radius of 0.55 for all the four
classifications in Section 5.1. This is approximately the same result that was considered
as robust in the motiongram project, except that the inclinations enclosing the platforms
are much steeper and higher for the optical flow method, as seen in the figures of the
results.
The radiuses which provide the best results are on the other hand quite different. For the
motiongrams the best results were about radius 0.25, whereas the optical flow method
had its best results about radius 0.55. This means that the center area of Figure 12 in
Section 4.6.3 covers almost the whole figure, and hence only a small area in each corner
constitutes the difference between normal and abnormal movement for the optical flow
method. Plotting the CoM for each recording, see Appendix C, does however not reveal
any clear distinction between the normal and abnormal movements for the naked eye.
It is worth noting that the dataset Data2 which seemed to have lost some of the move-
ment information during the filtering performed much better than the dataset Data1,
which resembled the trajectory of the unfiltered data quite accurately. The performance
difference does hovewer seem logical as Data2 will have a quicker and abrupt move-
ment of its CoM than Data1 because of the remaining noise in the latter dataset which
contributes to a more soft and sluggish behavior of its CoM .
6.1 Further work
There are still features to explore regarding the nature of the centroid of motion for clas-
sification of infant movements. A diamond shaped center area could account for sharper
passages to the outer states which could produce a more robust transition matrix. The
frequency of the centroid of motion’s movement could also yield interesting results. It
is however a very simplified representation of the total movement information in an im-
age, so it raises the question of how good discrimination between normal and abnormal
infant movement it actually can produce. While it still is an interesting feature worth
researching more, it can also be beneficial to consider other approaches to the problem.
The optical flow fields provides several other features which can be worth looking into.
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The Burgers equation and to a certain degree the simplified version proposed in this
thesis provides a measure of movement change in the picture, which can be considered
as a fictive force field. Data for the simplified version, both for the total flow field and
the separated areas described in Section 4.5, was calculated and can be found on the
enclosed dataset, see Appendix C. The time limitation did unfortunately not allow a
proper pursuation of the potential information of these data.
Another feature that could be worth a study is the ability of the optical flow field
to detect rotation. If all the vectors overlaying a moving object points in the same direc-
tion, it means that the movement is a homogenous translation of the moving object as
seen from above. But if the vector field is circular or more chaotic, it could account for
a rotation or another complex movement of the moving object. This could be used in a
system where first the different movements in a video frame are detected, and then later
assessed as complex or simple movements based on the complexity of the overlaying vec-
tor fields. Knowing that the normal fidgety movements are considered as small, circular
and elegant movements, while the abnormal fidgety movements to a certain extent do
not have these features, it could be an interesting discriminator between the two groups.
The algorithm used in this project based on the approach by Horn and Schunck [12]
does perform well, but other alternatives should be considered for future projects on
this matter. The earlier mentioned project [34] using a GPU for calculating the optical
flow fields does also incorporate a new approach based on a total variation regularization
term with an L1 norm, which is demonstrated to be very robust against illumination
changes, occlusions and noise. It is also more accurate than the Horn and Schunck
approach.
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7 Conclusion
Comparing the analysis of infant movements based on optical flow fields to motiongrams
culminated in a better maximum result, but with an overall performance which does not
clearly separate the two methods. Analyzing how the centroid of motion of the move-
ments in a video clip wanders around in the picture frame is however a decent method
to distinguish normal from abnormal movements.
A transition matrix was created by dividing the picture frame into five areas and then
recording how the centroid of motion in the video wanders between them. Classifying
the patients using the entropy and variance of this matrix gave a sensitivity of 90,0%
and a specificity of 94,6%, which is better compared to the motiongram method’s result
with a sensitivity of 90,0% and a specificity of 86,6%. These are the best results of the
two methods, both of which has an overall performance closer to a sensitivity of 90%
and a specificity of 70%.
The clinical GMA method has better results then what have been reprodused by analyz-
ing the centroid of motion, but it can still be valid as an objective tool in the diagnostic
process. The information in the optical flow fields does however provide complex move-
ment information which are ignored in the process of generating the centroid of motion.
Even if there still are features of the centroid of motion which are yet to be explored, it
is a very simplified representation of the total movement in an image. A more advanced
approach exploiting the movement information of the optical flow field could therefore
provide an even better result than what was obtained in this thesis.
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A The theory of entropy
Entropy is an expression for the degree of chaos in a system. The formula for calculating
the entropy is:
H(X) = −
∑
n
P (x)log2[P (x)] (13)
Here P (x) denotes the probability that X is in state x.
B Software
List of software with version numbers used in this project:
1. MATLAB v. 7.6.0.324 (R2008a)
2. Mplayer v. 1.0 RC2 4.2.3
3. Image Magick v. 6.5.7
C Contents of the CD
The plots of each recording’s CoM can be found in the folders CoMplot_dataset1 and
CoMplot_dataset2.
The dataset used in this project is located in the file workData.mat.
All the Matlab code for this project is located in the folder code.
The report and working data from the motiongram project [18] is located in the folder
motiongram.
50 D THE PATIENT IDS WITH CORRESPONDING DIAGNOSE
D The patient IDs with corresponding diagnose
Patient ID GMA outcome Patient ID GMA outcome
1 Normal 46 Normal
2 Normal 52 Normal
3 Normal 54 Abnormal
5 Normal 56 Normal
8 Normal 57 Normal
9 Normal 58 Normal
10 Normal 60 Normal
11 Normal 61 Normal
12 Normal 62 Normal
13 Normal 63 Normal
14 Normal 64 Abnormal
15 Normal 66 Normal
16 Normal 67 Abnormal
17 Normal 68 Normal
18 Normal 69 Abnormal
19 Normal 71 Abnormal
20 Normal 72 Normal
21 Normal 74 Normal
22 Normal 75 Normal
23 Normal 79 Normal
24 Normal 80 Normal
25 Normal 81 Normal
26 Normal 83 Normal
27 Abnormal 84 Normal
28 Normal 85 Abnormal
29 Normal 87 Normal
30 Normal 88 Normal
31 Normal 89 Normal
32 Normal 90 Normal
34 Normal 93 Normal
35 Normal 94 Normal
36 Normal 96 Abnormal
37 Normal 99 Normal
38 Normal 100 Normal
39 Normal 101 Normal
40 Abnormal 102 Normal
41 Normal 103 Abnormal
42 Normal 104 Normal
43 Normal 108 Abnormal
44 Abnormal 111 Abnormal
45 Abnormal 112 Abnormal
