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Ra´d bych na tomto mı´steˇ podeˇkoval vsˇem, kterˇ´ı mi s prac´ı pomohli a konzultovali se mnou
rˇesˇen´ı, protozˇe bez nich by tato pra´ce nevznikla. Hlavneˇ bych chteˇl podeˇkovat vedouc´ımu te´to
diplomove´ pra´ce, Ing. Martinu Milatovi, jehozˇ hluboke´ odborne´ znalosti a za´jem o obor mi
byly silnou oporou prˇi jake´mkoliv proble´mu spojene´m s vypracova´n´ım pra´ce.
Abstrakt
Tato diplomova´ pra´ce se zaby´va´ proble´mem centra´ln´ı konfigurace IPv6 s´ıt´ı. Prˇestozˇe ne-
usta´le prˇicha´zej´ı zpra´vy o docha´zej´ıc´ım adresn´ım prostoru pro starsˇ´ı protokol verze 4, in-
ternetovy´ protokol verze 6 se prosazuje velice pomalu. My´m prˇedpokladem je, zˇe prˇestozˇe
velke´ mnozˇstv´ı poskytovatel˚u internetove´ho prˇipojen´ı jizˇ podporu tohoto protokolu nab´ız´ı,
administra´torˇi mensˇ´ıch pocˇ´ıtacˇovy´ch s´ıt´ı se zdra´haj´ı protokol nasadit. Du˚vodem mu˚zˇe by´t, zˇe
nyn´ı maj´ı jizˇ zavedeny´ funguj´ıc´ı syste´m pro IPv4 a nova´ verze protokolu by znamenala novy´
software, nove´ konfigurace a nav´ıc by administrace kazˇde´ho zarˇ´ızen´ı vyzˇadovala u´pravy na
dvou mı´stech - pro kazˇdou verzi zvla´sˇt’. Navrhl a implementoval jsem proto software, ktery´
umı´ spra´vu centralizovat a z jednoho mı´sta spravovat za´znamy pro DNS, DHCP a RADIUS
na platformeˇ Linux, prˇicˇemzˇ neza´lezˇ´ı na verzi IP protokolu.
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Abstract
This Master’s Thesis is focused on problem with centralized configuration of IPv6 networks.
Although there are lots of messages about IPv4 address exhaustion coming, IPv6 succeeds very
slowly. My assumption is that administrators of smaller computer networks are hesitating with
implementation, although many Internet service providers already provides IPv6 support.
One of the reasons may be the aversion to recreate existing networks with new software,
new configuration and also any change made on device has to be configured twice - for every
protocol version separately. Therefore I have designed and implemented software solution,
which supports centralized management from single point for DNS, DHCP and RADIUS
servers on Linux platform and version of Internet protocol does not matter.
Keywords: IPv4; IPv6; DHCP; DNS; RADIUS; Linux; Ubuntu; Java; NetBeans; JSF; Tom-
cat; Zebra; Quagga
Seznam pouzˇity´ch zkratek a symbol˚u
CGA – Common Gateway Interface
CIDR – Classless Inter-Domain Routing
DNS – Domain Name System
DHCP – Dynamic Host Configurarion Protocol
IETF – Internet Engineering Task Force
IOS – Internetwork Operating System
IP – Internet Protocol
IPv4 – Internet Protocol version 4
IPv6 – Internet Protocol version 6
ISP – Internet Service Provider
OSPF – Open Shortest Path First
POJO – Plain Old Java Object
RDBMS – Relational Database Management System
SQL – Structured Query Language
NAS – Network Access Server
NAT – Network Address Translation
OO – Obect Oriented
OOP – Obect Oriented Programming
WWW – World Wide Web
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31 U´vod
C´ılem me´ diplomove´ pra´ce bylo navrhnout aplikaci pro snadnou spra´vu pocˇ´ıtacˇove´ s´ıteˇ pro
protokol IPv6. V soucˇasnosti se o IPv6 hodneˇ mluv´ı v souvislosti s vycˇerpa´n´ım IPv4 rozsah˚u
a uzˇ prˇed neˇkolika lety se situace povazˇovala za kritickou, nicme´neˇ spolecˇnosti se do jej´ıho
nasazen´ı prˇ´ıliˇs dychtiveˇ nezˇenou. Du˚vodem mu˚zˇe by´t zda´nliva´ slozˇitost protokolu, kdy jsou
uzˇivatele´ a neˇkdy i administra´torˇi zvykl´ı v´ıdat pouze IPv4 adresy a nova´ adresa v nezna´me´
notaci je pro neˇ neˇco magicke´ho a proto nechteˇj´ı zava´deˇt zmeˇny, dokud nebude vyhnut´ı.
Situace je ovsˇem kriticka´ uzˇ nyn´ı, protozˇe neˇkterˇ´ı regiona´ln´ı poskytovatele´ jizˇ nemaj´ı volne´
bloky IPv4 adres na rozdeˇlova´n´ı. Mnoho odp˚urc˚u te´to technologie argumentuje t´ım, zˇe se
prˇina´sˇ´ı veˇtsˇ´ı slozˇitost do sta´vaj´ıc´ıch s´ıt´ı a mı´sto jedne´ topologie je nutne´ spravovat dveˇ logicke´,
kazˇdou pomoc´ı jiny´ch na´stroj˚u a pra´veˇ to byl popud pro vytvorˇen´ı te´to pra´ce, ktera´ by meˇla
tuto cˇinnost zjednodusˇit.
V zada´n´ı pra´ce je uvedena centra´ln´ı konfigurace IPv6 s´ıteˇ. Beˇhem zpracova´va´n´ı te´matu
jsem ovsˇem brzy zjistil, zˇe by bylo pro administra´tora takove´ s´ıteˇ mnohem pohodlneˇjˇs´ı kon-
figurovat v jednom rozhran´ı IPv4 i IPv6 s´ıt’. Pokusil jsem se tedy analyzovat v soucˇasnosti
nejpouzˇ´ıvaneˇjˇs´ı software pro pra´ci s IPv4 a naj´ıt jeho alternativu i pro IPv6. V neˇkolika
prˇ´ıpadech bylo prˇ´ıjemne´ zjiˇsteˇn´ı, zˇe sta´vaj´ıc´ı software je stejneˇ dobrˇe pouzˇitelny´ pro obeˇ
verze protokolu (jednalo se naprˇ. o DNS server Bind9 nebo implementaci smeˇrovac´ıch pro-
tokol˚u jme´nem Zebra). U jiny´ch soucˇa´st´ı beˇzˇne´ s´ıteˇ jizˇ vyvstaly proble´my, ale jak je videˇt v
te´to pra´ci, doka´zal jsem se nimi vyporˇa´dat.
Pra´ce je rozvrzˇena na celkem 13 kapitol. Kapitoly 2 a 3 obsahuj´ı obecny´ u´vod do proble-
matiky pocˇ´ıtacˇovy´ch s´ıt´ı. Je zde rozebra´na struktura IP adres a hlavn´ı rozd´ıly mezi dveˇma
protokoly. Protozˇe kvalitn´ı literatury na toto te´ma je v soucˇasnosti dostupne´ velke´ mnozˇstv´ı a
nav´ıc mnohdy zdarma, neveˇnoval jsem se popisu IP protokol˚u v´ıce nezˇ je nutne´ k uveden´ı do
problematiky. V kapitole 4 jsem se pokusil shrnout obecne´ pozˇadavky na aplikaci a operacˇn´ı
syste´m, na ktere´m by meˇla by´t spousˇteˇna. Zameˇrˇil jsem se hlavneˇ na snadnou pouzˇitelnost a
soucˇastneˇ robustnost.
Kapitoly 5, 6, 7 jsou veˇnova´ny popisu sluzˇeb beˇzˇneˇ vyuzˇ´ıvany´ch v dnesˇn´ıch s´ıt´ıch a kazˇda´
kapitola soucˇasneˇ obsahuje zp˚usob, jaky´m jsem se vyporˇa´dal s implementac´ı sluzˇby do apli-
kace. Pokusil jsem se vkla´dat do tohoto textu pouze cˇa´sti ko´du a vy´pisy konfigurac´ı, ktere´
jsou nutne´ k pochopen´ı dane´ho proble´mu. Celou aplikaci, vcˇetneˇ vsˇech konfiguracˇn´ıch soubor˚u
pouzˇity´ch prˇi testova´n´ı, je pote´ mozˇne´ nale´zt v prˇ´ıloze, ktera´ je soucˇa´st´ı te´to pra´ce. V cˇa´sti 8
lze nale´zt zp˚usob, jaky´m jsou sˇ´ıˇreny smeˇrovac´ı informace a jak nakonfigurovat zarˇ´ızen´ı v s´ıti,
aby byla schopna se syste´mem komunikovat.
Kapitoly 9, 10 a 11 jsou veˇnova´ny aplikaci samotne´. Jsou zde uvedeny technologie pouzˇite´
prˇi implementaci, databa´zova´ struktura stoj´ıc´ı na pozad´ı cele´ aplikace a take´ postup instalace
a zp˚usob pra´ce s aplikacˇn´ım serverem, jezˇ aplikace vyuzˇ´ıva´.
V kapitole 12 pak seznamı´m cˇtena´rˇe s vy´sledny´m rozhran´ım a v za´veˇrecˇne´ kapitole 13
zhodnot´ım dosazˇene´ vy´sledky
42 Pocˇ´ıtacˇova´ s´ıt’
Pocˇ´ıtacˇova´ s´ıt’ (anglicky computer network) je souhrnne´ oznacˇen´ı pro technicke´ prostrˇedky,
ktere´ realizuj´ı spojen´ı a vy´meˇnu informac´ı mezi pocˇ´ıtacˇi. Umozˇnˇuj´ı tedy uzˇivatel˚um komu-
nikaci podle urcˇity´ch pravidel, za u´cˇelem sd´ılen´ı vyuzˇ´ıva´n´ı spolecˇny´ch zdroj˚u nebo vy´meˇny
zpra´v. Historie s´ıt´ı saha´ azˇ do 60. let 20. stolet´ı, kdy zacˇaly prvn´ı pokusy s komunikac´ı
pocˇ´ıtacˇ˚u. V pr˚ubeˇhu vy´voje byla vyvinuta cela´ rˇada s´ıt’ovy´ch technologi´ı. V posledn´ı dobeˇ
jsou vsˇechny s´ıteˇ postupneˇ spojova´ny do globa´ln´ı celosveˇtove´ s´ıteˇ Internet, ktera´ pouzˇ´ıva´
sadu protokol˚u TCP/IP.[26] . V te´to pra´ci se zameˇrˇ´ım vy´hradneˇ na s´ıteˇ postavene´ na sadeˇ
protokol˚u IP a to ve verz´ıch 4 a 6. Proto pokud bude da´le v pra´ci zminˇova´na s´ıt’, s´ıt’ovy´ prvek
apod., budou teˇmito pojmy mysˇleny pouze s´ıteˇ TCP/IP postavene´ na protokolech IPv4 a
IPv6.
2.1 Potˇreby uzˇivatele s´ıteˇ
Za´kladn´ı smysl pocˇ´ıtacˇove´ s´ıteˇ je komunikace jednoho uzˇivatele s ostatn´ımi. V s´ıti se cˇasto
pouzˇ´ıva´ analogie s dorucˇova´n´ım klasicke´ posˇty, kterou take´ vyuzˇiji pro popsa´n´ı za´kladn´ıch
pojmu˚. Aby mohl uzˇivatel komunikovat, mus´ı mı´t k dispozici na´sleduj´ıc´ı informace:
2.1.1 Adresa
Uzˇivatel, ktery´ chce prˇ´ıj´ımat komunikaci potrˇebuje svoj´ı unika´tn´ı adresu. Na odchoz´ı za´silky
bude uveden jako odesilatel, na prˇ´ıchoz´ı jako adresa´t. V IP s´ıt´ıch je prˇedstavova´na IP adresou.
Je mozˇne´, zˇe na jedne´ adrese bydl´ı v´ıce uzˇivatel˚u. Ti si pote´ domluv´ı syste´m, jaky´m si
budou prˇ´ıchoz´ı posˇtu rozdeˇlovat, kdy naprˇ. kazˇdy´ bude mı´t vlastn´ı schra´nku unvitrˇ budovy. V
IP s´ıt´ıch je tato sluzˇba pojmenovana´ NAT a kazˇdy´ uzˇivatel ma´ svoj´ı IP adresu unika´tn´ı pouze
v ra´mci prostoru skryte´ho za touto sluzˇbou. Co kdyby ovsˇem kazˇdy´ uzˇivatel chteˇl svoj´ı vlastn´ı
unika´tn´ı adresu? Nebo dokonce neˇkolik? Ve sveˇteˇ dorucˇova´n´ı posˇty to je celkem nerea´lne´, ve
sveˇteˇ pocˇ´ıtacˇ˚u to jizˇ zdaleka nen´ı nemozˇne´. Bohuzˇel kdyzˇ autorˇi prˇed padesa´ti lety syste´m
navrhovali, necˇekali tak masove´ rozsˇ´ıˇren´ı a tak mu dali k dispozici
”
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celosveˇtoveˇ unika´tn´ıch adres. To byl jeden z d˚uvod˚u prˇ´ıchodu nove´ho IP protokolu IPv6,
ktery´ by meˇl jednou nahradit sta´vaj´ıc´ı IPv4. Vı´ce o rozd´ılech mezi protokoly v kapitole 3.
Dalˇs´ı ota´zkou je, jak noveˇ prˇ´ıchoz´ı uzˇivatel z´ıska´ adresu? Nejsp´ıˇse zazˇa´da´ u´rˇad v dane´m
mı´steˇ o jej´ı prˇideˇlen´ı. V IP s´ıt´ı mu˚zˇe zaj´ıt za administra´torem, ktery´ mu adresu rucˇneˇ nastav´ı.
Take´ ale mu˚zˇe vyuzˇ´ıt pohodlneˇjˇs´ı mozˇnost, kdy uzˇivatel (a hlavneˇ administra´tor) nemus´ı
nikam chodit, pouze posˇle zˇa´dost na broadcast adresu a pokud je k dispozici DHCP server,
ktery´ je ochoten mu adresu prˇideˇlit, dostane j´ı automaticky. Podrobneˇjˇs´ı popis tohoto syste´mu
lze nale´zt v kapitole 5. Soucˇasneˇ jako bonus mu˚zˇe obdrzˇet i adresy DNS server˚u a vy´choz´ı
bra´ny, viz da´le. Je zde take´ jesˇteˇ jedna mozˇna´ alternativa, kterou prˇinesl protokol IPv6 a tou
je autokonfigurace. V analogii by ji bylo mozˇne´ popsat zhruba tak, zˇe mı´stn´ı posˇtovn´ı u´rˇad
pravidelneˇ rozes´ıla´ do vsˇech schra´nek leta´ky s dostupny´m rozsahem adres a uzˇivatel si za tuto
adresu prˇipoj´ı sv˚uj jedinecˇny´ identifika´tor (naprˇ. rodne´ cˇ´ıslo) a rovnou j´ı zacˇneˇ pouzˇ´ıvat. Vı´ce
o tomto syste´mu je uvedeno v kapitole 3.3.4.
2.1.2 Vy´choz´ı bra´na
Uzˇivatel mu˚zˇe za´silku dorucˇit osobneˇ, pokud adresa´t bydl´ı pobl´ızˇ, nebo ji mu˚zˇe odne´st na
nejblizˇsˇ´ı posˇtovn´ı u´rˇad. Na jeho adresu se nejsp´ıˇse zepta´ neˇkoho v okol´ı. V IP s´ıt´ıch je tato
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se se vy´choz´ı bra´na. Opeˇt mu˚zˇe adresu zadat administra´tor, nebo j´ı uzˇivatel obdrzˇ´ı z DHCP.
2.1.3 Hiearchie
Posˇtovn´ım spolecˇnostem se osveˇdcˇilo vyuzˇ´ıvat urcˇitou hiearchizaci adres, takzˇe pokud posˇtovn´ı
u´rˇedn´ık v Moskveˇ naraz´ı na bal´ık urcˇeny´ do Cˇeske´ republiky, nebude jizˇ da´le zkoumat da-
taba´zi rusky´ch meˇst, zda v nich nen´ı obsazˇena Ostrava, ale posˇle bal´ık rovnou na centra´ln´ı
prˇ´ıjem zahranicˇn´ıch za´silek do Cˇeske´ republiky. Zde je jizˇ podle PSCˇ bal´ık odesla´n do Ostravy,
pote´ na mı´stn´ı pobocˇku dle adresy a pote´ dorucˇen na c´ılovou adresu. V IP s´ıt´ıch je to po-
dobne´. Adresy jsou hiearchicky rozdeˇleny podle prefixu - cˇ´ım je cˇ´ıslo vysˇsˇ´ı, t´ım konkre´tneˇjˇs´ı
je adresa. Posˇtovn´ı uzel, ktery´ posˇtu prˇepos´ıla´ na ostatn´ı uzly je reprezentova´n zarˇ´ızen´ım
jme´nem router.
2.1.4 Databa´ze adres
Nyn´ı jizˇ ma´ uzˇivatel jedinecˇnou adresu a chteˇl by zacˇ´ıt korespondenci s neˇjaky´m dalˇs´ım
uzˇivatelem. Mu˚zˇe mı´t k dispozici sv˚uj vlastn´ı seznam adres, ze ktere´ho adresu vyhleda´.
Proble´m nasta´va´, pokud se uzˇivatel prˇesteˇhoval, nebo nen´ı odesilateli adresa prˇ´ıjemce zna´ma.
Mı´sto toho mu˚zˇe pouzˇ´ıt neˇjaky´ centra´lneˇ dostupny´ seznam, ktery´ je pokud mozˇno co nejv´ıce
aktua´ln´ı. V IP s´ıt´ıch ma´ uzˇivatel jednoznacˇne´, dobrˇe srozumitelne´ dome´nove´ jme´no1, ktere´ je
prˇelozˇeno na adresu pomoc´ı DNS serveru. Syste´m DNS je podrobneˇ popsa´n v kapitole 6.
2.1.5 Bezpecˇnost
Nezˇ posˇtovn´ı u´rˇedn´ık prˇeda´ adresa´tovi bal´ık, veˇtsˇinou po neˇm pozˇaduje neˇjake´ oveˇrˇen´ı iden-
tity. Take´ se prˇedpokla´da´ dodrzˇen´ı listovn´ıho tajemstv´ı prˇi putova´n´ı zpra´vy. Ve sveˇteˇ pocˇ´ıtacˇovy´ch
s´ıt´ı je toto oveˇrˇova´n´ı celkem rozsa´hle´ a lze na neˇm postavit i dalˇs´ı na´vazne´ sluzˇby spojene´ s
bezpecˇnost´ı. Zabezpecˇen´ı pocˇ´ıtacˇovy´ch s´ıt´ı jsou veˇnova´ny rozsa´hle´ publikace a v prˇ´ıslusˇny´ch
oddeˇlen´ıch pracuje velke´ mnozˇstv´ı pocˇ´ıtacˇovy´ch odborn´ık˚u. Za´kladn´ımu zabezpecˇen´ı s´ıteˇ po-
moc´ı protokolu RADIUS je veˇnova´na kapitola 7.
2.1.6 Dalˇs´ı sluzˇby
Co kdyzˇ se uzˇivatel steˇhuje, nebo cestuje a potrˇebuje aby jej posˇta vzˇdy dostihla? Na sve´
nejblizˇsˇ´ı pobocˇce zazˇa´da´ o prˇepos´ıla´n´ı na urcˇitou adresu. V IPv6 s´ıt´ıch je tato funkce nazy´vana´
roaming a jej´ı popis je mimo rozsah te´to pra´ce. Blizˇsˇ´ı popis je mozˇne´ nale´zt v knize [2]. Do
IPv4 s´ıt´ı je tato mozˇnost zpeˇtneˇ zavedena, nen´ı ovsˇem prˇ´ıliˇs vyuzˇ´ıvana´.
Prˇ´ıklad topologie
Topologie jednoduche´ s´ıteˇ s vy´sˇe popisovany´mi sluzˇbami by mohla by´t naprˇ´ıklad ta na
obra´zku 1 na str. 6: Na obra´zku administra´tor pohodlneˇ konfiguruje aplikaci ze sve´ho pra-
covn´ıho PC, zat´ımco aplikace samotna´ se jizˇ postara´ o rozsˇ´ıˇren´ı konfigurace na potrˇebne´
zarˇ´ızen´ı.
1Azˇ na vyj´ımky typu: prvni-nejdelsi-domena-v-ceske-republice-ktera-ma-prave-63-znaku.cz
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2.2 Potˇreby administra´tora s´ıteˇ
Kazˇda´ s´ıt’ potrˇebuje neˇkoho kdo j´ı bude udrzˇovat v chodu. Topologie s´ıteˇ zpravidla nen´ı
definitivn´ı, ale meˇn´ı se a vyv´ıj´ı podle potrˇeb uzˇivatel˚u nebo provozovatel˚u. Mu˚zˇe se jednat
o rozsˇiˇrova´n´ı s´ıteˇ o nove´ uzˇivatele, vy´meˇnu zarˇ´ızen´ı za kvalitneˇjˇs´ı a vy´konneˇjˇs´ı anebo o nove´
narˇ´ızen´ı z veden´ı spolecˇnosti ohledneˇ vysˇsˇ´ıho zabezpecˇen´ı, . . . Prˇ´ıcˇin mu˚zˇe by´t nespocˇet.
Proto by meˇla existovat zodpoveˇdna´ osoba (nebo skupina osob), ktera´ bude mı´t vsˇechny tyto
cˇinnosti vykona´vat - administra´tor s´ıteˇ. Ten mu˚zˇe prvky s´ıteˇ (uzˇivatelske´ stanice i hardware
urcˇeny´ k prˇenosu dat) konfigurovat neˇkolika zp˚usoby. Pokus´ım se nyn´ı shrnout jednotlive´
prˇ´ıstupy k rˇesˇen´ı, jejich vy´hody a nevy´hody a pouzˇitelnost.
2.2.1 Rucˇn´ı konfigurace
Administra´tor mu˚zˇe obej´ıt vsˇechny stanice a nastavit na nich vsˇechny s´ıt’ove´ parametry rucˇneˇ.
Je to velice zdlouhava´ pra´ce, ktera´ vyzˇaduje napla´nova´n´ı topologie s´ıteˇ doprˇedu. Tato me-
toda je dnes pouzˇitelna´ pouze v opravdu maly´ch s´ıt´ıch, nebo pro specia´ln´ı u´cˇely. Vy´hodou je
neza´vislost na centra´ln´ım prvku konfiguracˇn´ım - takova´to s´ıt’ bude fungovat, i bez DHCP ser-
veru. Proto je tento prˇ´ıstup cˇasto pouzˇit na kriticky´ch s´ıt’ovy´ch prvc´ıch (routery, servery, . . . ).
Nevy´hodou je samozrˇejmeˇ sˇpatna´ flexibilita v prˇ´ıpadeˇ konfiguracˇn´ıch zmeˇn.
2.2.2 Centra´ln´ı konfigurace
Administra´tor spravuje parametry s´ıteˇ na jednom mı´steˇ. Parametry jsou pote´ automaticky
prˇideˇleny na za´kladeˇ pravidel uzˇivatel˚um. Velka´ vy´hoda je prˇehlednost stavu s´ıteˇ a flexibilita.
Naprˇ. pokud dojde ke zmeˇneˇ vy´choz´ı bra´ny pro segment s´ıteˇ, nemus´ı administra´tor meˇnit
nastaven´ı na vsˇech stanic´ıch, ale pouze na jednom mı´steˇ v konfiguraci. Administra´torovi
se tak take´ dosta´va´ do rukou silny´ na´stroj, pomoc´ı ktere´ho mu˚zˇe kontrolovat a dynamicky
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funkcˇnosti serveru poskytuj´ıc´ıho tyto sluzˇby.
2.2.3 Distribuovana´ centra´ln´ı konfigurace
Tento prˇ´ıstup spocˇ´ıva´ v rozlozˇen´ı sluzˇeb nutny´ch pro funkcˇnost s´ıteˇ na v´ıce zarˇ´ızen´ı, kdy na
kazˇde´m beˇzˇ´ı jedna (nebo i v´ıce) sluzˇeb neza´visle na ostatn´ıch - naprˇ´ıklad DHCP server nebeˇzˇ´ı
na stejne´m zarˇ´ızen´ı jako DNS server. Z˚usta´va´ ota´zkou, jak nakonfigurovat tyto distribuovane´
servery. Jedna mozˇnost je u´prava konfiguracˇn´ıch soubor˚u na vsˇech serverech prˇi kazˇde´ zmeˇneˇ.
Pote´ se opeˇt dosta´va´me ke stejne´mu proble´mu s rucˇn´ı konfigurac´ı mnoha zarˇ´ızen´ı, pouze
tentokra´t se nejdna´ o stanice uzˇivatel˚u, ale o s´ıt’ove´ prvky. Proto jsem dosˇel k na´vrhu aplikace,
ktera´ ma´ za u´kol z jednoho mı´sta pohodlneˇ spravovat seznamy uzˇivatel˚u, jejich zarˇ´ızen´ı a
prˇideˇleny´ch s´ıt’ovy´ch parametr˚u. Aplikace tedy umı´ nakonfigurovat ostatn´ı servery poskytuj´ıc´ı
s´ıt’ove´ sluzˇby. Soucˇasneˇ ale prˇi prˇ´ıpadne´m docˇasne´m vy´padku aplikace, bude s´ıt’ fungovat da´le -
zbav´ıme se tak cˇa´stecˇneˇ u´zke´ho mı´sta ve funkcˇnosti s´ıteˇ.
3 IP
Kazˇde´ zarˇ´ızen´ı na s´ıt´ı ma´ neˇjaky´ jednoznacˇny´ identifika´tor. Veˇtsˇina dnesˇn´ıch s´ıt´ı, vcˇetneˇ
vsˇech pocˇ´ıtacˇ˚u na Internetu, pouzˇ´ıva´ TCP/IP protokol jako standart pro komunikaci po s´ıti.
V protokolu TCP/IP je t´ımto jednoznacˇny´m identifika´torem pra´veˇ IP adresa.
3.1 Co je to IP adresa?
IP adresa je cˇ´ıslo, ktere´ jednoznacˇneˇ identifikuje s´ıt’ove´ rozhran´ı v pocˇ´ıtacˇove´ s´ıti pouzˇ´ıvaj´ıc´ı IP
(internetovy´ protokol). Designe´rˇi internetove´ho protokolu definovali IP adresu jako 32-bitove´
cˇ´ıslo a tento syste´m, zna´my´ jako IPv4 je beˇzˇneˇ uzˇ´ıva´n dodnes. V d˚usledku enormn´ıho rozsˇ´ıˇren´ı
Internetu a prˇedpoveˇzene´ho vycˇerpa´n´ı dostupny´ch adres, byl navrzˇen v roce 1995 novy´ adresn´ı
syste´m IPv6. Prˇestozˇe se o prˇ´ıchodu syste´mu IPv6 mluv´ı jizˇ hodneˇ dlohou dobu, nen´ı jeho
rozsˇ´ıˇren´ı v mensˇ´ıch s´ıt´ıch zat´ım prˇiliˇs beˇzˇne´. Du˚vodem mu˚zˇe by´t, zˇe administra´torˇi berou
konfiguraci IPv6 jako neˇco nav´ıc, co nen´ı k provozu s´ıteˇ nutne´ a co pouze prˇina´sˇ´ı komplikace.
Syste´m, ktery´ jsem navrhl, by meˇl tyto konzervativce prˇesveˇdcˇit svou jednoduchost´ı a hlavneˇ
jednotnost´ı rozrhan´ı, kdy konfigurace parametr˚u IPv4 a IPv6 je hezky pohromadeˇ na jednom
mı´steˇ.
3.2 IPv4
IPv4 adresn´ı pole sesta´va´ z 32 bit˚u. Beˇzˇneˇ se ovsˇem rozdeˇl´ı do cˇtyrˇ blok˚u po osmi bi-
tech = oktetech. Kazˇdy´ ze cˇtyrˇ oktet˚u prˇevedeme do dekadicke´ soustavy a oddeˇl´ıme tecˇkou
(dot). Proto se te´to notaci take´ rˇ´ıka´ dotted decimal. Prˇ´ıkladem takove´ adresy mu˚zˇe by´t
192.0.2.73 jako na obra´zku 2 na str. 8. Za´kladn´ı mysˇlenkou bylo, zˇe kazˇde´ zarˇ´ızen´ı prˇipojene´
k internetu bude mı´t svoj´ı jedinecˇnou IPv4 adresu.
V pr˚ubeˇhu cˇasu zjiˇst’ovaly spolecˇnosti prˇipojene´ k internetu, zˇe je trˇeba jejich vnitrˇn´ı
s´ıteˇ zabezpecˇovat. Jedna z obl´ıbeny´ch mozˇnost´ı byla rozdeˇlit adresn´ı rozsah na verˇejnou a
neverˇejnou cˇa´st. Tento trend hezky korespondoval se snahou IETF o sˇetrˇen´ı IP adresami.
Proto IETF prˇiˇsla se sadou reviz´ı, ktete´ vyu´stily v RFC 1918, ktera´ urcˇila na´sleduj´ıc´ı rozsahy
jako priva´tn´ı. [1]
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Priva´tn´ı rozsahy adres:
10.0.0.0 - 10.255.255.255.255 (10.0.0.0/8)
172.16.0.0 - 172.31.255.255 (172.16.0.0/12)
192.168.0.0 - 192.168.255.255 (192.168.0.0/16)
Vy´znam priva´tn´ıch je, zˇe tyto adresy nejsou smeˇrovatelne´ v Internetu2. Proto nejsou tyto
rozsahy adresovatelne´ z verˇejne´ s´ıteˇ → komunikaci je mozˇne´ zaha´jit pouze smeˇrem z priva´tn´ı
s´ıteˇ do verˇejne´. Toto lze povazˇovat za vy´hodu i nevy´hodou soucˇasneˇ. Z hlediska bezpecˇnosti je
to urcˇiteˇ prˇ´ınos, ale z pohledu uzˇivatel˚u je to cˇasto cha´pa´no jako omezen´ı. Sluzˇba, zajiˇst’uj´ıc´ı
prˇemapova´n´ı priva´tn´ıch adres na verˇejne´ se nazy´va´ NAT (Network Address Translation).
3.3 IPv6
Vzpomenˇme si na prˇepis IPv4 adres do forma´tu cˇtyrˇ cˇ´ısel oddeˇleny´ch tecˇkami. Pokud Va´m
tento forma´t prˇiˇsel obt´ızˇneˇ zapamatovatelny´, IPv6 Va´sˇ zˇivot jesˇteˇ zt´ızˇ´ı. IPv6 adresy jsou
prˇipisova´ny do forma´tu osmi 16-ti bitovy´ch cˇ´ısel, ktera´ jsou v hexadecima´ln´ım tvaru a oddeˇlena´
dvojtecˇkami. Kazˇdy´ hexadecima´ln´ı znak reprezentuje cˇtyrˇi bity mapovane´ na znaky 0-F. Po-
stup je zna´zorneˇn na obr. 3 na str. 8. Na´sleduje seznam mozˇny´ch mapova´n´ı:
0 = 0000 4 = 0100 8 = 1000 C = 1100
1 = 0001 5 = 0101 9 = 1001 D = 1101
2 = 0010 6 = 0110 A = 1010 E = 1110
3 = 0011 7 = 0111 B = 1011 F = 1111
Obra´zek 3: Struktura adresy IPv6, zdroj [1]
3.3.1 Druhy IPv6 adres
V IPv6 existuj´ı trˇi druhy adres s odliˇsny´m chova´n´ım
• Individua´ln´ı (unicast) jsou stare´ zna´me krotke´ adresy. Kazˇda´ z nich identifikuje jedno
s´ıt’ove´ rozhran´ı a data maj´ı by´t dopravena pra´veˇ jemu.
2Lze je sice zabalit do tunelu, ovsˇem oba konce tunelu mus´ı mı´t opeˇt verˇejne´ IP adresy
9• Skupinove´ (multicast) slouzˇ´ı pro adresova´n´ı skupin pocˇ´ıtacˇ˚u cˇi jiny´ch zarˇ´ızen´ı. Pokud
neˇkdo odesˇle data na tuto adresu, mus´ı by´t dorucˇena vsˇem cˇlen˚um skupiny.
• Vy´beˇrove´ (anycast) prˇedstavuj´ı novinku a nejzaj´ımaveˇjˇs´ı prˇ´ır˚ustek v IPv6. Take´
vy´beˇrove´ adresy oznacˇuj´ı skupinu, data se vsˇak dorucˇ´ı jen jedine´mu jej´ımu cˇlenovi –
tomu, ktery´ je nejbl´ızˇe. Tyto adresy mohou by´t velice uzˇitecˇne´ naprˇ. prˇi hleda´n´ı nej-
blizˇsˇ´ıch dostupny´ch DNS server˚u.
Porovna´n´ı s IPv4 ukazuje, zˇe zmizely oznamovac´ı (broadcast) adresy. Nejsou potrˇeba, protozˇe
jejich funkce prˇeb´ıraj´ı adresy skupinove´. Jsou definova´ny specia´ln´ı skupiny, naprˇ. pro vsˇechny
uzly na dane´ lince, ktere´ nahrazuj´ı p˚uvodn´ı oznamova´n´ı.[2]
3.3.2 Typy adres
Obrovsky´ adresn´ı prostor, ktery´ ma´ IPv6 k dispozici, byl rozdeˇlen do neˇkolika skupin - typ˚u




fc00::/7 unika´tn´ı individua´ln´ı loka´ln´ı
fe80::/10 individua´ln´ı loka´ln´ı linkove´
ff00::/8 skupinove´ adresy
ostatn´ı individua´ln´ı globa´ln´ı
3.3.3 Stavove´ (stateful) adresy
Stavova´ odr˚uda nen´ı nic nove´ho pod sluncem. Jedna´ se o konfiguraci prostrˇednictv´ım DHCPv6 -
pocˇ´ıtacˇ rozesˇle dotaz a DHCP server mu v odpoveˇdi sdeˇl´ı vsˇe, co by o zdejˇs´ı s´ıti meˇl veˇdeˇt.
Takhle to dnes funguje zcela beˇzˇneˇ v rˇadeˇ IPv4 s´ıt´ı. V s´ıti IPv6 vsˇak nastala za´sadn´ı zmeˇna,
konfigurace klienta pomoc´ı DHCPv6 je pouze doplnˇuj´ıc´ı mechanismus. Prima´rn´ı informace
o s´ıti se klient dozv´ı z ohla´sˇen´ı smeˇrovacˇ˚u (Router Advertisment - RA). Takzˇe v DHCPv6
nelze klientovi nakonfigurovat prefix pods´ıteˇ (subnet mask), ani implicitn´ı smeˇrovacˇ (default
router). Prˇideˇlen´ı IPv6 adresy protokolem DHCPv6 je volitelne´, smeˇrovacˇ v s´ıti urcˇuje pomoc´ı
inzerovany´ch prˇ´ıznak˚u, zda ma´ klient DHCPv6 pouzˇ´ıt pro konfiguraci adresy (prˇ´ıznak M=1
v RA) nebo pouze pro konfiguraci parametr˚u s´ıteˇ (bezstavove´ DHCPv6, prˇ´ıznak M=0 a O=1
v RA). Typicke´ parametry, ktere´ mus´ıme klientovi prˇedat v DHCPv6 jsou IPv6 adresy DNS
server˚u (rekurzivn´ıch resolver˚u) a implicitn´ı dome´nova´ prˇ´ıpona (domain search suffix).[21]
3.3.4 Bezestavove´ (stateless) adresy
Kreativn´ı novinkou je konfigurace bezstavova´ (stateless autoconfiguration), ktera´ pro urcˇen´ı
IP adresy nevyzˇaduje zˇa´dne´ servery. Za´kladn´ı mysˇlenka je celkem prosta´: kazˇdy´ smeˇrovacˇ v
urcˇity´ch intervalech rozes´ıla´ do s´ıt´ı, k nimzˇ je prˇipojen, takzvane´ ohla´sˇen´ı smeˇrovacˇe. V neˇm
jsou obsazˇeny za´kladn´ı informace - prˇedevsˇ´ım prefixy adres dane´ s´ıteˇ a zda on sa´m mu˚zˇe
slouzˇit pro prˇeda´va´n´ı paket˚u ven (jako implicitn´ı smeˇrovacˇ, default gateway).
Z ohla´sˇen´ı smeˇrovacˇ˚u (o ktere´ mu˚zˇe prˇi startu aktivneˇ pozˇa´dat pomoc´ı vy´zvy smeˇrovacˇi se
pocˇ´ıtacˇ dozv´ı, jake´ adresy pouzˇ´ıva´ zdejˇs´ı s´ıt’. K nim si dopln´ı identifika´tor rozhran´ı (typicky
64 bit˚u), ktery´ si jednoznacˇneˇ vygeneruje ze sve´ ethernetove´ adresy. Tak z´ıska´ platne´ IPv6
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adresy pro sve´ rozhran´ı. Jejich jednoznacˇnost oveˇrˇ´ı pomoc´ı detekce duplicit - pomoc´ı vy´zvy
sousedovi se dota´zˇe, zda vytvorˇenou adresu jizˇ neˇkdo nepouzˇ´ıva´. Dostane-li kladnou odpoveˇd’,
nesmı´ adresu sve´mu rozhran´ı nastavit a automaticka´ konfigurace skoncˇ´ı neu´speˇsˇneˇ.
V ra´mci bezstavove´ konfigurace si stroj take´ vytvorˇ´ı za´klad smeˇrovac´ı tabulky - seznam
implicitn´ıch smeˇrovacˇ˚u, ktery´m bude prˇeda´vat pakety smeˇrˇuj´ıc´ı mimo s´ıt’. Pokud je jich v´ıc,
zpocˇa´tku je prosteˇ strˇ´ıda´ a smeˇrovac´ı tabulku si postupneˇ vylepsˇuje na za´kladeˇ jejich upo-
zorneˇn´ı (prˇesmeˇrova´n´ı), pokud paket k urcˇite´mu c´ıli poslal nevhodny´m smeˇrovacˇem.
Zn´ı to la´kaveˇ, prˇesto vsˇak ma´ bezstavova´ konfigurace dost velkou pihu kra´sy. Vu˚bec totizˇ
nerˇesˇ´ı ota´zku DNS3. Pocˇ´ıtacˇ se z n´ı nedozv´ı IPv6 adresy zdejˇs´ıch DNS server˚u a jak jizˇ bylo
rˇecˇeno, bez DNS se ve sveˇteˇ IPv6 zˇije velmi teˇzˇko. Existuje neˇkolik na´vrh˚u, naprˇ´ıklad definovat
pevnou standardn´ı adresu pro loka´ln´ı DNS servery, cˇi doplnit informaci o nich do ohla´sˇen´ı
smeˇrovacˇe. Experimenty jsou prova´deˇny take´ s pouzˇ´ıt´ım tzv. anycast adres. Zat´ım ale jedinou
spolehlivou cestou je pouzˇ´ıt bezestavove´ DHCPv6 doplnˇuj´ıc´ı klientovi dalˇs´ı informace, jako
pra´veˇ adresy DNS server˚u. [21]
4 Navrzˇena´ aplikace
Aplikace, kterou jsem navrhl a implementoval ma´ za u´kol sjednotit spra´vu v´ıce syste´mu˚ (ktere´
mohou by´t distribuovane´ na r˚uzny´ch mı´stech s´ıteˇ) do jednoho centra´ln´ıho konfiguracˇn´ıho
rozhran´ı. Jej´ı prima´rn´ı urcˇen´ı bylo pro snazˇsˇ´ı implementaci IPv6 do sta´vaj´ıc´ıch (nebo noveˇ
vznikaj´ıc´ıch) IPv4 s´ıt´ı. Vzal jsem tedy obeˇ verze IP protokolu v u´vahu uzˇ od zacˇa´tku. Admi-
nistra´tor tedy mu˚zˇe parametry pro obeˇ verze protokolu zada´vat pohodlneˇ na jednom mı´steˇ
(naprˇ. prˇiˇradit DNS servery verze 4 i verze 6) a syste´m sa´m rozhodne, do ktere´ho konfi-
guracˇn´ıho souboru bude hodnota zapsa´na.
4.1 Pozˇadavky na aplikaci
Prˇed t´ım, nezˇ jsem zacˇal s na´vrhem aplikace, bylo nutne´ urcˇit pozˇadavky ktere´ mus´ı splnˇovat.
K jejich splneˇn´ı jsem se snazˇil co nejv´ıce prˇibl´ızˇit a mysl´ım, zˇe vy´sledek je rozhodneˇ uspoko-
juj´ıc´ı. Pozˇadavky tedy byly na´sleduj´ıc´ı:
• Spolehlivost - Aplikace mus´ı by´t schopna pracovat bez poruchy po dlouhe´ obdob´ı. Jej´ı
chova´n´ı by meˇlo by´t prˇedv´ıdatelne´ a meˇla by by´t schopna odchytit prˇ´ıpadne´ sˇpatne´
konfiguracˇn´ı parametry jesˇteˇ prˇed jejich nasazen´ım do produkcˇn´ıho prostrˇed´ı. S t´ımto
pozˇadavkem jsem se snazˇil vyporˇa´dat co nejle´pe, ale prˇedpokla´da´m, zˇe prˇi nasazen´ı do
praxe a kazˇdodenn´ım pouzˇ´ıva´n´ı se projev´ı drobne´ nedostatky, ktere´ bude jesˇteˇ trˇeba
doladit.
• Rozsˇiˇritelnost/Univerza´lnost - Aplikace by meˇla by´t navrzˇena co nejv´ıce modula´rneˇ,
aby bylo mozˇne´ jej´ı rozsˇ´ıˇren´ı o dalˇs´ı funkcionalitu. V dnesˇn´ım sveˇteˇ prˇekotne´ho vy´voje
informacˇn´ıch technologi´ı je velice teˇzˇke´ odhadnout, jake´ nove´ pozˇadavky vzniknou naprˇ´ıklad
za peˇt let. Proto jsem trˇ´ıdy v aplikaci navrhnul s urcˇitou mı´rou abstrakce, kdy naprˇ´ıklad
trˇ´ıdy pro konfiguraci sobubor˚u deˇd´ı z jejich rodicˇovske´ trˇ´ıdy Config a jsou povinni imple-
mentovat neˇktere´ funkce. I kdyzˇ tyto postupy prˇina´sˇej´ı prˇi implementaci spoustu pra´ce
nav´ıc, mysl´ım, zˇe se pro budouc´ı rozsˇiˇritelnost aplikace jsou nezbytne´. Take´ jsem pocˇ´ıtal
3Tento proble´m je rˇesˇen v RFC 6106.
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s t´ım, zˇe syntaxe neˇktery´ch konfigurac´ı se mu˚zˇe s budouc´ımi verzemi serverovy´ch soft-
ware meˇnit. Proto jsem neˇktere´ parametry umı´st´ıl do dynamicky´ch pol´ı, kdy je mozˇne´
definovat nejenom hodnoty promeˇnny´ch, ale dokonce i promeˇnne´ samotne´. Prˇ´ıklad mu˚zˇe
by´t vkla´da´n´ı jmenny´ch server˚u do konfigurace DHCP. Zde stacˇ´ı konfiguracˇn´ı hodnotu
default-lease-time zadat s jej´ım parametrem 600 a aplikace jizˇ sama poskla´da´ dle platne´
syntaxe konfiguracˇn´ı soubor.
• Prˇehlednost - Snazˇil jsem se rozhran´ı i program samotny´ napsat smysluplneˇ a prˇehledneˇ,
kdy veˇtsˇina prvk˚u ma´ vlastn´ı urcˇene´ okno pro nastaven´ı parametr˚u. Pokud je v syste´mu
ma´lo za´znamu˚, mu˚zˇe se zda´t, zˇe by bylo jednodusˇsˇ´ı vsˇe
”
vecpat“ do jednoho mı´sta. Ze
zkusˇenosti s podobny´mi syste´my ovsˇem v´ım, zˇe prˇi na´r˚ustu pocˇtu za´znamu˚ se syste´m
sta´va´ neprˇehledny´m a i nacˇ´ıta´n´ı mu˚zˇe trvat velmi dlouho.
• Rozsah a omezen´ı - Pro aplikaci prˇedpokla´da´m nasazen´ı v mensˇ´ıch azˇ strˇedneˇ rozsa´hly´ch
s´ıt´ıch, jmenoviteˇ do 300 PC. Syste´m se nemu˚zˇe rovnat velky´m komercˇn´ım syste´mu˚m,
vyv´ıjeny´ch konkre´tneˇ pro tento u´cˇel. Na druhou stranu jsem prˇesveˇdcˇen, zˇe v s´ıt´ıch,
pro ktere´ je urcˇen odvede d´ıky sve´ jednoduchosti na obsluhu a prˇ´ıveˇtivosti svou pra´ci
v´ıce nezˇ dobrˇe a pomu˚zˇe k rozsˇ´ıˇren´ı IPv6 i do mı´st, kde zat´ım nebylo nasazen´ı tohoto
protokolu pla´nova´no.
4.2 Operacˇn´ı syste´m
Linux je cˇasto cha´pa´n jako alternativn´ı filosofie prˇ´ıstupu k vy´pocˇetn´ı technice, ktera´ se tocˇ´ı
okolo sd´ılen´ı nejenom software, ale take´ znalost´ı. T´ım, zˇe zacˇneme pouzˇ´ıvat Linux se sta´va´me
soucˇast´ı mohutne´ globa´ln´ı komunity lid´ı, kterˇ´ı se nechali zachytit fenome´nem, ktery´ meˇn´ı
sveˇt.
Ubuntu[22] je prˇirozeny´m vy´vojem teˇchto c´ıl˚u. Jedna´ se o projekt zalozˇeny´ podnikatelem
Mark Shuttleworthem s u´myslem prˇine´st volneˇ dostupny´ a vysoce kvalitn´ı operacˇn´ı syste´m
do dosavadn´ıho prˇeva´zˇneˇ komercˇn´ıho sveˇta pocˇ´ıtacˇ˚u. K dnesˇn´ımu dni Shuttleworth investoval
ze svy´ch vlastn´ıch zdroj˚u 10 milion˚u dolar˚u aby zajistil provozuschopnost projektu. V roce
2011 se projekt jizˇ te´meˇrˇ dostal k hranici sobeˇstacˇnosti d´ıky skutecˇnosti, zˇe se Ubuntu sta´l
jedn´ım ze trˇ´ı hlavn´ıch operacˇn´ıch syste´mu˚ instalovany´ch na uzˇivatelska´ a serverova´ PC. [8]
Ubuntu je sestaveno okolo jedne´ z nejv´ıce
”
zabeˇhnuty´ch“ verz´ı Linuxu: OS Debian. Projekt
Debian odstartoval v roce 1993 (brzy pote´ co byla vypusˇteˇna prvn´ı verze Linux software) a
stal se jedn´ım z pr˚ukopnicky´ch variant Linuxu v mnoha ohledech. Ubuntu a Debian sd´ılej´ı
veˇtsˇinu za´kladn´ıch mysˇlenek, ovsˇem Ubuntu je v´ıce zameˇrˇeno na desktopove´ protrˇed´ı. Je tomu
pomeˇrneˇ neda´vno, kdy sveˇtlo sveˇta spatrˇila verze dedikovana´ pro servery. Tuto verzi jsem se
rozhodl pouzˇ´ıt pro implementaci software. Nen´ı ovsˇem vyloucˇena mozˇnost upravit software
pro pouzˇit´ı i na jiny´ch distribuc´ıch.
Verzi distribuce Ubuntu jsem zvolil 10.04.3 LTS. Prˇestozˇe jsou jizˇ k dispozici noveˇjˇs´ı verze,
tato ma´ nespornou vy´hodu pra´veˇ v prˇ´ıponeˇ LTS. Ta totizˇ znamena´ Long Term Support (dlou-
hodoba´ podpora). Zat´ımco standartn´ı distribuce vyda´vane´ kazˇdy´ch 6 mes´ıc˚u maj´ı zarucˇenou
podporu na 18 meˇs´ıc˚u, distribuce oznacˇene´ LTS maj´ı zarucˇeno, zˇe se pro neˇ budou vyv´ıjet
nove´ za´platy a rozsˇ´ıˇren´ı azˇ do prˇedem urcˇene´ho roku - v prˇ´ıpadeˇ 10.04 do dubna roku 2015. V
dobeˇ obhajoby te´to pra´ce jizˇ bude vypusˇteˇna nova´ LTS verze 12.04, bohuzˇel dosud je pouze
ve sta´diu beta verze, kterou nepovazˇuji pro d˚ukladne´ testova´n´ı dostatecˇnou. Shrnut´ı verz´ı je
na obr 4 na str. 12
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Obra´zek 4: Ubuntu release cycle
5 DHCP
5.1 Popis sluzˇby
DHCP (Dynamic Host Configuration Protocol) je protokol urcˇeny´ ke konfiguraci s´ıt’ovy´ch
parametr˚u uzˇivatel˚u v IP s´ıt´ıch. Pokud chteˇj´ı pocˇ´ıtacˇe, ktere´ jsou do IP s´ıteˇ prˇipojene´, ko-
munikovat s ostatn´ımi, mus´ı by´t nejdrˇ´ıve vhodneˇ nakonfigurova´ny. Za´kladn´ı nutnost´ı pro
komunikaci je IP adresa a vy´choz´ı bra´na. DHCP ulehcˇuje administra´tor˚um zˇivot t´ım, zˇe
nen´ı trˇeba tyto hodnoty nastavovat rucˇneˇ, ale jsou prˇideˇlova´ny z centra´ln´ıho servereu. Dalˇs´ı
vy´hodou je, zˇe databa´ze je na jednom mı´steˇ, cˇ´ımzˇ se zamez´ı dupliciteˇ IP adres v s´ıti.
Nav´ıc mu˚zˇe DHCP take´ poskytnout dalˇs´ı uzˇitecˇne´ u´daje, jako jsou adresy DNS server˚u,
network boot server˚u a dalˇs´ıch.
DHCP je pouzˇ´ıva´no v IPv4 i IPv6 s´ıt´ıch a prˇestozˇe u obou verz´ı slouzˇ´ı ke stejne´mu u´cˇelu,
detaily protokolu jsou natolik odliˇsne´, zˇe jsou neˇkdy popisova´ny dva zcela r˚uzne´ protokoly.
DHCP bylo poprve´ verifikova´no pomoc´ı RFC 1531 v roce 1993, jako rozsˇ´ıˇren´ı Bootstrap
protokolu. Du˚vodem bylo omezen´ı Bootstrap, kdy klientska´ rozrhan´ı musela by´t nejprve
prˇedkonfigurova´na, nezˇ mohla obdrzˇet informace. Bootstrap take´ neposkytoval zˇa´dny´ me-
chanismus pro oznacˇen´ı adres, ktere´ jizˇ nejsou vyuzˇ´ıva´ny.
5.2 Stavova´/Bezestavova´ konfigurace
Za´kladn´ı rozhodova´n´ı v IPv6 je, zda pouzˇ´ıt stavove´ (stateful) 3.3.3 nebo bezestavove´ 3.3.4
(stateless) adresy. Bezestavova´ konfigurace je prˇ´ıjemna´ svou jednoduchost´ı, veˇtsˇinou nemus´ı
klient nic nastavovat a IPv6 adresu vygeneruje sa´m . Proble´m vsˇak vznika´ se z´ıska´n´ım adres
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DNS sever˚u. Zde mu˚zˇe bud’ v s´ıti figurovat DHCP server, ktery´ tyto informaci klientu prˇeda´,
nebo si je mu˚zˇe klient nastavit rucˇneˇ.
V prˇ´ıpadeˇ pouzˇit´ı stavove´ konfigurace je v s´ıti nutna´ prˇ´ıtomnost DHCP serveru, ktery´
klientovi prˇideˇl´ı IPv6 adresu i vsˇechny ostatn´ı informace potrˇebne´ pro funkcˇn´ı prˇipojen´ı. V
tomto prˇ´ıpadeˇ vznika´ pochopitelneˇ mozˇnost klienty le´pe spravovat a kontrolovat. Je mozˇne´ i
kombinovat oba prˇ´ıstupy, kdy se
”




Rozhodl jsem se ve sve´m syste´mu zameˇrˇit na stavove´ prˇideˇlova´n´ı adres, protozˇe veˇtsˇina
administra´tor˚u si prˇeje mı´t prˇehled nad t´ım, kdo se do s´ıteˇ prˇipojuje.
5.3 DHCPv4 server
Nejrozsˇ´ıˇreneˇjˇs´ım DHCPv4 serverem pro OS Linux je jednoznacˇneˇ implementace iscDHCP.
Osobneˇ ma´m s t´ımto serverem dobre´ zkusˇenosti. Pokud je spra´vneˇ nakonfigurova´n, nikdy se
mi zat´ım nestalo, zˇe by
”
zamrzl“ nebo dokonce neocˇeka´vaneˇ skoncˇil. Proto jsem se pro IPv4
rozhodl pro tento server.
5.4 DHCPv6 server
Na pouzˇite´m operacˇn´ım syste´mu4.2 stoj´ı v nab´ıdce bal´ıcˇku pro DHCPv6 za zmı´nku wide-
dhcpv6-server[7], poprˇ. dibbler-server[12]. Bohuzˇel ani jeden z teˇchto nesplnil moje ocˇeka´va´n´ı
ohledneˇ mozˇnost´ı konfigurace, podpory a stability. Wide DHCP server ma´ proble´my s podporu
klient˚u na jiny´ch operacˇn´ıch syste´mech nezˇ Linux, Dibbler je zat´ım sp´ıˇse v rane´ fa´zi vy´voje
a ma´ velke´ mnozˇstv´ı chyb. Moje pozornost se tedy zameˇrˇila na isc-dhcp-server[6]. Ten je
pro Ubuntu 10.04 dostupny´ ve verzi 3 pod na´zvem dhcp3-server. Ta ovsˇem nepodporuje
IPv6, ale pouze IPv4. V dalˇs´ıch vyda´n´ıch Ubuntu (od 11.04) je dostupna´ noveˇjˇs´ı verze 4,
ktera´ pra´ci s IPv6 zvla´da´ celkem obstojneˇ, prˇestozˇe jej´ı vy´voj jesˇteˇ nen´ı dokoncˇen. Abych
zarucˇil kompatibilitu skript˚u s budouc´ımi verzemi OS, rozhodl jsem se sta´hnout zdrojove´
ko´dy posledn´ı dostupne´ verze prˇ´ımo pro ISC a sa´m tuto noveˇjˇs´ı verzi zkompilovat. Obrovskou
vy´hodou isc-dhcp je totizˇ jeho sta´vaj´ıc´ı rozsˇ´ıˇrenost pro IPv4. Je tedy velka´ pravdeˇpodobnost,
zˇe administra´tor se jizˇ s konfigurac´ı setkal. Nav´ıc je snadne´ provozovat na jednom serveru




Pro komunikaci v naproste´ veˇtsˇineˇ dnesˇn´ıho internetu, je trˇeba zna´t IP adresu. Jsou to jed-
noznacˇne´ identifika´tory, urcˇuj´ıc´ı c´ıl, kam budou informace putovat. Dome´nova´ jme´na jsou
srozumitelne´ a snadno zapamatovatelne´ ukazatele na IP adresy. Nen´ı rea´lne´, aby si uzˇivatele´
pamatovali IP adresy pro vsˇechny stra´nky ktere´ navsˇteˇvuj´ı (a take´ pro e-mailove´ servery a
spoustu dalˇs´ıch sluzˇeb). Nav´ıc by s t´ımto prˇ´ıstupem byly dalˇs´ı proble´my, protozˇe IP adresy
prˇ´ıslusˇne´ neˇktery´m sluzˇba´m se cˇasto meˇn´ı. DNS (Domain Name System) je sluzˇba, po-
moc´ı n´ızˇ jsou dome´nova´ jme´na dohleda´na a prˇelozˇena na IP adresy. Se znalost´ı IP adresy se
jizˇ aplikace mu˚zˇe pustit do rozes´ıla´n´ı paket˚u urcˇeny´ch c´ıli.
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Protozˇe udrzˇova´n´ı centra´ln´ı databa´ze vsˇech mapova´n´ı dome´novy´ch jmen na IP adresy
nen´ı prakticke´ (a nejsp´ıˇse ani realizovatelne´), jsou seznamy dome´novy´ch jmen a prˇ´ıslusˇny´ch
adres distribuova´ny po internetu hiearchi´ı autorit. Nejvysˇsˇ´ı autorita je
”
.“, ktera´ se da´le deˇl´ı
na tzv. TLD (top-level domain). Viz obra´zek 5 na str. 14
Obra´zek 5: Hiearchie DNS, zdroj [19]
Aby mohl uzˇivatel pouzˇ´ıvat DNS servery, mus´ı zna´t IP adresu alesponˇ jednoho z nich
(veˇtsˇinou se konfiguruj´ı minima´lneˇ dva). Tento server se nazy´va´ loka´ln´ı a by´va´ umı´steˇn u
poskytovatele prˇipojen´ı a funguje jako rekurzivn´ı6.4. Adresu loka´ln´ıho serveru pocˇ´ıtacˇ typicky
obdrzˇ´ı prostrˇednictv´ım DHCP. Pokud pocˇ´ıtacˇ hleda´ urcˇitou informaci v DNS (naprˇ. IP adresu
k dane´mu jme´nu), obra´t´ı se s dotazem na tento loka´ln´ı server. Kazˇdy´ DNS server ma´ ve sve´
konfiguraci uvedeny IP adresy korˇenovy´ch server˚u (autoritativn´ıch server˚u pro korˇenovou
dome´nu). Obra´t´ı se tedy s dotazem na neˇktery´ z nich.
Korˇenove´ servery maj´ı autoritativn´ı informace o korˇenove´ dome´neˇ. Konkre´tneˇ znaj´ı vsˇechny
existuj´ıc´ı dome´ny nejvysˇsˇ´ı u´rovneˇ a jejich autoritativn´ı servery. Dotaz je tedy na´sledneˇ smeˇrova´n
na neˇktery´ z autoritativn´ıch server˚u dome´ny nejvysˇsˇ´ı u´rovneˇ, v n´ızˇ se nacha´z´ı c´ılove´ jme´no.
Ten je opeˇt schopen poskytnout informace o sve´ dome´neˇ a posunout rˇesˇen´ı o jedno patro dol˚u
v dome´nove´m stromeˇ. T´ımto zp˚usobem rˇesˇen´ı postupuje po jednotlivy´ch patrech dome´nove´
hierarchie smeˇrem k c´ıli, azˇ se dostane k serveru autoritativn´ımu pro hledane´ jme´no, ktery´
posˇle definitivn´ı odpoveˇd’. [26]
6.2 DNS za´znamy
6.2.1 Zo´nove´ soubory
Obsahuj´ı definici dome´ny. Skla´da´ se z v´ıce za´znamu˚, jejichzˇ na´zvy a obsah jsou prˇesneˇ defi-
nova´ny (RFC 1035). Forma´t se mu˚zˇe liˇsit dle pouzˇite´ho serveru. V nasˇem prˇ´ıpadeˇ si uka´zˇeme
konfiguraci pro software jme´nem BIND [13]




DNS za´znam pro dome´nu janmichalek.cz
janmichalek.cz. 3600 IN SOA ns.banan.cz. domeny.banan.cz. 1330979267
14400 3600 1209600 3600
janmichalek.cz. 3600 IN NS ns.banan.cz.
janmichalek.cz. 3600 IN NS ns2.banan.cz.
janmichalek.cz. 3600 IN NS ns3.banan.it.
janmichalek.cz. 3600 IN MX 5 p.banan.cz.
janmichalek.cz. 3600 IN MX 10 backup.p.banan.cz.
*. janmichalek.cz. 3600 IN A 77.93.211.241
@ 3600 IN A 77.93.211.241
s.janmichalek.cz. 3600 IN A 84.42.223.253
*. janmichalek.cz. 3600 IN AAAA 2a01 :430:1a::241
@ 3600 IN AAAA 2a01 :430:1a::241
pop3.janmichalek.cz. 3600 IN CNAME p.banan.cz.
imap.janmichalek.cz. 3600 IN CNAME p.banan.cz.
smtp.janmichalek.cz. 3600 IN CNAME p.banan.cz.
s2.janmichalek.cz. 3600 IN CNAME houbicka.dyndns.org.
janmichalek.cz. 3600 IN TXT "v=spf1 a mx a:relay.p.banan.cz -all"
6.2.2 Typy DNS za´znamu˚
Forma´t za´znamu˚:
Dome´nove´ jme´no zˇivotnost trˇ´ıda typ data
janmichalek.cz. 3600 IN NS ns.banan.cz.
• Dome´nove´ jme´no - Pokud nen´ı ukoncˇeno tecˇkou, dopln´ı se aktua´ln´ı dome´na.
◦ *.janmichalek.cz. - vsˇechny za´znamy dane´ho typu, ktere´ nejsou jinde definova´ny
◦ @ - dopln´ı na´zev dome´ny (Origin)
• Zˇivotnost - Pokud se tento za´znam nacha´z´ı v cache pameˇti neˇjake´ho serveru, je po
uplynut´ı te´to doby povazˇova´n za neplatny´
• Trˇ´ıda - Zpravidla internet (IN)
• Typ
◦ SOA - (State Of Authority)
Obsahuje jme´no prima´rn´ıho serveru, adresu elektronicke´ posˇty jej´ıho spra´vce a da´le
r˚uzne´ cˇasovacˇe .
janmichalek.cz. 3600 IN SOA domeny.banan.cz. 1330979267 14400
3600 1209600 3600
◦ NS - (Name Server)
Jme´no autoritativn´ıho DNS serveru
janmichalek.cz. 3600 IN NS ns.banan.cz.
◦ MX - (Mail Exchange)
Adresa a priorita e-mailove´ho serveru. Nizˇsˇ´ı cˇ´ıslo uda´va´ vysˇsˇ´ı prioritu.
janmichalek.cz. 3600 IN MX 5 p.banan.cz.
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◦ A - IPv4 adresa prˇ´ıslusˇna´ k dome´nove´mu jme´nu
s.janmichalek.cz. 3600 IN A 84.42.223.253
◦ AAAA - IPv6 adresa prˇ´ıslusˇna´ k dome´nove´mu jme´nu
*.janmichalek.cz. 3600 IN AAAA 2a1:430:1a::241
◦ CNAME - (Canonical Name) alias pro jizˇ zavedene´ jme´no
pc.janmichalek.cz. 3600 IN CNAME www.janmichalek.cz.
◦ TXT - (Human Readable Text)
Drˇ´ıve slouzˇil pro
”
pozna´mky“, nyn´ı jej pouzˇ´ıvaj´ı i dalˇs´ı sluzˇby (naprˇ. SPF) [11]
janmichalek.cz. 3600 IN TXT "v=spf1 a mx a:relay.p.banan.cz -all"
◦ PTR - (Pointer)
Specia´ln´ı typ za´znamu pro reverzn´ı zo´ny. Na leve´ straneˇ obsahuje adresu a na prave´
jme´no pocˇ´ıtacˇe.
6.3 Typy DNS server˚u
6.4 Rekurzivn´ı DNS servery
Pokud takovy´to server obdrzˇ´ı dotaz, pokus´ı se sa´m zjistit potrˇebne´ informace a tazateli prˇeda´
azˇ konecˇny´ vy´sledek. Cˇasto take´ vy´sledek ulozˇ´ı do cache6.7, aby nemusel opeˇtovneˇ zjiˇst’ovat
stejne´ informace.
6.5 Nerekurzivn´ı DNS servery
Aktivneˇ nezjiˇst’uj´ı potrˇebne´ informace, pouze prˇeda´vaj´ı dotaz dalˇs´ım DNS server˚um.
6.6 Reverzn´ı dotazy
Nejbeˇzˇneˇjˇs´ım u´kolem DNS je poskytnout informace (nejcˇasteˇji IP adresu) pro zadane´ dome´nove´
jme´no. Dovede ale i opak – sdeˇlit jme´no, pod ktery´m je dana´ IP adresa zaregistrova´na. Prˇi
vkla´da´n´ı dat pro zpeˇtne´ dotazy bylo ale trˇeba vyrˇesˇit proble´m s opacˇny´m usporˇa´da´n´ım IP
adresy a dome´nove´ho jme´na. Zat´ımco IP adresa ma´ na zacˇa´tku obecne´ informace (adresu
s´ıteˇ), ktere´ se smeˇrem doprava zprˇesnˇuj´ı azˇ k adrese pocˇ´ıtacˇe, dome´nove´ jme´no ma´ porˇad´ı
prˇesneˇ opacˇne´. Instituce prˇipojena´ k Internetu typicky ma´ prˇideˇlen zacˇa´tek svy´ch IP adres a
konec svy´ch dome´novy´ch jmen.
Tento nesoulad rˇesˇ´ı DNS tak, zˇe prˇi reverzn´ıch dotazech obrac´ı porˇad´ı bajt˚u v adrese. K
obra´cene´ adrese pak prˇipoj´ı dome´nu in-addr.arpa a vy´sledne´
”
jme´no“ pak vyhleda´va´ stan-
dardn´ım postupem. Hleda´-li naprˇ´ıklad jme´no k IP adrese 77.93.211.241, vytvorˇ´ı dotaz na
241.211.93.77.in-addr.arpa. Protozˇe IP adresu 77.93.211.241 ma´ ve spra´veˇ ISP
”
Master Internet“, obsahuje odpoveˇd’ na reverzn´ı dotaz SOA za´znam:
211.93.77.in-addr.arpa. 2182 IN SOA ns1.westmaster.com. zidek.master.cz. 2011121800
3600 3600 1209600 3600
6.7 Cache
Te´meˇrˇ kazˇdy´ DNS server funguje za´rovenˇ jako DNS cache. Prˇi opakovany´ch dotazech pak
nedocha´z´ı k rekurzivn´ımu prohleda´va´n´ı stromu, ale odpoveˇd’ je z´ıska´na loka´lneˇ. V DNS
za´znamech je totizˇ ulozˇena i informace jak dlouho lze za´znam pouzˇ´ıvat (TTL) a lze take´
zjistit, zda byl za´znam zmeˇneˇn. Po vyprsˇen´ı platnosti je za´znam z DNS cache odstraneˇn.
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6.8 DNS servery dle autorit
• Master
Dle starsˇ´ı notace Primary. Server, na ktery´ byla delegova´na spra´va zo´ny. Obsahuje
konfiguracˇn´ı soubory pro danou zo´nu. Prˇi obdrzˇen´ı dotazu na dome´nu, ktera´ je v jeho
spra´veˇ, odpov´ı autoritativn´ı odpoveˇd´ı. Zpravidla se chova´ jako nerekurzivn´ı6.5, aby
zamezil (D)DoS u´tok˚um. [5] Pokud dojde ve zmeˇneˇ v jeho konfiguraci, mu˚zˇe vygenerovat
ozna´men´ı pro Slave servery.
• Slave
Dle starsˇ´ı notace Secondary. Kop´ıruje data z Master serveru pomoc´ı transferu zo´ny.
Odpov´ıda´ autoritativneˇ, nen´ı proto mozˇne´ rozeznat, zda odpoveˇd’ na DNS dotaz prˇiˇsla
od serveru typu Master nebo Slave.
• Stub
V definici zo´ny obsahuje pouze informace, jake´ servery jsou pro danou zo´nu autorita-
tivn´ı.
• Forwarding
Chova´ se jako nerekurzivn´ı6.5 a cache server6.7: Prˇeposˇle dotazy na jiny´ server a ukla´da´
vy´sledky do cache.
6.9 Konfigurace DNS
Aplikace vyuzˇ´ıva´ DNS server Bind ve verzi 1:9.7.0.dfsg.P1-1ubuntu0.4 dostupnou z repo-
zita´rˇ˚u. Abych oddeˇlil statickou konfiguraci, ktera´ nebude meˇneˇna, od konfigurace generovane´
aplikac´ı, vytvorˇil jsem v konfiguracˇn´ım adresa´rˇi/etc/bind/ na´sleduj´ıc´ı strukturu:
system/named.conf.local Soubor obsahuj´ıc´ı definici zo´novy´ch soubor˚u
system/zones/master/ Adresa´rˇ se zo´novy´mi soubory
Da´le jsem prˇidal do globa´ln´ıho konfiguracˇn´ıho souboru /etc/bind/named.conf na´sledujc´ı
rˇa´dek, ktery´ zajist´ı, zˇe prˇidane´ soubory budou pouzˇity.
Ko´d:
include "/etc/bind/system/named.conf.local";
Protozˇe syste´m bude pouzˇit pro prˇeklad vesˇkery´ch dome´novy´ch jmen v prˇideˇlene´ s´ıti, nastavil
jsem jej jako master6.8 a forwarding6.8 soucˇasneˇ. C´ılovy´ server pro prˇepos´ıla´n´ı dotaz˚u na ne-
nalezene´ za´znamy vybere administra´tor prˇi pocˇa´tecˇn´ı konfiguraci aplikace Bind. Pro testovac´ı
u´cˇely jsem pouzˇil verˇejneˇ dostupny´ DNS resolver spolecˇnosti Google na IP 8.8.8.8
Na tomto mı´steˇ bych jesˇteˇ ra´d zmı´nil mozˇnost konfigurace, kterou nab´ız´ı framework
MySQL Bind SDB Driver. Jedna´ se o prˇ´ıme´ napojen´ı aplikace Bind do MySQL serveru,
kdy nen´ı prˇi zmeˇneˇ trˇeba reload nastaven´ı. Zmeˇna se provede pouze v databa´zi a projev´ı se
hned prˇi prˇ´ıˇst´ım dotazu. Syste´m jsem nepouzˇil, protozˇe jej nepovazˇuji za dostatecˇneˇ robustn´ı
pro poskytova´n´ı DNS sluzˇeb. Prˇi vy´padku databa´ze by byl cely´ syste´m ochromen, zat´ımco u
me´ aplikace by pouze nebylo mozˇne´ se za´znamy pracovat, zavedene´ za´znamy vsˇak budou fun-
govat nada´le. Nav´ıc z vlastn´ı zkusˇenosti v´ım, zˇe Bind server s cca 13000 dome´nami ulozˇeny´mi
na filesyste´mu (vcˇetneˇ konfigurac´ı DNSSEC za´znamu˚) provede kompletn´ı reload za necelou
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minutu. Kdyzˇ tuto hodnotu srovna´me s dobou, po kterou jsou za´znamy drzˇeny v cache DNS
server˚u (ra´mcoveˇ hodiny), jev´ı se doba reloadu jako nepodstatna´. Rozhodneˇ na´m tedy vycha´z´ı
le´pe prˇ´ıstup, ktery´ jsem pouzˇil.
7 RADIUS
7.1 Popis sluzˇby
Remote Authentication Dial In User Service (RADIUS) je protokol pro konrolu prˇ´ıstupu,
ktery´ oveˇrˇuje a autentizuje uzˇivatele na za´kladeˇ challenge - response metody.[3] V prˇ´ıpadeˇ
ISO OSI modelu pracuje na cˇtvrte´ vrstveˇ a vyuzˇ´ıva´ UDP paket˚u. Poskytyje centralizovanou
autentizaci, autorizaci a u´cˇtova´n´ı (AAA)7.2 jako na´stroj spra´vy pocˇ´ıtacˇ˚u, ktere´ se prˇipojuj´ı k
s´ıti a pouzˇ´ıvaj´ı ji. RADIUS byl vyda´n spolecˇnosti Livingston Enterprises, Inc. v roce 1991. Z
d˚uvodu sˇiroke´ podpory a vsˇudyprˇ´ıtomne´ho prova´za´n´ı RADIUS protokolu, je cˇasto pouzˇ´ıva´n
poskytovateli Internetove´ho prˇipojen´ı a velky´mi spolecˇnostmi k rˇ´ızen´ı prˇistupu k Internetu
nebo intern´ım s´ıt´ım. (Vcˇetneˇ bezdra´tovy´ch, DSL, VPN apod.).
RADIUS je protokol pracuj´ıc´ı na modelu klient/server. Remote Access Server (RAS), Vir-
tual Private Network Server (VPN), prˇep´ınacˇ s autentizac´ı na ba´zi port˚u a Network Access
Server - To vsˇe jsou zarˇ´ızen´ı, ktere´ umozˇnˇuj´ı prˇ´ıstup k jiny´m s´ıt´ım a vsˇechny maj´ı zabudova´ny
klientske´ komponenty pro komunikaci s RADIUS serverem. Implementace protokolu - RA-
DIUS server by´va´ veˇtsˇinou spusˇteˇn jako de´mon na pozad´ı UNIX nebo Microsoft server˚u.
7.2 AAA
V oblasti pocˇ´ıtacˇove´ bezpecˇnosti AAA znamena´ authentication, authorization and accounting
protocol, tj. cˇesky autentizacˇn´ı, autorizacˇn´ı a u´cˇtovac´ı protokol.
7.2.1 Autentizace
Autentizace (Authentizaction) znamena´ potvrzen´ı, zˇe uzˇivatel pozˇaduj´ıc´ı sluzˇby je platny´m
uzˇivatelem poskytovany´ch s´ıt’ovy´ch sluzˇeb. Autentizace je dosazˇena pomoc´ı prˇedstaven´ı iden-
tity a jiste´ho poveˇrˇen´ı nebo tajemstv´ı. Mezi r˚uzne´ typy tajemstv´ı patrˇ´ı naprˇ´ıklad hesla,
poveˇrˇen´ı na jedno pouzˇit´ı, digita´ln´ı certifika´ty nebo telefonn´ı cˇ´ısla (at’ uzˇ volaj´ıc´ı nebo volana´).
7.2.2 Autorizace
Autorizace (Authorization) znamena´ udeˇlen´ı specificke´ho typu sluzˇby (vcˇetneˇ
”
zˇa´dne´ sluzˇby“)
uzˇivateli, na za´kladeˇ jeho autentizace, sluzˇeb, ktere´ pozˇaduje a aktua´ln´ıho stavu syste´mu.
Autorizace mu˚zˇe by´t zalozˇena na omezen´ıch, naprˇ´ıklad omezen´ı na urcˇite´ hodiny v ra´mci dne,
nebo omezen´ı na fyzickou polohu, nebo omezen´ı v´ıcena´sobne´ho prˇihla´sˇen´ı jednoho uzˇivatele.
Autorizace urcˇuje povahu sluzˇby, ktera´ je poskytnuta uzˇivateli. Typy sluzˇeb jsou naprˇ´ıklad:
filtrova´n´ı IP adres, prˇideˇlen´ı adresy, prˇideˇlen´ı cesty, QoS, rˇ´ızen´ı sˇ´ıˇrky pa´sma/rˇ´ızen´ı toku,
tunelova´n´ı do konkre´tn´ıho koncove´ho bodu, nebo sˇifrova´n´ı.
7.2.3 U´cˇtova´n´ı
U´cˇtova´n´ı (Accounting) znamena´ sledova´n´ı vyuzˇ´ıva´n´ı s´ıt’ovy´ch sluzˇeb uzˇivateli. Tyto informace
mohou by´t pouzˇity pro spra´vu, pla´nova´n´ı, u´cˇtova´n´ı, nebo dalˇs´ı u´cˇely. U´cˇtova´n´ı v rea´lne´m cˇase
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je dorucˇeno soucˇasneˇ s vyuzˇ´ıva´n´ım zdroj˚u. Da´vkove´ u´cˇtova´n´ı ukla´da´ informace o u´cˇtech dokud
nen´ı pozdeˇji dorucˇena. Beˇzˇneˇ se sb´ıraj´ı informace o identiteˇ uzˇivatele, povaze dodany´ch sluzˇeb
a cˇasy pocˇa´tk˚u a konc˚u dodany´ch sluzˇeb.
7.3 AAA v poda´n´ı RADIUS
RADIUS pouzˇ´ıva´ AAA koncept k rˇ´ızen´ı prˇ´ıstupu k s´ıti v na´sledujc´ım procesu, ktery´ je rozdeˇlen
do dvou cˇa´st´ı. Autentizace a autorizace jsou popsa´ny v RFC 2865, zat´ımco u´cˇova´n´ı je popsa´no
v RFC 2866.
7.3.1 Autentizace a autorizace
Uzˇivatel zarˇ´ızen´ı zasˇle pozˇadavek na RAS s t´ım, zˇe chce z´ıskat prˇ´ıstup k urcˇite´mu prostrˇedku
v s´ıt´ı s pouzˇit´ım svy´ch oveˇrˇovac´ıch u´daj˚u. Tyto u´daje jsou prˇeda´ny RAS zarˇ´ızen´ı pomoc´ı
protokolu na linkove´ vrstveˇ (naprˇ. PPP v prˇ´ıpadeˇ mnoha DSL poskytovatel˚u).
Jako odpoveˇd’ RAS zasˇle RADIUS Access Request zpra´vu na RADIUS server. Zpra´va
obsahuje pozˇadavek na z´ıska´n´ı prˇ´ıstupu pomoci RADIUS protokolu.
Tento pozˇadavek obsahuje oveˇrˇovac´ı u´daje, veˇtsˇinou ve formeˇ uzˇivatelske´ho jme´na a hesla
nebo bezpecˇnostn´ıho certifika´t˚u, ktery´m se uzˇivatel prokazuje. Nav´ıc mu˚zˇe RAS prˇipojit i
dodatecˇne´ u´daje, jako je naprˇ. telefonn´ı cˇ´ıslo nebo s´ıt’ovou adresu.
RADIUS server pote´ oveˇrˇ´ı pravost u´daj˚u pomoc´ı autentizacˇn´ıch sche´mat jako jsou PAP,
CHAP nebo EAP. Pokud byly doda´ny dodatecˇne´ u´daje spolu s jme´nem a heslem, jsou oveˇrˇeny
take´ vcˇetneˇ privilegia k dany´m prostrˇedk˚um.
V p˚uvodn´ım navrhu RADIUS zkontroloval uzˇivatelske´ u´daje v loka´ln´ım souboru (ktery´
slouzˇil jako jednoducha´ databa´ze). Modern´ı RADIUS implementace umı´ pracovat i s extern´ımi
zdroji, jako je SQL, Kerberos, LDAP nebo Active Directory. Pro u´cˇely aplikace jsem se rozhodl











Obra´zek 6: Autentizacˇn´ı protokol. Zdroj [27]
7.4 FreeRADIUS
FreeRADIUS je implementace RADIUS serveru, ktera´ je k dispozici jako open source pod
licenc´ı GPL. Jedna´ se o nejrozsˇ´ıˇreneˇjˇs´ı a nejpopula´rneˇjˇs´ı implementaci.
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7.4.1 Instalace pro IPv4
Nejdrˇ´ıve jsem pouzˇil instalace dostupne´ z repozita´rˇ˚u ubuntu. Verze dostupna´ v dobeˇ psan´ı
te´to pra´ce je freeradius 2.1.8+dfsg-1ubuntu1. Na´sleduj´ıc´ım postupem jsem zprovoznil AAA
v˚ucˇi MySQL databa´zi pro IPv4.
1. Instalace potrˇebny´ch bal´ık˚u
Ko´d:
# aptitude install freeradius freeradius -mysql
2. Vytvorˇen´ı MySQL uzˇivatele a schema databa´ze
Administra´tor zde vybere vlastn´ı heslo do databa´ze mı´sto jednoduche´ho S3cret.
Ko´d:
# mysql -u root -p
CREATE DATABASE ‘radius ‘ ;
CREATE USER ’radius ’@’localhost ’ IDENTIFIED BY ’S3cret ’;
GRANT USAGE ON * . * TO ’radius ’@’localhost ’ IDENTIFIED BY ’
S3cret ’
WITH MAX_QUERIES_PER_HOUR 0 MAX_CONNECTIONS_PER_HOUR 0
MAX_UPDATES_PER_HOUR 0 MAX_USER_CONNECTIONS 0 ;





# mysql -u radius -pS3cret radius < schema.sql
# mysql -u radius -pS3cret radius < nas.sql
3. Prˇiprav´ıme si testovac´ı uzˇivatele pro testova´n´ı spojen´ı do databa´ze. Jeden se bude
prˇihlasˇovat pomoc´ı plaintext, druhy´ pomoc´ı MD5 hashe. Zde je trˇeba dodrzˇet spra´vne´
opera´tory. V aplikaci jsou pouzˇity jenom na´sleduj´ıc´ı dva:
•
”
==“ Defaultn´ı opera´tor prˇi vlozˇen´ı do databa´ze. Pokud pozˇadavek zaslany´ uzˇivatelem
obsahuje dany´ atribut, je jeho hodnota oveˇrˇena.
•
”
:=“ Stejna´ funkce jako prˇedchoz´ı. Nav´ıc pokud je v konfiguraci atribut se stejny´m
na´zvem, jeho hodnota je nahrazena. Pokud v dotazu od klienta nen´ı dany´ atribut
prˇ´ıtomen, je do dotazu prˇipojen.




INSERT INTO radcheck (UserName , Attribute , Value)
VALUES (’sqlplain ’, ’Password ’, ’testpwd ’);
INSERT INTO radcheck (username ,attribute ,op ,value)
VALUES (’sqlmd5 ’, ’MD5 -Password ’, ’:=’, MD5( ’Password ’ ));










Posledn´ı rˇa´dek zapne nacˇ´ıta´n´ı NAS klient˚u z databa´ze. Bohuzˇel FreeRADIUS umı´ kli-
enty nacˇ´ıst pouze prˇi startu. Po u´praveˇ tabulky je tedy trˇeba sluzˇbu restartovat.
Ko´d:
















Pokud jsou uvedene´ porty 0, aplikace FreeRADIUS by meˇla vybrat porty z /etc/services.
Bohuzˇel se mi opakovaneˇ sta´valo, zˇe FreeRADIUS odmı´tal nastartovat bez explicitneˇ













5. Restart sluzˇby FreeRADIUS
Ko´d:
# /etc/init.d/freeradius restart
6. Vyzkousˇ´ıme loka´lneˇ uzˇivatele, ktere´ho jsme vytvorˇili. Adresa pro IPv4 localhost je stan-
dartneˇ prˇidana´ do souboru clients.conf, je tedy mozˇne´ j´ı pouzˇ´ıt pro prˇ´ıstup. Standartn´ı
heslo je pro localhost nastaveno na testing123
Ko´d:
radtest sqlplain secr3t localhost 1812 testing123
radclient: socket: cannot initialize udpfromto: Function not
implemented
Nyn´ı se klient nemu˚zˇe prˇipojit, protozˇe Ubuntu prˇekla´daj´ı localhost na IPv6 adresu
::1, na ktere´ neposloucha´ server a soucˇasna´ verze klienta s n´ı neumı´ pracovat. (Prˇestozˇe
dokumentace tvrd´ı zˇe ano, viz da´le). Vyzkousˇ´ıme tedy prˇ´ımo IPv4 adresu
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Ko´d:
# radtest sqlplain secr3t 127.0.0.1 1812 testing123
Sending Access -Request of id 41 to 127.0.0.1 port 1812
User -Name = "sqlplain"
User -Password = "secr3t"
NAS -IP -Address = 127.0.1.1
NAS -Port = 1812
rad_recv: Access -Accept packet from host 127.0.0.1 port 1812, id
=41, length =20
Sending Access -Request of id 183 to 127.0.0.1 port 1812
User -Name = "sqlmd5"
User -Password = "secr3t"
NAS -IP -Address = 127.0.1.1
NAS -Port = 1812
rad_recv: Access -Accept packet from host 127.0.0.1 port 1812, id
=183, length =20
Zde vid´ıme, zˇe spojen´ı korektneˇ funguje a autentizace probeˇhla.
7. Vlozˇ´ıme do tabulky nas za´znam a vyzkousˇ´ıme i vza´lene´ho IPv4 klienta. V prˇ´ıpadeˇ




(id , nasname , shortname , type , ports , secret , community ,
description)
VALUES




radtest sqlmd5 secr3t 10.0.0.1 1812 testing123
Sending Access -Request of id 125 to 10.0.0.1 port 1812
User -Name = "sqlmd5"
User -Password = "secr3t"
NAS -IP -Address = 127.0.1.1
NAS -Port = 1812
rad_recv: Access -Accept packet from host 10.0.0.1 port 1812, id
=125, length =20
8. Vsˇe je zde v porˇa´dku, IPv4 FreeRADIUS se spojen´ım do MySQL na´m funguje.
7.4.2 Instalace pro IPv6
Protozˇe cela´ tato pra´ce je zameˇrˇena na nasazen´ı IPv6, i FreeRADIUS zprovozn´ıme pod t´ımto
protokolem. Nejdrˇ´ıve jsem zkusil standartn´ı instalaci prˇenastavit tak, aby naslouchala na
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vsˇech IPv6 adresa´ch. Je trˇeba podotknout, zˇe stejneˇ jako isc-dhcp server neumı´ jedna instance
aplikace FreeRADIUS poslouchat soucˇasneˇ na IPv4 a IPv6 adresa´ch.
















radiusd: #### Opening IP addresses and Ports ####
listen {
type = "auth"
ipv6addr = :: IPv6 address [::]
port = 1812
/etc/freeradius/radiusd.conf [240]: Error binding to port for ::
port 1812
Zde naraz´ıme na za´sadn´ı proble´m. Instalace distribuovana´ s Ubuntu 10.04 sice tvrd´ı,
zˇe podporuje IPv6 (a hodnoty jsou i v uka´zkovy´ch konfiguracˇn´ıch souborech), ale tato
verze pod IPv6 nefunguje! Po ne u´plneˇ kra´tke´m hleda´n´ı jsem objevil, zˇe proble´m by
meˇl by´t zp˚usoben zapnuty´m flag –with-udpfromto prˇi konfiguraci a na´sledne´ kompi-
laci distribucˇn´ıho bal´ıku. Bal´ık jsem tedy prˇekompiloval. Doporucˇuji bal´ıky kompilovat
mimo samotny´ syste´m, na stejne´m OS se stejnou architekturou. Vyhneme se t´ım zane-
sen´ı c´ılove´ho syste´mu zbytecˇny´mi bal´ıky nutny´mi pro kompilaci, ktere´ i po odinstalova´n´ı
mu˚zˇou nechat neporˇa´dek.
2. Prˇekompilova´n´ı distribucˇn´ıho bal´ıku.
Ko´d:
sudo apt -get build -dep freeradius
apt -get source freeradius
cd freeradius -2.1.8+ dfsg
vim debian/rules
--with -udpfromto --> --without -udpfromto
dpkg -buildpackage -j6
Prˇep´ınacˇ -j6 spust´ı 6 vla´ken pro kompilaci. (PC ktere´ slouzˇilo pro testova´n´ı disponuje
cˇtyrˇmi ja´dry). Kompilace ovsˇem skoncˇila s chybou. Zde jsem jizˇ zacˇ´ınal by´t poneˇkud
rozzlobeny´, protozˇe jsem necha´pal, jak mu˚zˇe distribucˇn´ı bal´ık
”
nej´ıt“ zkompilovat. Zku-
sil jsem jesˇteˇ vra´tit konfiguracˇn´ı parametr zpeˇt, ale bez vy´sledku. Pote´ jsem zkusil jesˇteˇ
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sta´hnout verzi prˇ´ımo od FreeRADIUS, ale vy´sledek byl zcela shodny´. Jako posledn´ı
mozˇnost jsem zkusil jesˇteˇ vypnout kompilaci ve v´ıce vla´knech a k me´mu obrovske´mu
u´divu se bal´ık zkompiloval. Vy´voja´rˇi tedy zcela ocˇividneˇ zapomneˇli d˚usledneˇ sledovat
za´vislosti mezi bal´ıky. Pro u´speˇsˇnou kompilaci je tedy trˇeba vynechat prˇep´ınacˇ -j6.
Vzniknou na´m na´sleduj´ıc´ı bal´ıky (v za´vislosti na architekturˇe):
Ko´d:
freeradius_2 .1.8+dfsg -1 ubuntu1_i386.deb
freeradius -common_2 .1.8+dfsg -1 ubuntu1_all.deb
freeradius -dbg_2 .1.8+dfsg -1 ubuntu1_i386.deb
freeradius -dialupadmin_2 .1.8+ dfsg -1 ubuntu1_all.deb
freeradius -iodbc_2 .1.8+ dfsg -1 ubuntu1_i386.deb
freeradius -krb5_2 .1.8+dfsg -1 ubuntu1_i386.deb
freeradius -ldap_2 .1.8+dfsg -1 ubuntu1_i386.deb
freeradius -mysql_2 .1.8+ dfsg -1 ubuntu1_i386.deb
freeradius -postgresql_2 .1.8+ dfsg -1 ubuntu1_i386.deb
freeradius -utils_2 .1.8+ dfsg -1 ubuntu1_i386.deb
libfreeradius2_2 .1.8+dfsg -1 ubuntu1_i386.deb
libfreeradius -dev_2 .1.8+dfsg -1 ubuntu1_i386.deb
3. A instalaci potrˇebny´ch bal´ık˚u provedeme na´sledovneˇ:
Ko´d:
dpkg -i freeradius_2 .1.8+dfsg -1 ubuntu1_i386.deb \
freeradius -common_2 .1.8+ dfsg -1 ubuntu1_all.deb \
freeradius -mysql_2 .1.8+ dfsg -1 ubuntu1_i386.deb \
freeradius -utils_2 .1.8+ dfsg -1 ubuntu1_i386.deb \
libfreeradius2_2 .1.8+dfsg -1 ubuntu1_i386.deb






radiusd: #### Opening IP addresses and Ports ####
listen {
type = "auth"





ipv6addr = :: IPv6 address [::]
port = 1813
}
Listening on authentication address :: port 1812
Listening on accounting address :: port 1813
Listening on proxy address :: port 1814
Ready to process requests.
5. Vyzkousˇ´ıme tedy znovu spojen´ı na localhost, tentokra´t po IPv6. Prˇekompilova´n´ım
bal´ık˚u jsme prˇidali podporu IPv6 i do aplikace radclient, bohuzˇel nikoliv do aplikace
radtest. Vyzkousˇ´ıme tedy spojen´ı prˇ´ımo prˇes radclient s prˇep´ınacˇem pro -6 pro IPv6.
Ko´d:
echo "User -Name=sqlmd5 ,Password=secr3t" | radclient -6 localhost
auth testing123 -x
Sending Access -Request of id 192 to ::1 port 1812
User -Name = "sqlmd5"
Password = "secr3t"
radclient: no response from server for ID 192 socket 3
Zda´ se, zˇe server neodpov´ıda´, ale v debug konzoli serveru je videˇt, zˇe nema´me zavedene´ho
klienta pro IPv6.
Ko´d:
Ignoring request to authentication address :: port 1812 from
unknown client ::1 port 43493
6. Prˇida´me tedy klienta do databa´ze a restartujeme FreeRADIUS server.
Ko´d:
INSERT INTO nas
(id , nasname , shortname , type , ports , secret , community ,
description)
VALUES
(NULL , ’::1’, ’::1’, ’other ’, NULL , ’testing123 ’, NULL , ’RADIUS
Client ’);
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7. A znovu vyzkousˇ´ıme
Ko´d:
echo "User -Name=sqlmd5 ,Password=secr3t" | radclient -6 localhost
auth testing123 -x
Sending Access -Request of id 147 to ::1 port 1812
User -Name = "sqlmd5"
Password = "secr3t"
rad_recv: Access -Accept packet from host ::1 port 1812, id=147,
length =20
A nyn´ı je jizˇ vsˇe v porˇa´dku.
8. Vyzkousˇ´ıme jesˇteˇ z jine´ho klienta (zde mus´ıme take´ nainstalovat upravene´ bal´ıky a




(id , nasname , shortname , type , ports , secret , community ,
description)
VALUES
(NULL , ’2001:5c0 :1515: b900::1’, ’2001:5c0 :1515: b900::1’, ’other
’, NULL , ’testing123 ’, NULL , ’RADIUS Client ’);
Klient:
Ko´d:
aptitude install freeradius -utils
dpkg -i freeradius -common_2 .1.8+dfsg -1 ubuntu1_all.deb \
freeradius -utils_2 .1.8+ dfsg -1 ubuntu1_i386.deb \
libfreeradius2_2 .1.8+dfsg -1 ubuntu1_i386.deb
A provedeme test, zda byl proble´m odstraneˇn.
Ko´d:
echo "User -Name=sqlmd5 ,Password=secr3t" | radclient -6 2001:5 c0
:1515: b900 ::1 auth testing123 -x
Sending Access -Request of id 154 to 2001:5 c0 :1515: b900 ::1 port
1812
User -Name = "sqlmd5"
Password = "secr3t"
rad_recv: Access -Accept packet from host 2001:5 c0 :1515: b900 ::1
port 1812, id=154, length =20
Vsˇe v porˇa´dku.
9. Ma´me tedy plneˇ funkcˇn´ı aplikaci FreeRADIUS komunikuj´ıc´ı s MySQL databa´z´ı a pra-
cuj´ıc´ı na IPv6.
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7.5 U´pravy pro aplikaci
Databa´ze
Aby byl syste´m co nejv´ıce konzistentn´ı, prˇidal jsem tabulky nutne´ pro AAA proces do da-
taba´ze IPv6, kterou pouzˇ´ıva´ zbytek sluzˇeb. U´pravy byly na´sledujc´ı:
• Prˇekop´ırova´n´ı tabulek z databa´ze radius do IPv6 s vyj´ımkou tabulky nas
• Prˇejmenova´n´ı tabulky radcheck na User
• Prˇipojen´ı do databa´ze








• Zmeˇna SQL dotaz˚u generuj´ıc´ıch seznam klientsky´ch stanic
Pu˚vodn´ı dotaz:




nas_query = "SELECT idIPAddress id, inet6_ntop(IPAddress) nasname
, inet6_ntop(IPAddress) shortname , ’other ’ type , ’testing123 ’
secret FROM ${nas_table }"
Oddeˇlen´ı IPv4 a IPv6 konfigurac´ı
Jak jizˇ bylo zmı´neˇno vy´sˇe, RADIUS postra´da´ schopnost naslouchat v jedne´ instanci soucˇasneˇ
na IPv4 a IPv6 s´ıt´ıch. Je ovsˇem mozˇne´ spustit dveˇ instance, prˇicˇemzˇ kazˇda´ nasloucha´ na
jine´ verzi IP. Prˇestozˇe zmeˇna v konfiuraci je pouze v jednom souboru, aplikace umozˇnˇuje
prˇedat jako parametr pouze cely´ adresa´rˇ s konfigurac´ı. Aby konfigurace z˚ustala kompaktn´ı,
vytvorˇil jsem dva konfiguracˇn´ı adresa´rˇe a p˚uvodn´ı obsah do nich nalinkoval. Zmeˇny provedene´




/etc# mkdir freeradius4 freeradius6
/etc# ln -s freeradius /* freeradius4/
/etc# ln -s freeradius /* freeradius6/
/etc# cd freeradius4
/etc/freeradius4# rm radiusd.conf
/etc/freeradius4# ln -s radiusd4.conf radiusd.conf
/etc# cd ../ freeradius6
/etc/freeradius4# rm radiusd.conf
/etc/freeradius4# ln -s radiusd6.conf radiusd.conf





Kdykoliv potrˇebujeme, aby se paket mohl dostat z jedne´ s´ıteˇ do druhe´, potrˇebujeme jej
smeˇrovat. Ma´me mozˇnost smeˇrova´n´ı nastavit na vsˇech z˚ucˇastneˇny´ch smeˇrovacˇ´ıch rucˇneˇ, nebo
mu˚zˇeme pouzˇ´ıt neˇjaky´ smeˇrovac´ı protokol. Pro potrˇeby navrhovane´ s´ıteˇ jsem se rozhodl pouzˇ´ıt
OSPF[25] kv˚uli neˇkolika vy´hoda´m:
• Protokol je hojneˇ rozsˇ´ıˇreny´
• Podporuje IPv4 i IPv6
• Nalezneme jeho implementaci pro Cisco IOS i pro Linux
• Vyhovuje na´rok˚um na rozsah s´ıteˇ
• Velmi rychle konverguje
8.1 Zebra/Quagga
V prˇ´ıpadeˇ me´ pra´ce jsem vyuzˇil implementaci jme´nem Zebra[24]. Jedna´ se o implementaci
podpory cele´ho ba´ıku smeˇrovac´ıch protokol˚u a konfigurace je velice podobna´ Cisco IOS. Pro
zjednodusˇen´ı instalace jsem vyuzˇil odnozˇ jme´nem Quagga[23], ktera´ se v´ıce zameˇrˇuje na komu-
nitn´ı prˇ´ıstup nezˇ centraliozovana´ Zebra. Proto je take´ standartneˇ v nab´ıdce bal´ık˚u Ubuntu.
Protozˇe jsou mezi teˇmito implementacemi jenom minima´ln´ı rozd´ıly, budu v dalˇs´ım textu
pouzˇ´ıvat souhrne´ oznacˇen´ı zebra. Instalaci provedeme na´sledovneˇ
Ko´d:
aptitude install quagga







Pro spusˇteˇn´ı sluzˇby mus´ı existovat prˇ´ıslusˇny´ konfiguracˇn´ı soubor. Ten mu˚zˇe by´t naprˇ´ıklad i
pra´zdny´. Na´sleduje konfigurace hlavn´ıho daemona pro software Zebra. Zde je mozˇne´ nastavit,










description Interface to Internal Network
ip address 10.0.0.1/24
ipv6 address 2001:A::1/64
! priklad staticke cesty
!ip route x.x.x.x/m y.y.y.y
Snazˇil jsem se konfiguraci co nejv´ıce zjednodusˇit, proto jsem se rozhodl redistribuovat po-
moc´ı OSPF staticke´ cesty i prˇ´ımo prˇipojene´ s´ıteˇ. Na´sleduje jednoduchy´ prˇ´ıklad, jak by mohl











network 1.2.3.0/24 area 0.0.0.1












! Pri redistribuci odfiltrujeme jine nez globalni adresy
area 0.0.0.1 range 2001::/64
! Pouzijeme sw Zebra pro rozesilani router advertisment zprav
no ipv6 nd suppress -ra
ipv6 nd ra-interval 10
interface eth0 area 0.0.0.1
interface eth1 area 0.0.0.1
Pokud budou v s´ıt´ı figurovat i prˇ´ıstroje s Cisco IOS, nastav´ıme je tak, aby komunikovali
v ra´mci jedne´ area se software Zebra. Postup mu˚zˇe by´t na´sleduj´ıc´ı:
Ko´d:
ipv6 router ospf 0
router -id 0.0.0.2
interface fa 0/0
ipv6 ospf 0 area 0.0.0.1
Routovac´ı protokol OSPF pro IPv4 i IPv6 jsem vyzkousˇel v ra´mci neˇkolika virtua´ln´ıch
stroj˚u s OS Ubuntu, kdy v prˇ´ıpadeˇ IPv4 se redistribovala cesta k me´mu ISP, v prˇ´ıpadeˇ IPv6
cesta do tunelu popsane´ho v kapitole 12.2 a syste´m plneˇ fungoval. Funcˇnost pro platformu
Cisco se mi nepodarˇilo otestovat. Zkousˇel jsem sice vytvorˇit propojen´ı s emulovany´m IOS
spusˇteˇny´m pomoc´ı aplikace GNS3, bohuzˇel se mi nepodarˇilo nava´zat sousedskou vazbu mezi
smeˇrovacˇi. Chybu prˇipisuji prˇ´ıliˇs komplikovane´mu spojen´ı (kdy nejdrˇ´ıve vytvorˇ´ım virtua´ln´ı
rozhran´ı tap0 pro spojen´ı do GNS3 a pote´ most mezi tap0 a virtua´ln´ım rozhran´ım vmnet1,
do ktere´ho je prˇipojeny´ OS hostuj´ıc´ı software Zebra). Jsem ovsˇem prˇesveˇdcˇeny´, zˇe na rea´lne´m
hardware by komunikace prob´ıhala v porˇa´dku.
9 Databa´ze
9.1 Na´vrhova´ omezen´ı
V principu by mohla aplikace fungovat na dvou prˇ´ıstupech
1. Nacˇ´ıst hodnoty z existuj´ıc´ıch konfiguracˇn´ıch soubour˚u, ty pote´ upravit a znovu ulozˇit.
Vy´hodou tohoto prˇ´ıstupu je mozˇnost konfiguracˇn´ı soubory rucˇneˇ upravovat. Nevy´hodou
je pracne´ parsova´n´ı. Takto napsana´ aplikace take´ nen´ı prˇ´ıliˇs flexibiln´ı co se ty´cˇe zmeˇn
ve strukturˇe soubor˚u.
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2. Vsˇechny hodnoty drzˇet v databa´zi a konfiguracˇn´ı soubory generovat. Vy´hoda je ve
snadne´ centralizovane´ spra´veˇ, za´lohovatelnosti a flexibilnosti syste´mu. Take´ je zde mozˇnost
soubor rucˇneˇ editovat, ale pouze pro docˇasne´ u´cˇely nebo testova´n´ı. Nevy´hodou je veˇtsˇ´ı
na´rocˇnost na syste´m a nutnost pocˇa´tecˇn´ıho zava´deˇn´ı hodnot do syste´mu.
Zvolil jsem druhou mozˇnost: Uskladneˇn´ı vsˇech dat v databa´zi. Aplikace se pote´ bude moci
snadno rozsˇiˇrovat o dalˇs´ı komponenty. Take´ prˇedstava spra´vy velke´ho mnozˇstv´ı stanic bez
centralizace je pro kazˇde´ho administra´tora nocˇn´ı mu˚rou.
9.2 Volba datovy´ch typ˚u
Prˇi volbeˇ datovy´ch typ˚u pro sloupce tabulek jsem musel vz´ıt v u´vahu neˇkolik d˚ulezˇity´ch
aspekt˚u spojeny´ch s optimalizac´ı ukla´da´n´ı adres do databa´ze. Je trˇeba bra´t ohled na rozd´ılnou
strukturu IPv4 a IPv6 adres. Zde jsou vy´hody a nevy´hody jednotlivy´ch mozˇny´ch prˇ´ıstup˚u.
• Oddeˇlene´ tabulky IPv4 a IPv6
+ Snadneˇjˇs´ı indexace
− Slozˇiteˇjˇs´ı pra´ce s tabulkami z pohledu aplikace
− Neprˇehlednost
• Sloucˇene´ tabulky IPv4 a IPv6
+ Jednodusˇsˇ´ı pra´ce s tabulkou z pohledu aplikace
− Na´roky na datovy´ typ
− Slozˇiteˇjˇs´ı vkla´da´n´ı a vyhleda´va´n´ı
− Pozˇadova´na schopnost rozliˇsit jednotlive´ typy od sebe
• Datovy´ typ CHAR,VARCHAR
+ Cˇitelne´ za´znamy prˇi rucˇn´ı editaci
+ Jednoduche´ ukla´da´n´ı adres jako rˇetezec
− Neefektivn´ı vyhleda´va´n´ı, nutnost indexace
• Datovy´ typ BINARY,VARBINARY
+ Rychle´ vyhleda´va´n´ı
+ Velka´ u´spora velikosti (VARBINARY)
+ Lepsˇ´ı kontrola nad vkla´dany´mi za´znamy
+ Strojoveˇ snadno zpracovatelne´
− Pro cˇloveˇka necˇitelne´ za´znamy4
− Nutnost prˇevod˚u uvnitrˇ aplikace
• Pouzˇit´ı specializovany´ch MySQL funkc´ı pro pra´ci s IPv4 i IPv6
+ Vyrˇesˇene´ osˇetrˇen´ı vstup˚u
+ Optimalizovane´ vkla´da´n´ı
− Slozˇiteˇjˇs´ı instalace
− Sn´ızˇena´ prˇenositelnost databa´ze
Kv˚uli prˇehlednosti jsem zvolil mozˇnost sloucˇit tabulky pro IPv4 a IPv6 adresy do jedne´ a
pro ulozˇen´ı samotne´ adresy jsem vybral datovy´ typ VARBINARY.
4Aplikace phpMyadmin umı´ prˇ´ımo zobrazit BINARY jako text
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Obra´zek 7: Sche´ma databa´ze
Prˇi rozhodova´n´ı jak pracovat ukla´dat adresy jsem narazil na zaj´ımave´ rˇesˇen´ı vy´vojove´
skupiny spolecˇnosti Watchmouse, zaby´vaj´ıc´ı se monitoringem dostupnosti webovy´ch stra´nek.
Spolecˇnost nab´ız´ı pod GNU licenc´ı knihovny [10] do MySQL, ktere´ prˇida´vaj´ı funkce pro pra´ci s
IPv4 i IPv6 s jednotny´m rozhran´ım. Za´kladn´ı funkce jsou inet6 pton, ktera´ prˇeva´d´ı IP adresy
do VARBINARY(16) forma´tu, a inet6 ntop, ktera´ prova´d´ı prˇesneˇ opacˇny´ proces. IPv6 adresy
jsou automaticky ukla´da´ny v minimalizovane´m tvaru, cozˇ vede ke sn´ızˇen´ı velikosti ukla´dany´ch
dat bez ztra´ty na informacˇn´ı hodnoteˇ. Odpada´ tak dvoj´ı implementace stejne´ funkcˇnosti na
straneˇ aplikace i webove´ho rozhran´ı - k informac´ım z databa´ze bude uniformneˇ prˇistupova´no
pomoc´ı vy´sˇe zmı´neˇny´ch funkc´ı. Obrovska´ vy´hoda tohoto syste´mu je kompatibilita s beˇzˇneˇ
implementovany´mi funkcemi. Naprˇ. v Javeˇ je mozˇne´ VARBINARY polozˇku jednodusˇe prˇeve´st
na objekt typu InetAddress.
Nevy´hodou je, zˇe zmı´neˇne´ doplnˇuj´ıc´ı knihovny se mus´ı zkompilovat a naimportovat do
databa´ze na dane´m stroji, cozˇ snizˇuje jednoduchost instalace cele´ho syste´mu i prˇenositelnost
databa´z´ı naprˇ. pomoc´ı dump za´lohy.
Prefix pro danou adresu je do tabulky ukla´da´n jako sloupec typu VARBINARY(3)
9.3 Na´vrh databa´zove´ struktury
Vy´sledne´ sche´ma databa´ze kterou bude syste´m pouzˇ´ıvat je na obr. [7] na str. [33].
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• Tabulka Group
Prˇedstavuje skupinu pocˇ´ıtacˇ˚u. Za´kladn´ı funkc´ı je prˇideˇlen´ı adres a pods´ıt´ı dane´ skupineˇ.
V prˇ´ıpadeˇ potrˇeby je mozˇne´ doimplementovat i dalˇs´ı parametry specificke´ pro danou
skupinu.
• Tabulka GrpIPv6Adr
Tabulka vznikla´ rozkldem vazby N:N mezi tabulkami Group a IPAddress
• Tabulka Computer
Prˇedstavuje jeden pocˇ´ıtacˇ. Pocˇ´ıtacˇ mu˚zˇe mı´t jedno nebo v´ıce rozhran´ı. Je charakteri-
zova´n rˇeteˇzcem hostname, ktery´ nemus´ı by´t unikatn´ı5.
• Tabulka Interface
Prˇedstavuje rozhran´ı pocˇ´ıtacˇe. Obsahuje kontrolu na jedinecˇnosti MAC adresy. K jed-
nomu rozhran´ı mu˚zˇe by´t prˇiˇrazeno v´ıce IP adres.
• Tabulka IfaceIPAddr
Tabulka vznikla´ rozkldem vazby N:N mezi tabulkami Interface a IPAddress
• Tabulka IPAddress
Obsahuje jednotlive´ IP adresy (IPv4 i IPv6), prefixy k adresa´m a verzi adresy.
• Tabulka GlobalConfig
Tabulka obsahuje parametry konfigurace na globa´ln´ı u´rovni pro vsˇechny aplikace. Apli-
kace jsou rozliˇseny dle typu. Da´le tabulka obsahuje dvojici parametr : hodnota.
• Tabulka User
Obsahuje definici uzˇivatelsky´ch u´cˇt˚u. V soucˇasne´ dobeˇ ji vyuzˇ´ıva´ pouze aplikace RA-
DIUS, prˇedpoka´da´ se rozsˇ´ıˇren´ı do dalˇs´ıch aplikac´ı.
• Tabulka Service V te´to tabulce jsou ulozˇeny jednotlive´ sluzˇby, ktere´ aplikace dovoluje
konfigurovat spolecˇneˇ s informac´ı, na ktere´m zarˇ´ızen´ı urcˇita´ sluzˇba beˇzˇ´ı. Pomoc´ı aplikace
je pote´ mozˇno tyto sluzˇby neprˇ´ımo povolit, zaka´zat a restartovat.
Pro na´vrh jsem pouzˇil software MySQLWorkbench[16], ktery´ umı´ prˇehledneˇ pracovat se
za´vislostmi v databa´zi a velmi komfortneˇ umı´ synchronizovat model s existuj´ıc´ı databa´z´ı.
9.4 Instalace MySQL a dodatecˇny´ch knihoven
Nainstalujeme potrˇebne´ bal´ıky a za´vislosti
Ko´d:
aptitude install -y mysql -server libc6 -dev libmysqlclient -dev
libidn11 -dev
Protozˇe chceme do MySQL importovat knihovny, ktere´ nejsou ve standartn´ım nastaven´ı ser-
veru, je nutne´ upravit odpov´ıdaj´ıc´ı AppArmor profil.
5Sice by unika´tn´ı by´t meˇl, ale v rea´lne´m zˇivoteˇ se mu˚zˇeme cˇasto setkat s duplicitou. Odstraneˇn´ı teˇchto
proble´mu˚ je na adminstra´torovi s´ıteˇ, nikoliv na aplikaci
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Ko´d:
/etc/apparmor.d/usr.sbin.mysqld : "/usr/lib/mysql /** mr"
A pote´ nainstalovat samotne´ knihovny
Ko´d:
wget https :// bitbucket.org/watchmouse/mysql -udf -ipv6/get/tip.tar.
bz2
tar xvfj tip.tar.bz2




cˇ´ımzˇ se nahraj´ı .so knihovny do /usr/lib/mysql/plugins Do databa´ze je pak trˇeba nahra´t
patrˇicˇne´ funkce, ktere´ vyuzˇivaj´ı dane´ knihovny.
Ko´d:
CREATE FUNCTION inet6_ntop RETURNS STRING SONAME "mysql_udf_ipv6.so
";
CREATE FUNCTION inet6_pton RETURNS STRING SONAME "mysql_udf_ipv6.so
";
Funkce pote´ prˇeva´deˇj´ı IPv4 a IPv6 adresy do VARBINARY forma´tu, tedy naprˇ.
Ko´d:
select inet6_ntop(inet6_pton ( ’2001:4860: a005 ::68 ’)),
inet6_ntop(inet6_pton ( ’1.2.3.4 ’));
select length(inet6_pton ( ’2001:4860: a005 ::68 ’)),
length(inet6_pton ( ’1.2.3.4 ’));
10 Perl
Nejdrˇ´ıve jsem jako jazyk pro napsa´n´ı prˇeva´zˇne´ cˇa´sti aplikace zvolil Perl. Jak p´ıˇs´ı sami autorˇi:
Perl 5 je velice schopny´ programovac´ı jazyk bohaty´ na funkce, ktery´ ma´ za sebou v´ıce jak
23 let vy´voje. Perl 5 je spustitelny´ na v´ıce nezˇ 100 platforma´ch od prˇenosny´ch zarˇ´ızen´ı po
mainframy a je vhodny´ pro rychle´ jednora´zove´ scripty i pro velke´ projekty.[20]
Pro uprˇesneˇn´ı se jedna´ o interpretovany´ programovac´ı jazyk.
Vy´hody programovac´ıho jazyka Perl:
• Rozsˇ´ıˇrenost ve sveˇteˇ WWW formou CGI skript˚u
• Nena´rocˇnost na hostitelsky´ syste´m (v porovna´n´ı naprˇ. s jazykem Java)
• Podpora objektove´ho programova´n´ı
• Velke´ mnozˇstv´ı rozsˇ´ıˇren´ı (CPAN moduly)
• Nativn´ı podpora na OS 4.2
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• Aplikace lze pomoc´ı PHP spousˇteˇt prˇ´ımo z prostrˇed´ı apache cozˇ umozˇnˇuje sd´ılet knihovny
a funkce.
Beˇhem programova´n´ı jsem se snazˇil udrzˇet na vhodne´ mı´ˇre abstrakce, aby byl software da´le
rozsˇiˇritelny´. Take´ jsem chteˇl vyuzˇ´ıt trˇ´ıdy zpracova´vaj´ıc´ı logiku aplikace opakovaneˇ, tj. v
syste´move´ cˇa´sti i GUI. Bohuzˇel jsem zjistil, zˇe pouzˇit´ı Perl modul˚u v php nen´ı ani zdaleka tak
jednoduche´, jak se zda´lo. Za´sadn´ım proble´mem ovsˇem byla bezpecˇnost, ktera´ je U perl CGI
cˇasto prob´ırany´m te´matem. Rozhran´ı obsahuj´ı mnoho chyb a mezer typu exploit. Prˇesˇel jsem
proto na programovac´ı jazyk Java v kombinaci s knihovnami Hibernate a Java Server Faces.
Toto rˇesˇen´ı je sice teˇzˇsˇ´ı na pocˇa´tecˇn´ı implementaci, ovsˇem pote´ lze aplikace velice snadno
rozsˇiˇrovat. Nav´ıc pro pra´ci je k dispozici mnoho volneˇ dostupny´ch na´stroj˚u, ktere´ umozˇnuj´ı
zameˇrˇit se na samotnou logiku aplikace a prˇitom za programa´tora deˇlaj´ı spoustu cˇinnost´ı.
11 Java
11.1 U´vodem
Java je objektoveˇ orientovany´ programovac´ı jazyk, ktery´ vyvinula firma Sun Microsystems a
prˇedstavila 23. kveˇtna 1995.
Java je jedn´ım z nejpouzˇ´ıvaneˇjˇs´ıch programovac´ıch jazyk˚u na sveˇteˇ. Podle Tiobe indexu je
Java nejpopula´rneˇjˇs´ı programovac´ı jazyk. Dı´ky sve´ prˇenositelnosti je pouzˇ´ıva´n pro programy,
ktere´ maj´ı pracovat na r˚uzny´ch syste´mech pocˇ´ınaje cˇipovy´mi kartami (platforma JavaCard),
prˇes mobiln´ı telefony a r˚uzna´ zabudovana´ zarˇ´ızen´ı (platforma Java ME), aplikace pro desk-
topove´ pocˇ´ıtacˇe (platforma Java SE) azˇ po rozsa´hle´ distribuovane´ syste´my pracuj´ıc´ı na rˇadeˇ
spolupracuj´ıc´ıch pocˇ´ıtacˇ˚u rozprostrˇene´ po cele´m sveˇteˇ (platforma Java EE). Tyto technologie
se jako celek nazy´vaj´ı platforma Java. Dne 8. kveˇtna 2007 Sun uvolnil zdrojove´ ko´dy Javy
(cca 2,5 milio´n˚u rˇa´dk˚u ko´du) a Java bude da´le vyv´ıjena jako open source.
Existuje neˇkolik teori´ı o p˚uvodu jme´na tohoto jazyka, jedna z nich mluv´ı o inspiraci u
slangove´ho oznacˇen´ı ka´vy.[26]
11.1.1 Za´kladn´ı vlastnosti
• jednoduchy´ – jeho syntaxe je zjednodusˇenou (a drobneˇ upravenou) verz´ı syntaxe jazyka
C a C++. Odpadla veˇtsˇina konstrukc´ı, ktere´ zp˚usobovaly programa´tor˚um proble´my a
na druhou stranu prˇibyla rˇada uzˇitecˇny´ch rozsˇ´ıˇren´ı.
• objektoveˇ orientovany´ – s vy´jimkou osmi primitivn´ıch datovy´ch typ˚u jsou vsˇechny
ostatn´ı datove´ typy objektove´.
• distribuovany´ – je navrzˇen pro podporu aplikac´ı v s´ıti (podporuje r˚uzne´ u´rovneˇ
s´ıt’ove´ho spojen´ı, pra´ce se vzda´leny´mi soubory, umozˇnˇuje vytva´rˇet distribuovane´ kli-
entske´ aplikace a servery.
• interpretovany´ – mı´sto skutecˇne´ho strojove´ho ko´du se vytva´rˇ´ı pouze tzv. meziko´d
(bajtko´d). Tento forma´t je neza´visly´ na architekturˇe pocˇ´ıtacˇe nebo zarˇ´ızen´ı. Program
pak mu˚zˇe pracovat na libovolne´m pocˇ´ıtacˇi nebo zarˇ´ızen´ı, ktery´ ma´ k dispozici interpret
Javy, tzv. virtua´ln´ı stroj Javy - Java Virtual Machine (JVM).
V pozdeˇjˇs´ıch verz´ıch Javy nebyl meziko´d prˇ´ımo interpretova´n, ale prˇed prvn´ım svy´m
proveden´ım dynamicky zkompilova´n do strojove´ho ko´du dane´ho pocˇ´ıtacˇe (tzv. just in
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time compilation - JIT). Tato vlastnost za´sadn´ım zp˚usobem zrychlila prova´deˇn´ı pro-
gramu˚ v Javeˇ ale vy´razneˇ zpomalila start programu˚.
V soucˇasnosti se prˇeva´zˇneˇ pouzˇ´ıvaj´ı technologie zvane´ HotSpot compiler, ktere´ meziko´d
zpocˇa´tku interpretuj´ı a na za´kladeˇ statistik z´ıskany´ch z te´to interpretace pozdeˇji pro-
vedou prˇeklad cˇasto pouzˇ´ıvany´ch cˇa´st´ı do strojove´ho ko´du vcˇetneˇ dalˇs´ıch dynamicky´ch
optimalizac´ı (jako je naprˇ. inlining kra´tky´ch metod atp.).
• robustn´ı – je urcˇen pro psan´ı vysoce spolehlive´ho softwaru – z tohoto d˚uvodu ne-
umozˇnˇuje neˇktere´ programa´torske´ konstrukce, ktere´ by´vaj´ı cˇastou prˇ´ıcˇinou chyb (naprˇ.
spra´va pameˇti, prˇ´ıkaz goto, pouzˇ´ıva´n´ı ukazatel˚u). Pouzˇ´ıva´ tzv. silnou typovou kontrolu
– vesˇkere´ pouzˇ´ıvane´ promeˇnne´ mus´ı mı´t definovany´ sv˚uj datovy´ typ.
• generacˇn´ı spra´va pameˇti – spra´va pameˇti je realizova´na pomoc´ı automaticke´ho Gar-
bage collectoru ktery´ automaticky vyhleda´va´ jizˇ nepouzˇ´ıvane´ cˇa´sti pameˇti a uvolnˇuje je
pro dalˇs´ı pouzˇit´ı. To bylo v prvn´ıch verz´ıch opeˇt prˇ´ıcˇinou pomalejˇs´ıho beˇhu programu˚. V
posledn´ıch verz´ıch beˇhovy´ch prostrˇed´ı je d´ıky novy´m algoritmu˚m pro garbage collection
a tzv. generacˇn´ı spra´veˇ pameˇti (pameˇt’ je rozdeˇlena na v´ıce cˇa´st´ı, v kazˇde´ se pouzˇ´ıva´
jiny´ algoritmus pro garbage collection a objekty jsou mezi teˇmito cˇa´stmi prˇesunova´ny
podle de´lky sve´ho zˇivota) tento proble´m ze znacˇne´ cˇa´sti eliminova´n.
• bezpecˇny´ – ma´ vlastnosti, ktere´ chra´n´ı pocˇ´ıtacˇ v s´ıt’ove´m prostrˇed´ı, na ktere´m je pro-
gram zpracova´va´n, prˇed nebezpecˇny´mi operacemi nebo napaden´ım vlastn´ıho operacˇn´ıho
syste´mu neprˇa´telsky´m ko´dem.
• neza´visly´ na architekturˇe – vytvorˇena´ aplikace beˇzˇ´ı na libovolne´m operacˇn´ım syste´mu
nebo libovolne´ architekturˇe. Ke spusˇteˇn´ı programu je potrˇeba pouze to, aby byl na
dane´ platformeˇ instalova´n spra´vny´ virtua´ln´ı stroj. Podle konkre´tn´ı platformy se mu˚zˇe
prˇizp˚usobit vzhled a chova´n´ı aplikace.
• prˇenositelny´ – vedle zmı´neˇne´ neza´vislosti na architekturˇe je jazyk neza´visly´ i co se ty´ka´
vlastnost´ı za´kladn´ıch datovy´ch typ˚u (je naprˇ´ıklad explicitneˇ urcˇena vlastnost a velikost
kazˇde´ho z primitivn´ıch datovy´ch typ˚u). Prˇenositelnost´ı se vsˇak mysl´ı pouze prˇena´sˇen´ı
v ra´mci jedne´ platformy Javy (naprˇ. J2SE). Prˇi prˇena´sˇen´ı mezi platformami Javy je
trˇeba da´t pozor na to, zˇe platforma urcˇena´ pro jednodusˇsˇ´ı zarˇ´ızen´ı nemus´ı podporovat
vsˇechny funkce dostupne´ na platformeˇ pro slozˇiteˇjˇs´ı zarˇ´ızen´ı a kromeˇ toho mu˚zˇe definovat
neˇktere´ vlastn´ı trˇ´ıdy doplnˇuj´ıc´ı neˇjakou specia´ln´ı funkcˇnost nebo nahrazuj´ıc´ı trˇ´ıdy vysˇsˇ´ı
platformy, ktere´ jsou pro nizˇsˇ´ı platformu prˇ´ıliˇs komplikovane´.
• vy´konny´ – prˇestozˇe se jedna´ o jazyk interpretovany´, nen´ı ztra´ta vy´konu vy´znamna´,
nebot’ prˇekladacˇe pracuj´ı v rezˇimu
”
just-in-time“ a do strojove´ho ko´du se prˇekla´da´ jen
ten ko´d, ktery´ je opravdu zapotrˇeb´ı.
• v´ıceu´lohovy´ – podporuje zpracova´n´ı v´ıcevla´knovy´ch aplikac´ı
• dynamicky´ – Java byla navrzˇena pro nasazen´ı ve vyv´ıjej´ıc´ım se prostrˇed´ı. Knihovna
mu˚zˇe by´t dynamicky za chodu rozsˇiˇrova´na o nove´ trˇ´ıdy a funkce, a to jak z extern´ıch
zdroj˚u, tak vlastn´ım programem.
• elegantn´ı – velice peˇkneˇ se v neˇm pracuje, je snadno cˇitelny´ (naprˇ. i pro publikaci
algoritmu˚), prˇ´ımo vyzˇaduje osˇetrˇen´ı vy´jimek a typovou kontrolu.[26]
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11.2 Hibernate
Hibernate je knihovna pro objektoveˇ-relacˇn´ı mapova´n´ı (object-relational mapping (ORM)) v
jazyce Java. Poskytuje framework pro mapova´n´ı objektoveˇ orientovane´ho dome´nove´ho mo-
delu na tradicˇn´ı relacˇn´ı databa´zi. Snazˇ´ı se vyrˇesˇit proble´my s Object-relational impedance
mismatch 11.2.5 nahrazen´ım prˇ´ıme´ho persistentn´ıho prˇ´ıstupu do databa´ze vysokou´rovnˇovy´mi
funkcemi pro pra´ci s objekty.
Za´kladn´ı funkc´ı Hibernate je mapova´n´ı Java trˇ´ıd na databa´zove´ tabulky (a take´ prˇevod
datovy´ch typ˚u z jazyku Java na typy jazyka SQL). Hibernate take´ poskytuje na´stroje pro
datove´ dotazy a z´ıska´n´ı jejich vy´sledk˚u. Hibernate generuje SQL vola´n´ı a pokousˇ´ı se oddeˇlit
vy´voja´rˇe od rucˇn´ı pra´ce s na´vratovy´mi mnozˇinami a prˇevodu objekt˚u. T´ımto take´ umozˇnˇuje
portablitu aplikace mezi vsˇemi podporovany´mi SQL databa´zami za cenu pouze male´ho po-
klesu vy´konu. (Kompatibilita je zajiˇsteˇna pomoc´ı trˇ´ıd typu ovladacˇ (Driver)).
11.2.1 Mapova´n´ı
Mapova´n´ı trˇ´ıd z jazyka Java do databa´ze je prova´deˇno pomoc´ı konfigurace v XML souboru,
nebo pouzˇ´ıt´ım specia´ln´ıch anotac´ı. (Pro u´cˇely programu jsem vybral mapova´n´ı pomoc´ı XML
pro jeho prˇehlednost a snadnou upravitelnost). Hibernate doka´zˇe pouzˇ´ıt existuj´ıc´ı konfiguraci
(pomoc´ı XML i pomoc´ı anotac´ı) k udrzˇen´ı aktua´lnosti databa´zove´ho sche´matu tzv. Forward
Engineering.
Hibernate poskytuje na´stroje pro uskutecˇneˇn´ı 1:N (one-to-many) a N:M (many-to-many)
relac´ı mezi trˇ´ıdami. Nav´ıc ke schopnosti spravovat asociace mezi objekty, doka´zˇe Hibernate
take´ spravovat reflexivn´ı asociace, kdy ma´ objekt 1:N relaci s ostatn´ımi objekty stejne´ho typu.
11.2.2 Persistence
Perzistence ve sveˇteˇ Java je schopnost zachovat stav objektu mezi jednotlivy´mi spusˇteˇn´ımi
aplikace (tedy naprˇ. ulozˇen´ım parametr˚u objektu do databa´ze). Hibernate poskytuje transpa-
rentn´ı persistenci pro Plain Old Java Objekty (POJOs)[17]. Jediny´ za´vazny´ pozˇadavek na per-
zistentn´ı trˇ´ıdu je konstruktor bez jaky´chkoliv argument˚u (konstruktor mu˚zˇe by´t i priva´tn´ı).
Doporucˇuje se take´ vlastn´ı prˇet´ızˇen´ı metod equals() a hashcode(), aby mohl by´t objekt ko-
rektneˇ porovna´n. (Tento prˇ´ıstup jsem pouzˇil take´ ve sve´ pra´ci).
Mnozˇiny dat nacˇtene´ z databa´ze jsou typicky ulozˇene´ v kolekc´ıch jazyka Java, jako je Set
nebo List. Podporova´ny jsou take´ genericke´ typy (zavedene´ v Java 5). Teˇchto genericky´ch
typ˚u ve sve´ pra´ci hojneˇ vyuzˇ´ıva´m. Hibernate mu˚zˇe by´t nakonfigurova´n aby nacˇ´ıtal objekty z
databa´ze formou Lazy Loading (Tj. objekty jsou inicializova´ny azˇ ve chv´ıli, kdy jsou potrˇeba,
nikoliv prˇi spusˇteˇn´ı aplikace). Ve sve´ pra´ci jsem se rozhodl pouzˇ´ıt Lazy Loading, protozˇe
vy´razneˇ snizˇuje pameˇt’ove´ na´roky na aplikaci za cenu jej´ıho mı´rne´ho zpomalen´ı. V prostrˇed´ı
konfigurace neprˇedpokla´da´m nutnost okamzˇite´ reakce, zat´ımco sn´ızˇen´ı pameˇt’ovy´ch na´rok˚u je
jisteˇ pro administra´tora velky´m prˇ´ınosem. V souvislosti s funkc´ı Lazy Loading jsem musel
vyrˇesˇit hlavneˇ proble´my s korektn´ım otev´ıra´n´ım a uzav´ıra´n´ım spojen´ı do databa´ze prˇi cˇten´ı a
zapisova´n´ı zmeˇn. Pokud totizˇ naprˇ. uzˇivatel upravuje objekt, jehozˇ soucˇa´st´ı je kolekce jiny´ch
objekt˚u (ktere´ dosud nebyly nacˇteny z databa´ze), mus´ı by´t schopna aplikace po dokoncˇen´ı
zmeˇn nacˇ´ıst dane´ objekty z databa´ze. V praxi to tedy znamena´, zˇe prakticky v kazˇde´m
okamzˇiku pra´ce s aplikac´ı mus´ı by´t dostupne´ funkcˇn´ı spojen´ı do databa´ze.
Relacˇn´ı objekty mohou by´t nakonfigurova´ny na kaska´dova´n´ı operac´ı z jednoho na druhy´.
Naprˇ. objekt typu Computer mu˚zˇe by´t nakonfigurova´n, aby kaska´doval sve´ operace pro
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prˇida´n´ı a odebra´n´ı Interface, takzˇe jsou tyto operace zavola´ny i na vsˇechny objekty typu
Interface prˇ´ıslusˇej´ıc´ı k dane´mu pocˇ´ıtacˇi. Zde bych se ra´d pozastavil nad proble´mem na ktery´
jsem narazil. Prˇi pouzˇit´ı funkce Reverse Engineering(viz 11.2.6) jsem naivneˇ veˇrˇil vygene-
rovane´mu kaska´dove´mu mapova´n´ı objekt˚u z databa´ze. Bohuzˇel konfigurace relac´ı typu N:M
(naprˇ. mezi Interface a IpAddress) byly vygenerova´ny s parametrem cascade-all, mı´sto ko-
rektn´ıho cascade-all-delete-orphans. Tato chyba meˇla za na´sledek, zˇe v databa´zi z˚usta´valy ob-
jekty, na neˇzˇ nevedly zˇa´dne´ reference. Chybu jsem se snazˇil
”
obej´ıt“ z´ıska´n´ım teˇchto osiˇrely´ch
objekt˚u jesˇteˇ prˇed odstraneˇn´ım objekt˚u, jezˇ na neˇ ukazovaly a na´sledny´m SQL dotazem na
jejich odstraneˇn´ı. Rˇesˇen´ı sice bylo funkcˇn´ı, ale zcela pop´ıralo smysl Hibernate mapova´n´ı. Na-
konec jsem na chybu v typu kaska´dova´n´ı narazil zcela na´hodou (prˇi hleda´n´ı jine´ chyby spojene´
perzistenc´ı objekt˚u).
Dalˇs´ı na´stroj ktery´ Hibernate poskytje pro urychlen´ı vykona´va´n´ı SQL dotaz˚u, je tzv. Dirty
checking. Tento na´stroj prˇedcha´z´ı zbytecˇny´m za´pis˚um do databa´ze prova´deˇn´ım SQL update
vola´n´ı pouze na hodnoty, ktere´ byly prˇed vola´n´ım upraveny.
11.2.3 ManagedBean
ManagedBean je specia´ln´ı druh trˇ´ıdy typu Bean, ktera´ je registrova´na v JSF a je j´ım manazˇova´na.
Od JSF v 2.0 je mozˇne´ tyto Bean komponenty urcˇovat pomoc´ı anotac´ı, cozˇ vedlo ke znacˇne´mu
zjednodusˇen´ı spra´vy. Hlavn´ı vy´hodou ManagedBean je, zˇe mohou by´t referencova´ny z jiny´ch










Rozsah (anglicky Scope) je specia´ln´ı tag importovany´ z knihoven Hibernate. Urcˇuje viditelnost
instance trˇ´ıdy pro ostatn´ı instance a take´ urcˇuje, kdy dana´ instance zanika´. Rˇ´ızen´ı je nutne´,
aby v pameˇti nez˚usta´valy instance, ktere´ jizˇ nejsou potrˇeba. Take´ je na druhou stranu nutne´
Hibernate urcˇit, ktera´ instance ma´ prˇetrvat. Nasleduje popis jednotlivy´ch druh˚u a jejich
chova´n´ı, vcˇetneˇ popisu, kde byly v aplikaci pouzˇity.
• NoneScoped
Objekty, jejichzˇ rozsah nen´ı explicitneˇ urcˇen nejsou viditelne´ v zˇa´dne´ JSF stra´nce. Pokud
jsou pouzˇity v konfiguracˇn´ım souboru, urcˇuj´ı ManagedBeans, ktere´ jsou pouzˇity jiny´mi
ManagedBeans v ra´mci aplikace. Objekty, jejichzˇ rozsah nen´ı urcˇen mohou pouzˇ´ıvat
ostatn´ı objekty, ktere´ nemaj´ı urcˇen rozsah.
Pouzˇit´ı: Vsˇechny trˇ´ıdy kromeˇ trˇ´ıd typu Bean
• RequestScoped
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Objekty v tomto rozsahu jsou viditelne´ od zacˇa´tku dotazu po jeho dokoncˇen´ı. Rozsah
vznika´ na zacˇa´tku dotazu a koncˇ´ı v okamzˇiku, kdy je odpoveˇd’ odesla´na klientu. Po-
kud jsou pozˇadavky prˇesmeˇrova´ny, je objekt viditelny´ i v prˇesmeˇrovane´ stra´nce, protozˇe
stra´nka je zobrazena v ra´mci jednoho cyklu typu Pozˇadavek-Odpoveˇd’. Objekty v tomto
rozsahu mohou pouzˇ´ıvat NoneScoped, RequestScoped, SessionScoped a ApplicationSco-
ped objekty.
Pouzˇit´ı: Pouze u trˇ´ıdy typu Bean rˇ´ıd´ıc´ı objekt Interface (instance nen´ı pouzˇ´ıvana
zˇa´dnou jinou trˇ´ıdou)
• ViewScoped
Objekty v tomto rozsahu jsou znovu vytvorˇeny prˇi kazˇde´m dotazu z/do stejne´ho po-
hledu. (Tj. prˇi dotazech v ra´mci jedne´ stra´nky). Z˚usta´vaj´ı platne´ dokud klient neopust´ı
stra´nku nebo nen´ı ukoncˇena session. Objektu v tomto rozsahu mohou pouzˇ´ıvat None-
Scoped, SessionScoped a ApplicationScoped objekty. Pouzˇit´ı: Trˇ´ıdy typu Bean rˇ´ıd´ıc´ı
objekty zajiˇst’uj´ıc´ı generova´n´ı konfiguracˇn´ıch soubor˚u.
• SessionScoped
Objekty v tomto rozsahu jsou viditelne´ v ktere´mkoliv cyklu typu Pozˇadavek-Odpoveˇd’,
ktery´ na´lezˇ´ı k session. Objekty v tomto rozsahu maj´ı perzistentn´ı stav mezi jednotlivy´mi
dotazy a z˚usta´vaj´ı platne´ v pameˇti, dokud nejsou explicitneˇ oznacˇeny za neplatne´, nebo
nen´ı ukoncˇena session. Session je veˇtsˇinou ukoncˇena vola´n´ım commit(). Objekty v tomto
rozsahu mohou pouzˇ´ıvat ostatn´ı NoneScoped, SessionScoped nebo ApplicationScoped
objekty.
Pouzˇit´ı: Trˇ´ıdy typu Bean rˇ´ıd´ıc´ı Group a Computer objekty. Naprˇ. prˇi vy´beˇru objektu
typu Computer na stra´nce se spra´vou skupin, je nastavena promeˇnna´ typu Computer
v ManagedBean a na´sledneˇ je zavola´na stra´nka se spra´vou objekt˚u typu Computer. Na
te´to stra´nce je z prˇ´ıslusˇne´ ManagedProperty nacˇtena promeˇnna´ zpeˇt. Pokud by objekty
zanikly po zaslan´ı dalˇs´ıho pozˇadavku, nebyla by na neˇ jizˇ mozˇna´ reference. Proto mus´ı
by´t objekty v ra´mci jedne´ session. Pokud by objekty naopak byly ApplicationScoped,
byly by jejich instance drzˇeny v pameˇti i po ukoncˇen´ı session, prˇestozˇe by na neˇ jizˇ
nebyla zˇa´dna´ reference.
• ApplicationScoped Objekt v tomto rozsahu je viditelny´ vsˇemi cykly typu Pozˇadavek-
Odpoveˇd’, vsˇemi klienty pouzˇ´ıvaj´ıc´ımi aplikaci po dobu beˇhu aplikace. Objekty v tomto
rozsahu mohou pouzˇ´ıvat ostatn´ı ApplicationScoped a NoneScoped objekty.
Pouzˇit´ı: Hlavn´ı trˇ´ıda typu Bean rˇ´ıd´ıc´ı vsˇechny ostatn´ı Bean trˇ´ıdy.
Hibernate nab´ız´ı mozˇnost spojit instance objekt˚u po prˇechodu mezi jednotlivy´mi session
pomoc´ı funkc´ı merge(Object o) a update(Object o). V aplikaci nebyly tyto funkce za´meˇrneˇ
pouzˇity, protozˇe je mozˇne´, zˇe k databa´zi bude prˇistupova´no i prˇes jine´ kana´ly nezˇ aplikaci
samotnou. T´ım by mohlo snadno doj´ıt k nekonzistenci objekt˚u a generovan´ı neprˇ´ıjemny´ch
chyb. Proto jsou objekty po kazˇde´m vola´n´ı funkce commit() znovu nacˇteny.
11.2.5 Object-relational impedance mismatch
Sada konceptualn´ıch a sche´maticky´ch proble´mu˚, ktere´ vznikaj´ı prˇi pouzˇit´ı relacˇn´ıho da-
taba´zove´ho syste´mu (RDBMS) programem napsany´m v objektoveˇ orientovane´m jazyku. Ob-
zvla´sˇteˇ v situac´ıch, kdy jsou objekty nebo trˇ´ıdy mapova´ny prˇ´ımocˇarˇe na databa´zove´ tabulky
nebo relacˇn´ı schemata.
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Vyjmenujme nejcˇasteˇji vznikaj´ıc´ı proble´my:
• Enkapsulace - Objektoveˇ orientovane´ programy jsou navrzˇeny tak, aby tvorˇily enkap-
sulovane´ objekty, jejichzˇ obsah je prˇed okol´ım ukryt. Mapova´n´ı takove´ho priva´tn´ıho
objektu do databa´zovy´ch tabulek mu˚zˇe zp˚usobit nestabilitu databa´z´ı z pohledu OOP
filozofie. Pro tvorbu priva´tn´ıho enkapsulovane´ho objektu v OOP je totizˇ nutne´ splnit
mnohem mı´rneˇjˇs´ı podmı´nky nezˇ ve srovna´n´ı s databa´z´ı, kde data mus´ı by´t verˇejneˇ
dostupna´ pro zmeˇnu, kontrolu a dotazy.
RDBMS sp´ıˇse pouzˇ´ıva´ protekcˇn´ı a bezpecˇnostn´ı mechanismy na ba´z´ı pravidel (rule-
based) a rol´ı (role-based), zat´ımco OOP pouzˇ´ıva´ kontroln´ı mechanismy na u´rovni roz-
rhan´ı (interface). Vlozˇen´ım prvku do RDBMS tento prvek automaticky z´ıska´va´ stan-
dartn´ı mnozˇinu relacˇn´ıch a databa´zovy´ch operac´ı, ktere´ nad n´ım mohou by´t prova´deˇny.
Restrikce operac´ı jsou cˇasto prova´deˇny inkrementa´ln´ım odeb´ıra´n´ım operac´ı z te´to mnozˇiny
dle potrˇeby. Naprˇ. objekt˚um, ktere´ nemaj´ı mı´t schopnost upravovat jinou nezˇ svoj´ı cˇa´st
databa´ze je odeprˇen prˇ´ıstup k tabulka´m jiny´ch objekt˚u.
Na druhe´ straneˇ stoj´ı enkapsulace, ktera´ zamezuje komunikaci objektu s okoln´ım sveˇtem,
dokud nejsou explicitneˇ definova´na rozhran´ı, ktera´ tuto komunikaci zprostrˇedkuj´ı. (Nicme´neˇ
veˇtsˇina RDBMS nab´ız´ı mozˇnost ulozˇit vlastn´ı procedury, ktere´ sd´ılej´ı neˇktere´ charak-
teristiky OOP enkapsulace.
• Prˇ´ıstup k dat˚um - V relacˇn´ıch modelech je rozd´ıl mezi priva´tn´ımi a verˇejny´mi atributy
definova´n sp´ıˇse jako vlastnost, kterou by bylo vhodne´ splnit, zat´ımco u OOP je tento
atribut u dat absolutn´ı.
• Rozhran´ı, trˇ´ıdy, deˇdicˇnost a polymorfismus - Prˇ´ıstup k objekt˚um v OOP je pokud
mozˇno nejle´pe prova´deˇt pomoc´ı rozhran´ı, ktere´ spolecˇneˇ poskytuj´ı jediny´ prˇ´ıstup k
vnitrˇn´ım hodnota´m objektu. Na druhou stranu relacˇn´ı model pouzˇ´ıva´ odvozene´ relacˇn´ı
promeˇnne´ (pohledy, views) pro poskytut´ı rozd´ılny´ch perspektiv a omezen´ı za u´cˇelem
zajiˇsteˇn´ı integrity dat. OOP trˇ´ıdn´ı koncepty jako je deˇdicˇnost a polymorfismus nejsou
relacˇn´ım modelem poskytnutelne´.
• Rozd´ıly mezi datovy´mi typy - Jeden z nejveˇtsˇ´ıch rozd´ıl˚u mezi existuj´ıc´ımi OO a
relacˇn´ımi jazyky je v syste´mu, jaky´m jsou definova´ny typy. Relacˇn´ı model striktneˇ za-
kazuje prˇeda´va´n´ı atribut˚u jako reference (nebo ukazatele), zat´ımco OO jazyky preferuj´ı
a ocˇeka´vaj´ı prˇeda´va´n´ı referenc´ı. Skala´rn´ı typy a jejich operacˇn´ı se´mantika je take´ cˇasto
v´ıce cˇi me´neˇ rozd´ılna´, cozˇ zp˚usobuje probe´my s mapova´n´ım.
Naprˇ´ıklad veˇtsˇina SQL syste´mu˚ podporuje rˇeteˇzce znak˚u s rozd´ılny´m ko´dova´n´ım a
omezen´ım na de´lku (typy s prˇedem nezna´mou de´lkou maj´ı negativn´ı dopad na vy´kon).
Oproti tomu veˇtsˇina OO jazyk˚u bere ko´dova´n´ı pouze jako argument prˇi trˇ´ıdeˇn´ı a rˇeˇteˇzce
jsou dynamicky mapova´ny do dostupne´ pameˇti.
Dalˇs´ı podobny´ prˇ´ıklad je, zˇe SQL syste´my cˇasto prˇi porovna´va´n´ı ignoruj´ı pra´zdne´ mı´sto
na konci rˇeteˇzce, zat´ımco OO knihovny pro pra´ci s rˇeteˇzci ne.
11.2.6 Reverse Engineering
V p˚uvodn´ım na´vrhu Hibernate byl stanoven prˇedpoklad, zˇe designe´r navrhne software a k
neˇmu prˇ´ıslusˇne´ databa´zove´ struktury budou vytvorˇeny na´sledovneˇ dle entit v tomto software.
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V praxi se ovsˇem s t´ımto prˇ´ıstupem setka´me sp´ıˇse vyj´ımecˇneˇ. V naproste´ veˇtsˇineˇ je nejdrˇ´ıve
navrzˇen databa´zovy´ model, ke ktere´mu je pote´ vytvorˇen prˇ´ıslusˇny´ software. T´ım vznika´
proble´m, jak vne´st jizˇ existuj´ıc´ı databa´zovou strukturu do programu se vsˇemi za´vislostmi,
ciz´ımi kl´ıcˇi, kaska´dami apod. Zde prˇicha´z´ı ke slovu Reverse Engineering.
Reverzn´ı inzˇeny´rstv´ı (Reverse Engineering , RE) je oznacˇen´ı pro proces, jehozˇ c´ılem je
odkry´t princip fungova´n´ı zkoumane´ho prˇedmeˇtu (naprˇ. mechanicke´ho zarˇ´ızen´ı nebo pocˇ´ıtacˇove´ho
programu), veˇtsˇinou za u´cˇelem sestrojen´ı stejneˇ cˇi podobneˇ funguj´ıc´ıho prˇedmeˇtu (nemus´ı vsˇak
by´t vy´slovnou kopi´ı origina´lu). Reverzn´ı inzˇeny´rstv´ı mu˚zˇe by´t v za´vislosti na situaci a pra´vn´ım
syste´mu nelega´ln´ı (naprˇ. jako pr˚umyslova´ sˇpiona´zˇ nebo porusˇen´ı dusˇevn´ıho vlastnictv´ı), ne
vsˇak ve vsˇech sta´tech sveˇta stejneˇ.[26]
V prˇ´ıpadeˇ Hibernate je mozˇne´ RE pouzˇ´ıt pro dodatecˇne´ generova´n´ı trˇ´ıd dle tabulek v da-
taba´zi a k nim odpov´ıdaj´ıc´ı konfiguracˇn´ı soubory pro Hiberate6. Tuto cˇinnost lze samozrˇejmeˇ
vykonat i manualneˇ, ale ve veˇtsˇineˇ prˇ´ıpad˚u se trˇ´ıdy obsahuj´ı prˇeva´zˇneˇ jednoduche´ metody
typu get a set. Nav´ıc je pravdeˇpodobneˇjˇs´ı, zˇe programa´tor udeˇla´ neˇjakou drobnou, teˇzˇko od-
halitelnou chybu. Na druhou stranu je nutne´ vygenerovane´ trˇ´ıdy a konfigurace zkontrolovat
z d˚uvod˚u, o nichzˇ se zmı´n´ım da´le.
Pro RE jsem vyuzˇil vestaveˇnou funkci v NetBeans. Podrobny´ na´vod je mozˇne´ nale´zt na
stra´nka´ch NetBeans[18]. Vygenerovane´ konfigurace bylo trˇeba na´sledovneˇ upravit:
• Mapova´n´ı typu N:M prova´deˇna´ prˇes vazebn´ı tabulky nebyla vygenerova´na. Bylo tedy
nutne´ dodat rucˇneˇ naprˇ.:
Ko´d:
<set cascade ="all -delete -orphan" name=" IPAddresses" table="
IfaceIPAddr">
<key column =" Interface_idInterface "/>
<many -to -many class=" dbEntities.Ipaddress" column ="
IPAddress_idIPAddress "/>
</set >
• Generova´n´ı obsahuje bug[9], ktery´ se projev´ı na´sledovneˇ:





<version name=" version" type=" string">
<column name=" Version" length ="2" not -null="true" />
</version >
cozˇ je zcela chybneˇ. Spra´vne´ mapova´n´ı vypada´ na´sledovneˇ:
Ko´d:
<property name=" version" type=" string">
<column length ="2" name=" Version" not -null="true"/>
</property >
6Poprˇ. anotace prˇ´ımo ve trˇ´ıdeˇ
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Trvalo mi neˇkolik hodin, nezˇ jsem na prˇ´ıcˇinu proble´mu prˇiˇsel. Zaj´ımave´ je, zˇe tento
bug byl popsa´t uzˇ prˇed peˇti lety, ale sta´le nebyl vyrˇesˇen. Na sta´nka´ch Hibernate je bug
oznacˇeny´ jako vyrˇesˇeny´ a uzavrˇeny´, ovsˇem zrˇejmeˇ nen´ı.
• Dalˇs´ı proble´m byl zcela zp˚usoben nepozornost´ı. Pokud jsem do databa´ze vkla´dal po-
moc´ı Hibernate pouze jednu IP adresu na jeden Interface, chyba se neprojevila. Pouze
prˇi vlozˇen´ı v´ıce IP adres jizˇ zacˇal hibernate vracet chyby s porusˇen´ım vazeb ciz´ıch kl´ıcˇ˚u.
Nejˇr´ıve jsem chybu hledal ve sˇpatne´ posloupnosti vola´n´ı metod save poprˇ´ıpadneˇ commit.
Proble´m se ovsˇem vyskytl i v prˇ´ıpadeˇ, zˇe jsem se pokusil nahra´t jizˇ existuj´ıc´ı entitu In-
terface z databa´ze a k n´ı jsem se pokusil prˇidat dalˇs´ı IP adresu. Kdyzˇ se proble´m objevil
i v tomto prˇ´ıpadeˇ, bylo jasne´, zˇe je bud’ chyba v mapova´n´ı nebo v databa´zi. Mapova´n´ı
mezi tabulkami Interface a IPAddress je shodne´ jako pro vazbu mezi tabulkami Group a
IPAddress, ktere´ fungovalo bez proble´mu˚. Pote´ tedy prˇiˇsla na rˇadu databa´ze. Prˇi vy´voji
databa´zove´ struktury v aplikaci MySQLWorkbench, jsem nedopatrˇen´ım sˇpatneˇ oznacˇil
ciz´ı kl´ıcˇe v tabulce IfaceIPAddr. Mı´sto spra´vny´ch:
Ko´d:
CONSTRAINT ‘fk_table1_IPv6Address1 ‘
FOREIGN KEY (‘IPAddress_idIPAddress ‘ )
REFERENCES ‘IPv6 ‘.‘IPAddress ‘ (‘idIPAddress ‘ )
ON DELETE NO ACTION
ON UPDATE NO ACTION ,
CONSTRAINT ‘fk_table1_Interface1 ‘
FOREIGN KEY (‘Interface_idInterface ‘ )
REFERENCES ‘IPv6 ‘.‘Interface ‘ (‘idInterface ‘ )
ON DELETE NO ACTION




FOREIGN KEY (‘idIfaceIPAdr ‘ )
REFERENCES ‘IPv6 ‘.‘IPAddress ‘ (‘idIPAddress ‘ )
ON DELETE NO ACTION
ON UPDATE NO ACTION ,
CONSTRAINT ‘fk_table1_Interface1 ‘
FOREIGN KEY (‘Interface_idInterface ‘ )
REFERENCES ‘IPv6 ‘.‘Interface ‘ (‘idInterface ‘ )
ON DELETE NO ACTION
ON UPDATE NO ACTION)
Tj. ciz´ı kl´ıcˇ fk table1 IPv6Address1 jsem chybneˇ prˇeb´ıral z tabulky IfaceIPAdr mı´sto z
IPAddress. Chyba byla viditelna´ dokonce v graficke´m zna´zorneˇn´ı databa´ze (pra´zdny´m
pol´ıcˇkem u c´ız´ıho kl´ıcˇe fk table1 IPv6Address1), bohuzˇel jsem pol´ıcˇko prˇehle´dl. Po opra-
ven´ı jizˇ ukla´da´n´ı fungovalo korektneˇ. Velice zaj´ımava´ shoda na´hod zp˚usobila, zˇe jsem
tento proble´m neobjevil drˇ´ıve. Veˇtsˇinou jsem totizˇ v databa´zi nemeˇl vytvorˇenu v´ıce
jednu entitu pro Group, Computer ani Interface. A protozˇe vsˇude v databa´zi je pro
prima´rn´ı ID nastavena funkce ”Auto Increment”, shodovaly se ID s hodnotou 1. Proto
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dosud fungovaly vsˇechny dotazy nahra´vaj´ıc´ı data z databa´ze.
• Pokud by meˇl by´t dodrzˇen technologicky spra´vny´ postup, nemeˇlo by se jizˇ do vygenero-
vany´ch trˇ´ıd nijak zasahovat, aby je bylo mozˇne´ prˇi prˇ´ıpadne´ zmeˇneˇ databa´ze opeˇtovneˇ
vygenerovat bez za´sadn´ıch zmeˇn v aplikaci (tj. dodrzˇet vrstvovy´ model). Tento postup
jsem si dovolil porusˇit na jednom mı´steˇ, a to ve trˇ´ıdeˇ odpov´ıdaj´ıc´ı IP adrese. Zde jsem
prˇidal neˇkolik metod pro z´ıska´n´ı a ulozˇen´ı IP adres a prefix˚u typu String. Vzhledem
k drˇ´ıveˇjˇs´ı volbeˇ datove´ho typu VARBINARY v databa´zi a rˇesˇen´ı proble´mu s Object-
relational impedance mismatch11.2.5, jsou na´vratove´ hodnoty mapova´ny do typu byte[
]. Protozˇe tento typ jsem stejneˇ kdykoliv po z´ıska´n´ı ihned prˇevedl na String, bylo jed-
nodusˇsˇ´ı jej prˇeva´deˇt rovnou v trˇ´ıdeˇ samotne´. Proto je tedy typ pouzˇit jako parametr
pro vytvorˇen´ı instance trˇ´ıdy InetAddress a z n´ı lze snadno z´ıskat typ String. Na´sleduj´ıc´ı
prˇ´ıklad je u´ka´zka, jak je mozˇne´ postupovat.
Ko´d:
...
byte[] address = Ipaddress.getIpaddress ();
InetAddress inAddr = InetAddress.getByAddress(address);
String ip = inAddr.getHostAddress ();
...
• HelperClasses Protozˇe zasahova´n´ı do samotny´ch trˇ´ıd vygenerovany´ch pomoc´ı RE nen´ı
doporucˇovane´, vsˇechny metody potrˇebne´ pro pra´ci s teˇmito trˇ´ıdami jsem se rozhodl
umı´stit do pomocny´ch trˇ´ıd. V soucˇasnosti jsou urcˇeny prˇeva´zˇneˇ pro snadne´ prˇida´va´n´ı a
odeb´ıra´n´ı hodnot do trˇ´ıd hlavn´ıch. Je ovsˇem mozˇne´ je snadno rozsˇ´ıˇrit o dalˇs´ı funkce dle
budouc´ıch potrˇeb.
11.3 JSF
V za´kladn´ım slova smyslu je JavaServer Faces framework pro vytva´rˇen´ı uzˇivatelsky´ch rozhran´ı
pro Webove´ aplikace. Jeho hlavn´ı vy´hoda je, zˇe zjednodusˇuje vy´voj uzˇivatelsky´ch rozhran´ı,
ktera´ jsou velmi cˇasto obt´ızˇnou a zra´dnou cˇa´st´ı vy´voje webovy´ch aplikac´ı. Samozrˇejmeˇ je
mozˇne´ vytvorˇit uzˇivatelske´ rozrhan´ı za pouzˇit´ı za´kladn´ıch JavaWeb technologi´ı (jako jsou Java
servlety a JavaServer Pages) bez vy´konne´ho syste´mu pro framework, ktery´ byl vytvorˇen pro
nasazen´ı ve velky´ch projektech. Tento prˇ´ıstup ovsˇem cˇasto vede ke spousteˇ proble´mu˚m beˇhem
vy´voje a na´sledne´ u´drzˇby software. JSF prˇedcha´zej´ı tomuto proble´mu t´ım, zˇe nab´ızej´ı robustn´ı
framework se zavedeny´mi vyvoja´rˇsky´mi postupy, ktere´ byly prˇevzaty z mnoha prˇedchoz´ıch
framework˚u pro Web developement.
JavaServer Faces byly vytvorˇeny prostrˇednictv´ım Java Community Process (JCP) skupi-
nou l´ıdr˚u v teˇchto technologi´ıch, vcˇetneˇ Sun Microsystems, Oracle, Borland, BEA a IBM
spolecˇneˇ s prˇispeˇn´ım mnoha expert˚u se sveˇta Javy a Webu. Projekt byl prˇeda´va´n mezi
neˇkolika vedouc´ımi, azˇ se dostal do rukou Craigu McClanahanovi. Toto jme´no Va´m je mozˇna´
poveˇdome´, protozˇe McClanahan je zakladatel obl´ıbene´ OpenSource Web aplikace Struts. Pod
jeho veden´ım byla v roce 2004 vypusˇteˇna prvn´ı oficia´ln´ı verze JSF.
JavaServer faces jsou vytvorˇeny pro zjednodusˇen´ı vy´voje uzˇivatelsky´ch rozrhan´ı na´sleduj´ıc´ımi
prostrˇedky.
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• Poskytuje developement zameˇrˇeny´ na kompontenty, prˇicˇemzˇ neza´vis´ı na klientovi7.
• Zjednodusˇuje prˇ´ıstup k aplikacˇn´ım dat˚um a jejich management z uzˇivtelske´ho rozhran´ı.
• Automaticky spravuje uzˇivatelske´ rozrhan´ı mezi jednotlivy´mi dotazy v´ıce klient˚u jed-
noduchy´m a prˇesneˇ definovany´m syste´mem. (Viz. kapitola [11.2.3])
• Poskytuje vy´vojovy´ framework, ktery´ je pouzˇitelny´ pro r˚uznorode´ vy´voja´rˇe s rozd´ılny´mi
u´rovneˇmi zkusˇnost´ı.
Mimo tyto prˇednosti ma´ JSF jesˇteˇ jeden velky´ prˇ´ınos. Kombinuje totizˇ elementy, ktere´ byly
nalezeny v pr˚ubeˇhu mnoha let vy´voje webovy´ch aplikac´ı a kombinuje je do jednotne´ho,
vy´konne´ho a standartizovane´ho API. [4]
Procˇ tedy pouzˇ´ıt JSF
11.4 Generova´n´ı konfigurace
Pro nastaven´ı konfiguracˇn´ıch parametr˚u jednotlivy´ch sluzˇeb, nutny´ch k bezproble´move´ funkcˇnosti
cele´ s´ıteˇ, je zpravidla nezbytne´ vytvorˇit pro neˇ konfiguracˇn´ı soubory (o dalˇs´ıch metoda´ch po-
jedna´va´ kapitola 2.2. Bylo tedy nutne´, vytvorˇit prˇ´ıslusˇou programovou funkcˇnost, ktera´ by
ze za´znamu˚ v databa´zi vytvorˇila prˇ´ıslusˇne´ konfiguracˇn´ı soubory. Veˇtsˇina sta´vaj´ıc´ıch Open-
Source rˇesˇen´ı funguje tak, zˇe pro jednu konkre´tn´ı sluzˇbu (naprˇ. DHCP) existuje jedna da-
taba´ze, do ktere´ jsou ukla´da´na vsˇechna potrˇebna´ zarˇ´ızen´ı. Pro dalˇs´ı sluzˇby (naprˇ. DNS) je pak
nutne´ vytvorˇit novou databa´zi, cozˇ v naproste´ veˇtsˇineˇ vede k nekonzistenci dat. Pokud naprˇ.
potrˇebujeme zmeˇnit IPv6 adresu pro stanici s na´zvem pc1, zmeˇn´ıme jej´ı nastaveˇn´ı v DHCP.
Pro spra´vnou funkcˇnost DNS je ovsˇem nutne´ zmeˇnit i odpov´ıdaj´ıc´ı za´znam v DNS databa´zi.
Cely´ tento proble´m jsem se snazˇil vyrˇesˇit navrzˇen´ım databa´ze obsahuj´ıc´ı zjednodusˇene´ entity
z rea´lne´ho sveˇta . Tj. pracovn´ı stanice, jejich skupiny (rozdeˇlene´ naprˇ. podle geograficke´ho
rozdeˇlen´ı), apod. Z konzistent´ıch informac´ı v te´to databa´zi pote´ cˇerpaj´ı sluzˇby sve´ konfigurace.
Specificka´ nastaven´ı pro jednotlive´ sluzˇby jsou uchova´na v tabulce GlobalConfig.
Abych nepouzˇ´ıval v implementaci opakuj´ıc´ı se cˇa´sti ko´du slouzˇ´ıc´ı k pra´ci se soubory a
dalˇs´ım funkc´ım spolecˇny´m vsˇem konfiguracˇn´ım trˇ´ıda´m, vytvorˇil jsem abstraktn´ı trˇ´ıdu Config.
Z te´ pote´ deˇd´ı jednotlive´ trˇ´ıdy funkce a prˇida´vaj´ı sve´ vlastn´ı. Za´kladn´ı schema je viditelne´ na
obra´zku 8 na str. 46
11.4.1 DHCP
Funkce trˇ´ıdy je vcelku jednoducha´. Hlavn´ı je prˇet´ızˇena´ metoda add(Object o), ktera´ dle
typu objektu v parametru vykona´va´ prˇida´va´n´ı jednotlivy´ch rˇa´dk˚u do konfiguracˇn´ıho souboru.
Soubory pro IP adresy verze 4 a 6 mus´ı by´t oddeˇlene´. Za´kladn´ı syntaxe je celkem podobna´.
Jediny´ za´sadn´ı rozd´ıl je, zˇe maska je u IPv4 zada´va´na decima´lneˇ, zat´ımco u IPv6 v CIDR
notaci.
Isc-dhcp nepocˇ´ıta´ v implemetaci s prˇiˇrazen´ım v´ıce IP adres k jednomu hostname (ale je
mozˇne´ definovat v´ıce IP adres k jednomu identifika´toru rozhran´ı). Proto jsem proble´m vyrˇesˇil
prˇipojen´ım suffixu s porˇadovy´m cˇ´ıslem k hostname pro jednotlive´ IP adresy.
V definici adres jsem postupoval na´sledneˇ:
7Bohuzˇel u´plna´ neza´vislost na klientovi je asi pouze utopie
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Obra´zek 8: Trˇ´ıdn´ı diagram
Zdroj Parametr




Pro prˇevod masky z CIDR notace do decima´ln´ı masky nutne´ pro ulozˇen´ı IPv4 konfiugurace
jsem vyuzˇil knihovnu Commons Net 3.1 API [14]
11.4.2 DNS
Funkce te´to trˇ´ıdy je velice podobna´ funkci trˇ´ıdy pro spra´vu DHCP. Zde je ovsˇem generova´na
cela´ na´sleduj´ıc´ı struktura:









je pak jizˇ v souladu s kap. 6.4
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11.4.3 RADIUS
Konfiguraci pro aplikaci FreeRADIUS nen´ı trˇeba generovat, protozˇe seznam stanic a uzˇivatel˚u
si aplikace vyta´hne sama z databa´ze, jak je popsa´no v kapitole 7.5
11.5 Spra´va beˇzˇ´ıc´ıch sluzˇeb
Tato cˇa´st aplikace pouze pracuje v databa´zi s tabulkou Services. Zde pomoc´ı JSF rozhran´ı
nastav´ıme ktere´ sluzˇby maj´ı by´t spusˇteˇny a na ktere´m zarˇ´ızen´ı. Je zde take´ mozˇnost sluzˇby
vzda´leneˇ restartovat. O samotnou cˇinnost se jizˇ postara´ jednoduchy´ skript v jazyce bash,
ktery´ je spousˇteˇn pravidelneˇ pomoc´ı sluzˇby cron. Tento skript se prˇihla´s´ı na vzda´leny´ server
pomoc´ı sluzˇby SSH s pouzˇit´ım priva´tn´ıho kl´ıcˇe a provede tam potrˇebne´ u´pravy.
Na vzda´lene´m OS je jednora´zoveˇ prˇi zava´deˇn´ı nasˇ´ı aplikace provedena na´sleduj´ıc´ı prˇ´ıprava.
Prˇ´ıklad je proveden pro sluzˇbu DHCP, ovsˇem postup pro ostatn´ı sluzˇby je prakticky totozˇny´.
Pocˇ´ıtacˇe jsou oznacˇeny jako Zdroj Z, zde beˇzˇ´ı nasˇe aplikace a vy´sˇe zmı´neˇny skript a C´ıl C,
kde beˇzˇ´ı sluzˇba DHCP.
1. Z: Prˇihla´s´ıme se jako uzˇivatel, pod ktery´m pobeˇzˇ´ı server tomcat, v nasˇem prˇ´ıpadeˇ se
jedna´ o uzˇivatele user.









Prˇep´ınacˇ -m zp˚usob´ı vytvorˇen´ı domovske´ho adresa´rˇe.
4. C: Vytvorˇ´ıme uzˇivateli umı´steˇn´ı pro ulozˇen´ı autorizovany´ch kl´ıcˇ˚u a vlozˇ´ıme do neˇj kl´ıcˇ




chown dhcp:dhcp /home/dhcp/.ssh/ -R
chmod 700 /home/dhcp/.ssh/
chmod 600 /home/dhcp/.ssh/authorized_keys
Nyn´ı se jizˇ mu˚zˇe uzˇivatel user prˇihla´sit jako uzˇivatel dhcp bez pouzˇit´ı hesla.
5. C:Vytvorˇ´ıme si vhodnou adresa´rˇovou strukturu s prˇ´ıslusˇny´mi pra´vy, kam budou nahra´ny






6. Z: Nahrajeme pozˇadovane´ zkompilovane´ soubory.
Z:
cd /opt/mic518
tar c dhcp -4.2.3/ server/dhcpd | ssh dhcp@ <server > "cd /opt/mic518
; tar x"
tar c dhcp4.start.sh | ssh dhcp@ <server > "cd /opt/mic518 ; tar x"
tar c dhcp6.start.sh | ssh dhcp@ <server > "cd /opt/mic518 ; tar x"
7. C: Aby mohl uzˇivatel dhcp spustit sluzˇbu DHCP, potrˇebuje pra´va superuzˇivatele. Za-
jist´ıme tedy, aby skripty nemohl editovat a vytvorˇ´ıme mu tedy specificky´ za´znam na
konci souboru /etc/sudoers
C:
chown root:root /opt/mic518/dhcp4.control.sh /opt/mic518/dhcp6.
control.sh
chmod 555 /opt/mic518/dhcp4.control.sh /opt/mic518/dhcp6.control.
sh
visudo
dhcp ALL=(ALL) NOPASSWD: /opt/mic518/dhcp4.control.sh
dhcp ALL=(ALL) NOPASSWD: /opt/mic518/dhcp6.control.sh
Skript samotny´ pote´ pomoc´ı ssh pouze nahraje vygenerovanou konfiguraci do pozˇadovane´ho
umı´steˇn´ı a provede restart pomoc´ı vy´sˇe zmı´neˇny´ch privilegovany´ch skript˚u.
Rozhodl jsem se takto oddeˇlit aplikaci od sluzˇeb, protozˇe z povahy webove´ aplikace
vyply´va´, zˇe by meˇla slouzˇit hlavneˇ pro konfiguraci hodnot a pote´ mu˚zˇe by´t ukoncˇena. Na
druhou stranu nakonfigurovane´ sluzˇby mus´ı beˇzˇet neusta´le.
11.6 Spra´va uzˇivatelsky´ch u´cˇt˚u
Spra´va uzˇivatelsky´ch u´cˇt˚u se ty´ka´ pouze uzˇivatel˚u ze syste´mu RADIUS. Je zde mozˇne´ prova´deˇt
na´sleduj´ıc´ı za´kladn´ı operace:
• Vytvorˇen´ı uzˇivatele. Je zada´no uzˇivatelske´ jme´no a heslo, ze ktere´ho je na´sledneˇ vyge-
nerova´n MD5 hash a ten ulozˇen do databa´ze.
• Odebra´n´ı uzˇivatele.




Apache Tomcat (nebo take´ zkra´ceneˇ Tomcat, drˇ´ıve zna´my´ jako Jakarta Tomcat) je open
source webovy´ server a kontejner pro servlety8 vyvinuty´ Apache Software Foundation (ASF).
Tomcat implementuje specifikace Java Servlet a JavaServer Pages (JSP) spolecˇnosti Oracle.
Poskytuje prostrˇed´ı napsane´ cˇisteˇ v jazyce Java, ve ktere´m mu˚zˇe beˇzˇet Java ko´d. Apache Tom-
cat obsahuje vlastn´ı na´stroje pro konfiguraci a management, ale mu˚zˇe by´t take´ konfigurova´n
rucˇneˇ pomoc´ı XML soubor˚u.
Je nutne´ rozliˇsovat Apache Tomcat od Apache web serveru, cozˇ je webovy´ server imple-
mentovany´ v jazyce C. Tyto dva servery nejsou spolu sva´za´ny, ale cˇasto pouzˇ´ıva´ny soucˇasneˇ
jako kompletn´ı weboveˇ-aplikacˇn´ı bal´ık.
Pro u´cˇely aplikace jsem vybral v soucˇasne´ dobeˇ nejvysˇsˇ´ı dostupnou stabiln´ı verzi 7.0, ktera´
splnˇuje specifikace Servlet 3.0 a JavaServer Pages 2.2.
Catalina je kontejner na servlety pouzˇ´ıvany´ aplikac´ı Tomcat. Pra´veˇ komponenta Cata-
lina je zodpoveˇdna´ za implementaci specifikac´ı pro JSP. Da´le ma´ take´ na starosti databa´zi
uzˇivatel˚u a hesel a jejich role. Tyto uzˇivatele´ se cˇasto pouzˇ´ıvaj´ı pro spra´vu a monitoring
serveru, ale mohou by´t pouzˇiti i pro autentizaci do samotny´ch webovy´ch aplikac´ı.
Instalace
Pro provoz aplikace jsem vybral verzi prˇ´ımo od Apache Software Foundation, protozˇe verze
tomcat6 v Ubuntu repozita´rˇ´ıch je velmi zastarala´. Ve Ubuntu verzi 11.10 by jizˇ meˇla by´t
standartneˇ nab´ızena verze tomcat7. Po vydan´ı nove´ LTS verze by tedy budouc´ı administra´tor
meˇl uvazˇovat o jej´ım nasazen´ı.
Definice uzˇivatel˚u se prova´d´ı v souboru conf/tomcat-users.xml. Pro za´kladn´ı management
je nutne´, aby uzˇivatel meˇl prˇideˇlenou roli manager-gui
Ko´d:
<tomcat -users >
<role rolename =" tomcat"/>
<role rolename =" role1"/>
<role rolename ="manager -gui"/>
<user username =" tomcat" password =" tomcat" roles="tomcat ,role1 ,
manager -gui"/>
</tomcat -users >
Instalace bal´ıku ze stra´nek ASF je velice jednoducha´. Stacˇ´ı bal´ık rozbalit a spustit
Ko´d:
$ tar xzf apache -tomcat -7.*. tar.gz
$ cd apache -tomcat -7.0.26/ bin
$./ startup.sh
Velkou vy´hodou je, zˇe pokud Tomcat spousˇt´ıme nad neprivilegovany´mi porty, nepotrˇebuje
zvy´sˇena´ opra´vneˇn´ı, cozˇ hodneˇ zvysˇuje celkovou bezpecˇnost syste´mu. Server poskytuje velke´
mnozˇstv´ı nastaven´ı, ale pro potrˇeby nasˇ´ı aplikace stacˇ´ı nastaven´ı standartn´ı.
8Servlet je trˇ´ıda, pouzˇita´ pro rozsˇ´ıˇren´ı schopnost´ı serveru. Uzˇivatelske´ aplikace k teˇmto funkc´ım prˇistupuj´ı
pomoc´ı request-response programovac´ıho modelu
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Samotny´ deployment aplikace spocˇ´ıva´ ve zkop´ırova´n´ı aplikacˇn´ıho bal´ıku s prˇ´ıponou .war
do Tomcat adresa´rˇe webapps.
12 Pouzˇ´ıva´n´ı aplikace
Samotne´ rozrhan´ı je anglicke´m jazyce, prˇicˇemzˇ urcˇiteˇ nen´ı vyloucˇena mozˇnost lokalizace.
Vzhledem ke skutecˇnosti, zˇe logika samotne´ aplikace je od rozrhan´ı oddeˇlena, bude prˇ´ıpadny´
prˇeklad s vyuzˇit´ım sluzˇeb JSF jednoduchy´ na implementaci. Ve zbyle´ cˇa´sti te´to kapitoly bych
chteˇl nast´ınit jak rozrhan´ı vypada´ a jak se pouzˇ´ıvaj´ı jeho jednotlive´ prvky, ale podrobny´ popis
jednotlivy´ch funkc´ı bude mozˇne´ dohledat v dokumentaci.
12.1 Popis rozhran´ı
Umozˇnˇuje uzˇivateli spravovat vsˇechna zarˇ´ızen´ı v s´ıt´ı. Protozˇe syste´m pracuje hiearchicky, je
na kazˇde´ u´rovni uzˇivatelske´ho rozhran´ı mozˇne´ editovat prˇ´ıslusˇnou u´rovenˇ hiearchie.
Obra´zek 9: Za´kladn´ı obrazovka nejvysˇsˇ´ı vrstvy - tedy vrstvy pro pra´ci se skupinami zarˇ´ızen´ı
je na obra´zku. Do nizˇsˇ´ı vrstvy se dostaneme pouzˇit´ım tlacˇ´ıtka Edit u prˇ´ıslusˇne´ skupiny.
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Obra´zek 10: Rozhran´ı pro u´pravu konkre´tn´ı vybrane´ skupiny - m˚uzˇeme zmeˇnit IP adresy
skupiny a spravovat zarˇ´ızen´ı, ktera´ do skupiny na´lezˇ´ı.
Obra´zek 11: Na obra´zku je rozhran´ı pro u´pravu zarˇ´ızen´ı (prˇida´va´n´ı a odeb´ıra´n´ı s´ıt’ovy´ch
karet). V leve´ horn´ı cˇa´sti jsou videˇt tzv. breadcrumbs (chlebove´ drobecˇky). Podle nich se
m˚uzˇe uzˇivatel zorientovat, kde se v hiearchii nacha´z´ı. Take´ je m˚uzˇe pouzˇ´ıt pro navigaci o
libovolny´ pocˇet u´rovn´ı vy´sˇe.
52
12.2 Testova´n´ı aplikace
Na vy´voji sve´ pra´ce jsem veˇtsˇinou pracoval v doma´c´ım prostrˇed´ı, kde je prˇipojen´ı k Inter-
netu realizova´no pomoc´ı ISP, ktery´ pouzˇ´ıva´ modem a jednu dynamickou verˇejnou IP adresu.
Proto jsem byl nucen toto prˇipojen´ı rozdeˇlit pomoc´ı routeru s funkc´ı NAT. Bohuzˇel mu˚j
ISP neposkytuje mozˇnost nativn´ı´ıho IPv6 prˇipojen´ı, proto jsem pouzˇil tunelova´n´ı prˇes IPv4.
Vyzkousˇel jsem neˇkolik poskytovatel˚u tunnelBroker sluzˇby - HurricaneElectrics a SixXS, ale
bud’ jsme narazil na proble´my s registrac´ı nove´ho tunelu, nebo na velmi obt´ızˇne´ tunelova´n´ı
skrz NAT. Nakonec jsem pouzˇil rˇesˇen´ı od gogo6.net, kde nab´ızej´ı klientskou aplikaci. Ta umı´
tunelovat prˇes UDP pakety. Tento tunnelBroker nab´ız´ı mozˇnost pouzˇ´ıt jeho sluzˇby anonymneˇ
bez registrace a nav´ıc v repozita´rˇ´ıch Ubuntu se nacha´z´ı i sestaveny´ klient v bal´ıcˇku gw6c.
Konfigurace klienta:











Abychom dostali pokazˇde´ stejnou IPv6 adresu, je trˇeba se registrovat a puzˇ´ıvat pokazˇde´
stejny´ server k prˇipojen´ı. Dalˇs´ı vy´hodou registrace je veˇtsˇ´ı prefix nezˇ 64. Prˇi tom vyskocˇ´ı




a pote´ restartujeme klienta.
Proble´my se sd´ılen´ım pˇriojen´ı
gw6c aplikace sice pouzˇ´ıva´ skript pro automatizaci nastaven´ı tak, aby se chovala jako router,
ale v defaultn´ım nastaven´ı pouzˇ´ıva´ stateless konfiguraci, cozˇ je v rozporu s nasˇ´ım nastaven´ım.
Proto je nutne´ upravit template pro linux. Protozˇe si nastaven´ı routeru prova´d´ıme sami, zcela
zaka´zˇeme sekci veˇnovanou pro router.
/usr/share/gw6c/template/linux.sh:
#if [ X"${TSP_HOST_TYPE }" = X"router" ]; then
if [ 1 -eq 2 ];then
9Za hodnoty userid a passwd uzˇivatel dopln´ı hodnoty uvedene´ prˇi registraci
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Dale´ take´ zakomentujeme rˇa´dek, ktery´ prˇi destrukci tunelu rusˇ´ı loka´ln´ı IPv6 adresu na zarˇ´ızen´ı
uvedene´m v konfiguraci (eth1).
/usr/share/gw6c/template/linux.sh:
#ExecNoCheck $ifconfig $TSP_HOME_INTERFACE inet6 del $TSP_PREFIX ::1/64




Syste´m pro centralizovany´ management IPv6 s´ıteˇ hodnot´ım jako zda´rneˇ dokoncˇeny´. Oproti
p˚uvodn´ımu zada´n´ı zameˇrˇene´mu pouze na IPv6 jsem syste´m pojal jako na´stroj pro celkovou
spra´vu s´ıteˇ, tedy i pro sta´vaj´ıc´ı IPv4. Administra´tor tak bude mı´t mozˇnost spravovat celou
topologii komfortneˇ z jednoho umı´steˇn´ı. Syste´m tedy splnˇuje vsˇechny pozˇadavky uvedene´ v
zada´n´ı a jesˇteˇ k tomu nab´ız´ı mnohe´ nav´ıc.
Prˇi vy´beˇru software pro spra´vu jednotlivy´ch sluzˇeb jsem se zameˇrˇil co nejv´ıce na beˇzˇneˇ
pouzˇ´ıvane´ na´stroje, vcˇetneˇ dobrˇe prˇenositelne´ho jazyka Java pro napsa´n´ı aplikace samotne´.
Je tak velka´ pravdeˇpodobnost, zˇe syste´m bude s maly´mi u´pravamy provozuschopny´ i na
jine´m operacˇn´ım syste´mu˚ na platformeˇ Linux, nezˇ je Ubuntu. Beˇhem vy´voje samotne´ho mi
pak hodneˇ pomohlo mnoho prˇedmeˇt˚u absolvovany´ch beˇhem studia. Dalˇs´ı oporu jisteˇ bylo
soucˇasne´ zameˇstna´n´ı ve spolecˇnosti, kde jsem se pod´ılel na provozu sluzˇeb pro webhosting
vcˇetneˇ pra´ce s dome´nami a to vsˇe soucˇasneˇ nad protokoly IPv4 i IPv6.
Rozhodneˇ pak doufa´m, zˇe syste´m bude da´le rozv´ıjen tak, aby obsahoval dalˇs´ı moduly
a neskoncˇ´ı zalozˇen a zapomenut. Prˇ´ıkladem rozsˇ´ıˇren´ı mu˚zˇou by´t: Vı´ceuzˇivatelske´ rozhran´ı s
r˚uzny´mi u´rovneˇmi prˇ´ıstup˚u - zde by jisteˇ bylo vhodne´ zva´zˇit vyuzˇit´ı existuj´ıc´ı struktury pro
spra´vu uzˇivatelsky´ch u´cˇt˚u syste´mem RADIUS. Dalˇs´ım rozsˇ´ıˇren´ım by mohly by´t statistiky
a stav s´ıteˇ, sledovane´ pomoc´ı protokolu SNMPv3. Chteˇl jsem tuto funkci obsa´hnout jizˇ v
aktua´ln´ı verzi aplikace, bohuzˇel na jej´ı implementaci nezbyl cˇas. Jako dalˇs´ı modul, ktery´
by jisteˇ uv´ıtalo mnoho administra´tor˚u, bych doporucˇil spra´vu IPv6 tunel˚u postaveny´ch prˇes
IPv4 s´ıteˇ. Pote´ bude mozˇne´ opravdu komfortneˇ testovat chova´n´ı budouc´ı s´ıteˇ s minima´ln´ım
za´sahem do sta´vaj´ıc´ı IPv4 struktury a to i v prˇ´ıpadeˇ, zˇe ISP neposkytuje nativn´ı podporu
IPv6. Kazˇdopa´dneˇ navrzˇeny´ syste´m je velmi dobrˇe pouzˇitelny´ v soucˇasne´m stavu.
Da´le bych ra´d zmı´nil sv˚uj osobn´ı dojem ze soucˇasne´ho stavu implementace IPv6 na plat-
formeˇ Linux, ktery´ je poneˇkud rozporuplny´. Sice velke´ mnozˇstv´ı aplikac´ı IPv6 oficia´lneˇ pod-
poruje, ale prˇesto bylo trˇeba upravit jejich nastaven´ı nebo aplikace prˇekompilovat s jiny´mi
parametry, aby byla podpora IPv6 opravdu funkcˇn´ı. Tyto proble´my mu˚zˇou hodneˇ admi-
nistra´tor˚u od nasazen´ı IPv6 odradit. Na druhou stranu tato diplomova´ pra´ce prˇina´sˇ´ı uceleny´
prˇehled, jak se prˇes konkre´tn´ı proble´my prˇeklenout a vy´hody plynouc´ı z pouzˇit´ı nove´ho pro-
tokolu prˇevysˇuj´ı nad proble´my spojene´ s jeho nasazen´ım. Mu˚zˇu tedy nasazen´ı doporucˇit.
Zpracova´n´ı pra´ce bylo pro meˇ osobneˇ velky´m prˇ´ınosem. Z´ıskal jsme mnohe´ nove´ znalosti
o technologii IPv6, ktera´ je budoucnost´ı Internetu i LAN s´ıt´ı a znacˇneˇ jsem rozsˇ´ıˇril sve´ zna-
losti sluzˇeb umozˇnˇuj´ıc´ıch chod Internetu. Zcela novy´m okruhem znalost´ı pro meˇ pote´ bylo
sestavova´n´ı aplikace pomoc´ı vrstvene´ho modelu, kdy na jednotlivy´ch vrstva´ch jsou
• GUI sestavene´ pomoc´ı JSF
• Aplikacˇn´ı logika
• Databa´zova´ logika napojena´ pomoc´ı Hibernate
a odvazˇuji si tvrdit, zˇe se mi podarˇilo kvalitneˇ spojit mnoho technologi´ı do jednoho konecˇne´ho
funguj´ıc´ıho celku.
Take´ mysl´ım, zˇe jsem plneˇ vyuzˇil znalosti nabyte´ v pr˚ubeˇhu studia, at’ se jedna´ o progra-
mova´n´ı v jazyce Java nebo spra´va s´ıt´ı. Nav´ıc prˇi ocˇeka´vane´m (i kdyzˇ neusta´le oddalovane´m)
prˇechodu na protokol IPv6 bude pro meˇ znalost tohoto protokolu na trhu pra´ce vy´hodou.
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