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 本論文は全 6 章より構成され，第 1 章では研究の背景と目的について述べた． 
 第 2 章では，画像認識のための特徴量と識別手法について，本論文と関連する手法を
中心に説明する． 

































































像は 2 次元の情報であるが，今 𝑁 × 𝑁画素の入力画像 I があったとき，これを例えば左
上画素の輝度値から右下画素の輝度値へと順に並べると 𝑁 × 𝑁次元のベクトル 𝑣へと





























る．その算出ステップを以下に，そして格子セル数を 8 × 8，ヒストグラムビン数を 8 と
したときの笑顔/非笑顔検出時の特徴抽出例を図 2-2 に各々示す． 
 
1. 顔画像をある一定の大きさの格子セル（M × N）に分割する 
2. 各格子セル領域内で L 階調輝度ヒストグラムを求める 
3. 各格子セルの輝度ヒストグラムの総和が 1 になるように正規化を施す 
4. 格子セルごとに求められた正規化された局所輝度ヒストグラムを連結し， 
M × N × L 次元の特徴量を得る 
 
 
図 2-2 笑顔検出のための LIH 特徴量の抽出例 
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2.1.3 LBP（Local Binary Patterns） 
LBP [6]は輝度変化に強いテクスチャ特徴を抽出できる特徴量で，その改良手法を含め，
顔検出，顔認証や表情認識など画像認識分野 [7] [8] [9]でよく用いられる特徴抽出法の
１つである．その計算方法は，注目画素 ncに対して，半径を R，近傍数を N，i 番目の近


























例えば近傍数 N = 8，半径 R = 1とした場合，ある注目領域内での LBP 及び LBP ヒスト
グラムは図 2-3のように計算でき，このときLBPヒストグラム特徴量は 256次元となる． 
 
 
図 2-3 LBP の計算例 
 
また LBP は様々な改良が提案されており，例えば，中心画素値ではなく近傍画素値の
平均を求めその値と近傍画素値との大小比較を行う improved LBP [10]や uniform パ
ターンと呼ばれるパターンを用いることで次元数を大幅に削減できる uniform LBP 
[11]などがある．Uniform LBP では，LBP を算出した結果のビット配列において最大で
も 2 回の 0→1 又は 1→0 への遷移のみを許す．例えば，01111000，11111111 や 11111011 
は各々uniform パターンであるが 01010100，01011110 や 10101101 は uniform パター
ンではない．このように uniform ではないビット配列となった LBP をヒストグラムの
算出時に考慮しない結果，例えば N = 8，R = 1 の場合に uniform LBP ヒストグラムを
 9 
特徴量とした場合には次元数を 256 次元から 59 次元へと圧縮できる． 
 
2.1.4 CS-LBP（Center Symmetric – Local Binary Patterns） 
CS-LBP [12]は単純な計算方法ながら，輝度変化に強いテクスチャ特徴を LBP よりも
コンパクトに表現できることで知られており，近年物体検出などでよく使われる特徴抽
出法の１つである．その計算方法は，注目画素に対して，半径を R，近傍数を N，i 番目























)2/(,,  (2.3) 
 
ここで本論文では，近傍数 N = 8，半径 R = 1 としたため，注目画素を ncとしたとき，
ある注目領域内での CS-LBP は図 2-4 のように計算できる． 
 
 
図 2-4 CS-LBP の計算例 
 
このようにして計算される CS-LBP を用いた CS-LBP ヒストグラム特徴量の算出ステッ
プを以下に示す． 
 
1. 顔画像をある一定の大きさの格子セル（M × N）に分割する 
2. 各格子セルの CS-LBP 値のヒストグラム（CS-LBP ヒストグラム）を算出する 
3. 各格子セルの CS-LBP ヒストグラムの総和が 1 になるように正規化を施す 












2.1.5 LIH + CS-LBP 
LIH + CS-LBP 特徴量はその名の通り，LIH 特徴量と CS-LBP 特徴量を結合した特徴
量で，注目矩形領域を格子状のセルに分割し，各セル内で LIH 特徴量と CS-LBP 特徴
量を算出した後に，それらを連結した特徴量である．図 2-6 に LIH 特徴量及び CS-LBP
特徴量共にセル数 5×5 としたときの性別・年齢推定時の特徴抽出例を示す．  
 
 




 Haar-Like 特徴量 [13]は画像中に複数定義された局所的な矩形領域間の輝度値の総
和の差を求めることで，画像中の局所領域の明暗情報を抽出することができる．例えば，
図 2-7に示したように白い矩形領域の輝度値の総和と黒い矩形領域の輝度値の総和の差


























2.1.7 HOG（Histogram of Oriented Gradients） 
 HOG 特徴量 [14] [15]は，画像勾配の強度を方向別ヒストグラムとして表現した特徴
量で物体のシルエット/形状情報をうまく抽象化できることから人物検出などによく用





　Gy(x, y) = I(x, y+1) - I(x, y–1)
Calc. horizontal gradient
　Gx(x, y) = I(x+1, y) - I(x–1, y)
Bin2：20°Bin1：0° Bin9：180°
Calc. Gradient Magnitude(Gm) & Orientation(Go)
 Gm(x, y) = sqrt{Gx(x, y)^2 + Gy(x, y)^2}









93 4 5 6 7 8
・・・
 
図 2-8 HOG 特徴量の抽出例 
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はじめに，入力画像 𝐼から垂直勾配画像 𝐺𝑦及び水平勾配画像 𝐺𝑥を各々求め，算出さ
れた各々の勾配画像から勾配強度 𝐺𝑚と勾配方向 𝐺𝑜を算出した後，勾配方向 0～180 度
を 20 度ごとの 9 つの方向に分割し各々の方向での勾配強度ヒストグラムを求める．人
物検出などでは入力画像を格子状のセルと呼ばれる小領域に分割し，そのセルごとに










2.2.1 SVM（Support Vector Machine） 





















 xw  (2.4) 
 
今，𝑛個の学習サンプル 𝐱i (i = 1, … n) と、各々のサンプルに対する −1または +1なる
正解ラベル 𝑡i (i = 1, … , n) が与えられているとする．仮に学習サンプルが全て線形分離
可能であるならば，式(2.5)を満たすようなパラメータ 𝐰及び 𝑏が存在する． 
  
 ),...,1(1)( T nibt ii xw  (2.5) 
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この最適化問題を解くために，ラグランジュ乗数 αi ≥ 0 (i = 1, … , n) を導入すると、目
















w α  (2.7) 
 
ここで，式(2.7)を w, b 各々について偏微分した後，それらを 0 に等しいとすると式(2.8)


























































結果，得られるサポート・ベクタ集合を S としたとき，サポート・ベクタとなる非 0 の








iiit sw   (2.10) 
 
一方，パラメータ 𝑏 はサポート・ベクタが 2 つの超平面上のどちらかにあるというこ
とを利用して任意のサポート・ベクタ 𝐬𝑗 (j ∈ S) から式(2.11)により一意に求まる． 
 
 






































サポート・ベクタ集合をS，サポート・ベクタを 𝐬i (i ∈ S)，各サポート・ベクタに対応
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xs  (2.14) 
 
ここで本論文では，SVM の学習に研究用途で広く使われている libSVM [16]を用いた． 
 
2.2.2 AdaBoost 




今，𝑛個の学習サンプル𝑥とその正解ラベル 𝑦 (= 0 又は 1) の組 (𝑥1, 𝑦1), (𝑥2, 𝑦2), … ,
(𝑥𝑛, 𝑦𝑛) が与えられた場合，その学習ステップは以下の通り． 
 




       (𝑖 = 1,2, … , 𝑛) 








2-2. t 回目の試行における各弱識別器のエラー率を求める 








           
                                          where    e(i) = {
 0         ℎ𝑡(𝑥𝑖) == 𝑦𝑖
 1         𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒    
  



















𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                    
 





AdaBoost では，このようにして学習された複数の重み付けされた弱識別器 h から構成さ
れる強識別器 H を用いて識別を行う． 
 
2.2.3 SVR（Support Vector Regression） 
SVR [4] は SVM を回帰へと拡張したもので，SVM 同様カーネル・トリックにより
非線形問題への対応が可能であり，また未知のデータに対する高い汎化能力も期待でき
る．本論文では SVR としてε-SVR を用いた．ε-SVR では式(2.15)のように，ある入力 𝐱が















そのためには今，n 個のサンプル 𝐱i (i = 1, … n) と、各々のサンプルに対する観測値 
𝑦𝑖  (i = 1, … , n)  が与えられたとすると，式(2.15)により算出される誤差 𝑟を予測値が観
測値を上回っている場合に 𝜉，下回っている場合に 𝜉とおくと，式(2.16)で表される最小


























































































結果，関数 𝑓(𝑥) は式(2.17)の問題を解くことによって求まるサポート・ベクタ集合を S
とすると，非 0 なるラグランジュ乗数 αi, ?̂?i > 0 (i ∈ S) とそれに対応したサンプル 
𝐬i (i ∈ S) を用いて式(2.18)のように定義でき，また SVM 同様にカーネル・トリックを用
























ITS（Intelligent Transport Systems） [18]の研究開発は，2009 年 2 月に官民共同で公道
における公開デモンストレーション [19]が実施されるなど実用化に向け着実にその歩
みを進めつつある．中でも，UTMS（Universal Traffic Management Systems） [20]を中心







ると，高齢者が４割以上（構成率 43.3 %）を占め最も多く，次いで若者（同 12.3 %），















































































明らかにすべく，20～40 才台の被験者 5 人を対象とし，1 人当たり指定の市街地コース









より同期撮影した後にオフラインで算出することが可能な SmartEye 社 [25]の計測シス


















































果を図 3-3 に示す．この結果より，顔の Yaw 方向の回転角度については左右 80 度程度，
前後方向の移動については，前方向に 300 mm 程度，後ろ方向に 50 mm 程度，左右方向






























































































































Back and Forth Movement (mm)
Left and Right Movement (mm)
 






全確認行動と左折時における安全確認行動に着目した．図 3-4 の左に交差点 1 での，右




















































































































































































































































































































































































































































































































































































































































 顔  ：10 × 10 画素 
 目  ：16 × 16 画素 
 口唇端 ：8 × 8 画素 
 












図 3-11 顔及び顔器官のヒストグラム分布範囲（左：水平 0 度，垂直-15 度，右：水平 0 度，




図 3-12 顔及び顔器官のヒストグラム分布範囲（左：水平 0 度，垂直 15 度，右：水平 0 度，
垂直 30 度） 
 
 





結果の平均，最大・最小値を表 3.1 に示す． 
 
表 3.1 ヒストグラム分布範囲の統計量 
平均 最小 最大
顔 61.77309 32 84
左目 92.48295 47 135
右目 99.69153 56 142
左口端 34.71617 17 53
















の仮定は成立しない．そこで，多方向顔画像 DB における水平方向に 0～75 度（15 度ス
テップ），垂直方向に±45 度（15 度ステップ）の顔画像から各顔器官が顔中心に対して
どのような配置になりえるかを調査し，各顔器官の探索エリアを定義することとした．







図 3-14 顔器官の分布（左：水平 0 度，垂直-45 度，右：水平 0 度，垂直-30 度） 
 
 




図 3-16 顔器官の分布（左：水平 0 度，垂直 15 度，右：水平 0 度，垂直 30 度） 
 
 






局，水平方向に 0～75 度，垂直方向に±45 度の範囲における 300 人の左右目の分布は図 
3-18 のようになり，左右口唇端の分布は図 3-19 のようになった． 
 
 
図 3-18 左右目の分布範囲（左：右目，右：左目） 
 
 














って，図 3-18，図 3-19 に示す 0～75 度の調査結果から，水平反対方向の 0～-75 度を考






図 3-20 顔器官の探索エリアと探索結果例 
 







2. 1 で得られた主検出器のサポート・ベクタ数を Reduced Set Method 法 [30] [31]によ
り削減 
3. 2 で削減されたサポート・ベクタを新たなサポート・ベクタとする副検出器につい
 右目  左目 









4. 3 で得られた副検出器を 1 段目とし，副検出器により検出された画像についてのみ













































































下の 2 つを定義した． 
 
1. 顔器官が 3 点以上検出されており，かつその内最低 1 点は両口唇端，両小鼻で
あること 
（縦方向の顔器官が検出されていると顔姿勢推定・追跡が安定するため） 





ーリスティックに決定した条件である．そしてこれら 2 つの条件を満たした場合には， 





















































3.4.2 3 次元顔モデル 
3 次元顔モデルは，3 次元計測器（NEC エンジニアリング製 Danae 100SP）により実
際の人物の顔を計測して取得した．計測後のデータ点数は約 120,000 点あるが，これを
計算・データコストを小さくするために，顔器官検出器により検出される顔器官に対応















図 3-23 3 次元顔モデルの作成フロー 
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3.4.3 パーティクル・フィルタによる顔姿勢推定 
 SVM により検出された顔器官の画面座標位置(𝑢,  𝑣)から，現在の顔姿勢（回転+平行
移動）を推定する．画面座標は顔器官の 2 次元位置情報しか含まないため，これらのみ
から 3 次元情報である顔姿勢を復元することはできない．そこで，3 次元顔モデルとそ
の姿勢(𝜃𝑦,  𝜃𝑝,  𝜃𝑟,  𝑇𝑋,  𝑇𝑌,  𝑇𝑍)を状態とするパーティクル・フィルタを用いることで，本
来（単眼カメラの 1 枚の静止画からは）復元不可能な顔の 3 次元姿勢情報を復元するこ
とを試みる．ここで𝜃𝑦 ,  𝜃𝑝,  𝜃𝑟は各々Yaw 方向，Pitch 方向，Roll 方向の回転角度，






① 各パーティクルの状態に従い 3 次元顔モデルを回転・平行移動する 












置(?̂?𝑚,  𝑣𝑚)と SVM により検出された顔器官の画面座標位置(𝑢,  𝑣)との二乗誤差𝐽𝑚を求
める．今，SVM により検出された顔器官iの画面座標位置を(𝑢𝑖,  𝑣𝑖)とし，あるパーティ
クル𝑚の状態に従って求められた顔姿勢から推定された顔器官iの画面座標位置を


















体番号(1, 2, … , 𝑀)を表す．この誤差𝐽𝑚を用いてパーティクル𝑚の姿勢推定尤度𝐿𝑚𝑝を式
(3.2)のように定義する． 
 
 )exp( mmp JL   (3.2) 
 
姿勢推定尤度の算出方法 
 今，3 次元顔モデルのある顔器官𝑖にのみ着目し，その 3 次元座標を 𝑃𝑖 = (𝑋𝑖 ,  𝑌𝑖 ,  𝑍𝑖)と
































































































































































































































































これにより，パーティクル𝑚の状態に従った 3 次元空間上での顔器官𝑖の 3 次元座標位置
が求まる． 



























































































これにより，パーティクル𝑚の状態に従った顔器官𝒊の画面上での 2 次元座標位置(?̂?𝑖,  𝑣𝑖)














































図 3-24 平行移動成分の算出フロー概要 
 
今，あるパーティクル𝑚の回転成分(𝜃𝑦,  𝜃𝑝,  𝜃𝑟)は決まっていて，平行移動成分(𝑇𝑥 ,  𝑇𝑦,  𝑇𝑧)
は未知とし，SVM により検出された，ある顔器官𝑖の画面座標位置を(𝑢𝑖,  𝑣𝑖)とする．ま
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′)とし，それを X, Y, Z 軸方向に各々 





















































































































また，SVM により検出された𝑁個の顔器官に対応した 3 次元顔モデルの顔器官をパーテ
















































21 )(,)(,)(),,(  (3.9) 
 


















0を求める．3 次元座標点(?̅?,  ?̅?,  ?̅?)が画




































により解くことを考える．目的関数𝐽𝑚を最小にする平行移動成分(𝑇𝑥 ,   𝑇𝑦,   𝑇𝑧)を求めるに





















































































































































′ ,  𝑇𝑧
′)の更新を







 顔姿勢推定においては運動モデルとして静止モデルを仮定する．静止モデルでは 1 期
前の状態と同じ状態であると尤度が高く，状態に変化があるほど尤度が低くなるモデル
である．今，あるパーティクル𝑚の現在の状態を𝑝𝑡，1 期前のパーティクル状態を𝑝𝑡−1と
し ， パ ー テ ィ ク ル の 状 態 を (𝜃𝑦,  𝜃𝑝,  𝜃𝑟,  𝑇𝑋,  𝑇𝑌,  𝑇𝑍) ， 各 要 素 の 標 準 偏 差 を





























































































































































(?̂?𝑖𝑗, 𝑣𝑗𝑖  )のパーティクル j の尤度𝐿𝑗を重みとした場合，その加重平均(𝑥𝑖, 𝑦𝑖)及び分散・共

















































































そして，求まった顔器官𝑖の平均位置(𝑥𝑖,  𝑦𝑖)，分散(𝑣𝑥,  𝑣𝑦)をその顔器官の予測分布と
し，顔器官ごとに予め設定されている標準偏差𝜎𝑖を考慮して，トラッキング・モードに
おける次フレームでの各顔器官の探索エリア（左上座標, 幅, 高さ）=(𝑠𝑥𝑖,  𝑠𝑦𝑖 ,  𝑠𝑤𝑖,  𝑠ℎ𝑖)
を式(3.19)により決定する． 
 










を表 3.2 に示す． 
 
表 3.2 顔及び顔器官検出率 
Best case
Full 32 & Full Cascaded 128 & Full Cascaded
Face 93.87 92.50 93.19
Eye 92.06 91.63 91.88
Inner eye corner 90.25 89.67 90.19
Outer eye corner 86.28 86.17 86.59
Nostril 87.31 86.44 87.20
Mouth corner 95.12 94.53 94.92
Ear 93.96 93.63 93.80
Detection Target





（32 & Full Cascaded），128 個のサポート・ベクタで構成された副検出器と主検出器をカ








表 3.3 顔及び顔器官検出処理時間 
Best case
Full 32 & Full Cascaded 128 & Full Cascaded
Face 268.13 141.27 86.29
Eye 21.67 7.78 6.45
Inner eye corner 1.38 0.45 0.49
Outer eye corner 4.39 0.95 1.18
Nostril 5.60 2.37 1.78
Mouth corner 13.80 4.67 4.63
Ear 250.77 75.33 43.01
Detection Target
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図 3-26 左右首振り動作時の顔姿勢（Yaw 角）推定結果  
 
正面付近（図中【a】）での平均誤差は約 4.3 度と小さいが，横向きになるほど誤差が
増加する傾向にあり，Yaw 方向 60～80 度付近（図中【b】）における平均誤差は約 13.5
度であった．推定誤差の要因としては，本人以外の 3 次元顔モデルを使用していること，
カメラ校正の問題などが考えられる．また，Yaw 方向の顔姿勢変化の実験では，突発的
に誤差が大きい場合がある（図 3-26 中【c】，最大誤差：約 42.1 度）が，この様に突発
 54 
的に生じる誤差は後処理により縮小できると考えられる． 
次に，前後方向に約 500 mm 顔姿勢を変化させた場合の推定結果と正解値を図 3-27



















































図 3-27 前後動作時の顔位置推定結果 
 
前後動作の起点を 0 mm とし，推定誤差は被験者がカメラに接近する程大きくなり，最


































































図 3-28 自動車運転時の顔姿勢（Yaw 角）推定結果 
 








区間について，パーティクル数を 500 から 2500 個へ,顔器官の探索エリアを 1.5 倍に拡張




















































図 3-29 パーティクル数と探索エリアを拡張した時の顔姿勢（Yaw 角）推定結果 
 
図 3-29 中【c】の区間のドライバの左右安全確認動作に着目すると，図 3-28 では失敗






























 我が国では，2013 年 10 月 1 日現在，総人口における 65 歳以上の割合が 25.1 %にも達
し，今や国民の約 4 人に 1 人が高齢者となり，さらに 75 歳以上人口が全体の 12.3 %を
占めるなど，本格的な超高齢社会を迎えている [32]．そして，この少子高齢化傾向が今













ことが臨床現場での重要な課題の 1 つとなってきている． 




































法効果の客観的な評価方法について提案し，その有効性を評価した（図 4-1 参照）． 
 本章の構成であるが，4.2 節ではリハビリテーションにおける音楽療法の位置付けと表
情との関連性ついて述べ，4.3 節では映像中から笑顔度を推定する手法について説明し，





















従来の評価フロー 提案する評価フロー  




















































































笑顔を含む表情を映像情報のみから認識する手法は 2 つに大別される．1 つはアピアラ




















図 4-4 全体処理フロー概要 
 
4.3.1 顔の検出 
 映像から笑顔度を推定する第 1 ステップとして，入力された映像から対象者の顔を検
出する必要がある．本研究では，図 4-5 に示すように，顔検出器として Haar-like 特徴量































数個の顔候補に対してのみ SVM 顔検出器により顔検出を実施する．さらに SVM 顔検出
 64 















































量を算出する手法である LIH 特徴量（2.1.2 節），CS-LBP 特徴量（2.1.4 節）及びこれら
2 つを連結した統合特徴量である LIH + CS-LBP 特徴量（2.1.5 節）を笑顔度推定のため
の特徴量として検討した．そして特徴量が抽出された後に，その特徴量を用いて笑顔か
非笑顔かの識別を行う．本研究では，笑顔検出器としてガウス・カーネルによる非線形
SVM を用い SVM 笑顔検出器の出力𝑦が，𝑦 ≥ 0ときに笑顔，𝑦 < 0のときに非笑顔と判
 65 





















































 CK+データセット [46] 
 CK+データセットは，表情画像データベースとして研究用途に広く利用されてき
た Cohn-Kanade AU-Coded Facial Expression Database [47]を更に拡張し，18 歳から 50
歳の被験者 123 人に対する表情画像データが，無表情の状態から表情が表出される
までの連続した画像として 593 シーケンス収められており，またその内 327 シーケ
ンスについては Emotion ラベル（Angry, Contempt, Disgust, Fear, Happy, Sadness, 
Surprise）も同時に提供されている． 
 The MPLab GENKI Database, GENKI-4K Subset [48] 





の人物の顔姿勢は，大半が Yaw，Pitch，Roll が±20 度以内とされており，本研究の
評価目的に合致している． 
 Facial Expression and Emotion Database (FEED) [49] 

















るため，入力画像サイズを 20×20 画素又は 40×40 画素としたときの性能を比較した（図 








ヒストグラムビン数を 8 に各々固定し，格子セル数を 4×4, 5×5, 8×8, 10×10 と変化させて
場合の各々の性能について評価した結果を図 4-9 に示す． 
 
 
図 4-9 格子セル数による性能比較（入力画像サイズ :40×40, ヒストグラムビン数 :8） 
 






最後に，ヒストグラムビン数の影響を調べるため，入力画像サイズを 40×40 画素, 格
子セル数を 8×8 に各々固定し，ヒストグラムビン数を 4, 8, 16 と変化させた場合の評価
結果を図 4-10 に示す． 
 
 
図 4-10 ヒストグラムビン数による性能比較 （入力画像サイズ :40×40, 格子セル数 :8×8） 




 入力画像サイズ  ：40×40 画素 
 格子セル数  ：8×8 











画素又は 40×40 画素としたときの性能を比較した結果を図 4-11 に示す．LIH 特徴量の
場合と同様に，格子セル数が 4×4，5×5 の双方において入力画像サイズ 20×20 画素に対
し 40×40 画素の方が優位な検出性能を示した． 
 
 






と変えた時の AUC の比較を図 4-12 に示す．LIH 特徴量と同様に格子セル数を増やすと
徐々に性能が良くなる傾向にあるが，分割数を増やしすぎると逆に性能が劣化しており，
本実験より，格子セル数 5×5 のときに最も性能が良いことがわかった． 
 
 





最後に，入力画像サイズを 40×40 画素，格子セル数を 5×5 に各々固定し，エンコード
閾値を 0.00，0.02，0.05 と変化させたときの性能比較を図 4-13 に示す．格子セル数を変
化させたときほどの大差はないが，閾値が小さいとノイズに過敏になり，また大きいと
テクスチャ特徴をうまく表現できなくなっていると考えられ，本実験においてはエンコ
ード閾値が 0.02 のときに最も良い結果を示した． 
 
 
図 4-13 エンコード閾値による性能比較（入力画像サイズ :40×40, 格子セル数 :5×5） 
 
 以上の評価実験から，CS-LBP 特徴量の笑顔検出における最適パラメータは， 
 
 入力画像サイズ  ：40×40 画素 
 格子セル数  ：5×5 
 エンコード閾値  ：0.02 
 




LIH + CS-LBP 特徴量の性能評価 
 次に，LIH と CS-LBP を連結統合した LIH + CS-LBP 特徴量による評価を実施した．こ
のとき，前述の評価実験により，入力画像サイズは 40×40 画素とし，また各特徴量のパ
ラメータは最も性能が良かった以下の値とし，“正面顔”の笑顔/非笑顔画像データベース
を用いて評価実験を実施した．その結果を図 4-14 に示す． 
 
 LIH 特徴量 
 格子セル数  ：8×8 
 ヒストグラムビン数 ：4 
 CS-LBP 特徴量 
 格子セル数  ：5×5 
 エンコード閾値 ：0.02 
 
LIH + CS-LBP 特徴量は，256＋400＝656  次元と次元数は増えるものの𝐴𝑈𝐶 =




図 4-14 “正面顔”の笑顔/非笑顔画像データベースを用いた各特徴量の性能比較  
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カスケード型笑顔検出器の性能評価 




ごとの性能比較で最も性能の良かった LIH + CS-LBP 特徴量とした． 









次に，Reduced Set Method 法により SV 数を 32，64，128，256，512 に削減した検出器
を 1 段目に，全サポート・ベクタによる検出器を 2 段目としたカスケード構造としたと





















を表 4.1 に示す． 
 
表 4.1 笑顔検出性能（AUC）と処理時間のサポート・ベクタ数による比較 
Classifier ＃SVs AUC (LIH+CS-LBP) CPU Time (msec)







32 (& 3567) 0.961362 7.5823
64 (& 3567) 0.962984 7.7662
128 (& 3567) 0.967149 8.0570
256 (& 3567) 0.969287 8.4609
512 (& 3567) 0.971298 9.7745
1024 (& 3567) 0.973041 12.3801
32 (& 3567) 0.962930 8.6267
64 (& 3567) 0.964772 8.5697
128 (& 3567) 0.968188 8.5719
256 (& 3567) 0.969641 8.8934
512 (& 3567) 0.971483 10.1280
1024 (& 3567) 0.973164 12.7219
Cascaded SVMs （Bias-adjusted）





カスケード構造とした Cascaded SVMs 及び閾値調整した後にカスケード構造とした
Cascaded SVMs (Bias-modified) の双方とも，副検出器としてサポート・ベクタ数が 512




















 LIH 特徴量 
 格子セル数  :8 × 8 
 ヒストグラムビン数 :4 
 次元数   :256 
 CS-LBP 特徴量 
 格子セル数  :5 × 5 
 近傍画素数  :8 
 半径   :1 
 エンコード閾値  :0.02 
 次元数   :400 
 LIH + CS-LBP 特徴量 
 LIH と CS-LBP 各々のパラメータは上記に従う 
 次元数   :656 
 
 
 LIH，CS-LBP，LIH + CS-LBP 各々を特徴量とした場合の“正面顔”に対する笑顔検出
ROC 曲線を図 4-18 に“斜め顔”に対する笑顔検出 ROC 曲線を図 4-19 に各々示す． 
“正面顔”の笑顔検出性能に着目すると，何れの特徴量を用いても 𝐴𝑈𝐶 > 0.97 と非常に
高い検出性能を示しており，中でも 2 つの特徴量を結合した LIH + CS-LBP 特徴量を用
いたときに 𝐴𝑈𝐶 = 0.981039 と最も高い性能を示した．一方，“斜め顔”の笑顔検出性能
は，“正面顔”と比較すると各特徴量共に若干検出性能が劣るものの，何れの特徴量にお
いても 𝐴𝑈𝐶 > 0.96 を示し，また“正面顔”同様に LIH + CS-LBP 特徴量を用いた時に 
𝐴𝑈𝐶 = 0.976259 と最も高い検出性能を示した．ここで特徴量別に観察すると，CS-LBP
特徴量は他の特徴量に比べて“正面顔”と“斜め顔”の検出性能を比較した場合に劣化が大




いて最もロバストな笑顔検出性能を示した LIH + CS-LBP 特徴量を用いることとした． 
 
 
図 4-18 “正面顔”に対する笑顔検出 ROC 曲線の特徴量による比較 
 
 












ており，画像認識の分野において代表的な画像特徴量の 1 つである LBP ベースの特徴量
（2.1.3 節）を笑顔検出のための特徴量として用い，本研究で採用した LIH + CS-LBP 特
徴量と検出性能を ROC 曲線により比較する．ここで，LBP ベースの特徴量としては [41] 




 Uniform LBP 特徴量 
 格子セル数 :5 × 5 
 近傍画素数 :8 
 半径  :1 




に付与された Emotion ラベル（Angry, Contempt, Disgust, Fear, Happy, Sadness, Surprise）の
情報を元に笑顔画像として Happy の Emotion ラベルが付与されている画像シーケンスの
最終フレームの画像（69 枚）を，また非笑顔画像としては，Happy 以外の Emotion ラベ
ルが付与されている画像シーケンスの最終フレームの画像（258 枚）と，無表情画像と
して各画像シーケンスの先頭フレームの画像（327 枚）を併せて用い，その結果，評価




画像を学習用画像として，LIH + CS-LBP 特徴量と Uniform LBP 特徴量を各々抽出して学
習した笑顔検出器を用いて笑顔の検出性能を比較評価した結果を図 4-20 に示す． 
  
 
図 4-20 CK+データセットを用いた表情に対する汎化性能比較 
 
何れの特徴量を用いても 𝐴𝑈𝐶 > 0.99 と非常に高い笑顔検出性能が示されており，この
結果から本研究で笑顔度の定量化手法として用いる LIH + CS-LBP 特徴量を用いた場合
においても，従来手法と同様に笑顔以外の表情を非笑顔として高精度に検出できること
を確認した．また例えば，多方向の顔画像に対して高い表情検出性能が報告されている 
[42]で用いられている LGBP 特徴量と比較すると，16 サブブロックの LGBP 特徴量を用
いた場合に 𝐴𝑈𝐶 = 0.99556 と提案手法と同等の検出性能を示すことを確認したが，こ
の時，特徴量の次元数は 37,760 次元と 656 次元の LIH + CS-LBP 特徴量に比べ 60 倍弱で
あり，臨床応用を考えた場合に重要な要素の一つである笑顔検出のリアルタイム性の確
保という点においては課題があると考える． 






ータ 4,000 枚の内，本研究の顔検出器で顔が検出できた 3,653 枚（笑顔：2,010 枚，非笑
顔：1,643 枚）を，4.4.1 節で説明した独自画像データベースに追加し，より大規模な笑
顔/非笑顔画像データベース（笑顔：6,890 枚，非笑顔：9,433 枚）を構築した．そして，
この大規模笑顔/非笑顔画像データベースを対象として，LIH + CS-LBP 特徴量，Uniform 




図 4-21 大規模笑顔/非笑顔データベースを用いた不特定多人数に対する汎化性能比較 
 
このように大規模な画像データを対象としても，LIH + CS-LBP 特徴量の場合に，
𝐴𝑈𝐶 = 0.975635，Uniform LBP 特徴量の場合に 𝐴𝑈𝐶 = 0.97058 と両特徴量共に高い笑
顔検出性能を示し，不特定人に対してもロバストに笑顔が検出可能なことを確認した．





 次に，FEED データベース [49]を用いて笑顔度を推定した結果を示す．本データベー
スは，画像シーケンスが 100 から 150 フレーム程度と比較的長いフレーム数で構成され
ているため，表情の微妙な変化度合を評価する目的に非常に適している．図 4-22～図 
4-24 に提案した笑顔度推定手法を用いて FEED データベースに含まれる，3 名の笑顔画
像シーケンス（サブジェクト番号 0001 の第 1 試行，サブジェクト番号 0005 の第 1 試行，
サブジェクト番号 0006 の第 1 試行）に対して笑顔度を推定した結果を各々示す．両者共
に無表情から笑顔への表情変化が笑顔度としと非常に良く数値化されており，特に図中
赤枠で示した付近の微妙な表情変化も推定できていることがわかる．また，図 4-23 に
示したサブジェクト番号 005 の第 1 試行の画像シーケンスでは無表情から笑顔，そして
笑顔から無表情へ，図 4-24 に示したサブジェクト番号 006 の第 1 試行の画像シーケン
スでは，無表情から笑顔，笑顔から無表情，そして最後にまた無表情から笑顔へと各々
表情が変化しているが，本提案手法により各表情変化を追従できていることが確認でき
る．また提案手法を，例で示した 3 名の他の試行及びその他 15 名の全試行についても同
様に適用した結果，実際には笑顔の表情を示していなかったサブジェクト番号 0017 の第
1 試行，サブジェクト番号 0011 の第 2 試行，サブジェクト番号 0014 の第 3 試行の画像

































図 4-23 サブジェクト番号 005，第 1 試行に対する笑顔度推定結果 











Frame #38:2:48 Frame #76:2:84
Frame #95:2:101
 





















出器の現状性能では検出が困難であった 1 名を各々対象から除き，残りの 1 名について
機器の不具合で記録できなかった回や着座位置の関係で顔が確認できなかった回などを
除外した結果，比較的長期に渡る 6 回のセッションで良好な映像が確認できた．そこで
本研究では，この 1 名を対象に笑顔度の推定を試みることとした． 
 ここで解析対象となった患者は，NMDA 受容体関連脳炎を発症した 10 代女性で，初
回参加の 3 月時点では覚醒状態が安定せず，四肢麻痺があり，日常生活動作に全介助が
必要な状態であった．そこで，覚醒水準の向上とコミュニケーション反応を促す目的で
担当作業療法士の要請を受けて音楽療法が導入され，月に隔週 2 回の頻度で 3 月から 8
月までに実施された 12 回の音楽療法セッションのうち 10 回に参加した．しかし前述の
通り，撮影機器の不具合や着座位置の影響により，実際に研究利用可能な映像データが
得られたセッションは，3，4，5，7 月の各 1 回および 8 月の 2 回の計 6 回であった． 
 
4.5.1 臨床映像からの笑顔度推定 
 本研究が対象とした音楽療法セッションは各回の参加患者が 4～7 名，音楽療法士，ス
タッフらが円陣に着座した状態で行われ，患者の着座位置は特に定めなかった．そのた
 86 
め，患者が死角に入るのを極力防ぐため，約 50 度異なる方向から円陣を望むように 2
台のビデオカメラ（Sony 製 HDR-CX560）を設置し，プログレッシブ・ハイビジョン画
質（1920 × 1080 画素）で撮影した．円陣の直径は約 3 m，各カメラは円陣中心から距離










4-25 に対象とした患者の全 6 回の音楽療法セッションの“季節の歌”プログラムの映像デ






























































































図 4-26 介入内容ごとの平均笑顔度の推移 
  
次に大まかなデータの傾向を知るために，経過回数（1～6）と介入内容（指揮，選択
曲，非選択曲，非介入）を要因とする二元配置分散分析を行った結果を表 4.2 に示す． 
 
表 4.2 二元配置分散分析結果 
変動要因 偏差平方和 自由度 平均平方 Ｆ値 Ｐ値 Ｆ(0.95) 
全変動 11.273  651         
行間変動（介入内容） 1.299  3 0.433  41.898  1.086E-24 2.619  
列間変動（経過回数） 1.570  5 0.314  30.380  1.062E-27 2.228  
交互作用 1.914  15 0.128  12.347  3.997E-27 1.682  
誤差変動 6.490  628 0.010        
 









表 4.3 【指揮】時の Tukey-Kramer 法による多重比較結果 (** :p < 0.01, * :p < 0.05) 
  #1_指揮 #2_指揮 #3_指揮 #4_指揮 #5_指揮 #6_指揮 
#1_指揮             
#2_指揮 *           
#3_指揮             
#4_指揮 **   *       
#5_指揮 ** * **       
#6_指揮 ** ** ** **     
 
表 4.4 【選択曲】時の Tukey-Kramer 法による多重比較結果 (** :p < 0.01, * :p < 0.05) 
  #1_選択曲 #2_選択曲 #3_選択曲 #4_選択曲 #5_選択曲 #6_選択曲 
#1_選択曲             
#2_選択曲             
#3_選択曲             
#4_選択曲             
#5_選択曲 * ** *       
#6_選択曲             
 
表 4.5 【非選択曲】時の Tukey-Kramer 法による多重比較結果 (** :p < 0.01, * :p < 0.05) 
  #1_非選択曲 #2_非選択曲 #3_非選択曲 #4_非選択曲 #5_非選択曲 #6_非選択曲 
#1_非選択曲             
#2_非選択曲             
#3_非選択曲 **           
#4_非選択曲 **           
#5_非選択曲 **           
#6_非選択曲       *     
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表 4.6 【非介入】時の Tukey-Kramer 法による多重比較結果 (** :p < 0.01, * :p < 0.05) 
  #1_非介入 #2_非介入 #3_非介入 #4_非介入 #5_非介入 #6_非介入 
#1_非介入             
#2_非介入             
#3_非介入             
#4_非介入 **           
#5_非介入 **   *       




規化し，その正規化平均笑顔度に対して Dunnett 法による多重比較検定を実施した． 
その結果，図 4-27 に示すように【指揮】時は後半 3 回で継続して 𝑝 < 0.01 の有意水準
で正規化平均笑顔度の増加が顕著に認められ，最終回に至っては，【選択曲】【非選択曲】
においても各々 𝑝 < 0.01， 𝑝 < 0.05 の有意水準で笑顔が増えたことが認められた． 
 
 










 表 4.7 に全 6 回の音楽療法における，各評価項目の主観評価値を，表 4.8 にその主観
評価値と提案手法により推定された平均笑顔度との相関係数を各々示す．  
 
表 4.7 主観評価項目の評価値 
年月日 スタッフ数 積極性 持続性 協調性 情動表出 状況適切性 知的機能 発声発語 歌唱 
2012/3/23 3 1.667  2.250  1.250  2.250  2.000  2.000  2.500  1.000  
2012/4/27 6 1.250  1.000  1.083  2.000  2.333  2.000  1.000  1.083  
2012/5/11 3 2.000  2.000  1.000  2.000  2.000  2.000  1.000  1.000  
2012/7/27 4 3.167  3.000  2.375  3.125  3.000  2.625  1.000  1.375  
2012/8/10 3 3.667  3.333  3.000  3.667  3.000  2.833  1.833  1.000  
2012/8/24 3 3.333  3.000  3.000  3.500  3.333  3.000  1.667  1.000  
 
表 4.8 主観評価値と各セッションの平均笑顔度との相関 
  指揮 選択曲 非選択曲 非介入 
積極性 0.801  0.883  0.353  0.025  
持続性 0.609  0.794  0.193  -0.059  
協調性 0.906  0.963  0.141  -0.089  
情動表出 0.868  0.942  0.156  -0.041  
状況適切性 0.971  0.975  0.221  -0.099  
知的機能 0.971  0.975  0.221  -0.099  
発声発語 -0.083  0.114  -0.784  -0.403  



















ベースを対象に，アピアランス・ベースの特徴量として， LIH 特徴量，CS-LBP 特徴量
及びこれら 2 つの統合特徴量である LIH + CS-LBP 特徴量を用いて，各々の特徴抽出法
に最適な特徴抽出パラメータの調査と笑顔の検出性能の評価を実施した．その結果，LIH
特徴量の場合には，格子セル数 8×8，ヒストグラムビン数 4 のときに 𝐴𝑈𝐶 = 0.979522，
また CS-LBP 特徴量の場合には，格子セル数 5×5，エンコード閾値 0.02 のときに
𝐴𝑈𝐶 = 0.979423 を得た．そして，LIH + CS-LBP特徴量を用いた場合に 𝐴𝑈𝐶 = 0.982269 
と最も高い性能を示すことを確認した．また，SVM による笑顔検出器を少数のサポー
ト・ベクタからなる副笑顔検出器と全サポート・ベクタからなる主笑顔検出器のカスケ
ード構造とすることで，𝐴𝑈𝐶 > 0.97 という性能を維持しつつ計算量を約 40 % 程度削減
可能なことを示した．次に，顔向きに対する基本的な笑顔の検出性能を顔向き別の笑顔/
非笑顔画像データベースを用いて検証した結果，LIH + CS-LBP 特徴量を用いた場合に，
“正面顔”において 𝐴𝑈𝐶 = 0.981039，“斜め顔”において 𝐴𝑈𝐶 = 0.976259 と何れの顔向
きにおいても高い笑顔検出性能を達成した．また汎化性能の評価においては，目的別に
2 種類の研究用公開データベースを用い，他手法の比較と併せて評価した結果，CK+デ
ータセットを対象とした場合に 𝐴𝑈𝐶 = 0.99668 ，GENKI-4K データベースを対象とし






























































































を行なった．この上半身画像領域を水平・垂直方向それぞれに 4 等分した 16 個の領域




向を算出する．そして，輝度勾配方向の 0 から 180 度までの 20 度ごとのビン数 9 の輝
度勾配方向に対するセル内の輝度勾配強度累積をヒストグラムとする．次に，ブロック
内のセル 4 個の輝度勾配方向ヒストグラムを連結し，正規化することで 36 次元のブロ
ック内輝度勾配方向ヒストグラムを生成する．最後に．このブロックをセル幅ステップ
でオーバーラップ・スキャンさせ，上半身画像領域内を水平方向に 7 ステップ，垂直方
向に 7 ステップの計 49 ステップのスキャンを行なうことで，上半身画像領域として
1,764 次元の HOG 特徴量を得る．この HOG 特徴量を用いて線形 SVM により上半身検
出を行なっている．アプリケーションによるが，例えば入力画像の解像度が 640×480
画素の場合，上半身画像領域サイズを 480×480 画素から 48×48 画素までの 16 段階に
スケール変化させることでマルチ・スケール検出を行った場合，図 5-2 に示すように通
常 1 つの上半身に対して複数の近傍位置・スケールでの上半身領域が検出される． 
 
線形 SVMによる上半身検出結果 Mean Shiftクラスタリングによる上半身統合結果
 
図 5-2 上半身検出結果の統合  
 





















































追跡する．同一性の判定は，2 つの上半身領域の左上頂点の水平距離 𝑑ℎ1と垂直距離 
𝑑𝑣1，そして右下頂点の水平距離 𝑑ℎ2と垂直距離 𝑑𝑣2を求め，それらのすべてが 2 つの
上半身領域のスケールの小さい方の領域の 1辺長に重み計数 𝑎を掛けた判定閾値よりも





























































の差分を算出した結果を図 5-4 に示す． 
 
- =
Average Male Image Average Female Image Gender Differencal Image
abs 
 
























図 5-5 全顔画像の主成分分析結果（第 1～10 主成分） 
 
1st eigen face 2nd eigen face 3rd eigen face
 







せた．図 5-7，図 5-8 に第 1～5 主成分の重みを変化させて再構成した男性・女性の顔画






























年齢再構成した顔画像との差分画像を作成した（図 5-9 及び図 5-10 参照）． 
 
- =abs 
Male Age Differencial ImageYoung Male Image Old Male Image  
図 5-9 男性の若年・老年顔画像間の差分 
 
- =abs 
Young Female Image Old Female Image Female Age Differencial Image  



















































人物 ID = i の人物について，顔が検出されたフレーム画像の総数を 𝑁𝑖，各検出フレー






















































SVM 上半身検出器は 5,000 枚，SVM 顔検出器は 10,000 枚，SVM 性別推定器は 10,000
枚，SVR 年齢推定器は 890 枚の画像からそれぞれ構築した． 
 はじめに，性別と年齢が明らかな顔画像 890 枚（男性 592 名，女性 298 名）を用いて，
性別・年齢推定の Leave-One-Out 交差確認法による基本性能評価を行った．その結果，
性別推定については男性を女性への誤推定が 24 画像，女性を男性への誤推定が 30 画像
発生し，6.07 %の誤推定を生じた．またこのとき，実性別構成比と推定性別構成比のヒ





















図 5-12 性別推定結果 
 
ここで 2 つのヒストグラムの類似度は，ヒストグラム・インターセクション [58]を用い
て算出した．今，ビン数 𝑁の 2 つのヒストグラム 𝐻1と 𝐻2があり，𝑖番目のビンの値を























推定誤差が 6.66 歳，実年齢と推定年齢との相関係数が 0.82 であり，女性については平均
















































































True Age Segment Estimated Age Segment






























True Age Segment Estimated Age Segment








ヒストグラム類似度 ：0.86 ヒストグラム類似度 ：0.81
 























































図 5-15 見た目年齢推定結果（左：男性，右：女性） 
 




































Perceived Age Segment Estimated Age Segment
































Perceived Age Segment Estimated Age Segment









ヒストグラム類似度 ：0.88 ヒストグラム類似度 ：0.86
 











 実環境実験として，ショッピング・モールのエントランス 4 ヶ所に天井埋め込み型ネ
ットワーク・カメラ（Panasonic 製 DG-SC385）を，来場者モニタリング・エリアから水
平方向に 20 m 離れた天井高 4 m の天井に設置し，イーサネット経由でサーバー室内の
処理用 PC2 台に接続し，1 台の PC でカメラ 2 台分の入力映像を処理するようにシステ















像がイーサネット経由で Motion JPEG として取得される．照明環境は通常の施設照明の
みを使用し，来場者への歩行条件は課していない．実環境実験での混雑度は入場者と退
場者を合わせて 30 分間で 331 人であり，このような混雑環境においては来場者が重なり
合うため全身が撮影されることは殆どなく，上半身画像による人物検出を行うことで来
場者の検出と追跡が可能となった．また 640×480 画素の撮影画像に対して，480×480




動を生じるが，CPU：X3480(3.07 GHz)，メモリ：4 GB，OS：Windows7 の環境において
概ね 3 fps であった． 




の 331 人に対して認識結果は 313 人となり，-5.4 %の誤差を生じた．ここで，誤差の主
な原因は人物の重なりなどによる上半身未検出であった． 
次に来場者と退場者を合わせた 331 人の中で顔が映っている 185 人を対象に，評定者
3 名による性別・年代判定結果を実測値とし，識別結果と比較した．実測値の 185 人に
対して顔が検出できたのは 169 人であり，-8.6 %の誤差を生じた．そして，この顔が検
出できた 169 人に対して性別を推定した結果を図 5-18 に示す．このとき，性別の実測
比率と推定比率のヒストグラム類似度は 0.95 であった．  
 
 





同様に顔が検出された 169 人に対して年齢を推定し，男女別の 10 歳ごとの年代構成と
して出力した結果を図 5-19，図 5-20 に各々示す．このとき，男性の年代に対する実測
比率と推定比率のヒストグラム類似度は 0.81，女性の年代に対する実測比率と推定比率
のヒストグラム類似度は 0.76 であった．  
 
 



















































































進行の程度を評価する目的で，古くは Philadelphia Geriatric Center Affect Rating Scale [63]
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