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Abstract
In this paper, we extend our geometrical derivation of the expansion coefficients of mirror maps by localiza-
tion computation to the case of toric manifolds with two Ka¨hler forms. In particular, we consider Hirzebruch
surfaces F0, F3 and Calabi-Yau hypersurface in weighted projective space P(1, 1, 2, 2, 2) as examples. We
expect that our results can be easily generalized to arbitrary toric manifolds.
1 Introduction
In the study of mirror symmetry, gauged linear sigma model is expected to play an important role [18]. It has
been considered to be slightly different from the topological (non-linear) sigma model, whose correlation func-
tion is nothing but the Gromov-Witten invariant. Let us restrict our attention to the genus 0 Gromov-Witten
invariants of toric manifolds. The moduli space used in topological (non-linear) sigma model is the moduli
space of stable maps, which is a compactification of the moduli space of holomorphic maps from CP 1 to toric
manifolds by using stable maps. On the other hand, the moduli space used in gauged sigma model is another
compactification (toric compactification) of the moduli space of holomorphic maps from CP 1 to toric manifold.
In this case, we use ”rational maps” from CP 1 to toric manifolds to compactify the moduli space. A rational
map f : X → Y is the map which allows some Zariski-closed subset U ⊂ X whose image is undefined by f .
Therefore, a rational map is not an actual map in some cases. The merit of using toric compactification is that
the boundary structure of toric compactification is simpler than the one of stable map compactification. Since
the moduli space is different, the correlation functions of gauged linear sigma model do not always coincide with
the corresponding Gromov-Witten invariants. Motivated by these facts, our general conjecture is the following.
General Conjecture
The 2-point correlation functions computed by using the moduli space of gauged linear sigma model give us the
information of the B-model used in the mirror computation of the Gromov-Witten invariants. In particular, some
2-point correlation functions give us the expansion coefficients of the mirror map used in the mirror computation
and the remaining 2-point functions are translated into 2-point Gromov-Witten invariants via the (generalized)
mirror transformation caused by the mirror map.
Of course, the above conjecture is a little bit abstract. For example, we have to define the 2-point correla-
tion function of gauged linear sigma model. We will give more explicit details in the following part of this
section. Before we turn into details, we remark here that this paper is a continuation of our previous work [10],
which is our first paper aiming at establishing the above conjecture when the toric manifold is CPN−1.
In [10], we proposed a residue integral representation of virtual structure constant L˜N,k,dn , which is a B-
model analogue of genus 0 Gromov-Witten invariants of the degree k hypersurface in CPN−1 (we denote this
hypersurface by MkN ). L˜
N,k,d
n is our candidate of 2-point correlation function of gauged linear sigma model. The
1
virtual structure constant L˜N,k,dn is the rational number which is non-zero if and only if 0 ≤ n ≤ N−1−(N−k)d.
It is defined by the initial condition
k−1∑
n=0
L˜N,k,1n w
n = k
k−1∏
j=1
((k − j) + jw), (1.1)
and the recursive formulas that represent L˜N,k,dn as a weighted homogeneous polynomial in L˜
N+1,k,d′
m (d
′ ≤ d).
We will show explicit form of the recursive formulas in Section 2. Let us first review the main results on the
virtual structure constants presented in [12, 13]. For this purpose, we introduce genus 0 degree d two-point
Gromov-Witten invariant 〈OhaOhb〉0,d of MkN . Here, h is the cohomology class of MkN induced from hyperplane
class of CPN−1, and 〈OhaOhb〉0,d is defined by the formula:
〈OhaOhb〉0,d =
∫
M0,2(CPN−1,d)
ev∗1(h
a) ∧ ev∗2(hb) ∧ ctop(R0π∗ev∗3OCPN−1(k)). (1.2)
In (1.2), M0,n(CP
N−1, d) is the moduli space of stable maps of degree d from genus 0 stable curves with n
marked points to CPN−1. evi : M0,n(CPN−1, d) → CPN−1 is the evaluation map at the i-th marked point.
π :M0,3(CP
N−1, d)→M0,2(CPN−1, d) is the forgetful map that forgets the third marked point.
If N − k ≥ 1, i.e., the hypersurface is a Fano manifold, we have the following equality:
L˜N,k,dn
d
=
〈OhN−2−nOhn−1+(N−k)d〉0,d
k
, (1.3)
except for N − k = 1 and d = 1 case.
If N − k = 1 and d = 1, we have an equality:
L˜k+1,k,1n − k! =
〈Ohk−1−nOhn〉0,1
k
. (1.4)
If N − k ≤ 0, these two numbers differ from each other. In this case, L˜N,k,dn appears as the matrix element of the
connection matrix of the virtual Gauss-Manin system [13] associated with the Picard-Fuchs differential equation
used in the mirror computation:(
(∂x)
N−1 − k · ex · (k∂x + k − 1)(k∂x + k − 2) · · · (k∂x + 1)
)
w(x) = 0. (1.5)
Let us explain the relation between L˜N,k,dn and (1.5) more explicitly when N = k, i.e., when the hypersurface is
a Calabi-Yau manifold. A linearly independent basis of solutions of (1.5) around x = −∞ is given by:
uk,kj (x) :=
1
j!
(∂z)
j
 ∞∑
d=0
exp((d+ z)x)
(kd)!
(d!)N
kd∏
j=1
(1 +
k
j
z)
d∏
j=1
(1 +
1
j
z)−N
∣∣∣∣∣∣
z=0
, (j = 0, 1, · · · , k − 2). (1.6)
On the other hand, we introduce a generating function of the L˜k,k,dn :
L˜k,kn (e
x) := 1 +
∞∑
d=1
L˜k,k,dn e
dx. (1.7)
In [13], we proved the following equality:
uk,kj (x) := L˜
k,k
0 (e
x)
∫ x
−∞
dx1L˜
k,k
1 (e
x1)
∫ x1
−∞
dx2L˜
k,k
2 (e
x2) · · ·
∫ xj−1
−∞
dxjL˜
k,k
j (e
xj ), (1.8)
where we apply a formal rule:
∫ x
−∞ x
mdx = 1m+1x
m+1 in integrating the top term of expansion (1.7). By using
(1.8), we can represent L˜k,kn (e
x) in terms of uk,kj (x)’s. The most important relation derived from (1.8) is the
following equality:
x+
∞∑
d=1
L˜k,k,d1
d
edx =
uk,k1 (x)
uk,k0 (x)
, (1.9)
2
where the r.h.s. gives us the celebrated mirror map: t(x) =
uk,k1 (x)
uk,k0 (x)
used in the mirror computation. With this
mirror map, We can compute
〈Ohk−2−nOhn−1〉0,d
k
from the equality:
t+
∞∑
d=1
〈Ohk−2−nOhn−1〉0,d
k
edt = x(t) +
∞∑
d=1
L˜k,k,dn
d
edx(t). (1.10)
This is the mirror transformation caused by the mirror map in (1.9).
If N < k, we can also compute
〈OhN−2−nOhn−1+(N−k)d〉0,d
k
by using a generalization of (1.9) and (1.10) [1, 8, 12].
In this case,
L˜N,k,d
1+(k−N)d
d appears in the mirror map as follows:
tn = xn +
∞∑
d=1
L˜N,k,d1+(k−N)d
d
edx1 · δ1+(k−N)d,n, (n = 0, 1, · · · , N − 2). (1.11)
where xn (resp. tn) is the B-model (resp. A-model) deformation parameter associated with Ohn . The two-point
Gromov-Witten invariants of MkN are obtained after operating the generalized mirror transformation caused by
(1.11) on L˜N,k,dn ’s. Here, we explicitly write down the formulas that represent
〈OhN−2−nOhn−1+(N−k)d〉0,d
k
in terms
of the virtual structure constants up to d = 3. They were proved in [14].
1
k
〈OhN−2−nOhn−1+N−k〉0,1 = L˜N,k,1n − L˜N,k,11+(k−N),
1
k
〈OhN−2−nOhn−1+2(N−k)〉0,2 =
1
2
(L˜N,k,2n − L˜N,k,21+2(k−N))− L˜N,k,11+(k−N)(
k−N∑
j=0
(L˜N,k,1n−j − L˜N,k,11+2(k−N)−j)),
1
k
〈OhN−2−nOhn−1+3(N−k)〉0,3 =
1
3
(L˜N,k,3n − L˜N,k,31+3(k−N))− L˜N,k,11+(k−N)(
k−N∑
j=0
(L˜N,k,2n−j − L˜N,k,21+3(k−N)−j) + CN,k,31,1 (n))
−1
2
L˜N,k,21+2(k−N)(
2(k−N)∑
j=0
(L˜N,k,1n−j − L˜N,k,11+3(k−N)−j))
+
3
2
(L˜N,k,11+(k−N))
2(
2(k−N)∑
j=0
Aj(L˜
N,k,1
n−j − L˜N,k,11+3(k−N)−j)), (1.12)
where
Aj := j + 1, if (0 ≤ j ≤ k −N), Aj := 1 + 2(k −N)− j, if (k −N ≤ j ≤ 2(k −N)),
CN,k,31,1 (n) =
(k−N)−1∑
j=0
( j∑
m=0
L˜N,k,1n−m L˜
N,k,1
n−2(k−N)+j−m − L˜N,k,1(k−N)+2+j(
2(k−N)∑
m=0
L˜N,k,1n−m )
+L˜N,k,11+(k−N)(
2(k−N)−j−1∑
m=j+1
L˜N,k,1n−m )
)
−
(k−N)−1∑
j=0
( j∑
m=0
L˜N,k,11+3(k−N)−mL˜
N,k,1
1+(k−N)+j−m − L˜N,k,1(k−N)+2+j(
2(k−N)∑
m=0
L˜N,k,11+3(k−N)−m)
+L˜N,k,11+(k−N)(
2(k−N)−j−1∑
m=j+1
L˜N,k,11+3(k−N)−m)
)
. (1.13)
Now, we go back to the argument given in [10]. In [10], our conjectural residue integral representation of
L˜N,k,dn
d
leads us to speculate that if N − 2−n ≥ 0 and n− 1+ (N − k)d ≥ 0, L˜N,k,dnd can be interpreted as an intersection
number on the moduli space of polynomial maps with two marked points. Let M˜p0,2(N, d) be the compactified
3
moduli space of polynomial maps from CP 1 to CPN−1 of degree d with two marked points, which was introduced
in [10] and will be explicitly defined in Section 2 of this paper. This space is the moduli space that corresponds
to gauged linear sigma model. We defined an intersection number:
w(OhαOhβ )0,d :=
∫
M˜p0,2(N,d)
ev∗1(h
α) ∧ ev∗2(hβ) ∧ ctop(Ekd ), (1.14)
where Ekd is a rank kd+1 orbi-bundle on M˜p0,2(N, d) that corresponds to R0π∗ev∗3OCPN−1(k) onM0,2(CPN−1, d):
the corresponding moduli space of non-linear sigma model. In (1.14), evi : M˜p0,2(N, d) → CPN−1 is the
evaluation map at the i-th marked point. We computed w(OhαOhβ )0,d by localization techniques and concluded
that our residue integral representation suggests,
k · L˜
N,k,d
n
d
= w(OhN−2−nOhn−1+(N−k)d)0,d. (1.15)
In Section 2 of this paper, we prove,
Theorem 1 (1.15) is true for arbitrary MkN if 0 ≤ N − 2− n ≤ N − 2 and if 0 ≤ n− 1 + (N − k)d ≤ N − 2.
At this stage, we go back to the equality (1.9). We introduce here the classical three-point function and
metric,
w(OhαOhβOhγ )0,0 :=
∫
CPk−1
kh ∧ hα ∧ hβ ∧ hγ = k · δα+β+γ,k−2,
ηαβ := w(OhαOhβOh0)0,0 = k · δα+β,k−2,
ηαβ :=
1
k
· δα+β,k−2. (1.16)
We also introduce perturbed two-point functions:
w(OhαOhβ )0,0(x) := w(OhαOhβOh)0,0 · x,
w(OhαOhβ )0,d(x) := w(OhαOhβ )0,d · edx (d ≥ 1). (1.17)
With this setup, we can conclude from (1.9) and (1.15) that the equality:
t(x) = η1α
( ∞∑
d=0
w(OhαOh0)0,d(x)
)
, (1.18)
gives us the mirror map used in the mirror computation. One of our motivations in this paper is to generalize
(1.18) to the mirror computation of toric manifolds with two Ka¨hler forms. In this paper, we consider Hirzebruch
surfaces F0, F3 and resolution of weighted projective space P(1, 1, 2, 2, 2) (we denote it by WP1) as examples.
These toric manifolds have two Ka¨hler forms. Let z and w be these two Ka¨hler forms. Polynomial maps from
CP 1 to these toric manifolds are classified by bi-degree:
d := (da, db), (d 6= (0, 0)), (1.19)
where da and db are non-negative integers. Let M˜p0,2(X,d) be the compactified moduli space of polynomial maps
from CP 1 to X with two marked points of degree d, which can be constructed by generalizing the construction
of M˜p0,2(N, d). Of course, X considered here is F0 or F3 or WP1. Then we consider the following intersection
numbers on M˜p0,2(X,d):
w(OαOβ)0,d :=
∫
M˜p0,2(F0,d)
ev∗1(α) ∧ ev∗2(β) ∧ ctop(Ed),
w(OαOβ)0,d :=
∫
[M˜p0,2(F3,d)]ver.
ev∗1(α) ∧ ev∗2(β),
w(OαOβ)0,d :=
∫
[M˜p0,2(WP1,d)]ver.
ev∗1(α) ∧ ev∗2(β) ∧ ctop(Ed), (1.20)
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where α and β are elements of H∗(X,C). Ed in the first (resp. the third) line of (1.20) is an orbi-bundle on
M˜p0,2(F0,d) (resp. M˜p0,2(WP1,d)) that corresponds to R
1π∗ev∗3KF0 (resp. R
0π∗ev∗3K
∗
WP1
) on M0,2(F0,d)
(resp. M0,2(WP1,d)). These intersection numbers are analogues of two-point Gromov-Witten invariants of KF0 ,
F3 and the Calabi-Yau hypersurface in WP1 respectively. In this paper, we derive closed formulas to compute
these intersection numbers by applying the localization theorem. The resulting formulas are written as a sum of
contributions from connected components of fixed point sets labeled by ordered partitions σd of bi-degree d:
σd = (d1,d2, · · · ,dl(σd)), (
l(σd)∑
j=1
dj = d , dj = (da,j , 0) or (0, db,j), da,j , db,j > 0). (1.21)
This structure can be regarded as a natural generalization of the CPN−1 case, because in the CPN−1 case,
w(OhαOhβ )0,d is written as sum of contributions labeled by ordered partitions of positive integers d. With these
formulas, we numerically compute w(OαOβ)0,d by using MAPLE for low degrees. For the special cases F0 and
WP1, we also compute classical intersection numbers, metrics and perturbed two-point functions by introducing
deformation parameters x1 and x2 associated with z and w respectively.
w(OαOβ)0,(0,0)(x1, x2) = w(OαOβOz)0,(0,0) · x1 + w(OαOβOw)0,(0,0) · x2,
w(OαOβ)0,d(x1, x2) = w(OαOβ)0,dedax1+d2x2 , (d 6= (0, 0)). (1.22)
With this setup, we test whether the equalities:
t1(x1, x2) = η
zα
 ∞∑
d≥0
w(OαO1)0,d(x1, x2)
 ,
t2(x1, x2) = η
wα
 ∞∑
d≥0
w(OαO1)0,d(x1, x2)
 , (1.23)
give us the mirror map of KF0 and the Calabi-Yau hypersurface in WP1. The numerical results confirm our
speculation. Therefore, we conjecture that (1.23) indeed gives us the mirror map used in the mirror computation.
This conjecture explains the meaning of the title of this paper. As in the CPN−1 case, we can also compute
the standard two-point Gromov-Witten invariants 〈OαOβ〉0,d by using w(OαOβ)0,d by generalizing the equality
(1.10). In sum, we propose the following conjecture:
Conjecture 1 In the case of KF0 (resp. Calabi-Yau hypersurface of WP1), (1.23) gives us the mirror map used
in the mirror computation of Gromov-Witten invariants, and
∞∑
d≥0
w(OαOβ)0,d(x1(t1, t2), x2(t1, t2)) =
〈OαOβOz〉0,(0,0)t1 + 〈OαOβOw〉0,(0,0)t2 +
∞∑
d>0
〈OαOβ〉0,dedat1+dbt2 (1.24)
where 〈OαOβ〉0,d is the two-point Gromov-Witten invariant of KF0 (resp. Calabi-Yau hypersurface of WP1).
Let us turn into the non-nef example F3. In this case, we first review Givental-Coates-Guest-Iritani’s approach
[1, 6, 8] of the mirror computation of Gromov-Witten invariants of non-nef toric manifolds by taking F3 as an
eaxample. In this approach, we start from the Givental’s I-function:
IF3 = e
(zx1+wx2)/h¯
∑
d
∏0
m=−∞(−3z + w +mh¯)∏−3da+db
m=−∞ (−3z + w +mh¯)
∏da
m=1(z +mh¯)
2
∏db
m=1(w +mh¯)
edax1+dbx2 , (1.25)
where IF3 is the cohomology-valued function. Note that IF3 contains the parameter h¯, which plays a central
role in Givental-Coates-Guest-Iritani’s approach. We take 1, z, w, w2 as the basis of H∗(F3,C) and expand
cohomology-valued function F into the form:
F = F (1) · 1 + F (z) · z + F (w) · w + F (w2) · w2. (1.26)
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Next, we define the 4× 4 matrix S given by,
tS =

IF3(1)
(
(h¯∂x1 + z)IF3
)
(1)
(
(h¯∂x2 + w)IF3
)
(1)
(
(h¯∂x2 + w)
2IF3
)
(1)
IF3(z)
(
(h¯∂x1 + z)IF3
)
(z)
(
(h¯∂x2 + w)IF3
)
(z)
(
(h¯∂x2 + w)
2IF3
)
(z)
IF3(w)
(
(h¯∂x1 + z)IF3
)
(w)
(
(h¯∂x2 + w)IF3
)
(w)
(
(h¯∂x2 + w)
2IF3
)
(w)
IF3(w
2)
(
(h¯∂x1 + z)IF3
)
(w2)
(
(h¯∂x2 + w)IF3
)
(w2)
(
(h¯∂x2 + w)
2IF3
)
(w2)
 , (1.27)
and the connection matrices Ωz Ωw:
Ωz =
(
(h¯∂x1 + z)S
)
S−1, Ωw =
(
(h¯∂x2 + w)S
)
S−1, (1.28)
Since F3 is a non-nef manifold, expansion of S around h¯ = 0 includes both negative and positive powers of h¯.
We then take Birkhoff factorization of S = S(h¯, h¯−1) with respect to h¯:
S(h¯, h¯−1) = Q(h¯)R(h¯−1). (1.29)
The positive part Q(h¯) provides a gauge transformation which converts Ωz and Ωw into h¯ independent matrices
Bz and Bw:
Bz = Q
−1(h¯)ΩzQ(h¯) + h¯(∂x1Q
−1(h¯))Q(h¯), Bw = Q−1(h¯)ΩwQ(h¯) + h¯(∂x2Q
−1(h¯))Q(h¯). (1.30)
Let us identify the subscript 1, 2, 3, 4 of 4× 4 matirices with the cohomology elements 1, z, w, w2 respectively. We
then introduce the clasical metric η = (ηij) of H
∗(F3,C) and define the matrices:
Cz = Bzη, Cw = Bwη. (1.31)
These are the intermediate results in the mirror computation of the Gromov-Witten invariants of F3. In order to
obtain the three-point Gromov-Witten invariants of F3, we have to operate the generalized mirror transformation
induced from the mirror map: tα = tα(x1, x2) to Cz and Cw. The mirror map is determined from the matrix
elements of the h¯ independent connection matrices in (1.31) via the relation:
∂tα
∂x1
= (Cz)1γη
γα,
∂tα
∂x2
= (Cw)1γη
γα, (α, β, γ ∈ {1, z, w, w2}, ηαβηβγ = δγα ). (1.32)
This final step requires a lot of computations and results in a generalization of the formula (1.12) to the case of
F3. See [3] for details. Let us remark one important point on Givental-Coates-Guest-Iritani’s approach applied
to MkN with k > N . In this case, the virtual structure constant L˜
N,k,d
n is nothing but the matrix element of the
h¯ independent connection matrix Bh that appears in the step (1.30).
With these results in mind, we look back at the w(OαOβ)0,d’s for F3. The matrix element (Cα)βγ in (1.31) is
a power series in ex1 and ex2, and we denote the coefficient of edax1+dbx2 of (Cα)βγ by (Cα)βγ(d). Our conjecture
in the case of F3 is the following:
Conjecture 2
(Cz)αβ(d) = da · w(OαOβ)0,d, (Cw)αβ(d) = db · w(OαOβ)0,d, (1.33)
and the mirror map used in the generalized mirror transformation is given by,
tα = xα +
∑
d 6=(0,0)
w(O1Oβ)0,dηβαedax1+dbx2 , (1.34)
where xα (resp. tα) is the B-model (resp. A-model) deformation parameter associated with Oα and xz (resp.
xw) corresponds to x1 (resp. x2).
In this paper, we compute w(OαOβ)0,d for lower d by using the definition (1.20) and the localization theorem.
Our numerical results agree with the numerical data of Cz and Cw computed in [3]. Since these connection
matrices are enough for the mirror computation of Gromov-Witten invariants of F3, our formula to compute
w(OαOβ)0,d gives us another way of carrying out the mirror computation without using Birkhoff factorization.
Our results in this paper compute nothing new from the point of view of the mirror computation, but our
construction gives concrete geometrical footing to the B-model data as intersection numbers on the moduli space
of polynomial maps (or gauged linear sigma model), which can be regarded as an alternate compactification of
the moduli space of holomorphic maps from CP 1 to a toric manifold. The examples treated in this paper imply
that our construction can be generalized to arbitrary toric manifolds.
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In this paper, we also give supplemental discussions on our arguments given in [10]. Especially, we present
the explicit construction of M˜p0,2(N, d), which was briefly outlined in our previous paper [10]. We propose that
M˜p0,2(N, d) is given as a toric variety whose weight matrix of C
× actions includes the Ad−1 Cartan matrix. This
construction explains not only the structure of the boundary components of M˜p0,2(N, d), but also the reason why
expressions associated with the Ad−1 Cartan matrix appear in the definition of the virtual structure constant
L˜N,k,dn . We also give a detailed construction of M˜p0,2(F0,d) as a toric variety. It plays an important role in
carrying out the localization computation of w(OαOβ)0,d for F0, F3 and WP1.
In the last part of this paper, we extend our construction to the mirror computation of the K3 surface in the
weighted projective space P(1, 1, 1, 3). It is well-known that the mirror map in this example is written by using
the elliptic j-function. Combining this fact with our conjecture, we propose a formula that expresses Fourier
expansion coefficients of the j-function in terms of intersection numbers on M˜p0,2(P(1, 1, 1, 3), d).
This paper is organized as follows.
In Section 2, we reconsider the argument given in our previous paper [10] and discuss problems that remained
unsolved. First, we explicitly construct M˜p0,2(N, d) used in [10] as a toric variety. In this construction, we
emphasize that it is obtained from compactifying the moduli space of polynomial maps from CP 1 to CPN−1
with two marked points. We also discuss a problem that is related to the so-called point-instanton, which is
included in M˜p0,2(N, d) but excluded in the moduli space of stable maps. Next, we define the intersection
number on M˜p0,2(N, d) that corresponds to the two-point Gromov-Witten invariant of M
k
N and compute it
explicitly by the localization theorem. Lastly, we prove Theorem 1 by deriving explicitly the residue integral
representation of
L˜N,k,dn
d .
In Section 3, we generalize the localization computation of intersection numbers on polynomial maps to
toric manifolds with two Ka¨hler forms. First, we take the Hirzebruch surface F0 = P
1 × P1 and construct
M˜p0,2(F0,d) as a toric variety. Next, we define intersection numbers on M˜p0,2(F0,d) that correspond to local
Gromov-Witten invariants of KF0 and derive closed formulas for them by using the localization theorem. We
then give some numerical results on these intersection numbers and use these to carry out the mirror computation
of KF0 . We take the non-nef Hirzebruch surface F3 as our next example. We assume that M˜p0,2(F3,d) has the
same boundary structure as M˜p0,2(F0,d) and compute intersection numbers on M˜p0,2(F3,d) that correspond
to Gromov-Witten invariants of F3. We show that our numerical results coincide with the expansion coefficients
of matrix elements of connection matrices obtained from Birkhoff factorization of the Givental I-function of F3.
Our last example in this section is the resolution of weighted projective space P(1, 1, 2, 2, 2), which we call WP1.
We define intersection numbers on M˜p0,2(WP1,d) that correspond to Gromov-Witten invariants of Calabi-Yau
hypersurface in WP1 and compute them by the localization theorem. We end this section by demonstrating the
mirror computation of the Calabi-Yau hypersurface by using numerical data of the intersection numbers.
In Section 4, we extend our computation to the K3 surface in weighted projective space P(1, 1, 1, 3). This
example is well-known because the mirror map of it is closely related with the elliptic j-function. We show numeri-
cally that the expansion coefficients of the mirror map are given by intersection numbers on M˜p0,2(P(1, 1, 1, 3), d).
Next, we present a formula which expresses the Fourier coefficients of the elliptic j-function in terms of these
intersection numbers. Lastly, we mention a resolution of the weighted projective space P(1, 1, 2, 2, 6), which can
be regarded as a P(1, 1, 1, 3) bundle over P1.
Notation Throughout this paper, we denote by 1
2pi
√−1
∮
Ca
dz the operation of taking residue at z = a. If
we write
1
2π
√−1
∮
C(a1,a2,···,am)
dz
, it means taking residues at z = aj , (j = 1, 2, · · · ,m).
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2 CPN−1 case Revisited
2.1 Review of the Results in the case of CPN−1
2.1.1 Toric Compactification of the Moduli Space of Degree d Polynomial Maps with Two Marked
Points
Let aj , (j = 0, 1, · · · , d) be vectors in CN and let πN : CN → CPN−1 be a projection map. In this paper,
we define a degree d polynomial map p from C2 to CN as a map that consists of CNvector-valued degree d
homogeneous polynomials in two coordinates s, t of C2:
p : C2 → CN
p(s, t) = a0s
d + a1s
d−1t+ a2sd−2t2 + · · ·+ adtd. (2.35)
The parameter space of polynomial maps is given by CN(d+1) = {(a0, a1, · · · , ad)}. We denote by Mp0,2(N, d)
the space obtained from dividing {(a0, · · · , ad) ∈ CN(d+1)| a0 6= 0, ad 6= 0} by two C× actions induced from the
following two C× actions on C2 via the map p in (2.35).
(s, t)→ (µs, µt), (s, t)→ (s, νt). (2.36)
With the above two torus actions, Mp0,2(N, d) can be regarded as the parameter space of degree d rational maps
from CP 1 to CPN−1 with two marked points in CP 1: 0(= (1 : 0)) and ∞(= (0 : 1)) . Set theoretically, it is
given as follows:
Mp0,2(N, d) = {(a0, a1, · · · , ad) ∈ CPN(d+1) | a0, ad 6= 0}/(C×)2, (2.37)
where the two C×actions are given by,
(a0, a1, · · · , ad)→ (µa0, µa1, · · · , µad−1, µad)
(a0, a1, · · · , ad)→ (a0, νa1, · · · , νd−1ad−1, νdad) (2.38)
The condition a0, ad 6= 0 assures that the images of 0 and ∞ are well-defined in CPN−1.
At this stage, we have to note the difference between the moduli space of holomorphic maps from CP 1 to
CPN−1 and the moduli space of polynomial maps from CP 1 to CPN−1. In short, the latter includes the points
that are not the actual maps from CP 1 to CPN−1 but the rational maps from CP 1 to CPN−1. These points
are called point instantons by physicists. More explicitly, a point instanton is a polynomial map
∑d
j=0 ajs
jtd−j
which can be factorized as
d∑
j=0
ajs
jtd−j = pd−d1(s, t) · (
d1∑
j=0
bjs
jtd1−j), (2.39)
where pd−d1(s, t) is a homogeneous polynomial of degree d − d1(> 0). If we consider
∑d
j=0 ajs
jtd−j as a map
from CP 1 to CPN−1, it should be regarded as a rational map whose images of the zero points of pd−d1 is
undefined.@Moreover, the closure of the image of this map is a rational curve of degree d1(< d) in CP
N−1. The
reason why we include point instantons is that we can obtain simpler compactification of the moduli space than
the moduli space of the stable maps M0,2(CP
N−1, d), the standard moduli space used to define the two-point
Gromov-Witten invariants.
Now, let us turn into the problem of compactification of Mp0,2(N, d). If d = 1, Mp0,2(N, 1) is given by,
Mp0,2(N, 1) = {(a0, a1) ∈ CPN(d+1) | a0, a1 6= 0}/(C×)2, (2.40)
where (C×)2 action is given as follows.
(a0, a1)→ (µa0, µa1)
(a0, a1)→ (a0, νa1). (2.41)
Therefore, Mp0,2(N, 1) is nothing but CP
N−1 × CPN−1 and is already compact. If d ≥ 2, we have to use the
two C× actions in (2.38) to turn a0 and ad into the points in CPN−1, [a0] and [ad]. Therefore, we can easily see,
Mp0,2(N, d) = {([a0], a1, · · · , ad−1, [ad]) ∈ CPN−1 ×CN(d−1) × CPN−1 |}/Zd. (2.42)
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In (2.42), the Zd acts on C
N(d−1) as follows.
(a1, a2 · · · , ad−1)→ ((ζd)ja1, (ζd)2ja2 · · · , (ζd)(d−1)jad−1), (2.43)
where ζd is the d-th primitive root of unity. In this way, we can see that Mp0,2(N, d) is not compact if d ≥ 2.
In order to compactify Mp0,2(N, d), we imitate the stable map compactification and add the following chains of
polynomial maps
∪l(σd)j=1
(dj−dj−1∑
mj=0
adj−1+mj (sj)
mj (tj)
dj−dj−1−mj), (adj 6= 0, j = 0, 1, · · · , l(σd)), (2.44)
at the infinity locus of Mp0,2(N, d). In (2.44), dj ’s are integers that satisfy,
1 ≤ d1 < d2 < · · · < dl(σd) ≤ d− 1. (2.45)
We denote by M˜p0,2(N, d) the space obtained after this compactification. This M˜p0,2(N, d) is the moduli space
we use in this paper. It is explicitly constructed as a toric orbifold by introducing boundary divisor coordinates
u1, u2, · · ·ud−1 as follows.
M˜p0,2(N, d) =
{(a0, a1, · · · , ad, u1, u2, · · · , ud−1) ∈ CPN(d+1)+d−1 | a0, (a1, u1), · · · , (ad−1, ud−1), ad 6= 0}/(C×)d+1,
(2.46)
where the (d+1) C×actions are given by,
(a0, a1, · · · , ad, u1, · · · , ud−1)→ (µ0a0, · · · , µ−10 u1, · · ·),
(a0, a1, · · · , ad, u1, · · · , ud−1)→ (· · · , µ1a1, · · · , µ21u1, µ−11 u2, · · ·),
(a0, a1, · · · , ad, u1, · · · , ud−1)→ (· · · , µiai, · · · , µ−1i ui−1, µ2iui, µ−1i ui+1, · · ·), (i = 2, · · · , d− 1),
(a0, a1, · · · , ad, u1, · · · , ud−1)→ (· · · , µd−1ad−1, · · · , µ−1d−1ud−2, µ2d−1ud−1),
(a0, a1, · · · , ad, u1, · · · , ud−1)→ (· · · , µdad, · · · , µ−1d ud−1). (2.47)
In(2.47), ”· · ·” in the r.h.s indicates that the C× actions are trivial. These torus actions are represented by a
(d+ 1)× 2d weight matrix Wd:
Wd :=

a0 a1 a2 · · · ad−3 ad−2 ad−1 ad u1 u2 u3 · · · ud−2 ud−1
h0 1 0 0 · · · 0 0 0 0 −1 0 0 · · · 0 0
h1 0 1 0 · · · 0 0 0 0 2 −1 0 · · · 0 0
h2 0 0 1
. . . 0
... 0 0 −1 2 −1 . . . 0 0
...
...
...
. . .
. . .
. . .
...
...
...
...
. . .
. . .
. . .
...
...
...
...
... 0
. . . 1 0 0 0 0 0
. . .
. . .
. . . 0
...
...
...
...
. . . 0 1 0 0 0 0
. . . −1 2 −1
hd−1 0 0 0 · · · 0 0 1 0 0 0 · · · 0 −1 2
hd 0 0 0 · · · 0 0 0 1 0 0 · · · 0 0 −1

(2.48)
Notice that the Ad−1 Cartan matrix appears in Wd. If u1, u2, · · · , ud−1 6= 0, we can set all the ui’s to 1
by using the (d + 1) torus actions. The remaining two torus actions that leave them invariant are nothing but
the ones given in (2.38). Therefore, the subspace given by the condition u1, u2, · · · , ud−1 6= 0 corresponds to
Mp0,2(N, d). If ud1 = 0, uj 6= 0 (j 6= d1), we have to delete the ud1 column of matrix Wd. This operation turns
the Ad−1 Cartan matrix into the Ad1−1×Ad−d1−1 Cartan matrix and results in chains of two polynomial maps:
(
d1∑
j=0
ajs
j
1t
d1−j
1 ) ∪ (
d−d1∑
j=0
aj+d1s
j
2t
d−d1−j
2 ), (a0, ad1 , ad 6= 0). (2.49)
Therefore, the corresponding boundary locus is given by Mp0,2(N, d1) ×
CPN−1
Mp0,2(N, d− d1), where ×
CPN−1
is
the fiber product with respect to the following projection maps:
π1 :Mp0,2(N, d1)→ CPN−1, π1(a0, · · · , ad1) = [ad1 ]
π2 :Mp0,2(N, d− d1)→ CPN−1, π2(ad1 , · · · , ad) = [ad1 ] (2.50)
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In general, the subspace given by the condition
udi = 0, (1 ≤ d1 < d2 < · · · < dl(σd)−1 ≤ d− 1), uj 6= 0, (j /∈ {d1, d2, · · · , dl(σd)−1}), (2.51)
corresponds to chains of polynomial maps labeled by ordered partition σd = (d1−d0, d2−d1, d3−d2, · · · , dl(σd)−
dl(σd)−1):
∪l(σd)j=1
(dj−dj−1∑
mj=0
adj−1+mj (sj)
mj (tj)
dj−dj−1−mj), (adj 6= 0, j = 0, 1, · · · , l(σd)), (2.52)
where we set d0 = 0, dl(σd) = d. In this case, the corresponding boundary locus is,
Mp0,2(N, d1 − d0) ×
CPN−1
Mp0,2(N, d2 − d1) ×
CPN−1
· · · ×
CPN−1
Mp0,2(N, dl(σd) − dl(σd)−1). (2.53)
Since the lowest dimensional boundary:
Mp0,2(N, 1) ×
CPN−1
Mp0,2(N, 1) ×
CPN−1
· · · ×
CPN−1
Mp0,2(N, 1), (2.54)
is identified with the compact space (CPN−1)d+1, we can conclude that M˜p0,2(N, d) is compact.
Next, we discuss the structure of the cohomology ring H∗(M˜p0,2(N, d)). In (2.48), we labeled row vectors of
Wd by hi (i = 0, 1, · · · , d), which represents Ka¨hler forms of M˜p0,2(N, d) associated with the torus action of µi in
(2.47). By using standard results on toric varieties, we can see that these hi’s are generators of H
∗(M˜p0,2(N, d))
and that relations between the generators are given by the data of elements of Wd as follows:
(h0)
N = 0, (hd)
N = 0,
(hi)
N (2hi − hi−1 − hi+1) = 0, (i = 1, 2, · · · , d− 1). (2.55)
2.1.2 Construction of Two Point Intersection Numbers on M˜p0,2(N, d)
In this section, we define the following intersection number on M˜p0,2(N, d), which is an analogue of a two point
Gromov-Witten invariant of the degree k hypersurface in CPN−1:
w(OhaOhb)0,d :=
∫
M˜p0,2(N,d)
ev∗1(h
a) ∧ ev∗2(hb) ∧ ctop(Ekd ).
(2.56)
In (2.56), h is the hyperplane class of CPN−1, and ev1 : M˜p0,2(N, d) → CPN−1 (resp. ev2 : M˜p0,2(N, d) →
CPN−1) is the evaluation map at the first (resp. second) marked point. These maps are easily constructed as
follows:
ev1([(a0, · · · , ad, u1, · · · , ud−1)]) := [a0] ∈ CPN−1,
ev2([(a0, · · · , ad, u1, · · · , ud−1)]) := [ad] ∈ CPN−1. (2.57)
We also have to construct a rank (kd+1) orbi-bundle Ekd on M˜p0,2(N, d) that corresponds to R0π∗ev∗3(OCPN−1(k))
on the moduli space of stable maps M0,2(CP
N−1, d). In this step, we need to consider the problem of point
instantons that were introduced in the previous section. In the case of M˜p0,2(N, d), we include point instantons to
compactify the moduli space. On the other hand, these are prohibited in the case ofM0,2(CP
N−1, d) because they
are not actual maps. This difference can be considered as the origin of the (generalized) mirror transformation.
Therefore, our problem here is how to define an orbi-bundle corresponding to R0π∗ev∗3(OCPN−1(k)) for point
instantons. Our approach to this task is quite naive. Let s0 be a global holomorphic section OCPN−1(k). It
is well-known that s0 is identified with a homogeneous polynomial of degree k in homogeneous coordinates
X1, X2, · · · , XN of CPN−1. Therefore, we can take
s0 = (X1)
k + (X2)
k + · · ·+ (XN )k, (2.58)
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for example. Let us regard
∑d
j=0 ajs
jtd−j (a0, ad 6= 0) as a map ϕ from C2 to CN . Of course, [(a0, a1, · · · , ad)]
represents a point in Mp0,2(N, d). Then we can consider,
ϕ∗s0 =
kd∑
j=0
ϕkj (a0, · · · , ad)sjtkd−j , (2.59)
where ϕkj (a0, · · · , ad) is a homogeneous polynomial of degree k in aij (aj = (a1j , a2j , · · · , aNj )). If we set
s˜0(a0, · · · , ad) := (ϕk0(a0, · · · , ad), ϕk1(a0, · · · , ad), · · · , ϕkkd(a0, · · · , ad)), (2.60)
we can easily see that the image of the corresponding polynomial map lies inside the hypersurface defined by
(2.58) if and only if s˜0(a0, · · · , ad) = 0. Moreover, we can derive the following relations:
s˜0(µa0, · · · , µad) = (µkϕk0(a0, · · · , ad), µkϕk1(a0, · · · , ad), · · · , µkϕkkd(a0, · · · , ad)),
s˜0(a0, νa1, ν
2a2 · · · , νd−1ad) = (ϕk0(a0, · · · , ad), νϕk1(a0, · · · , ad), ν2ϕk2(a0, · · · , ad), · · · , νkdϕkkd(a0, · · · , ad)).
(2.61)
These relations tells us that s˜0 defines a section of a rank kd + 1 orbi-bundle on Mp0,2(N, d), because we can
compute transition functions of the bundle by using (2.61). Let us discuss this argument more explicitly. Since
Mp0,2(N, d) = (CP
N−1 ×CN(d−1) × CPN−1)/Zd, we can take the following local coordinate system Uij .
φij : Uij ⊂ CN(d+1)−2 →Mp0,2(N, d),
φij(x1, x2, · · · , xN−1,y1,y2, · · ·yd−1, z1, z2. · · · , zN−1) =
[(x1, · · · , xi−1, 1, xi, · · · , xN−1,y1, · · · ,yd−1, z1, · · · , zj−1, 1, zj, · · · , zN−1)], (2.62)
where yi ∈ CN . Let (x˜∗, y˜∗, z˜∗) ∈ Ukl. We assume that i < k and j < l for simplicity. The coordinate
transformation between Uij and Ukl is given by,
xm =
x˜m
x˜i
(m ≤ i− 1), xm = x˜m+1
x˜i
(i ≤ m ≤ k − 2), xk−1 = 1
x˜i
, xm =
x˜m
x˜i
(k ≤ m ≤ N − 1),
zm =
z˜m
z˜j
(m ≤ j − 1), zm = z˜m+1
z˜j
(j ≤ m ≤ l − 2), zl−1 = 1
z˜j
, zm =
z˜m
z˜j
(l ≤ m ≤ N − 1),
ym =
1
(x˜i)
d−m
d (z˜j)
m
d
y˜m. (2.63)
If we represent the section s0 on Uij by s˜0(φij(x∗,y∗, z∗)) = (ϕ0(x∗,y∗, z∗), ϕ1(x∗,y∗, z∗), · · · , ϕkd(x∗,y∗, z∗)),
we obtain the following relation:
1
(x˜i)
kd−m
d (z˜j)
m
d
ϕm(x˜∗, y˜∗, z˜∗) = ϕm(x∗,y∗, z∗), (m = 0, 1, 2, · · · , kd). (2.64)
Therefore, we can regard s˜0 as a section of the rank kd+ 1 bundle whose transition function is given by,
(x˜i)
kd−m
d (z˜j)
m
d e˜m = em, (m = 0, 1, 2, · · · , kd), (2.65)
where em (resp. e˜m) is the base of trivialization on Uij (resp. Ukl). We denote this orbi-bundle onMp0,2(N, d) by
Ekd . From (2.65), we can see that Ekd ≃ ⊕kdm=0
(OCPN−1(kd−md )⊗OCPN−1(md )) as an orbi-bundle on Mp0,2(N, d).
Note that we can define Ekd on whole Mp0,2(N, d) whether
∑d
j=0 ajs
jtd−j is a point instanton or not. Next, we
extend Ekd to M˜p0,2(N, d). Let us consider the locus in M˜p0,2(N, d) where
udj = 0, (1 ≤ d1 < d2 < · · · < dl−1 ≤ d− 1),
uj 6= 0, (j /∈ {d1, d2, · · · , dl−1}). (2.66)
We denote this locus by U(d0,d1,···,dl) (d0 := 0, dl := d). As was discussed in the previous section, U(d0,d1,···,dl) is
identified with,
Mp0,2(N, d1 − d0) ×
CPN−1
Mp0,2(N, d2 − d1) ×
CPN−1
· · · ×
CPN−1
Mp0,2(N, dl − dl−1), (2.67)
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and its point is represented by a chain of polynomial maps:
l∪
j=1
(
dj−dj−1∑
h=0
adj−1+h(sj)
h(tj)
dj−dj−1−h). (2.68)
For each Mp0,2(N, dj − dj−1), we have k(dj − dj−1) + 1 dimensional orbi-bundle Ekdj−dj−1 . We then introduce a
map pj : U(d0,d1,···,dl) → CPN−1 (j = 1, 2, · · · , l − 1) defined by,
pj(
l∪
j=1
(
dj−dj−1∑
h=0
adj−1+h(sj)
h(tj)
dj−dj−1−h)) = [adj ] ∈ CPN−1. (2.69)
With this setup, we define Ekd |U(d0,d1,···,dl) by the following exact sequence:
0→ Ekd |U(d0,d1,···,dl) →
l⊕
j=1
Ekdj−dj−1 →
l−1⊕
j=1
p∗jOCPN−1(k)→ 0. (2.70)
Ekd |U(d0,d1,···,dl) also has rank kd+ 1. In this way, we extend Ekd to whole M˜p0,2(N, d).
We can also construct a rank kd−1 orbi-bundle E−kd onMp0,2(N, d) that is isomorphic to ⊕kd−1m=1
(OCPN−1(m−kdd )⊗
OCPN−1(−md )
)
as an orbi-bundle on Mp0,2(N, d). We can also extend E−kd to the whole M˜p0,2(N, d) by using
the exact sequence:
0→ l−1⊕
j=1
p∗jOCPN−1(−k)→ E−kd |U(d0,d1,···,dl) →
l⊕
j=1
E−kdj−dj−1 → 0. (2.71)
This bundle corresponds to R1π∗ev∗3OCPN−1(−k) on M0,2(CPN−1, d) by Kodaira-Serre duality.
2.1.3 Localization Computation of w(OhaOhb)0,d
In this section, we compute the intersection number w(OhaOhb)0,d by using the localization theorem. For this
purpose, we introduce the following C× action on M˜p0,2(N, d).
[(eλ0ta0, e
λ1ta1, · · · , eλd−1tad−1, eλdtad, u1, u2, · · · , ud−1)]. (2.72)
In (2.72), λi (i = 0, 1, · · · , d) is the equivariant parameter for the flow. In [10], we took non-equivariant limit
λi → 0 from the start, but in this section, we perform the computation under non-zero equivariant parameters.
The fixed point sets of M˜p0,2(N, d) consist of connected components, each of which come from U(d0,d1,···,dl)
defined in the previous section. We denote the connected component that comes from U(d0,d1,···,dl) by F(d0,d1,···,dl).
Explicitly, a point in F(d0,d1,···,dl) is represented by the following chain of polynomial maps.
l∪
j=1
(adj−1 (sj)
dj−dj−1 + adj (tj)
dj−dj−1). (2.73)
Note here that (adj−1(sj)
dj−dj−1 + adj (tj)
dj−dj−1) is the Zdj−dj−1 singularity in Mp0,2(N, dj − dj−1). We can
easily see from (2.73) that F(d0,d1,···,dl) is set-theoretically isomorphic to
∏l
j=0(CP
N−1)dj where (CP
N−1)dj is
the CPN−1 whose point is given by [adj ].
Let us consider the contribution to w(OhaOhb)0,d from F(d0,d1,···,dl). We start from the case of F(0,d) ⊂
U(0,d) =Mp0,2(N, d). First, we have to determine the normal bundle of F(0,d) in Mp0,2(N, d). We already know
from the previous discussion that,
Mp0,2(N, d) = {([a0],y1, · · · ,yd−1, [ad]) | [a0], [ad] ∈ CPN−1, yi ∈ CN}/Zd. (2.74)
Therefore, the normal bundle is given by
d−1⊕
i=1
N⊕
j=1
∂
∂yji
. From the discussion of the previous section, we can see
that ∂
∂yj
i
is isomorphic to O(CPN−1)0(d−id )⊗O(CPN−1)d( id) as an orbi-bundle on F(0,d) and its first Chern class is
given by,
d− i
d
h0 +
i
d
hd, (2.75)
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where hdi is the hyperplane class of (CP
N−1)di . On the other hand, the flow in (2.72) acts on y
j
i as y
j
i →
e
(
λi−( d−id λ0+ idλd)
)
tyji , and the character of the flow on
∂
∂yj
i
is given by,
d− i
d
λ0 +
i
d
λd − λi. (2.76)
Next, we consider equivariant top Chern class of Ekd on F(0,d). Since Ekd is identified with⊕kdm=0
(O(CPN−1)0(kd−md )⊗
O(CPN−1)d(md )
)
as an orbi-bundle on Mp0,2(N, d), its equivariant top Chern class on F(0,d) is given by,
kd∏
m=0
( (kd−m)(h0 + λ0) +m(hd + λd)
d
)
. (2.77)
From the definition of the evaluation map for Mp0,2(N, d) in (2.57), we can easily see that equivariant repre-
sentation of ev∗1(h
a) (resp. ev∗2(h
b)) on F(0,d) is given by (h0 + λ0)
a (resp. (hd + λd)
b).@ Finally, we have to
remember that F(0,d) is also the singular locus on which Zd acts. Therefore, we have to divide the results of
integration on F(0,d) by d. Putting these results altogether, the contribution from F(0,d) becomes,
1
d
∫
(CPN−1)0
∫
(CPN−1)d
(h0 + λ0)
a
∏kd
m=0
( (kd−m)(h0+λ0)+m(hd+λd)
d
)∏d−1
i=1
( (d−i)(h0+λ0)+i(hd+λd)
d − λi
)N (hd + λd)b. (2.78)
We then consider the contribution from F(d0,d1.···,dl) (l ≥ 2). As for the normal bundle, we have additional factors
coming from ”smoothing the nodal singularities” of the image of the chain of polynomial maps, that are given
by [adj ] (j = 1, 2, · · · , l − 1). This factor is identified with the orbi-bundle dd( sj
tj
)
⊗ d
d(
tj+1
sj+1
)
and its equivariant
first Chern class is given by,
hdj + λdj − hdj−1 − λdj−1
dj − dj−1 +
hdj + λdj − hdj+1 − λdj+1
dj+1 − dj . (2.79)
Equivariant top Chern class of Ekd on F(d0,d1,···,dl) can be read off from the exact sequence in (2.70) as follows.∏l
j=1
∏k(dj−dj−1)
m=0
( (k(dj−dj−1)−m)(hdj−1+λdj−1 )+m(hdj+λdj )
dj−dj−1
)
∏l−1
j=1 k(hdj + λdj )
. (2.80)
Combining these addtional factors with the consideration in the case of F(0,d), we can write down the contribution
that comes from F(d0,d1.···,dl).
1∏l
j=1(dj − dj−1)
∫
(CPN−1)d0
· · ·
∫
(CPN−1)dl
(hd0 + λd0)
a ×
∏l
j=1
∏k(dj−dj−1)
m=0
( (k(dj−dj−1)−m)(hdj−1+λdj−1 )+m(hdj+λdj )
dj−dj−1
)
∏l
j=1
∏dj−dj−1−1
i=1
( (dj−dj−1−i)(hdj−1+λdj−1 )+i(hdj+λdj )
dj−dj−1 − λdj−1+i
)N ×
1∏l−1
j=1
(hdj+λdj−hdj−1−λdj−1
dj−dj−1 +
hdj+λdj−hdj+1−λdj+1
dj+1−dj
)(
k(hdj + λdj )
) (hdl + λdl)b. (2.81)
Since
∫
CPN−1 h
a = 1
2pi
√−1
∮
C(0)
dz
zN z
a, we obtain the following closed formula for w(OhaOhb)0,d.
w(OhaOhb)0,d =
∑
0=d0<d1<···<dl−1<dl=d
1∏l
j=1(dj − dj−1)
1
(2π
√−1)l+1
∮
C(0)
dzd0
(zd0)
N
· · ·
∮
C(0)
dzdl
(zdl)
N
×
(zd0 + λd0)
a
∏l
j=1
∏k(dj−dj−1)
m=0
( (k(dj−dj−1)−m)(zdj−1+λdj−1 )+m(zdj+λdj )
dj−dj−1
)
∏l
j=1
∏dj−dj−1−1
i=1
( (dj−dj−1−i)(zdj−1+λdj−1 )+i(zdj+λdj )
dj−dj−1 − λdj−1+i
)N ×
1∏l−1
j=1
( zdj+λdj−zdj−1−λdj−1
dj−dj−1 +
zdj+λdj−zdj+1−λdj+1
dj+1−dj
)(
k(zdj + λdj )
) (zdl + λdl)b. (2.82)
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In the above formula, we can integrate the variable zdj in arbitrary order. The formula (2.82) has the form of
residue integral and we can take non-equivariant limit λj → 0. This operation makes the formula simpler. For
simplicity, we introduce the following notations. We define the following two polynomials in z and w:
e(k, d; z, w) :=
kd∏
j=0
(jz + (kd− j)w
d
)
t(N, d; z, w) :=
d−1∏
j=1
(jz + (d− j)w
d
)N
. (2.83)
We also introduce the ordered partition of a positive integer d:
Definition 1 Let OPd be the set of ordered partitions of a positive integer d:
OPd = {σd = (d1, d2, · · · , dl(σd)) |
l(σd)∑
j=1
dj = d , dj ∈ N}. (2.84)
In (2.84), we denoted the length of the ordered partition σd by l(σd).
The increasing sequence of integer (d0, d1, · · · , dl) (0 = d0 < d1 < · · · < dl−1 < dl = d) used in (2.82) can be
replaced by the ordered partition σd = (d˜1, d˜2, · · · , d˜l) ∈ OPd if we use the following correspondence:
d˜j = dj − dj−1, (j = 1, 2, · · · , l). (2.85)
With this setup, we can simplify the formula for w(OhaOhb)0,d after taking the non-equivariant limit, by relabeling
the subscript of z′∗s as follows.
w(OhaOhb)0,d =
∑
σd∈OPd
1
(2π
√−1)l(σd)+1∏l(σd)j=0 dj
∮
C0
dz0
(z0)N
· · ·
∮
C0
dzl(σd)
(zl(σd))
N
(z0)
a ×
×
l(σd)−1∏
j=1
1(
zj−zj−1
dj
+
zj−zj+1
dj+1
)
kzj
l(σd)∏
j=1
e(k, dj ; zj−1, zj)
t(N, dj ; zj−1, zj)
(zl(σd))
b. (2.86)
Remark 1 After taking non-equivariant limit, we have to take care of the order of integration of zj’s. In (2.86),
we have to integrate z′js in all the summands of the formula in descending (or ascending) order of the subscript
j.
2.1.4 Numerical Results
N = 7, k = 5 case
In this case, M57 is a Fano hypersurface and N − k = 2. From (2.86), we obtain the following w(OhaOhb)0,d’s.
w(Oh1Oh5)0,1 = 600, w(Oh2Oh4)0,1 = 3850, w(Oh3Oh3)0,1 = 6725,
w(Oh3Oh5)0,2 = 528000, w(Oh4Oh4)0,2 = 1731250, w(Oh5Oh5)0,3 = 52200000. (2.87)
On the other hand, we can evaluate the corresponding Gromov-Witten invariants by localization computation or
mirror computation. The results are given as follows.
〈Oh1Oh5〉0,1 = 600, 〈Oh2Oh4〉0,1 = 3850, 〈Oh3Oh3〉0,1 = 6725,
〈Oh3Oh5〉0,2 = 528000, 〈Oh4Oh4〉0,2 = 1731250, 〈Oh5Oh5〉0,3 = 52200000. (2.88)
Therefore, we have w(OhaOhb)0,d = 〈OhaOhb〉0,d in this case.
N = 5, k = 5 case
Since M55 is the celebrated quintic 3-fold, we have the following data of 2-point Gromov-Witten invariants.
〈Oh0Oh2〉0,1 = 0, 〈Oh0Oh2〉0,2 = 0, 〈Oh0Oh2〉0,3 = 0, · · · ,
〈Oh1Oh1〉0,1 = 2875, 〈Oh1Oh1〉0,2 =
4876875
2
, 〈Oh1Oh1〉0,3 =
8564575000
3
, · · · . (2.89)
14
The fact that 〈Oh0Oh2〉0,d = 0 follows from the puncture axiom of Gromov-Witten invariants. On the other
hand, the corresponding w(OhaOhb)0,d’s are given as follows.
w(Oh0Oh2)0,1 = 3850, w(Oh0Oh2)0,2 = 3589125, w(Oh0Oh2)0,3 = 16126540000
3
, · · · ,
w(Oh1Oh1)0,1 = 6725, w(Oh1Oh1)0,2 = 16482625
2
, w(Oh1Oh1)0,3 = 44704818125
3
, · · · . (2.90)
In this case, w(OhaOhb)0,d and 〈OhaOhb〉0,d differ from each other. Let us consider here the generating function:
t(x) := x+
∞∑
d=1
w(Oh0Oh2)0,d
5
edx = x+ 770ex + 717825e2x +
3225308000
3
e3x + · · · . (2.91)
This is nothing but the mirror map used in the mirror computation of the quintic 3-fold! If we introduce another
generating function:
F (x) := 5x+
∞∑
d=1
w(OhOh)0,dedx = 5x+ 6725ex + 16482625
2
e2x +
44704818125
3
e3x + · · · , (2.92)
F (x(t)) gives us the generating function of 〈Oh1Oh1〉0,d.
F (x(t)) = 5t+ 2875et +
4876875
2
e2t +
8564575000
3
e3t + · · · . (2.93)
In section 3, we generalize these results to the case of some Calabi-Yau 3-folds with two Ka¨hler forms.
N = 8, k = 9 case
In this case, M98 is non-nef. The non-zero w(OhaOhb)0,d’s up to d = 3 are evaluated as follows.
w(Oh0Oh4)0,1 = 307250172, w(Oh1Oh3)0,1 = 817713468, w(Oh2Oh2)0,1 = 1122806529,
w(Oh0Oh3)0,2 = 75644409992388462, w(Oh1Oh2)0,2 =
733562379269675757
4
,
w(Oh0Oh2)0,3 = 34343397483304162555939158, w(Oh1Oh1)0,3 = 56677396498174471672277559.(2.94)
On the other hand, the corresponding 〈OhaOhb〉0,d’s are evaluated as follows.
〈Oh0Oh4〉0,1 = 0, 〈Oh1Oh3〉0,1 = 510463296, 〈Oh2Oh2〉0,1 = 815556357,
〈Oh0Oh3〉0,2 = 0, 〈Oh1Oh2〉0,2 = 319615925538369285
4
,
〈Oh0Oh2〉0,3 = 0, 〈Oh1Oh1〉0,3 = 12112667926597160835676659. (2.95)
From the numerical data in [11], we can observe that w(OhaOhb)0,d is related to the virtual structure constants
L˜N,k,dn by the following equality:
kL˜N,k,dn = d · w(Oh6−nOhn−1−d)0,d. (2.96)
Therefore, w(OhaOhb)0,d’s are translated into 〈OhaOhb〉0,d’s via the relations given in (1.12).
The results in this section is the examples of Theorem 1, that will be proved in the next section.
2.2 Proof of Theorem 1
2.2.1 Definition of the Virtual Structure Constants
In this subsection, we prove the conjecture proposed in [10] that represents the virtual structure constant L˜N,k,dn
for the degree k hypersurface in CPN−1 as a residue integral. We first write down the definition of L˜N,k,dn given
in our early papers [9, 13]. We introduce here a polynomial Polyd in x, y, z1, z2, · · · , zd−1 defined by the formula:
Polyd(x, y, z1, z2, · · · , zd−1)
:=
d
(2π
√−1)d−1
∮
D1
du1 · · ·
∮
Dd−1
dud−1
d−1∏
j=1
(
(uj)
2
(2uj − uj−1 − uj+1)(uj − zj)
)
, (2.97)
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where we denote x (resp. y ) by u0 (resp. ud) in the second line. In (2.97),
1
2pi
√−1
∮
Dj
duj represents,
1
2π
√−1
∮
C
(zj,
uj−1+uj+1
2
)
duj.
Let us consider the following ”comb type” of a positive integer d :
0 = i0 < i1 < i2 < · · · < il−1 < il = d. (2.98)
The monomials that appear in Polyd are represented by,
xmi0 z
mi1
i1
· · · zmil−1il−1 ymil , (
l∑
j=0
mij = d− 1).
We list some elements in Zl, which are determined for each comb type as follows:
α := (l − d, l − d, · · · , l − d),
β := (0, i1 − 1, i2 − 2, · · · , il−1 − l+ 1),
γ := (0, i1(N − k), i2(N − k), · · · , il−1(N − k)),
ǫ1 := (1, 0, 0, 0, · · · , 0),
ǫ2 := (1, 1, 0, 0, · · · , 0),
ǫ3 := (1, 1, 1, 0, · · · , 0),
· · ·
ǫl := (1, 1, 1, 1, · · · , 1). (2.99)
Now we define δ = (δ1, · · · , δl) ∈ Zl by the formula:
δ := α+ β + γ +
l−1∑
j=1
(mij − 1)ǫj +milǫl. (2.100)
With this setup, we state the definition of L˜N,k,dn :
Definition 2 The virtual structure constant L˜N,k,dn is a rational number which is non-zero only if 0 ≤ n ≤
N − 1− (N − k)d. It is uniquely determined by the initial condition:
k−1∑
n=0
L˜N,k,1n w
n = k ·
k−1∏
j=1
(jw + (k − j)), (N ≥ 2k),
L˜N,k,dn = 0, (d ≥ 2, N ≥ 2k), (2.101)
and by the recursive formula:
L˜N,k,dn = φ(Polyd). (2.102)
In (2.102), φ is a Q-linear map from the Q-vector space of the homogeneous polynomials of degree d − 1 in
x, y, z1, · · · , zd−1 to the Q-vector space of the weighted homogeneous polynomials of degree d in LN+1,k,d′m . It is
defined on the basis by:
φ(xm0ymdz
mi1
i1
· · · zmil−1il−1 ) =
l∏
j=1
L˜
N+1,k,ij−ij−1
n+δj
. (2.103)
2.2.2 Proof
In order to prove Theorem 1, it is enough for us to prove the following equality.
L˜N,k,dn
d
=
1
k
∑
σd∈OPd
1
(2π
√−1)l(σd)+1∏l(σd)j=0 dj
∮
C0
dz0
(z0)N
· · ·
∮
C0
dzl(σd)
(zl(σd))
N
(z0)
N−2−n ×
×
l(σd)−1∏
j=1
1(
zj−zj−1
dj
+
zj−zj+1
dj+1
)
kzj
l(σd)∏
j=1
e(k, dj ; zj−1, zj)
t(N, dj ; zj−1, zj)
(zl(σd))
n−1+(N−k)d.
(2.104)
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As we have remarked in Section 2.1.3, the residue integral in (2.104) strongly depends on the order of integration,
and we have to take the residues of zj’s in descending (or ascending) order of subscript j.
We prove the above theorem by showing that the r.h.s. of (2.104) satisfies the initial condition (2.101) and
the recursion relation (2.102). For this purpose, we introduce the following lemma:
Lemma 1
1
k
∑
σd∈OPd
1
(2π
√−1)l(σd)+1∏l(σd)j=0 dj
∮
C0
dz0
(z0)N
· · ·
∮
C0
dzl(σd)
(zl(σd))
N
(z0)
N−2−n ×
×
l(σd)−1∏
j=1
1(
zj−zj−1
dj
+
zj−zj+1
dj+1
)
kzj
l(σd)∏
j=1
e(k, dj ; zj−1, zj)
t(N, dj ; zj−1, zj)
(zl(σd))
n−1+(N−k)d =
=
1
k
1
(2π
√−1)d+1
∮
C0
dz0
∮
E1
dz1 · · ·
∮
Ed−1
dzd−1
∮
C0
dzd
(z0)
N−2−n(zd)n−1+(N−k)d
(z0)N (zd)N
∏d−1
i=1 ((zi)
N (2zi − zi−1 − zi+1))
×
×
∏d
j=1 e(k, 1; zj−1, zj)∏d−1
i=1 (kzi)
, (2.105)
where 1
2pi
√−1
∮
Ej
, (i = 1, · · · , d− 1) represents 1
2pi
√−1
∮
C
(0,
zj−1+zj+1
2
)
.
proof of Lemma 1) We first pay attention to the fact that
∮
Ej
dzj decomposed into
∮
C0
dzj +
∮
C zj−1+zj+1
2
dzj for
j = 1, 2, · · · , d− 1. Therefore, the r.h.s. of (2.105) can be rewritten as follows:
1
k
1
(2π
√−1)d+1
d−1∑
n=0
∑
1≤j1<j2<···<jn≤d−1
∮
C0
dz0 · · ·
∮
C0
dzj1−1
∮
C zj1−1+zj1+1
2
dzj1
∮
C0
dzj1+1 · · ·
∮
C0
dzj2−1 ×
×
∮
C zj2−1+zj2+1
2
dzj2
∮
C0
dzj2+1 · · · · · ·
∮
C0
dzjn−1
∮
C zjn−1+zjn+1
2
dzjn
∮
C0
dzjn+1 · · ·
∮
C0
dzd ×
× (z0)
N−2−n(zd)n−1+(N−k)d
(z0)N (zd)N
∏d−1
i=1 ((zi)
N (2zi − zi−1 − zi+1))
·
∏d
j=1 e(k, 1; zj−1, zj)∏d−1
i=1 (kzi)
. (2.106)
Then we change integration variables of the summand that corresponds to 1 ≤ j1 < j2 < · · · < jn ≤ d − 1 as
follows:
ui = zi if i /∈ {j1, j2, · · · , jn},
ui = 2zi − zi−1 − zi+1 if i ∈ {j1, j2, · · · , jn}. (2.107)
Let {i1, i2, · · · , il−1} be {1, 2, · · · , d− 1} − {j1, j2, · · · , jn} where
0 =: i0 < i1 < i2 < · · · < il−1 < il := d, l = d− n. (2.108)
Inversion of (2.107) results in,
zj(u∗) = uj if j ∈ {i0, i1, i2, · · · , il−1, il},
zj(u∗) =
(im − j)uim−1 + (j − im−1)uim +
∑im−1
h=im−1+1
Cjhuh
im − im−1 if im−1 + 1 ≤ j ≤ im − 1, (2.109)
where Cjh is some positive integer. The Jacobian of this coordinate change is given by,
1∏l
m=1(im − im−1)
. (2.110)
In this way, the term corresponding to 1 ≤ j1 < j2 < · · · < jn ≤ d− 1 in (2.106) can be rewritten as follows:
1
k
1
(2π
√−1)d+1
1∏l
m=1(im − im−1)
∮
C0
du0
∮
C0
du1 · · ·
∮
C0
dud
(z0(u∗))N−2−n(zd(u∗))n−1+(N−k)d
(z0(u∗))N (zd(u∗))N
×
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× 1∏l−1
m=1
(
(zim(u∗))N (2zim(u∗)− zim−1(u∗)− zim+1(u∗))
) · 1∏l
m=1
∏im−1
j=im−1+1
uj · (zj(u∗))N
×
×
l−1∏
m=1
1
kzim(u∗)
l∏
m=1
∏im
j=im−1+1
e(k, 1; zj−1(u∗), zj(u∗))∏im−1
j=im−1+1
kzj(u∗)
. (2.111)
Looking at (2.111), we observe that the integrand has only a simple pole at ujh = 0 (h = 1, 2, · · · , n). Therefore,
we can take the residue of ujh before uim (m = 0, 1, · · · , l). After this operation, (2.109) reduces to,
zj(u∗) = uj if j ∈ {i0, i1, i2, · · · , il−1, il},
zj(u∗) =
(im − j)uim−1 + (j − im−1)uim
im − im−1 if im−1 + 1 ≤ j ≤ im − 1. (2.112)
With (2.112) and some algebra, we can easily derive,
2zim(u∗)− zim−1(u∗)− zim+1(u∗) =
uim − uim−1
im − im−1 +
uim − uim+1
im+1 − im ,
l∏
m=1
im−1∏
j=im−1+1
(zj(u∗))N =
l∏
m=1
t(N, im − im−1;uim−1 , uim),∏im
j=im−1+1
e(k, 1; zj−1(u∗), zj(u∗))∏im−1
j=im−1+1
kzj(u∗)
= e(k, im − im−1;uim−1 , uim). (2.113)
And (2.111) equals,
1
k
1
(2π
√−1)l+1
1∏l
m=1(im − im−1)
∮
C0
du0
∮
C0
dui1
∮
C0
dui2 · · ·
∮
C0
duil
uN−2−n0 u
n−1+(N−k)d
d
(u0)N (ud)N
×
× 1∏l−1
m=1
(
(uim)
N (
uim−uim−1
im−im−1 +
uim−uim+1
im+1−im )
)
kuim
·
l∏
m=1
e(k, im − im−1;uim−1 , uim)
t(N, im − im−1;uim−1 , uim)
. (2.114)
By setting dm = im−im−1 and zm = uim , (2.114) turns out be the summand of the l.h.s. of (2.105) corresponding
to σd = (d1, d2, · · · , dl) (l = l(σd)). ✷
Next, we note the following elementary identity:
l(σd)∏
j=0
1
(zj)N
1∏d−1
i=1 (2zi − zi−1 − zi+1)
∏d
j=1 e(k, 1; zj−1, zj)∏d−1
i=1 (kzi)
=
=
l(σd)∏
j=0
1
(zj)N+1
1∏d−1
i=1 (2zi − zi−1 − zi+1)
∏d
j=1 e(k, 1; zj−1, zj)∏d−1
i=1 (kzi)
(z0z1 · · · zd). (2.115)
(2.115) tells us that the recursive formula (2.102) for arbitrary d can be derived by sufficiently decomposing
z0z1 · · · zd. Let ri(z∗) be 2zi − zi−1 − zi+1 (i = 1, · · · , d − 1). We introduce here the following decomposition of∏d−1
j=1 zj :
d−1∏
j=1
zj =
d−1∑
k=0
∑
1≤i1<i2<···<ik≤d−1
f(i1,···,ik)(z0, zd, zi1 , · · · , zik)
k∏
j=1
rij (z∗). (2.116)
where f(i1,···,ik)(z0, zd, zi1 , · · · , zik) is a homogeneous polynomial in z0, zd, zi1 , · · · , zik of degree d− 1− k.
Lemma 2
f(i1,···,ik)(z0, zd, zi1 , · · · , zik) =
=
( k∏
j=0
(ij+1 − ij)
)
· 1
(2π
√−1)d+1
∮
Cz0
du0
u0 − z0
∮
Czd
dud
ud − zd
∮
D1
du1 · · ·
∮
Dd−1
dud−1
d−1∏
j=1
uj
rj(u∗)
k∏
j=1
1
uij − zij
.
(2.117)
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In (2.117), the r.h.s does not depend on order of integration, because residue integral in (2.117) takes all possible
residues of each variable.
proof of lemma 2) We first show that the decomposition in (2.116) does exist. As a first step, we express zi
(i = 1, 2, · · · , d− 1) as a linear combination of z0, zd and ri (i = 1, 2, · · · , d− 1):
zi =
(d− i)z0 + izd
d
+
d−1∑
j=1
Cji rj , (2.118)
where Cji is some positive rational number. Insertion of the above expression into z1z2 · · · zd−1 results in the
following expression:
z1z2 · · · zd−1 =
d−1∑
k=0
∑
1≤i1<···<ik≤d−1
∑
mi1 ,···,mik≥1
g
(0),(mi1 ,···,mik )
(i1,···,ik) (z0, zd, zi1 , · · · , zik)
k∏
j=1
(rij )
mij , (2.119)
where g
(0),(mi1 ,···,mik )
(i1,···,ik) (z0, zd, zi1 , · · · , zik) is a homogeneous polynomial in z0, zd and zij (j = 1, 2, · · · , k) of degree
d − 1 −∑kj=1mij (actually, it depends only on z0 and zd at this step). At this stage, we focus on terms of the
following type:
g
(0),(mi1)
(i1)
(z0, zd, zi1)(ri1 )
mi1 . (2.120)
Then we express zj (j 6= i1) as a linear combination of z0, zd, zi1 and rk (k 6= i1). Inserting this expression into
ri1 = 2zi1 − zi1−1− zi1+1, we can express ri1 as a linear combination of these variables. Let li1(z0, zd, zi1 , rk (k 6=
i1)) be the resulting expression of ri1 . Then we rewrite the terms given in (2.120) in the following form:
g
(0),(mi1)
(i1)
(z0, zd, zi1)ri1(li1 (z0, zd, zi1 , rk (k 6= i1)))mi1−1. (2.121)
After this operation, we obtain a new expression for z1z2 · · · zd−1:
z1z2 · · · zd−1 =
d−1∑
k=0
∑
1≤i1<···<ik≤d−1
∑
mi1 ,···,mik≥1
g
(1),(mi1 ,···,mik )
(i1,···,ik) (z0, zd, zi1 , · · · , zik)
k∏
j=1
(rij )
mij . (2.122)
In the above expression, terms of type:
g
(1),(mi1)
(i1)
(z0, zd, zi1)(ri1 )
mi1 , (mi1 ≥ 2) (2.123)
do not appear. At this stage, we look at terms of the following type:
g
(1),(mi1 ,mi2)
(i1,i2)
(z0, zd, zi1 , zi2)(ri1 )
mi1 (ri2 )
mi2 . (2.124)
We then express ri1 and ri2 as linear combinations of z0, zd, zi1 , zi2 and rk (k 6= i1, i2) in the same way as
the previous step. Let li1(z0, zd, zi1 , zi2 , rk (k 6= i1, i2)) and li2(z0, zd, zi1 , zi2 , rk (k 6= i1, i2)) be the resulting
expressions. Next, we rewrite the terms given in (2.124) in the form:
g
(1),(mi1 ,mi2)
(i1,i2)
(z0, zd, zi1 , zi2)ri1ri2(li1(z0, zd, zi1 , zi2 , rk (k 6= i1, i2)))mi1−1(li2(z0, zd, zi1 , zi2 , rk (k 6= i1, i2)))mi2−1.
(2.125)
After this operation, we again obtain new expression of z1z2 · · · zd−1:
z1z2 · · · zd−1 =
d−1∑
k=0
∑
1≤i1<···<ik≤d−1
∑
mi1 ,···,mik≥1
g
(2),(mi1 ,···,mik )
(i1,···,ik) (z0, zd, zi1 , · · · , zik)
k∏
j=1
(rik )
mik . (2.126)
In the above expression, the terms of the following types:
g
(2),(mi1)
(i1)
(z0, zd, zi1)(ri1 )
mi1 , (mi1 ≥ 2)
g
(2),(mi1 ,mi2 )
(i1,i2)
(z0, zd, zi1 , zi2)(ri1 )
mi1 (ri2 )
mi2 , (mi1 ≥ 2 or mi2 ≥ 2), (2.127)
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do not appear. In general, we can inductively construct a new expression of z1z2 · · · zd−1:
z1z2 · · · zd−1 =
d−1∑
k=0
∑
1≤i1<···<ik≤d−1
∑
mi1 ,···,mik≥1
g
(h),(mi1 ,···,mik )
(i1,···,ik) (z0, zd, zi1 , · · · , zik)
k∏
j=1
(rij )
mij . (2.128)
by rewriting the terms of the type:
g
(h−1),(mi1 ,···,mih)
(i1,···,ih) (z0, zd, zi1 , · · · , zih)
h∏
j=1
(rij )
mij , (mi1 ≥ 2 or · · · or mih ≥ 2), (2.129)
in the same way as the first two steps. Finally, the expression:
z1z2 · · · zd−1 =
d−1∑
k=0
∑
1≤i1<···<ik≤d−1
∑
mi1 ,···,mik≥1
g
(d−1),(mi1 ,···,mik )
(i1,···,ik) (z0, zd, zi1 , · · · , zik)
k∏
j=1
(rij )
mij . (2.130)
is nothing but the desired decomposition.
We have shown that the decomposition (2.116) does exist. Therefore, we can insert,
d−1∏
j=1
uj =
d−1∑
m=0
∑
1≤h1<h2<···<hm≤d−1
f(h1,···,hm)(u0, ud, uh1, · · · , uhm)
m∏
j=1
rhj (u∗), (2.131)
into the r.h.s. of (2.117). It then becomes,
d−1∑
m=0
∑
1≤h1<h2<···<hm≤d−1
( k∏
j=0
(ij+1 − ij)
)
· 1
(2π
√−1)d+1
∮
Cz0
du0
u0 − z0
∮
Czd
dud
ud − zd
∮
D1
du1 · · ·
∮
Dd−1
dud−1 ×
×f(h1,···,hm)(u0, ud, uh1 , · · · , uhm)
 ∏
j∈{1,2,···,d−1}−{h1,h2,···,hm}
1
rj(u∗)
 k∏
j=1
1
uij − zij
. (2.132)
At this stage, we use the fact that the above expression does not depend on order of integration. If ({1, 2, · · · , d−
1} − {h1, h2, · · · , hm}) ∩ {i1, i2, · · · , ik} 6= ∅, the summand corresponding to 1 ≤ h1 < h2 < · · · < hm ≤ d − 1
vanishes because for j ∈ ({1, 2, · · · , d− 1} − {h1, h2, · · · , hm}) ∩ {i1, i2, · · · , ik},∮
Dj
duj
1
(2uj − uj−1 − uj+1)(uj − zj) = 0. (2.133)
If ({1, 2, · · · , d− 1}− {h1, h2, · · · , hm})∪{i1, i2, · · · , ik} 6= {1, 2, · · · , d− 1}, it also vanishes because the integrand
has no poles of the variable uj (j /∈ ({1, 2, · · · , d− 1} − {h1, h2, · · · , hm}) ∪ {i1, i2, · · · , ik}). In this way, only the
summand that satisfies {h1, h2, · · · , hm} = {i1, i2, · · · , ik} survives. Hence (2.132) becomes,( k∏
j=0
(ij+1 − ij)
)
· 1
(2π
√−1)d+1
∮
Cz0
du0
u0 − z0
∮
Czd
dud
ud − zd
∮
D1
du1 · · ·
∮
Dd−1
dud−1 ×
×f(i1,···,ik)(u0, ud, ui1 , · · · , uik)
 ∏
j∈{1,2,···,d−1}−{i1,i2,···,ik}
1
rj(u∗)
 k∏
j=1
1
uij − zij
. (2.134)
We then perform the following coordinate change of integration variables:
wj = uj if j ∈ {i1, i2, · · · , ik} ∪ {0, d},
wj = rj(u∗) = 2uj − uj−1 − uj+1 if j ∈ {1, 2, · · · , d− 1} − {i1, i2, · · · , ik}. (2.135)
Since the Jacobian of the above coordinate change is given by
∏k
j=0
1
(ij+1−ij) , (2.134) becomes,
1
(2π
√−1)d+1
∮
Cz0
dw0
w0 − z0
∮
Czd
dwd
wd − zd
k∏
j=1
∮
Czij
dwij
wij − zij
 ∏
j∈{1,2,···,d−1}−{i1,i2,···,ik}
∮
C0
dwj
wj
×
×f(i1,···,ik)(w0, wd, wi1 , · · · , wik) = f(i1,···,ik)(z0, zd, zi1 , · · · , zik). (2.136)
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✷proof of Theorem 1) As our first step, we write down the explicit form of the recursive formula (2.102) used in
the definition of L˜N,k,dn . Since
uj
uj−zj = 1 +
zj
uj−zj , we can rewrite Polyd in (2.97) as follows:
Polyd(z0, zd, z1, z2, · · · , zd−1) =
=
d
(2π
√−1)d−1
∮
D1
du1 · · ·
∮
Dd−1
dud−1
d−1∏
j=1
(
uj
(2uj − uj−1 − uj+1) (1 +
zj
uj − zj )
)
=
=
d∑
l=1
∑
1≤i1<···<il−1≤d−1
d∏l
j=1(ij − ij−1)
l−1∏
j=1
zij
 f(i1,···,il−1)(z0, zd, zi1 , · · · , zil−1), (2.137)
where we formally set i0 (resp. il) to 0 (resp. d). In deriving (2.137), we used Lemma 2.
Since f(i1,···,il−1)(z0, zd, zi1 , · · · , zil−1) is a homogeneous polynomial of degree d− l, it can be expanded as follows:
f(i1,···,il−1)(z0, zd, zi1 , · · · , zil−1) =
∑
mj≥0,
∑
l
j=0
mj=d−l
C
(m0,m1,···,ml)
(i1,···,il−1)
l∏
j=0
(zij )
mj , (2.138)
where C
(m0,m1,···,ml)
(i1,···,il−1) is some rational number. With these notations, Polyd is explicitly given by,
Polyd(z0, zd, z1, z2, · · · , zd−1) =
=
d∑
l=1
∑
1≤i1<···<il−1≤d−1
d∏l
j=1(ij − ij−1)
∑
mj≥0,
∑
l
j=0
mj=d−l
C
(m0,m1,···,ml)
(i1,···,il−1) (z0)
m0(zd)
ml
l−1∏
j=1
(zij )
mj+1.
(2.139)
Using the definition of Q-linear map φ in Definition 1, we obtain an explicit form of the recursive formula (2.102):
L˜N,k,dn
d
=
d∑
l=1
∑
1≤i1<···<il−1≤d−1
∑
mj≥0,
∑
l
j=0
mj=d−l
C
(m0,m1,···,ml)
(i1,···,il−1)
l∏
j=1
 L˜
N+1,k,ij−ij−1
n+ij−1(N−k+1)+l−d−j+1+
∑
l
h=j
mh
(ij − ij−1)
 .
(2.140)
On the other hand, let TN,k,dn be the r.h.s of (2.105), i.e.,
TN,k,dn :=
1
k
1
(2π
√−1)d+1
∮
C0
dz0
∮
E1
dz1 · · ·
∮
Ed−1
dzd−1
∮
C0
dzd
(z0)
N−2−n(zd)n−1+(N−k)d
(z0)N (zd)N
∏d−1
i=1 ((zi)
N (2zi − zi−1 − zi+1))
×
×
∏d
j=1 e(k, 1; zj−1, zj)∏d−1
i=1 (kzi)
. (2.141)
To prove the assertion of Theorem 1, it suffices to show that TN,k,dn satisfies the same initial conditions and
recursive formulas as the those of
L˜N,k,dn
d . By looking back at (2.115) and (2.116), we can deduce,
TN,k,dn =
=
d∑
l=1
∑
1≤i1<···<il−1≤d−1
∑
mj≥0,
∑
l
j=0
mj=d−l
1
k
1
(2π
√−1)d+1
∮
C0
dz0
∮
E1
dz1 · · ·
∮
Ed−1
dzd−1
∮
C0
dzd ×
×C(m0,m1,···,ml)(i1,···,il−1)
(z0)
N−1−n+m0(zd)n+(N−k)d+ml
∏l−1
j=1((zij )
mjrij (z∗))
(z0)N+1(zd)N+1
∏d−1
i=1 ((zi)
N+1ri(z∗))
∏d
j=1 e(k, 1; zj−1, zj)∏d−1
i=1 (kzi)
=
=
d∑
l=1
∑
1≤i1<···<il−1≤d−1
∑
mj≥0,
∑
l
j=0
mj=d−l
C
(m0,m1,···,ml)
(i1,···,il−1) × (2.142)
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× 1
k
1
(2π
√−1)i1+1
∮
C0
dz0 · · ·
∮
Ei1
dzi1
(z0)
N−1−n+m0
(z0)N+1(zi1)
N+1
∏i1−1
j=1 (rj(z∗)(zj)N+1)
∏i1
j=1 e(k, 1; zj−1, zj)∏i1−1
j=1 (kzj)
×
× 1
k
1
(2π
√−1)i2−i1
∮
Ei1+1
dzi1+1 · · ·
∮
Ei2
dzi2
(zi1)
m1−1
(zi2)
N+1
∏i2−1
j=i1+1
(rj(z∗)(zj)N+1)
∏i2
j=i1+1
e(k, 1; zj−1, zj)∏i2−1
j=i1
(kzj)
×
× 1
k
1
(2π
√−1)i3−i2
∮
Ei2+1
dzi1+1 · · ·
∮
Ei3
dzi3
(zi2)
m2−1
(zi3)
N+1
∏i3−1
j=i2+1
(rj(z∗)(zj)N+1)
∏i3
j=i2+1
e(k, 1; zj−1, zj)∏i3−1
j=i2
(kzj)
×
× · · · · · · · · · ×
× 1
k
1
(2π
√−1)il−il−1
∮
Eil−1+1
dzil−1+1 · · ·
∮
C0
dzd
(zil−1)
ml−1−1(zd)n+(N−k)d+ml@
(zil−1)
N+1(zd)N+1
∏il−1
j=il−1+1
(rj(z∗)(zj)N+1)
×
×
∏il
j=il−1+1
e(k, 1; zj−1, zj)∏il−1
j=il−1
(kzj)
=
=
d∑
l=1
∑
1≤i1<···<il−1≤d−1
∑
mj≥0,
∑
l
j=0
mj=d−l
C
(m0,m1,···,ml)
(i1,···,il−1)
l∏
j=1
T
N+1,k,ij−ij−1
n+ij−1(N−k+1)+l−d−j+1+
∑
l
h=j
mh
. (2.143)
Therefore, TN,k,dn indeed satisfies the same recursive formulas as
L˜N,k,dn
d . We can easily confirm that the initial
conditions are the same by direct computation. ✷
As the final remark in this section, we go back to the formula (2.56). The result of the computation of (2.56)
by the localization theorem coincided with the formula in the r.h.s. of (2.104), and we concluded in [10] that
the virtual structure constants can be interpreted as intersection numbers of the moduli space of polynomial
maps M˜p0,2(N, d). But by combining the r.h.s. of (2.105) with the relation (2.55), we can obtain an interesting
formula:
w(OhN−2−nOhn−1+(N−k)d)0,d
k
=
L˜N,k,dn
d
=
1
k
∫
M˜p0,2(N,d)
(h0)
N−2−n(hd)n−1+(N−k)d
∏d
j=1 e(k, 1;hj−1, hj)∏d−1
i=1 (khi)
,
(2.144)
where we apply normalization: ∫
M˜p0,2(N,d)
(h0)
N−1(hd)N−1
d−1∏
j=1
(hj)
N =
1
d
. (2.145)
This formula gives an alternate expression of the virtual structure constant
L˜N,k,dn
d as an intersection number of
M˜p0,2(N, d).
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3 Generalizations to Toric Manifolds with Two Ka¨hler Forms
3.1 KF0
3.1.1 Construction of the Moduli Space M˜p0,2(F0, (da, db))
The Hirzebruch surface F0 is nothing but a product manifold of two P
1’s. Therefore, it is given by,
F0 : = {(a,b) | a,b ∈ C2, a,b 6= 0}/(C×)2, (3.146)
where the two C× actions act on a and b respectively:
(a,b)→ (µa,b), (a,b)→ (a, νb). (3.147)
Let π1 (resp. π2) be projection from F0 to the first (resp. the second) P
1. We denote π∗1OP1(1) (resp. π∗2OP1(1))
by OF0(a) (resp. OF0(b)). Classical cohomology ring of F0 is generated by two Ka¨hler forms z := c1(OF0(a))
and w := c1(OF0(b)). They obey the two relations:
z2 = 0, w2 = 0. (3.148)
Integration of α ∈ H∗(F0,C) over F0 is realized as residue integral in z and w:∫
F0
α =
1
(2π
√−1)2
∮
C0
dz
z2
∮
C0
dw
w2
α, (3.149)
where α in the r.h.s. should be regarded as a polynomial in z and w. Let us consider a polynomial map from
CP 1 to F0. Since F0 has two Ka¨hler forms, it is classified by bi-degree d = (da, db). A polynomial map from
CP 1 to F0 of bi-degree (da, db) is explicitly given as follows:
p : C2 → C2 ×C2
p(s, t) = (
da∑
j=0
ajs
da−jtj ,
db∑
j=0
bjs
db−jtj),
aj ,bj ∈ C2, a0,b0, ada ,bdb 6= 0. (3.150)
The conditions a0,b0, ada ,bdb 6= 0 come from requirement that it has a well-defined image in [(1, 0)], [(0, 1)] ∈
CP 1. The moduli space of polynomial maps from CP 1 to F0 of bi-degree (da, db) with two marked points, which
we denote by Mp0,2(F0,d), is defined as follows:
Mp0,2(F0, (da, db)) := {(a0, · · · , ada ,b0, · · · ,bdb) | aj ,bj ∈ C2, a0,b0, ada ,bdb 6= 0}/(C×)3, (3.151)
In (3.151), the three C× actions are given by,
(a0, · · · , ada ,b0, · · · ,bdb)→ (µa0, · · · , µada ,b0, · · · ,bdb),
(a0, · · · , ada ,b0, · · · ,bdb)→ (a0, · · · , ada , νb0, · · · , νbdb),
(a0, · · · , ada ,b0, · · · ,bdb)→ (a0, λa1, λ2a2, · · · , λdaada ,b0, λb1, λ2b2 · · · , λdbbdb). (3.152)
The first two actions are induced from the twoC× actions in (3.147), and the third one comes from automorphism
group of CP 1 fixing two marked points. We denote the toric compactification of Mp0,2(F0,d) by M˜p0,2(F0,d).
In order to compactify Mp0,2(F0,d), we add the boundary divisor E(ia,ib), ((ia, ib) 6= (0, 0), (da, db), 0 ≤ ia ≤
da, 0 ≤ ib ≤ db) that correspond to chains of two polynomial maps:
(
ia∑
j=0
ajs
ia−j
1 t
j
1,
ib∑
j=0
bjs
ib−j
1 t
j
1) ∪ (
da−ia∑
j=0
ajs
da−ia−j
2 t
j
2,
db−ib∑
j=0
bjs
db−ib−j
2 t
j
2). (3.153)
Now, we present an explicit construction of M˜p0,2(F0,d). To this end, we introduce a partial ordering of bi-degree
(da, db) of F0:
(ia, ib) > (ja, jb)
def.⇐⇒ ia ≥ ja, ib ≥ jb and (ia, ib) 6= (ja, jb). (3.154)
23
As in the case of CPN−1, M˜p0,2(F0,d) is given as a toric orbifold with boundary divisor coordinate u(ia,ib) that
corresponds to E(ia,ib):
M˜p0,2(F0,d) = {(a0, · · · , ada ,b0, · · · ,bdb , u(1,0), u(2,0), · · · , u(ia,ib), · · · , u(da−1,db)) |
ai,bj ∈ C2, u(ia,ib) ∈ C, a0, ada ,b0,bdb 6= 0,
(ai,
da∏
k=0
u(i,k)) 6= 0, (bj ,
db∏
k=0
u(k,j)) 6= 0, (1 ≤ i ≤ da − 1, 1 ≤ j ≤ db − 1),
(u(ia,ib), u(ja,jb)) 6= (0, 0) unless (ia, ib) < (ja, jb) or (ia, ib) > (ja, jb)}/(C×)(da+1)(db+1)+1.
(3.155)
We have to explain the origin of the last two conditions in (3.155), which look a little bit complicated. In this
construction, u(ia,ib) = 0 corresponds to the locus where polynomial maps are split into chains of two polynomial
maps given in (3.153). Therefore, if u(ia,ib) = 0, we need aia ,bib 6= 0. This explains the meaning of the second
condition. If u(ia,ib) = u(ja,jb) = 0, this corresponds to the locus where polynomial maps split into chains of three
polynomial maps. Therefore it is impossible unless (ia, ib) < (ja, jb) or (ia, ib) > (ja, jb). The (C
×)(da+1)(db+1)+1
action is given by the ((da + 1)(db + 1) + 1)× ((da + 2)(db + 2)− 3) weight matrix W(da,db). If (da, db) = (d, 0),
W(d,0) is given by trivial generalization of Wd in (2.48):
W(d,0) :=

a0 a1 a2 · · · ad−3 ad−2 ad−1 ad b0 u(1,0) u(2,0) u(3,0) · · · u(d−2,0) u(d−1,0)
z0 1 0 0 · · · 0 0 0 0 0 −1 0 0 · · · 0 0
z1 0 1 0 · · · 0 0 0 0 0 2 −1 0 · · · 0 0
z2 0 0 1
. . . 0 0 0 0 0 −1 2 −1 . . . ... 0
...
...
...
. . .
. . .
. . .
...
...
...
... 0
. . .
. . .
. . . 0
...
...
...
...
...
. . . 1 0 0 0 0
... 0
. . .
. . .
. . . 0
...
...
... 0
. . . 0 1 0 0 0 0
...
. . . −1 2 −1
zd−1 0 0 0 · · · 0 0 1 0 0 0 0 · · · 0 −1 2
zd 0 0 0 · · · 0 0 0 1 0 0 0 · · · 0 0 −1
w0 0 0 0 · · · 0 0 0 0 1 0 0 · · · 0 0 0

.
(3.156)
W(0,d) is obtained in the same way with the roles of a and b interchanged. If da, db ≥ 1, the construction of
W(da,db) becomes non-trivial. As an example, we present W(1,1):
W(1,1) =

a0 a1 b0 b1 u(1,0) u(0,1)
z0 1 0 0 0 −1 0
z1 0 1 0 0 0 −1
w0 0 0 1 0 0 −1
w1 0 0 0 1 −1 0
f(1,1) 0 0 0 0 1 1
. (3.157)
Let us see how the above weight matrix works in the definition of M˜p0,2(F0, (1, 1)). We can trivialize the last
two entries of (a0, a1,b0,b1, u(1,0), u(0,1)) by using two of the five C
× actions as follows.
[(a0, a1,b0,b1, u(1,0), u(0,1))] = [(a0,
u(0,1)
u(1,0)
a1,b0,b1, 1, 1)] = [(a0, a1,
u(0,1)
u(1,0)
b0,b1, 1, 1)]. (3.158)
The second representation corresponds to the polynomial map:
(a0s+
u(0,1)
u(1,0)
a1t,b0s+ b1t), (3.159)
and the third representation corresponds to,
(a0s+ a1t,
u(0,1)
u(1,0)
b0s+ b1t). (3.160)
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If we set u(0,1) = 0, (3.159) (resp. (3.160)) turns into,
(a0,b0s+ b1t), (resp. (a0s+ a1t,b1)), (3.161)
by projective equivalence. In this way, the locus given by u(0,1) = 0 corresponds to the boundary component
described by the following chain of polynomial map:
(a0,b0s+ b1t) ∪ (a0s+ a1t,b1). (3.162)
We can also see that the locus given by u(1,0) = 0 corresponds to the boundary component described by (a0s+
a1t,b0) ∪ (a0,b0s+ b1t).
In general, W(da,db) consists of (da + 1)(db + 1) + 1 rows labeled by zi (i = 0, 1, · · · , da), wj (j = 0, 1, · · · , db),
f(i,j)(i = 1, · · · , da, j = 1, · · · , db) and (da + 2)(db + 2) − 3 columns labeled by aj , bj , u(ia,ib). Elements of the
matrix W(da,db) are described as follows.
column ai (0 ≤ i ≤ da): zi element is 1 and the other elements are 0.
column bi (0 ≤ i ≤ db): wi element is 1 and the other elements are 0.
column u(i,j) (1 ≤ i ≤ da− 1, 1 ≤ j ≤ db− 1): f(i+1,j) and f(i,j+1) elements are 1, f(i,j) and f(i+1,j+1) elements
are −1 and the other elements are 0.
column u(i,0) (1 ≤ i ≤ da − 1): zi−1 element is −1, zi element is 1, f(i,1) element is 1, f(i+1,1) element is −1
and the other elements are 0.
column u(i,db) (1 ≤ i ≤ da − 1): zi element is 1, zi+1 element is −1, f(i+1,db) element is 1, f(i,db) element is −1
and the other elements are 0.
column u(0,j) (1 ≤ j ≤ db − 1): wj−1 element is −1, wj element is 1, f(1,j) element is 1, f(1,j+1) element is −1
and the other elements are 0.
column u(da,j) (1 ≤ j ≤ db − 1): wj element is 1, wj+1 element is −1, f(da,j+1) element is 1, f(da,j) element is
−1 and the other elements are 0.
column u(0,db): z1 and wdb−1 elements are −1, f(1,db) element is 1 and the other elements are 0.
column u(da,0): zda−1 and w1 elements are −1, f(da,1) element is 1 and the other elements are 0.
As an example, we write down W(2,1), W(3,1) and W(2,2) below :
W(2,1) =

a0 a1 a2 b0 b1 u(0,1) u(1,1) u(1,0) u(2,0)
z0 1 0 0 0 0 0 0 −1 0
z1 0 1 0 0 0 −1 1 1 −1
z2 0 0 1 0 0 0 −1 0 0
w0 0 0 0 1 0 −1 0 0 0
w1 0 0 0 0 1 0 0 0 −1
f(1,1) 0 0 0 0 0 1 −1 1 0
f(2,1) 0 0 0 0 0 0 1 −1 1

, (3.163)
W(3,1) =

a0 a1 a2 a3 b0 b1 u(0,1) u(1,1) u(2,1) u(1,0) u(2,0) u(3,0)
z0 1 0 0 0 0 0 0 0 0 −1 0 0
z1 0 1 0 0 0 0 −1 1 0 1 −1 0
z2 0 0 1 0 0 0 0 −1 1 0 1 −1
z3 0 0 0 1 0 0 0 0 −1 0 0 0
w0 0 0 0 0 1 0 −1 0 0 0 0 0
w1 0 0 0 0 0 1 0 0 0 0 0 −1
f(1,1) 0 0 0 0 0 0 1 −1 0 1 0 0
f(2,1) 0 0 0 0 0 0 0 1 −1 −1 1 0
f(3,1) 0 0 0 0 0 0 0 0 1 0 −1 1

, (3.164)
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W(2,2) =

a0 a1 a2 b0 b1 b2 u(1,0) u(2,0) u(0,1) u(1,1) u(2,1) u(0,2) u(1,2)
z0 1 0 0 0 0 0 −1 0 0 0 0 0 0
z1 0 1 0 0 0 0 1 −1 0 0 0 −1 1
z2 0 0 1 0 0 0 0 0 0 0 0 0 −1
w0 0 0 0 1 0 0 0 0 −1 0 0 0 0
w1 0 0 0 0 1 0 0 −1 1 0 1 −1 0
w2 0 0 0 0 0 1 0 0 0 0 −1 0 0
f(1,1) 0 0 0 0 0 0 1 0 1 −1 0 0 0
f(2,1) 0 0 0 0 0 0 −1 1 0 1 −1 0 0
f(1,2) 0 0 0 0 0 0 0 0 −1 1 0 1 −1
f(2,2) 0 0 0 0 0 0 0 0 0 −1 1 0 1

. (3.165)
To understand the rule for determining elements of these matrices, it is convenient to write degree diagrams
presented in Fig. 1 and Fig. 2. The degree diagram of type (da, db) consists of vertices (i, j) (0 ≤ i ≤ da, 0 ≤
j ≤ db) ordered in a rectangular shape with arrows from (i, j) to (i − 1, j) and to (i, j − 1). The symbol f(i,j) is
located at the center of the block surrounded by the vertices (i − 1, j − 1), (i, j − 1), (i − 1, j) and (i, j). The
vertex (i, j) corresponds to the coordinate u(i,j) if (i, j) 6= (0, 0), (da, db). The complicated rule of the description
of z∗, w∗ element of the column u(i,j) arises from whether the vertex (i, j) is located in the interior, or on the
edge, or on the apex of the big rectangle whose four corner vertices are given by,
(0, 0), (da, 0), (0, db), (da, db). (3.166)
We can give graphical explanation of the description of f(∗,∗) element of the column u(i,j) with the diagram. If
the vertex (i, j) is located at the upper-left or lower-right corner of one of the blocks with f(k,l) at its center, the
f(k.l) element of the column u(i,j) is 1. If (i, j) is located at upper-right or lower-left corner of one of the f(k,l)
blocks, the f(k.l) element of the column u(i,j) is −1. Otherwise, the f(k.l) element of the column u(i,j) is 0. With
Figure 1: Degree Diagram of Type (1, 1)
Figure 2: Degree Diagrams of Type (2, 1), (3, 1) and (2, 2)
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this setup, let us explain how the locus u(ia,ib) = 0 describes chains of two polynomial maps:
(
ia∑
j=0
ajs
ia−j
1 t
j
1,
ib∑
j=0
bjs
ib−j
1 t
j
1) ∪ (
da−ia∑
j=0
ajs
da−ia−j
2 t
j
2,
db−ib∑
j=0
bjs
db−ib−j
2 t
j
2). (3.167)
From the conditions:
(aia ,
db∏
k=0
u(ia,k)) 6= 0, (bib ,
da∏
k=0
u(k,ib)) 6= 0,
we can see that u(ia,ib) = 0 implies aia ,bib 6= 0. The last condition in (3.155) tells us that u(ia,ib) = 0 also implies
u(k,l) 6= 0 if (k, l) is no bigger or no smaller than (ia, ib). Therefore, we can trivialize these coordinates by using
the torus action f(∗,∗) whose block is the upper-left or lower-right of the vertex (ia, ib). After this operation, we
can define new coordinates u˜(i,j) ((i, j) < (ia, ib) or (i, j) > (ia, ib)) as follows:
u˜(i,j) =

u(i,j) (i 6= ia and j 6= ib),∏da
k=ia
u(k,j) (i = ia and j < ib),∏ia
k=0 u(k,j) (i = ia and j > ib),∏db
l=ib
u(i,l) (i < ia and j = ib),∏ib
l=0 u(i,l) (i > ia and j = ib).
(3.168)
If we write down the corresponding weight matrix with columns labeled by ai, bj and u˜(i,j) and with rows labeled
by zi, wj and f(k.l) ((k, l) ≤ (ia, ib) or (k, l) > (ia, ib)), we observe that the locus u(i,j) = 0 describes the chains
of two polynomial maps in (3.167). Let us take the case when (da, db) = (2, 2) for example. If u(2,0) = 0, we
introduce the new coordinates u˜(1,0) = u(1,0)u(1,1)u(1,2) and u˜(2,1) = u(0,1)u(1,1)u(2,1). Then the weight matrix
associated with the locus is given as follows:

a0 a1 a2 b0 b1 b2 u˜(1,0) u˜(2,1)
z0 1 0 0 0 0 0 −1 0
z1 0 1 0 0 0 0 2 0
z2 0 0 1 0 0 0 −1 0
w0 0 0 0 1 0 0 0 −1
w1 0 0 0 0 1 0 0 2
w2 0 0 0 0 0 1 0 −1
, (3.169)
where the column of u˜(1,0)) (resp. u˜(2,1)) is obtained by adding up u(1,0), u(1,1) and u(1,2) (resp. u(0,1), u(1,1)
and u(2,1)) column vectors of W(2,2) and by eliminating unnecessary elements. From this matrix, we can easily
see that the corresponding locus describes chains of two polynomial maps of degree (2, 0) and of degree (0, 2). If
u(0,1) = 0, the new coordinates are given as follows:
u˜(0,2) = u(0,2), u˜(1,2) = u(1,2), u˜(1,1) = u(1,0)u(1,1), u˜(2,1) = u(2,0)u(2,1), (3.170)
and the corresponding weight matrix becomes,

a0 a1 a2 b0 b1 b2 u˜(0,2) u˜(1,2) u˜(1,1) u˜(2,1)
z0 1 0 0 0 0 0 0 0 −1 0
z1 0 1 0 0 0 0 −1 1 1 −1
z2 0 0 1 0 0 0 0 −1 0 0
w0 0 0 0 1 0 0 0 0 0 0
w1 0 0 0 0 1 0 −1 0 0 0
w2 0 0 0 0 0 1 0 0 0 −1
f(1,2) 0 0 0 0 0 0 1 −1 1 0
f(2,2) 0 0 0 0 0 0 0 1 −1 1

. (3.171)
This matrix includes a copy of W(2,1). Hence it describes chains of two polynomial maps of degree (0, 1) and
(2, 1). In this way, we can observe that the locus u(ia,ib) = 0 corresponds to chains of two polynomial maps in
(3.167). In the same way as the CPN−1 case, we can consider multi-zero locus:
u(da,1,db,1) = u(da,2,db,2) = · · · = u(da,l−1,db,l−1) = 0,
((0, 0) = (da,0, db,0) < (da,1, db,1) < (da,2, da,2) < · · · < (da,l−1, da,l−1) < (da,l, da,l) = (da, db)).(3.172)
27
This locus corresponds to chains of polynomial maps:
∪lj=1
(da,j−da,j−1∑
ma,j=0
ada,j−1+ma,j (sj)
ma,j (tj)
da,j−da,j−1−ma,j ,
db,j−db,j−1∑
mb,j=0
bdb,j−1+mb,j (sj)
mb,j (tj)
db,j−db,j−1−mb,j ),
(
ada,j ,bdb,j 6= 0, j = 0, 1, · · · , l
)
. (3.173)
3.1.2 Localization Computation
We have constructed the moduli space of polynomial maps of degree d with two marked points, M˜p0,2(F0, (d)).
Next, we define and compute an analogue of the genus 0 local Gromov-Witten invariant of KF0 defined by,
〈OαOβ〉0,d :=
∫
M0,2(F0,d)
ev∗1(α) ∧ ev∗2(β) ∧ ctop(R1π∗ev∗3(OF0(−2a− 2b))), (3.174)
by changing the moduli space of stable maps M0,2(F0,d) into M˜p0,2(F0,d). In (3.174),
evi :M0,n(F0,d)→ F0
is the evaluation map at the i-th marked point of stable curves, and π is the forgetful map that forgets the third
marked point of M0,3(F0, (da, db)). To construct an analogue of 〈OαOβ〉0,(da,db), which should be given as an
intersection number on M˜p0,2(F0,d), we have to define cohomology classes which correspond to ev
∗
1(α), ev
∗
2(β)
and ctop(R
1π∗ev∗3(OF0(−2a− 2b))) respectively. For the first two classes, our task is easily accomplished because
we have evaluation maps ev1 and ev2 defined on M˜p0,2(F0,d):
ev1([(a0, · · · , ada ,b0, · · · ,bdb , u(1,0), · · · , u(da−1,db))]) = [(a0,b0)] ∈ F0,
ev2([(a0, · · · , ada ,b0, · · · ,bdb , u(1,0), · · · , u(da−1,db))]) = [(ada ,bdb)] ∈ F0, (3.175)
where [∗] represents equivalence class of torus actions. Let us turn to an analogue of ctop(R1π∗ev∗3(OF0(−2a−2b))).
If we look back at the discussion in Subsection 2.3, we can define a rank 2da + 2db − 1 orbi-bundle Ed on
Mp0,2(F0,d) by using Kodaira-Serre duality,
H1(CP 1, ϕ∗OF0(−2a− 2b)) ≃ (H0(CP 1, ϕ∗OF0(2a+ 2b)⊗KCP 1))∨, (3.176)
where ϕ is a polynomial map:(
∑da
j=0 ajs
da−jtj ,
∑db
j=0 bjs
db−jtj). We can extend this orbi-bundle to the whole
M˜p0,2(F0,d) by generalizing the exact sequence (2.71). In this way, we can define an analogue of 〈OαOβ〉0,d as
an intersection number of M˜p0,2(F0,d):
w(OαOβ)0,d :=
∫
M˜p0,2(F0,d)
ev∗1(α) ∧ ev∗2(β) ∧ ctop(Ed). (3.177)
From now on, we compute the intersection number w(OαOβ)0,d by using the localization computation. To apply
this technique, we introduce a torus action flow to M˜p0,2(F0,d) as follows:
[(eλ0ta0, e
λ1ta1, · · · , eλda tada , eµ0tb0, eµ1tb1, · · · , eµdb tbdb , u(1,0), · · · , u(da−1,db))], (3.178)
where λi and µj are characters of the torus action. We take these characters as generic as possible. We then have
to determine the fixed point set of M˜p0,2(F0,d) under the flow. Let us consider the case when all the u(i,j)’s are
non-zero. In this case, we can set these u(i,j)’s to 1 by using the C
× actions in the definition of M˜p0,2(F0,d) and
represent a point in this locus as a single polynomial map:
(
da∑
i=0
ais
da−iti,
db∑
j=0
bjs
db−jtj). (3.179)
@ Looking back at (3.178), we can see that fixed points do exist when d = (da, 0) or (0, db). In this case, fixed
points are given by polynomial maps:
(a0s
da + adat
da ,b0), (a0,b0s
db + bdbt
db), (3.180)
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because the torus action flow given by (3.178) is canceled by the three remaining C× actions used in the definition
of the moduli space. But if da, db > 0, we can conclude that there are no fixed points in this locus. Naively, we
might say that the map:
(a0s
da + adat
da ,b0s
db + bdbt
db), (3.181)
is a candidate; however, four independent characters λ0, λda , µ0 and µdb act on it. These cannot be canceled by
the remaining three C× actions. Therefore, the points represented by (3.181) do ”move” under the flow (3.178).
Next, we consider the locus where we can pick up the sequence of bi-degrees (3.172) and represent a point
by the chain of polynomial maps (3.173). From the previous discussion, we conclude that there exist non-trivial
fixed points if and only if
da,j − da,j−1 = 0, or db,j − db,j−1 = 0 for all j = 1, 2, · · · , l. (3.182)
If the above condition is satisfied, fixed points can be represented by chains of polynomial maps whose j-th
component is given by,
(ada,j−1 ,bdb,j−1 (sj)
db,j−db,j−1 + bdb,j (tj)
db,j−db,j−1) or (ada,j−1 (sj)
da,j−da,j−1 + ada,j (tj)
da,j−da,j−1 ,bdb,j−1),(3.183)
respectively. In this way, we have seen that fixed points are classified by the sequence of bi-degrees satisfying
(3.182). We introduce here a set of ordered partitions of bi-degree d:
OPd = {σd = (d1,d2, · · · ,dl(σd)) |
l(σd)∑
j=1
dj = d , dj = (da,j , 0) or dj = (0, db,j)}, (3.184)
whose element is in one-to-one correspondence with a sequence of bi-degrees satisfying (3.182). We also introduce
the notation:
|dj | :=
{
da,j if dj = (da,j , 0),
db,j if dj = (0, db,j).
(3.185)
Let Fσd be a connected component of the fixed point set labeled by σd ∈ OPd. By relabeling subscripts, it
consists of chains of polynomial maps of length l(σd) whose j-th component is given by,
(aj−1(sj)|dj | + aj(tj)|dj|,bj−1) or (aj−1,bj−1(sj)|dj | + bj(tj)|dj |), (3.186)
respectively if dj = (da,j , 0) or dj = (0, db,j). Therefore, it is set-theoretically given by a subset of,
(F0)0 × (F0)1 × (F0)2 × · · · × (F0)l(σd), ((F0)j = {[(aj ,bj)]}), (3.187)
defined by the following conditions:
bj−1 = bj if dj = (da,j , 0),
aj−1 = aj if dj = (0, db,j). (3.188)
We have to note one subtlety here. Though Fσd is set-theoretically bijective to the space given in (3.187), it
should be considered as an orbifold on which an abelian group ⊕l(σd)j=1
(
Z/(|dj |Z)
)
acts. This group action comes
from the C× actions in the definition of M˜p0,0(F0,d) that keep the chains of polynomial maps in this component
fixed.
We now describe normal bundle of Fσd in M˜p0,0(F0,d). As was discussed in our previous paper [10], it has
two degrees of freedom:
(i) Deformations of each component of the chain of polynomial maps in M˜p0,0(F0,d).
(ii) Resolutions of nodal singularities of the image curve in F0.
These can be easily realized as sheaves of the orbifold Fσd by a straightforward generalization of the discussion
in [10] to this case. Let us introduce the notation:
OF0(
m
dj
) :=
{
OF0( m|dj|a) if dj = (da,j , 0),
OF0( m|dj|b) if dj = (0, db,j).
(3.189)
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With this notation, we can write down the normal bundle as follows:
l(σd)⊕
j=1
(|dj |−1⊕
i=1
(O(F0)j−1 ( idj )⊗O(F0)j ( |dj | − idj ))⊕2
)
⊕
⊕
l(σd)−1⊕
j=1
(O(F0)j−1 (− 1dj )⊗O(F0)j ( 1dj )⊗O(F0)j ( 1dj+1 )⊗O(F0)j+1(− 1dj+1 )), (3.190)
where the first line (resp. the second line) corresponds to the degree of freedom (i) (resp. (ii)).
We have described the fixed point set of the torus action flow and the normal bundle of its connected
components. What remains is to describe is restriction of the orbi-bundle Ed to Fσd . This task can also be
accomplished by the direct generalization of the discussion in [10]. The result turns out to be,
l(σd)⊕
j=1
(
2|dj |−1⊕
i=1
(O(F0)j−1( idj )⊗O(F0)j (−idj )⊗O(F0)j−1(−2a− 2b))
)
⊕
⊕
l(σd)−1⊕
j=1
(O(F0)j (−2a− 2b)). (3.191)
The first line of (3.191) comes from H1(CP 1, ϕ∗jOF0(−2a−2b)) where ϕj : CP 1 → F0 is the j-th component map
of chains of polynomial maps in (3.186). The second line comes from effects of nodal singularities of the image
curve.
Now, we are ready to apply the localization theorem to w(OαOβ)0,d given in (3.177). In the same way as was
used in [10], we take the non-equivariant limit λj , µj → 0, with which we still can obtain well-defined results. To
describe the results of the localization computation, we introduce the notation:
zj := c1(O(F0)j (a)), wj := c1(O(F0)j (b)). (3.192)
Since we have expressions for the normal bundle and Ed|Fσ
d
as sheaves on Fσd , it is straightforward to write
down the formula we need. As the first step, we define the following rational function to express contributions
from the first lines of (3.190) and (3.191)
G(d; z0, z1, w0, w1) :=

∏
2|d|−1
j=1
(
−jz0−(2|d|−j)z1−2w0
|d|
)∏
|d|−1
j=1
(
jz0+(|d|−j)z1
|d|
)2 , if d = (d, 0),∏
2|d|−1
j=1
(
−jw0−(2|d|−j)w1−2z0
|d|
)∏
|d|−1
j=1
(
jw0+(|d|−j)w1
|d|
)2 , if d = (0, d). (3.193)
To express contributions from the second lines of (3.190) and (3.191), we introduce another rational function:
H(d1;d2, z0, z1, z2, w0, w1, w2) :=

(−2z1−2w1)(
z1−z0
|d1|
+
z1−z2
|d2|
) , if d1 = (da,1, 0) and d2 = (da,2, 0),
(−2z1−2w1)(
z1−z0
|d1|
+
w1−w2
|d2|
) , if d1 = (da,1, 0) and d2 = (0, db,2),
(−2z1−2w1)(
w1−w0
|d1|
+
z1−z2
|d2|
) , if d1 = (0, db,1) and d2 = (da,2, 0),
(−2z1−2w1)(
w1−w0
|d1|
+
w1−w2
|d2|
) , if d1 = (0, db,1) and d2 = (0, db,2).
(3.194)
With this setup, the contributions from Ed|Fσ
d
and from the normal bundle of Fσd can be collected in the
following integrand:
K(σd; z∗, w∗) :=
l(σd)∏
j=1
G(dj ; zj−1, zj, wj−1, wj)
l(σd)−1∏
j=1
H(dj ;dj+1, zj−1, zj, zj+1, wj−1, wj , wj+1). (3.195)
Next, we turn to the contributions from ev∗1(α) and ev
∗
2(β). Since α, β ∈ H∗(F0, C), these can be written as
zswt (s, t ∈ {0, 1}). The definition of evi in (3.175) ( we have to take care in relabeling subscripts ) directly leads
us to,
ev∗1(z
swt) = (z0)
s(w0)
t, ev∗2(z
swt) = (zl(σd))
s(wl(σd))
t. (3.196)
What remains to be done is to integrate out ev∗1(α)ev
∗
2(β)K(σd; z∗, w∗) over Fσd . For this purpose, we note the
following three facts:
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(i) Integration of the cohomology element α ∈ H∗(F0, C) can be realized as the following residue integral in
the variables z and w: ∫
F0
α =
1
(2π
√−1)2
∮
C0
dz
z2
∮
C0
dw
w2
α. (3.197)
(ii) Looking back at (3.187) and (3.188), we make the identification:
wj−1 = wj ; if dj = (da,j , 0),
zj−1 = zj if dj = (0, db,j). (3.198)
(iii) Fσd should be considered as an orbifold on which an abelian group ⊕l(σd)j=1
(
Z/(|dj |Z)
)
acts.
Taking facts (i) and (ii) into account, we define the following operation on a rational function f in z∗ and w∗:
Res(F0)j (f) :=
{ (
1
2pi
√−1
∮
C0
dzj
(zj)2
f
)|wj=wj+1 , if dj+1 = (da,j+1, 0),
1
2pi
√−1
∮
C0
dwj
(wj)2
(f |zj=zj+1), if dj+1 = (0, db,j+1),
(j = 0, 1, · · · , l(σd)− 1),
Res(F0)l(σ
d
)
(f) :=
1
(2π
√−1)2
∮
C0
dzl(σd)
(zl(σd))
2
∮
C0
dwl(σd)
(wl(σd))
2
f. (3.199)
With this definition and fact (iii) in mind, we conclude that the result of the integration is given by,
Amp(σd;α, β) =
(l(σd)∏
j=1
1
|dj |
)
Res(F0)l(σ
d
)
(Res(F0)l(σ
d
)−1
(· · ·Res(F0)0(ev∗1(α)ev∗2(β)K(σd; z∗, w∗)) · · ·)).
(3.200)
Finally, the localization theorem tells us that,
w(OαOβ)0,d =
∑
σd∈OPd
Amp(σd;α, β). (3.201)
3.1.3 Numerical Results and the Mirror Computation
In the previous sectionh, we obtained an explicit formula to compute w(OαOβ)0,d. It is defined as an intersection
number of M˜p0,2(F0,d) and has the same geometrical meaning as the local Gromov-Witten invariant 〈OαOβ〉0,d
except that it is defined on the moduli space of polynomial maps instead of the moduli space of stable maps. These
results then lead us naturally to the following questions. Is there any numerical difference between w(OαOβ)0,d
and 〈OαOβ〉0,d? Can we compute 〈OαOβ〉0,d by using the data of w(OαOβ)0,d? In our previous paper [10], we
conjectured through explicit numerical computation that, in the CPN−1 case, this new intersection number gives
us the same information as the B-model used in the mirror computation. For example, w(O1OhN−3+(N−k)d)0,d in
(2.56) reproduces the expansion coefficient of the mirror map in the N ≤ k case, regardless of whether the degree
k hypersurface in CPN−1 is Calabi-Yau or of general type. Moreover, we can compute Gromov-Witten invariants
of the hypersurface using the recipe of the standard mirror computation. In the following, we demonstrate the
mirror computation for KF0 by using the numerical data of w(OαOβ)0,d and argue that the same conjecture
holds true in our current example.
As the first step of mirror computation, we introduce the virtual classical intersection numbers used in our
papers [4], [5]:
cl(z3) := k, cl(z2w) := −k, cl(zw2) = k − 1
2
, cl(w2) :=
1
2
− k, (3.202)
where k is a free parameter. If zswt is a monomial with s + t 6= 3, we set cl(zswt) = 0. Let ηαβ and C(0,0)αβγ be
symmetric tensors on the C-vector space H :=< 1, z, w, z2, zw, z3 >C defined by,
ηαβ := cl(αβ), C
(0,0)
αβγ := cl(αβγ). (3.203)
In (3.203), α,β and γ take values in a basis of H and should be considered as monomials in z and w in the r.h.s..
With these tensors, we can regard H as the virtual classical intersection ring of KF0 . As usual in the case of
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quantum cohomology ring, the relation ηαβ = C
(0,0)
1αβ holds. For later use, we also define the symmetric tensor
ηαβ by the relation: ηαβη
βγ = δγα. We present here ηαβ and η
αβ in matrix form:
(ηαβ) =

1 z w z2 zw z3
1 0 0 0 0 0 k
z 0 0 0 k −k 0
w 0 0 0 −k k − 12 0
z2 0 k −k 0 0 0
zw 0 −k k − 12 0 0 0
z3 k 0 0 0 0 0
, (η
αβ) =

1 z w z2 zw z3
1 0 0 0 0 0 1k
z 0 0 0 − 2k−1k −2 0
w 0 0 0 −2 −2 0
z2 0 − 2k−1k −2 0 0 0
zw 0 −2 −2 0 0 0
z3 1k 0 0 0 0 0
.(3.204)
Next, we give numerical results of the intersection number w(OαOβ)0,d by using the generating function:
w(OαOβ)0 := C(0,0)αβz x1 + C(0,0)αβw x2 +
∑
d>(0,0)
w(OαOβ)0,dedax1+dbx2 . (3.205)
Note that we add classical terms, defined through symmetric tensor in (3.203), to w(OαOβ)0. In the following,
we give numerical results for w(O1Ozw)0, w(OzOz)0 and w(OzOw)0 up to total degree 4:
w(O1Ozw)0 = −kx1 + (k − 1
2
)x2 − ex1 − ex2 − 3
2
e2x1 − 6ex1+x2 − 3
2
e2x2 −
−10
3
e3x1 − 30e2x1+x2 − 30ex1+2x2 − 10
3
e3x2 −
−35
4
e4x1 − 140e3x1+x2 − 315e2x1+2x2 − 140ex1+3x2 − 35
4
e4x2−, · · ·
w(OzOz)0 = kx1 − kx2 − 2ex1 − 5e2x1 − 8ex1+x2 − 44
3
e3x1 − 76e2x1+x2 − 32ex1+2x2 −
−93
2
e4x1 − 504e3x1+x2 − 672e2x1+2x2 − 128ex1+3x2 − · · · ,
w(OzOw)0 = −kx1 + (k − 1
2
)x2 − ex1 − ex2 − 3
2
e2x1 − 10ex1+x2 − 3
2
e2x2 −
−10
3
e3x1 − 58e2x1+x2 − 58ex1+2x2 − 10
3
e3x2 −
−35
4
e4x1 − 292e3x1+x2 − 749e2x1+2x2 − 292ex1+3x2 − 35
4
e4x2 − · · · . (3.206)
We introduce here an auxiliary generating function:
w(O1Oz2)0 = kx1 − kx2. (3.207)
Since z2 = 0 in H∗(F0, C), w(O1Oz2)0,d = 0 (d > (0, 0)) by definition. With these results, we can confirm that
t1(x1, x2) = η
zαw(O1Oα)0 = x1 + 2ex1 + 2ex2 + 3e2x1 + 12ex1+x2 + 3e2x2 +
+
20
3
e3x1 + 60e2x1+x2 + 60ex1+2x2 +
20
3
e3x2 +
+
35
2
e4x1 + 280e3x1+x2 + 630e2x1+2x2 + 280ex1+3x2 +
35
2
e4x2 + · · · ,
t2(x1, x2) = η
wαw(O1Oα)0 = x2 + 2ex1 + 2ex2 + 3e2x1 + 12ex1+x2 + 3e2x2 +
+
20
3
e3x1 + 60e2x1+x2 + 60ex1+2x2 +
20
3
e3x2 +
+
35
2
e4x1 + 280e3x1+x2 + 630e2x1+2x2 + 280ex1+3x2 +
35
2
e4x2 + · · · ,
(3.208)
coincide with the mirror map obtained from the standard Picard-Fuchs system used in mirror computation of
KF0 . Finally, we invert (3.208) and substitute x1 = x1(t1, t2) and x2 = x2(t1, t2) into w(OαOβ)0 . We show here
the result of this operation in the cases of w(OzOz)0 and w(OzOw)0:
w(OzOz)0|x1=x1(t1,t2),x2=x2(t1,t2) = kt1 − kt2 − 2et1 − e2t1 − 4et1+t2 −
2
3
e3t1 − 24e2t1+t2 − 6et1+2t2 − 1
2
e4t1 −
32
−8et1+3t2 − 72e3t1+t2 − 130e2t1+2t2 − · · · ,
w(OzOw)0|x1=x1(t1,t2),x2=x2(t1,t2) = −kt1 + (k −
1
2
)t2 − 4et1+t2 − 12e2t1+t2 − 12et1+2t2 − 24et1+3t2 −
−130e2t1+2t2 − 24e3t1+t2 − · · · . (3.209)
These results indeed agree with the results of standard computation of local mirror symmetry [2]. Therefore,
they give us numerical evidence of Conjecture 1 in the case of KF0 .
3.2 F3
3.2.1 Notation and Polynomial Maps
In this section, we treat Hirzebruch surface F3, which is a more challenging example than F0. In short, it is given
as a projective bundle π : P(OP1 ⊕OP1(−3))→ P1 and is a well-known example of non-nef complex manifold.
Therefore, its quantum cohomology is difficult to analyze from the point of view of the mirror computation [3].
Let OF3(a) be π∗OP1(1) and OF3(b) be dual line bundle of the universal bundle of P(OP1 ⊕ OP1(−3)). We
denote c1(OF3(a)) (resp. c1(OF3(b)) by z (resp. w). z and w generate the cohomology ring H∗(F3, C) and obey
the relations:
z2 = 0, w(w − 3z) = 0. (3.210)
In this section, we identify H∗(F3, C) with < 1, z, w, w2 >C, i.e., we take w2 as the representative of the basis
of H2,2(F3, C). With these set-up’s, integration of cohomology element α over F3 can be realized by the residue
integral:
1
(2π
√−1)2
∮
C0
dz
z2
∮
C(0,3z)
dw
w(w − 3z)α. (3.211)
In (3.211), α should be considered as a polynomial in z and w.
Like F0, F3 has the following toric construction:
F3 = {(a,b) | a = (a0, a1) ∈ C2, b = (b0, b1) ∈ C2 , a 6= 0, b 6= 0 }/(C×)2, (3.212)
where the two C× actions are given by,
(a0, a1, b0, b1)→ (µa0, µa1, µ−3b0, b1), (a0, a1, b0, b1)→ (a0, a1, νb0, νb1). (3.213)
From now on, we denote by [(a,b)] the equivalence class of (a,b) under these two C× actions. It is well-known
that the Ka¨hler form z (resp. w) is associated with the first (resp. second) C× action through the moment map
construction.
We then consider a polynomial map of F3 of bi-degree d = (da, db) where da (resp. db) is the degree associated
with the first (resp. second) C× action. It behaves in a more complicated way than in the F0 case because the
first C× action has a µ−3 factor. Since we consider the moduli space of polynomial maps with two marked
points, we restrict our attention to polynomial maps such that the images of [(1, 0)] and [(0, 1)] are well-defined.
If da > 0, a polynomial map of degree d satisfying the above condition is given by,
(
∂a∑
j=0
ajs
jtda−j , (0,
db∑
j=0
b1js
jtdb−j)), (a0, ada 6= 0, b10, b1db 6= 0). (3.214)
The first entry of b factor should be 0 because of the µ−3 factor of the first C× action. If da = 0, the polynomial
map we need is given as follows:
(a0,
db∑
j=0
bjs
jtdb−j)), (a0,b0,bdb 6= 0). (3.215)
In the same way as in the F0 case, we define the moduli space of polynomial maps with two marked points
Mp(F3,d):
Mp(F3,d) = {(a0, a1 · · · , ada ,b0,b1 · · · ,bdb) | ai,bj ∈ C2, a0, ada ,b0,bdb 6= 0}/(C×)3, (3.216)
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where we have to set b0j = 0 (j = 0, 1, · · · , db) if da > 0. The three C× actions are given by,
(a0, · · · , ada ,b0, · · · ,bdb)→ (µa0, · · · , µada ,b0, · · · ,bdb),
(a0, · · · , ada ,b0, · · · ,bdb)→ (a0, · · · , ada , νb0, · · · , νbdb),
(a0, · · · , ada ,b0, · · · ,bdb)→ (a0, λa1, λ2a2, · · · , λdaada ,b0, λb1, λ2b2 · · · , λdbbdb). (3.217)
The complex dimension of Mp(F0,d) coincides with the expected dimension 1−da+2db if da = 0. But if da > 0,
it becomes 2da + db and exceeds the expected dimension by 3da − db − 1. At this stage, we must note that the
rational map ϕ : CP 1 → F3 induced from the polynomial map given in (3.214) has non-trivial obstruction. Let
C ⊂ F3 be the image curve of ϕ. We first assume here that the vector-valued polynomial is ”not” factorized into
product of a homogeneous polynomial in s and t of positive degree f(> 0) and a vector-valued polynomial of
positive degree:
∂a∑
j=0
ajs
jtda−j = (
f∑
j=0
pjs
jtf−j) · (
∂a−f∑
j=0
a′js
jtda−f−j). (3.218)
Under this assumption, C is identified with a section {[(a, (0, 1))] | a ∈ C2} and the normal bundle NC of C in
F3 is identified with OF3(b− 3a) through the Euler sequence:
0→ C2 → OF3(a)⊕OF3(a)⊕OF3(b − 3a)⊕OF3(b)→ T ′F3 → 0. (3.219)
@ Since ϕ∗OF3(b − 3a) = OCP 1(db − 3da), we have non-trivial obstruction H1(CP 1, ϕ∗NC) = H1(CP 1,O(db −
3da)) of rank 3da − db − 1 if db − 3da < 0. We can extend this obstruction of rank 3da − db − 1 to the locus
where our assumption is not satisfied by imitating the discussion of Subsection 2.3. We denote by Obs the rank
3da − db − 1 bundle on Mp(F3,d) so obtained.
Let us now turn to the construction of M˜p0,2(F3,d). Since F3 is non-nef, the boundary components of
M˜p0,2(F3,d) behave in a more complicated way than the F0 case. Therefore, it is unclear to us whether there
exists a simple toric construction like M˜p0,2(F0,d). But we proceed under the assumption that the coordinates
u(ia,ib) (0 ≤ ia ≤ da, 0 ≤ ib ≤ db, (ia, ib) 6= (0, 0), (da, db)) used in the F0 case still work in the F3 case. If we set
one u(ia,ib) to zero, we expect that the following chain of two polynomial maps appears:
(
ia∑
j=0
ajs
ia−j
1 t
j
1,
ib∑
j=0
bjs
ib−j
1 t
j
1) ∪ (
da−ia∑
j=0
ajs
da−ia−j
2 t
j
2,
db−ib∑
j=0
bjs
db−ib−j
2 t
j
2). (3.220)
In the case where da > 0, we have to deal with the behavior of the bj ’s carefully. If 1 ≤ ia ≤ da − 1, b0j must be
zero for all j = 0, 1, · · · , db. But if ia = 0, the first polynomial map becomes a polynomial map of degree (0, ib).
Hence b0h can take arbitrary values if 0 ≤ h ≤ ib − 1. On the other hand, b0ib have to be zero since the second
map is a polynomial map of degree (da, db − ib). If we set ia to da, we come across the same exotic behavior
with the roles of of the first and the second polynomial maps interchanged. Let us compare the dimension of
this boundary locus with dimension of Mp0,2(F3,d). If da > 0, dimC(Mp0,2(F3,d)) equals 2da + db. In the
case where 1 ≤ ia ≤ da − i, the dimension of the boundary locus is given by 2da + db − 1. But if ia = 0 (resp.
ia = da), the dimension of the boundary locus becomes 2da + db + j − 1 (resp. 2da + 2db − j − 1). Therefore, we
are confronted with the singular phenomena that the dimension of the boundary locus exceeds the dimension of
Mp0,2(F3,d). In such cases, we have to consider the rank of obstruction together with the dimension. As was
computed before, dimC(Mp0,2(F3,d)) − rank(Obs) = 1 − da + 2db. We can also define the obstruction of the
chain of two polynomial maps in (3.220). If 1 ≤ ia ≤ da − 1, the obstruction is given by,
H1(CP 1, ϕ∗1OF3(−3a+ b))⊕OF3(−3a+ b)⊕H1(CP 1, ϕ∗2OF3(−3a+ b)), (3.221)
where ϕ1 (resp. ϕ2) is the rational map induced from the first (resp. the second) polynomial map in (3.220). Its
rank equals,
3ia − (ib − 1)− 1 + 1 + 3(da − ia)− (db − ib)− 1 = 3da − db − 1. (3.222)
Therefore, dimension of the boundary locus minus the rank of obstruction becomes −da+2db, which is less than
1 − da + 2db by 1. If ia = 0, the obstruction arises only from the second polynomial map, and its rank equals
3da − (db − ib)− 1. Hence the dimension minus the rank turns out to be,
2da + db + ib − 1− (3da − (db − ib)− 1) = −da + 2db, (3.223)
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which is also less than the expected dimension of Mp0,2(F3,d) by 1. We come to the same conclusion in the
ia = da case. In this way, we can conclude that the expected dimension of the locus u(ia,ib) = 0 behaves well in
the F3 case. In general, we have to consider the locus:
u(ia,1,ib,1) = u(ia,2,ib,2) = · · · = u(ia,l,ib,l) = 0,
((0, 0) = (ia,0, ib,0) < (ia,1, ib,1) < (ia,2, ia,2) < · · · < (ia,l, ia,l) = (da, db)). (3.224)
In the same way as in the F0 case, we can associate a chain of l polynomial maps to a point in this locus:
l∪
k=1
(
ia,k−ia,k−1∑
h=0
aia,k−1+h(sk)
h(tk)
ia,k−ia,k−1−h,
ib,k−ib,k−1∑
h=0
bib,k−1+h(sk)
h(tk)
ib,k−ib,k−1−h). (3.225)
But we have to impose the following conditions on bj ’s:
(a) If ia,k − ia,k−1 > 0, b0h (h = ib,k−1, ib,k−1 + 1, · · · , ib,k) is 0.
(b) If ia,k − ia,k−1 = 0, b0h (h = ib,k−1 + 1, ib,k−1 + 2, · · · , ib,k − 1) can take arbitrary value.
(c) If ia,k+1 − ia,k = 0 and ia,k − ia,k−1 = 0, b0ib,k can take arbitrary value. (Otherwise, it is 0.)
We can also define the obstruction of this chain of polynomial maps. Hence we can extend the bundle Obs as a
sheaf on the whole M˜p0,2(F3,d).
3.2.2 Virtual Structure Constants and the Localization Computation
In this section, we define and compute an analogue of Gromov-Witten invariants of F3:
〈OαOβ〉0,2 =
∫
[M0,2(F3,d)]vir.
ev∗1(α) ∧ ev∗2(β). (3.226)
In (3.226), [M0,2(F3,d)]vir. is the virtual fundamental class of the moduli space M0,2(F3,d), which means
automatic insertion of the top Chern class of obstruction sheaf. As in the case of F0, α and β are elements of
the classical cohomology ring H∗(F3, C) and evi : M0,2(F3,d) → F3 is the evaluation map at the i-th marked
point. To define an intersection number of M˜p0,2(F3,d), which we expect to have geometrical meaning parallel
to 〈OαOβ〉0,2, we introduce the heuristic notation to represent a point of M˜p0,2(F3,d):
[(a0, a1, · · · , ada ,b0,b1, · · · ,bdb , u(1,0), · · · , u(da−1,db))] ∈ M˜p0,2(F3,d). (3.227)
This is not rigorous in the sense that we haven’t specified the equivalence relations which should come from the
C× actions, but it is sufficient for our present purpose. Of course, the bj ’s must obey the conditions (a), (b) and
(c). With this notation, we define evaluation maps ev1 and ev2 from M˜p0,2(F3,d) to F3 as follows:
ev1([(a0, a1, · · · , ada ,b0,b1, · · · ,bdb , u(1,0), · · · , u(da−1,db))]) = [(a0,b0)],
ev2([(a0, a1, · · · , ada ,b0,b1, · · · ,bdb , u(1,0), · · · , u(da−1,db))]) = [(ada ,bdb)]. (3.228)
We also define the virtual fundamental class [M˜p0,2(F3,d)]vir., which means automatic insertion of the top Chern
class of the sheaf Obs on M˜p0,2(F3,d). With this setup, we define an intersection number analogous to 〈OαOβ〉0,2
as follows:
w(OαOβ)0,2 :=
∫
[M˜p0,2(F3,d)]vir.
ev∗1(α) ∧ ev∗2(β). (3.229)
Now, we compute w(OαOβ)0,2 by using the localization theorem. As in the F0 case, we consider the torus action
flow:
[(eλ0ta0, e
λ1ta1, · · · , eλda tada , eµ0tb0, eµ1tb1, · · · , eµdb tbdb , u(1,0), · · · , u(da−1,db))]. (3.230)
In the same way as in the F0 case, connected components of fixed point set under the above flow are classified
by ordered partition σd, which is an element of the following set:
OPd = {σd = (d1,d2, · · · ,dl(σd)) |
l(σd)∑
j=1
dj = d , dj = (da,j , 0) or dj = (0, db,j)}. (3.231)
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Let Fσd be a connected component of the fixed point set labeled by σd. A point in Fσd is represented by a chain
of polynomial maps of length l(σd) whose j-th component is given by,
(aj−1(sj)|dj | + aj(tj)|dj|,bj−1) or (aj−1,bj−1(sj)|dj | + bj(tj)|dj |), (3.232)
respectively if dj = (da,j , 0) or dj = (0, db,j). In (3.232), we relabel the subscripts of aj ’s and bj ’s in the same
manner as in the F0 case. We must be careful of the behavior of the bj ’s because we have non-trivial restrictions
imposed by the conditions (a), (b) and (c) in the previous sub-subsection. If dj = (da,j , 0), the first entries
of bj−1 and bj should be 0 because of the condition (a). bj can take any value of C2 only if dj = (0, db,j)
and dj+1 = (0, db,j+1). (Precisely speaking, b0 (resp. bl(σd)) can take any value of C
2 if d1 = (0, db,1) (resp.
dl(σd) = (0, db,l(σd))).) Therefore, it is set-theoretically given by a subset of,
(F3)0 × (F3)1 × (F3)2 × · · · × (F3)l(σd), ((F3)j = {[(aj ,bj)]}), (3.233)
defined by the following conditions:
bj−1 = bj = (0, 1) if dj = (da,j , 0),
aj−1 = aj if dj = (0, db,j). (3.234)
In (3.234), we used the trivial fact that [(a, (0, b))] = [(a, (0, 1))]. As usual, Fσd should be regarded as an orbifold
on which an abelian group ⊕l(σd)j=1
(
Z/(|dj |Z)
)
acts. For later use, we introduce the inclusion map,
i : Fσd → (F3)0 × (F3)1 × (F3)2 × · · · × (F3)l(σd), (3.235)
and the projection map,
πj : (F3)0 × (F3)1 × (F3)2 × · · · × (F3)l(σd) → (F3)j , (j = 0, 1, · · · , l(σd)). (3.236)
Next, we determine the normal bundle NFσ
d
of Fσd in M˜p0,2(F3,d). It consists of the degrees of freedom
of deforming polynomial maps in F3 and of resolving singularities of the image curve. Let Ndj be the direct
summand of NFσ
d
coming from deformation of the polynomial map of degree dj and N(dj−1,dj) be the one
coming from the resolution of the singularity between the polynomial maps of degree dj−1 and dj . Obviously,
we have,
Nσd =
(l(σd)⊕
j=1
Ndj
)⊕ (l(σd)−1⊕
j=1
N(dj−1,dj)
)
. (3.237)
Following the F0 case, we introduce the notation:
OF3(
m
dj
) :=
{
OF3( m|dj|a) if dj = (da,j , 0),
OF3( m|dj|b) if dj = (0, db,j).
(3.238)
Then Ndj and N(dj−1,dj) are given as follows:
Ndj =

i∗(⊕|dj |−1i=1 (π∗j−1OF3(−idj )⊗ π∗jOF3( idj )⊗ π∗j−1OF3(a)
)⊕2
if dj = (da,j , 0),
i∗
(⊕|dj |−1i=1 (π∗j−1OF3(−idj )⊗ π∗jOF3( idj )⊗ π∗j−1OF3(b − 3a))⊕
⊕i∗(⊕|dj |−1i=1 (π∗j−1OF3(−idj )⊗ π∗jOF3( idj )⊗ π∗j−1OF3(b)) if dj = (0, db,j),
N(dj−1,dj) = i
∗(π∗j−1OF3( −1dj−1 )⊕ π∗jOF3( 1dj−1 )⊕ π∗jOF3( 1dj )⊕ π∗j+1OF3(−1dj )). (3.239)
In the F3 case, we also have to determine Obsσd : restriction of Obs to Fσd . Let Obsdj be the direct summand
of Obsσd coming from the obstruction of deforming the polynomial map of degree dj and Obs(dj−1,dj) be the
one that arises from the effect of nodal singularities between the polynomial maps of degree dj−1 and dj . In the
same way as in the NFσ
d
case, we have
Obsσd =
(l(σd)⊕
j=1
Obsdj
)⊕ (l(σd)−1⊕
j=1
Obs(dj−1,dj)
)
. (3.240)
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These direct summands turn out to be,
Obsdj =
{
i∗(⊕3|dj |−1i=1 (π∗j−1OF3(−idj )⊗ π∗jOF3( idj )⊗ π∗j−1OF3(−3a+ b)
)
if dj = (da,j , 0),
0 if dj = (0, db,j).
Obs(dj−1,dj) =
{
i∗π∗jOF3(−3a+ b) if dj−1 = (da,j−1, 0) and dj = (da,j , 0),
0 otherwise.
(3.241)
We then move on to the evaluation of the contribution from Fσd to w(OαOβ)0,d. We denote π∗j (z) (resp. π∗j (w))
by zj (resp. wj). As in the F0 case, we define the following rational function to express the contributions from
Ndj and Obsdj :
G(d; z0, z1, w0, w1) :=

∏3|d|−1
j=1
(
−jz0−(3|d|−j)z1
|d|
+w0
)∏|d|−1
j=1
(
jz0+(|d|−j)z1
|d|
)2 , if d = (d, 0),
1∏|d|−1
j=1
(
(
jw0+(|d|−j)w1
|d|
−3z0)( jw0+(|d|−j)w1|d| )
) , if d = (0, d). (3.242)
To express the contributions from N(dj−1,dj) and Obs(dj−1,dj), we introduce another rational function:
H(d1;d2, z0, z1, z2, w0, w1, w2) :=

(−3z1+w1)(
z1−z0
|d1|
+
z1−z2
|d2|
) , if d1 = (da,1, 0) and d2 = (da,2, 0),
1(
z1−z0
|d1|
+
w1−w2
|d2|
) , if d1 = (da,1, 0) and d2 = (0, db,2),
1(
w1−w0
|d1|
+
z1−z2
|d2|
) , if d1 = (0, db,1) and d2 = (da,2, 0),
1(
w1−w0
|d1|
+
w1−w2
|d2|
) , if d1 = (0, db,1) and d2 = (0, db,2).
(3.243)
With this setup, the contributions from Obs and the normal bundle of Fσd can be collected in the following
integrand:
K(σd; z∗, w∗) :=
l(σd)∏
j=1
G(dj ; zj−1, zj, wj−1, wj)
l(σd)−1∏
j=1
H(dj ;dj+1, zj−1, zj, zj+1, wj−1, wj , wj+1). (3.244)
Contributions from ev∗1(α) and ev
∗
2(β) are given in the same way as in the F0 case as follows:
ev∗1(z
swt) = (z0)
s(w0)
t, ev∗2(z
swt) = (zl(σd))
s(wl(σd))
t. (3.245)
In integrating out ev∗1(α)ev
∗
2(β)K(σd; z∗, w∗) over Fσd , we have to note the following three facts:
(i) Integration of the cohomology element α ∈ H∗(F3, C) is realized as the residue integral given in (3.211).
(ii) Looking at (3.233) and (3.234), we must identify:
wj−1 = wj = 0 ; if dj = (da,j , 0),
zj−1 = zj if dj = (0, db,j). (3.246)
(iii) Fσd should be considered as an orbifold on which an abelian group ⊕l(σd)j=1
(
Z/(|dj |Z)
)
acts.
Taking the facts (i) and (ii) into account, we define the following operation on rational functions f in z∗ andw∗:
Res(F3)0(f) :=
{
1
2pi
√−1
∮
C0
dz0
(z0)2
(f |w0=w1), if d1 = (da,1, 0),(
1
2pi
√−1
∮
C(0,3z0)
dw0
w0(w0−3z0)f
)|z0=z1 , if d1 = (0, db,1),
Res(F3)j (f) :=

1
2pi
√−1
∮
C0
dzj
(zj)2
(f |wj=wj+1), if dj+1 = (da,j+1, 0),(
1
2pi
√−1
∮
C0
dwj
wj
f
)|zj=zj+1 , if dj = (da,j , 0) and dj+1 = (0, db,j+1),(
1
2pi
√−1
∮
C(0,3zj)
dwj
wj(wj−3zj)f
)|zj=zj+1 , if dj = (0, db,j) and dj+1 = (0, db,j+1),
(j = 1, · · · , l(σd)− 1),
Res(F3)l(σ
d
)
(f) :=

1
(2pi
√−1)2
∮
C0
dzl(σ
d
)
(zl(σ
d
))2
∮
C0
dwl(σ
d
)
wl(σ
d
)
f, if dl(σdd) = (da,l(σd), 0),
1
(2pi
√−1)2
∮
C0
dzl(σ
d
)
(zl(σ
d
))2
∮
C(0,3zl(σ
d
))
dwl(σ
d
)
wl(σ
d
)(wl(σ
d
)−3zl(σ
d
))
f, if dl(σd) = (0, db,l(σd)).
(3.247)
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Integration over Fσd is done by successive use of the above operation and by dividing the result by the order of
the abelian group ⊕l(σd)j=1
(
Z/(|dj |Z)
)
.
Amp(σd;α, β) =
(l(σd)∏
j=1
1
|dj |
)
Res(F3)l(σ
d
)
(Res(F3)l(σ
d
)−1
(· · ·Res(F3)0(ev∗1(α)ev∗2(β)K(σd; z∗, w∗)) · · ·)).
(3.248)
Finally, we add up contributions from all the Fσd ’s and obtain the formula:
w(OαOβ)0,d =
∑
σd∈OPd
Amp(σd;α, β). (3.249)
3.2.3 Numerical Results and the Mirror Computation
In this section, we present the numerical results of w(OαOβ)0,d by using the formula (3.249). The topological
selection rule for w(OαOβ)0,d is the same as the one for 〈OαOβ〉0,d, as can be easily seen from dimension counting.
Therefore, w(OαOβ)0,d is non-zero only if
deg(α) + deg(β) = 1− da + 2db. (3.250)
In (3.250), deg(∗) means total degree s+ t of a cohomology element zswt. We write down below non-vanishing
w(OαOβ)0,d up to da = 3.
w(O1O1)0,(1,0) = 5, w(OwOw2)0,(0,1) = 3,
w(O1Ow2)0,(1,1) = −6, w(OzOz)0,(1,1) = 1, w(OzOw)0,(1,1) = −1,
w(O1Oz)0,(2,1) = −16, w(O1Ow)0,(2,1) = 39
2
,
w(O1O1)0,(3,1) = 1901
3
,
w(OzOw2)0,(2,2) = 15, w(OwOw2)0,(2,2) = −18,
w(O1Ow2)0,(3,2) = −1035
2
, w(OzOz)0,(3,2) = 64, w(OzOw)0,(3,2) = −96, w(OwOw)0,(3,2) = 413
3
,
w(Ow2Ow2)0,(3,3) = 432. (3.251)
Then we compare these results with the B-model data used in the mirror computation of F3 [3]. In [3], we started
from the so-called I-function of F3,
IF3 = e
(zx1+wx2)/h¯
∑
d
∏0
m=−∞(−3z + w +mh¯)∏−3da+db
m=−∞ (−3z + w +mh¯)
∏da
m=1(z +mh¯)
2
∏db
m=1(w +mh¯)
edax1+dbx2 , (3.252)
and applied Birkhoff factorization with respect to the h¯ parameter, to the connection matrix associated with IF3 .
This operation has been explained in Section 1. It resulted in the following two connection matrices:
Bz :=

−2q1q2 − 10352 q31q22 1 + 135q12q2 −32q12q2 53q1 + 19013 q13q2
10q21q
2
2 −864q31q22 − 4q1q2 192q31q22 + q1q2 − 323 q12q2−12q21q22 1277q31q22 + 3q1q2 −288q31q22 − q1q2 13 + 13q12q2
432q1
3q2
3 + 3q1q2
2 −126q21q22 30q21q22 − 10352 q31q22 − 2q1q2
 ,
Bw :=

−345q31q22 − 2q1q2 1352 q12q2 1− 16q12q2 19019 q13q2
10q1
2q2
2 −576q31q22 − 4q1q2 128q31q22 + q1q2 13 − 163 q12q2
q2 − 12q12q22 25543 q31q22 + 3q1q2 −192q31q22 − q1q2 1 + 132 q21q2
6q1q2
2 + 432q1
3q2
3 3q2 − 126q12q22 30q12q22 −345q31q22 − 2q1q2
 ,
(3.253)
where q1 = e
x1 , q2 = e
x2 . In (3.253), we wrote down the results up to third order in q1. To compare these
matrices with (3.251), we multiply them by the classical intersection matrix of F3:
η :=

1 z w w2
1 0 0 0 3
z 0 0 1 0
w 0 1 3 0
w2 3 0 0 0
, (3.254)
38
from the right. The results turns out to be,
Cz :=

1 z w w2
1 5q1 + 1901q1
3q2 −32q12q2 1 + 39q12q2 −6q1q2 − 31052 q13q22
z −32q12q2 q1q2 + 192q13q22 −q1q2 − 288q13q22 30q12q22
w 1 + 39q1
2q2 −q1q2 − 288q13q22 413q13q22 −36q12q22
w2 −6q1q2 − 31052 q13q22 30q12q22 −36q12q22 9q1q22 + 1296q13q23
,
Cw :=

1 z w w2
1 19013 q1
3q2 1− 16q12q2 3 + 392 q12q2 −6q1q2 − 1035q13q22
z 1− 16q12q2 q1q2 + 128q13q22 −q1q2 − 192q13q22 30q12q22
w 3 + 392 q1
2q2 −q1q2 − 192q13q22 8263 q13q22 3q2 − 36q12q22
w2 −6q1q2 − 1035q13q22 30q12q22 3q2 − 36q12q22 18q1q22 + 1296q13q23
.
(3.255)
Let (Cz)αβ(d) (resp. (Cw)αβ(d)) be the coefficient of q
da
1 q
db
2 in (Cz)αβ (resp. (Cw)αβ). Then we notice that the
following equalities hold true up to the degrees we have computed:
daw(OαOβ)0,d = (Cz)αβ(d), dbw(OαOβ)0,d = (Cw)αβ(d). (3.256)
Therefore, we confirmed Conjecture 2 for lower degrees. If Conjecture 2 holds for arbitrary d, we can construct
B-model connection matrices Bz and Bw by using the data of w(OαOβ)0,d’s. Hence we can execute the mirror
computation of F3 without using the I-function and Birkhoff factorization.
3.3 Calabi-Yau Hypersurface in P(1, 1, 2, 2, 2)
Originally, P(1, 1, 2, 2, 2) is a weighted projective space:
{(x0, x1, x2, x3, x4) ∈ C5 | (x0, x1, x2, x3, x4) 6= 0 }/C×, (3.257)
where the C× action is given by,
(x0, x1, x2, x3, x4)→ (µx0, µx1, µ2x2, µ2x3, µ2x4). (3.258)
It has one Ka¨hler form and a singular P2 = {[(0, 0, x2, x3.x4)]}. In this section, we use another space WP1
instead of P(1, 1, 2, 2, 2). which is obtained from blowing up P(1, 1, 2, 2, 2) along the singular P2. It is a smooth
complex manifold and was used in [18]. Explicitly, it is given as follows:
WP1 = {(a,b) | a = (a0, a1) ∈ C2, b = (b0, b1, b2, b3) ∈ C4 , a 6= 0, b 6= 0 }/(C×)2, (3.259)
where the two C× actions are given by,
(a0, a1, b0, b1, b2, b3)→ (µa0, µa1, b0, b1, b2, µ−2b3), (a0, a1, b0, b1, b2, b3)→ (a0, a1, νb0, νb1, νb3, νb4). (3.260)
From the above definition, we can see that WP1 is nothing but the projective bundle π : P(OP1 ⊕OP1 ⊕OP1 ⊕
OP1(−2)) → P1. Let OWP1(a) be π∗OP1(1) and OWP1(b) be the dual line bundle of the universal bundle of
P(OP1 ⊕ OP1 ⊕ OP1 ⊕ OP1(−2)). The classical cohomology ring of WP1 is generated by two Ka¨hler forms,
z = c1(OWP1 (a)) and w = c1(OWP1 (b)). They obey the relations:
z2 = 0, w3(w − 2z) = 0. (3.261)
As in the previous examples, integration of α ∈ H∗(WP1,C) over WP1 can be realized as residue integral in z
and w as follows: ∫
WP1
α =
1
(2π
√−1)2
∮
C0
dz
z2
∮
C(0,2z)
dw
w3(w − 2z)α. (3.262)
In the r.h.s. of (3.262), α should be considered as a polynomial in z and w. Since c1(WP1) = 4w, the Calabi-Yau
hypersurface XP1 ⊂WP1 is given by the zero locus of a holomorphic section of OWP1 (4b). Let i be the inclusion
map of XP1. In this subsection, we consider the Ka¨hler sub-ringH
∗
K(XP1,C), which is a sub-ring of H
∗(XP1,C)
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generated by i∗z and i∗w. We denote i∗z and i∗w by z and w for brevity. In this subsection, we consider the
following intersection number on M˜p0,2(WP1,d)
w(OαOβ)0,d :=
∫
[M˜p0,2(WP1,(da,db))]vir.
ev∗1(α) ∧ ev∗2(β) ∧ ctop(Ed). (3.263)
In (3.263), [M˜p0,2(WP1,d)]vir. is defined in the same way as in the F3 case and Ed is an orbi-bundle that
corresponds to R0π∗ev∗3(OWP1 (4b)) on M0,2(WP1,d). It is constructed in the same way as in the discussions in
Subsection 2.3. The structure of the moduli space M˜p0,2(WP1, (da, db)) is almost the same as M˜p0,2(F3, (da, db))
and an obstruction bundle similar to the F3 case also appears. The process of the localization computation is also
the same as in the F3 case except that we have ctop(Ed) in this case. But this can be easily done by looking back
at the computation in [10]. Therefore, we write down only the data to compute w(OαOβ)0,(da,db) numerically.
We introduce here two rational functions in z∗ and w∗ in the same way as the F3 case:
G(d; z0, z1, w0, w1) :=

4w0
∏2|d|−1
j=1
(
−jz0−(2|d|−j)z1
|d|
+w0
)∏|d|−1
j=1
(
jz0+(|d|−j)z1
|d|
)2 , if d = (d, 0),
∏
4|d|
j=0
(
jw0+(4|d|−j)w1
|d|
)∏|d|−1
j=1
(
(
jw0+(|d|−j)w1
|d|
)3(
jw0+(|d|−j)w1
|d|
−2z0)
) , if d = (0, d),
(3.264)
H(d1;d2, z0, z1, z2, w0, w1, w2) :=

(−2z1+w1)
4w1
(
z1−z0
|d1|
+
z1−z2
|d2|
) , if d1 = (da,1, 0) and d1 = (da,2, 0),
1
4w1
(
z1−z0
|d1|
+
w1−w2
|d2|
) , if d1 = (da,1, 0) and d2 = (0, db,2),
1
4w1
(
w1−w0
|d1|
+
z1−z2
|d2|
) , if d1 = (0, db,1) and d2 = (da,2, 0),
1
4w1
(
w1−w0
|d1|
+
w1−w2
|d2|
) , if d1 = (0, db,1) and d2 = (0, db,2).
(3.265)
Then the integrand associated with σd ∈ OPd is given by,
K(σd; z∗, w∗) :=
l(σd)∏
j=1
G(dj ; zj−1, zj, wj−1, wj)
l(σd)−1∏
j=1
H(dj ;dj+1, zj−1, zj, zj+1, wj−1, wj , wj+1). (3.266)
The integration rule of K(σd; z∗, w∗) is almost the same as the F3 case,
Res(WP1)0(f) :=
{
1
2pi
√−1
∮
C0
dz0
(z0)2
(f |w0=w1), if d1 = (da,1, 0),(
1
2pi
√−1
∮
C(0,2z0)
dw0
(w0)3(w0−2z0)f
)|z0=z1 , if d1 = (0, db,1),
Res(WP1)j (f) :=

1
2pi
√−1
∮
C0
dzj
(zj)2
(f |wj=wj+1), if dj+1 = (da,j+1, 0),(
1
2pi
√−1
∮
C(0,2zj)
dwj
(wj)3
f
)|zj=zj+1 , if dj = (da,j , 0) and dj+1 = (0, db,j+1),(
1
2pi
√−1
∮
C(0,2zj)
dwj
(wj)3(wj−2zj)f
)|zj=zj+1 , if dj = (0, db,j) and dj+1 = (0, db,j+1),
(j = 1, · · · , l(σd)− 1),
Res(WP1)l(σ
d
)
(f) :=

1
(2pi
√−1)2
∮
C0
dzl(σ
d
)
(zl(σ
d
))2
∮
C(0,2zl(σ
d
))
dwl(σ
d
)
(wl(σ
d
))3
f, if dl(σdd) = (da,l(σd), 0),
1
(2pi
√−1)2
∮
C0
dzl(σ
d
)
(zl(σ
d
))2
∮
C(0,2zl(σ
d
))
dwl(σ
d
)
(wl(σ
d
))3(wl(σ
d
)−2zl(σ
d
))
f, if dl(σd) = (0, db,l(σd)),
(3.267)
except that we also take the residue at wj = 2zj in the fourth and sixth lines of (3.267). It seems a little bit
unnatural from geometrical point of view, but we need to do it to obtain the correct numerical results. The reason
of this modification seems to be a problem which should be pursued further. With this setup , contributions
from σd ∈ OPd to w(OαOβ)0,d are given by,
Amp(σd;α, β) =
(l(σd)∏
j=1
1
|dj |
)
Res(WP1)l(σ
d
)
(Res(WP1)l(σ
d
)−1
(· · ·Res(WP1)0(ev∗1(α)ev∗2(β)K(σd; z∗, w∗)) · · ·)),
(3.268)
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where ev1(z
swt) = (z0)
s(w0)
t (resp. ev2(z
swt) = (zl(σd))
s(wl(σd))
t). Finally,we obtain w(OαOβ)0,d as usual:
w(OαOβ)0,d =
∑
σd∈OPd
Amp(σd;α, β). (3.269)
3.3.1 Numerical Results and the Mirror Computation
We present below numerical results of w(OαOβ)0,d up to da + db ≤ 3 by using the generating function:
w(OαOβ)0 :=
(∫
XP1
αβz
)
x1 +
(∫
XP1
αβw
)
x2 +
∑
d>(0,0)
w(OαOβ)0,dedax1+dbx2 . (3.270)
In (3.270), the classical intersection number
∫
XP1
αβγ is given by,∫
XP1
αβγ =
1
(2π
√−1)2
∮
C0
dz
z2
∮
C(0,2z)
dw
w3(w − 2z)4w · αβγ, (3.271)
where α, β and γ in the r.h.s. are regarded as polynomials in z and w.
w(O1Ow2)0 = 4x1 + 8x2 + 1024ex2 + 103872e2x2 + 46099456
3
e3x2 + 216576ex1+2x2 + · · · ,
w(O1Ozw)0 = 4x2 + 416ex2 − 4ex1 + 39120e2x2 − 6e2x1 + 192ex1+x2 + 16567040
3
e3x2 − 40
3
e3x1 +
+133920ex1+2x2 + 192e2x1+x2 + · · · ,
w(OzOz)0 = 4ex1 + 10e2x1 + 832ex1+x2 + 88
3
e3x1 + 199744ex1+2x2 + 832e2x1+x2 + · · · ,
w(OwOw)0 = 4x1 + 8x2 + 1664ex2 + 210880e2x2 + 108286976
3
e3x2 + 486016ex1+2x2 + · · · ,
w(OzOw)0 = 4x2 + 416ex2 − 4ex1 + 39120e2x2 − 6e2x1 + 832ex1+x2 + 16567040
3
e3x2 − 40
3
e3x1 +
+375648ex1+2x2 + 832e2x1+x2 + · · · . (3.272)
Let ηαβ be
∫
XP1
αβ, i.e., the (α, β)-element of classical intersection matrix of XP1 and η
αβ be the (α, β)-element
of the inverse of (ηαβ). One of our conjectures in this example is that η
zαw(O1Oα)0 and ηwαw(O1Oα)0 coincide
with the mirror maps used in the standard mirror computation [7]. Indeed, our numerical results:
t1 =
1
4
w(O1Ow2)0 − 1
2
w(O1Ozw)0 =
= x1 + 48e
x2 + 6408e2x2 + 1080448e3x2 − 12816ex1+2x2 + 2ex1 + 3e2x1 − 96ex1+x2 +
+
20
3
e3x1 − 96e2x1+x2 + · · · ,
t2 =
1
4
w(O1Ozw)0 =
= x2 + 104e
x2 − ex1 + 9780e2x2 − 3
2
e2x1 + 48ex1+x2 +
4141760
3
e3x2 − 10
3
e3x1 +
+33480ex1+2x2 + 48e2x1+x2 + · · · , (3.273)
give us the standard mirror maps in [7]. We then invert (3.273) and substitute xi = xi(t1, t2) into w(OzOz)0,
w(OzOw)0 and w(OwOw)0. The results:
w(OzOz)0|xi=xi(t1,t2) = 4t1 + 8t2 + 640et2 + 40448e2t2 + 640et1+t2 +
7787008
3
e3t2 + 288896et1+2t2 + · · · ,
w(OzOw)0|xi=xi(t1,t2) = 4et1 + 640et1+t2 + 2e2t1 + 72224et1+2t2 +
4
3
e3t1 + · · ·
w(OwOw)0|xi=xi(t1,t2) = 4t2 + 640et1+t2 + 144448et1+2t2 + · · · ,
(3.274)
give us the generating functions of 2-point Gromov-Witten invariants of XP1. These results are evidences of
Conjecture 1 in the case of Calabi-Yau hypersurface of WP1.
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4 Generalizations to Weighted Projective Space with One Ka¨hler
Form
4.1 K3 surface in P(1, 1, 1, 3)
This subsection deals with results on the j-invariant of elliptic curves arising from our conjecture on mirror map.
The j-invariant is a modular function of τ : the flat coordinate of the moduli space of complex structures of
elliptic curves, and its Fourier expansion is given by,
j(q) = q−1 + 744 + 196884q+ 21493760q2+ 864299970q3+ 20245856256q4+ 333202640600q5+ · · · ,
=: q−1 +
∑
d=1
jdq
d−1,
(q = exp(2π
√−1τ)). (4.275)
By inverting (4.275), we can express 2π
√−1τ as a power series in j−1:
2π
√−1τ = − log(j) + 744j−1 + 473652j−2 + 451734080j−3+ 510531007770j−4+ 3169342733223744
5
j−5 + · · · ,
=: − log(j) +
∞∑
d=1
wdj
−d. (4.276)
Let WP2 be the weighted projective space P(1, 1, 1, 3):
WP2 := {a = (a0, a1, a2, a3) | a 6= 0 }/C×, (4.277)
where the C× action is given by,
(a0, a1, a2, a3)→ (µa0, µa1, µa2, µ3a3). (4.278)
We denote by OWP2(1) the line bundle whose holomorphic section is generated by a0, a1 and a2. Let z be
c1(OWP2 (1)). Then H∗(WP2,C) is isomorphic to C[z]/(z4) and integration of α ∈ H∗(WP2,C) can be realized
as the following residue integral: ∫
WP2
α =
1
3
· 1
2π
√−1
∮
C0
dz
z4
α, (4.279)
where α on the r.h.s. is regarded as a polynomial in z. The factor 13 comes from the fact that WP2 is an orbifold
with Z3 singularity [(0, 0, 0, 1)]. It is well-known that the zero locus of a holomorphic section of OWP2(6) is a K3
surface. Let XP2 be this K3 surface. In [17], it was proved that the mirror map used in the mirror computation
of XP2 is given by:
t = x+
∞∑
d=1
wde
dx
= x+ 744ex + 473652e2x + 451734080e3x+ 510531007770e4x+
3169342733223744
5
e5x + · · · , (4.280)
where t is the flat coordinate of Ka¨hler moduli space of XP2 and x is a standard complex deformation parameter
of the mirror manifold of XP2. At this stage, we consider the following intersection number on M˜p0,2(WP2, d):
w(OαOβ)0,d :=
∫
M˜p0,2(WP2,d)
ev∗1(α) ∧ ev∗2(β) ∧ ctop(Ed), (4.281)
where Ed is a sheaf that corresponds to R0π∗ev∗3(OWP2 (6)) on M0,2(WP2, d). We briefly mention the structure
of M˜p0,2(WP2, d). For brevity, we write (a0, a1, a2, a3) as (a, a3). Then a polynomial map from CP
1 to WP2 of
degree d is written as follows:
(
d∑
j=0
ajs
jtd−j ,
3d∑
j=0
a3,js
jt3d−j). (4.282)
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Therefore, Mp0,2(WP2, d) is constructed as follows:
Mp0,2(WP2, d) = {(a0, a1, · · · , ad, a3,0, a3,1, · · · , a3,3d) | (a0, a3,0), (ad, a3,3d) 6= 0}/(C×)2, (4.283)
where the two C× actions are given by,
(a0, a1, · · · , ad, a3,0, a3,1, · · · , a3,3d) → (µa0, µa1, · · · , µad, µ3a3,0, µ3a3,1, · · · , µ3a3,3d),
(a0, a1, · · · , ad, a3,0, a3,1, · · · , a3,3d) → (a0, νa1, ν2a2, · · · , νdad, a3,0, νa3,1, ν2a3,1, · · · , ν3da3,3d). (4.284)
Additional divisors added to construct M˜p0,2(WP2, d) are fundamentally the same as in the CP
N−1 case. There-
fore, a point in M˜p0,2(WP2, d) can be represented as,
[((a0, a1, · · · , ad, a3,0, a3,1, · · · , a3,3d, u1, u2, · · · , ud−1)], (4.285)
where [∗] means taking the equivalence class under the (C×)d+1 action. We then compute w(OαOβ)0,d by using
localization under the torus action flow:
[((eλ0ta0, e
λ1ta1, · · · , eλdtad, eλ3,0ta3,0, eλ3,1ta3,1, · · · , eλ3,3dta3,3d, u1, u2, · · · , ud−1)],
(λ3,3j = 3λj , j = 0, 1, 2, · · · , d). (4.286)
As in the CPN−1 case, the connected components of the fixed point set are labeled by ordered partitions of the
positive integer d:
OPd = {σd = (d1, d2, · · · , dl(σd)) |
l(σd)∑
j=1
dj = d , dj ∈ N}. (4.287)
Let Fσd be the connected component labeled by σd. As in the previous examples, it is given by an orbifold:
(WP2)0 × (WP2)1 × (WP2)2 × · · · × (WP2)l(σd), (4.288)
on which ⊕l(σd)j=1 (Z/(djZ)) acts. Now, we define two rational functions in z∗ to write down the integrand for Fσd :
G(d; z0, z1) :=
∏6d
j=0
( jz0+(6d−j)z1
d
)∏d−1
j=1 (
jz0+(d−j)z1
d )
3
∏3d−1
j=1 (
jz0+(3d−j)z1
3d )
. (4.289)
H(d1, d2; z0, z1, z2) :=
1
6z1
(
z1−z0
d1
+ z1−z2d2
) (4.290)
As in the previous cases, the integrand is given by,
K(σd; z∗) :=
l(σd)∏
j=1
G(dj ; zj−1, zj)
l(σd)−1∏
j=1
H(dj , dj+1; zj−1, zj, zj+1). (4.291)
Looking back at (4.279), we introduce the following operation:
Res(WP2)j (f) :=
1
3
· 1
2π
√−1
∮
C0
dzj
(zj)4
f. (4.292)
Then contribution from Fσd to w(OαOβ)0,d is given by,
Amp(σd;α, β) =
(l(σd)∏
j=1
1
dj
)
Res(WP2)l(σd)(Res(WP2)l(σd)−1(· · ·Res(WP2)0(ev
∗
1(α)ev
∗
2(β)K(σd; z∗) · · ·)),
(4.293)
where ev∗1(z
s) = (z0)
s (resp. ev∗2(z
s) = (zl(σd))
s). Finally, we add up the contributions from all the Fσd ’s and
obtain the formula:
w(OαOβ)0,d =
∑
σd∈OPd
Amp(σd;α, β). (4.294)
Now, our conjecture in this example becomes,
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Conjecture 3
wd =
1
2
w(O1Oz)0,d. (4.295)
We checked the above equality up to degree 5. As a by-product of this conjecture, we can represent the Fourier
coefficient jd of the j-invariant in terms of the intersection number w(OαOβ)0,d as follows:
Corollary 1
jd =
∑
σd∈OPd
(−(d− 1))l(σd)−1 1
(l(σd))!
l(σd)∏
j=1
(w(O1Oz)0,dj
2
)
. (4.296)
The above equation easily follows from standard combinatorics of inversion of power series.
4.2 Calabi-Yau Hypersurface in P(1, 1, 2, 2, 6)
As our last example, we deal with the Calabi-Yau hypersurface in P(1, 1, 2, 2, 6), which was discussed in much
previous work [7] [15], [16]. As in the case of P(1, 1, 2, 2, 2), we use the following toric manifold:
WP3 = {(a,b) | a = (a0, a1) ∈ C2, b = (b0, b1, b2, b3) ∈ C4 , a 6= 0, b 6= 0 }/(C×)2, (4.297)
where the two C× actions are given by,
(a0, a1, b0, b1, b2, b3)→ (µa0, µa1, b0, b1, b2, µ−2b3), (a0, a1, b0, b1, b2, b3)→ (a0, a1, νb0, νb1, ν3b3, νb4). (4.298)
It can be obtained by blowing up P(1, 1, 2, 2, 6) along the singular P(1, 1, 3) in P(1, 1, 2, 2, 6). Let OWP3(a) be
a line bundle whose holomorphic section is generated by a0 and a1 and let OWP3(b) be a line bundle whose
holomorphic section is generated by b0 and b1. We denote c1(OWP3(a)) (resp. c1(OWP3 (b))) by z (resp. w).
Then we can consider the following intersection number on M˜p0,2(WP3,d):
w(OαOβ)0,(da,db) :=
∫
[M˜p0,2(WP3,(da,db))]vir.
ev∗1(α) ∧ ev∗2(β) ∧ ctop(Ed). (4.299)
where Ed is an orbi-bundle on M˜p0,2(WP3,d) that corresponds to R0π∗ev∗3(OWP3 (6b)) on M0,2(WP3,d). From
(4.297) and (4.298), we can see that WP3 is a P(1, 1, 1, 3) bundle over P
1. Therefore, it is straightforward
to compute w(OαOβ)0,(da,db) by combining the result of WP1 with the one of WP2. We leave the remaining
computations to readers as an exercise. We end by presenting numerical results of w(OαOβ)0,d in the form of
generating function:
w(O1Ow2) := 2x1 + 4x2 + 3456ex2 + 2335968e2x2 + 2313054720e3x2 + 4836096ex1+2x2 + · · · ,
w(O1Ozw) := 2x2 + 1488ex2 − 2ex1 + 947304e2x2 − 3e2x1 + 480ex1+x2 + 903468160e3x2 −
−20
3
e3x1 + 2859408ex1+2x2 + 480e2x1+x2 + · · · ,
w(OzOz) := 2ex1 + 5e2x1 + 2976ex1+x2 + 44
3
e3x1 + 4896288ex1+2x2 + 2976e2x1+x2 + · · · ,
w(OwOw) := 2x1 + 4x2 + 5952ex2 + 5089248e2x2 + 5867470336e3x2 + 12006720ex1+2x2 + · · · ,
w(OzOw) := 2x2 + 1488ex2 − 2ex1 + 947304e2x2 − 3e2x1 + 2976ex1+x2 + 903468160e3x2 −
−20
3
e3x1 + 9198000ex1+2x2 + 2976e2x1+x2 + · · · . (4.300)
Of course, we can perform the mirror computation by using these results as in the P(1, 1, 2, 2, 2) case.
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