In this paper the use of the finite-difference time-domain technique for the modeling of the seat dip effect in concert halls is demonstrated. The linear time-domain acoustic partial differential equations are discretized using a finite-difference technique. The second-order accurate differencing scheme is time-space centered, and the velocity and pressure are solved on an interlaced mesh. First-and second-order Mur absorbing boundary conditions, originally formulated for electromagnetic problems, are adapted to the acoustics case and used to truncate the numerical grid. The technique is first verified by comparing the numerical results to the analytic solution of a simple point source.
INTRODUCTION
The computer modeling of room acoustics has been traditionally limited to the image source method and ray tracing methods. These are high-frequency techniques which model the propagation of sound as rays, cones, or images, and generally do not include diffraction effects. That is, they do not directly model the wave nature of sound. More advanced ray tracing techniques do exist which approximate the diffraction phenomenon. 1, 2 In order to investigate low-frequency phenomena, scale models are sometimes used. The main problem with these models is the expense and time required to obtain accurate results. Thus, it would be valuable to have a computer modeling technique which can efficiently model the correct physics of room acoustics based on the governing partial differential equations.
The partial differential equations governing acoustic phenomena can be cast in the frequency domain or the time domain. An important advantage of solving the time-domain equations is that the complete frequency response, in the band of frequencies contained in the excitation, can be obtained in one simulation. Furthermore, transient effects are easily observed in the time-domain approach. Therefore, in this paper we solve the time-domain partial differential equations which govern the propagation of acoustic waves.
Two general computational techniques for solving these partial differential equations are the finite-difference and finite-element methods. Both provide accurate solutions to the acoustic equations, but when dealing with room acoustics the main difficulty in applying either of these methods is the large amount of computer resources required to obtain useful results. This is mainly due to the size of the problems encountered in room acoustics. In general, finite-element techniques tend to be more computationally demanding due to the fact that irregular grids, with their associated large computational overhead, can be used to discretize the problem. Of course, the conforming of grids to object boundaries is a big advantage in terms of accuracy, but this advantage is not clear for time-domain problems. This is due to the fact that irregular grids tend to distort the propagation of acoustic energy and reduce the accuracy gained by better modeling of the object boundaries. The overhead required in finiteelement programs generally makes them more demanding on memory and processing time than finite-difference techniques. Formulating finite-difference methods on irregular grids is, of course, possible, but it shares many of the same advantages and disadvantages over simple cubical grid finite-difference time-domain methods.
Finite-difference techniques which use uniform cubical grids are more computationally efficient than finite-element methods. They can be used to solve any of the various forms of time-domain equations which govern the acoustic field ͑i.e., second-order wave equation, first-order Newton and continuity equations, etc.͒. 3, 4 In this paper we choose to solve the first-order equations using a second-order accurate differencing scheme which is time-space centered. This time- space centering is in the spirit of the Yee algorithm used extensively in time-domain electromagnetic calculations. 5, 6 A similar technique to the one presented in this work was recently derived independently of ours and presented in Ref.
7.
Even for finite-difference techniques the modeling of an entire concert hall would require more computer resources than are typically available on engineering workstations. On the other hand, many low-frequency phenomena which occur in concert halls can be modeled with modest computer resources. One such phenomena which we investigate in this study is the seat dip effect which occurs in concert halls.
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I. FINITE-DIFFERENCE TIME-DOMAIN SOLUTION OF ACOUSTIC EQUATIONS
A. The acoustic equations: Total and scattered field formulations
If we consider a gas having negligible viscosity, and assume that perturbations from rest conditions of the field variables, that is, velocity and pressure of the gas, are small, then the equations which govern the motion of the gas are Newton's equation
͑1͒
and the continuity equation
where the notation ‫ץ‬ t denotes partial differentiation with respect to time, ␦ 0 is the density of the gas at rest, p 0 is the pressure of the gas at rest, ␥ is the ratio of specific heat at constant pressure to that at constant volume ͑␥ϭ1.4 for air at normal temperature and pressure͒, u is the gas particle velocity, and p is the excess pressure ͑difference between actual pressure and p 0 ͒. The wave velocity is given by
This final result can be easily seen, since by differentiating ͑2͒ with respect to t and using ͑1͒ we get the wave equation
for the excess pressure. ͑A similar equation can be derived for the velocity u.͒ Now many numerical techniques for acoustics start with this second-order wave equation. We choose to solve the first-order equations ͑1͒ and ͑2͒ directly. We first write out the first-order equations in component form by using uϭu x a x ϩu y a y ϩu z a z , where a x , a y , and a z are the unit vectors in rectangular coordinates, and we make the substitution qϭϪ␦ 0 Ϫ1 p which we call the normalized negative pressure to get
‫ץ‬ t u y ϭ‫ץ‬ y q, ͑6͒
The interesting aspect of these equations is that the time derivative of any velocity component is dependent only on spatial derivatives of the pressure. Similarly, the time derivative of the pressure is only related to spatial derivatives of the velocity. This special structure in the first-order equations will be taken advantage of to construct a numerical scheme wherein the velocity and pressure are interlaced in space and time.
In problems where a known incident field in a homogeneous region impinges on physical scatterers, it is more convenient to use the scattered field formulation. 3, 4 In this formulation the total field is split up as the sum of the incident and scattered field. For example, qϭq i ϩq s , where the i and s superscripts denote the incident and scattered field, respectively. In the homogeneous region surrounding the scatterers, the scattered field will satisfy the same equations as the total field, i.e., Eqs. ͑5͒-͑8͒. On the other hand, inside simple penetrable objects, which can be modeled by imposing a different speed of sound inside the object, or at the boundaries of perfectly hard or soft objects, the scattered field will be coupled to the incident field. For the case of simple penetrable objects, the coupling of the two fields occurs within the differential equations, whereas for the case of perfectly hard or soft objects the coupling occurs in the boundary conditions. Thus, for instance, inside a body made of a material in which the speed of sound within it is given as c 1 , the continuity equation for the scattered field becomes
where now, since the incident field is given, the second term on the right-hand side acts as a source term for the scattered field. Newton's equations for the scattered field may be handled by a similar procedure when the density of the scatterer, ␦ 0 , is different than the surrounding medium.
Acoustically hard objects are defined by imposing the condition that the velocity normal to the boundary goes to zero. On the other hand, the pressure at the boundaries of acoustically soft objects goes to zero. Mathematically we impose n-uϭ0, where n is the normal to the boundary of acoustically hard objects, and we impose pϭ0 at the boundary of acoustically soft objects. Note that at the boundary of stationary hard objects we can equivalently write n-"pϭ‫ץ‬ n pϭ0 from Newton's law. In the scattered field formulation these simply become n-u s ϭϪ͑n-u i ͒, p s ϭϪp i , and ‫ץ‬ n p s ϭ‫ץ‬ n p i , where on the boundary the incident field values u i , and p i would be specified.
B. The finite-difference time-domain scheme
In what follows we approximate the first-order derivatives in equations ͑5͒-͑8͒ by the second-order centered difference form given by
and use the notation
for the grid function f n (i, j,k) defined on a grid with spacetime cell size ⌬xϫ⌬yϫ⌬zϫ⌬t. We define the grid func-tion for negative pressure at the center of a cell and grid functions for the velocities normal to the faces of the cells. This configuration is depicted in Fig. 1 . If the second-order finite-difference approximation given in Eq. ͑10͒ is used to approximate the time and space derivatives in Eqs. ͑5͒-͑8͒, then we can write
where all missing spatial indices are 1/2 indices. For example,
and we have chosen a cubical grid such that ⌬xϭ⌬yϭ⌬z ϭ⌬h.
The above interlaced leapfrog scheme is conditionally stable with Courant number 1/), which means that the stability condition c⌬t/⌬hр1/) ͑18͒ must be satisfied. The numerical dispersion of this scheme has been investigated previously. 6, 7 With the above scheme it becomes a simple matter to model acoustically hard boundaries where the velocity normal to the boundary goes to zero and acoustically soft boundaries where the pressure at the boundary goes to zero. We align soft boundaries with cell centers and set the pressure there to be zero. We align hard boundaries with cell faces and either set the normal velocity at that cell face to zero or we use the condition that the normal derivative of the pressure be zero. Referring to Fig. 2 , the soft boundary is modeled by setting
and the hard boundary is modeled by setting
for all time steps n. Although we do not consider herein specific numerical examples of simple inhomogeneous materials, wherein the sound velocity is a function of position, these materials can be modeled simply by spatially discretizing the velocity parameter c as c(iϩ1/2, jϩ1/2,kϩ1/2), and the density as ␦ 0 ϭ␦ 0 (iϩ1/2, jϩ1/2,kϩ1/2). Slightly more complicated formulations would be required for modeling materials exhibiting absorption ͑i.e., lossy materials͒, but the finitedifference method could be applied in a similar manner to those formulations.
C. Absorbing boundary conditions
Since the basic leapfrog scheme is space centered, numerical boundary conditions are required at the boundaries of the grid. The purpose of these numerical boundary conditions is to absorb the acoustic energy impinging on the boundaries from all angles, and therefore these conditions are sometimes called absorbing boundary conditions ͑ABCs͒. Much research has been performed on absorbing boundary conditions for wave-type equations. [6] [7] [8] [9] Some of the characteristics used in judging the performance of ABCs are: ͑1͒ their ability to absorb energy at all angles of incidence; and ͑2͒ their ability to absorb at low as well as high frequencies.
Normally acoustic energy scattered from arbitrary obstacles will impinge on the outer boundary at arbitrary angles and thus it is important to have boundary conditions which have good absorption at all angles of incidents. Also, the point of using a time-domain technique is to obtain wideband information with one run of the algorithm, and therefore it is also important that the ABCs absorb well over the whole range of frequencies which are of interest.
We have implemented both first-and second-order Mur absorbing boundary conditions which were initially developed for the Maxwell equations. 9 Numerical tests with these ABCs in the acoustics case generally reveal a better performance of the second-order conditions over the first. Of course the ABCs are not perfect and small numerical reflections are observed and must be accounted for in numerical results. A brief review of these absorbing boundary conditions as they are applied to the present acoustic wave case follows. The details can be found in Mur's original paper as well as many other expositions. If we consider any scalar field ͑or component of a vector field͒, W, which satisfies the second-order wave equation ͑4͒, then at the boundary xϭ0 the Mur first-order and secondorder boundary conditions are
and
respectively. These equations are discretized using second-order centered differences. If we consider one side of our mesh to be terminated by the plane xϭ0, corresponding to the index iϭ0, where only normal components of the velocity vector u x exist, then the update equations for the first-and secondorder Mur ABCs ͑21͒ and ͑22͒, become
respectively, where missing spatial indices are half indices, jϩ1/2 and kϩ1/2, in all terms. The finite-difference operators ␦ y 2 and ␦ z 2 are second-order centered differences used in the approximations of the continuous partial derivatives ‫ץ‬ y 2 and ‫ץ‬ z 2 where, for example,
Similar expressions can be derived for the absorbing boundary conditions on the remaining five planar sides of the mesh. On the yϭconstant planar boundaries we terminate with u y velocity components, whereas on the zϭconstant planar boundaries we terminate with u z velocity components. Note that second-order Mur ABCs cannot be used on the edges of the mesh due to terms such as those given in ͑25͒ and ͑26͒. Thus, on the edges we always use first-order Mur ABCs.
II. EVALUATION-POINT SOURCE IN AN INFINITE HOMOGENEOUS SPACE
Although the numerical scheme described above can model various source excitations, from a practical point of view, in room acoustics it is typical to model sources of acoustic energy originating from a small sphere or a quasipoint source. In order to evaluate the leapfrog scheme and determine the performance of the absorbing boundary conditions for this type of source, we compare the numerical results of imposing the pressure at a single point in a homogeneous mesh to the analytic solution of a small spherical source radiating in an infinite homogeneous space where the speed of sound is 343 m/s.
The excess pressure everywhere in a homogeneous infinite space produced by a pressure point-source satisfies the inhomogeneous second-order wave equation ͑4͒. If we impose the excess pressure as a function of time, say f (t), on a small sphere of radius r 0 centered at the origin, then the pressure outside this sphere is given by p͑r,t ͒ϭ͑ r 0 /r ͒ f ͓tϪ͑ rϪr 0 ͒/c͔, ͑27͒
where r is the radial direction in the mesh. For our test problem we imposed a time varying pressure at a single point in the grid. We used a grid of size 50ϫ50ϫ50 having ⌬xϭ⌬yϭ⌬zϭ5 cm, and imposed the pressure at the center of the grid, that is, at ͑iϭ25, jϭ25, kϭ25͒. For this and all numerical results described herein, the time step was chosen as the upper bound of the Courant stability limit, ͑18͒. Thus, for this grid the time step was set to 84.2 s. The time variation was chosen to be the derivative of a Gaussian function, given by , and ␤ϭ2.68 3 18ϫ10
Ϫ3
. The mesh was truncated using the second-order Mur ABCs and the pressure was sampled at 12 receiver points with coordinates listed in Table I . The geometry of the problem with the 12 receiver locations are shown in Fig. 3 . The time-domain waveform of the imposed pressure is shown in Fig. 4 and the calculated waveforms at the points P2, P6, and P10 ͑see Table I for the coordinate locations and distances from the source͒, are shown in Fig. 5 . Note the relatively small numerical reflections in the time range 0.010-0.015 s originating at the mesh boundaries. These reflections increase in size relative to the size of the primary waveform as we sample at points closer to the mesh boundaries. It is thus important to keep the grid boundaries sufficiently far away from measurement points in order to reduce the effect of these reflections. The performance of the Mur ABCs is better for source waveforms having a lowerfrequency content; that is, the magnitude of the reflected wave would be smaller for a source waveform having the same amplitude but slower rise and fall times. Better and more efficient ABCs have been and are continually being developed by researchers solving wave-type problems. 7, 9 As well as giving us insight into the performance of the Mur ABCs for acoustics, our test problem serves to evaluate how well the algorithm models spherical waves produced by a transient point source in the mesh. We see from Table I that a numerical speed equal to the correct speed of 343 m/s is achieved only along diagonal 2 and only for the positive peak of the waveform. It is well known that this direction in the grid gives the best dispersion characteristics when using the leapfrog scheme. 6 The fact that the negative peak seems to travel at a slightly higher speed is probably due to the fact that slower high-frequency waves from the positive peak have merged with the negative peak and as a result have broadened it slightly.
The 1/r attenuation of the wave inherent in spherical waves, as shown in Eq. ͑27͒, can also be checked for the positive and negative peaks of the waveforms using Table I . A simple check on the accuracy of the algorithm can be made by defining the percent error in the attenuation of the pressure between any two points as
͑29͒
where R 1 and R 2 are the distances from the source of the first and second point, respectively, and P 1 and P 2 are the calculated pressures at these points. For example, if we assume that the source has zero radius then the percent error between points P9 and P11 can be calculated as 0.169% for the positive peak. We can also define a numerical radius, r 0 , of the FIG. 4 . Imposed pressure at the grid point ͑25,25,25͒ in a mesh of size 50ϫ50ϫ50. point source by imposing that the percent error be zero from r 0 to another point in the mesh. For example, if we assume that the percent error is zero at point P11, then we must have r 0 ϭ 75)͑1563.96͒ 12 6939 ϭ1.6 cm. ͑30͒
All the points in Table I predict an r 0 of approximately 1.6 cm. Thus, our numerical point source can be thought of as occupying a sphere having a diameter of about 3.2 cm within a 5-cm cubical cell of the mesh.
III. SIMULATION OF THE SEAT DIP EFFECT IN A CONCERT HALL
As an example of a practical room acoustics application of the finite-difference time-domain method; we examine the seat dip effect which is frequently found to occur in concert halls. In 1964, the independent studies of Schultz and Watters 10 and Sessler and West 11 demonstrated that sound waves passing over rows of theatre seats at grazing incidence are subject to selective attenuation of the low frequencies. This dip in the low frequencies can be up to 15 or 20 dB and generally occurs in the frequency range from about 80 to 200 Hz. Both groups concluded that the frequency of the dip is determined primarily by a vertical resonance in the gaps between the rows. A horizontal resonance between the rows was believed to have only a secondary effect. Sessler and West further concluded that a broadband absorption at frequencies from 80 to 400 Hz results from diffraction of the sound waves around the upper edges of the seats. More recently, Ishida 12 conducted a time-domain experimental investigation of the seat dip effect using a simplified physical model. He concluded that the seat dip attenuation was caused by interference between the direct sound wave and a negative pressure wave. The negative pressure wave was shown to be due to the diffraction around the tops of the seat backs.
As such, the underlining mechanisms which create the seat dip effect make it unsuitable for analysis by ray tracing or image source methods. Conversely, the seat dip effect lends itself ideally to analysis by the finite-difference timedomain method since it is a low-frequency wave phenomenon, and it primarily affects the direct sound; so the response of the entire concert hall does not need to be modeled. Therefore, as further validation of our model, we report the results of simulations conducted to demonstrate how the finite-difference time-domain method can accurately predict the various aspects of the seat dip effect.
There have been several previous studies wherein the seat dip effect has been modeled using theoretical ͑rather than scale model measurements͒ approaches. Ando et al. 13 simulated a plane wave passing over a periodic boundary of infinite length. The authors of that study concluded that the severity of the seat dip effect could be reduced by using absorbing floor surfaces. More recently, Terai and Kawai 14 used boundary element methods to model various seating configurations in both two and three dimensions and compared their results to measurements made using scale models. However, the results predicted by their theoretical model diverge significantly from the results of their scale model measurements.
In the present study, two simulations were conducted. In the first simulation, an omnidirectional point source, S, was located in the center of the stage at a height of 100 cm above the floor. In the second simulation the source was set to a height of 250 cm above the floor. All other parameters were held constant between the two simulations. A total of 18 receiver locations were distributed throughout the 16 rows of seats, as shown in Fig. 6 . Receiver heights of 110, 200, and 300 cm were used. A detailed view of how the rows were placed in the finite-difference grid is shown in Fig. 7 . The scattered field formulation was used and an incident pressure field originating at the source point, S, was assumed with a time-domain variation given by the derivative of a Gaussian function.
The cubical grid size used in the simulations was 5 cm, giving an upper frequency limit of about 1400 Hz. The grid dimensions were 490ϫ70ϫ85 for a total grid size of 2 915 500 cells. A time step of 8.41 618ϫ10 Ϫ5 s was used in the simulations which were run for 1500 time steps. Therefore, the first 126 ms or so of the impulse responses were calculated. The results of the simulations are shown in Figs. 8, 9, and 10. A very modest smoothing ͑approximately 1/10th octave͒ was applied to the curves in these figures and their levels have been normalized. This was done solely to improve visual clarity and to make it easier to identify the center frequency of the dips. Figure 8 illustrates the effects of the distance from the source to the receiver on the seat dip effect. The figure shows the transfer functions from the source to six receiver points located at different locations among the rows of seats. The distance from the source to the first receiver was 7 m while the distance to the last receiver was 18.9 m. The transfer functions were obtained by taking the Fourier transforms of frequency of the dip increases as the distance between the source and the receiver increases. Another way of viewing this is to note that the frequency of the dip increases as the grazing angle is decreased. Also, the curves of the figure show that the dip becomes narrower as the grazing angle is increased. These related results were found by Schultz and Watters and by Bradley 15 for both scale model measurements and measurements in real concert halls. Therefore, the computer model using the finite-difference time-domain method is able to successfully model the seat dip phenomenon and these three effects due to the source-receiver distance. Interestingly, the theoretical analysis by Ando et al. failed to predict any dependence of the dip frequency on the grazing angle even though they simulated a 20°range of grazing angles ͑see Fig. 5, Ref. 13͒ .
In both of the 1964 studies the effect of the receiver height was examined and it was found that the depth of the low-frequency dip decreases as the height of the receiver is increased. Schultz and Watters conducted a more detailed analysis and their results further show that the frequency of the dip decreases as the height of the receiver is increased above the rows of seats. Therefore, the effect of the receiver height was also examined in the present study. Figure 9 shows the transfer functions from the source to the three receiver points, R61, R62, and R63 derived from our computer simulations. All three receivers are located in the last row of seats with R61 at a height of 110 cm, R62 at a height of 200 cm, and R63 at a height of 300 cm. The simulation with the source set to a height of 250 cm was used for this analysis. The curves of Fig. 9 clearly show the depth of the low-frequency dip decreasing as the receiver height is varied from 110 cm to 300 cm. Also seen in the figure is the downward shift in the frequency of the dip as the height of the receiver is increased. These results demonstrate that our computer model is able to correctly predict these two effects due to receiver height.
As a final verification of our model's ability to accurately simulate the various components of the seat dip effect, we examined the effect of the height of the source. It should be noted that a change in the source height can be viewed equivalently as a change in the grazing angle of the sound. Both Schultz and Watters and Bradley conducted tests to specifically examine this parameter. In those studies it was found that an increase in the height of the source resulted in a decrease in the frequency of the dip. Figure 10 shows the results of the present study examining the effect of the height of the source. The solid curve of the figure shows the transfer function to the receiver point, R61, with the source set to a height of 250 cm, while the dashed curve is the transfer function to the same receiver but with the source set to 100 cm. As can be seen from the figure, increasing the height of the source has resulted in a lowering of the frequency of the dip. Specifically, the frequency of the dip has gone from about 175 Hz down to about 150 Hz. Therefore, the effect of the source height has been correctly predicted by the computer model.
In his 1991 study, Bradley, 15 made measurements in a concert hall to find the relation between the seat dip effect and the height of the source. He did this for several receiver positions in the hall. Bradley found that the results for all the receiver positions could be collapsed into a single trend by plotting the frequency of the main dip versus the grazing angle of the direct sound ͑see Fig. 2, Ref. 15͒ . The results from our simulations ͑receiver height 110 cm͒ were therefore plotted in terms of the frequency of the main dip versus the grazing angle of the direct sound to see if this trend could be replicated. Figure 11 shows that the results of the present simulations do indeed display a trend which is very similar to that found experimentally by Bradley.
The results of the computer simulations demonstrate that the finite-difference time-domain method was able to successfully and accurately predict various aspects of the seat dip effect. None of these effects can be modeled using either ray tracing or the image source method. While the intent of this section was not to contribute new work to the under- 
