INTRODUCTION
The forbidden (J = 2) and intercombination (J = 1) components of the 2s 2 1 S-2s2p 3 P J and 3s 2 1 S-3s3p 3 P J multiplets in C m and Si m, respectively, have been extensively observed in the International Ultraviolet Explorer (IUE) spectra of lowdensity astrophysical plasmas, such as planetary nebulae and symbiotic stars (see, for example, Feibelman et al. 1981 ; Feibelman 1982; Hayes & Nussbaumer 1986 ). Nussbaumer & Schild (1979) and Dufton, Keenan, & Kingston (1984) noted that the flux ratios of these components, namely, R, = F(1907 Â)/ F(1909 Â) in C m and R 2 = F(1883 Â)/F(1892 A) in Si m, may be used to derive the electron density of the emitting plasma. These authors presented calculations of and R 2 , and illustrated their usefulness over the electron density range N e ~ 10 3 -10 6 cm -3 by a comparison with IUE observations of planetary nebulae and symbiotic stars.
The C m and Si m lines discussed above are often the strongest features present in planetary nebulae and symbiotic stars. However, due to the limited dynamic range of the IUE sensors, the lines are sometimes heavily saturated in highdispersion IUE spectra, although they may hopefully be detected with high precision by the Goddard High Resolution Spectrograph (GHRS) on board the Hubble Space Telescope (Ebbets et al. 1983 ). Hence it is important that reliable theoretical C m and Si m diagnostics are available for application to GHRS data. In this paper we use improved atomic data for C in and Si m (see § 2) to rederive the R 1 and R 2 ratios, and compare them with IUE data to investigate their accuracy.
ATOMIC DATA
The C m model ion consisted of the six energetically lowest LS states, namely, 2s 21 S; 2s2p 3 P, 1 P; 2p 23 P, 1 D, and ^ making a total of 10 fine-structure levels. Energies for all these levels were taken from Moore (1965) .
Electron impact excitation rates among the n = 2 levels in the C m have been derived by Berrington et al. (1977) using the R-matrix code of Burke & Robb (1975) . These calculations, which include the effects of resonances converging to the 2s 2 , 2s2p, and 2p 2 levels, were subsequently employed by Nussbaumer & Schild (1979) in their derivation of C m emission line ratios. More recently, however, Berrington (1985) has extended his earlier R-matrix calculations to include the effects of resonances converging to the 2s3l states, and found that this changed some of the rates among the 2s 2 , 2s2p, and 2p 2 levels appreciably. The Berrington (1985) data have therefore been adopted in the present analysis. However, as this author did not published rates for 2s2p 3 Pj-2s2p 3 P r transitions in his paper, which are of particular importance in the present analysis (see Nussbaumer & Schild 1979) , effective collision strengths (F) for these are summarized in Table 1 . These are related to the excitation q(i -> j) and deexcitation q(j -► i) rate coefficients by the well-known expressions 
where w is the statistical weight of a level, T e is the electron temperature (K), k is the Boltzmann's constant, and is the energy difference of the lower and upper levels i and j, respectively.
Einstein ^-coefficients for C m were obtained from Nussbaumer & Storey (1978) , apart from rates for 2s 2 ' S-2s2p 3 P t and 2s2p
3 Pj-2s2p 3 P r transitions, where the results of Allard et al. (1990) and Idrees & Das (1989) , respectively, were adopted. Proton excitation rates, which are only important for transitions among 2s2p 3 P (Seaton 1964) , were taken from Doyle (1987) .
The model ion and atomic data adopted for Si m in the present analysis are those discussed by , with the exception of spontaneous radiative rates among the 3s 2 X S and 3s3p 3 P levels. Dufton et al. used the CIV3 code (Hibbert 1975) to calculate an A-value for the 3s 2 1 S-3s3p 3 P l intercombination line of 1.46 x 10 4 s -1 , which lies outside the 6% error bars of the experimental result of 1.67 x 10 4 s -1 derived by Kwong et al. (1983) . Recently, however, Ojha, Keenan, & Hibbert (1988) have reevaluated decay rates among 3s 2 1 S and 3s3p 3 P levels in Si m using an improved version of CIV3, and they found an intercombination line A-value of 1.67 x 10 4 s -1 , in excellent agreement with observation. These data have therefore been adopted here.
RESULTS AND DISCUSSION
Using the atomic data discussed in § 2 in conjunction with the statistical equilibrium code of Dufton (1977) , relative C m and Si m level populations, and hence emission line strengths were calculated for a range of electron temperatures and densities. The following assumptions were made in the calculations, (i) that photoexcitation and deexcitation rates are negligible in comparison with the corresponding collisional rates, (ii) that ionization to and recombination from other ionic levels is slow compared with bound-bound rates, and (iii) that all transitions are optically thin. Further details of the procedures involved may be found in Dufton (1977) and Dufton et al. (1978) .
In Figures 1 and 2 we plot the theoretical ratios = F(2s 2 1 S-2s2p 3 P 2 )/F(2s 2 1 S-2s2p 3 P 1 ) = F(1907 Â)/F(1909 Â) in Cm and R 2 = F(3s 21 S-3s3p 3 P 2 )/F(3s 21 S-3s3p 3 P i ) = F(1883 Â)/F(1892 Â) in Si m, respectively, as a function of electron density for a range of electron temperatures, T e = 5000-20,000 K. An inspection of the figures reveals the usefulness of the ratios as electron density diagnostics, as they vary strongly with density for N e > 10 3 cm -3 , but are quite insensitive to the adopted temperature. For example, at T e = 10,000 K, R 1 and R 2 change by factors of 28 (R^ and 42 (jR 2 ) between N e = 10 3 and 10 6 cm -3 . However, the variation in the ratios between T e = 10,000 and 20,000 K is only 3% (RJ and 1% (R 2 ) at N e = 10 3 cm -3 , and 16% (R^ and 31% (R 2 ) at N e = 10 6 cm -3 . We also pote that R x and R 2 are useful N e diagnostics for N e > 10 4 cm -3 , where most of the optical line ratios, such as O il F(3729 k)/F(3126 Â), cease to be sensitive to variations in the electron density (Stanghellini & Kaler 1989 ).
The present calculations in Figures 1 and 2 may be compared with those of Nussbaumer & Schild (1979) and Dufton et al. (1984) for C m and Si m, respectively. Our results for R^ are up to ~ 20% different from those of Nussbaumer & Schild, dashed line), T e = 10,000 K (solid line), T e = 15,000 K (long-dashed line), and T e = 20,000 K (dashed-dotted line).
while in the case of R 2 the ratios in Figure 2 differ by up to ~ 15% from those of Dufton et al. These discrepancies are due to the adoption of improved electron impact excitation rates and A-values for C m and Si m, respectively, in the present analysis.
Observed values of and R 2 have been measured from high-resolution ultraviolet spectra obtained with the IUE satellite. The data set was restricted to those objects for which both R x and R 2 could be measured, and also only included electron density (N e in cm 3 ) at electron temperatures of T e = 5000K (shortdashed line), T e = 10,000 K (solid line), T e = 15,000 K (long dashed line), and T e = 20,000 K (dashed-dotted line). spectra that did not show the Fe n doublet at 1880 and 1884 Â, as these masked the Si m 1883 Â feature. These objects (the planetary nebulae NGC 3918, NGC 6572, NGC 6818, and IC 418, and the symbiotic star AX Per) are listed in Table 2 , along with the IUE images used in the analysis. Also given are the derived emission line fluxes and hence ratios, which were determined using the Goddard Regional Data Reduction Facility. We note that the R l ratios are in some instances quite different (by up to ~ 15%) from those quoted by Feibelman et al. (1980) . This is partly due to the recalibration of the IUE data, but also arises from the fact that Feibelman et al. simply measured the peak intensities of the emission lines, rather than the integrated fluxes as in the present paper. The short-and long-wavelength spectra of NGC 6572 are plotted in Figures 3 and 4 , respectively, to illustrate the quality of the observational data.
In Table 3 we summarize the electron densities derived from the observed values of Ri and R 2 in conjunction with the calculations in Figures 1 and 2 , along with the adopted electron temperatures from the references listed. An inspection of the table reveals that for NGC 6572 and AX Per the derived 2 1 S-3s3p 3 P 1 transitions at 1883 Â and 1892 Â, respectively, are clearly labeled in the figure, while an emission feature due to a cosmic-ray event is marked with a cross. Keenan & Aggarwal 1987. c Indicates that the observed line ratio is greater than the theoretical low-density limit.
d Gutierrez-Moreno, Moreno, & Cortes 1986 . e Nussbaumer et al. 1988 densities are consistent, with differences of only 0.3 dex in both cases. For NGC 3918 and IC 418, the observed values of R 2 either lead to a much lower density than R 1 (NGC 3918) or is greater than the theoretical low-density limit (IC 418). However, in both these instances R 2 would only need to be decreased by ~15% to give satisfactory agreement between log N^Ri) and log N e (Ä 2 ), which is well within the observational uncertainties of the data. For NGC 6818, the discrepancy between theory and observation is much larger, with R 2 needing to be decreased by a factor of ~ 2 to give log N e (Ä 2 ) = log Nj^Ri). One possible explanation for this would be blending in the 1883 Â line, with for example Ne n 1883 Â (Kelly & Palumbo 1973 ). However, it is then difficult to explain why this blend does not affect R 2 in the other objects. Higher spectral resolution and signal-to-noise observations of NGC 6818 (possibly with the GHRS on board the Hubble Space Telescope) would therefore be of great interest to investigate if this discrepancy could be resolved.
Finally, we note that the electron densities derived from R x and R 2 are similar to those deduced from line ratios in other species. For example, Keenan & Aggarwal (1987) and Aller & Feibelman (1992) found log N e = 4.4 for NGC 6572 from O in F(1661 + 1667 Â)/F(4960 + 5009 Â) and O n F(3729 Â)/F(3726 Â), respectively, while from the Ar iv F(4711 Â)/F(4740 Â) ratio Stanghellini & Kaler (1989) estimated log N e = 3.8 for NGC 3918. Similarly, Stanghellini & Kaler derived log N e = 3.3 for NGC 6818 from O n F(3729 Â)/F(3726 Â) and log N e = 3.9 for IC 418 from Cl m F(5517 Â)/F(5537 Â). This provides observational support for the accuracy of the C m and Si m atomic data adopted in the present analysis.
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