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RESUMEN
COHOMOLOGI´A DEL ESPACIO PROYECTIVO
GABRIEL ARMANDO MUN˜OZ MA´RQUEZ
AGOSTO-2014
Orientador : Mg. Mario Santiago Saldan˜a
T´ıtulo obtenido : Licenciado en Matema´tica
............................................................................................................................................
En este trabajo estudiamos la teor´ıa de esquemas y cohomolog´ıa para calcular grupos
de cohomolog´ıa de haces torcidos en el espacio proyectivo sobre un anillo noetheriano.
Para hacer los ca´lculos de grupos de cohomolog´ıa, usamos cohomolog´ıa de Cech as´ı como
tambie´n estudiamos la cohomolog´ıa de haces casi coherentes en esquemas afines noethe-
rianos y la conmutatividad de la cohomolog´ıa con l´ımites directos en espacios topolo´gicos
noetherianos.
Finalmente realizamos una aplicacio´n de los ca´lculos hechos, calculando el ge´nero de
una curva lisa e irreducible en el plano proyectivo sobre C.
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ABSTRACT
THE COHOMOLOGY OF PROJECTIVE SPACE
GABRIEL ARMANDO MUN˜OZ MA´RQUEZ
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Adviser : Mg. Mario Santiago Saldan˜a
Obtained Title : Licenciado en Matema´tica
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In this work we study schemes and cohomology theory to calculate cohomology groups
of twisted sheaves on the projective space over a noetherian ring. To make calculations of
cohomology groups, we use Cech cohomology and also study cohomology of quasi-coherent
sheaves on noetherian affine schemes and commutativity of cohomology with direct limits
on noetherian topological spaces.
Finally we make an application of the calculations we have done, by calculating the
genus of a smooth and irreducible curve in the projective plane over C.
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Introduccio´n
La geometr´ıa algebraica es una a´rea de las matema´ticas que estudia las
soluciones de sistemas de ecuaciones polinomiales; es decir, en el lenguaje
de la geometr´ıa algebraica es el estudio de las variedades algebraicas. Los
problemas que se buscan resolver pueden estar relacionados con la clasi-
ficacio´n de las variedades algebraicas, invariantes nume´ricos, espacios de
para´metros, etc. Tambie´n, existen conceptos presentes en otras a´reas como
son el ge´nero, la caracter´ıstica de Euler, etc. Cabe mencionar tambie´n, que
existen resultados ana´logos en otras a´reas, entre ellas el ana´lisis complejo
en varias variables.
La teor´ıa de esquemas y cohomolog´ıa ha resultado muy u´til en la de-
mostracio´n de resultados importantes, as´ı como tambie´n en el entendimiento
y generalizacio´n de resultados cla´sicos como por ejemplo el teorema de
Riemann-Roch. En esta tesis, estudiaremos la teor´ıa de esquemas y co-
homolog´ıa (cap´ıtulos 2 y 3). En el cap´ıtulo 1 vamos a ver preliminares
topolo´gicos y algebraicos, as´ı como tambie´n la teor´ıa cla´sica de variedades
algebraicas. Destacamos que los resultados de los cap´ıtulos 2 y 3 son
independientes de la teor´ıa presente en el cap´ıtulo 1, as´ı que en una lec-
tura ra´pida podr´ıamos dirigirnos directamente a los cap´ıtulos 2 y 3, re-
mitie´ndonos al cap´ıtulo 1 so´lo para esclarecer algunos conceptos. El resul-
tado principal es el teorema 3.5.1, el cual es el primer ca´lculo expl´ıcito de
cohomolog´ıas que es de gran importancia para la demostracio´n de resulta-
dos ma´s avanzados. Toda la tesis esta´ basada en el cla´sico libro Algebraic
Geometry de Robin Hartshorne. Cabe mencionar que la teor´ıa sobre ge-
ometr´ıa algebraica es extensa; podemos mencionar que la teor´ıa cla´sica de
variedades algebraicas (cap´ıtulo 1 de la tesis) es hecha en un primer curso
de geometr´ıa algebraica, y la teor´ıa de esquemas y cohomolog´ıa (cap´ıtulos
2 y 3 de la tesis) es hecha en un segundo curso de geometr´ıa algebraica
(incluso a veces la teor´ıa de cohomolog´ıa es hecha aparte en un tercer curso
de geometr´ıa algebraica). A lo largo de la tesis, las demostraciones sera´n
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hechas con detalle, y para no extenderse demasiado, algunos resultados
sera´n solo enunciados sin prueba. Para la comprensio´n del enunciado del
teorema 3.5.1 de la tesis, los conceptos clave necesarios son los siguientes:
(1) haz (definiciones 2.1.1 y 2.1.2)
(2) espacios anillados y localmente anillados (definicio´n 2.4.1)
(3) espectro de un anillo (definiciones 1.2.1, 1.2.2 y 2.4.2)
(4) esquemas afines y esquemas (definicio´n 2.4.3)
(5) la construccio´n del Proj y el espacio proyectivo sobre un anillo
(definiciones 2.5.1, 2.5.2 y 2.5.3)
(6) haz asociado a un mo´dulo graduado y haz torcido (definiciones 2.7.5
y 2.7.6)
(7) funtores derivados y cohomolog´ıa de haces (seccio´n 3.1 y definicio´n
3.2.1)
Con respecto a los resultados ma´s importantes en la demostracio´n del
teorema 3.5.1, podemos destacar los siguientes:
(1)ca´lculo de cohomolog´ıas v´ıa cohomologia de Cˇech (proposicio´n 3.4.5)
(2)cohomolog´ıa conmuta con l´ımites directos en un espacio topolo´gico
noetheriano (proposicio´n 3.2.7)
(3)cohomolog´ıa de haces casi coherentes en esquemas afines noetherianos
(teorema 3.3.6)
Para definiciones, notaciones y resultados de a´lgebra conmutativa, la
bibliograf´ıa que sera´ usada es Introduction to Commutative Algebra de
Atiyah-Macdonald y Commutative Algebra, with a View Toward Algebraic
Geometry de David Eisenbud. Los conceptos ba´sicos de a´lgebra conmu-
tativa usados en esta tesis son: anillos, ideales, mo´dulos, localizaciones y
anillos noetherianos.
Notaciones
Si A es un anillo y a ⊆ A es un ideal, entonces √a es el ideal radical de a.
Si ϕ : A → B es un homomorfismo de anillos y a ⊆ A es un ideal, en-
tonces ae ⊆ B es la extensio´n de a en B, es decir ae es el ideal generado
por ϕ(a) en B. Si b ⊆ B es un ideal, entonces bc ⊆ A es la contraccio´n de
b en A, es decir bc = ϕ−1(a).
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Si A es un anillo, denotamos por SpecA al conjunto de ideales primos de A.
Si A es un anillo, denotamos por U(A) o A∗ al conjunto de las unidades de
A.
Si A es un anillo y a ∈ A, denotamos por 〈a〉 o (a) al ideal generado
por a.
Si A es un anillo, M es un A-mo´dulo y m ∈ M , entonces Ann(m) ⊆ A
es el ideal anulador de m, es decir Ann(m) = {a ∈ A; am = 0}. Tambie´n
Sop(M) ⊆ SpecA es el conjunto de ideales primos p tal que la localizacio´n
Mp 6= 0.
Las categor´ıas de anillos y de esquemas son denotadas respectivamente
por Ring y Sch.
Cap´ıtulo 1
Preliminares
En todo el trabajo suponemos que el lector esta´ familiarizado con
cursos ba´sicos de a´lgebra y topolog´ıa; sin embargo destacaremos algunos
resultados que sera´n mencionados o utilizados continuamente.
1.1 Aspectos Topolo´gicos
Definicio´n 1.1.1. Un subconjunto no vac´ıo Y de un espacio topolo´gico
X es llamado irreducible si no puede ser expresado como la unio´n Y =
Y1 ∪ Y2 de dos subconjuntos propios cada uno de los cuales es cerrado en
Y . El conjunto vac´ıo no es considerado irreducible. Un subconjunto que
no es irreducible es llamado reducible.
Observacio´n 1.1.1. Cualquier subconjunto abierto no vac´ıo de un espacio
irreducible es irreducible y denso. Ma´s au´n, un subconjunto no vac´ıo Y de
un espacio topolo´gico X es irreducible si todo par de abiertos no vac´ıos de
Y se intersectan.
Observacio´n 1.1.2. Sea Y un subespacio de X. Si Z ⊆ Y es cerrado e
irreducible en Y , entonces su clausura Z de Z en X es tambie´n cerrado e
irreducible. En efecto, supongamos que Z = Z1 ∪ Z2 es la unio´n de dos
subconjuntos cerrados propios en Z. Entonces Z = Z ∩ Y = (Z1 ∩ Y ) ∪
(Z2 ∩ Y ); adema´s para cada i tenemos Zi ∩ Y 6= Z, pues de lo contrario, si
Zi∩Y = Z para algu´n i, entonces Z ⊆ Zi ⊆ Z, lo cual es una contradiccio´n.
Esto prueba lo afirmado.
Definicio´n 1.1.2. Sea X un espacio topolo´gico no vac´ıo. Un subespacio
irreducible maximal de X es llamado componente irreducible.
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Teorema 1.1.1. Sea X un espacio topolo´gico no vac´ıo. Se cumplen las
siguientes afirmaciones:
(a) X posee subespacios irreducibles.
(b) X posee componentes irreducibles.
(c) Las componentes irreducibles son subconjuntos cerrados.
(d) X es la unio´n de sus componentes irreducibles.
Demostracio´n. (a). Desde que X 6= ∅, sea x ∈ X; luego {x} es un
subespacio irreducible de X.
(b). Veamos que cada x ∈ X pertenece a un subespacio irreducible
maximal. Sea x ∈ X y consideremos la familia Rx constituido por todos los
subespacios irreducibles de X que contienen a x. Rx 6= ∅, pues, {x} ∈ Rx.
Ordenamos a Rx por la inclusio´n y consideremos una cadena {Yi} en Rx.
Sea E =
⋃
i∈I Yi y veamos que E es irreducible. Para esto tomamos dos
abiertos no vac´ıos U1 y U2 en E, luego Uk = E ∩ U ′k con U ′k abierto en X
para cada k. Tenemos Uk = (
⋃
i∈I Yi) ∩ U ′k =
⋃
i∈I(Yi ∩ U ′k) para cada k.
Veamos que U1 ∩ U2 es no vac´ıo. Existen ı´ndices i, j tales que Yi ∩ U ′1 y
Yj ∩ U ′2 son no vac´ıos. Sea Yi ⊆ Yj . Entonces Yj ∩ U ′1 y Yj ∩ U ′2 son no
vac´ıos. Luego, como Yj es irreducible, obtenemos que (Yj ∩U ′1)∩ (Yj ∩U ′2)
es no vac´ıo. As´ı U1 ∩U2 es no vac´ıo y por tanto E es irreducible. De aqu´ı,
Rx es inductivo, y por el lema de Zorn existe un elemento maximal en Rx,
el cual es una componente irreducible que contiene a x.
(c). Sea Y ⊆ X una componente irreducible. Vamos a ver que Y es
cerrado. Tenemos que Y ⊆ Y , y de acuerdo a la observacio´n 1.1.2 tenemos
que Y es irreducible; por tanto, Y = Y , pues Y es maximal.
(d). Para cada x ∈ X, sea Yx una componente irreducible de X conte-
niendo a x. Entonces X =
⋃
x∈X Yx. ✷
Observacio´n 1.1.3. Si f : X → Y es una aplicacio´n continua y Z es
subespacio irreducible de X, entonces f(Z) es irreducible en Y . En efecto,
sean U1 y U2 subconjuntos abiertos no vac´ıos de f(Z), entonces Ui =
f(Z) ∩ U ′i , donde U ′i es abierto en Y (i = 1, 2). Es claro que f−1(Ui) =
f−1(f(Z) ∩ U ′i) ⊇ Z ∩ f−1(U ′i). Desde que f(Z) ∩ U ′i 6= ∅, entonces Z ∩
f−1(U ′i) 6= ∅ y por tanto Z∩f−1(U ′1)∩f−1(U ′2) 6= ∅. As´ı que f−1(U1∩U2) =
f−1(U1) ∩ f−1(U2) 6= ∅, lo que implica U1 ∩ U2 6= ∅.
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Definicio´n 1.1.3. Un espacio topolo´gico X es llamado noetheriano si
satisface la condicio´n de cadena descendente en subconjuntos cerra-
dos: para cualquier sucesio´n
Y1 ⊇ Y2 ⊇ . . . ⊇ Yn ⊇ . . .
de subconjuntos cerrados, existe un entero r tal que Yr = Yr+1 = . . .
Observacio´n 1.1.4. Cualquier subespacio de un espacio noetheriano es
noetheriano. En efecto, sea Y subconjunto del espacio noetheriano X y
consideremos una cadena Z1 ⊆ Z2 ⊆ . . . ⊆ Zn ⊆ . . . de subconjuntos
cerrados de Y . Entonces Z1 ⊆ Z2 ⊆ . . . ⊆ Zn ⊆ . . . es una cadena de
cerrados en X. Desde que X es noetheriano, existe i tal que Z i = Z i+1 =
. . .. Por otra parte, Zi = Z i ∩ Y para todo i. De aqu´ı, Zi = Zi+1 = . . ..
Proposicio´n 1.1.2. Sea X un espacio topolo´gico noetheriano. Entonces
todo subconjunto cerrado Y de X puede ser expresado como unio´n finita
Y = Y1 ∪ ... ∪ Yr de subconjuntos cerrados irreducibles de X. Adema´s,
si Yi + Yj para todo i 6= j, entonces los Yi son determinados de manera
u´nica. Ellos son las componentes irreducibles de Y .
Demostracio´n. Sea F la coleccio´n de subconjuntos cerrados de X que no
se pueden expresar como unio´n finita de subconjuntos cerrados irreducibles
de X y supongamos que F 6= ∅. Entonces existe un elemento minimal
C ∈ F; como C no es irreducible, entonces existen subconjuntos cerrados
propios C1, C2 de X con C = C1 ∪ C2. Pero Ci 6∈ F; as´ı que Ci es unio´n
finita de subconjuntos cerrados irreducibles de X. De aqu´ı, C tambie´n lo
es, lo cual es una contradiccio´n. Por lo tanto, todo conjunto cerrado Y
puede ser expresado como unio´n finita Y = Y1 ∪ . . . ∪ Yr de subconjuntos
cerrados irreducibles; adema´s, podemos asumir que Yi + Yj para todo
i 6= j.
Supongamos que Y = Y ′1 ∪ . . .∪ Y ′s es otra tal representacio´n. Entonces
Yi =
⋃s
j=1(Y
′
j ∩ Yi). Pero Yi es irreducible, entonces Yi ⊆ Y ′j(i) para algu´n
j(i). Similarmente, Y ′j(i) ⊆ Yk para algu´n k. Entonces Yi ⊆ Yk, de donde
i = k y Yi = Y
′
j(i). Tambie´n cada Y
′
j es igual a algu´n Yi(j). ✷
1.2 Aspectos de A´lgebra Conmutativa
Definicio´n 1.2.1. Sea A un anillo y X = Spec(A) el conjunto de ideales
primos de A. Para cada subconjunto S de A, sea V (S) = {p ∈ X : S ⊆ p}
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y sea C la coleccio´n de estos conjuntos. Si a = 〈S〉, se tiene claramente
que V (S) = V (a) = V (
√
a); as´ı que C puede ser considerado como la
coleccio´n de conjuntos de la forma V (a), donde a es un ideal de A. Si
S = {a1, . . . , an}, escribimos V (S) = V (a1, . . . , an).
Proposicio´n 1.2.1. Sea A un anillo y X = Spec(A). Se cumplen las
siguientes afirmaciones:
(a) V (0) = X y V (1) = ∅.
(b) Dados los ideales a1, a2 de A, se tiene
V (a1a2) = V (a1 ∩ a2) = V (a1) ∪ V (a2).
(c) Dada la familia {ai}i∈I de ideales de A, se tiene⋂
i∈I
V (ai) = V (
∑
i∈I
ai) = V (
⋃
i∈I
ai).
Demostracio´n. Las afirmaciones (a) y (c) son consecuencias directas de
la definicio´n. Por otra parte, para verificar la afirmacio´n (b) es suficiente
notar que a1a2 ⊆ a1 ∩ a2. ✷
Definicio´n 1.2.2. De acuerdo a la proposicio´n anterior, existe una u´nica
topolog´ıa sobre X tal que la familia de subconjuntos cerrados de X coincide
con C. La topolog´ıa obtenida es llamada topolog´ıa espectral o topolog´ıa
de Zariski de X.
Definicio´n 1.2.3. Sea X = Spec(A). Denotamos los elementos de X por
x. Si x ∈ X, es considerado como ideal primo, sera´ denotado por px.
As´ı, para un subconjunto S de A, V (S) = {x ∈ X : S ⊆ px}. Para
un subconjunto Y de X se define I(Y ) =
⋂
y∈Y py, entonces I({x}) = px.
I(Y ) es llamado ideal de Y .
Teorema 1.2.2. Se cumplen las siguientes afirmaciones:
(a) Dados S1 ⊆ S2 subconjuntos de A, V (S2) ⊆ V (S1).
(b) Para cualquier subconjunto Y de X, Y ⊆ V (I(Y )).
(c) Para cualquier subconjunto Y de X, I(Y ) es un ideal radical.
(d) Si Y1 ⊆ Y2 son subconjuntos de X, entonces I(Y2) ⊆ I(Y1).
1.1 Aspectos de A´lgebra Conmutativa 5
(e) Para cualquier subconjunto S de A, S ⊆ I(V (S)).
(f) Si {Yi}i∈I es una familia de subconjuntos de X, entonces I(
⋃
i∈I Yi) =⋂
i∈I I(Yi).
(g) Para cualquier subconjunto Y de X, V (I(Y )) = Y .
(h) Para cualquier ideal a de A, I(V (a)) =
√〈a〉.
(i) Sean Y1, Y2 subconjuntos cerrados de X. Entonces Y1 ⊆ Y2 si y so´lo
si I(Y2) ⊆ I(Y1) y Y1  Y2 si y so´lo si I(Y2)  I(Y1).
Demostracio´n. Las afirmaciones (a), (b), (d) y (e) son directas. Veamos
(c). Si Y = ∅, es evidente que I(∅) = A. Si Y 6= ∅, entonces√
I(Y ) =
√⋂
y∈Y
py =
⋂
y∈Y
py = I(Y ).
(f). Una inclusio´n es inmediata a partir de la afirmacio´n (d). Ahora
supongamos que x 6∈ I(⋃i∈I Yi), entonces existe un ideal primo p y un
ı´ndice i tal que p ∈ Yi y x 6∈ p; de aqu´ı, x 6∈ I(Yi), lo que prueba la otra
inclusio´n.
(g). Es claro que Y ⊆ V (I(Y )). Rec´ıprocamente, sea C un subconjunto
cerrado de X tal que Y ⊆ C, entonces C = V (a) para algu´n ideal a de
A. Por la afirmacio´n (e), a ⊆ I(Y ), y por la afirmacio´n (a) se sigue que
V (I(Y )) ⊆ V (a) = C.
(h). Si a = A, entonces I(V (a)) = I(V (1)) = I(∅) = A = √a. Por otra
parte, si a 6= A, entonces I(V (a)) = ⋂x∈V (a) px = ⋂a⊆px px = √a.
(i). Es consecuencia de las afirmaciones (a), (d) y (g). ✷
Corolario 1.2.3. Sea X = Spec(A) y sean a, b ideales de A. Se cumplen
las siguientes afirmaciones:
(a) V (a) = ∅ si y so´lo si a = A.
(b) V (a) = X si y so´lo si a ⊆√〈0〉.
(c) V (a) = V (b) si y so´lo si
√
a =
√
b.
Demostracio´n. Consecuencia directa del teorema anterior. ✷
Corolario 1.2.4. Sean x, y ∈ X = Spec(A). Se cumplen las siguientes
afirmaciones:
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(a) V (px) = {x}.
(b) {x} es cerrado si y so´lo si px es maximal.
(c) y ∈ {x} si y so´lo si px ⊆ py.
Demostracio´n. (a). V (px) = V (I(px)) = {px} = {x}.
(b). Supongamos que {x} es cerrado y sea a un ideal de A tal que
px ⊆ a. Entonces V (a) ⊆ V (px) = {x} = {x}. Si V (a) = {x}, entonces
I(V (a)) = I({px}) = px, por lo que a ⊆ px y por tanto a = px. Si
V (a)  {x}, entonces V (a) = ∅, de donde, I(V (a)) = A; sin embargo,
I(V (a)) =
√
a, o sea, a = A.
Rec´ıprocamente, veamos que {x} = V (px). Si p ∈ V (px), entonces
px ⊆ p, por lo que, px = p, pues, px es maximal. Por lo tanto, {x} = V (px).
(c). Sea y ∈ {x}, segu´n la primera afirmacio´n tenemos que px ⊆ py.
Rec´ıprocamente, si px ⊆ py, entonces y ∈ V (px) = {x}. ✷
Observacio´n 1.2.1. Sigue de la u´ltima proposicio´n que X es un espacio
τ0; mientras que, el conjunto de ideales maximales de A, denotado por
SpecM(A) es un espacio τ1.
Definicio´n 1.2.4. Para cada elemento a ∈ A, definimos el abierto ba´sico
del espacio topolo´gico X = Spec(A) como el conjunto D(a) = X \ V (a).
Proposicio´n 1.2.5. Se cumplen las siguientes afirmaciones:
(a) B = {D(a) : a ∈ A} es una base para la topolog´ıa espectral de X.
(b) D(a) = ∅ si y so´lo si a es nilpotente.
(c) D(a) ∩D(b) = D(ab).
(d) D(a) = X si y so´lo si a ∈ U(A).
(e) D(a) es casi compacto para todo a ∈ A.
(f) Un subconjunto abierto de X es casi compacto si y so´lo si es unio´n
finita de elementos de B.
Demostracio´n. (a). Es claro que B esta´ formado por subconjuntos
abiertos de X. Sea ahora U un subconjunto abierto de X, luego X \G =
V (a) para algu´n ideal a de A. As´ı que V (a) =
⋂
a∈a V (a). Por lo tanto,
U =
⋃
a∈a(X \ V (a)) =
⋃
a∈aD(a).
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La afirmaciones (b) y (d) son inmediatas a partir del corolario 1.1.3, y
la afirmacio´n (c) es directa.
(e). Para cada elemento a ∈ A, sera´ suficiente mostrar que cualquier
cubrimiento de D(a) por conjuntos abiertos D(ai) tiene un subcubrimiento
finito. Supongamos que D(a) ⊆ ⋃i∈I D(ai). Sea a el ideal de A generado
por los elementos ai. Entonces V (a) ⊇
⋂
i∈I V (ai) = V (a); de aqu´ı, a ∈
√
a,
es decir, an ∈ a para algu´n entero positivo n. Sea an =∑ri=1 αiai. Se tiene
que an ∈ 〈a1, . . . , an〉 = b; de donde,
V (a) = V (an) ⊇ V (b) =
r⋂
i=1
V (ai).
Tomando complemento, obtenemos D(a) ⊆ ⋃ri=1D(ai).
(f). Sea U un subconjunto abierto y casi compacto de X. Tenemos que
U = X \ V (a) para algu´n ideal a de A. As´ı que, U = ⋃a∈a(X \ V (a)), y
como U es compacto, entonces
U =
n⋃
i=1
(X \ V (ai)) =
n⋃
i=1
D(ai).
Rec´ıprocamente, sea U =
⋃n
i=1D(ai). Desde que cada D(ai) es casi com-
pacto, entonces U es casi compacto, ya que es unio´n finita de conjuntos
casi compactos. ✷
Sea ϕ : A→ B un homomorfismo de anillos y sean X = Spec(A) e
Y = Spec(B). Si q ∈ Y , entonces qc = ϕ−1(q) ∈ X. Por lo que, ϕ induce
una aplicacio´n ϕ∗ : Y → X definida por q 7→ qc.
Proposicio´n 1.2.6. Se cumplen las siguientes afirmaciones:
(a) Si f ∈ A, entonces (ϕ∗)−1(D(f)) = D(ϕ(f)).
(b) Si a es ideal de A, entonces (ϕ∗)−1(V (a)) = V (ae). De aqu´ı, ϕ∗ es
una aplicacio´n continua.
(c) Si b es ideal de B, entonces ϕ∗(V (b)) = V (bc).
(d) Si ϕ es sobreyectiva, entonces ϕ∗ es un homeomorfismo de Y sobre el
subconjunto cerrado V (Nuc(ϕ)) de X.
(e) ϕ∗(Y ) es denso en X si y so´lo si Nuc(ϕ) ⊆√〈0〉.
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(f) Si ψ : A → B es otro homomorfismo de anillos, entonces se tiene
(ψ ◦ ϕ)∗ = ϕ∗ ◦ ψ∗.
Demostracio´n. (a). Sea f un elemento de A. Entonces
p ∈ (ϕ∗)−1(D(f))⇔ p ∈ (ϕ∗)−1(X \ V (f))⇔ p ∈ Y \ (ϕ∗)−1(V (f))
⇔ p ∈ Y y ϕ∗(p) 6∈ V (f)⇔ p ∈ Y y pc 6∈ V (f)
⇔ p ∈ Y y f 6∈ pc ⇔ p ∈ Y y ϕ(f) 6∈ p
⇔ p ∈ Y y p 6∈ V (ϕ(f))⇔ p ∈ Y \ V (ϕ(f))
⇔ p ∈ D(ϕ(f)).
(b). Sea a un ideal de A. Entonces
p ∈ (ϕ∗)−1(V (a))⇔ ϕ∗(p) ∈ V (a)⇔ pc ∈ V (a)
⇔ a ⊆ pc ⇔ ϕ(a) ⊆ p⇔ p ∈ V (ϕ(a))
⇔ p ∈ V (〈ϕ(a)〉) = V (ae).
(c). Es claro que
√
bc =
√
b
c
. Sea Z = V (b) y a = I(ϕ∗(Z)); luego,
V (a) = ϕ∗(Z). Veamos que a =
√
b
c
. Sea p ∈ V (b), entonces pc ∈ ϕ∗(Z).
Ahora bien, si a ∈ a, entonces a ∈ pc, lo que implica ϕ(a) ∈ p. Sigue que
ϕ(a) ∈ I(V (b)), y de esto u´ltimo, ϕ(a) ∈ √b. Por lo tanto,
a ∈
√
b
c
(1.2.1)
Veamos la parte rec´ıproca. Tenemos a = I(ϕ∗(Z)), tomemos un ele-
mento p ∈ ϕ∗(Z) = ϕ∗(V (b)), entonces p = pc1, donde p1 es un ideal primo
de B con b ⊆ p1; por otro lado, si b ∈
√
b
c
, entonces ϕ(b) ∈ √b = I(V (b)).
Tambie´n, como p1 ∈ V (b), entonces ϕ(b) ∈ p1, lo que implica b ∈ p. Por
lo tanto,
b ∈
⋂
p∈ϕ∗(Z)
p = I(ϕ∗(Z)) = a (1.2.2)
Finalmente, de (1.2.1) y (1.2.2) obtenemos que a =
√
b
c
, y por tanto
conseguimos
ϕ∗(V (b)) = ϕ∗(Z) = V (a) = V (ϕ−1(
√
b)) = V (
√
bc) = V (bc).
(d). La correspondencia Spec(B) → V (Nuc(ϕ)) dada por q 7→ qc
esta´ bien definida ya que Nuc(ϕ) ⊆ qc. A continuacio´n definimos ψ :
1.1 Aspectos de A´lgebra Conmutativa 9
V (Nuc(ϕ))→ Spec(B) por p 7→ ϕ(p). Debido a la inclusio´n Nuc(ϕ) ⊆ p,
entonces se tiene que
(ϕ∗ ◦ ψ)(p) = ϕ∗(ψ(p)) = ϕ∗(ϕ(p)) = ϕ(p)c = p
Tambie´n, desde que ϕ es sobreyectiva, entonces
(ψ ◦ ϕ∗)(q) = ψ(ϕ∗(q)) = ψ(qc) = ϕ(qc) = q.
Ahora bien, siendo ϕ∗ : Spec(B) −→ Spec(A) continua, entonces ϕ∗ es
tambie´n continua sobre V (Nuc(ϕ)). Resta mostrar que ψ es continua.
Para esto, consideremos un subconjunto cerrado C de Spec(B) y escribimos
C = V (b) para algu´n ideal b deB. No hay dificultad en verificar la igualdad
ψ−1(V (b)) = V (bc).
(e). Por la afirmacio´n (c) tenemos que ϕ∗(Y ) = ϕ∗(V (0)) = V (Nuc(ϕ)).
Si ϕ∗(Y ) = X, entonces V (Nuc(ϕ)) = X = V (0); por lo que,
√
Nuc(ϕ) =√〈0〉, de aqu´ı, Nuc(ϕ) ⊆ √〈0〉. Rec´ıprocamente, si Nuc(ϕ) ⊆ √〈0〉,
entonces X = Spec(A) = V (Nuc(ϕ)), y por la afirmacio´n (c), se tiene
X = ϕ∗(V (0)) = ϕ∗(Y ).
(f). La sucesio´n de homomorfismos de anillos A
ϕ−→ B ψ−→ C induce
la sucesio´n de aplicaciones continuas Spec(C)
ψ∗−→ Spec(B) ϕ∗−→ Spec(A).
Ahora bien, si p ∈ Spec(C), entonces
(ϕ∗ ◦ ψ∗)(p) = ϕ∗(ψ∗(p)) = ϕ∗(ψ−1(p)) = ϕ−1(ψ−1(p))
= (ψ ◦ ϕ)−1(p) = (ψ ◦ ϕ)∗(p).
✷
Proposicio´n 1.2.7. Sea A un anillo, S un subconjunto multiplicativo de
A y ϕ : A → AS el homomorfismo cano´nico. Entonces ϕ∗ : Spec(AS) →
Spec(A) es un homeomorfismo de Spec(AS) sobre su imagen en X =
Spec(A). En particular, si f ∈ A, la imagen de Spec(Af) en X es D(f).
Demostracio´n. Veamos la igualdad
Im(ϕ∗) = {p ∈ Spec(A) | p ∩ S = ∅}
Sea p ∈ Im(ϕ∗), podemos escribir p = qc, donde q es ideal primo de
AS; y entonces p∩ S = ∅. Rec´ıprocamente, consideremos p ∈ Spec(A) con
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p∩S = ∅. Entonces p = pec. Ma´s au´n tenemos p = ϕ∗(pe) y pe ∈ Spec(AS).
Las correspondencias
ϕ∗ : Spec(AS) → Im(ϕ∗)
q 7→ qc y
ψ : Im(ϕ∗) → Spec(AS)
p 7→ pe .
esta´n bien definidas; adema´s
(ϕ∗ ◦ ψ)(p) = ϕ∗(pe) = pec = p y (ψ ◦ ϕ∗)(q) = ψ(qc) = qce = q
Por tanto, ϕ∗ es una biyeccio´n entre Spec(AS) y Im(ϕ∗) cuya inversa es ψ.
La continuidad de ϕ∗ es consecuencia de la afirmacio´n (b) en la proposicio´n
1.2.1. Veamos a continuacio´n la continuidad de ψ. Sea b ideal de AS y
afirmamos que
ψ−1(V (b)) = V (bc) ∩ Im(ϕ∗)
Sea pues p ∈ ψ−1(V (b)), de donde pe ∈ V (b), osea b ⊆ pe que implica
bc ⊆ pec = p; y por tanto p ∈ V (bc) ∩ Im(ϕ∗). Para la otra inclusio´n,
damos p ∈ V (bc) ∩ Im(ϕ∗), es decir bc ⊆ p y p ∩ S = ∅. Entonces
b ⊆ pe = ψ(p), es decir p ∈ ψ−1(V (b)). Finalmente, desde que
{p ∈ Spec(A) | p ∩ S = ∅} = {p ∈ Spec(A) | f 6∈ p} = D(f)
donde S = {1, f, f 2, . . .}, entonces tenemos que Spec(AS) es homeomorfo
a D(f). ✷
1.3 Variedades y Morfismos
Definicio´n 1.3.1. Sea K un cuerpo. Se define el n-espacio af´ın sobre
K, denotado por AnK o simplemente por A
n, como el conjunto de n-uplas
de elementos de K. Un elemento p ∈ An es llamado punto, y si p =
(a1, . . . , an) con ai ∈ K, entonces los ai son llamados coordenadas de p.
El espacio A1 es llamado recta af´ın y A2 se llama plano af´ın.
Sea P(An, K) el a´lgebra de funciones polinomiales de An en K y con-
sideremos el anillo de polinomios en n variables An = K[x1, . . . , xn]; si K
es infinito se sabe que P(An, K) ∼= K[x1, . . . , xn] como K-a´lgebras. Por
tanto, cuando K es infinito, un polinomio en n variables sera´ visto como
una funcio´n f : An → K; as´ı, de esta manera, f(p) = f(a1, . . . , an), donde
f ∈ An y p ∈ An. Dado f ∈ An podemos considerar el conjunto de ceros
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de f , es decir Z(f) = {p ∈ Kn | f(p) = 0}. Ma´s generalmente, si T es un
subconjunto de An, definimos el conjunto de ceros de T como sigue
Z(T ) = {p ∈ Kn | f(p) = 0 para todo f ∈ T}.
Si a es el ideal de An generado por T , es claro que Z(a) = Z(T ); adema´s
desde que An es un anillo noetheriano, el ideal a tiene un nu´mero finito
de generadores f1, . . . , fr. As´ı, Z(T ) = Z({f1, . . . , fr}) o denotado simple-
mento como Z(T ) = Z(f1, . . . , fr). Un subconjunto Y de An es llamado
conjunto algebraico si existe un subconjunto T de An tal que Y = Z(T ),
o equivalentemente un subconjunto Y de An es un conjunto algebraico si
Y = Z(a) para algu´n ideal a de An. Cuando Y = Z(T ) es un conjunto
algebraico diremos que Y esta´ definido por T o que T define a Y . Si
Y = Z(f), entonces Y es llamado hipersuperficie, una hipersuperficie
en A2 es llamado curva af´ın plana; una hipersuperficie de grado 1 es
llamado hiperplano y un hiperplano en A2 es llamado recta af´ın.
Proposicio´n 1.3.1. La unio´n de dos conjuntos algebraicos es un conjunto
algebraico. La interseccio´n de cualquier familia de conjuntos algebraicos
es un conjunto algebraico. El conjunto vac´ıo y todo el espacio af´ın son
conjuntos algebraicos.
Demostracio´n. Si Y1 = Z(a1) e Y2 = Z(a2), entonces Y1 ∪ Y2 = Z(a1a2).
Tambie´n, si {Yi = Z(ai)}i∈I es una familia de conjuntos algebraicos, en-
tonces
⋂
i∈I Yi = Z(
∑
i∈I ai). Finalmente, Z(1) = ∅ y Z(0) = An. ✷
Definicio´n 1.3.2. Definimos la topolog´ıa de Zariski de An, tomando
los conjuntos abiertos como los complementos de conjuntos algebraicos.
Una variedad algebraica af´ın o simplemente variedad es un subcon-
junto cerrado irreducible de An (con la topolog´ıa inducida). Un subconjunto
abierto de una variedad af´ın es llamado variedad casi af´ın.
Definicio´n 1.3.3. Para cualquier subconjunto Y de An, el conjunto
Ia(Y ) = {f ∈ An | f(p) = 0 para todo p ∈ Y }
es un ideal radical de An llamado ideal af´ın de Y . En lo que sigue deno-
taremos a este ideal por I(Y ) y utilizaremos la notacio´n Ia(Y ) cuando sea
necesario.
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Observacio´n 1.3.1. A partir de la definicio´n es claro que I(∅) = An;
adema´s si p = (a1, . . . , an), se tiene la igualdad I(p) = 〈x1−a1, . . . , xn−an〉.
Por otra parte, si K es infinito tenemos que I(An) = {0}.
Teorema 1.3.2. (Ceros de Hilbert). Si K es algebraicamente cerrado,
entonces para cualquier ideal a de An se tiene
I(Z(a)) =
√
a.
Demostracio´n. Ver [3]. ✷
Definicio´n 1.3.4. Sea Y ⊆ An un conjunto algebraico af´ın. Definimos el
anillo coordenado o anillo de funciones A(Y ) de Y como An/I(Y ).
As´ı tenemos P(Y,K) ∼= A(Y ). Por tanto un elemento f ∈ A(Y ) tambie´n
sera´ visto como una funcio´n polinomial f : Y → K.
Proposicio´n 1.3.3. Sea K un cuerpo algebraicamente cerrado. Una K-
a´lgebra B es isomorfa al anillo coordenado de algu´n conjunto algebraico
en An para algu´n n, si y so´lo si B es una K-a´lgebra reducida finitamente
generada (una a´lgebra B es reducida si no tiene elementos nilpotentes no
nulos).
Demostracio´n. Se sabe que un anillo A es reducido si y so´lo si el
ideal {0} es un ideal radical. Ahora bien, si B ∼= A(Y ) para algu´n con-
junto algebraico Y ⊆ An, entonces B ∼= K[x1, . . . , xn]/I(Y ) es una K-
a´lgebra reducida y finitamente generada, pues I(Y ) es un ideal radical.
Rec´ıprocamente, consideremos B una K-a´lgebra reducida y finitamente
generada; podemos escribir B = K[x1, . . . , xn]/a para algu´n ideal radical
a. Si Y = Z(a), por el teorema de los ceros de Hilbert obtenemos que
A(Y ) = B.
✷
Observacio´n 1.3.2. Si Y es una variedad af´ın entonces A(Y ) es un do-
minio de integridad; adema´s A(Y ) es una K-a´lgebra finitamente generada.
Rec´ıprocamente, si K es algebraicamente cerrado, cualquier K-a´lgebra B
finitamente generada que tambie´n es un dominio, es el anillo de funciones
de alguna variedad af´ın. Ma´s precisamente, si B = An/a con a ideal primo,
considerando Y = Z(a) se tiene que B = A(Y ).
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Definicio´n 1.3.5. Sea K un cuerpo algebraicamente cerrado. Definimos
el n-espacio proyectivo sobre K, denotado por PnK, o simplemente P
n,
como el conjunto de clases de equivalencia de (n+ 1)-uplas (a0, . . . , an) de
elementos de K, no todos nulos, bajo la relacio´n de equivalencia dada por
(a0, . . . , an) ∼ (λa0, . . . , λan) para todo λ ∈ K, λ 6= 0. Un elemento de
Pn es llamado un punto. Si p es un punto, entonces cualquier (n + 1)-
upla (a0, . . . , an) en la clase de equivalencia p es llamada un conjunto de
coordenadas homoge´neas para p.
Sea S el anillo de polinomios K[x0, . . . , xn]. Consideraremos a S como
un anillo graduado. Para esto revisemos brevemente la nocio´n de anillo
graduado.
Definicio´n 1.3.6. Un anillo graduado es un anillo S junto con una
descomposicio´n S =
⊕
d≥0 Sd de S como suma directa de grupos abelianos
Sd tal que para todo d, e ≥ 0, SdSe ⊆ Sd+e. Un elemento de Sd es llamado
elemento homoge´neo de grado d. As´ı, cualquier elemento de S se
escribe de manera u´nica como suma de elementos homoge´neos. Un ideal
a ⊆ S es un ideal homoge´neo si a =⊕d≥0(a∩ Sd), esto equivale a decir
que a es generado por elementos homoge´neos.
Proposicio´n 1.3.4. La suma, producto, interseccio´n y radical de ideales
homoge´neos son homoge´neos.
Demostracio´n. Sean a y b ideales homoge´neos. Es fa´cil ver que a+ b y
ab son homoge´neos. Que a∩ b es homoge´neo sigue directo de la definicio´n.
Ahora consideremos el radical
√
a de un ideal homoge´neo a. Sea f ∈ √a
y sea f = fs + fs+1 + . . . la descomposicio´n de f es sus componentes
homoge´neas, donde fs es la componente inicial de f . Para demostrar que√
a es un ideal homoge´neo, basta demostrar que todas las componentes
homoge´neas de f pertenecen a
√
a. Razonando por induccio´n en el nu´mero
de componentes homoge´neas, basta demostrar que fs ∈
√
a. Tenemos
fρ = fρs+ te´rminos de grado > sρ ∈ a para algu´n entero ρ. Desde que a es
homoge´neo, sigue que cada componente de fρ pertenece a a; asi tenemos
que fρs ∈ a, y por tanto fs ∈
√
a. Por lo tanto,
√
a es un ideal homoge´neo.
✷
Observacio´n 1.3.3. Es fa´cil ver que la suma arbitraria de ideales ho-
moge´neos es un ideal homoge´neo.
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Observacio´n 1.3.4. Consideremos el anillo de polinomios S = K[x0, . . . , xn]
como un anillo graduado, tomando a Sd como el conjunto de combinaciones
lineales de monomios de grado d en las variables x0, . . . , xn. Si f ∈ S es
un polinomio, no podemos verlo como funcio´n en Pn, debido a que las co-
ordenadas homoge´neas no son u´nicas. Sin embargo, si f es un polinomio
homoge´neo de grado d, entonces f(λa0, . . . , λan) = λ
df(a0, . . . , an); as´ı que
la propiedad de f anularse o no, so´lo depende de la clase de equivalencia
p = (a0 : . . . : an). Por tanto, f da una funcio´n de Pn a {0, 1} por f(p) = 0
si f(a0, . . . , an) = 0 y f(p) = 1 si f(a0, . . . , an) 6= 0.
Definicio´n 1.3.7. Consideremos los ceros de un polinomio homoge´neo, es
decir, Z(f) = {p ∈ Pn | f(p) = 0}. Si T es cualquier conjunto de elementos
homoge´neos de S, definimos el conjunto de ceros de T como
Z(f) = {p ∈ Pn | f(p) = 0 para todo f ∈ T}.
Si a es el ideal homoge´neo de S generado por T , definimos Z(a) = Z(T ).
Desde que S es noetheriano, Z(T ) = Z(f1, . . . , fr) para un nu´mero finito
de elementos f1, . . . , fr ∈ T .
Definicio´n 1.3.8. Un subconjunto Y de Pn es un conjunto algebraico
si existe un conjunto T de elementos homoge´neos de S tal que Y = Z(T ),
es decir, Y = Z(a), donde a es ideal homoge´neo de S.
Proposicio´n 1.3.5. La unio´n de dos conjuntos algebraicos es un conjunto
algebraico. La interseccio´n de cualquier familia de conjuntos algebraicos es
un conjunto algebraico. El conjunto vac´ıo y todo el espacio son conjuntos
algebraicos.
Demostracio´n. Desde que el producto de ideales homoge´neos es ho-
moge´neos, sigue que la unio´n de conjuntos algebraicos es algebraico. Adema´s,
por la observacio´n 1.3.3, la interseccio´n arbitraria de conjuntos algebraicos
es tambie´n algebraico. Finalmente, 0 y 1 son homoge´neos; por tanto, el
conjunto vac´ıo y todo el espacio son conjuntos algebraicos. ✷
Definicio´n 1.3.9. Definimos la topolog´ıa de Zariski en Pn, donde los
conjuntos abiertos son los complementos de los conjuntos algebraicos.
Definicio´n 1.3.10. Sea f ∈ An+1 homoge´neo de grado positivo. Definimos
el abierto ba´sico proyectivo como el conjunto Uf = {p ∈ Pn | f(p) 6= 0}.
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Definicio´n 1.3.11. Una variedad algebraica proyectiva (o simple-
mente variedad) es un conjunto algebraico irreducible en Pn, con la topolog´ıa
inducida. Un subconjunto abierto de una variedad proyectiva es llamado
variedad casi proyectiva. La dimensio´n de una variedad proyectiva
o casi proyectiva es su dimensio´n como espacio topolo´gico.
Definicio´n 1.3.12. Si Y es cualquier subconjunto de Pn, definimos el
ideal homoge´neo de Y en S, denotado por I(Y ), como el ideal generado
por el siguiente conjunto {f ∈ S | f es homoge´neo y f(p) = 0 para todo p ∈
Y }. Si Y es un conjunto algebraico, definimos el anillo coordenado
homoge´neo de Y como S(Y ) = S/I(Y ).
Si f ∈ S es un polinomio homoge´neo lineal, entonces el conjunto de
ceros de f es llamado hiperplano. En particular, denotamos el conjunto
de ceros de xi por Hi para i = 0, 1, . . . , n. Sea Ui el conjunto abierto Pn\Hi.
Entonces Pn es cubierto por los conjuntos abiertos Ui, pues, si p = (a0 :
. . . : an) es un punto, entonces algu´n ai 6= 0; de aqu´ı, p ∈ Ui. Definimos
la aplicacio´n ϕi : Ui → An por ϕi(a0 : . . . : an) = (a0ai , . . . ,
ai−1
ai
, ai+1ai , . . .
an
ai
).
Notemos tambie´n que ϕi esta´ bien definida desde que las componentes
aj
ai
son independientes de la eleccio´n de las coordenadas homoge´neas.
Definicio´n 1.3.13. Sea A = K[x1, . . . , xn] el anillo de polinomios, en-
tonces S = A[x0] = K[x0, . . . , xn]. Consideremos las graduaciones cano´nicas
A =
⊕
d≥0Ad y B =
⊕
d≥0Bd; adema´s sea B
h =
⋃
d≥0Bd. Sean las apli-
caciones h : A → S, d : S → A definidas por f 7→ x∂(f)0 f(x1x0 , . . . , xnx0 )
y g 7→ g(1, x1, . . . , xn), respectivamente. Tales aplicaciones son llamadas
homogenizacio´n y deshomogenizacio´n.
Sea a ideal de A. Se llama homogenizacio´n del ideal a en S, denotado
por h(a), al ideal de S generado por {h(f) | f ∈ a}. Entonces h(a) es un
ideal homoge´neo de S. Dado un ideal b de S, la deshomogenizacio´n
d(b) de b es el ideal {d(g) | g ∈ b}.
Proposicio´n 1.3.6. La aplicacio´n ϕi es un homeomorfismo de Ui con su
topolog´ıa inducida sobre An con la topolog´ıa de Zariski.
Demostracio´n. Es claro que ϕi es biyectiva. As´ı, es suficiente mostrar
que los cerrados de Ui se biyectan con los cerrados de An. Asumiremos a
continuacio´n que i = 0.
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Sea Y ⊆ An un subconjunto cerrado, es decir Y = Z(a) para algu´n
ideal a de A. Afirmamos que ϕ−10 (Z(a)) = U0 ∩ Z(h(a)). Sea p = (a0 :
. . . : an) ∈ ϕ−10 (Z(a)), entonces (a1a0 , . . . , ana0 ) ∈ Z(a). Luego, si g es un
generador de h(a), es decir g = h(f) para algu´n f ∈ a, entonces g(p) =
a
∂(f)
0 f(
a1
a0
, . . . , ana0 ) = 0; de aqu´ı p ∈ U0 ∩ Z(h(a)). Rec´ıprocamente, sea
p = (a0 : . . . : an) ∈ U0 ∩ Z(h(a)) y sea a = (a1a0 , . . . , ana0 ). Luego, si f ∈ a,
entonces 0 = h(f)(p) = a
∂(f)
0 f(
a1
a0
, . . . , ana0 ), que implica f(a) = 0; de aqu´ı
p ∈ ϕ−10 (Z(a)).
Veamos finalmente que ϕ0 es una aplicacio´n cerrada. Sea Y ⊆ U0 un
conjunto cerrado, sabemos que Y = Y ∩U0, donde Y es la cerradura de Y en
Pn. Tenemos que Y = Z(b) para algu´n ideal homoge´neo b de S. Afirmamos
que ϕ0(Y ) = Z(d(b)). En efecto, sea a = (a1, . . . , an) ∈ ϕ0(Y ), entonces
(1 : a1 : . . . : an) ∈ Y ⊆ Y . Ahora, tomemos f = d(g), donde g ∈ b es
un polinomio homoge´neo. Entonces f(a) = d(g)(a) = d(g)(a1, . . . , an) =
g(1, a1, . . . , an) = 0. Rec´ıprocamente, sean a = (a1, . . . , an) ∈ Z(d(b))
y g ∈ b un polinomio homoge´neo. Entonces g(1 : a1 : . . . : an) =
d(g)(a1, . . . , an) = 0. Por tanto, (1 : a1 : . . . : an) ∈ Z(b) ∩ U0 = Y ,
es decir a ∈ ϕ0(Y ). ✷
Corolario 1.3.7. Si Y es una variedad proyectiva (resp. casi proyectiva),
entonces Y es cubierto por los conjuntos abiertos Y ∩ Ui, i = 0, 1, . . . , n,
los cuales son homeomorfos a variedades afines (resp. casi afines) v´ıa la
aplicacio´n ϕi definida anteriormente.
Demostracio´n. Consecuencia de la proposicio´n anterior; adema´s debe
notarse que aplicaciones continuas llevan irreducibles en irreducibles. ✷
Definicio´n 1.3.14. Sea U un subconjunto abierto no vac´ıo de una variedad
af´ın Y . Una funcio´n ϕ : U → K es regular en el punto p ∈ U si existen
funciones f, g ∈ A(Y ), tal que g es no nulo, p ∈ Ug ⊆ U y ϕ = f/g en Ug,
es decir, ϕ(p) = f(p)/g(p) para todo p ∈ Ug. Decimos que ϕ es regular
en U si es regular en todo punto de U .
Sea U un subconjunto abierto no vac´ıo de una variedad proyectiva Y .
Una funcio´n ϕ : U → K es regular en el punto p ∈ U si existen
funciones f, g ∈ S(Y ) homoge´neas del mismo grado, tal que g es no nulo,
p ∈ Ug ⊆ U y ϕ = f/g en Ug, es decir, ϕ(p) = f(p)/g(p) para todo p ∈ Ug.
Decimos que ϕ es regular en U si es regular en todo punto de U . Para
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una variedad U , denotamos por O(U) al conjunto de funciones regulares
en U .
Observacio´n 1.3.5. Sean U una variedad y ϕ una funcio´n regular en U .
Por definicio´n, para cada p ∈ U , existe Ug ⊆ U tal que ϕ = f/g en Ug.
As´ı, desde que U es casi compacto, podemos escribir U = Ug1 ∪ . . . ∪ Ugn.
Observacio´n 1.3.6. Sea Y una variedad af´ın. Todo elemento f ∈ A(Y )
define una funcio´n regular ϕf = f/1 ∈ O(Y ) y la aplicacio´n A(Y )→ O(Y )
definida por f 7→ ϕf es un monomorfismo de K-a´lgebras. El corolario
1.3.12 nos dara´ la sobreyectividad de esta aplicacio´n.
Proposicio´n 1.3.8. (Caracterizacio´n de funcio´n regular.) Sea U abierto
de una variedad Y , p ∈ U y ϕ : U → K una funcio´n. Las siguientes
afirmaciones son equivalentes:
(a) ϕ es regular en p.
(b) Existen un abierto V con p ∈ V ⊆ U y f, g ∈ A(Y ) (en el caso
proyectivo, f, g ∈ S(Y ) homoge´neos del mismo grado) con g(q) 6= 0
para todo q ∈ V tal que ϕ = f/g en V .
Demostracio´n. (a) ⇒ (b) es directo a partir de la definicio´n. Ahora
demostremos (b) ⇒ (a). Sea Uh ⊆ V tal que p ∈ Uh. Luego Uh ⊆ Ug; y
por tanto h ∈ √〈g〉. Entonces existe n ≥ 1 tal que hn = rg. Por tanto
ϕ = f/g = rf/hn en Uhn = Uh. ✷
Proposicio´n 1.3.9. Sea Y una variedad. Las funciones regulares definen
un haz de K-a´lgebras en Y (ver cap´ıtulo 2,definicio´n 2.1.2), es decir se
cumplen las siguientes afirmaciones:
(a) O(U) es una K-a´lgebra para todo subconjunto abierto U de Y .
(b) Si U ′ ⊆ U son abiertos en Y , entonces para todo ϕ ∈ O(U), la re-
striccio´n ϕ′ = ϕ
∣∣
U ′
es regular en U ′ y ρUU ′ : O(U) → O(U ′) definida
por ϕ 7→ ϕ′ es un homomorfismo de K-a´lgebras. Adema´s, si U ′′ ⊆
U ′ ⊆ U son subconjuntos abiertos de Y , se tiene ρUU ′′ = ρU ′U ′′ ◦ ρUU ′
y ρUU = idO(U).
(c) Si U =
⋃
i∈I Ui es unio´n de abiertos y ρUUi(ϕ) = ρUUi(ψ) para algunos
ϕ, ψ ∈ O(U) y para todo i ∈ I, entonces ϕ = ψ. Adema´s, si para cada
i ∈ I tenemos ϕi ∈ O(Ui) tal que se cumple ϕi
∣∣
Ui∩Uj = ϕj
∣∣
Ui∩Uj para
todo i, j ∈ I, entonces existe ϕ ∈ O(U) tal que ϕ∣∣
Ui
= ϕi.
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Demostracio´n. (a). Sean ϕ1, ϕ2 ∈ O(U). Desde que el conjunto de
funciones de U en K es una K-a´lgebra, es suficiente ver que ϕ1 + ϕ2 y
ϕ1ϕ2 son elementos de O(U). Dado p ∈ U , existen fi, gi ∈ A(Y ) (en el
caso proyectivo fi, gi ∈ S(Y ) son homoge´neos y del mismo grado) tal que
p ∈ Ugi ⊆ U y ϕi = fi/gi en Ugi (i = 1, 2). Tenemos que Ug1g2 = Ug1∩Ug2 ⊆
U y p ∈ Ug1g2; adema´s ϕ1 = f1g2/g1g2 y ϕ2 = g1f2/g1g2 en Ug1g2. Luego
ϕ1 + ϕ2 = (f1g2 + g1f2)/(g1g2) y ϕ1ϕ2 = (f1f2)/(g1g2) en Ug1g2. Por tanto,
ϕ1 + ϕ2 y ϕ1ϕ2 son elementos de O(U).
(b). Sea U ′ un subconjunto abierto de U y p ∈ U ′, desde que ϕ ∈ O(U),
existen f, g ∈ A(Y ) (en el caso homoge´neo f, g ∈ S(Y ) homoge´neos y del
mismo grado) tal que p ∈ Ug y ϕ = f/g en Ug; pero entonces Ug ∩U ′ ⊆ U ′
y ϕ = f/g en Ug ∩ U ′. Luego, por la caracterizacio´n de funcio´n regular, se
sigue que ϕ′ = ϕ
∣∣
U ′
es regular en U ′. Por otra parte, sean U ′′ ⊆ U ′ ⊆ U
subconjuntos abiertos de X, poniendo ρU∅ = 0 y ρUU = idO(U), veamos que
ρU ′U ′′ ◦ ρUU ′ = ρUU ′′. En efecto,
(ρU ′U ′′ ◦ ρUU ′)(ϕ) = ρU ′U ′′(◦ρUU ′(ϕ)) = ρU ′U ′′(ϕ
∣∣
U ′
)
= (ϕ
∣∣
U ′
)
∣∣
U ′′
= ϕ
∣∣
U ′′
= ρUU ′′(ϕ)
(c). Sea p ∈ U y veamos que ϕ(p) = ψ(p). Por hipo´tesis existe i tal que
p ∈ Ui y (ϕ
∣∣
Ui
)(p) = (ψ
∣∣
Ui
)(p); se sigue que
ϕ(p) = (ϕ
∣∣
Ui
)(p) = (ψ
∣∣
Ui
)(p) = ψ(p)
Finalmente, si las funciones ϕi ∈ O(Ui) son tales que ϕi
∣∣
Ui∩Uj = ϕj
∣∣
Ui∩Uj ,
definiendo ϕ : U → K por ϕ = ϕi si p ∈ Ui; se sigue que ϕ es regular en
U . ✷
Teorema 1.3.10. Sea g ∈ A(Y ) (en el caso proyectivo g ∈ S(Y ) ho-
moge´neo de grado positivo). Toda funcio´n regular ϕ ∈ O(Ug) se puede
expresar como ϕ = f/gs en Ug, donde s ∈ Z+ y f ∈ A(Y ) (en el caso
proyectivo f ∈ S(Y ) homoge´neo con ∂(f) = s∂(g)).
Demostracio´n. Segu´n la observacio´n 1.3.5, hagamos Ug = Ug1∪ . . .∪Ugn.
Para cada i = 1, . . . , n tenemos que ϕ = fi/gi en Ugi, donde fi, gi ∈ A(Y )
(en el caso proyectivo fi, gi ∈ S(Y ) son homoge´neos del mismo grado).
Luego
figj/gigj = fjgi/gjgi en Ugigj .
1.2 Variedades y Morfismos 19
Lo que implica figj = fjgi en Ugigj y por tanto, gigj(figj − fjgi) = 0 en Y .
Sean f ′i = figi y g
′
i = g
2
i para i = 1, . . . , n. Entonces tenemos que f
′
ig
′
j =
f ′jg
′
i en Y , y tambie´n Ug = Ug′1 ∪ . . . ∪ Ug′n; por tanto g ∈
√〈g′1, . . . , g′n〉.
Sea s ∈ Z+ tal que gs = ∑ni=1 pig′i (en el caso proyectivo, los pig′i son
homoge´neos con s∂(g) = ∂(pi) + ∂(g
′
i)). Hacemos a continuacio´n f =∑n
i=1 pif
′
i y conseguimos
gsf ′j =
n∑
i=1
(pig
′
i)f
′
j =
n∑
i=1
(pif
′
i)g
′
j = fg
′
j.
De donde,
ϕ = f ′j/g
′
j = f/g
s en Ug′j ⊆ Ug para cada j = 1, . . . , n.
Por lo tanto ϕ = f/gs en Ug. ✷
Corolario 1.3.11. Sea Y una variedad af´ın o proyectiva. Se cumplen:
(a) En el caso af´ın, O(Ug) ∼= A(Y )g.
(b) En el caso proyectivo, O(Ug) ∼= (S(Y )g)0.
Demostracio´n. Consecuencia directa del teorema anterior. ✷
Corolario 1.3.12. Si Y es una variedad af´ın, entonces
O(Y ) ∼= A(Y ).
Demostracio´n. Es suficiente observar que Y = U1 y aplicar el corolario
anterior. ✷
Cap´ıtulo 2
Haces y Esquemas
2.1 Haces y Morfismos de Haces
Comencemos revisando la nocio´n de categor´ıa.
Una categor´ıa C consiste de una clase Ob(C) de objetos y una clase
Hom(A,B) de morfismos o flechas para cada par de objetos A,B ∈
Ob(C), tal que existe una ley de composicio´n de morfismos que es
asociativa y tiene morfismos identidad. Un morfismo f ∈ Hom(A,B)
es denotado por f : A → B y es llamado un morfismo de A a B. Por
ejemplo, la categor´ıa de conjuntos Sets tiene como objetos a los conjuntos
y tiene como morfismos a las funciones entre conjuntos.
Un funtor covariante F de una categor´ıa C a una categor´ıa D, escrito
F : C → D, consiste de un objeto F (A) ∈ Ob(D) para cada objeto A ∈
Ob(C), y un morfismo F (f) : F (A)→ F (B) para cada morfismo f : A→ B
en C, tal que F (idA) = idF (A) para cada objeto A ∈ Ob(C) y F (g ◦ f) =
F (g) ◦ F (f) para todo par de morfismos f : A → B y g : B → C. Un
funtor contravariante F : C→ D es como un funtor covariante, excepto
que revierte las flechas, es decir para cada morfismo f : A → B en C, se
asigna un morfismo F (f) : F (B)→ F (A) en D.
Definicio´n 2.1.1. Sea X un espacio topolo´gico y consideremos la categor´ıa
Top(X) cuyos objetos son los subconjuntos abiertos de X y donde los u´nicos
morfismos son las inclusiones. As´ı, convenimos que Hom(V, U) = ∅ si
V * U y Hom(V, U) admite so´lo un elemento si V ⊆ U . Un prehaz F
de conjuntos en X es un funtor contravariante de Top(X) en la categor´ıa
de conjuntos Sets tal que si U ⊆ X es vac´ıo, el conjunto F(U) consiste
de un solo elemento. Si U ⊆ V ⊆ X e i : U →֒ V es la inclusio´n,
entonces hacemos ρV U = F(i) : F(V )→ F(U). Por otra parte, si todos los
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conjuntos F(U) son grupos, mo´dulos, anillos, a´lgebras; y las aplicaciones
ρV U son homomorfismos de estas estructuras, entonces hablaremos de un
prehaz de grupos, mo´dulos, anillos o a´lgebras respectivamente.
Para especificar un prehaz bastara´ indicar los conjuntos F(U) para con-
juntos no vac´ıos U . Si F es un prehaz de grupos, entonces F(∅) es el grupo
consistiendo solo del elemento neutro. En lo que sigue, cada vez que nos
referimos a un prehaz en X estaremos entendiendo que se trata de un
prehaz de grupos.
Si F es un prehaz enX y U ⊆ X es un subconjunto abierto, la asignacio´n
V 7→ F(V ) para todo conjunto abierto V ⊆ U , determina obviamente un
prehaz en U , que es llamado la restriccio´n de F al subconjunto abierto U
y es denotado por F∣∣
U
. Esto es, si V1 ⊆ V2 ⊆ U , hacemos iV1V2 : V1 →֒ V2
y F∣∣
U
(iV1V2) = ρV2V1.
Como una mejor terminolog´ıa, si F es un prehaz enX, entonces nos refe-
rimos a F(U) como las secciones del prehaz F sobre el conjunto abierto U
y algunas veces usaremos la notacio´n Γ(U,F) para denotar al grupo F(U).
Llamaremos a los homomorfismos ρUV como homomorfismos restriccio´n
y algunas veces escribiremos s
∣∣
V
en lugar de ρUV (s) si s ∈ F(U) y V ⊆ U .
Definicio´n 2.1.2. Un prehaz F en X es llamado haz si para todo subcon-
junto abierto U de X y todo cubrimiento U =
⋃
i∈I Ui, se cumplen:
(i) Si ρUUi(s1) = ρUUi(s2) para s1, s2 ∈ F(U) y para todo i ∈ I, entonces
s1 = s2.
(ii) Si tenemos si ∈ F(Ui) para cada i ∈ I tal que se verifica que si
∣∣
Ui∩Uj =
sj
∣∣
Ui∩Uj para cada i, j ∈ I, entonces existe s ∈ F(U) tal que s
∣∣
Ui
= si
para todo i.
Observacio´n 2.1.1. El elemento s de la condicio´n (ii) es u´nico. En efecto,
sea s′ ∈ F(U) tal que s′∣∣
Ui
= si para todo i; luego para cada i ∈ I se cumple
s
∣∣
Ui
= s′
∣∣
Ui
, esto es ρUUi(s) = ρUUi(s
′); luego por (i) obtenemos que s = s′.
Ejemplo 2.1.1. Sea X una variedad af´ın o proyectiva sobre el cuerpo K.
Para cada conjunto abierto U ⊆ X, sea O(U) la K-a´lgebra de funciones
regulares de U en K. Para cada abierto V ⊆ U sea ρUV : O(U)→ O(V ) la
restriccio´n natural. Entonces O es un haz de K-a´lgebras en X. Llamamos
a O el haz de funciones regulares en X (ver proposicio´n 1.3.9).
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Ejemplo 2.1.2. Sea A un grupo abeliano. El prehaz constante asociado
al anillo A en el espacio topolo´gico X, es el prehaz F : U 7→ A para todo
U 6= ∅, y F(∅) = {0}.
Ejemplo 2.1.3. Sea X un espacio topolo´gico y A un grupo abeliano.
Definimos el haz constante A sobre X como sigue: dotamos al grupo A
de la topolog´ıa discreta y para cada subconjunto abierto U de X sea
A(U) = {f : U → A | f es continua}. Entonces con las restricciones
usuales obtenemos un haz A.
Para cada conjunto abierto conexo U , A(U) ∼= A. En efecto, fijado
u0 ∈ U definimos θ : A(U) → A por f 7→ θ(f) = f(u0), de acuerdo a la
definicio´n es fa´cil ver que θ es un homomorfismo de grupos. Para la so-
breyectividad tomamos a0 ∈ A, entonces la aplicacio´n f : U → A definida
por x 7→ a0 es continua y θ(f) = a0. Finalmente, para la inyectividad con-
sideremos f ∈ A(U) tal que f(u0) = θ(f) = 0; desde que U es conexo y f
es continua se sigue que f(U) es conexo, es decir f(U) es un punto; y como
0 ∈ f(U), se sigue que f(U) = {0}. Por tanto, f = 0 y θ es isomorfismo.
Si U es un conjunto abierto cuyas componentes conexas son abiertas
(que es siempre verdad sobre un espacio topolo´gico localmente conexo),
entonces A(U) es un producto directo de copias de A, una para cada com-
ponente conexa de U ; ma´s precisamente, si U =
⊔
i∈I Ui es la descom-
posicio´n de U en sus componentes conexas, definimos
γ : A(U) → ∏i∈I A(Ui)
f 7→ γ(f) , donde γ(f) =
(
f
∣∣
Ui
)
i∈I
Es fa´cil ver que γ es un isomorfismo de grupos; de dondeA(U) ∼= ∏i∈I A(Ui),
y por lo dicho anteriormente A(Ui) ∼= A. Por lo tanto,
A(U) ∼=
∏
i∈I
A = AI .
Ejemplo 2.1.4. Sea X = {a, b} con la topolog´ıa discreta y definimos el
prehaz F como sigue
F(∅) = {0}, F({a}) = R, F({b}) = R, F(X) = R× R× R
junto con los homomorfismos
F(X) → F({a})
(x, y, z) 7→ x y
F(X) → F({b})
(x, y, z) 7→ y
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Tenemos que X = {a} ∪ {b}; adema´s (0, 0, 1)∣∣{a} = 0 y (0, 0, 1)∣∣{b} = 0; sin
embargo (0, 0, 1) 6= (0, 0, 0). Esto nos dice que F es un prehaz que no es
un haz.
Ejemplo 2.1.5. Consideremos X = C con la topolog´ıa usual y para cada
abierto U de X, sea F(U) = {f : U → C | f es holomorfa y acotada},
junto con las restricciones usuales
ρUV : F(U)→ F(V )
Sea Un = {z ∈ C | |z| < n}, entonces C =
⋃
n≥1 Un y las funciones fn :
Un → C definidas por fn(z) = z son tales que fn ∈ F(Un). Tambie´n,
fn
∣∣
Um∩Un = fm
∣∣
Um∩Un; pero el teorema de Liouville nos dice que no existe
f ∈ F(C) tal que f ∣∣
Un
= fn para todo n ≥ 1. Por tanto, F tambie´n es un
prehaz que no es un haz.
Definicio´n 2.1.3. Si F es un prehaz en X y p ∈ X, definimos el tallo
Fp de F en p como el l´ımite directo de los grupos F(U) para todo abierto
U conteniendo p, relativo al sistema de homomorfismos ρV U para U ⊆ V .
De la definicio´n se sigue que un elemento de Fp es una clase 〈U, s〉, donde
U es un entorno abierto de p y s ∈ F(U). Dos clases 〈U, s〉 y 〈V, t〉 son
iguales en Fp si y so´lo si existe un entorno abierto W de p con W ⊆ U ∩V
tal que s
∣∣
W
= t
∣∣
W
. Por lo tanto, podemos hablar de elementos del tallo Fp
como ge´rmenes de secciones de F en el punto p. Por otro lado, dado un
entorno U de p y s ∈ F(U), denotamos sp = 〈U, s〉.
Definicio´n 2.1.4. Si F y G son prehaces en X, un morfismo ϕ : F → G es
una familia de morfismos de grupos abelianos ϕ(U) : F(U) → G(U) para
cada conjunto abierto U ⊆ X los cuales son compatibles con los homomor-
fismos restriccio´n en F y G; es decir, siempre que V ⊆ U , el siguiente
diagrama es conmutativo
F(U) ϕ(U) //
ρUV

G(U)
ρ′UV

F(V ) ϕ(V ) // G(V )
Donde ρ y ρ′ son las aplicaciones restriccio´n en F y G. Si F y G son
haces, usamos la misma definicio´n para un morfismo de haces. Decimos
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que que el morfismo ϕ es un isomorfismo si ϕ(U) : F(U) → G(U) es un
isomorfismo para cada abierto U de X. Notemos tambie´n que un morfismo
de prehaces en X ϕ : F → G induce un morfismo ϕp : Fp → Gp en los tallos
para cualquier punto p ∈ X. Ma´s precisamente, ϕp〈U, s〉 = 〈U, ϕ(U)(s)〉.
La siguiente proposicio´n ilustra la naturaleza local de un haz
Proposicio´n 2.1.6. Sea ϕ : F → G un morfismo de haces en un espacio
topolo´gico X. Entonces ϕ es un isomorfismo si y so´lo si ϕp : Fp → Gp es
un isomorfismo para cada p ∈ X.
Demostracio´n. Supongamos que ϕ es un isomorfismo. Sea p ∈ X un
punto abitrario y veamos que ϕp : Fp → Gp es un isomorfismo. Sea 〈U, s〉 ∈
Fp tal que ϕp〈U, s〉 = 〈X, 0〉, entonces 〈U, ϕ(U)(s)〉 = 〈X, 0〉, de donde
existe un entorno abierto W ⊆ U de p tal que
0
∣∣
W
= ϕ(U)(s)
∣∣
W
= ϕ(W )(s
∣∣
W
)
donde la u´ltima igualdad resulta de la compatibilidad de restricciones.
Ahora bien, como ϕ(W ) es monomorfismo, debemos tener s
∣∣
W
= 0. Por lo
tanto, 〈U, s〉 = 〈X, 0〉 mostrando que ϕp es inyectiva.
A continuacio´n consideremos 〈U, t〉 ∈ Gp, donde U es entorno de p y t ∈
G(U). Desde que ϕ(U) es sobreyectiva existe s ∈ F(U) tal que ϕ(U)(s) = t;
as´ı tenemos que
〈U, t〉 = 〈U, ϕ(U)(s)〉 = ϕp〈U, s〉.
Mostrando que ϕp es sobreyectiva.
Rec´ıprocamente, supongamos que cada ϕp es un isomorfismo para todo
p ∈ X. A continuacio´n veamos que ϕ es un isomorfismo. Fijamos un
abierto U de X y veamos que ϕ(U) es inyectiva. Para esto sea s ∈ F(U)
y supongamos que ϕ(U)(s) = 0 en G(U). Entonces para cada p ∈ U ,
ϕp〈U, s〉 = 〈U, ϕ(U)(s)〉 = 〈U, 0〉
Desde que ϕp es inyectiva, 〈U, s〉 = 〈X, 0〉; as´ı que existe un entorno abierto
Wp de p conWp ⊆ U tal que s
∣∣
Wp
= 0. Ahora bien, desde que U =
⋃
p∈U Wp
y F es un haz, se sigue que s = 0 y ϕ(U) es inyectiva.
Veamos ahora que ϕ(U) es sobreyectiva. Sea t ∈ G(U). Para cada
p ∈ U , sea 〈U, t〉 ∈ Gp su germen en p. Desde que ϕp es sobreyectiva, existe
〈V ′p , s′(p)〉 ∈ Fp tal que
〈U, t〉 = ϕp〈V ′p , s′(p)〉 = 〈V ′p , ϕ(V ′p)(s′(p))〉.
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Entonces existe un entorno abierto Vp de p con Vp ⊆ V ′p ∩ U tal que
t
∣∣
Vp
= ϕ(V ′p)(s
′(p))
∣∣
Vp
= ϕ(Vp)(s
′(p)
∣∣
Vp
)
Haciendo s(p) = s′(p)
∣∣
Vp
∈ F(Vp), tenemos ϕ(Vp)(s(p)) = t
∣∣
Vp
.
Veamos a continuacio´n que s(p)
∣∣
Vp∩Vq = s(q)
∣∣
Vp∩Vq . En efecto,
ϕ(Vp ∩ Vq)(s(p)
∣∣
Vp∩Vq) = ϕ(Vp)(s(p))
∣∣
Vp∩Vq = (t
∣∣
Vp
)
∣∣
Vp∩Vq = t
∣∣
Vp∩Vq .
Tambie´n se tiene que
ϕ(Vp ∩ Vq)(s(q)
∣∣
Vp∩Vq) = ϕ(Vq)(s(q))
∣∣
Vp∩Vq = (t
∣∣
Vq
)
∣∣
Vp∩Vq = t
∣∣
Vp∩Vq .
Desde que ϕ(Vp ∩ Vq) es inyectiva, se sigue que s(p)
∣∣
Vp∩Vq = s(q)
∣∣
Vp∩Vq . En
conclusio´n tenemos que U =
⋃
p∈U Vp y secciones s(p) ∈ F(Vp) para cada
p ∈ U tales que s(p)∣∣
Vp∩Vq = s(q)
∣∣
Vp∩Vq para cada p, q ∈ U . Desde que F
es un haz, existe s ∈ F(U) tal que s∣∣
Vp
= s(p) para todo p ∈ U . Por otra
parte, para todo p ∈ U
ϕ(U)(s)
∣∣
Vp
= ϕ(Vp)(s
∣∣
Vp
) = ϕ(Vp)(s(p)) = t
∣∣
Vp
En conclusio´n, U =
⋃
p∈U Vp; ϕ(U)(s), t ∈ G(U) y ϕ(U)(s)
∣∣
Vp
= t
∣∣
Vp
para
todo p ∈ U . Desde que G es un haz, tenemos que ϕ(U)(s) = t; esto muestra
que ϕ(U) es sobreyectiva. Por tanto, ϕ(U) es un isomorfismo, y desde que
U es arbitrario, se sigue que ϕ es un isomorfismo. ✷
Definicio´n 2.1.5. Sea ϕ : F → G un morfismo de prehaces. Definimos el
prehaz nu´cleo de ϕ, denotado por Nuc(ϕ), como el prehaz dado por U 7→
Nuc(ϕ(U)). Tambie´n definimos los prehaces imagen de ϕ y conu´cleo
de ϕ, como los prehaces dados por U 7→ Im(ϕ(U)) y U 7→ Conuc(ϕ(U))
respectivamente.
Observacio´n 2.1.2. Si ϕ : F → G es un morfismo de haces, entonces el
nu´cleo de ϕ es un haz.
2.2 Espacio E´tale´ de un Prehaz y Haz Asociado
Definicio´n 2.2.1. Espacio e´tale´ de un espacio topolo´gico X es un espa-
cio topolo´gico F junto con un homeomorfismo local y sobreyectivo π : F →
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X. Para un punto x ∈ X, Fx = π−1(x) es llamado tallo de F en x. Para
un subconjunto abierto U de X, sea Γ(U, F ) el conjunto de secciones con-
tinuas de F sobre U , es decir, Γ(U, F ) esta´ formado por las aplicaciones
continuas s : U → F tal que π ◦ s = idU .
Observacio´n 2.2.1. Sea F espacio e´tale´ de X y sea π : F → X como en la
definicio´n anterior. Entonces existe un haz de conjuntos F∗ en X, definido
por F∗(U) = Γ(U,F) para cada abierto U ⊆ X; y para abiertos V ⊆ U
consideremos las restricciones usuales ρUV : F∗(U) → F∗(V ) mediante
s 7→ s∣∣
V
.
Lema 2.2.1. Dado un prehaz F en el espacio topolo´gico X, existe el es-
pacio e´tale´ F de X.
Demostracio´n. Sea F =
⊔
p∈X Fp y dotemos a F de una topolog´ıa como
sigue: dado un abierto U de X y s ∈ F(U), sea W (s, U) = {sp | p ∈ U}.
Veamos que la coleccio´n B = {W (s, U) |U es abierto en X y s ∈ F(U)}
es base para una topolog´ıa sobre F . En efecto, es claro que la unio´n
de los elementos de B es precisamente F ; a continuacio´n consideremos
W (s, U) y W (s′, U ′) en B cuya interseccio´n es no vac´ıa. Sea p ∈ U con
sp ∈ W (s, U)∩W (s′, U ′), entonces p ∈ U ′ y podemos escribir sp = 〈U, s〉 =
〈U ′, s′〉; as´ı que existe un entorno abierto V de p con V ⊆ U ∩ U ′ tal que
s
∣∣
V
= s′
∣∣
V
. Sea t = s
∣∣
V
y veamos que W (t, V ) ⊆ W (s, U) ∩W (s′, U ′).
Sea tq ∈ W (t, V ) un elemento arbitrario, donde q ∈ V . Desde que
V ⊆ U ∩ U ′, entonces q ∈ U y q ∈ U ′. Luego se tiene
tq = 〈V, t〉 = 〈V, s
∣∣
V
〉 = 〈U, s〉 = sq ∈ W (s, U)
tq = 〈V, t〉 = 〈V, s′
∣∣
V
〉 = 〈U ′, s′〉 = s′q ∈ W (s′, U ′)
Por lo tanto tq ∈ W (s, U) ∩W (s′, U ′). La topolog´ıa en F es aquella que
tiene a B como base.
A continuacio´n veamos la construccio´n de π que es homeomorfismo local
y sobreyectivo. Definimos π : F → X por sp 7→ p, donde sp ∈ Fp.
De acuerdo a la definicio´n, claramente se tiene que π es sobreyectiva;
adema´s π es continua, pues dado un subconjunto abierto U de X,tenemos
π−1(U) =
⋃
s∈F(V ),V⊆U
W (s, V )
Finalmente, veamos que π : F → X es homeomorfismo local. Sea U un
abierto en X y sea s ∈ F(U). Note que π(W (s, U)) = U . Ma´s au´n,
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tenemos que π
∣∣
W (s,U)
: W (s, U) → U es una biyeccio´n. Como π : F → X
es continua, entonces π
∣∣
W (s,U)
: W (s, U) → U es continua. Por otro lado,
como B es una base para la topolog´ıa sobre F y π(W (s, U)) = U es abierto
en X, para todo elemento W (s, U) ∈ B, entonces π : F → X es abierta.
Luego, como W (s, U) es abierto en F y π(W (s, U)) = U es abierto en
X, entonces π
∣∣
W (s,U)
: W (s, U) → U es abierta. Por tanto, π∣∣
W (s,U)
:
W (s, U)→ U es homeomorfismo, para todo elemento W (s, U) ∈ B. Como
los elementos de B forman un cubrimiento de F , se sigue que π : F → X
es un homeomorfismo local. ✷
Observacio´n 2.2.2. Un elemento s ∈ F(U) define una aplicacio´n s : U →
F mediante p 7→ sp; e´sta es una seccio´n, pues π ◦ s = idU .
Adema´s la seccio´n s es continua. En efecto, sea W (t, V ) un abierto
ba´sico en F y sea p ∈ (s)−1(W (t, V )), entonces s(p) = sp ∈ W (t, V ) y
podemos hacer sp = tp ∈ W (t, V ); luego existe un entorno W de p con
W ⊆ U ∩ V tal que s∣∣
W
= t
∣∣
W
. Veamos que W ⊆ (s)−1(W (t, V )). Sea un
punto arbitrario q ∈ W , entonces q ∈ U y q ∈ V . Luego
sq = 〈U, s〉 = 〈W, s
∣∣
W
〉 = 〈W, t∣∣
W
〉 = 〈V, t〉 = tq ∈ W (t, V ).
Por lo tanto, (s)−1(W (t, V )) es abierto en U y s es continua.
Observacio´n 2.2.3. Sea V subconjunto abierto de U y s ∈ F(U). Veamos
que s
∣∣
V
= s
∣∣
V
; en efecto, dado p ∈ V
s
∣∣
V
(p) = 〈V, s∣∣
V
〉 = 〈U, s〉 = s(p) = s∣∣
V
(p).
Lema 2.2.2. Sea un prehaz F en X y sea F el espacio e´tale´ de X. Dado
un subconjunto abierto U de X y una seccio´n continua σ de F sobre U ,
existen un cubrimiento abierto {Ui}i∈I de U y secciones si ∈ F(Ui) tal que
σ
∣∣
Ui
= si, para todo i.
Demostracio´n. Sea π : F → X el homeomorfismo local que resulta del
lema anterior. Sea σ : U → F una seccio´n continua y sea p ∈ U , entonces
σ(p) ∈ Fp, osea, σ(p) = 〈V, s〉 = sp = s(p), donde s ∈ F(V ). Por ser π
homeomorfismo local, existe un entorno W de σ(p) y un entorno Z de p
tal que π
∣∣
W
: W → Z es un homeomorfismo. Sea Vp = U ∩V ∩ (σ)−1(W )∩
(s)−1(W ) y sea q ∈ Vp. Tenemos que p ∈ Vp. Adema´s tenemos que
(π ◦ σ)(q) = q = (π ◦ s)(q), lo cual implica que σ(q) = (π∣∣
W
)−1(q) = s(q).
Por tanto σ
∣∣
Vp
= t, donde t = s
∣∣
Vp
. ✷
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Proposicio´n 2.2.3. Dado un prehaz F en X, existe un haz F+ y un
morfismo θ : F → F+ con la siguiente propiedad: para cualquier haz G y
cualquier morfismo ϕ : F → G, existe un u´nico morfismo ψ : F+ → G tal
que ϕ = ψ ◦ θ. Adema´s, el par (F+, θ) es u´nico salvo isomorfismo. F+ es
llamado haz asociado al prehaz F .
Demostracio´n. Sea F un prehaz sobre X y consideremos el espacio e´tale´
F asociado a X, junto con el homeomorfismo local π : F → X que resultan
del lema anterior. Definimos el haz asociado al prehaz F , denotado por
F+ como el haz F∗ que proviene de la observacio´n 2.2.1. Sea U abierto de
X y dotemos a F+(U) con estructura de grupo abeliano. Definimos para
s, t ∈ F+(U) y p ∈ U
(s+ t)(p) = s(p) + t(p)
Desde que (s + t)(p) ∈ Fp, se sigue que π((s + t)(p)) = p y por tanto
s + t es una seccio´n de F sobre U . Ahora veamos que s + t es continua.
Tomemos un abierto ba´sico W (r, V ) de F y veamos que (s+ t)−1(W (r, V ))
es abierto en U . En efecto, sea p ∈ U tal que (s+t)(p) ∈ W (r, V ), entonces
(s+t)(p) = rp ∈ Fp. De acuerdo al lema 2.2.2 existen cubrimientos abiertos
{Ui}i∈I y {Vj}j∈J de U ; si ∈ F(Ui), tj ∈ F(Vj) tal que s
∣∣
Ui
= si y t
∣∣
Vj
= tj.
Para algu´n par de ı´ndices i ∈ I, j ∈ J , p ∈ Ui ∩ Vj y se cumplen las
igualdades
s(p) = si(p) = 〈Ui, si〉 y t(p) = tj(p) = 〈Vj, tj〉
Luego
〈Ui ∩ Vj, si
∣∣
Ui∩Vj + tj
∣∣
Ui∩Vj〉 = 〈Ui, si〉+ 〈Vj, tj〉 = s(p) + t(p) = rp = 〈V, r〉
Por tanto existe un abierto Z con p ∈ Z ⊆ Ui∩Vj ∩V tal que si
∣∣
Z
+ tj
∣∣
Z
=
r
∣∣
Z
. Afirmamos que Z ⊆ (s+t)−1(W (r, V )). En efecto, sea q ∈ Z, entonces
q ∈ Ui y q ∈ Vj. Por lo tanto,
(s+ t)(q) = s(q) + t(q) = si(q) + tj(q) = 〈Ui, si〉+ 〈Vj, tj〉
= 〈Ui ∩ Vj, si
∣∣
Ui∩Vj + tj
∣∣
Ui∩Vj〉 = 〈Z, r
∣∣
Z
〉
= 〈V, r〉 ∈ W (r, V ).
Dado un abierto U de X, definimos una aplicacio´n θ(U) : F(U)→ F+(U)
por s 7→ s. Es fa´cil ver que θ(U) es un homomorfismo de grupos; adema´s
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si V es un abierto de U , la observacio´n 2.2.3 nos dice que el siguiente
diagrama es conmutativo
F(U) θ(U)//
ρUV

F+(U)
ρ+UV

F(V ) θ(V )//F+(V )
Consideremos ahora un haz G y sea ϕ : F → G un morfismo. Vamos a
definir un morfismo ψ : F+ → G tal que el siguiente diagrama conmute
F θ //
ϕ
!!
F+
ψ

G
Tomemos un abierto U de X y sea s ∈ F+(U). Por el lema 2.2.2 existe
un cubrimiento abierto {Ui}i∈I de U y si ∈ F(Ui) tal que s
∣∣
Ui
= si para
todo i ∈ I. Sea ti = ϕ(Ui)(si) ∈ G(Ui) y veamos que ti
∣∣
Ui∩Uj = tj
∣∣
Ui∩Uj en
G(Ui ∩ Uj). Desde que G es un haz, es suficiente mostrar que(
ti
∣∣
Ui∩Uj
)
p
=
(
tj
∣∣
Ui∩Uj
)
p
en Gp para todo p ∈ Ui ∩ Uj (2.2.1)
En efecto, como si
∣∣
Ui∩Uj = s
∣∣
Ui∩Uj = sj
∣∣
Ui∩Uj , para p ∈ Ui∩Uj tenemos que(
si
∣∣
Ui∩Uj
)
p
= si
∣∣
Ui∩Uj(p) = sj
∣∣
Ui∩Uj(p) =
(
sj
∣∣
Ui∩Uj
)
p
Entonces existe un entorno Vp de p tal que Vp ⊆ Ui ∩ Uj y si
∣∣
Vp
= sj
∣∣
Vp
.
Luego
ti
∣∣
Vp
= ϕ(Ui)(si)
∣∣
Vp
= ϕ(Vp)(si
∣∣
Vp
) = ϕ(Vp)(sj
∣∣
Vp
) = ϕ(Uj)(sj)
∣∣
Vp
= tj
∣∣
Vp
lo que muestra la relacio´n (2.2.2). Como G es un haz, entonces existe un
u´nico t ∈ G(U) tal que t∣∣
Ui
= ti. Definimos ψ(U)(s) = t. Usando que
G es un haz, podemos ver que ψ esta´ bien definida. De esto, se sigue sin
dificultad que ψ es un morfismo y ψ ◦ θ = ϕ. Adema´s, como G es un haz,
el morfismo ψ es el u´nico con esta propiedad, debido al lema 2.2.2. La
unicidad de F+ es una consecuencia formal de la propiedad universal. ✷
Observacio´n 2.2.4. Note que θp : Fp → F+p es isomorfismo, para todo
p ∈ X. Tambie´n note que, como consecuencia de la propiedad universal,
si F es un haz entonces θ : F → F+ es un isomorfismo.
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Definicio´n 2.2.2. Un subhaz de un haz F es un haz F ′ tal que para todo
abierto U ⊆ X, F ′(U) es un subgrupo de F(U), y los homomorfismos
de restriccio´n de F ′ son inducidos por los de F . Se sigue que F ′p es un
subgrupo de Fp, para todo p ∈ X.
Si ϕ : F → G es un morfismo de haces, se tiene que Nuc(ϕ) es un
subhaz de F . Decimos que un morfismo de haces ϕ : F → G es inyectivo,
si Nuc(ϕ) = 0; es decir si ϕ(U) : F(U) → G(U) es inyectivo para todo
abierto U ⊆ X.
Si ϕ : F → G es un morfismo de haces, definimos la imagen de ϕ,
denotado por Im(ϕ), como el haz asociado al prehaz imagen de ϕ.
Proposicio´n 2.2.4. Sea ϕ : F → G un morfismo de prehaces tal que
ϕ(U) : F(U) → G(U) es inyectivo para todo abierto U ⊆ X. Entonces el
morfismo inducido ϕ+ : F+ → G+ de haces asociados es inyectivo.
Demostracio´n. Sean α : F → F+ y β : G → G+ los morfismos naturales.
Por la propiedad universal de haz asociado, para el morfismo β◦ϕ : F → G+
existe un u´nico morfismo ϕ+ : F+ → G+ tal que ϕ+ ◦ α = β ◦ ϕ. Veamos
que ϕ+(U) : F+(U) → G+(U) es inyectivo, para todo abierto U ⊆ X.
En efecto, sea f ∈ F+(U) tal que ϕ+(U)(f) = 0. Sea p ∈ U . Entonces
existe V ⊆ U abierto que contiene a p y existe t ∈ F(V ) tal que f ∣∣
V
= t.
Luego β(V )(ϕ(V )(t)) = ϕ+(V )(α(V )(t)) = ϕ+(V )(t) = ϕ+(V )(f
∣∣
V
) =
ϕ+(U)(f)
∣∣
V
= 0; es decir ϕ(V )(t) = 0. Luego ϕ(V )(t)p = 0 en Gp. En-
tonces existe W ⊆ V abierto que contiene a p tal que ϕ(V )(t)∣∣
W
= 0.
As´ı tenemos ϕ(W )(t
∣∣
W
) = 0, y como ϕ(W ) : F(W ) → G(W ) es inyectivo
entonces t
∣∣
W
= 0. Se sigue que f(p) = tp = 0. Por tanto f = 0. ✷
Observacio´n 2.2.5. Sea ϕ : F → G un morfismo de haces y sea im(ϕ)
el prehaz imagen de ϕ. Tenemos un morfismo natural de prehaces im(ϕ)→
G, el cual es obviamente inyectivo en cada abierto U ⊆ X. Por la proposicio´n
anterior, tenemos un morfismo inyectivo de haces Im(ϕ)→ G+. As´ı obten-
emos un morfismo inyectivo de haces Im(ϕ) → G, por lo cual podemos
identificar Im(ϕ) con un subhaz de G. Note que v´ıa esta identificacio´n,
para todo p ∈ X tenemos Im(ϕ)p = im(ϕ)p en Gp.
Definicio´n 2.2.3. Decimos que un morfismo de haces ϕ : F → G es
sobreyectivo, si Im(ϕ) = G.
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Definicio´n 2.2.4. Decimos que una sucesio´n de haces y morfismos
. . . −→ F i−1 ϕi−1−→ F i ϕi−→ F i+1 −→ . . .
es exacta si para cada i, Nuc(ϕi) = Im(ϕi−1).
Proposicio´n 2.2.5. Sea F un haz sobre un espacio topolo´gico X y sea
F ′ un subhaz de F . Sea U ⊆ X un abierto y sea s ∈ F(U). Tenemos:
s ∈ F ′(U) si y so´lo si sp ∈ F ′p para todo p ∈ U .
Demostracio´n. Supongamos que sp ∈ F ′p para todo p ∈ U . Sea p ∈ U ,
entonces 〈U, s〉 = 〈Vp, t′(p)〉 en Fp, donde Vp es abierto que contiene a p
y t′(p) ∈ F ′(Vp). Luego existe Wp ⊆ U ∩ Vp abierto que contiene a p
tal que s
∣∣
Wp
= t′(p)
∣∣
Wp
. Sea t(p) = t′(p)
∣∣
Wp
, para cada p ∈ U . Tenemos
que t(p) ∈ F ′(Wp) y adema´s para cada p, q ∈ U se tiene t(p)
∣∣
Wp∩Wq =
s
∣∣
Wp∩Wq = t(q)
∣∣
Wp∩Wq . Como F ′ es un haz, entonces existe t ∈ F ′(U) tal
que t
∣∣
Wp
= t(p) para todo p ∈ U . Luego s∣∣
Wp
= t
∣∣
WP
para todo p ∈ U , y
por tanto s = t ∈ F ′(U). La parte rec´ıproca es inmediata. ✷
Corolario 2.2.6. Sea F un haz sobre un espacio topolo´gico X, entonces
F = 0 si y so´lo si Fp = 0 para todo p ∈ X. Adema´s, si G y G ′ son subhaces
de F , entonces:
(a) G = F si y so´lo si Gp = Fp para todo p ∈ X.
(b) G = G ′ si y so´lo si Gp = G ′p para todo p ∈ X.
Demostracio´n. Consecuencia directa de la proposicio´n anterior. ✷
La siguiente proposicio´n es una consecuencia importante del corolario
anterior
Proposicio´n 2.2.7. Sea X un espacio topolo´gico.
Se cumplen las siguientes afirmaciones:
(a) Para cualquier morfismo de haces ϕ : F → G, se cumple que para
cada punto p ∈ X
(Nuc(ϕ))p = Nuc(ϕp) y (Im(ϕ))p = Im(ϕp).
(b) El morfismo ϕ es inyectivo (resp. sobreyectivo) si y so´lo si la apli-
cacio´n inducida en los tallos ϕp es inyectiva (resp. sobreyectiva) para
todo p ∈ X.
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(c) La sucesio´n de haces y morfismos . . .→ F i−1 ϕi−1−→ F i ϕi−→ F i+1 → . . .
es exacta si y so´lo si para cada p ∈ X la correspondiente sucesio´n de
tallos es exacta como sucesio´n de grupos abelianos.
Demostracio´n. Ver [1]. ✷
Proposicio´n 2.2.8. Dado un subconjunto abierto U ⊆ X, el funtor Γ(U, ·)
de haces sobre X a grupos abelianos es un funtor exacto a izquierda, es
decir, si 0 → F ′ ϕ→ F ψ→ F ′′ es una sucesio´n exacta de haces, entonces
0→ Γ(U,F ′)→ Γ(U,F)→ Γ(U,F ′′) es una sucesio´n exacta de grupos.
Demostracio´n. Fijemos un conjunto abierto U ⊆ X. Como ϕ es in-
yectiva, tenemos Nuc(ϕ) = 0; luego 0 = (Nuc(ϕ))(U) = Nuc(ϕ(U)) y
por tanto ϕ(U) es inyectiva. A continuacio´n veamos que Im(ϕ(U)) =
Nuc(ψ(U)). Por la proposicio´n 2.2.7 la sucesio´n 0 → F ′p
ϕp→ Fp ψp→ F ′′p
es exacta para todo p ∈ X. Para cada p ∈ U y s ∈ F ′(U), tenemos
(ψ(U)◦ϕ(U)(s))p = 〈U, ψ(U)◦ϕ(U)(s)〉 = ψp(ϕp(〈U, s〉)) = 0, luego ψ(U)◦
ϕ(U)(s) = 0 para todo s ∈ F ′(U) y por tanto Im(ϕ(U)) ⊆ Nuc(ψ(U)).
Por otro lado, sea s ∈ Nuc(ψ(U)) y sea p ∈ U . Tenemos ψp(〈U, s〉) =
〈U, ψ(U)(s)〉 = 0, luego 〈U, s〉 ∈ Nuc(ψp) = Im(ϕp), entonces existe un
abierto Vp ⊆ X que contiene a p y existe una seccio´n t(p) ∈ F′(Vp) tal que
ϕp(〈Vp, t(p)〉) = 〈U, s〉 y como ϕp(〈Vp, t(p)〉) = 〈Vp, ϕ(Vp)(t(p))〉, entonces
existe un abierto Wp ⊆ U ∩ Vp que contiene a p tal que ϕ(Vp)(t(p))
∣∣
Wp
=
s
∣∣
Wp
, es decir ϕ(Wp)(t(p)
∣∣
Wp
) = s
∣∣
Wp
. Para cada p, q ∈ U , denotemos
por Wpq a la interseccio´n de Wp y Wq. Tenemos ϕ(Wpq)(t(p)
∣∣
Wpq
) =
ϕ(Wp)(t(p)
∣∣
Wp
)
∣∣
Wpq
= (s
∣∣Wp)∣∣Wpq = s∣∣Wpq , por lo cual ϕ(Wpq)(t(p)∣∣Wpq) =
ϕ(Wpq)(t(q)
∣∣
Wpq
), y como ϕ(Wpq) es inyectiva, entonces t(p)
∣∣
Wpq
= t(q)
∣∣
Wpq
para todo p, q ∈ U . Luego existe t ∈ F′(U) tal que t∣∣
Wp
= t(p)
∣∣
Wp
para todo
p ∈ U . Entonces, ϕ(U)(t)∣∣
Wp
= ϕ(Wp)(t
∣∣
Wp
) = ϕ(Wp)(t(p)
∣∣
Wp
) = s
∣∣
Wp
para todo p ∈ U . Por tanto ϕ(U)(t) = s, y as´ı s ∈ Im(ϕ(U)). ✷
Definicio´n 2.2.5. Sean X e Y espacios topolo´gicos y f : X → Y una
funcio´n continua. Dado un haz F en X, definimos el haz imagen directa
f∗F en Y por (f∗F)(V ) = F(f−1(V )) para cualquier abierto V ⊆ Y . Para
cualquier haz G en Y , definimos el haz imagen inversa f−1G en X como
el haz asociado al prehaz f •G dado por U 7→ Lim−−→ f(U)⊆V G(V ), donde U es
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un subconjunto abierto de X, y el l´ımite directo es considerado sobre todos
los abiertos V de Y conteniendo f(U).
Observacio´n 2.2.6. De la construccio´n del l´ımite directo podemos tambie´n
considerar a (f •G)(U) como el conjunto de elementos 〈V, s〉 donde V es un
abierto de Y tal que f(U) ⊆ V y s ∈ G(V ), y dos tales elementos 〈V, s〉
y 〈V ′, s′〉 son iguales si existe un abierto W ⊆ Y tal que f(U) ⊆ W ⊆
V ∩ V ′ y s∣∣
W
= s′
∣∣
W
. Dado G ⊆ U abierto, la restriccio´n esta´ dada por
〈V, s〉∣∣
G
= 〈V, s〉 ∈ (f •G)(G). La restriccio´n esta´ bien definida pues como
G ⊆ U , entonces f(G) ⊆ f(U) ⊆ V .
Si p ∈ X y q = f(p), entonces (f−1G)p ∼= Gq. En efecto, la aplicacio´n
Gq → (f •G)p dada por 〈V, t〉 7→ 〈f−1(V ), 〈V, t〉〉 es un isomorfismo.
Proposicio´n 2.2.9. (Extensio´n de un haz por cero). Sean X un espacio
topolo´gico, Z un subconjunto cerrado y sea ı : Z → X la inclusio´n. Se
cumplen las siguientes afirmaciones:
(a) Dado un haz F en Z, se tiene
(ı∗F)p ∼=
{ Fp, si p ∈ Z
0, si p 6∈ Z
Llamamos a ı∗F extensio´n de F por cero fuera de Z.
(b) Sea U = X \ Z y sea  : U → X la inclusio´n. Sea F un haz en U .
Sea !F el haz en X asociado al prehaz N dado por
V 7→
{ F(V ), si V ⊆ U
0, si V * U
Entonces se tiene que
(!F)p ∼=
{ Fp, si p ∈ U
0, si p 6∈ U
Adema´s, !F es el u´nico haz en X que es obtenido por extender F por
cero fuera de U .
(c) Sea F un haz en X. Entonces existe una sucesio´n exacta de haces en
X
0 −→ !(F∣∣
U
) −→ F −→ ı∗(F
∣∣
Z
) −→ 0.
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Demostracio´n. (a) Sea p ∈ Z. DefinimosHF : (ı∗F)p → Fp por 〈U, s〉 7→
〈U ∩ Z, s〉. Veamos la buena definicio´n. Si 〈U, s〉 = 〈V, t〉, entonces existe
W ⊆ U ∩ V abierto en X que contiene a p tal que s∣∣
W
= t
∣∣
W
en ı∗F(W ),
es decir s
∣∣
W∩Z = t
∣∣
W∩Z . Luego 〈U ∩ Z, s〉 = 〈V ∩ Z, t〉.
Veamos que HF es inyectiva. Si HF(〈U, s〉) = 0, entonces 〈U∩Z, s〉 = 0,
luego existe un abiertoG de Z que contiene a p tal queG ⊆ U∩Z y s∣∣
G
= 0.
Sea G = V ∩ Z, donde V ⊆ X es un abierto. Como G ⊆ U ∩ Z, entonces
G = G∩ (U ∩Z) = V ∩Z∩U ∩Z = (U ∩V )∩Z. SeaW = U ∩V , entonces
W es abierto de X y contiene a p; adema´s W ⊆ U y G = W ∩ Z. Luego
0 = s
∣∣
G
= s
∣∣
W∩Z
de donde se tiene s
∣∣
W
= 0 en ı∗F(W ). Luego 〈U, s〉 = 0. Desde que es
clara la sobreyectividad se sigue que HF es isomorfismo.
Si p 6∈ Z, veamos que (ı∗F)p = 0. En efecto, sea 〈U, s〉 ∈ (ı∗F)p. Como
p ∈ X \ Z y X \ Z es abierto, entonces 〈U, s〉 = 〈U ∩ (X \ Z), s∣∣
U∩(X\Z)〉.
Pero s
∣∣
U∩(X\Z) = s
∣∣
U∩(X\Z)∩Z ∈ F(U ∩ (X \Z)∩Z) = F(∅) = 0. Luego
〈U, s〉 = 〈U ∩ (X \ Z), s∣∣
U∩(X\Z)〉 = 〈U ∩ (X \ Z), 0〉
(b) Sea p ∈ U . Mostremos que (!F)p ∼= Fp. Como Np ∼= N+p = (!F)p,
basta ver que Np ∼= Fp. En efecto, sea γ : Fp → Np dado por 〈W, s〉 7→
〈W, s〉. Evidentemente γ esta´ bien definida y es un homomorfismo inyectivo
de grupos.
Veamos la sobreyectividad. Sea 〈V, t〉 ∈ Np, donde V ⊆ X es abierto
que contiene a p y t ∈ N (V ). Si V * U , entonces N (V ) = 0, luego t = 0 y
〈V, t〉 = 0 ∈ Im(γ). Si V ⊆ U , entonces N (V ) = F(V ) y t ∈ F(V ). Luego
γ(〈V, t〉) = 〈V, t〉
de aqu´ı 〈V, t〉 ∈ Im(γ). Ahora, consideremos p 6∈ U . Como Np ∼= N+p =
(!F)p, basta ver que Np = 0. En efecto, sea 〈V, s〉 ∈ Np, como p ∈ V y
p 6∈ U , entonces V 6⊆ U . Asi N (V ) = 0. Luego s = 0, de donde se sigue
que 〈V, s〉 = 0. Por tanto Np = 0.
(c)Definamos un morfismo φ : N → F por φ(V ) = idF(V ), si V ⊆ U ;
y φ(V ) = 0, si V 6⊆ U (donde N es como en (b), con F∣∣
U
como el haz
sobre U). Entonces, existe ϕ : N+ = !(F∣∣
U
) → F tal que ϕ ◦ λ =
φ, donde λ : N → N+ es el morfismo natural. Para definir ψ : F →
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ı∗(F
∣∣
Z
) = ı∗(ı−1F) veamos el caso general. Sea f : X → Y funcio´n
continua entre espacios topolo´gicos y sea G un haz sobre Y . Sea θ : f •G →
f−1G el morfismo natural. Para U ⊆ X abierto, definamos ψ(U) : G(U)→
f∗(f−1G)(U) = f−1G(f−1(U)) por s 7→ θ(f−1(U))(〈U, s〉), con 〈U, s〉 ∈
f •G(f−1(U)). Entonces es fa´cil ver que ψ es morfismo de haces. En nuestro
caso, tenemos ψ : F → ı∗(F
∣∣
Z
). Ahora veamos que hemos obtenido una
sucesion exacta viendo que sea exacta en los tallos. Si p ∈ U , entonces
(ı∗(F
∣∣
Z
))p = 0. Asi, en este caso tenemos que probar que ϕp es isomorfismo.
En efecto, como φ(V ) es inyectiva para todo V abierto de X, entonces ϕ
es inyectiva y asi ϕp es inyectiva. Como ϕ ◦ λ = φ, tenemos que ϕp ◦ λp =
φp, y se sigue que para ver que ϕp es sobreyectiva, basta ver que φp es
sobreyectiva. Para esto, tomemos 〈W, t〉 ∈ Fp, entonces 〈W, t〉 = 〈W ∩
U, t
∣∣
W∩U〉 = 〈W ∩ U, φ(W ∩ U)(t
∣∣
W∩U)〉 = φp(〈W ∩ U, t
∣∣
W∩U〉). Si p ∈ Z,
entonces (!(F∣∣
U
))p = 0. As´ı, en este caso tenemos que probar que ψp es
isomorfismo. En efecto, como p ∈ Z, entonces K : (ı•F)p → (F)p dado
por 〈W ∩ Z, 〈W, t〉〉 7→ 〈W, t〉 es isomorfismo. Luego,
(K ◦ (θp)−1 ◦H
(F
∣∣
Z
)
◦ ψp)(〈V, s〉)
= K ◦ (θp)−1 ◦H
(F
∣∣
Z
)
(〈V, ψ(V )(s)〉)
= K ◦ (θp)−1 ◦H
(F
∣∣
Z
)
(〈V, θ(V ∩ Z)(〈V, s〉)〉)
= K ◦ (θp)−1(〈V ∩ Z, θ(V ∩ Z)(〈V, s〉)〉)
= K(〈V ∩ Z, 〈V, s〉)〉)
= 〈V, s〉.
Se sigue que ψp es isomorfismo.
✷
Sea {Fi, ϕij} un sistema directo de haces y morfismos en X. Entonces
se cumple
(i) ϕik = ϕjk ◦ ϕij si i ≤ j ≤ k.
(ii) ϕii = idFi para todo i ∈ I.
Es decir, para cada abierto U de X se tiene que {Fi(U), ϕij(U)} es un sis-
tema directo en la categor´ıa de grupos abelianos. A continuacio´n definimos
el prehaz P como sigue: P(U) := Lim−−→Fi(U).
36 2. HACES Y ESQUEMAS
Dados abiertos V ⊆ U y para i ∈ I, sea ρiUV : Fi(U) → Fi(V ) el
morfismo restriccio´n, entonces para i ≤ j tenemos el siguiente diagrama
conmutativo
Fi(U) ρ
i
UV //
ϕij(U)

Fi(V )
ϕij(V )

Fj(U) ρ
j
UV //Fj(V )
Por tanto existe un u´nico morfismo ρUV : P(U)→ P(V ) tal que para cada
i ∈ I se tiene el diagrama conmutativo
Fi(U) ρ
i
UV //
ϕUi

Fi(V )
ϕVi

P(U) ρUV //P(V )
donde ϕUi : Fi(U)→ P(U) esta´ dado por ϕUi (s) = [(i, s)]. Consideremos la
restriccio´n ρUV : P(U)→ P(V ), entonces para s ∈ Fi(U)
ρUV [(i, s)] = ρUV (ϕ
U
i (s)) = ϕ
V
i (ρ
i
UV (s)) = [(i, ρ
i
UV (s))] = [(i, s
∣∣
V
)]
de donde ρUU [(i, s)] = [(i, s
∣∣
U
)] = [(i, s)] y as´ı ρUU = idP(U).
Por otro lado,
ρVW (ρUV [(i, s)]) = ρVW [(i, s
∣∣
V
)] = [(i, (s
∣∣
V
)
∣∣
W
)] = [(i, s
∣∣
W
)] = ρUW [(i, s)]
lo que nos da ρVW ◦ ρUV = ρUW . Por lo tanto P es prehaz sobre X.
Definicio´n 2.2.6. Definimos el l´ımite directo del sistema {Fi, ϕij},
denotado por Lim−−→Fi, como el haz asociado al prehaz P.
Observacio´n 2.2.7. El l´ımite directo de la definicio´n anterior es un l´ımite
directo en la categor´ıa de haces sobre X, es decir se tiene la siguiente
propiedad universal: dado un haz G y una coleccio´n de morfismos Fi → G,
compatibles con los morfismos del sistema directo, entonces existe un u´nico
morfismo Lim−−→Fi → G tal que para cada i, el morfismo Fi → G es obtenido
por componer los morfismos Fi → Lim−−→Fi → G.
Proposicio´n 2.2.10. Sea {Fi, ϕij}i∈I un sistema directo de haces de gru-
pos abelianos en un espacio noetheriano X. Entonces el prehaz U 7→
Lim−−→Fi(U) es un haz. En particular,
Lim−−−→
i
Γ(U,Fi) ∼= Γ(U,Lim−−−→
i
Fi)
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Demostracio´n. Sea P el prehaz l´ımite directo, es decir P(U) = Lim−−−→
i
Γ(U,Fi)
para cualquier abierto U ⊆ X. Mostremos que P satisface la condicio´n de
haz. Como X es noetheriano, entonces todo abierto U es casi compacto.
Luego, basta mostrar las condiciones de haz para cubrimientos finitos de
abiertos. Sea V1, . . . , Vn un cubrimiento finito por abiertos de U , y sea
s ∈ P(U) satisfaciendo s∣∣
Vα
= 0 para cada 1 ≤ α ≤ n. Sea s = [(i,mi)],
dondemi ∈ Fi(U). Como tenemos s
∣∣
Vα
= 0, entonces para cada 1 ≤ α ≤ n,
existe un ı´ndice jα tal que ϕijα(Vα)(mi
∣∣
Vα
) = 0. Sea j tal que jα ≤ j para
todo 1 ≤ α ≤ n. Luego ϕij(Vα)(mi
∣∣
Vα
) = 0 para 1 ≤ α ≤ n, es decir
ϕij(U)(mi)
∣∣
Vα
= 0 para todo 1 ≤ α ≤ n. Desde que Fj es un haz, tenemos
ϕij(U)(mi) = 0 y por tanto s = 0 en P(U).
Ahora mostremos que se verifica la condicio´n de compatibilidad. Sean
U y V1, . . . , Vn como antes. Sean sα ∈ P(Vα) tales que sα
∣∣
Vα∩Vβ = sβ
∣∣
Vα∩Vβ
para 1 ≤ α, β ≤ n. Sean sα = [(iα,miα)], donde miα ∈ Fiα(Vα). Como
sα
∣∣
Vα∩Vβ = sβ
∣∣
Vα∩Vβ para 1 ≤ α, β ≤ n, entonces existen ı´ndices jαβ tales
que ϕiαjαβ(Vα ∩ Vβ)(miα
∣∣
Vα∩Vβ) = ϕiβjαβ(Vα ∩ Vβ)(miβ
∣∣
Vα∩Vβ). Sea j tal que
jαβ ≤ j para todo 1 ≤ α, β ≤ n. Luego ϕiαj(Vα ∩ Vβ)(miα
∣∣
Vα∩Vβ) =
ϕiβj(Vα ∩ Vβ)(miβ
∣∣
Vα∩Vβ) para 1 ≤ α, β ≤ n, es decir ϕiαj(Vα)(miα)
∣∣
Vα∩Vβ =
ϕiβj(Vβ)(miβ)
∣∣
Vα∩Vβ para todo 1 ≤ α, β ≤ n. Desde que Fj es un haz, existe
un u´nico mj ∈ Fj(U) tal que mj
∣∣
Vα
= ϕiαj(Vα)(miα) para todo 1 ≤ α ≤ n.
Si hacemos s = [(j,mj)] ∈ P(U), entonces s
∣∣
Vα
= sα para todo 1 ≤ α ≤ n.
✷
2.3 Haces Flascos y Subhaces con Soporte
Definicio´n 2.3.1. Un haz F sobre un espacio topolo´gico X es flasco, si
para toda inclusio´n de abiertos V ⊆ U , la restriccio´n F(U) → F(V ) es
sobreyectiva.
Ejemplo 2.3.1. Sea F un prehaz constante sobre un espacio topolo´gico
irreducible X, es decir para algu´n grupo abeliano A, tenemos F(U) = A,
para todo abierto no vac´ıo U , y los morfismos de restriccio´n son dados
por la identidad. Veamos que F es un haz. As´ı definido, obviamente F
es un prehaz. Adema´s F cumple la condicio´n (i) de la definicio´n de haz.
Veamos que F cumple la condicio´n (ii) de la definicio´n 2.1.2. Sea U un
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abierto y sea {Ui}i∈I un cubrimiento abierto de U tal que tenemos secciones
si ∈ F(Ui) que satisfazen si
∣∣
Ui∩Uj = sj
∣∣
Ui∩Uj , para todo i, j ∈ I. Si U es
vac´ıo, entonces Ui es vac´ıo para todo i. Luego si = 0 para todo i y por
tanto 0
∣∣
Ui
= si, para todo i. Si U no es vac´ıo, consideremos dos abiertos
no vac´ıos Ui y Uj. Como X es irreducible, entonces Ui ∩ Uj no es vac´ıo.
Luego, como si
∣∣
Ui∩Uj = sj
∣∣
Ui∩Uj , entonces por la definicio´n de los morfismos
de restriccio´n tenemos si = sj como elementos de A. Denotemos por s a
aquel elemento tal que si = s (como elementos de A) para todo abierto no
vac´ıo Ui. Considerando s como elemento de F(U), tenemos s
∣∣
Ui
= si para
todo i. As´ı F es un haz, y por la definicio´n de los morfismos de restriccio´n
tenemos que F es flasco.
Proposicio´n 2.3.2. Sea
0 −→ F ′ ϕ−→ F ψ−→ F ′′ −→ 0
una sucesio´n exacta de haces. Si F ′ es flasco, entonces para todo abierto
U , la sucesio´n
0 −→ F ′(U) ϕ(U)−→ F(U) ψ(U)−→ F ′′(U) −→ 0
de grupos abelianos tambie´n es exacta.
Demostracio´n. Basta demostrar que ψ(U) : F(U) → F ′′(U) es so-
breyectiva. Sea t ∈ F ′′(U). Como ψ : F → F ′′ es sobreyectiva, en-
tonces existe un cubrimiento {Ui}i∈I de U y existen secciones si ∈ F(Ui)
tal que ψ(Ui)(si) = t
∣∣
Ui
para todo i. Sea E = {(⋃i∈J Ui, s); J ⊆ I, s ∈
F(⋃i∈J Ui), ψ(⋃i∈J Ui)(s) = t∣∣⋃
i∈J Ui
} y consideremos E parcialmente orde-
nado por (
⋃
i∈J1 Ui, s1) ≺ (
⋃
i∈J2 Ui, s2)⇔
⋃
i∈J1 Ui ⊆
⋃
i∈J2 Ui y s2
∣∣⋃
i∈J1
Ui
=
s1. Como F y F ′′ son haces, entonces E es inductivo. Por el lema de Zorn,
existe (
⋃
i∈J Ui, s) elemento maximal de E . Denotemos W =
⋃
i∈J Ui. Afir-
mamos que W = U . En efecto, supongamos lo contrario. Entonces existe
k ∈ I tal que Uk ( W . Como ψ(W )(s) = t
∣∣
W
y ψ(Uk)(sk) = t
∣∣
Uk
, entonces
ψ(W ∩ Uk)(s
∣∣
W∩Uk − sk
∣∣
W∩Uk) = 0. Entonces existe r ∈ F ′(W ∩ Uk) tal
que ϕ(W ∩ Uk)(r) = s
∣∣
W∩Uk − sk
∣∣
W∩Uk . Como F ′ es flasco, entonces existe
r′ ∈ F ′(W ∪ Uk) tal que r′
∣∣
W∩Uk = r. Luego (s − ϕ(W )(r′
∣∣
W
))
∣∣
W∩Uk =
sk
∣∣
W∩Uk . Entonces existe α ∈ F(W ∪Uk) tal que α
∣∣
W
= s−ϕ(W )(r′∣∣
W
) y
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α
∣∣
Uk
= sk. Como ψ(W )(α
∣∣
W
) = ψ(W )(s − ϕ(W )(r′∣∣
W
)) = ψ(W )(s) −
ψ(W )(ϕ(W )(r′
∣∣
W
)) = ψ(W )(s) = t
∣∣
W
y ψ(Uk)(α
∣∣
Uk
) = ψ(Uk)(sk) =
t
∣∣
Uk
, entonces ψ(W ∪ Uk)(α) = t
∣∣
W∪Uk . Luego ψ(W ∪ Uk)(α + ϕ(W ∪
Uk)(r
′)) = ψ(W ∪ Uk)(α) = t
∣∣
W∪Uk , y como (α + ϕ(W ∪ Uk)(r′))
∣∣
W
=
α
∣∣
W
+ ϕ(W )(r′
∣∣
W
) = s, obtenemos una contradiccio´n con la maximalidad
de (
⋃
i∈J Ui, s). Por tanto W = U y as´ı ψ(U)(s) = t. ✷
Proposicio´n 2.3.3. Sea
0 −→ F ′ ϕ−→ F ψ−→ F ′′ −→ 0
una sucesio´n exacta de haces. Si F ′ y F son flascos, entonces F ′′ es flasco.
Demostracio´n. Consideremos una inclusio´n de abiertos V ⊆ U . Por la
proposicio´n anterior, tenemos el diagrama conmutativo con l´ıneas exactas:
0 //F ′(U) ϕ(U) //
ρ′UV

F(U) ψ(U)//
ρUV

F ′′(U) //
ρ′′UV

0
0 //F ′(V )
ϕ(V )
//F(V )
ψ(V )
//F ′′(V ) // 0
Como F ′ y F son flascos, entonces ρ′UV y ρUV son sobreyectivas. De esto
y el diagrama conmutativo con l´ıneas exactas, se sigue fa´cilmente que ρ′′UV
es sobreyectiva. Por tanto F ′′ es flasco. ✷
Proposicio´n 2.3.4. En un espacio topolo´gico noetheriano, el l´ımite directo
de haces flascos es tambie´n flasco.
Demostracio´n. Sea {Fi, ϕij}i∈I un sistema directo de haces flascos y
sean V ⊆ U abiertos de X. Para cada i ∈ I tenemos que Fi(U) → Fi(V )
es un epimorfismo. Desde que Lim−−−→
i
es un funtor exacto, conseguimos que
Lim−−−→
i
Fi(U) −→ Lim−−−→
i
Fi(V )
es tambie´n un epimorfismo. Como X es noetheriano, usando la proposicio´n
2.2.13 concluimos que
(Lim−−−→
i
Fi)(U) −→ (Lim−−−→
i
Fi)(V )
es sobreyectivo. Por tanto Lim−−−→
i
Fi es flasco. ✷
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Observacio´n 2.3.1. Si f : X → Y es una funcio´n continua y F es un haz
flasco sobre X, entonces por las definiciones de haz imagen directa y haz
flasco, se tiene que f∗F es un haz flasco sobre Y .
Definicio´n 2.3.2. Sea F un haz sobre un espacio topolo´gico X. Llamamos
haz de secciones discontinuas de F , al haz G definido como sigue: para
cada abierto U , sea G(U) el conjunto de funciones s : U → ⊔p∈U Fp tal
que sp ∈ Fp, para cada p ∈ U ; y sean los morfismos de restriccio´n dados
por las restricciones usuales.
Observacio´n 2.3.2. De la definicio´n de los morfismos de restriccio´n, se
sigue que G es flasco. Adema´s, F+ es un subhaz de G. Por otro lado, como
F es un haz, entonces tenemos que el morfismo natural θ : F → F+ es
un isomorfismo. Por tanto tenemos un morfismo inyectivo natural F ∼=
F+ →֒ G.
Definicio´n 2.3.3. Sea F un haz sobre un espacio topolo´gico X y sea
s ∈ F(U). El soporte de s, denotado por Sop(s) se define como el con-
junto {p ∈ U ; sp 6= 0}. Tambie´n definimos el soporte de F , denotado
por Sop(F), como el conjunto de puntos p ∈ X tal que Fp 6= 0. Dado
un subconjunto cerrado Z de X, definimos ΓZ(X,F) como el subgrupo de
Γ(X,F) consistiendo de todas las secciones cuyo soporte esta´ contenido en
Z.
Proposicio´n 2.3.5. Sea F un haz sobre un espacio topolo´gico X y sea
Z un subconjunto cerrado de X. Entonces el prehaz dado por: V 7→
ΓZ∩V (V,F
∣∣
V
), con morfismos restriccio´n inducidos de F , es un haz. Este
haz es llamado subhaz de F con soportes en Z y es denotado por H0Z(F).
Demostracio´n. La primera condicio´n de haz es fa´cilmente verificada.
Para comprobar la segunda condicio´n de haz tomemos un cubrimiento de
U por abiertos {Ui}i∈I y secciones si ∈ H0Z(F)(Ui) compatibles. Desde
que F es un haz, existe s ∈ F(U) tal que s∣∣
Ui
= si para todo i. Ahora,
es suficiente mostrar que s ∈ H0Z(F)(U). Tomemos p ∈ Sop(s); entonces
p ∈ U y 〈U, s〉 6= 0 en Fp. Como p ∈ U , entonces existe i tal que p ∈ Ui,
luego 0 6= 〈U, s〉 = 〈Ui, s
∣∣
Ui
〉 = 〈Ui, si〉, que implica p ∈ Sop(si) ⊆ Z. Por
tanto Sop(s) ⊆ Z ∩ U ; es decir s ∈ H0Z(F)(U). ✷
Proposicio´n 2.3.6. Sea X un espacio topolo´gico y sea Z un subconjunto
cerrado de X. Sea U = X \ Z y sea F un haz sobre X. Si  : U →֒ X es
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la inclusio´n, entonces existe una sucesio´n exacta de haces en X
0 −→ H0Z(F) −→ F −→ ∗(F
∣∣
U
)
Demostracio´n. Definimos para cada abierto V de X, ψ(V ) : F(V ) →
∗(F
∣∣
U
)(V ) = F(V ∩ U) por s 7→ s∣∣
V ∩U . Entonces ψ : F → ∗(F
∣∣
U
) es un
morfismo. Basta mostrar que Nuc(ψ) = H0Z(F). Sea V un abierto de X
y sea s ∈ Nuc(ψ(V )), entonces ψ(V )(s) = 0. Luego s∣∣
V ∩U = 0. Para cada
p ∈ V ∩ U tenemos
〈U, s〉 = 〈V ∩ U, s∣∣
V ∩U〉 = 〈V ∩ U, 0〉
Entonces Sop(s) ⊆ V ∩ Z; es decir s ∈ H0Z(F)(V ).
Rec´ıprocamente, tomemos s ∈ H0Z(F)(V ), entonces Sop(s) ⊆ V ∩ Z.
Para cada p ∈ V ∩ U se tiene 〈U ∩ V, s∣∣
V ∩U〉 = 〈V, s〉 = 0 en Fp; luego
existe un abierto Wp ⊆ V ∩ U que contiene a p tal que (s
∣∣
V ∩U)
∣∣
Wp
= 0. Se
sigue que s
∣∣
V ∩U = 0, es decir ψ(V )(s) = 0. Por tanto Nuc(ψ) = H0Z(F).
✷
Observacio´n 2.3.3. Note que si F es flasco, entonces el morfismo F →
∗(F
∣∣
U
) es sobreyectivo.
2.4 Esquemas
Definicio´n 2.4.1. Un espacio anillado es un par (X,OX) consistiendo
de un espacio topolo´gico X y un haz de anillos OX sobre X. Un morfismo
de espacios anillados de (X,OX) a (Y,OY ) es un par (f, f ♯) formado por
una aplicacio´n continua f : X → Y y un morfismo f ♯ : OY → f∗OX de
haces de anillos sobre Y .
Si (f, f ♯) : (X,OX) → (Y,OY ) y (g, g♯) : (Y,OY ) → (Z,OZ) son dos
morfismos de espacios anillados, entonces tenemos las composiciones
X
f−→ Y g−→ Z y OZ g
♯−→ g∗OY g∗(f
♯)−→ (g ◦ f)∗OX
De esta manera definimos la composicio´n de (f, f ♯) y (g, g♯) como el
morfismo (h, h♯) : (X,OX) → (Z,OZ) donde h := g ◦ f y h♯ := g∗(f ♯) ◦
g♯. Un morfismo (f, f ♯) : (X,OX) → (X,OX) es el morfismo identidad
si f = idX y f
♯ = idOX . Un espacio anillado (X,OX) es un espacio
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localmente anillado si para cada punto p ∈ X, el tallo OX,p es un anillo
local.
Un morfismo de espacios localmente anillados es un morfismo (f, f ♯)
de espacios anillados, tal que para cada punto p ∈ X, la aplicacio´n inducida
de anillos locales f ♯p : OY,f(p) → OX,p dada por 〈V, s〉 7→
〈
f−1(V ), f ♯(V )(s)
〉
es un homomorfismo local de anillos locales. Un morfismo (f, f ♯) : (X,OX)→
(Y,OY ) de espacios localmente anillados es un isomorfismo, si tiene un
morfismo inverso; es decir si f es un homeomorfismo y f ♯ es un isomor-
fismo de haces.
Definicio´n 2.4.2. Sea A un anillo. Definiremos un haz de anillos O en
el espacio topolo´gico Spec(A). Para cada abierto U , definimos O(U) como
el conjunto de funciones s : U → ⊔p∈U Ap tal que s(p) ∈ Ap para cada
p y tal que para cada p ∈ U , existe un abierto V ⊆ U que contiene p, y
elementos a, f ∈ A tal que para cada q ∈ V , f /∈ q, y s(q) = a/f en Aq.
As´ı O(U) tiene estructura de anillo conmutativo, cuyo elemento identidad
es la funcio´n que vale 1 en cada Ap. Tomando las restricciones naturales
como morfismos de restriccio´n, obtenemos que O es un haz de anillos.
Llamamos espectro de A al espacio anillado (Spec(A),O).
Proposicio´n 2.4.1. Sea A un anillo y (SpecA,O) su espectro. Se cumplen
las siguientes afirmaciones:
(a) Para cualquier p ∈ SpecA, el tallo Op del haz O, es isomorfo al anillo
local Ap.
(b) Para cualquier elemento f ∈ A, el anillo O(D(f)) es isomorfo al
anillo localizado Af .
(c) En particular, Γ(SpecA,O) ∼= A.
Demostracio´n. (a) Fijemos p ∈ SpecA. Dado 〈U, s〉 ∈ Op, tenemos que
s ∈ O(U) y s(p) ∈ Ap. A continuacio´n definimos
γ : Op → Ap por 〈U, s〉 7→ s(p)
Veamos que esta definicio´n no depende de los representantes. En efecto,
sea 〈U, s〉 = 〈U ′, s′〉 en Op. Luego existe un entorno abierto W de p con
W ⊆ U ∩ U ′ tal que s∣∣
W
= s′
∣∣
W
. As´ı, como p ∈ W , entonces s(p) = s′(p).
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Por otra parte, γ es un homomorfismo de anillos, pues
γ(〈U, s〉+ 〈U ′, s′〉) = γ(〈U ∩ U ′, s∣∣
U∩U ′ + s
′∣∣
U∩U ′〉)
= γ(〈U ∩ U ′, (s+ s′)∣∣
U∩U ′〉)
= (s+ s′)(p) = s(p) + s′(p)
= γ(〈U, s〉) + γ(〈U ′, s′〉)
Tambie´n
γ(〈U, s〉〈U ′, s′〉) = γ(〈U ∩ U ′, s∣∣
U∩U ′s
′∣∣
U∩U ′〉)
= γ(〈U ∩ U ′, (ss′)∣∣
U∩U ′〉)
= (ss′)(p) = s(p)s′(p)
= γ(〈U, s〉)γ(〈U ′, s′〉)
Veamos que γ es inyectiva. Sean 〈U, s〉, 〈U, s′〉 dos elementos de Op
con γ(〈U, s〉) = γ(〈U, s′〉), es decir s(p) = s′(p). Disminuyendo U si es
necesario, obtenemos elementos a, a′, f, f ′ ∈ A tales que s = a/f y s′ =
a′/f ′ en U , donde f, f ′ /∈ p. Tenemos que a/f = s(p) = s′(p) = a′/f ′ en
Ap, luego existe h 6∈ p tal que h(f ′a−fa′) = 0 en A, es decir af ′h = a′fh en
A. Finalmente, para q ∈ D(ff ′h)∩U = D(f)∩D(f ′)∩D(h)∩U tenemos
que ff ′h 6∈ q, luego s(q) = a/f = af ′h/ff ′h = a′fh/f ′fh = a′/f ′ = s′(q)
en Aq y p ∈ D(ff ′h) ∩ U ⊆ U . Por lo tanto, 〈U, s〉 = 〈U, s′〉.
Veamos que γ es sobreyectiva. Sea a/f ∈ Ap, luego f 6∈ p; ahora
definimos la aplicacio´n s : D(f) → ⊔q∈D(f)Aq por q 7→ a/f , entonces
s ∈ O(D(f)) y 〈D(f), s〉 ∈ Op con γ(〈D(f), s〉) = a/f .
(b) Sea f ∈ A y definimos ψ : Af → O(D(f)) por a/fn 7→ s, donde
s : D(f)→ ⊔p∈D(f)Ap es la aplicacio´n p 7→ a/fn ∈ Ap.
Mostremos primero que ψ es inyectiva. Sean a/fn, b/fm ∈ Af tales que
ψ(a/fn) = ψ(b/fm), entonces para cada p ∈ D(f), a/fn y b/fm tienen la
misma imagen en Ap; por tanto existe h 6∈ p tal que h(fma− fnb) = 0 en
A. Sea a = Ann(fma − fnb), luego h ∈ a y h 6∈ p, as´ı que a * p. Esto
se tiene para todo p ∈ D(f); as´ı que V (a) ∩ D(f) = ∅, lo cual implica
V (a) ⊆ V (f), y por tanto f ∈ √a, es decir alguna potencia f l ∈ a, esto
implica que f l(fma− fnb) = 0, de donde se sigue que a/fn = b/fm en Af .
Luego ψ es inyectiva.
Veamos a continuacio´n que ψ es sobreyectiva. Sea s ∈ O(D(f)), en-
tonces podemos cubrir D(f) con conjuntos abiertos Vi, sobre los cuales
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s es representada por un cociente ai/gi, con gi /∈ p para todo p ∈ Vi;
as´ı que Vi ⊆ D(gi). Como los conjuntos abiertos D(h) forman una base
para la topolog´ıa, podemos suponer que Vi = D(hi) para algu´n hi. Luego
D(hi) ⊆ D(gi), de donde V (gi) ⊆ V (hi). Por tanto hi ∈
√〈gi〉. En-
tonces hni ∈ 〈gi〉 para algu´n n. Luego hni = cgi, y por tanto ai/gi = cai/hni
en Ap para todo p ∈ D(hi). As´ı que, reemplazando hi por hni (notando
que D(hi) = D(h
n
i )) y ai por cai, podemos suponer que D(f) es cubierto
por subconjuntos abiertos D(hi), y que s es representado por ai/hi en
D(hi). Como D(f) es casi compacto, existen h1, ..., hr tal que D(f) es
cubierto por D(h1), ..., D(hr). En D(hi) ∩D(hj) = D(hihj), tenemos que
los elementos aihj/hihj y ajhi/hihj ∈ Ahihj representan a s. Por tanto,
de acuerdo a la inyectividad de ψ aplicada a D(hihj), debemos tener que
aihj/hihj = ajhi/hihj en Ahihj . Luego, para algu´n n
(hihj)
n(aihj − ajhi) = 0
Tomamos n suficientemente grande para trabajar con todo par de ı´ndices
1 ≤ i, j ≤ r. Reescribiendo tenemos
hn+1j (h
n
i ai)− hn+1i (hnj aj) = 0
Sean a′i = aih
n
i , h
′
i = h
n+1
i para i = 1, . . . , r. Entonces s = a
′
i/h
′
i en D(h
′
i) =
D(hn+1i ), y adema´s tenemos a
′
ih
′
j = a
′
jh
′
i en A y D(f) =
⋃r
i=1D(h
′
i).
Luego V (f) =
⋂r
i=1 V (h
′
i) = V (〈h′1, ..., h′r〉), de donde se sigue que f ∈√〈h′1, . . . , h′r〉. Sea l un entero positivo tal que f l ∈ 〈h′1, . . . , h′r〉, luego
f l =
∑r
i=1 bih
′
i. A continuacio´n hacemos a =
∑r
i=1 bia
′
i, luego conseguimos
f la′j =
r∑
i=1
(bih
′
i)a
′
j =
r∑
i=1
(bia
′
i)h
′
j = ah
′
j,
esto es,
s = a′j/h
′
j = a/f
l en D(h′j) = D(h
n+1
j ) = D(hj) para cada j = 1, . . . , r
Por lo tanto, ψ(a/f l) = s en D(f). Esto muestra que ψ es sobreyectiva y
por tanto un isomorfismo.
(c) Notemos que este es un caso especial de (b). Para ello hacemos
f = 1 y D(1) = SpecA, luego Γ(SpecA,O) = O(SpecA) ∼= A1 ∼= A. ✷
Proposicio´n 2.4.2. Se cumplen las siguientes afirmaciones:
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(a) Sea A un anillo. Entonces el espacio anillado (SpecA,O) es un es-
pacio localmente anillado.
(b) Si ϕ : A → B es un homomorfismo de anillos, entonces ϕ induce un
morfismo natural de espacios localmente anillados
(f, f ♯) : (SpecB,OSpecB)→ (SpecA,OSpecA).
(c) Si A y B son anillos, entonces cualquier morfismo de espacios local-
mente anillados de SpecB a SpecA, es inducido por un homomor-
fismo de anillos ϕ : A→ B como en (b).
Demostracio´n. (a) Esto sigue de la primera afirmacio´n de la proposicio´n
anterior.
(b) Definimos f : SpecB → SpecA por p 7→ ϕ−1(p). Por la proposicio´n
1.2.6 sabemos que f es continua. Por otro lado, para p ∈ SpecB, tenemos
un homomorfismo local de anillos locales ϕp : Aϕ−1(p) → Bp definido por
a/f 7→ ϕ(a)/ϕ(f). Vamos a definir a continuacio´n un morfismo de haces
de anillos f ♯ : OSpecA → f∗OSpecB. Dado un abierto U ⊆ SpecA, definimos
f ♯(U) : OSpecA(U)→ OSpecB(f−1(U)) por s 7→ t
donde t : f−1(U) → ⊔p∈f−1(U)Bp esta´ definida por p 7→ ϕp(s(ϕ−1(p))).
Note que para p ∈ f−1(U) tenemos ϕ−1(p) = f(p) ∈ U . Luego s(ϕ−1(p)) ∈
Aϕ−1(p), y por tanto t(p) = ϕp(s(ϕ
−1(p))) ∈ Bp. Adema´s, dado p ∈ f−1(U),
si s = a/f en un abierto V ⊆ U que contiene a f(p), entonces t =
ϕ(a)/ϕ(f) en f−1(V ), donde se tiene que p ∈ f−1(V ) ⊆ f−1(U). Por tanto,
t ∈ OSpecB(f−1(U)). Adema´s, tenemos que f ♯(U) es un homomorfismo de
anillos. Tambie´n, dados abiertos V ⊆ U , s ∈ OSpecA(U) y p ∈ f−1(V ),
tenemos
(f ♯(U)(s)
∣∣
f−1(V )
)(p) = f ♯(U)(s)(p) = ϕp(s(ϕ
−1(p)))
= ϕp(s
∣∣
V
(ϕ−1(p))) = f ♯(V )(s
∣∣
V
)(p)
Esto muestra que f ♯ : OSpecA → f∗OSpecB es un morfismo de haces de
anillos. Note que f ♯p(〈U, s〉) = 〈f−1(U), t〉, lo cual v´ıa los isomorfismos
OSpecA,f(p) ∼= Af(p) y OSpecB,p ∼= Bp, nos da el homomorfismo s(f(p)) 7→
t(p), es decir s(ϕ−1(p)) 7→ ϕp(s(ϕ−1(p))), el cual es el homomorfismo ϕp.
Por tanto f ♯p es un homomorfismo local de anillos locales.
46 2. HACES Y ESQUEMAS
(c) Sea (f, f ♯) : (SpecB,OSpecB) → (SpecA,OSpecA) un morfismo de
espacios localmente anillados. Tomando secciones globales, tenemos un
homomorfismo de anillos
ϕ := f ♯(SpecA) : A ∼= OSpecA(SpecA)→ OSpecB(SpecB) ∼= B
Por otro lado, para cada p ∈ SpecB tenemos el siguiente diagrama con-
mutativo
A //

OSpecA(SpecA)f
♯(SpecA)
//

OSpecB(SpecB) //

B

Af(p) //OSpecA,f(p) f
♯
p //OSpecB,p //Bp
Luego, como f ♯p es un homomorfismo local, se sigue que ϕ
−1(p) = f(p).
As´ı, notamos que para cada g ∈ A tenemos que f−1(D(g)) = D(ϕ(g)).
Luego, tenemos el siguiente diagrama conmutativo
A //

OSpecA(SpecA)f
♯(SpecA)
//

OSpecB(SpecB) //

B

Ag //OSpecA(D(g)) f
♯(D(g))
//OSpecB(D(ϕ(g))) //Bϕ(g)
de donde se sigue que f ♯(D(g))(a/gn) = ϕ(a)/ϕ(g)n.
Finalmente veamos que f ♯ es el morfismo de haces de anillos inducido
por ϕ. Sean U ⊆ SpecA abierto y s ∈ OSpecA(U). Sea D(g) ⊆ U . Sea
s
∣∣
D(g)
= a/gn. Luego, la imagen t de s v´ıa el morfismo de haces de anillos
inducido por ϕ satisface t
∣∣
f−1(D(g))
= ϕ(a)/ϕ(g)n en OSpecB(f−1(D(g))), es
decir t
∣∣
D(g)
= ϕ(a)/ϕ(g)n en f∗OSpecB(D(g)).
Por otro lado, f ♯(U)(s)
∣∣
D(g)
= f ♯(D(g))(s
∣∣
D(g)
) = f ♯(D(g))(a/gn) =
ϕ(a)/ϕ(g)n. Luego f ♯(U)(s)
∣∣
D(g)
= t
∣∣
D(g)
para todo abierto D(g) ⊆ U .
As´ı, como los abiertos D(g) forman una base para la topolog´ıa de SpecA,
concluimos que f ♯(U)(s) = t. Por tanto el morfismo (f, f ♯) de espacios
localmente anillados es inducido por el homomorfismo de anillos ϕ. ✷
Definicio´n 2.4.3. Un esquema af´ın es un espacio localmente anillado
(X,OX) que es isomorfo (como espacio localmente anillado) al espectro de
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algu´n anillo. Un esquema es un espacio localmente anillado (X,OX) tal
que para cada punto, existe un entorno abierto U de manera que el espacio
anillado (U,OX |U) es un esquema af´ın. Si (X,OX) es un esquema, lla-
maremos a X el espacio topolo´gico subyacente de dicho esquema, y
a OX su haz estructural, por abuso de notacio´n simplemente escribire-
mos X en lugar de (X,OX), en este caso escribiremos sp(X) para denotar
al espacio topolo´gico subyacente, y si no hay confucio´n escribiremos sim-
plemente X para denotar tanto al esquema como a su espacio topolo´gico
subyacente. Un morfismo entre esquemas es un morfismo como espa-
cios localmente anillados. Un isomorfismo es un morfismo que tiene un
morfismo inverso.
2.5 La Construccio´n del Proj
Definicio´n 2.5.1. Sea S un anillo graduado. Denotamos S+ =
⊕
d≥1 Sd.
Definimos el conjunto Proj S como la coleccio´n de todos los ideales primos
homoge´neos p, tales que no contienen S+. Si a es un ideal homoge´neo de
S, sea V (a) = {p ∈ Proj S : a ⊆ p}. Para un elemento f ∈ S+, definimos
D+(f) = {p ∈ Proj S : f 6∈ p}.
Proposicio´n 2.5.1. Sea S un anillo graduado. Se cumplen
(a) V (0) = Proj S y V (1) = ∅.
(b) Si a y b son ideales homoge´neos en S, V (ab) = V (a) ∪ V (b).
(c) Si {ai}i∈I es una familia de ideales homoge´neos de S, entonces
V (
∑
i∈I
ai) =
⋂
i∈I
V (ai)
Demostracio´n. Son consecuencias directas de la definicio´n. ✷
De la proposicio´n anterior se tiene que Proj S admite una topolog´ıa
cuyos cerrados son los conjuntos V (a), con a ideal homoge´neo de S.
A continuacio´n vamos a construir de manera natural un haz de anillos
O sobre Proj S. Para cada p ∈ Proj S, consideremos el anillo S(p) de
elementos de grado cero en el anillo localizado T−1S, donde T es el sistema
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multiplicativo formado por todos los elementos homoge´neos de S que no
pertenecen a p. Para cualquier subconjunto abierto U ⊆ Proj S, definimos
O(U) como el conjunto de funciones s : U → ⊔p∈U S(p) tal que para cada
p ∈ U , s(p) ∈ S(p) y tal que s es localmente un cociente de elementos de S,
es decir para cada p ∈ U existe un entorno abierto V de p en U y elementos
homoge´neos a, f ∈ S del mismo grado, tal que para cada q ∈ V , f 6∈ q y
s(q) = a/f en S(q). Tomando las restricciones naturales como morfismos
de restriccio´n, obtenemos que O es un haz de anillos.
Definicio´n 2.5.2. Si S es un anillo graduado, definimos (Proj S,O) como
el espacio topolo´gico junto con el haz de anillos definido anteriormente.
Lema 2.5.2. Sea S un anillo graduado y f ∈ S+ un elemento homoge´neo.
Se cumplen:
(a) Si a y p son ideales homoge´neos de S, tal que p es primo, f 6∈ p y
aSf ∩ S(f) ⊆ pSf ∩ S(f). Entonces a ⊆ p.
(b) Para cada ideal radical a de S(f), existe un ideal radical homoge´neo b
de S tal que bSf ∩ S(f) = a.
Demostracio´n. (a) Sea a ∈ a un elemento homoge´neo tal que ∂(a) = k,
y sea d = ∂(f). Entonces a
d
fk
∈ aSf ∩ S(f) ⊆ pSf ∩ S(f), luego adfk ∈ pSf y
puesto que este ideal es primo, a1 ∈ pSf . Luego a ∈ pSf ∩S = p. Por tanto
a ⊆ p.
(b) Sea T el conjunto de elementos homoge´neos a ∈ S tal que a
fk
∈ a
para algu´n k ≥ 0. Definimos el ideal radical b = √〈T 〉 ⊆ S. Afirmamos
que bSf ∩ S(f) = a. En efecto, sea afk ∈ a ⊆ S(f) un elemento arbitrario,
entonces a es homoge´neo y por definicio´n a ∈ T ⊆ b, luego a
fk
∈ bSf y
se sigue que a
fk
∈ bSf ∩ S(f). Rec´ıprocamente, si afk ∈ bSf ∩ S(f) tenemos
a
fk
∈ bSf , as´ı afk = bf j , con b ∈ b, y de la definicio´n de b tenemos para algu´n
m ≥ 1 que bm = ∑i λiai donde λi ∈ S y ai ∈ T , luego existen enteros
ki ≥ 0 tal que aifki ∈ a. Entonces ( afk )m = b
m
f jm =
∑
i λiai
f jm =
∑
i
λi
f jm−ki
ai
fki
∈ a,
por tanto a
fk
∈ a. ✷
Proposicio´n 2.5.3. Sea S un anillo graduado. Se cumplen:
(a) Para cualquier p ∈ Proj S, el tallo Op es isomorfo al anillo local S(p).
(b) Para cualquier elemento homoge´neo f ∈ S+, tenemos un isomorfismo
de espacios localmente anillados, (D+(f),O
∣∣
D+(f)
) ∼= Spec(S(f)).
2.5 La Construccio´n del Proj 49
(c) Proj S es un esquema.
Demostracio´n. (a) Dado p ∈ X, definimos la aplicacio´n de Op en S(p),
dado por 〈U, s〉 7→ s(p). Probar que esta aplicacio´n es un isomorfismo, es
similar a lo que ya hemos probado en la prop 2.4.1(a).
(b) Supongamos que f ∈ S+ es un elemento homoge´neo de grado d.
Definimos la aplicacio´n ϕ : D+(f) → SpecS(f) dada por p 7→ pSf ∩ S(f).
Esta aplicacio´n resulta ser un homeomorfismo de D+(f) sobre SpecS(f).
En efecto, la inyectividad de ϕ es inmediato del ı´tem (a) del lema anterior.
Para la sobreyectividad, tomemos q ∈ SpecS(f). Como q es ideal radical de
S(f), por el ı´tem (b) del lema anterior, existe un ideal radical homoge´neo p
de S tal que pSf ∩S(f) = q donde p =
√〈T 〉 ⊆ S y T es el conjunto de ele-
mentos homoge´neos a ∈ S tal que a
fk
∈ q para algu´n k ≥ 0 . Afirmamos que
el ideal p es primo, en efecto, dado dos elementos homoge´neos b, c ∈ S con
∂(b) = d1 y ∂(c) = d2 tal que bc ∈ p. Entonces por la definicio´n de p existe
n ≥ 1 tal que (bc)n = ∑i λiai donde λi ∈ S, ai ∈ T y aifki ∈ q para algu´n
ki ≥ 0. Luego ( bdfd1 c
d
fd2
)n = (bc)
dn
f (d1+d2)n
=
(
∑
i λiai)
d
f (d1+d2)n
= 1
f (d1+d2)n
(
∑
i
fkiλi
1
ai
fki
)d ∈ q
y como q es primo tenemos que b
d
fd1
∈ q o cd
fd2
∈ q, luego bd ∈ T o cd ∈ T
y por tanto b ∈ p o c ∈ p. Para verificar que S+ * p y p ∈ D+(f), basta
ver que f /∈ p ya que f ∈ S+, en efecto, si f ∈ p, entonces para algu´n
n ≥ 1, fn =∑i λiai donde λi ∈ S y ai ∈ T con aifki ∈ q para todo i, luego
1
1 =
fn
fn =
∑
i
fkiλi
1
ai
fki
∈ q, lo cual es imposible puesto que q es primo. De
esta manera concluimos que ϕ es sobreyectiva y luego biyectiva. Mostremos
ahora, que ϕ es aplicacio´n cerrada y continua. Dado un ideal radical ho-
moge´neo a de S, afirmamos que ϕ(V (a)∩D+(f)) = V (aSf∩S(f)), en efecto,
dado q ∈ ϕ(V (a)∩D+(f)) entonces q = ϕ(p) para algu´n p ∈ V (a)∩D+(f),
luego la condicio´n a ⊆ p implica que aSf ∩ S(f) ⊆ pSf ∩ S(f) = ϕ(p) = q
por tanto q ∈ V (aSf ∩ S(f)). Rec´ıprocamente dado q ∈ V (aSf ∩ S(f)),
entonces aSf ∩ S(f) ⊆ q, luego como ϕ es sobreyectiva, existe p ∈ D+(f)
tal que ϕ(p) = q, entonces aSf ∩S(f) ⊆ pSf ∩S(f). Por el ı´tem (a) del lema
anterior tenemos que a ⊆ p, o sea p ∈ V (a) y como p ∈ D+(f), tenemos
que q = ϕ(p) ∈ ϕ(V (a) ∩ D+(f)). La igualdad de la afirmacio´n anterior
nos dice que la aplicacio´n ϕ es cerrada. Por otro lado, si I es un ideal
radical de S(f), por el lema anterior, existe un ideal radical homogeneo a
de S tal que aSf ∩ S(f) = I. Reemplazando esta igualdad en la igualdad
de la afirmacio´n anterior, tenemos que ϕ(V (a) ∩ D+(f)) = V (I), luego
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ϕ−1(V (I)) = V (a) ∩D+(f) que es un subconjunto cerrado en D+(f), por
tanto ϕ es continua.
A continuacio´n definiremos el morfismo ϕ♯ : OSpecS(f) → ϕ∗(OProjS
∣∣
D+(f)
).
Para cada p ∈ D+(f) el homomorfismo ψp : (SpecS(f))ϕ(p) → S(p) dado por
a/fr
b/fs 7→ af
s
bfr es un isomorfismo, con inverso ψ
−1
p : S(p) → (SpecS(f))ϕ(p)
dado por ab 7→ ab
d−1/fe
bd/fe
donde d = ∂(f) y e = ∂(a) = ∂(b). Dado un
subconjunto abierto U ⊆ SpecS(f), definimos ϕ♯(U) : OSpecS(f)(U) →
OProjS(ϕ−1(U)) como ϕ♯(U)(s)(p) = ψp(s(ϕ(p))) para todo p ∈ ϕ−1(U)
y para todo s ∈ OSpecS(f)(U). Es inmediato de la definicio´n, probar que
ϕ♯(U) es un isomorfismo de anillos, por tanto ϕ♯ es un isomorfismo. Final-
mente ϕ♯p : OSpecS(f),ϕ(p) → OProjS,p es un homomorfismo local pues tenemos
el siguiente diagrama conmutativo
OSpecS(f),ϕ(p)
ϕ♯p //

OProjS,p

(S(f))ϕ(p)
ψp // S(p)
donde las flechas verticales son los isomorfismos naturales y ψp es homo-
morfismo local.
(c). Se sigue inmediatamente, pues los subconjuntos D+(f), donde f ∈ S+,
son abiertos que cubren Proj S y D+(f) ∼= Spec S(f). ✷
Definicio´n 2.5.3. Sea A un anillo. Definimos el n-espacio proyectivo
sobre A como el esquema PnA = Proj A[x0, . . . , xn].
Definicio´n 2.5.4. Sea S un esquema. Un esquema sobre S (o un S-
esquema) es un esquema X, junto con un morfismo de esquemas ϕ : X →
S. Se dice que S es el esquema base y el morfismo ϕ es el morfismo
estructural del S-esquema X. Si X, Y son S-esquemas, un morfismo de
esquemas f : X → Y es un morfismo de S-esquemas, si el diagrama
X
f //
  
Y

S
es conmutativo, donde las flechas oblicuas son los morfismos estructurales.
Definimos de manera natural la composicio´n de morfismos de S-esquemas.
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As´ı, los S-esquemas juntos con los morfismos de S-esquemas forman un
categor´ıa que denotamos por Sch(S). Si A es un anillo, entonces por abuso
de notacio´n escribiremos Sch(A) para denotar a la categor´ıa de esquemas
sobre SpecA.
2.6 Propiedades de esquemas
Definicio´n 2.6.1. Un esquema X es llamado localmente noetheriano
si es cubierto por subconjuntos abiertos afines Spec(Ai), donde cada Ai es
un anillo noetheriano. X es noetheriano si es localmente noetheriano y
casi compacto.
Observacio´n 2.6.1. La propiedad noetheriana es una propiedad local, es
decir: Un esquema X es noetheriano si y so´lo si para todo subconjunto
abierto af´ın U = SpecA, A es un anillo noetheriano.(ver [1])
Definicio´n 2.6.2. Un morfismo de esquemas f : X → Y es casi com-
pacto, si existe un cubrimiento de Y por abiertos afines Vi tal que f
−1(Vi)
es casi compacto para todo i.
Observacio´n 2.6.2. La propiedad de casi compacidad de un morfismo es
una propiedad local, es decir: Un morfismo f : X → Y es casi compacto
si y so´lo si para todo subconjunto abierto af´ın V ⊆ Y , f−1(V ) es casi
compacto.
Definicio´n 2.6.3. Un subesquema abierto de un esquema X, es un
esquema U , cuyo espacio topolo´gico es un subconjunto abierto de X, y cuya
estructura de haz OU es isomorfo a la restriccio´n OX
∣∣
U
de la estructura
de haz de X. Una inmersio´n abierta es un morfismo f : X → Y
que induce un isomorfismo de X sobre un subesquema abierto de Y , es
decir f se factoriza en X
g→ Z j→ Y donde g es un isomorfismo, Z es un
subesquema abierto de Y y j es el morfismo inclusio´n.
Un subesquema cerrado de un esquema X, es un esquema Y junto
con el morfismo inclusio´n i : Y → X, tal que sp(Y ) es un subconjunto
cerrado de sp(X) y el morfismo de haces i♯ : OX → i∗(OY ) es sobreyec-
tiva. Una inmersio´n cerrada es un morfismo f : Y → X tal que f es
un homeomorfismo de sp(Y ) sobre un subconjunto cerrado de sp(X), y el
morfismo de haces f ♯ : OX → f∗(OY ) es sobreyectivo.
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Observacio´n 2.6.3. Sea Y un subesquema cerrado de X. Como Y es un
subconjunto cerrado de X, sabemos que
(i∗(OY ))p ∼=
{ OY,p si p ∈ Y
0 si p ∈ X\Y
donde para p ∈ Y , el isomorfismo es dado por 〈U, s〉 7→ 〈U ∩ Y, s〉. Luego,
decir que i♯ : OX → i∗(OY ) es sobreyectiva es equivalente a decir que los
homomorfismos inducidos en los tallos i♯p : OX,p → (i∗(OY ))p ∼= OY,p son
sobreyectivos, para todo p ∈ Y .
Ejemplo 2.6.1. Sea A un anillo y sean a un ideal de A, X = SpecA/a,
Y = SpecA, y consideremos el homomorfismo de anillos ϕ : A → A/a.
Entonces el morfismo de esquemas f : X → Y inducido por ϕ, es una
inmersio´n cerrada. En efecto, f es un homeomorfismo de X sobre el
subconjunto cerrado V (a) de Y . Por otro lado, si p ∈ X y q = f(p),
entonces ϕ induce el homomorfismo local ϕp : Aq → (A/a)p dado por
a
α 7→ ϕ(a)ϕ(α) , que es sobreyectivo ya que ϕ es sobreyectiva. Adema´s, el mor-
fismo f ♯ : OY → f∗(OX) esta´ definido como f ♯(U)(s)(p) = ϕp(s(f(p)))
para todo abierto U de X, s ∈ OY (U) y p ∈ X. Luego, para p ∈ X y
q = f(p), el diagrama
OY,q f
♯
p //

OX,p

Aq ϕp
// (A/a)p
es conmutativo, donde las flechas verticales son los isomorfismos naturales.
Luego f ♯p es sobreyectiva para todo p ∈ X, y se sigue que f es una inmersio´n
cerrada.
Definicio´n 2.6.4. Sea S un esquema y sean X, Y esquemas sobre S, es
decir, esquemas con morfismos a S. Definimos el producto fibra de X e
Y sobre S, denotado por X ×S Y , como un esquema, junto con morfismos
p1 : X ×S Y → X y p2 : X ×S Y → Y que conmutan con los morfismos
X → S y Y → S, tal que dado cualquier esquema Z sobre S, y dados
morfismos f : Z → X y g : Z → Y que hacen un diagrama conmutativo
con los morfismos X → S y Y → S, entonces existe un u´nico morfismo
θ : Z → X ×S Y tal que f = p1 ◦ θ y g = p2 ◦ θ. Los morfismos p1 y p2 son
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llamados morfismos proyeccio´n del producto fibra sobre sus factores.
Z //
,,&&
X ×S Y
zz $$
X
%%
Y
zz
S
Dados X, Y esquemas arbitrarios, definimos el producto de X e Y , de-
notado por X × Y como el esquema X ×Spec(Z) Y .
Teorema 2.6.2. Para cualquier par de esquemas X e Y sobre S, existe el
producto fibra X ×S Y y es u´nico salvo isomorfismo.
Demostracio´n. Ver [1]. ✷
Definicio´n 2.6.5. Sea f : X → Y un morfismo entre esquemas. El mor-
fismo diagonal es el u´nico morfismo △ : X → X×Y X cuya composicio´n
con las proyecciones p1, p2 : X ×Y X → X es la aplicacio´n identidad
idX : X → X.
X
△ //
,,&&
X ×Y X
zz %%
X
%%
X
yy
Y
Decimos que el morfismo f es separado si el morfismo diagonal △ es
una inmersio´n cerrada, en este caso tambie´n decimos que X es separado
sobre Y . Un esquema X es separado si es separado sobre Spec(Z).
Observacio´n 2.6.4. Toda inmersio´n cerrada es separada (ver [1]).
Definicio´n 2.6.6. Sea (f, f ♯) : (X,OX)→ (Y,OY ) un morfismo de esque-
mas. Sea U ⊆ Y un subconjunto abierto. Vamos a definir un morfismo de
esquemas (f
∣∣
f−1(U)
, (f
∣∣
f−1(U)
)♯) : (f−1(U),OX
∣∣
f−1(U)
) → (U,OY
∣∣
U
). Con-
sideramos la funcio´n continua f
∣∣
f−1(U)
: f−1(U) → U y definimos el mor-
fismo de haces de anillos (f
∣∣
f−1(U)
)♯ : OY
∣∣
U
→ (f ∣∣
f−1(U)
)∗(OX
∣∣
f−1(U)
) =
(f∗(OX))
∣∣
U
como (f
∣∣
f−1(U)
)♯(V ) = f ♯(V ), para cada abierto V ⊆ U ; es
decir (f
∣∣
f−1(U)
)♯ = f ♯
∣∣
U
. As´ı tenemos que (f
∣∣
f−1(U)
)♯p = f
♯
p, para todo
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p ∈ f−1(U), de donde se sigue que (f ∣∣
f−1(U)
, (f
∣∣
f−1(U)
)♯) es un morfismo de
esquemas. Decimos que este morfismo es obtenido restringiendo el mor-
fismo (f, f ♯).
Observacio´n 2.6.5. Si Y es un subesquema cerrado de X y U es un
subconjunto abierto de X, entonces U ∩ Y es un subesquema cerrado de
U .
Definicio´n 2.6.7. Sean X un esquema y U ⊆ X un subconjunto abierto.
Vamos a definir un morfismo de esquemas (i, i♯) : (U,OX
∣∣
U
) → (X,OX).
Consideramos la funcio´n continua i : U → X dada por la inclusio´n y
definimos el morfismo de haces de anillos i♯ : OX → i∗(OX
∣∣
U
) como
i♯(W ) = ρW U∩W , para cada abierto W ⊆ U . As´ı tenemos que i♯p = idOX,p,
para todo p ∈ U , de donde se sigue que (i, i♯) es un morfismo de esquemas.
Este morfismo es llamado morfismo inclusio´n.
Dados un morfismo de esquemas f : X → Y y U ⊆ X un subconjunto
abierto. La restriccio´n de f a U , denotada por f
∣∣
U
, es el morfismo f ◦ i,
donde i : U → X es el morfismo inclusio´n.
Proposicio´n 2.6.3. Sean f : X → Y un morfismo de esquemas y U ⊆
Y un subconjunto abierto tal que f(X) ⊆ U . Entonces existe un u´nico
morfismo de esquemas g : X → U tal que i ◦ g = f , donde i : U → Y es el
morfismo inclusio´n.
Demostracio´n. Como f(X) ⊆ U , podemos definir la funcio´n continua
g : X → U dada por g(p) = f(p), para todo p ∈ X. Definimos el morfismo
de haces de anillos g♯ : OY
∣∣
U
→ g∗OX como g♯(V ) = f ♯(V ), para cada
abierto V ⊆ U . As´ı tenemos que g♯p = f ♯p, para todo p ∈ X, de donde se
sigue que (g, g♯) es un morfismo de esquemas. Como funciones continuas,
tenemos que i◦g = f . A continuacio´n, veamos que (i◦g)♯ = f ♯. En efecto,
dados V ⊆ Y un subconjunto abierto y s ∈ OY (V ), tenemos
g♯(i−1(V ))(i♯(V )(s)) = g♯(U ∩ V )(s∣∣
U∩V ) = f
♯(U ∩ V )(s∣∣
U∩V ) =
f ♯(V )(s)
∣∣
U∩V = f
♯(V )(s)
∣∣
f−1(U∩V ) = f
♯(V )(s)
∣∣
f−1(V )
= f ♯(V )(s)
Finalmente, supongamos que tenemos otro morfismo de esquemas h : X →
U tal que i◦h = f . Como funciones continuas, tenemos que h = g. Por otro
lado, para cada abierto V ⊆ Y y s ∈ OY (V ), tenemos h♯(U ∩ V )(s
∣∣
U∩V ) =
f ♯(V )(s) = g♯(U ∩ V )(s∣∣
U∩V ) En particular, si V ⊆ U tenemos h♯(V )(s) =
g♯(V )(s). Se sigue que (h, h♯) = (g, g♯). ✷
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Proposicio´n 2.6.4. (Pegado de morfismos). Sean X e Y esquemas y
sea {Ui}i∈I un cubrimiento abierto de X. Consideremos morfismos de
esquemas ϕi : Ui → Y tal que ϕi
∣∣
Ui∩Uj = ϕj
∣∣
Ui∩Uj , para todo i, j ∈ I.
Entonces existe ϕ : X → Y morfismo de esquemas tal que ϕ∣∣
Ui
= ϕi, para
todo i ∈ I.
Demostracio´n. Ver [1]. ✷
Proposicio´n 2.6.5. Sean X un esquema sobre S y p1, p2 : X×SX → X las
proyecciones. Sean U, V subconjuntos abiertos de X. Consideremos U, V
esquemas sobre S, restringiendo el morfismo estructural de X. Entonces
p−11 (U) ∩ p−12 (V ) = U ×S V .
Demostracio´n. Sean f : X → S el morfismo estructural yW = p−11 (U)∩
p−12 (V ). Sean k1 : W → p−11 (U) y k2 : W → p−12 (V ) los morfismos inclusio´n.
Definimos pU : W → U y pV : W → V por pU = p1
∣∣
p−11 (U)
◦ k1 y pV =
p2
∣∣
p−12 (V )
◦k2. Sean ı : U →֒ X,  : V →֒ X, k : W →֒ X×SX los morfismos
de inclusio´n. Es fa´cil ver que p1 ◦ k = ı ◦ pU y p2 ◦ k =  ◦ pV . Entonces la
conmutatividad del diagrama
X ×S X
p1
zz
p2
$$
X
f %%
X
fyy
S
implica la conmutatividad de
W
pU
~~
pV
  
U
f
∣∣
U
  
V
f
∣∣
V
~~
S
Sea Z un esquema sobre S y sean g : Z → U y h : Z → V morfismos tal
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que f
∣∣
U
◦ g = f ∣∣
V
◦ h
Z //
h
++
g
&&
W
~~   
U
f
∣∣
U
  
V
f
∣∣
V
~~
S
Entonces tenemos
f ◦ (ı ◦ g) = f ∣∣
U
◦ g = f ∣∣
V
◦ h = f ◦ ( ◦ h)
Por la definicio´n del producto fibra X ×S X, existe un u´nico morfismo
θ : Z → X ×S X tal que
ı ◦ g = p1 ◦ θ y  ◦ h = p2 ◦ θ
Por otra parte, dado z ∈ Z
(p1 ◦ θ)(z) = g(z) ∈ U y (p2 ◦ θ)(z) = h(z) ∈ V
de donde θ(z) ∈ W . Luego, por la proposicio´n anterior, existe un u´nico
morfismo θ˜ : Z → W tal que k ◦ θ˜ = θ, donde k : W → X ×S X es el
morfismo inclusio´n. As´ı tenemos ı ◦ g = p1 ◦ θ = p1 ◦ k ◦ θ˜ = ı ◦ pU ◦ θ˜ y
ana´logamente  ◦ h =  ◦ pV ◦ θ˜. Entonces, por la unicidad establecida en
la proposicio´n anterior, tenemos que pU ◦ θ˜ = g y pV ◦ θ˜ = h. Finalmente,
sea ψ : Z → W morfismo, tal que pU ◦ ψ = g y pV ◦ ψ = h. Luego
k ◦ψ : Z → X×SX satisface p1 ◦ (k ◦ψ) = ı◦g y p2 ◦ (k ◦ψ) = ◦h. Luego
k ◦ ψ = θ, de donde se sigue que ψ = θ˜. Por lo tanto W = U ×S V . ✷
Proposicio´n 2.6.6. Sea A un anillo y sea (X,OX) un esquema. Dado un
morfismo de esquemas f : X → SpecA, tenemos un morfismo de haces
de anillos f ♯ : OSpecA → f∗OX. Tomando secciones globales obtenemos
un homomorfismo de anillos f ♯(SpecA) : A → OX(X). As´ı tenemos
una funcio´n natural α : HomSch(X,SpecA) → HomRing(A,OX(X)). Se
cumple que α es biyectiva.
Demostracio´n. Dado U = SpecB ⊆ X un subconjunto abierto af´ın
de X, tenemos un morfismo de esquemas ρ∗XU : SpecB → SpecOX(X)
inducido por el homomorfismo de anillos ρXU : OX(X) → OX(U) =
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B. Veamos que ρ∗XU
∣∣
U∩V = ρ
∗
XV
∣∣
U∩V , para todo par de abiertos afines
U = SpecB, V = SpecC. En efecto, basta mostrar que (ρ∗XU
∣∣
U∩V )
∣∣
W
=
(ρ∗XV
∣∣
U∩V )
∣∣
W
, para todo abierto af´ın W = SpecD ⊆ U ∩ V , es decir basta
mostrar que ρ∗XU
∣∣
W
= ρ∗XV
∣∣
W
, para todo abierto af´ınW = SpecD ⊆ U∩V .
Sea i : SpecD →֒ SpecB el morfismo inclusio´n. Luego, tenemos que
i♯(SpecB) = ρUW . Por otro lado, como i es un morfismo entre esquemas
afines, entonces por la proposicio´n 2.4.2(c) tenemos que i♯(SpecB)∗ = i,
de donde se sigue que i = ρ∗UW . Entonces ρ
∗
XU
∣∣
W
= ρ∗XU ◦ i = ρ∗XU ◦ ρ∗UW =
(ρUW ◦ ρXU)∗ = ρ∗XW . Ana´logamente tenemos que ρ∗XV
∣∣
W
= ρ∗XW , y por
tanto ρ∗XU
∣∣
W
= ρ∗XV
∣∣
W
. As´ı tenemos que ρ∗XU
∣∣
U∩V = ρ
∗
XV
∣∣
U∩V , para todo
par de abiertos afines U = SpecB, V = SpecC. Entonces, podemos pe-
gar los morfismos ρ∗XU : U → SpecOX(X), y as´ı obtenemos un morfismo
H : X → SpecOX(X) tal que H
∣∣
U
= ρ∗XU , para todo abierto af´ın U ⊆ X.
Sea β : HomRing(A,OX(X)) → HomSch(X,SpecA) definida por β(g) =
g∗ ◦H. Veamos que β ◦ α = idHomSch(X,SpecA) y α ◦ β = idHomRing(A,OX(X)).
Sea f : X → SpecA un morfismo de esquemas. Dado un abierto af´ın
U = SpecB ⊆ X, tenemos que (f ♯(SpecA)∗ ◦H)∣∣
U
= f ♯(SpecA)∗ ◦H∣∣
U
=
f ♯(SpecA)∗ ◦ ρ∗XU = (ρXU ◦ f ♯(SpecA))∗.
Por otro lado f
∣∣
U
: SpecB → SpecA es un morfismo de equemas
afines. Entonces f
∣∣
U
= (f
∣∣
U
)♯(SpecA)∗ = (f ◦ j)♯(SpecA)∗ = (j♯(X) ◦
f ♯(SpecA))∗ = (ρXU ◦ f ♯(SpecA))∗ donde j : U →֒ X es la inclusio´n.
Por tanto (f ♯(SpecA)∗◦H)∣∣
U
= f
∣∣
U
para todo abierto af´ın U = SpecB ⊆
X, de donde se sigue que f ♯(SpecA)∗◦H = f . Luego β◦α = idHomSch(X,SpecA).
Ahora, consideremos un homomorfismo de anillos g : A→ OX(X).
Tenemos que
α(β(g)) = α(g∗ ◦H) = (g∗ ◦H)♯(SpecA) =
H♯(SpecOX(X)) ◦ (g∗)♯(SpecA) = H♯(SpecOX(X)) ◦ g
Vamos a mostrar que H♯(SpecOX(X)) = idOX(X). Haciendo A = OX(X)
y f = H en la igualdad que ya demostramos anteriormente: f ♯(SpecA)∗ ◦
H = f , tenemos que H♯(SpecOX(X))∗ ◦H = H. Luego, dado un abierto
af´ın U = SpecB ⊆ X, tenemos que H♯(SpecOX(X))∗ ◦ H
∣∣
U
= H
∣∣
U
.
Entonces H♯(SpecOX(X))∗ ◦ ρ∗XU = ρ∗XU , de donde obtenemos que (ρXU ◦
H♯(SpecOX(X)))∗ = ρ∗XU . Por tanto ρXU ◦ H♯(SpecOX(X)) = ρXU , de
donde se sigue que H♯(SpecOX(X))(s)
∣∣
U
= s
∣∣
U
para todo s ∈ OX(X) y
para todo abierto af´ın U = SpecB ⊆ X. Entonces H♯(SpecOX(X)) =
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idOX(X), y se sigue que α ◦β = idHomRing(A,OX(X)). Por tanto α es biyectiva.
✷
Proposicio´n 2.6.7. Sean X = SpecA, Y = SpecB esquemas afines sobre
un esquema af´ın S = SpecR. Entonces Spec(A⊗R B) = X ×S Y .
Demostracio´n. Sean f : SpecA → SpecR y g : SpecB → SpecR los
morfismos estructurales de X e Y respectivamente. Sean ϕ = f ♯(SpecR)
y ψ = g♯(SpecR) los homomorfismos de anillos que inducen f y g respec-
tivamente. Sean α1 : A → A ⊗R B y α2 : B → A ⊗R B los homomor-
fismos de anillos definidos por α1(a) = a ⊗ 1 y α2(b) = 1 ⊗ b. Definimos
p1 = α
∗
1 : Spec(A ⊗R B) → SpecA y p2 = α∗2 : Spec(A ⊗R B) → SpecB.
La conmutatividad del diagrama
R
ϕ
zz
ψ
$$
A
α1 $$
B
α2zz
A⊗R B
implica la conmutatividad de
Spec(A⊗R B)
p1
vv
p2
((
SpecA
f ((
SpecB
gvv
SpecR
Sea Z un esquema sobre SpecR y sean β : Z → SpecA y γ : Z → SpecB
morfismos tal que f ◦ β = g ◦ γ
Z //
γ
,,
β ''
Spec(A⊗R B)
vv ((
SpecA
f ((
SpecB
gvv
SpecR
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Tomando secciones globales, obtenemos el diagrama conmutativo
R
ϕ
zz
ψ
$$
A
β♯(SpecA) ##
B
γ♯(SpecB){{
OZ(Z)
Luego, considerando OZ(Z) como una R−a´lgebra v´ıa el homomorfismo de
anillos β♯(SpecA) ◦ ϕ = γ♯(SpecB) ◦ ψ : R → OZ(Z), podemos definir el
homomorfismo de R−a´lgebras δ : A ⊗R B → OZ(Z) dado por δ(a ⊗ b) =
β♯(SpecA)(a)γ♯(SpecB)(b). As´ı tenemos el diagrama conmutativo
R
ϕ
zz
ψ
$$
A
α1 $$
β♯(SpecA)

B
α2zz
γ♯(SpecB)

A⊗R B
δ

OZ(Z)
de donde obtenemos el siguiente diagrama conmutativo
SpecOZ(Z) δ∗ //
γ♯(SpecB)∗
--
β♯(SpecA)∗ ))
Spec(A⊗R B)
p1vv
p2
((
SpecA
f ((
SpecB
gvv
SpecR
Sea H : Z → SpecOZ(Z) el morfismo natural constru´ıdo en la proposicio´n
anterior. Como β♯(SpecA)∗ ◦ H = β y γ♯(SpecB)∗ ◦ H = γ, entonces
obtenemos el diagrama conmutativo
Z δ
∗◦H //
γ
,,
β ''
Spec(A⊗R B)
p1vv
p2
((
SpecA
f ((
SpecB
gvv
SpecR
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Finalmente, teniendo en cuenta la proposicio´n anterior, vamos a mostrar
que el homomorfismo de anillos δ : A ⊗R B → OZ(Z) que hace conmutar
este diagrama, es u´nico. Sea δ : A ⊗R B → OZ(Z) que satisface dicha
propiedad. Entonces α∗1 ◦ δ∗ ◦ H = p1 ◦ δ∗ ◦ H = β = β♯(SpecA)∗ ◦ H,
es decir (δ ◦ α1)∗ ◦ H = β♯(SpecA)∗ ◦ H. Por tanto δ ◦ α1 = β♯(SpecA).
Ana´logamente tenemos que δ ◦ α2 = γ♯(SpecB), y por tanto δ(a ⊗ b) =
β♯(SpecA)(a)γ♯(SpecB)(b). Concluimos que Spec(A⊗R B) = X ×S Y . ✷
2.7 Haces de mo´dulos
Definicio´n 2.7.1. Sea (X,OX) un espacio anillado. Un OX-mo´dulo o
haz de OX-mo´dulos sobre X es un haz de grupos abelianos F en X, tal
que para cada subconjunto abierto U ⊆ X, el grupo F(U) es un OX(U)-
mo´dulo, y para cada inclusio´n de conjuntos abiertos V ⊆ U , el homo-
morfismo restriccio´n F(U) → F(V ) es compatible con las estructuras de
mo´dulos v´ıa el homomorfismo de anillos OX(U) → OX(V ); es decir el
siguiente diagrama es conmutativo
OX(U)× F(U) //

F(U)

OX(V )× F(V ) // F(V )
Ma´s precisamente, dados a ∈ OX(U) y s ∈ F(U), entonces se tiene
a|V .s|V = (a.s)|V . Un morfismo F → G de haces de OX-mo´dulos es
un morfismo de haces tal que para cada subconjunto abierto U ⊆ X, la
aplicacio´n F(U)→ G(U) es un homomorfismo de OX(U)-mo´dulos.
Notemos que el nu´cleo e imagen de un morfismo de OX mo´dulos es
tambie´n un OX-mo´dulo. Si F y G son dos OX-mo´dulos, denotemos al
grupo de morfismos de F a G por HomOX(F,G) o tambie´n Hom(F,G)
si no hay confusio´n. Una sucesio´n de OX-mo´dulos y morfismos es exacta
si es exacta como una sucesio´n de haces de grupos abelianos. Si U es un
subconjunto abierto de X y si F es un OX-mo´dulo, entonces F
∣∣
U
es un
OX
∣∣
U
-mo´dulo. Si F y G son dos OX-mo´dulos, el prehaz
U 7→ HomOX
∣∣
U
(F
∣∣
U
,G
∣∣
U
)
es un haz, el cual es llamado haz Hom y denotado por HomOX(F,G).
Este haz tambie´n es un OX-mo´dulo. Tambie´n definimos el haz producto
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tensorial F ⊗OX G de dos OX-mo´dulos como el haz asociado al prehaz
U 7→ F(U)⊗OX(U)G(U), y por brevedad escribiremos a este haz como F⊗G.
Si {Fi}i∈I es una familia de OX-mo´dulos, la suma directa F =
⊕
i∈I Fi
es el haz asociado al prehaz U 7→ ⊕i∈I Fi(U), el cual es un OX-mo´dulo.
Un OX-mo´dulo F es libre si es isomorfo a una suma directa de copias de
OX. Es localmente libre si X puede ser cubierto por conjuntos abiertos
U para los cuales F
∣∣
U
es un OX-mo´dulo libre, en este caso el rango de F
en tal conjunto abierto es el nu´mero de copias del haz estructural(finita o
infinita). Un haz localmente libre de rango 1 es llamado haz inversible.
Sea f : (X,OX)→ (Y,OY ) un morfismo de espacios anillados. Si F es
un OX-mo´dulo, entonces f∗F es un f∗OX-mo´dulo. Puesto que tenemos el
morfismo de haces de anillos sobre Y , f ♯ : OY → f∗OX, esto da a f∗F una
estructura natural de OY -mo´dulo, llamado imagen directa de F por el
morfismo f .
Si G es un haz de OY -mo´dulos, entonces f−1G es un f−1OY -mo´dulo.
Tenemos un morfismo natural de haces de anillos f−1OY → OX, in-
ducido por el morfismo f •OY → OX dado en cada abierto U ⊆ X por
〈V, s〉 7→ f ♯(V )(s)∣∣
U
. Esto nos permite definir f ∗G como el producto ten-
sorial f−1G⊗f−1OY OX, el cual es un OX-mo´dulo.
Observacio´n 2.7.1. El funtor f ∗ es exacto a derecha, es decir una sucesio´n
exacta de OY -mo´dulos
0→ F → G → H → 0
induce una sucesio´n exacta de OX-mo´dulos
f ∗F → f ∗G → f ∗H → 0
En efecto, esto sigue del hecho que dado un morfismo de OY -mo´dulos
ϕ : F → G, tenemos un morfismo de OX-mo´dulos f ∗ϕ : f ∗F → f ∗G, el
cual esta´ dado en cada tallo por (f ∗ϕ)x = ϕf(x)⊗idOX,x v´ıa los isomorfismos
(f ∗F)x ∼= Ff(x) ⊗OY,f(x) OX,x y Gf(x) ⊗OY,f(x) OX,x ∼= (f ∗G)x.
Definicio´n 2.7.2. Sea A un anillo y sea M un A-mo´dulo. Definiremos el
haz asociado a M sobre X = Spec(A), el cual denotaremos por M˜ . Para
cada abierto U , definimos el grupo M˜(U) como el conjunto de funciones
s : U → ⊔p∈U Mp tal que s(p) ∈ Mp para cada p y tal que para cada
p ∈ U , existe un abierto V ⊆ U que contiene p, y elementos m ∈M ,f ∈ A
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tal que para cada q ∈ V , f /∈ q, y s(q) = m/f en Mq. Tomando las
restricciones naturales como morfismos de restriccio´n, obtenemos que M˜
es un haz. Adema´s, por la definicio´n del haz estructural OSpecA, es claro
que M˜ es un OX-mo´dulo.
Proposicio´n 2.7.1. Sea A un anillo y sea M un A-mo´dulo. Se cumplen
las siguientes afirmaciones:
(a) Para cualquier p ∈ SpecA, el tallo M˜p del haz M˜ , es isomorfo al
mo´dulo localizado Mp.
(b) Para cualquier elemento f ∈ A, el Af -mo´dulo M˜(D(f)) es isomorfo
al mo´dulo localizado Mf .
(c) En particular, Γ(SpecA, M˜) ∼= M .
Demostracio´n. La demostracio´n es ide´ntica a la proposicio´n 2.4.1, reem-
plazando A por M adecuadamente. ✷
Proposicio´n 2.7.2. Sean A un anillo, M un A-mo´dulo y X = SpecA.
La correspondencia M 7→ M˜ es un funtor exacto y plenamente fiel de la
categor´ıa de A-mo´dulos en la categor´ıa de OX-mo´dulos.
Demostracio´n. Dado un homomorfismo de A-mo´dulos ϕ : M → N ,
vamos a definir un morfismo de OX-mo´dulos ϕ˜ : M˜ → N˜ . Note que para
cada p ∈ SpecA, tenemos un homomorfismo de Ap-mo´dulos ϕp : Mp → Np
definido por m/f 7→ ϕ(m)/f . Dado un abierto U ⊆ SpecA, definimos
ϕ˜(U) : M˜(U)→ N˜(U) por s 7→ t
donde t : U → ⊔p∈U Np esta´ definida por p 7→ ϕp(s(p)). Por otro lado,
dado p ∈ U , si s = m/f en un abierto V ⊆ U que contiene a p, entonces
t = ϕ(m)/f en V . Por tanto, t ∈ N˜(U). Adema´s, tenemos que ϕ˜(U) es
un homomorfismo de OX(U)-mo´dulos. Tambie´n, dados abiertos V ⊆ U ,
s ∈ M˜(U) y p ∈ V , tenemos
(ϕ˜(U)(s)
∣∣
V
)(p) = ϕ˜(U)(s)(p) = ϕp(s(p))
= ϕp(s
∣∣
V
(p)) = ϕ˜(V )(s
∣∣
V
)(p)
Esto muestra que ϕ˜ : M˜ → N˜ es un morfismo de OX-mo´dulos. Es claro
que (idM )˜ = idM˜ , y adema´s si tenemos homomorfismos de A-mo´dulos
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ϕ : M → N , ψ : N → P entonces (ψ ◦ ϕ)˜ = ψ˜ ◦ ϕ˜. Tomemos ahora una
sucesio´n exacta de A-mo´dulos
0 −→M ϕ−→ N ψ−→ P −→ 0
Luego, tenemos una sucesio´n de OX-mo´dulos
0 −→ M˜ ϕ˜−→ N˜ ψ˜−→ P˜ −→ 0
Luego para todo p ∈ X tenemos el siguiente diagrama conmutativo
0 // (M˜)p

ϕ˜p // (N˜)p
ψ˜p //

(P˜ )p

// 0
0 //Mp
ϕp //Np
ψp // Pp // 0
donde las flechas verticales son los isomorfismos naturales y la fila hori-
zontal inferior del diagrama es exacta para cada p ∈ X. Por tanto la fila
horizontal superior del diagrama es exacta para cada p ∈ X, y as´ı nues-
tra sucesio´n de OX-mo´dulos es exacta. Veamos finalmente que el funtor˜es plenamente fiel, es decir, dados A-mo´dulos M y N , debemos probar
que la aplicacio´n HomA(M,N) → HomOX(M˜, N˜) definida por ϕ 7→ ϕ˜ es
una biyeccio´n. En efecto, dado h : M˜ → N˜ un morfismo de OX-mo´dulos,
tomando secciones globales tenemos un homomorfismo de A-mo´dulos
ϕ := h(SpecA) : M ∼= M˜(SpecA)→ N˜(SpecA) ∼= N
Esto nos da una aplicacio´n de HomOX(M˜, N˜) en HomA(M,N). Es evi-
dente que ϕ˜(SpecA) = ϕ por definicio´n de ϕ˜. Por otra parte, sea h : M˜ →
N˜ un morfismo de OX-mo´dulos y sea h(SpecA) = ϕ Luego, para cada
g ∈ A tenemos el siguiente diagrama conmutativo
M //

M˜(SpecA)
ϕ //

N˜(SpecA) //

N

Mg // M˜(D(g))
h(D(g))
// N˜(D(g)) //Ng
de donde se sigue que h(D(g))(m/gn) = ϕ(m)/gn.
Ahora veamos que h = ϕ˜. Sean U ⊆ SpecA abierto y s ∈ M˜(U). Sea
D(g) ⊆ U . Sea s∣∣
D(g)
= m/gn. Luego, t = ϕ˜(U)(s) satisface t
∣∣
D(g)
=
ϕ(m)/gn.
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Por otro lado, h(U)(s)
∣∣
D(g)
= h(D(g))(s
∣∣
D(g)
) = h(D(g))(m/gn) =
ϕ(m)/gn. Luego h(U)(s)
∣∣
D(g)
= t
∣∣
D(g)
para todo abierto D(g) ⊆ U . As´ı,
como los abiertos D(g) forman una base para la topolog´ıa de SpecA, con-
cluimos que h(U)(s) = t. Concluimos que h = ϕ˜. ✷
Proposicio´n 2.7.3. Sean A,B anillos, X = SpecA e Y = SpecB. Con-
sideremos un homomorfismo de anillos ρ : A → B y su morfismo corre-
spondiente f : Y → X. Se cumplen las siguientes afirmaciones:
(a) Si M,N son dos A-mo´dulos, entonces (M ⊗A N )˜ ∼= M˜ ⊗OX N˜ .
(b) Si {Mi}i∈I es cualquier familia de A-mo´dulos,
(⊕
i∈I Mi
)˜ ∼=⊕i∈I M˜i.
(c) Para todo B-mo´dulo N tenemos f∗(N˜) ∼= (AN )˜, donde AN indica N
como A-mo´dulo.
(d) Para todo A-mo´dulo M tenemos f ∗(M˜) ∼= (M ⊗A B)˜.
Demostracio´n. Ver [1]. ✷
Definicio´n 2.7.3. Sea (X,OX) un esquema. Un haz de OX-mo´dulos F es
casi coherente si X puede ser cubierto por subconjuntos abiertos afines
Ui = SpecAi, tal que para cada i existe un Ai-mo´dulo Mi con F
∣∣
Ui
= M˜i.
Decimos que F es coherente si adema´s cada Mi puede ser tomado como
un Ai-mo´dulo finitamente generado.
Lema 2.7.4. Sea X un esquema, F un haz casi coherente (resp. coherente)
sobre X y sea U un subconjunto abierto de X, entonces F∣∣
U
es tambie´n
casi coherente (resp. coherente)
Demostracio´n. Desde que F es haz casi coherente, existe un cubrimiento
de X por abiertos afines Ui = Spec(Ai), y para cada i un Ai-mo´duloMi tal
que F∣∣
Ui
∼= M˜i. Como {Ui = SpecAi}i∈I es un cubrimiento abierto de X,
entonces la coleccio´n formada por los abiertos ba´sicos de todos los abiertos
Ui es una base para la topolog´ıa de X. Luego basta mostrar que F
∣∣
D(f)
es isomorfo al haz asociado de un (Ai)f -mo´dulo, para todo f ∈ Ai y para
todo i ∈ I. Sea f ∈ Ai y sea ı : D(f) →֒ Ui la inclusio´n, entonces
F∣∣
D(f)
= (F∣∣
Ui
)
∣∣
D(f)
∼= (M˜i)
∣∣
D(f)
∼= ı∗M˜i ∼= (Mi ⊗Ai (Ai)f )˜
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por tanto F
∣∣
U
es casi coherente. Ahora, si F es coherente, cada Mi es un
Ai-mo´dulo finitamente generado, luegoMi⊗Ai (Ai)f es tambie´n finitamente
generado como (Ai)f -mo´dulo, y por tanto F
∣∣
U
es tambie´n un haz coherente.
✷
Lema 2.7.5. Sea X = Spec(A) un esquema af´ın y F un haz casi coherente
(resp. coherente) sobre X. Entonces existe un conjunto finito de elementos
g1, . . . , gn de A, tal que X es cubierto por los abiertos ba´sicos D(gi) y
F∣∣
D(gi)
∼= M˜i para todo i, donde cada Mi es un Agi-mo´dulo (resp. mo´dulo
finitamente generado).
Demostracio´n. Como F es casi coherente, entonces X es cubierto por
abiertos afines V = SpecB tal que F∣∣
V
∼= M˜ donde M es un B-mo´dulo.
Por otro lado, como los subconjuntos D(g), con g ∈ A, forman una base
para la topolog´ıa de X, entonces existe una familia {gi}i∈I de elementos de
A tal que V es cubierto por los abiertos D(gi). Luego para cada inclusio´n
ı : D(gi) →֒ V tenemos un homomorfismo de anillos B → Agi. Entonces
F∣∣
D(gi)
= (F∣∣
V
)
∣∣
D(gi)
∼= M˜
∣∣
D(gi)
∼= ι∗M˜ ∼= (M ⊗B Agi )˜
y tomamos Mi = M ⊗B Agi, el cual es un Agi-mo´dulo. Ahora bien, con-
siderando el cubrimiento de X formado por los abiertos ba´sicos D(gi) con-
tenidos en algu´n abierto af´ın V como antes; como X es casi compacto
entonces X es cubierto por un nu´mero finito de estos abiertos D(gi) con
la condicio´n requerida. Ahora, si F es coherente, cada M es un B-mo´dulo
finitamente generado, luego M ⊗B Agi es tambie´n finitamente generado
como Agi-mo´dulo. ✷
Lema 2.7.6. Sean X = Spec(A) un esquema af´ın, f ∈ A, D(f) ⊆ X
su correspondiente abierto ba´sico y F un haz casi coherente sobre X. Se
cumplen las siguientes afirmaciones:
(a) Si s ∈ Γ(X,F) es una seccio´n global de F cuya restriccio´n a D(f) es
0, entonces fns = 0 para algu´n n > 0.
(b) Dada una seccio´n t ∈ F(D(f)) de F sobre el abierto D(f), entonces
para algu´n n > 0, fnt se extiende a una secio´n global de F sobre X.
Demostracio´n. Como F es casi coherente sobre X, el lema anterior nos
dice que existen g1, . . . , gr ∈ A tal que X =
⋃r
i=1D(gi) y F
∣∣
D(gi)
∼= M˜i,
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donde cada Mi es un Agi-mo´dulo; adema´s D(f) =
⋃r
i=1D(fgi) y D(fgi) ⊆
D(f).
(a) Tomemos una seccio´n s ∈ Γ(X,F) y supongamos que s∣∣
D(f)
= 0.
Para cada i, denotemos por si a la seccio´n s
∣∣
D(gi)
∈ F(D(gi)). De acuerdo
a los isomorfismos
F(D(gi)) = F
∣∣
D(gi)
(D(gi)) ∼= M˜i(Spec(Agi)) ∼= Mi
podemos considerar a si como un elemento de Mi, y por hipo´tesis tenemos
que s
∣∣
D(fgi)
= 0 para cada i = 1, . . . , r. Como s
∣∣
D(fgi)
∈ F(D(fgi)) y
F(D(fgi)) ∼= M˜i(D(f1 )) ∼= (Mi) f1 , tenemos que s
∣∣
D(fgi)
= 0 en (Mi) f
1
,
entonces por la definicio´n de localizacio´n, existe n ≥ 1 (que depende de i),
tal que f1
n
si = 0, y como el conjunto de ı´ndices i es finito, podemos tomar
n suficientemente grande que no dependa de i. Por consiguiente, para cada
i tenemos (fns)
∣∣
D(gi)
= f1
n
si = 0, y puesto que F es haz y X =
⋃r
i=1D(gi),
resulta fns = 0.
(b) Sea t ∈ F(D(f)), y para cada i definamos t′i = t
∣∣
D(fgi)
. Puesto que
F(D(fgi)) ∼= (Mi) f
1
, podemos considerar a t′i como un elemento de (Mi) f
1
,
entonces t′i =
mi
( f1 )
ni
, donde mi ∈Mi ∼= F(D(gi)), y tomando ti = (f1 )n−nimi
donde n = max{ni}, para cada i tenemos que t′i = ti( f1 )n ; adema´s
ti
∣∣
D(fgi)
=
ti
(1/1)
=
(f
1
)n
t′i =
(
fnt
)∣∣
D(fgi)
Esta igualdad implica que ti
∣∣
D(fgigj)
= tj
∣∣
D(fgigj)
para todo i, j, luego
(ti
∣∣
D(gigj)
− tj
∣∣
D(gigj)
)
∣∣
D(fgigj)
= 0.
Aplicando el ı´tem anterior al haz casi coherente F∣∣
D(gigj)
sobre Spec(Agigj) y
a su seccio´n global ti
∣∣
D(gigj)
−tj
∣∣
D(gigj)
, tenemos que f1
m
(ti
∣∣
D(gigj)
−tj
∣∣
D(gigj)
) =
0 para algu´n m ≥ 1 (que depende de i, j), y tomando m suficientemente
grande podemos hacer que m sea independiente de i y j. Luego tenemos
que (f1
m
ti)
∣∣
D(gigj)
= (f1
m
tj)
∣∣
D(gigj)
y puesto que F es haz y X = ⋃ri=1D(gi),
existe s ∈ Γ(X,F) tal que s∣∣
D(gi)
= f1
m
ti para todo i; as´ı
s
∣∣
D(fgi)
=
f
1
m∣∣∣
D(fgi)
ti
∣∣∣
D(fgi)
=
f
1
m∣∣∣
D(fgi)
(f
1
n
t
)∣∣∣
D(fgi)
=
(f
1
m+n
t
)∣∣∣
D(fgi)
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y como D(f) =
⋃r
i=1D(fgi), usando otra vez la propiedad de haz de F ,
tenemos s
∣∣
D(f)
= f1
m+n
t . ✷
Proposicio´n 2.7.7. Sea X un esquema. Entonces un OX-mo´dulo F es
casi coherente si y so´lo si para cada abierto af´ın U = SpecA de X, existe
un A-mo´dulo M tal que F∣∣
U
∼= M˜ . Si X es noetheriano, entonces F es
coherente si y so´lo si lo mismo es verdad, con la condicio´n extra que M es
un A-mo´dulo finitamente generado.
Demostracio´n. Sea F un haz casi coherente sobre X y sea U = SpecA
un abierto af´ın. Por el lema 2.7.4, F∣∣
U
es tambie´n casi coherente, as´ı que
podemos suponer que X = U . Sea M = Γ(X,F) y para cada f ∈ A
definimos el homomorfismo de Af -mo´dulos α(D(f)) : Mf ∼= M˜(D(f)) →
F(D(f)) dado por m
fk
7→ 1
fk
.m
∣∣
D(f)
. Como los subconjuntos abiertos D(f)
son una base para la topolog´ıa de X y adema´s los homomorfismos α(D(f))
conmutan con las restricciones, podemos pegar estos homomorfismos y
obtener un morfismo de OX-mo´dulos α : M˜ → F . Veamos que este
morfismo es un isomorfismo. Puesto que los subconjuntos abiertos D(f)
son una base para la topolog´ıa de X, bastara´ probar que los homomor-
fismos α(D(f)) son isomorfismos para cada f ∈ A. Sea m
fk
∈ Mf tal que
1
fk
.m
∣∣
D(f)
= 0, esto implica que m
∣∣
D(f)
= 0 y por la primera afirmacio´n
del lema 2.7.6 existe n > 0 tal que fnm = 0, por tanto m
fk
= 0 y as´ı
α(D(f)) es inyectiva. Veamos la sobreyectividad, dado t ∈ F(D(f)), por
la segunda afirmacio´n del lema 2.7.6, existe n > 0 y m ∈M = Γ(X,F) tal
que m|D(f) = fnt, luego α(D(f))(mfn ) = t y de esta manera concluimos que
F ∼= M˜ . La parte rec´ıproca es inmediata. Supongamos ahora que X es
noetheriano y F es coherente. Por el lema 2.7.5 existe un conjunto finito
de elementos g1, . . . , gn de A, tal que X es cubierto por los abiertos ba´sicos
D(gi) y F
∣∣
D(gi)
∼= M˜i para todo i, donde Mi es un Agi-mo´dulo finitamente
generado. De lo anterior ya tenemos que F ∼= M˜ , luego
Mgi
∼= M˜(D(gi)) ∼= F(D(gi)) ∼= M˜i(D(gi)) ∼= Mi
y por tanto cada Mgi es un Agi-mo´dulo finitamente generado; ahora bien,
desde que el anillo A es noetheriano, entonces Agi es tambie´n noetheriano
y as´ı Mgi es noetheriano para cada i. Esto implica que M es noetheriano.
✷
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Teorema 2.7.8. Sean A un anillo y X = SpecA. El funtor M 7→ M˜
es una equivalencia entre la categor´ıa de A-mo´dulos y la categor´ıa de OX-
mo´dulos casi coherentes. Su inversa es el funtor F 7→ Γ(X,F). Si A es
noetheriano, el funtor es una equivalencia entre la categor´ıa de A-mo´dulos
finitamente generados y la categor´ıa de OX-mo´dulos coherentes.
Demostracio´n. Consecuencia directa de las proposiciones 2.7.2 y 2.7.7.
✷
Proposicio´n 2.7.9. Sea X = SpecA un esquema af´ın y consideremos una
sucesio´n exacta de OX-mo´dulos 0→ F ′ → F → F ′′ → 0, supongamos que
que F ′ es casi coherente. Entonces la sucesio´n
0→ Γ(X,F ′)→ Γ(X,F)→ Γ(X,F ′′)→ 0
es exacta.
Demostracio´n. Por la proposicio´n 2.2.10 sabemos que el funtor Γ es
exacto a izquierda, luego basta probar que la penu´ltima aplicacio´n es
sobreyectiva. Sean s ∈ Γ(X,F ′′), ψ : F → F ′′ e identifiquemos F ′
como un subhaz de F . Por la proposicio´n 2.2.9 y la casi compacidad
de X, tenemos que X puede ser cubierto con un nu´mero finito de abier-
tos ba´sicos D(g1), . . . , D(gr) tal que existen elementos ti ∈ F(D(gi)) con
ψ(D(gi))(ti) = s
∣∣D(gi). Sea f = gi0 para algu´n i0 fijo. Afirmamos que
para algu´n n > 0, fns es la imagen de una seccio´n global de F me-
diante la aplicacio´n ψ(X). En efecto, si denotamos t = ti0
∣∣D(fgi) y
t′i = ti
∣∣D(fgi), tendremos entonces que t, t′i ∈ F(D(fgi)) y ψ(D(fgi))(t) =
s
∣∣D(fgi) = ψ(D(fgi))(t′i), luego t − t′i ∈ Nuc(ψ(D(fgi))) = F ′(D(fgi)).
Como F ′∣∣D(gi) es casi coherente y D(fgi) es un abierto ba´sico para D(gi),
por la segunda afirmacio´n del lema 2.7.6 existe ni > 0 tal que f
ni(t −
t′i) se extiende a una seccio´n vi ∈ F ′(D(gi)), ma´s au´n tomando n =
max{n1, . . . , nr}, podemos suponer que fn(t − t′i) se extiende a vi para
todo i = 1, . . . , r. Sea t̂i = f
nti + vi ∈ F(D(gi)), entonces
t̂i
∣∣D(fgi) = fnt′i + vi∣∣D(fgi) = fnt′i + fn(t− t′i) = fnt,
luego para cada i, j, tenemos (t̂i
∣∣
D(gigj)
− t̂j
∣∣
D(gigj)
)
∣∣D(fgigj) = 0. Adema´s
ψ(D(gi))(t̂i) = f
ns
∣∣
D(gi)
, de donde obtenemos que t̂i
∣∣
D(gigj)
− t̂j
∣∣
D(gigj)
∈
Nuc
(
ψ(D(gigj))
)
= F ′(D(gigj)). Entonces por la primera afirmacio´n del
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lema 2.7.6 aplicado al haz casi coherente F ′∣∣D(gigj), existe mij > 0 tal
que fmij(t̂i
∣∣
D(gigj)
− t̂j
∣∣
D(gigj)
) = 0 y tomando m = max{mij} tenemos
fmt̂i
∣∣D(gigj) = fmt̂j∣∣D(gigj), y como F es un haz, existe t′′ ∈ F(X) tal
que t′′
∣∣D(gi) = fmt̂i. Entonces
ψ(X)(t′′)
∣∣D(gi) = ψ(D(gi))(t′′∣∣D(gi)) = ψ(D(gi))(fmt̂i)
= fmψ(D(gi))(t̂i) = f
mfns
∣∣D(gi)
para cada i = 1, . . . , r, por tanto ψ(X)(t′′) = fm+ns. Esto prueba la
afirmacio´n. Ahora, como f = gi0, donde i0 era fijo y arbitrario, tenemos
por la afirmacio´n anterior que, para cada i = 1, . . . , r, existe una seccio´n
global ti de F tal que ψ(X)(ti) = gnii s para algu´n ni > 0. Luego tomando
n = max{ni} y multiplicando a ti por una potencia de f , podemos asumir
que ψ(X)(ti) = g
n
i s para todo i = 1, . . . , r. Por otro lado, como los abiertos
D(gi) cubren a X, entonces el ideal 〈gn1 , . . . , gnr 〉 coincide con A, por tanto
1 =
∑r
i=1 aig
n
i , donde ai ∈ A. Sea la seccio´n global t =
∑r
i=1 aiti, entonces
ψ(X)(t) =
∑r
i=1 aiψ(X)(ti) =
∑r
i=1 aig
n
i s = s. Con esto terminamos la
prueba. ✷
Proposicio´n 2.7.10. Sea X un esquema. El nu´cleo, conu´cleo e imagen de
cualquier morfismo de haces casi coherentes son casi coherentes. Cualquier
extensio´n de haces casi coherentes es casi coherente. Si X es noetheriano,
lo mismo es cierto para haces coherentes.
Demostracio´n. Ver [1]. ✷
Lema 2.7.11. Sea X un esquema separado sobre un esquema af´ın S. Sean
U y V conjuntos abiertos afines de X. Entonces U ∩ V es casi compacto.
Demostracio´n. Sean S = Spec(A) y f : X → S el morfismo estructural.
Sean U = Spec(B) y V = Spec(B′). Desde que f : X → S es separado,
el morfismo diagonal △ : X → X ×S X es una inmersio´n cerrada. Sean
p1, p2 : X ×S X → X las proyecciones. Por la proposicio´n 2.6.5, p−11 (U) ∩
p−12 (V ) = U ×S V , lo que implica
△−1(U ×S V ) = △−1(p−11 (U) ∩ p−12 (V ))
= △−1(p−11 (U)) ∩△−1(p−12 (V ))
= (p1 ◦ △)−1(U) ∩ (p2 ◦ △)−1(V )
= U ∩ V.
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De esto sigue que
△(U ∩ V ) = △(△−1(U ×S V )) = △(X) ∩ (U ×S V ).
Como △ : X → X ×S X es una inmersio´n cerrada, entonces △(X) es un
subesquema cerrado de X×SX. Luego△(X)∩(U×SV ) es un subesquema
cerrado de U ×S V , y por la proposicio´n 2.6.7 tenemos que U ×S V =
Spec(B⊗AB′) es un esquema af´ın, de donde concluimos que △(X)∩(U×S
V ) es casi compacto. Adema´s por el isomorfismo U ∩ V ∼= △(U ∩ V ) =
△(X) ∩ (U ×S V ) obtenemos que U ∩ V es casi compacto. ✷
Proposicio´n 2.7.12. Sea f : X → Y un morfismo de esquemas.
(a) Si G es un haz casi coherente de OY -mo´dulos, entonces f ∗G es un haz
casi coherente de OX-mo´dulos.
(b) Si X e Y son noetherianos, y si G es coherente, entonces f ∗G es
coherente.
(c) Supongamos que X es noetheriano, o que f es casi compacto y sepa-
rado. Entonces si F es un haz casi coherente de OX-mo´dulos, tenemos
que f∗F es un haz casi coherente de OY -mo´dulos.
Demostracio´n. (a) Supongamos primero que X = Spec(B) e Y =
SpecA son esquemas afines. Como G es casi coherente, tenemos que
G ∼= M˜ donde M es un A-mo´dulo; luego f ∗G ∼= f ∗(M˜) ∼= (M ⊗A B)˜,
y por tanto f ∗G es casi coherente. Para el caso general, sea V = SpecA
un subconjunto abierto af´ın de Y . Como G es casi coherente, existe un
A-mo´dulo M tal que G∣∣V ∼= M˜ . Ahora, tomemos U = SpecB un sub-
conjunto abierto af´ın de X tal que U ⊆ f−1(V ). As´ı podemos considerar
la restriccio´n de f a U , f
∣∣U : U → V . Por el argumento inicial y desde
que (f ∗G)∣∣U ∼= (f ∣∣U)∗(G∣∣
V
), obtenemos que (f ∗G)∣∣U es casi coherente.
Concluimos que f ∗G es casi coherente.
(b) Como en la primera parte, es suficiente considerar X = Spec(B) e
Y = SpecA. Desde que X e Y son esquemas noetherianos, A y B son
anillos noetherianos. Como G es coherente, tenemos que G ∼= M˜ , donde
M es un A-mo´dulo finitamente generado. Luego f ∗G es coherente, ya que
f ∗G ∼= f ∗(M˜) ∼= (M⊗AB)˜ yM⊗AB es un B-mo´dulo finitamente generado.
(c) Como la cuestio´n es local sobre Y , podemos suponer que Y es af´ın.
Ahora bien, si X es noetheriano, entonces X es casi compacto. Y si f :
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X → Y es casi compacto, como Y es af´ın, entonces X = f−1(Y ) es casi
compacto. As´ı, en cualquier caso, podemos cubrir a X con un nu´mero
finito de abiertos afines Ui. Si X es noetheriano, entonces todo abierto de
X es casi compacto, y en particular los abiertos Ui∩Uj son casi compactos.
Y si f : X → Y es separado, entonces por el lema 2.7.11 tenemos que los
abiertos Ui ∩ Uj son casi compactos. As´ı, en cualquier caso, Ui ∩ Uj puede
ser cubierto por un nu´mero finito de abiertos afines Uijk. Tenemos un
morfismo de OY -mo´dulos ψ :
⊕
i f∗(F
∣∣
Ui
) → ⊕ijk f∗(F∣∣Uijk), definido en
cada abierto W ⊆ Y
ψ(W ) :
⊕
i
F(f−1(W ) ∩ Ui)→
⊕
ijk
F(f−1(W ) ∩ Uijk)
por (si) 7→ (si
∣∣
f−1(W )∩Uijk−sj
∣∣
f−1(W )∩Uijk). Este es un morfismo de haces casi
coherentes, por la proposicio´n 2.7.3(c). Adema´s, es claro que Nuc(ψ) =
f∗F . Luego, por la proposicio´n 2.7.10, tenemos que f∗F es casi coherente.
✷
Definicio´n 2.7.4. Sea Y un subesquema cerrado de un esquema X, y sea
i : Y → X el morfismo inclusio´n. Definimos el haz ideal de Y, denotado
por JY , como el nu´cleo del morfismo i♯ : OX → i∗OY .
Lema 2.7.13. Sea Y un subesquema cerrado de un esquema X, y sea
i : Y → X el morfismo inclusio´n. Entonces i−1i∗OY ∼= i∗i∗OY ∼= OY .
Demostracio´n. Los morfismos naturales i−1OX → OY , i−1OX → i−1i∗OY
(inducidos por el morfismo de haces de anillos i♯ : OX → i∗OY ) y OY →
i−1i∗OY (inducido por la funcio´n continua i : Y → X) nos dan el siguiente
diagrama conmutativo
i−1OX //
%%
OY
zz
i−1i∗OY
de donde tenemos que i∗i∗OY = i−1i∗OY ⊗i−1OX OY ∼= i−1i∗OY como OY -
mo´dulos. Ahora, mostraremos que i∗i∗OY ∼= OY . Consideremos la sucesio´n
exacta de OX-mo´dulos
0→ JY → OX → i∗OY → 0
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Como el funtor i∗ es exacto a derecha, tenemos una sucesio´n exacta de
OY -mo´dulos.
i∗JY → i∗OX → i∗i∗OY → 0
Veamos que la imagen del morfismo i∗JY → i∗OX es nula. En efecto, este
morfismo esta´ dado en cada tallo por el homomorfismo natural (JY )y⊗OX,y
OY,y → OX,y⊗OX,yOY,y el cual tiene imagen nula, pues (JY )y es el nu´cleo del
homomorfismo i♯y : OX,y → (i∗OY )y ∼= OY,y. Por tanto i∗i∗OY ∼= i∗OX =
i−1OX ⊗i−1OX OY ∼= OY . ✷
Proposicio´n 2.7.14. Sea X un esquema. Para todo subesquema cerrado
Y de X, el correspondiente haz ideal JY es un haz casi coherente de ideales
sobre X. Si X es noetheriano, JY es coherente. Rec´ıprocamente, cualquier
haz casi coherente de ideales sobre X es el haz ideal de un u´nicamente
determinado subesquema cerrado de X.
Demostracio´n. Dado Y un subesquema cerrado de X, entonces el mor-
fismo inclusio´n i : Y → X es casi compacto (pues cualquier subesquema
cerrado de un esquema af´ın es casi compacto) y separado(observacio´n
2.6.4), as´ı que por la proposicio´n 2.7.12 tenemos que i∗OY es un haz casi
coherente sobre X. Luego, como JY es el nu´cleo de un morfismo de haces
casi coherentes, entonces JY es casi coherente. Si X es noetheriano, dado
un abierto af´ın U = SpecA, tenemos que A es un anillo noetheriano,
as´ı que el ideal JY (U) ⊆ A es finitamente generado. Por tanto JY es
coherente. Rec´ıprocamente, consideremos un esquema X y un haz casi co-
herente de ideales J , sea Y = Sop(OX/J ). Dado un subconjunto abierto
af´ın U = SpecA ⊆ X, sea a = J (SpecA). Luego J ∣∣
SpecA
∼= a˜ y por
tanto (OX/J )
∣∣
SpecA
∼= (OX
∣∣
SpecA
)/(J ∣∣
SpecA
) ∼= A˜/a˜ ∼= (A/a)˜, lo que im-
plica que Y ∩ SpecA = V (a). Por tanto Y es un subconjunto cerrado de
X. En Y ∩ SpecA = V (a) consideremos la estructura de esquema dada
por la inmersio´n cerrada Spec(A/a) →֒ SpecA. Estas estructuras de es-
quema pueden ser pegadas para obtener una estructura de esquema en
Y . Para ver esto, basta mostrar que dado un abierto af´ın U = SpecA y
f ∈ A, la estructura de esquema de Y ∩SpecA restricta a D(f) = SpecAf
coincide con la estructura de esquema de Y ∩ SpecAf dada por la in-
mersio´n cerrada Spec(Af/c) →֒ SpecAf , donde c = J (SpecAf). En
efecto, J ∣∣
SpecAf
= (J ∣∣
SpecA
)
∣∣
SpecAf
∼= a˜
∣∣
SpecAf
∼= (a ⊗A Af )˜ y adema´s
J ∣∣
SpecAf
∼= c˜, de donde tenemos que c ∼= a ⊗A Af ∼= a · Af . Luego
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V (c) = V (a · Af) = D(f¯) ⊆ Spec(A/a) = V (a), de donde tenemos que
OSpec(A/a)
∣∣
V (c)
= OSpec(A/a)
∣∣
D(f¯)
= OSpec((A/a)f¯ ) = OSpec(Af/(a·Af )). As´ı, Y
tiene estructura de subesquema cerrado de X.
Ahora, vamos a ver que el haz ideal de Y es J . Sean i : Y → X
el morfismo inclusio´n, U = SpecA ⊆ X un subconjunto abierto af´ın
y j : Spec(A/a) →֒ SpecA la inmersio´n cerrada que induce la estruc-
tura de esquema en Y ∩ SpecA = V (a). Por la construccio´n de la es-
tructura de subesquema cerrado de Y , tenemos que i♯
∣∣
SpecA
: OSpecA →
(i
∣∣
Spec(A/a)
)∗OSpec(A/a) es igual a j♯. Luego i♯(SpecA) = j♯(SpecA) : A →
A/a es la proyeccio´n natural y por tanto JY (SpecA) = Nuc(i♯(SpecA)) =
a = J (SpecA) para todo subconjunto abierto af´ın U = SpecA ⊆ X.
Conclu´ımos que JY = J .
Veamos la unicidad. Sea J un haz casi coherente de ideales y sea
i : Y → X el morfismo inclusio´n de un subesquema cerrado Y de X tal
que JY = J . Luego J = Nuc(i♯) y as´ı tenemos que OX/J ∼= i∗OY .
Entonces Y = Sop(OX/J ) y adema´s i−1(OX/J ) ∼= i−1i∗OY . Luego, por
el lema anterior tenemos que i−1(OX/J ) ∼= OY . Esto prueba la unicidad.
✷
Corolario 2.7.15. Si X = SpecA es un esquema af´ın, entonces existe una
correspondencia 1−1 entre ideales a de A y subesquemas cerrados Y de X,
dado por a 7→imagen de Spec(A/a) en X. En particular, todo subesquema
cerrado de un esquema af´ın es af´ın.
Demostracio´n. Consecuencia directa del teorema 2.7.8 y la proposicio´n
anterior. ✷
Definicio´n 2.7.5. Sean S un anillo graduado y M un S-mo´dulo graduado.
Definiremos el haz asociado a M sobre X = Proj S, el cual denotaremos
por M˜ . Para cada abierto U de Proj S, definimos M˜(U) como el conjunto
de funciones s : U → ⊔p∈U M(p) tal que s(p) ∈ M(p) para cada p, y tal que
para cada p ∈ U , existe un abierto V ⊆ U que contiene a p. y elementos
homoge´neos m ∈ M , f ∈ S del mismo grado tal que para todo q ∈ V
tenemos que f 6∈ q y s(q) = m/f en M(q). Tomando las restricciones
naturales como morfismos de restriccio´n, obtenemos que M˜ es un haz.
Adema´s, por la definicio´n del haz estructural OProj S, es claro que M˜ es un
OX-mo´dulo.
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Como en el caso de haces asociados a mo´dulos sobre un anillo A, se
tienen propiedades ana´logas a las proposiciones 2.7.1, 2.7.2, 2.7.3 y el coro-
lario 2.7.15.
Proposicio´n 2.7.16. Sea S un anillo graduado y sea M un S-mo´dulo
graduado. Sea M˜ el haz asociado a M sobre X = Proj S. Se cumplen:
(a) Para cada p ∈ X, el tallo (M˜)p ∼= M(p).
(b) Para cada elemento homoge´neo f ∈ S+, se tiene M˜
∣∣
D+(f)
∼= (M(f))˜.
(c) M˜ es un OX-mo´dulo casi coherente. Adema´s, si S es noetheriano y
M es finitamente generado, entonces M˜ es coherente.
Demostracio´n. La demostracio´n es ana´loga a la proposicio´n 2.5.3, reem-
plazando S por M adecuadamente. Luego (c) sigue de (b). ✷
Observacio´n 2.7.2. El funtor ˜ es un funtor exacto de la categor´ıa de
S-mo´dulos graduados en la categor´ıa de OX-mo´dulos.
Observacio´n 2.7.3. Un homomorfismo graduado de anillos graduados ϕ :
S → T induce un morfismo natural de esquemas f : U → Proj S, donde
U = {p ∈ Proj T : ϕ(S+) * p} ⊆ Proj T es un subconjunto abierto.
Adema´s, si ϕ es sobreyectiva, entonces U = Proj T y f : Proj T → Proj S
es una inmersio´n cerrada. (ver [1])
Observacio´n 2.7.4. Si ϕ : S → T es un homomorfismo graduado de
anillos graduados y f : U → Proj S es el morfismo inducido, entonces se
cumple lo siguiente:
(a) Para todo T -mo´dulo graduado N tenemos f∗(N˜
∣∣
U
) ∼= (SN )˜.
(b) Para todo S-mo´dulo graduado M tenemos f ∗(M˜) ∼= (M ⊗S T )˜
∣∣
U
.
(c) Si S es generado por S1 como S0-a´lgebra, entonces (M ⊗S N )˜ ∼=
M˜ ⊗OX N˜ para cualquier par de S-mo´dulos graduados M y N .
Observacio´n 2.7.5. Si A es un anillo, entonces todo subesquema cerrado
de PnA es dado por una inmersio´n cerrada f : Proj(S/I)→ Proj S inducida
por la proyeccio´n natural S → S/I, donde S = A[x0, ..., xn] e I ⊆ S es un
ideal homoge´neo. (ver [1])
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Definicio´n 2.7.6. Sea S un anillo graduado y X = Proj S. Para cualquier
S-mo´dulo graduadoM y para cada n ∈ Z definimos el mo´dulo torcidoM(n)
porM(n)d = Mn+d. As´ıM(n) es un S-mo´dulo graduado. Para cada n ∈ Z,
definimos OX(n) como el haz S(n)˜. Llamamos haz torcido de Serre al
haz OX(1). Si F es un OX-mo´dulo, definimos su haz torcido F(n) como
el haz F ⊗OX OX(n).
Proposicio´n 2.7.17. Sean S un anillo graduado y X = Proj S. Se
cumplen:
(a) El haz OX(n) es un haz inversible sobre X.
(b) Para cualquier S-mo´dulo graduado M , tenemos M˜(n) ∼= (M(n))˜. En
particular, OX(n)⊗OX OX(m) ∼= OX(n+m).
Demostracio´n. (a) Sea f ∈ S1. Por la proposicio´n 2.7.16(b) tenemos
S(n)˜
∣∣
D+(f)
∼= (S(n)(f))˜
Por otro lado, desde que la aplicacio´n S(f) → S(n)(f) dada por afk 7→ af
n
fk
es un isomorfismo de S(f)-mo´dulos, entonces (S(n)(f))˜ ∼= (S(f))˜. Luego
OX(n)
∣∣
D+(f)
= S(n)˜
∣∣
D+(f)
∼= (S(n)(f))˜ ∼= (S(f))˜ ∼= OX
∣∣
D+(f)
.
Y como X =
⋃
f∈S1 D+(f), se sigue que OX(n) es un haz inversible.
(b) Por la observacio´n 2.7.4(c) tenemos que
M˜(n) = M˜ ⊗OX OX(n) = M˜ ⊗OX S(n)˜ ∼= (M ⊗S S(n))˜
Por otra parte, la aplicacio´n M ⊗S S(n)→M(n) dada por m⊗ t 7→ tm es
un isomorfismo de S-mo´dulos graduados, entonces (M ⊗S S(n))˜ ∼= M(n)˜,
y luego M˜(n) ∼= M(n)˜. En particular
OX(n)⊗OX OX(m) = S(n)˜ ⊗OX OX(m)
= S(n)˜(m) ∼= (S(n)(m))˜
∼= S(n+m)˜ = OX(n+m).
✷
Definicio´n 2.7.7. Sean S un anillo graduado, X = Proj S y F un haz
de OX-mo´dulos. Definimos Γ∗(F) =
⊕
n∈Z Γ(X,F(n)). A continuacio´n
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vamos a dotar a Γ∗(OX) de una estructura de anillo graduado y haremos
de Γ∗(F) un Γ∗(OX)-mo´dulo graduado. En efecto, consideremos el homo-
morfismo natural
Γ(X,OX(m))⊗ Γ(X,OX(n))→ Γ(X,OX(m)⊗OX(n))
y el isomorfismo OX(m) ⊗ OX(n) ∼= OX(m + n), entonces tenemos el
homomorfismo
λm,n : Γ(X,OX(m))⊗ Γ(X,OX(n))→ Γ(X,OX(m+ n)).
Dados dos elementos f =
∑
n fn y g =
∑
n gn de Γ∗(OX), definimos el
producto fg =
∑
m,n λm,n(fm ⊗ gn). Se comprueba fa´cilmente que este
producto convierte a Γ∗(OX) en un anillo graduado. Ahora consideremos
el homomorfismo natural
Γ(X,OX(m))⊗ Γ(X,F(n))→ Γ(X,OX(m)⊗F(n))
y el isomorfismo OX(m)⊗ F(n) ∼= F(m+ n), entonces tenemos el homo-
morfismo
βm,n : Γ(X,OX(m))⊗ Γ(X,F(n))→ Γ(X,F(m+ n)).
Sean f =
∑
n fn ∈ Γ∗(OX) y s =
∑
n sn ∈ Γ∗(F), definimos el producto
por escalar fs =
∑
m,n βm,n(fm ⊗ sn). Se comprueba inmediatamente que
este producto convierte a Γ∗(F) en un Γ∗(OX)-mo´dulo graduado. Adema´s,
tenemos un homomorfismo natural de anillos graduados S → Γ∗(OX), pues
todo elemento s ∈ Sm determina en una manera natural una seccio´n global
s ∈ Γ(X,OX(m)). As´ı, Γ∗(F) tiene estructura de S-mo´dulo graduado.
Proposicio´n 2.7.18. Sea A un anillo, S = A[x0, . . . , xr], r ≥ 0, y sea
X = Proj S. Entonces S ∼= Γ∗(OX).
Demostracio´n. Puesto que los elementos x0, . . . , xr ∈ S1 generan a S
como A-a´lgebra, entonces los abiertos D+(xi) cubren a X. Sea α : S →
Γ∗(OX) el homomorfismo natural de anillos graduados. Este homomor-
fismo es la suma directa de los homomorfismo de grupos αn : Sn →
Γ(X,OX(n)) con n ∈ Z; donde para cada i, αn(f)
∣∣
D+(xi)
= αxin (f) para
todo f ∈ Sn, con αxin : Sn → S(n)(xi) definido por f 7→ f/1. As´ı, para
probar que α es un isomorfismo, basta probar que cada αn es biyectiva.
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Veamos que αn es inyectiva, tomemos f ∈ Sn tal que αn(f) = 0, esto
implica que f/1 = 0 en S(n)(xi) para todo i = 0, . . . , r. Fijando i, existe
k ≥ 0 tal que xki f = 0, y como xi no es divisor de cero, tenemos que f = 0.
Ahora veamos que αn es sobreyectiva. Dar un elemento de Γ(X,OX(n))
equivale a dar r + 1 elementos fi
xki
∈ S(n)(xi) tal que fixki =
fj
xkj
en S(n)(xixj)
para todo i, j = 0, . . . , r, donde fi ∈ Sk+n para todo i. Ahora encontremos
un elemento f ∈ Sn tal que f1 = fixki en S(n)(xi) para todo i = 0, . . . , r; para
ello afirmamos que xki divide a fi para todo i = 0, . . . , r, lo que es equiva-
lente a decir que todo monomial de fi tiene a x
k
i como factor. Para el caso
r = 0, tenemos X = D+(x0) lo que nos da un u´nico elemento
f0
xk0
∈ S(n)(x0)
donde f0 ∈ Sk+n. Luego f0 = axk+n0 para algu´n a ∈ A, entonces tomando
f = axn0 ∈ Sn vemos que f1 = f0xk0 , de donde se sigue que αn es sobreyectiva.
Supongamos ahora que r > 0 y fijemos un ı´ndice i. Tomando j 6= i, de
la igualdad fi
xki
=
fj
xkj
y desde que xi y xj no son divisores de cero, se ob-
tiene xkjfi = x
k
i fj. Ahora, si gi es un monomial de fi, entonces x
k
jgi es un
monomial que contiene a xki como factor, de donde se sigue que x
k
i es un
factor de gi. De esta manera x
k
i divide a fi para todo i, luego escribiendo
fi = x
k
i hi donde hi ∈ Sn, tenemos (xixj)khi = xkjfi = xki fj = (xixj)khj,
de donde hi = hj para todo j 6= i. Escogiendo f = hi ∈ Sn, tenemos que
f
1 =
xki hi
xki
= fi
xki
para todo i, y por tanto αn es sobreyectiva. ✷
Cap´ıtulo 3
Cohomolog´ıa
En este cap´ıtulo vamos a definir la nocio´n de cohomolog´ıa de haces y va-
mos a estudiar la cohomolog´ıa de haces casi coherentes sobre un esquema
noetheriano. Nuestro objetivo principal sera´ estudiar la cohomolog´ıa en el
espacio proyectivo sobre un anillo noetheriano.
3.1 Funtores Derivados
Definicio´n 3.1.1. Una categor´ıa abeliana es una categor´ıa U tal que:
(1) Los conjuntos de morfismos son grupos abelianos y la composicio´n
es lineal.
(2) Sumas directas finitas existen.
(3) Todo monomorfismo es el nu´cleo de algu´n morfismo y todo epimor-
fismo es el conu´cleo de algu´n morfismo.
Ejemplos de categor´ıas abelianas:
(1) Ub, la categor´ıa de grupos abelianos.
(2) Mod(A), la categor´ıa de mo´dulos sobre un anillo A.
(3) Ub(X), la categor´ıa de haces de grupos abelianos sobre un espacio
topolo´gico X.
(4) Mod(X), la categor´ıa de haces de OX-mo´dulos sobre un espacio
anillado (X,OX).
Ahora, revisaremos algunos conceptos de a´lgebra homolo´gica.
Definicio´n 3.1.2. Una cocadena compleja en una categor´ıa abeliana U,
es una coleccio´n de objetos A• = {Ai}i∈Z junto con morfismos di : Ai →
Ai+1 satisfaciendo di+1 ◦ di = 0. Escribimos una cocadena compleja como
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una cadena ascendente
A• : . . . −→ Ai−1 di−1−→ Ai di−→ Ai+1 −→ . . .
Los morfismos diA := d
i son llamados operadores cobordantes.
El objeto H i(A•) = Nuc(di)/Im(di−1) es llamado i-e´simo objeto de
cohomolog´ıa para la cocadena compleja A•.
Definicio´n 3.1.3. Un morfismo de cocadenas complejas f : A• →
B• es un conjunto de morfismos f i : Ai → Bi satisfaciendo f i+1◦di = di◦f i
para todo i ∈ Z. Es decir, se tiene un diagrama conmutativo
. . . //Ai−1 d
i−1
//
f i−1

Ai d
i
//
f i

Ai+1 //
f i+1

. . .
. . . //Bi−1
di−1
//Bi
di
//Bi+1 // . . .
Si f : A• → B• es un morfismo de complejos, entonces f induce un
morfismo natural H i(f) : H i(A•)→ H i(B•).
Si 0 → A• → B• → C• → 0 es una sucesio´n exacta de complejos,
entonces existen morfismos naturales δi : H i(C•)→ H i+1(A•) que nos dan
una sucesio´n exacta larga
. . .→ H i(A•)→ H i(B•)→ H i(C•) δi→ H i+1(A•)→ . . .
Dado que es importante conocer co´mo se obtienen los morfismos δi, vamos
a ver un esbozo de esto. Bastara´ aplicar el resultado conocido como lema
de la serpiente, el cual es va´lido en cualquier categor´ıa abeliana. Veremos
un esbozo de la demostracio´n de este resultado so´lo en el caso de mo´dulos
sobre un anillo.
Lema 3.1.1. (Lema de la serpiente): En una categor´ıa abeliana, sea un
diagrama conmutativo
A
f //
a

B
g //
b

C //
c

0
0 //A′
f ′
//B′
g′
//C ′
donde las filas son sucesiones exactas. Entonces existe un morfismo natural
δ : Nuc(c)→ Conuc(a) que nos da la sucesio´n exacta
Nuc(a)→ Nuc(b)→ Nuc(c) δ→ Conuc(a)→ Conuc(b)→ Conuc(c)
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Demostracio´n. En el caso de mo´dulos sobre un anillo, el morfismo δ
puede ser constru´ıdo de la siguiente manera: Consideremos un elemento
x ∈ Nuc(c) ⊆ C. Como g : B → C es sobreyectiva, entonces y ∈ B
tal que g(y) = x. Ahora, por la conmutatividad del diagrama tenemos
g′(b(y)) = c(g(y)) = c(x) = 0. Entonces b(y) ∈ Nuc(g′) = Im(f ′); lo que
implica que existe z ∈ A′ tal que f ′(z) = b(y), donde z ∈ A′ es u´nico por
la inyectividad de f ′. Definimos δ(x) = z + Im(a). El homomorfismo δ es
bien definido y satisface las propiedades deseadas.
✷
Ahora, veamos co´mo se obtienen los morfismos naturales δi. Considere
el diagrama conmutativo
H i(A•) //H i(B•) //H i(C•)
Nuc(diA)
//

Nuc(diB)
//

Nuc(diC)

Ai/Im(di−1A )
f i //
diA
Bi/Im(di−1B )
diB
gi //C i/Im(di−1C )
diC
Nuc(di+1A )
πi+1A
f i+1
∣∣
∗ //Nuc(di+1B )
gi+1
∣∣
∗ //
πi+1B
Nuc(di+1C )
πi+1C
Conuc(diA)
//Conuc(diB)
//Conuc(diC)
H i+1(A•) //H i+1(B•) //H i+1(C•)
los morfismos δi se obtienen por el lema de la serpiente.
Definicio´n 3.1.4. Una homotop´ıa Σ : f → g entre dos morfismos de
cocadenas f, g : A• → B• es una coleccio´n de morfismos Σi : Ai → Bi−1
tal que g − f = d ◦ Σ + Σ ◦ d; es decir
gi − f i = di−1 ◦ Σi + Σi+1 ◦ di para todo i ∈ Z
como nos muestra el siguiente diagrama
. . . //Ai−1 d
i−1
//

Ai d
i
////
Σi
||  
Ai+1 //

Σi+1
||
. . .
. . . //Bi−1
di−1
//Bi
di
//Bi+1 // . . .
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Cuando existe una homotop´ıa Σ : f → g, escribimos f ∼ g y decimos que
f y g son homoto´picos.
Si f, g : A• → B• son dos morfismos homoto´picos de cocadenas, entonces
H i(f) = H i(g) para todo i ∈ Z.
Definicio´n 3.1.5. Un funtor covariante F : U → B de una categor´ıa
abeliana a otra es aditivo si para cualquier par de objetos A,A′ ∈ U, la
aplicacio´n inducida Hom(A,A′) → Hom(FA, FA′) es un homomorfismo
de grupos abelianos. Decimos que F es exacto a izquierda si es aditivo
y para toda sucesio´n exacta corta
0 −→ A′ −→ A −→ A′′ −→ 0
en U, la sucesio´n
0 −→ FA′ −→ FA −→ FA′′
es exacta en B.
De manera similar, decimos que F es exacto a derecha si es aditivo y
para toda sucesio´n exacta corta en U como antes, la sucesio´n
FA′ −→ FA −→ FA′′ −→ 0
es exacta en B. El funtor F es exacto si es exacto a izquierda y a derecha.
Cuando so´lo la parte del medio FA′ → FA→ FA′′ es exacta, decimos que
F es exacto al medio. Para un funtor contravariante, las definiciones son
ana´logas. Por ejemplo, F : U → B es exacto a izquierda si es aditivo y
para toda sucesio´n exacta corta como antes, la sucesio´n
0 −→ FA′′ −→ FA −→ FA′
es exacta en B.
Observacio´n 3.1.1. Si U es una categor´ıa abeliana y A es un objeto fijo,
entonces el funtor B 7→ Hom(A,B) usualmente denotado por Hom(A, · ),
es un funtor covariante exacto a izquierda de U a Ub. El funtor Hom( · , A)
es un funtor contravariante exacto a izquierda de U a Ub.
A continuacio´n, proseguiremos con resoluciones y funtores derivados.
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Definicio´n 3.1.6. Un objeto I de U es llamado inyectivo si el funtor
Hom( · , I) es exacto. Esto equivale a lo siguiente: para todo par de objetos
A,B ∈ U, todo morfismo h : A → I y todo monomorfismo f : A → B,
existe un morfismo g : B → I tal que h = g ◦ f como en el siguiente
diagrama conmutativo
0 //A
f //
h 
B
g

I
Definicio´n 3.1.7. Una resolucio´n inyectiva de un objeto A de U es un
complejo I•, definido para todo i ≥ 0, junto con un morfismo εA : A→ I0
tal que I i es un objeto inyectivo de U para cada i ≥ 0, y tal que la sucesio´n
0 −→ A εA−→ I0 −→ I1 −→ · · ·
es exacta.
Decimos que U tiene suficientes inyectivos si para todo objeto A,
existe un objeto inyectivo I0 y un monomorfismo A → I0. Si U es una
categor´ıa abeliana con suficientes inyectivos, entonces todo objeto A de U
tiene una resolucio´n inyectiva.
A continuacio´n enunciaremos una propiedad importante sobre resolu-
ciones inyectivas.
Proposicio´n 3.1.2. Si U es una categor´ıa abeliana con suficientes inyec-
tivos, y si A,B ∈ U tienen resoluciones I• y J• respectivamente, donde J•
es una resolucio´n inyectiva, entonces dado un morfismo α : A→ B, existe
un morfismo de complejos ϕ : I• → J• tal que ϕ0 ◦ εA = εB ◦α, y cualquier
par de tales morfismos son homoto´picos.
Demostracio´n. Ver [5].
✷
Consideremos una categor´ıa abeliana U con suficientes inyectivos, y sea
F : U→ B un funtor covariante exacto a izquierda. Sea I una asignacio´n
que a cada objeto A de U le hace corresponder una resolucio´n inyectiva I•
de A
0 −→ A εA−→ I0 d0−→ I1 d1−→ · · ·
Entonces tenemos una cocadena compleja
FI• : 0 −→ FI0 −→ FI1 −→ · · · −→ FIn −→ · · ·
1.2 Funtores Derivados 83
Construimos para cada i ≥ 0 los funtores derivados a derecha RiIF :
U→ B de F como sigue:
Primero definimos RiIF (A) := H
i(FI•).
A continuacio´n observemos que, si ϕ : I• → J• es un morfismo de
complejos en U, entonces la correspondencia Fϕ : FI• → FJ• dada por
(Fϕ)i := F (ϕi) : FI i → FJ i, es un morfismo de complejos en B. En
efecto, como ϕi+1 ◦ di = di ◦ ϕi, entonces
(Fϕ)i+1 ◦ F (di) = F (ϕi+1) ◦ F (di) = F (ϕi+1 ◦ di) = F (di ◦ ϕi)
= F (di) ◦ F (ϕi) = F (di) ◦ F (ϕ)i
As´ı, para cada i ≥ 0 tenemos un morfismo H i(Fϕ) : H i(FI•)→ H i(FJ•).
Ahora, dados A,B ∈ U con resoluciones inyectivas I• y J• respectiva-
mente, y dado un morfismo α : A → B, sabemos que existe un morfismo
de complejos ϕ : I• → J• tal que ϕ0 ◦ εA = εB ◦α, y cualquier par de tales
morfismos son homoto´picos. As´ı, podemos definir RiIF (α) := H
i(Fϕ) y
esta definicio´n no depende de ϕ; pues si ψ : I• → J• es otro morfismo
de complejos con la misma propiedad, sabemos que existe una homotop´ıa
k : ϕ → ψ, de donde obtenemos una homotop´ıa Fk : Fϕ → Fψ, y por
tanto tenemos que H i(Fϕ) = H i(Fψ). As´ı, se tiene un morfismo bien
definido RiIF (α) : R
i
IF (A)→ RiIF (B).
Teorema 3.1.3. Sea U una categor´ıa abeliana con suficientes inyectivos,
y sea F : U → B un funtor covariante exacto a izquierda a otra categor´ıa
abeliana B. Entonces
(a) Para cada i ≥ 0, RiIF : U → B es un funtor aditivo, el cual es inde-
pendiente (salvo isomorfismo de funtores) de la asignacio´n I. Deno-
tamos este funtor por RiF .
(b) Existe un isomorfismo natural F ∼= R0F .
(c) Para cada sucesio´n exacta corta 0→ A′ → A→ A′′ → 0 y cada i ≥ 0,
existe un morfismo δi : RiF (A′′) → Ri+1F (A′) tal que la siguiente
sucesio´n es exacta
· · · → RiF (A′)→ RiF (A)→ RiF (A′′) δi→ Ri+1F (A′)→ Ri+1F (A)→ · · ·
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(d) Dado un morfismo de la sucesio´n exacta (c) a otra sucesio´n exacta
0→ B′ → B → B′′ → 0, los δ′s nos dan un diagrama conmutativo
RiF (A′′)

δi //Ri+1F (A′)

RiF (B′′) δ
i
//Ri+1F (B′)
(e) Para cada objeto inyectivo I de U y cada i > 0 se tiene RiF (I) = 0.
Definicio´n 3.1.8. Sean U una categor´ıa abeliana con suficientes inyectivos,
B una categor´ıa abeliana y F : U → B un funtor covariante exacto a
izquierda. Un objeto J de U es llamado ac´ıclico para F si RiF (J) = 0
para i > 0.
Proposicio´n 3.1.4. Sean U una categor´ıa abeliana con suficientes inyec-
tivos, B una categor´ıa abeliana y F : U → B un funtor covariante exacto
a izquierda. Supongamos que existe una sucesio´n exacta
0 −→ A −→ J0 −→ J1 −→ · · ·
donde cada J i es ac´ıclico para F , i ≥ 0 (en este caso decimos que J•
es una resolucio´n F -ac´ıclica de A). Entonces para cada i ≥ 0 existe un
isomorfismo natural
RiF (A) ∼= H i(FJ•).
3.2 Cohomolog´ıa de Haces
En esta seccio´n definiremos cohomolog´ıa de haces tomando los funtores
derivados del funtor seccio´n global.
Observacio´n 3.2.1. Si A es un anillo, entonces todo A-mo´dulo es isomorfo
a un submo´dulo de un A-mo´dulo inyectivo. (ver [5])
Proposicio´n 3.2.1. Sea (X,OX) un espacio anillado. Entonces la cate-
gor´ıa de haces de OX-mo´dulos tiene suficientes inyectivos.
Demostracio´n. Sea F un haz de OX-mo´dulos. Para cada x ∈ X, el
tallo Fx es un OX,x-mo´dulo. Por tanto existe un monomorfismo Fx → Ix,
donde Ix es un OX,x-mo´dulo inyectivo. Para cada x ∈ X, sea j : {x} → X
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la funcio´n continua de inclusio´n. Consideremos Ix como un haz constante
en el espacio topolo´gico irreducible {x}. Note que el haz j∗(Ix) tiene una
estructura natural de OX-mo´dulo. En efecto, dado un abierto U ⊆ X
que contiene a x, para r ∈ OX(U) y sx ∈ j∗(Ix)(U) = Ix podemos definir
r · sx := rx · sx ∈ Ix = j∗(Ix)(U). Consideremos el haz de OX-mo´dulos
J =∏x∈X j∗(Ix).
Para cualquier haz de OX-mo´dulos G tenemos
HomOX(G,J ) =
∏
x∈X HomOX(G, j∗(Ix))
Por otro lado, para cada x ∈ X tenemos un isomorfismo natural
HomOX(G, j∗(Ix)) ∼= HomOX,x(Gx, Ix)
En efecto, tenemos un isomorfismo de OX,x-mo´dulos (j∗(Ix))x ∼= Ix dado
por 〈U, t〉 7→ t. Ahora, dado un morfismo de OX-mo´dulos ϕ : G → j∗(Ix),
tomando tallo en el punto x tenemos un homomorfismo de OX,x-mo´dulos
ϕx : Gx → (j∗(Ix))x ∼= Ix. Rec´ıprocamente, dado un homomorfismo de
OX,x-mo´dulos α : Gx → Ix, podemos definir un morfismo de OX-mo´dulos
α¯ : G → j∗(Ix) por α¯(U)(s) = α(sx) ∈ Ix = j∗(Ix)(U), para todo abierto
U ⊆ X que contiene a x y para todo s ∈ G(U). Es claro que la aplicacio´n
α 7→ α¯ es la inversa de la aplicacio´n ϕ 7→ ϕx. As´ı conclu´ımos que existe un
morfismo de haces de OX-mo´dulos F → J . Este morfismo es obtenido de
los monomorfismos de OX,x-mo´dulos Fx → Ix y as´ı tenemos que F → J es
un monomorfismo. Finalmente veamos que J es un OX-mo´dulo inyectivo.
Dada una sucesio´n exacta de OX-mo´dulos
0→ G ′ → G → G ′′ → 0
tomando tallos tenemos una sucesio´n exacta
0→ G ′x → Gx → G ′′x → 0
y luego tomando HomOX,x(·, Ix) tenemos una sucesio´n exacta (pues Ix es
un OX,x-mo´dulo inyectivo)
0→ HomOX,x(G ′′x, Ix)→ HomOX,x(Gx, Ix)→ HomOX,x(G ′x, Ix)→ 0
Finalmente tomando el producto directo sobre todos los puntos x ∈ X
tenemos la sucesio´n exacta
0→
∏
x∈X
HomOX,x(G ′′x, Ix)→
∏
x∈X
HomOX,x(Gx, Ix)→
∏
x∈X
HomOX,x(G ′x, Ix)→ 0
86 3. COHOMOLOGı´A
de donde conclu´ımos que la sucesio´n
0→ HomOX(G ′′,J )→ HomOX(G,J )→ HomOX(G ′,J )→ 0
es exacta. Por tanto J es un OX-mo´dulo inyectivo. ✷
Corolario 3.2.2. Si X es cualquier espacio topolo´gico, entonces la cate-
gor´ıa de haces de grupos abelianos sobre X tiene suficientes inyectivos.
Demostracio´n. Basta hacer X un espacio anillado tomando OX como el
haz asociado al prehaz constante de anillos Z. Luego (X,OX) es un espacio
anillado y la categor´ıa de haces de grupos abelianos sobre X es igual a la
categor´ıa de haces de OX-mo´dulos. Por tanto el corolario se sigue de la
proposicio´n anterior. ✷
Definicio´n 3.2.1. Sea X un espacio topolo´gico. Sea Γ(X, ·) el funtor
seccio´n global de Ub(X) a Ub. Definimos los funtores de cohomolog´ıa
H i(X, ·) como los funtores derivados a derecha de Γ(X, ·). Para cualquier
haz F , los grupos H i(X,F) son los grupos de cohomolog´ıa de F . Note
que au´n si X y F tienen alguna estructura adicional, por ejemplo si X es
un esquema y F es un haz casi coherente, siempre tomaremos cohomolog´ıa
en este sentido, viendo F simplemente como un haz de grupos abelianos
sobre el espacio topolo´gico X.
Lema 3.2.3. Si (X,OX) es un espacio anillado, entonces cualquier OX-
mo´dulo inyectivo es flasco.
Demostracio´n. Para cualquier subconjunto abierto U ⊆ X, sea !(OX
∣∣
U
)
la extensio´n de OX
∣∣
U
por cero fuera de U . Sea J un OX-mo´dulo inyectivo
y sean V ⊆ U conjuntos abiertos. Teniendo en cuenta la definicio´n de
!(OX
∣∣
U
) (ver proposicio´n 2.2.11), sean !(OX
∣∣
V
) = N+1 y !(OX
∣∣
U
) = N+2 .
Definimos un morfismo de prehaces γ : N1 → N2 por γ(W ) = idOX(W )
si W ⊆ V , y γ(W ) = 0 si W * V . Tenemos que γ(W ) es inyec-
tivo para todo abierto W ⊆ X y por tanto el morfismo inducido γ+ :
!(OX
∣∣
V
)→ !(OX
∣∣
U
) es inyectivo. Este morfismo es un morfismo de OX-
mo´dulos. Como J es un OX-mo´dulo inyectivo, tenemos la sobrejeccio´n
HomOX(!(OX
∣∣
U
),J )→ HomOX(!(OX
∣∣
V
),J ). Por otro lado, tenemos un
isomorfismo HomOX(!(OX
∣∣
U
),J ) ∼= J (U) para todo abierto U ⊆ X. En
efecto, sea ψ : !(OX
∣∣
U
) → J un morfismo de OX-mo´dulos. Denotemos
!(OX
∣∣
U
) = N+ y sea ϕ = ψ ◦ θ : N → J , donde θ : N → !(OX
∣∣
U
) es
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el morfismo natural. Entonces tenemos el elemento s = ϕ(U)(1) ∈ J (U).
Rec´ıprocamente, dado s ∈ J (U), podemos definir un morfismo ϕ : N → J
por ϕ(W )(a) = a · s∣∣
W
si W ⊆ U y ϕ(W ) = 0 si W * U . Luego tenemos
un morfismo inducido ψ = ϕ+ : !(OX
∣∣
U
)→ J . Este morfismo es un mor-
fismo de OX-mo´dulos. Es claro que cada construccio´n es la inversa de la
otra. Finalmente, note que tenemos el siguiente diagrama conmutativo
HomOX(!(OX
∣∣
U
),J )

// J (U)

HomOX(!(OX
∣∣
V
),J ) // J (V )
donde las flechas horizontales son los isomorfismos naturales. Como la
flecha vertical izquierda es una sobreyeccio´n, concluimos que J (U) →
J (V ) es una sobreyeccio´n. Por tanto J es flasco. ✷
Proposicio´n 3.2.4. Si F es un haz flasco sobre un espacio topolo´gico X,
entonces H i(X,F) = 0 para todo i ≥ 1
Demostracio´n. Consideremos un monomorfismo F → J , donde J es
un objeto inyectivo de Ub(X). Sea G el cociente
0→ F → J → G → 0
Por hipo´tesis tenemos que F es flasco, adema´s J es flasco por la proposicio´n
anterior. Luego, por la proposicio´n 2.3.3 tenemos que G es flasco. Como
F es flasco, por la proposicio´n 2.3.2 tenemos una sucesio´n exacta
0→ Γ(X,F)→ Γ(X,J )→ Γ(X,G)→ 0
Por otro lado, como J es inyectivo, tenemos H i(X,J ) = 0 para todo
i ≥ 1. (teorema 3.1.3(e)) As´ı, de la sucesio´n exacta larga de cohomolog´ıa,
conseguimos H1(X,F) = 0 y H i(X,F) = H i−1(X,G) para todo i ≥ 2.
Como G es flasco, por induccio´n en i conseguimos el resultado. ✷
Observacio´n 3.2.2. Este resultado nos dice que haces flascos son ac´ıclicos
para el funtor Γ(X, ·). Por tanto podemos calcular cohomolog´ıa usando
resoluciones flascas (proposicio´n 3.1.4). En particular tenemos el siguiente
resultado.
Proposicio´n 3.2.5. Sea (X,OX) un espacio anillado. Entonces los fun-
tores derivados del funtor Γ(X, ·) de Mod(X) a Ub coinciden con los fun-
tores de cohomolog´ıa H i(X, ·).
88 3. COHOMOLOGı´A
Demostracio´n. Considerando Γ(X, ·) como un funtor de Mod(X) a Ub,
calculamos sus funtores derivados tomando resoluciones inyectivas en la
categor´ıa Mod(X). Pero cualquier inyectivo es flasco (lema 3.2.3) y flascos
son ac´ıclicos (proposicio´n 3.2.4), as´ı que esta resolucio´n da los funtores de
cohomolog´ıa usual (proposicio´n 3.1.4). ✷
Observacio´n 3.2.3. Sea (X,OX) un espacio anillado, y seaA = Γ(X,OX).
Entonces para cualquier haz de OX-mo´dulos F , Γ(X,F) tiene una es-
tructura natural de A-mo´dulo. En particular, como en Mod(X) podemos
calcular cohomolog´ıa usando resoluciones en Mod(X), entonces todos los
grupos de cohomolog´ıa de F tienen una estructura natural de A-mo´dulo;
sucesiones exactas largas de cohomolog´ıas son sucesiones de A-mo´dulos,etc.
Tambie´n, si X es un esquema sobre SpecB para algu´n anillo B, entonces
los grupos de cohomolog´ıa de cualquier OX-mo´dulo F tienen una estruc-
tura natural de B-mo´dulo.
Proposicio´n 3.2.6. Sean Y un subconjunto cerrado de X, F un haz de
grupos abelianos sobre Y y j : Y → X la inclusio´n. Entonces H i(Y,F) =
H i(X, j∗F), donde j∗F es la extensio´n de F por cero fuera de Y .
Demostracio´n. Note que por la proposicio´n 2.2.11(a) se tiene que j∗
es un funtor exacto. As´ı, si J • es una resolucio´n flasca de F sobre Y ,
entonces j∗J • es una resolucio´n flasca de j∗F sobre X. Y como Γ(Y,J i) =
Γ(X, j∗J i), entonces conseguimos los mismos grupos de cohomolog´ıa. ✷
Proposicio´n 3.2.7. Sea {Fα, ϕαβ}α∈Λ un sistema directo de haces de gru-
pos abelianos en un espacio topolo´gico noetheriano X. Entonces el mor-
fismo natural
Lim−−−−→α
H i(X,Fα)→ H i(X, Lim−−−−→α Fα)
es un isomorfismo para todo i ≥ 0.
Demostracio´n. Para cualquier haz de grupos abelianos F , sea Fd su haz
de secciones discontinuas y consideremos F →֒ Fd v´ıa la inclusio´n natural
(ver definicio´n 2.3.2 y observacio´n 2.3.2). Esta construccio´n es funtorial;
en efecto, dado un morfismo de haces ϕ : F → G, podemos definir un
morfismo de haces ϕd : Fd → Gd por ϕd(U)(s)(p) = ϕp(s(p)) para todo
abierto U ⊆ X, p ∈ U y s ∈ Fd(U). Ma´s au´n, se tiene el siguiente diagrama
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conmutativo
F
ϕ

//Fd
ϕd

G // Gd
As´ı, para cada α ≤ β tenemos diagramas conmutativos
0 //Fα //
ϕαβ

Fdαβ //
ϕdαβ

Gα //

0
0 //Fβ //Fdβ // Gβ // 0
(3.2.1)
esto induce una sucesio´n de l´ımites directos
0→ Lim−−−−→α Fα → Lim−−−−→α F
d
α → Lim−−−−→α Gα → 0
Ahora, note que tomar tallo preserva sumas directas y conu´cleos, de donde
tenemos que tomar tallo preserva l´ımites directos. As´ı, la exactitud de la
sucesio´n de l´ımites directos se sigue de la exactitud de tomar tallo y la
exactitud de tomar l´ımites directos en la categor´ıa de grupos abelianos.
El morfismo de sucesiones exactas (3.2.1) nos induce un morfismo de
sucesiones largas de cohomolog´ıa, lo cual a su vez nos induce una sucesio´n
exacta larga de l´ımites directos de grupos abelianos. As´ı, tenemos un
diagrama conmutativo con filas exactas
Lim−−−−→α
Γ(X,Fdα) //

Lim−−−−→α
Γ(X,Gα) //

Lim−−−−→α
H1(X,Fα) //

0
Γ(X, Lim−−−−→α
Fdα) // Γ(X, Lim−−−−→α Gα)
//H1(X, Lim−−−−→α
Fα) // 0
donde las flechas verticales en la izquierda son isomorfismos (proposicio´n
2.2.13) y los ceros en la derecha se deben a que Fdα y Lim−−−−→α F
d
α son flascos
(observacio´n 2.3.2 y proposicio´n 2.3.4). Se sigue que la flecha vertical en
la derecha es un isomorfismo.
Tambie´n, para cada i ≥ 1 tenemos el diagrama conmutativo con filas
exactas
0 // Lim−−−−→α
H i(X,Gα) //

Lim−−−−→α
H i+1(X,Fα) //

0
0 //H i(X, Lim−−−−→α
Gα) //H i+1(X, Lim−−−−→α Fα)
// 0
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donde los ceros en los extremos se deben a que Fdα y Lim−−−−→α F
d
α son flascos.
Por tanto, por induccio´n en i conseguimos el resultado. ✷
3.3 Cohomolog´ıa de un Esquema Af´ın Noetheriano
Proposicio´n 3.3.1. (Teorema de Krull). Sean A un anillo noetheriano, a
un ideal, M un A-mo´dulo finitamente generado y N un submo´dulo de M .
Entonces la topolog´ıa a-a´dica en N es inducida por la topolog´ıa a-a´dica en
M . En particular, para n > 0 existe k ≥ n tal que anN ⊇ N ∩ akM .
Demostracio´n. Ver [3]. ✷
Definicio´n 3.3.1. Sean A un anillo, M un A-mo´dulo y a ⊆ A un ideal.
Definimos un submo´dulo Γa(M) de M por Γa(M) = {m ∈ M : anm = 0
para algu´n n > 0}.
Lema 3.3.2. Sean A un anillo noetheriano, a un ideal de A e I un A-
mo´dulo inyectivo. Entonces el submo´dulo J = Γa(I) es tambie´n un A-
mo´dulo inyectivo.
Demostracio´n. Para mostrar que J es inyectivo es suficiente mostrar
que para cualquier ideal b ⊆ A y cualquier morfismo ϕ : b → J , existe un
morfismo ψ : A→ J tal que ψ∣∣
b
= ϕ (ver [6]). Desde que A es noetheriano,
b es finitamente generado. Por otro lado, todo elemento de J es anulado
por alguna potencia de a, as´ı que existe n > 0 tal que anϕ(b) = 0, o
equivalentemente, ϕ(anb) = 0. Aplicando la proposicio´n 3.3.1 a la inclusio´n
b ⊆ A conseguimos k ≥ n con anb ⊇ b ∩ ak. De aqu´ı ϕ(b ∩ ak) = 0; as´ı
que el morfismo ϕ : b→ J se factoriza a trave´s de b/b∩ ak. Consideremos
ahora el siguiente diagrama
A //A/ak
##
ψ′
((
b //
?
OO
b/b ∩ ak //
?
OO
J // I
Desde que I es inyectivo, el morfismo b/b ∩ ak → I se extiende a un
morfismo ψ′. Pero la imagen de ψ′ es anulada por ak, por tanto es contenida
en J . Componiendo con A → A/ak obtenemos el morfismo ψ : A → J
extendiendo a ϕ. ✷
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Lema 3.3.3. Sea A un anillo noetheriano y sea I un A-mo´dulo inyectivo.
Entonces para todo f ∈ A, el homomorfismo natural I → If es sobreyec-
tivo.
Demostracio´n. Para cada i > 0 sea bi = Ann(f
i). Entonces b1 ⊆ b2 ⊆
. . . y desde que A es noetheriano, existe r tal que br = br+1 = . . .. Ahora
sea θ : I → If el homomorfismo natural y tomemos x ∈ If . Por definicio´n
existe y ∈ I y n ≥ 0 tal que x = y/fn. Ahora definimos el homomorfismo
de A-mo´dulos ϕ : 〈fn+r〉 → I por afn+r 7→ af ry; esto es posible porque
Ann(fn+r) = bn+r = br = Ann(f
r). Desde que I es inyectivo, ϕ se extiende
a un homomorfismo ψ : A→ I. Sea z = ψ(1). Entonces
fn+rz = fn+rψ(1) = ψ(fn+r) = ϕ(fn+r) = f ry
Luego θ(z) = z/1 = y/fn = x. Por tanto θ es sobreyectivo. ✷
Observacio´n 3.3.1. Dado un espacio topolo´gico noetheriano X, como
toda coleccio´n no vac´ıa de subconjuntos cerrados de X tiene elemento
minimal, entonces se tiene la siguiente propiedad:
Induccio´n noetheriana:
Sea P una propiedad de subconjuntos cerrados de X tal que satisface:
(1) ∅ satisface la propiedad P .
(2) si Y es un subconjunto cerrado de X tal que todo subconjunto
cerrado propio de Y satisface la propiedad P , entonces Y satisface la
propiedad P .
Entonces X satisface la propiedad P .
Lema 3.3.4. Sean A un anillo noetheriano, M un A-mo´dulo, a ⊆ A un
ideal y X = SpecA. Entonces Γa(M )˜ ∼= H0Z(F), donde Z = V (a) y
F = M˜
Demostracio´n. Sean U = X − Z y j : U →֒ X el morfismo de in-
clusio´n. Como F es casi coherente entonces F∣∣
U
es casi coherente. Y
como U es un esquema noetheriano, entonces j∗(F
∣∣
U
) es casi coherente
(proposicio´n 2.7.12(c)). De la proposicio´n 2.3.6 se sigue que H0Z(F) es
casi coherente. Por otro lado, s ∈ H0Z(F)(X) si y so´lo si s ∈ F(X) y
Sop(s) ⊆ Z. Luego, identificando F(X) con M , s se corresponde con un
elemento m ∈ M tal que Sop(m) ⊆ V (a). Ahora, Sop(m) = V (Ann(m));
as´ı que Sop(m) ⊆ V (a) si y so´lo si V (Ann(m)) ⊆ V (a), lo que es equiv-
alente a a ⊆ √Ann(m); lo cual a su vez equivale a an ⊆ Ann(m) para
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algu´n n ≥ 1, pues A es noetheriano. Se sigue que H0Z(F)(X) ∼= Γa(M) y
por tanto Γa(M )˜ ∼= H0Z(F). ✷
Proposicio´n 3.3.5. Sean A un anillo noetheriano y X = SpecA. Si I es
un A-mo´dulo inyectivo, entonces el haz de OX-mo´dulos I˜ es flasco.
Demostracio´n.
Sea P la propiedad sobre subconjuntos cerrados Y de X:
P : para todo mo´dulo inyectivo I con Sop(I) ⊆ Y, se tiene que I˜ es flasco
Note que la afirmacio´n de la proposicio´n es precisamente el caso Y = X, as´ı
que usaremos induccio´n noetheriana. Es claro que ∅ satisface la propiedad
P . Ahora, fijemos un subconjunto cerrado Y deX tal que todo subconjunto
cerrado propio de Y satisface la propiedad P . Debemos mostrar que Y
satisface la propiedad P . Sea I un A-mo´dulo inyectivo con Sop(I) ⊆ Y .
Tenemos dos casos Sop(I)  Y o Sop(I) = Y . En el primer caso,
Sop(I) esta´ contenido en un subconjunto cerrado propio de Y , as´ı que en
este caso I˜ es flasco. En el segundo caso, para mostrar que I˜ es flasco, sera´
suficiente mostrar que Γ(X, I˜) → Γ(U, I˜) es sobreyectiva, para cualquier
conjunto abierto U ⊆ X. Si Y ∩ U = ∅, no hay nada que probar, pues
en este caso I˜(U) = 0. Si Y ∩ U 6= ∅, existe f ∈ A tal que D(f) ⊆ U y
D(f) ∩ Y 6= ∅. Sea Z = X \D(f).
Sea J = H0Z(I˜)(X). Si a es el ideal generado por f , entonces por el lema
3.3.4 se tiene J ∼= Γa(I) y por el lema 3.3.2 tenemos que J es un A-mo´dulo
inyectivo. Como Γa(I) ⊆ I, entonces Sop(J) = Sop(Γa(I)) ⊆ Sop(I) ⊆ Y .
Y como Sop(J) ⊆ Z, se sigue que Sop(J) ⊆ Y ∩ Z. Como Y ∩D(f) 6= ∅,
entonces Y ∩ Z  Y y por tanto Y ∩ Z satisface la propiedad P . Luego
J˜ es flasco. Por el lema anterior tenemos que H0Z(I˜) es casi coherente y
H0Z(I˜) ∼= J˜ . Desde que J˜ es flasco, se sigue que H0Z(I˜)(X) → H0Z(I˜)(U)
es sobreyectiva. Dado s ∈ I˜(U), por el lema 3.3.3, para s∣∣
D(f)
∈ I˜(D(f))
existe t ∈ I˜(X) tal que t∣∣
D(f)
= s
∣∣
D(f)
. Entonces (s − t∣∣
U
)
∣∣
D(f)
= s
∣∣
D(f)
−
t
∣∣
D(f)
= 0, de donde tenemos que s − t∣∣
U
∈ H0Z(I˜)(U). Entonces, como
H0Z(I˜)(X)→ H0Z(I˜)(U) es sobreyectiva, existe r ∈ H0Z(I˜)(X) tal que r
∣∣
U
=
s−t∣∣
U
. Luego (r+t)
∣∣
U
= s y se sigue que Γ(X, I˜)→ Γ(U, I˜) es sobreyectiva.
Por tanto Y satisface la propiedad P y la proposicio´n se sigue por induccio´n
noetheriana. ✷
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Teorema 3.3.6. Sea X = SpecA, donde A es un anillo noetheriano.
Entonces para todo haz casi coherente F en X, y para todo i > 0, tenemos
H i(X,F) = 0.
Demostracio´n. Dado F , sea M = Γ(X,F) y tomemos una resolucio´n
inyectiva 0 → M → I• de M en la categor´ıa de A-mo´dulos. Entonces
obtenemos una sucesio´n exacta de haces 0→ M˜ → I˜• en X. Ahora, F =
M˜ y por la proposicio´n 3.3.5 cada I˜ i es flasco, as´ı que podemos usar esta
resolucio´n de F para calcular cohomolog´ıa (observacio´n 3.2.2). Aplicando
el funtor Γ recuperamos la sucesio´n exacta de A-mo´dulos 0 → M → I•.
Por tanto H0(X,F) = M , y H i(X,F) = 0 para todo i > 0. ✷
Proposicio´n 3.3.7. Sean X un esquema noetheriano y F un haz casi
coherente en X. Entonces existe un monomorfismo F → G donde G es un
haz flasco casi coherente.
Demostracio´n. Cubrimos X con un nu´mero finito de abiertos afines
Ui = Spec(Ai) y para cada i sea fi : SpecAi → X la inclusio´n. Sea F
∣∣
Ui
∼=
M˜i para cada i. Consideremos un monomorfismo Mi →֒ Ii de Mi en un Ai-
mo´dulo inyectivo Ii, as´ı que tenemos un monomorfismo F
∣∣
Ui
→֒ I˜i. Luego
tenemos un morfismo F → (fi)∗(F
∣∣
Ui
) →֒ (fi)∗(I˜i) para cada i. Tomando
la suma directa sobre i obtenemos un morfismo F → G :=⊕ni=1(fi)∗(I˜i).
Claramente este morfismo es inyectivo, pues el morfismo (fi)∗(F
∣∣
Ui
) →֒
(fi)∗(I˜i) es inyectivo para cada i; y para cada abierto U ⊆ X se tiene que
si una seccio´n s ∈ F(U) tiene imagen nula en (fi)∗(F
∣∣
Ui
)(U) = F(U ∩ Ui)
para cada i, entonces s = 0. Por otro lado, desde que Ii es inyectivo,
tenemos que el haz I˜i es flasco. Luego (fi)∗(I˜i) es flasco para cada i y por
tanto G =⊕ni=1(fi)∗(I˜i) es flasco. Tambie´n, como I˜i es casi coherente y Ui
es un esquema noetheriano, entonces (fi)∗(I˜i) es casi coherente para cada
i. Por tanto G =⊕ni=1(fi)∗(I˜i) es casi coherente. ✷
3.4 Cohomolog´ıa de Cech
Definicio´n 3.4.1. Sea X un espacio topolo´gico y sea U = {Ui}i∈I un
cubrimiento abierto de X con conjunto de ı´ndices I totalmente ordenado.
Sea F un haz de grupos abelianos en X. Denotamos Ui0i1...ip = Ui0 ∩ Ui1 ∩
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. . . ∩ Uip y para cada p ≥ 0 definimos
Cp(U,F) :=
∏
i0<i1...<ip
F(Ui0i1...ip)
Para cada α ∈ Cp(U,F), escribimos sus componentes como
αi0i1...ip ∈ F(Ui0i1...ip),
para cada (p + 1)-upla i0 < i1 . . . < ip de elementos de I. Definimos el
morfismo coborde d : Cp(U,F)→ Cp+1(U,F) mediante
(dα)i0i1...ip+1 =
p+1∑
k=0
(−1)kαi0...,̂ik,...,ip+1
∣∣
Ui0...ip+1
.
La notacio´n îk indica que ik es omitido. Se verifica que d
2 = 0, as´ı que
tenemos un complejo de grupos abelianos.
Observacio´n 3.4.1. Si α ∈ Cp(U,F), algunas veces es conveniente tener
el s´ımbolo αi0i1...ip definido para todas las (p+1)-uplas de elementos de I. Si
hay algu´n ı´ndice repetido en el conjunto {i0, . . . , ip}, definimos αi0i1...ip = 0.
Si todos los ı´ndices son distintos, definimos αi0i1...ip = (−1)Sign(σ)ασi0...σip,
donde σ es la permutacio´n para la cual σi0 < . . . < σip. Con estas conven-
ciones, se verifica que la fo´rmula para dα vale para cualquier (p + 2)-upla
i0 . . . ip+1 de elementos de I.
Definicio´n 3.4.2. Sea X un espacio topolo´gico, y sea U un cubrimiento
abierto de X. Para cualquier haz de grupos abelianos F sobre X, defini-
mos el p-e´simo grupo de cohomolog´ıa de Cech de F , con respecto al
cubrimiento U como
Hˇp(U,F) := Hp(C•(U,F)).
Proposicio´n 3.4.1. Sean X,U,F como antes. Entonces Hˇ0(U,F) ∼=
Γ(X,F).
Demostracio´n. Hˇ0(U,F) = Nuc(d : C0(U,F) → C1(U,F)). Si α ∈
C0(U,F) es dado por αi ∈ F(Ui) para cada i ∈ I, entonces para cada
i < j tenemos (dα)ij = αj
∣∣
Ui∩Uj − αi
∣∣
Ui∩Uj . As´ı que dα = 0 significa que
las secciones αi ∈ F(Ui) y αj ∈ F(Uj) coinciden en Ui ∩ Uj. Como F es
un haz, conclu´ımos que Nuc(d) ∼= Γ(X,F). ✷
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Definicio´n 3.4.3. Definimos la versio´n hacificada del complejo de Cˇech
como sigue:
Cp(U,F) :=
∏
i0<i1...<ip
f∗(F
∣∣
Ui0i1...ip
)
donde para cada (p + 1)-tupla denotamos por f a la inclusio´n fi0i1...ip :
Ui0i1...ip →֒ X. Note que Cp(U,F)(V ) = Cp(U
∣∣
V
,F∣∣
V
) para todo abierto
V ⊆ X, donde U∣∣
V
= {Ui∩V }i∈I (en particular tenemos Γ(X,Cp(U,F)) =
Cp(U,F)). As´ı, tenemos morfismos naturales d : Cp(U,F) → Cp+1(U,F)
dados en cada abierto V ⊆ X por los morfismos coborde del complejo de
Cˇech C•(U
∣∣
V
,F∣∣
V
).
Proposicio´n 3.4.2. Para cualquier haz de grupos abelianos F sobre X,
el complejo C•(U,F) es una resolucio´n de F , es decir, existe un morfismo
natural ε : F → C0(U,F) tal que la sucesio´n de haces
0 −→ F −→ C0(U,F) −→ C1(U,F) −→ · · ·
es exacta.
Demostracio´n. Definimos un morfismo de haces ε : F → C0(U,F) =∏
i∈I f∗(F
∣∣
Ui
) por s 7→ (s∣∣
Ui∩V )i para todo abierto V ⊆ X y s ∈ F(V ).
Mostraremos que
0 −→ F ε−→ C0(U,F) d−→ C1(U,F) d−→ · · ·
es exacta. Como F es un haz, entonces ε es un monomorfismo. As´ı,
viendo a F como subhaz de C0(U,F), la exactitud en p = 0 es equivalente
a mostrar
Nuc(C0(U,F)→ C1(U,F)) = F
En efecto, para cada abierto V ⊆ X tenemos
Nuc(C0(U,F)(V )→ C1(U,F)(V )) = Nuc(C0(U∣∣
V
,F∣∣
V
)→ C1(U∣∣
V
,F∣∣
V
))
= Hˇ0(U
∣∣
V
,F∣∣
V
) = Γ(V,F∣∣
V
)
= F(V ).
(3.4.2)
Para mostrar la exactitud del complejo C•(U,F) para p ≥ 1, es suficiente
verificar la exactitud en los tallos. Fijemos x ∈ X y j tal que x ∈ Uj. Para
p ≥ 1 definimos
k : Cp(U,F)x → Cp−1(U,F)x
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de la siguiente manera: dado αx ∈ Cp(U,F)x, este es representado por
una seccio´n α ∈ Γ(V,Cp(U,F)) para algu´n abierto V ⊆ Uj que con-
tiene a x. Ahora, para cualquier p-tupla i0 < . . . < ip−1 definimos kα ∈
Cp−1(U,F)(V ) por
(kα)i0...ip−1 = αj,i0...ip−1.
Note que esto tiene sentido, pues como V ⊆ Uj entonces αj,i0...ip−1 ∈
F(Ui0...ip−1 ∩ Uj ∩ V ) = F(Ui0...ip−1 ∩ V ). Ahora, definimos k(αx) := (kα)x.
Este morfismo esta´ bien definido. Consideremos el siguiente diagrama
C0(U,F)x dx //

C1(U,F)x dx //
k
uu  
C1(U,F)x //

k
uu
. . .
k
vv
C0(U,F)x dx // C
1(U,F)x dx // C
1(U,F)x // . . .
Afirmamos que (kdx+dxk)(αx) = αx para todo αx ∈ Cp(U,F)x. En efecto,
(d(kα))i0...ip =
p∑
l=0
(−1)l(kα)i0...̂il...ip
∣∣
Ui0...ip∩V
=
p∑
l=0
(−1)lαj,i0...̂il...ip
∣∣
Ui0...ip∩V
(k(dα))i0...ip = (dα)j,i0...ip
= αi0...ip
∣∣
Ui0...ip∩Uj∩V
+
p∑
l=0
(−1)l+1αj,i0...̂il...ip
∣∣
Ui0...ip∩Uj∩V
= αi0...ip +
p∑
l=0
(−1)l+1αj,i0...̂il...ip
∣∣
Ui0...ip∩V
(3.4.3)
Luego d(kα) + k(dα) = α y tomando tallo tenemos (kdx + dxk)(αx) = αx.
Por tanto k es una homotop´ıa entre el morfismo identidad del complejo
C•(U,F)x y el morfismo cero. Se sigue que los grupos de cohomolog´ıa
Hp(C•(U,F)x) son nulos para todo p ≥ 1. As´ı, C•(U,F)x es una sucesio´n
exacta. ✷
Proposicio´n 3.4.3. Sean X un espacio topolo´gico, U un cubrimiento abierto
de X y F un haz flasco de grupos abelianos en X. Entonces
Hˇp(U,F) = 0
para todo p > 0.
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Demostracio´n. Consideremos la resolucio´n 0 → F → C•(U,F) dada
por la proposicio´n 3.4.2. Como F es flasco, entonces Cp(U,F) es flasco
para todo p ≥ 0. En efecto, esto sigue del hecho que para todo abierto
U ⊆ X se tiene que F∣∣
U
es flasco, f∗ preserva haces flascos y el producto
de haces flascos es flasco. De aqu´ı sigue que C•(U,F) es una resolucio´n
flasca de F , as´ı que podemos usar esta resolucio´n para calcular los grupos
de cohomolog´ıa usual de F (observacio´n 3.2.2). Tenemos
Hp(X,F) = Hp(Γ(X,C•(U,F)))
= Hp(C•(U,F))
= Hˇp(U,F).
(3.4.4)
Y como F es flasco, entoncesHp(X,F) = 0 para todo p > 0. Esto completa
la demostracio´n. ✷
Proposicio´n 3.4.4. Sean X un espacio topolo´gico y U un cubrimiento
abierto de X. Entonces existe un morfismo
Hˇp(U,F)→ Hp(U,F)
para todo p ≥ 0, el cual es funtorial en F .
Demostracio´n. Sea 0 → F → I• una resolucio´n inyectiva de F en
Ub(X). Por la proposicio´n 3.4.2 y la proposicio´n 3.1.2 existe un morfismo
de complejos f : C•(U,F)→ I• induciendo el morfismo identidad de F , es
decir tenemos un diagrama conmutativo
0 //F ε // C0(U,F) d //
f0

C1(U,F)
f1

d // · · ·
0 //F ε // I0 // I1 // · · ·
adema´s, cualquier par de tales morfismos son homoto´picos. Desconsiderando
la primera columna y tomando secciones globales, tenemos
0 //C0(U,F) d //

C1(U,F)

d // · · ·
0 // Γ(X, I0) // Γ(X, I1) // · · ·
Tomando cohomolog´ıa tenemos morfismos
Hˇp(U,F)→ Hp(U,F).
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para todo p ≥ 0. Ahora, sea un morfismo γ : F → G. Mostraremos que
tenemos un diagrama
Hˇp(U,F) //

Hp(X,F)

Hˇp(U,G) //Hp(X,G)
(3.4.5)
es conmutativo. Para ver esto, sea J • una resolucio´n inyectiva de G.
El morfismo F → G nos induce un morfismo de complejos C•(U,F) →
C•(U,G). En efecto, para cada (p+ 1)-tupla i0 < . . . < ip, tenemos el mor-
fismo f∗(γ
∣∣
Ui0...ip
) : f∗(F
∣∣
Ui0...ip
) → f∗(G
∣∣
Ui0...ip
), donde f : Ui0...ip →֒ X es la
inclusio´n. Tomando el producto directo sobre las (p+ 1)-tuplas i0 < . . . ip
obtenemos un morfismo Cp(U,F) → Cp(U,G), para cada p ≥ 0. Esta
coleccio´n de morfismos nos da un morfismo de complejos C•(U,F) →
C•(U,G). Es claro que este morfismo de complejos induce el morfismo
γ : F → G. Por otro lado, por la proposicio´n 3.1.2, existe un morfismo de
complejos I• → J • induciendo el morfismo γ : F → G. Ahora, como los
morfismos compuestos C•(U,F)→ I• → J • y C•(U,F)→ C•(U,G)→ J •
inducen el mismo morfismo γ : F → G, se sigue que son homoto´picos y por
tanto aplicando el funtor Γ(X, ·) tenemos que los morfismos compuestos
C•(U,F) → Γ(X, I•) → Γ(X,J •) y C•(U,F) → C•(U,G) → Γ(X,J •)
son homoto´picos. Luego estos morfismos inducen el mismo homomorfismo
en las cohomolog´ıas y de aqu´ı se sigue la conmutatividad del diagrama
3.4.5. ✷
Proposicio´n 3.4.5. Sean X un esquema noetheriano y U un cubrimiento
abierto af´ın de X tal que los abiertos Ui0...ip son afines. Sea F un haz casi
coherente en X. Entonces para todo p ≥ 0, los morfismos naturales
Hˇp(U,F)→ Hp(U,F)
son isomorfismos.
Demostracio´n. Aplicaremos induccio´n sobre p. Si p = 0, ambas coho-
molog´ıas son isomorfas a Γ(X,F) (proposicio´n 3.4.1). Para p > 0, asum-
imos que el resultado es va´lido para p − 1. Ahora encajemos F en un
haz flasco y casi coherente G (proposicio´n 3.3.7), y sea R el cociente; as´ı
tenemos la sucesio´n exacta
0 −→ F −→ G −→ R −→ 0
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Como F es casi coherente y los abiertos Ui0...ip son afines, entonces tenemos
la sucesio´n exacta de grupos abelianos (teorema 3.3.6)
0 −→ F(Ui0...ip) −→ G(Ui0...ip) −→ R(Ui0...ip) −→ H1(Ui0...ip,F
∣∣
Ui0...ip
) = 0
Tomando productos, obtenemos la sucesio´n exacta de complejos de Cˇech
0 −→ C•(U,F) −→ C•(U,G) −→ C•(U,R) −→ 0
y as´ı se obtiene una sucesio´n exacta larga de cohomolog´ıas de Cˇech. Como
G es flasco, por la proposicio´n 3.4.3 tenemos
0 // Hˇ0(U,F) //
∼=

Hˇ0(U,G)
∼=

// Hˇ0(U,R) //
∼=

Hˇ1(U,F) //

0
0 //H0(X,F) //H0(U,G) //H0(U,R) //H1(U,F) // 0
As´ı que el morfismo en la vertical de la derecha debe ser un isomorfismo.
Y para p > 1, usando una vez ma´s la proposicio´n 3.4.3 tenemos que
0 = Hˇp−1(U,G) // Hˇp−1(U,R)
∼=

// Hˇp(U,F) //

Hˇp(U,G) = 0
0 = Hp−1(X,G) //Hp−1(X,R) //Hp(X,F) //Hp(X,G) = 0
donde, como R es casi coherente, por hipo´tesis de induccio´n tenemos que
la flecha vertical izquierda es un isomorfismo. Por tanto la flecha vertical
de la derecha es un isomorfismo. ✷
Observacio´n 3.4.2. Sea X un esquema separado sobre un esquema af´ın
S y sean U ,V subconjuntos abiertos afines. Vimos en la demostracio´n del
lema 2.7.11 que U ∩V es un subesquema cerrado del esquema af´ın U ⊗S V .
Por tanto, por el corolario 2.7.15 tenemos que U∩V es af´ın. As´ı, si X es un
esquema noetheriano y separado sobre un esquema af´ın, entonces cualquier
cubrimiento abierto af´ın U de X verificara´ la hipo´tesis de la proposicio´n
anterior.
3.5 Cohomolog´ıa del Espacio Proyectivo
Definicio´n 3.5.1. Sea A un anillo y sean M,N A-mo´dulos. Un empare-
jamiento perfecto τ : M ×N → A es una funcio´n A-bilineal que induce
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un isomorfismo de A-mo´dulos M ∼= N∨, es decir F : M → N∨ dada por
F (m)(n) = τ(m,n) es un isomorfismo de A-mo´dulos.
En el caso que M y N son A-mo´dulos libres del mismo rango n, se
verifica que τ es un emparejamiento perfecto si y so´lo τ es A-bilineal y
existen bases {x1, . . . , xn} y {y1, . . . , yn} de M y N respectivamente, tal
que τ(xi, yj) = δij para todo 1 ≤ i, j ≤ n.
Observacio´n 3.5.1. Sean A un anillo, r ≥ 1 y S = A[x0, . . . , xr]. Dado
i0, . . . , ip, consideremos f = xi0 . . . xip. Entonces para cualquier ı´ndice
0 ≤ k ≤ r existe un isomorfismo cano´nico de S-a´lgebras Sfxk ∼= (Sf)xk/1;
si denotemos por (Sf)xk al S-mo´dulo T
−1Sf , donde T = {1, xk, x2k, . . .},
entonces se tiene un isomorfismo de S-mo´dulos Sfxk
∼= (Sf)xk/1 ∼= (Sf)xk .
Observacio´n 3.5.2. Consideremos A un anillo noetheriano y X = PrA.
Consideremos el haz casi coherente F =⊕n∈ZOX(n) y sea S = A[x0, . . . , xr],
entonces existe un isomorfismo cano´nicoA ∼= Γ(X,OX) (proposicio´n 2.7.18)
y adema´s se tiene una estructura de A-mo´dulo en el grupo H i(X,J ) para
todo i ≥ 0 y para todo haz de mo´dulos J . Por la proposicio´n 3.2.7 tenemos
un isomorfismo cano´nico de A-mo´dulos H i(X,F) ∼= ⊕n∈ZH i(X,OX(n)).
Dados r ∈ Sm, con m ≥ 0 y n ∈ Z, existe un morfismo inducido de
A-mo´dulos
R : H i(X,OX(n)) −→ H i(X,OX(m+ n))
En efecto, dado r ∈ Sm, consideremos la sucesio´n exacta de S-mo´dulos
graduados
0 // S(−m) ·r // S // S/(r) // 0
torciendo por n+m, obtenemos la sucesio´n exacta de S-mo´dulos graduados
0 // S(n) ·r // S(n+m) // (S/(r))(n+m) // 0
Aplicando el funtor ,˜ conseguimos la sucesio´n exacta de OX-mo´dulos
0→ OX(n)→ OX(n+m)→ i∗(OH(n+m))→ 0
donde H = Proj S/(r) e i : H →֒ X es el morfismo inclusio´n (el iso-
morfismo ((S/(r))(n +m))˜ ∼= i∗(OH(n +m)) se obtiene de la observacio´n
2.7.4(a) y la proposicio´n 2.7.17(b)). Tomando cohomolog´ıa, obtenemos el
morfismo de A-mo´dulos
H i(X,OX(n))→ H i(X,OX(n+m))
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Ahora, definimos r · x := R(x), para todo x ∈ H i(X,OX(n)). Esto
convierte a H i(X,F) en un S-mo´dulo graduado. Note que para i = 0, esto
coincide con la estructura natural de S-mo´dulo graduado de H0(X,F) =
Γ∗(OX). Para cada i = 0, . . . , r sea Ui = D+(xi) y sea U = {U0, . . . , Ur}.
Tenemos un isomorfismo cano´nico de A-mo´dulos (proposiciones 3.4.5 y
3.2.7) Hˇ i(U,F) ∼=⊕n∈Z Hˇ i(U,OX(n)). Podemos dotar a Hˇ i(U,F) con es-
tructura de S-mo´dulo graduado de modo ana´logo a lo hecho paraH i(X,F).
En efecto, como en la demostracio´n de la proposicio´n 3.4.5, tenemos una
sucesio´n exacta de la forma
0 −→ C•(U,OX(n)) −→ C•(U,OX(n+m)) −→ C•(U, i∗(OH(n+m))) −→ 0
Tomando cohomolog´ıa, obtenemos el morfismo de A-mo´dulos
Hˇ i(X,OX(n))→ Hˇ i(X,OX(n+m))
Definiendo la estructura de S-mo´dulo graduado como hecho anteriormente,
se tiene que el isomorfismo cano´nico dado por la proposicio´n 3.4.5,H i(X,F) ∼=
Hˇ i(U,F) es un isomorfismo de S-mo´dulos graduados (esto se sigue de la
funtorialidad del morfismo cano´nico (proposicio´n 3.4.4)).
Por otra parte, por la proposicio´n 2.2.13, para cualquier conjunto abierto
U ⊆ X tenemos el isomorfismo deA-mo´dulos Γ(U,F) ∼=⊕n∈Z Γ(U,OX(n)).
Por tanto, Γ(U,F) tiene una estructura natural de S-mo´dulo graduado,
y tambie´n existe un isomorfismo de S-mo´dulos graduados para p ≥ 0 e
i0 < . . . < ip
Γ(Ui0,...,ip,F) ∼=
⊕
n∈Z
Γ(Ui0,...,ip,OX(n)) ∼=
⊕
n∈Z
S(n)(xi0 ...xip)
=
⊕
n∈Z
(Sxi0 ...xip)n
∼= Sxi0 ...xip
Ahora bien, dado un subconjunto no vac´ıo {j0, . . . , jq} ⊆ {i0, . . . , ip}, la
restriccio´n F(Uj0,...,jq)→ F(Ui0,...,ip) se corresponde con el homomorfismo de
anillos cano´nico µ(j0,...,jq)(i0,...,ip) : Sxj0 ...xjq → Sxi0 ...xip . Por lo tanto, tenemos
un diagrama conmutativo de S-mo´dulos graduados
0 //C0(U,F) //

C1(U,F) //

. . . //Cr(U,F) //

0
0 //
∏
i0
Sxi0
//
∏
i0<i1
Sxi0xi1
// . . . // Sx0...xr
// 0
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Teorema 3.5.1. Sea A un anillo noetheriano no nulo y sea X = PrA para
algu´n r ≥ 1. Se cumplen las siguientes afirmaciones:
(a) H i(X,OX(m)) = 0 para 0 < i < r y todo m ∈ Z.
(b) Existe un isomorfismo cano´nico de A-mo´dulos Hr(X,OX(−r− 1)) ∼=
A.
(c) Para todo m ∈ Z, existe un emparejamiento perfecto de A-mo´dulos
libres finitamente generados
τ : H0(X,OX(m))×Hr(X,OX(−m−r−1))→ Hr(X,OX(−r−1)) ∼= A
Demostracio´n. En toda la prueba vamos a mantener las notaciones
dadas en las dos observaciones anteriores.
(b) Tenemos que Sx0...xr es un A-mo´dulo libre con base x
l0
0 . . . x
lr
r , con
li ∈ Z. La imagen de dr−1 :
∏r
k=0 Sx0...x̂kxr → Sx0...xr es el A-submo´dulo
libre generado por aquellos elementos de la base para los cuales al menos
un li ≥ 0. Tenemos un isomorfismo de S-mo´dulos graduados Hˇr(U,F) ∼=
Sx0...xr/Im(d
r−1), el cual es un A-mo´dulo libre con base
{xl00 . . . xlrr | li < 0 para cada i}
El cociente tiene la graduacio´n ∂(xl00 . . . x
lr
r ) =
∑
li. Para cada n ∈ Z,
el A-mo´dulo Hr(X,OX(n)) es un A-mo´dulo libre con base (posiblemente
vac´ıa)
{xl00 . . . xlrr | li < 0 para cada i y
∑
li = n}
Si n > −r − 1 entonces este conjunto es vac´ıo; as´ı que en este caso
Hr(X,OX(n)) = 0. Si n = −r − 1, entonces Hr(X,OX(n)) tiene como
base al monomio x−10 · . . . · x−1r . Por tanto Hr(X,OX(−r − 1)) ∼= A.
(c) Note que si n < 0, entonces H0(X,OX(n)) = 0, pues S ∼= Γ∗(OX)
(proposicio´n 2.7.18); y tambie´n Hr(X,OX(−n − r − 1)) = 0, pues −n −
r − 1 > −r − 1. As´ı que el enunciado del item (c) es trivial para n < 0.
Para n ≥ 0, H0(X,OX(n)) tiene como base a los monomios de grado n
{xm00 . . . xmrr | mi ≥ 0 para cada i y
∑
mi = n}
Por otro lado, sabemos que Hr(X,OX(−n− r − 1)) tiene la base
{xl00 . . . xlrr | li < 0 para cada i y
∑
li = −n− r − 1}
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As´ı, H0(X,OX(n)) y Hr(X,OX(−n−r−1)) son A-mo´dulos libres de rango(
n+r
r
)
. Tenemos un emparejamiento perfecto
τ : H0(X,OX(m))×Hr(X,OX(−m− r − 1))→ Hr(X,OX(−r − 1)) ∼= A
definiendo τ(xm00 . . . x
mr
r , x
l0
0 . . . x
lr
r ) = x
m0+l0
0 . . . x
mr+lr
r , donde x
m0+l0
0 . . . x
mr+lr
r
es igual a 0 en Hr(X,OX(−r − 1)) si algu´n mi + li ≥ 0. En efecto, note
que los u´nicos pares de elementos de las bases que nos dan un valor no nulo
son los pares de la forma (xm00 . . . x
mr
r , x
−m0−1
0 . . . x
−mr−1
r ).
(a) Haremos la demostracio´n por induccio´n en r. Si r = 1 no hay nada
que probar. Ahora, consideremos r > 1. Por las observaciones 3.5.1 y
3.5.2, al localizar el complejo C•(U,F) con respecto a xr, como S-mo´dulos
graduados, obtenemos el complejo C•(Ur,F
∣∣
Ur
), donde Ur = {Ui ∩ Ur
∣∣i =
0, . . . , r}. Este complejo da la cohomolog´ıa de F∣∣
Ur
sobre Ur (proposicio´n
3.4.5), la cual es 0 para todo i > 0 (teorema 3.3.6). Ahora, como local-
izacio´n es un funtor exacto, entonces conmuta con cohomolog´ıa, as´ı que
H i(X,F)xr = 0 para todo i > 0. Es decir, para todo i > 0, todo elemento
de H i(X,F) es anulado por alguna potencia de xr. As´ı, para demostrar
que H i(X,F) = 0 para todo 0 < i < r, basta mostrar que, para 0 < i < r,
la multiplicacio´n por xr es una biyeccio´n de H
i(X,F) en s´ı mismo.
Consideremos la sucesio´n exacta de S-mo´dulos graduados
0 // S(−1) ·xr // S // S/(xr) // 0
torciendo por n, obtenemos la sucesio´n exacta de S-mo´dulos graduados
0 // S(n− 1) ·xr // S(n) // (S/(xr))(n) // 0
Aplicando el funtor ,˜ conseguimos la sucesio´n exacta de OX-mo´dulos
0→ OX(n− 1)→ OX(n)→ i∗(OH(n))→ 0
donde H = Proj S/(xr) e i : H →֒ X es el morfismo inclusio´n. Tomando
la suma directa en n ∈ Z, tenemos la sucesio´n exacta
0→ F(−1)→ F → FH → 0
donde FH =
⊕
n∈Z i∗(OH(n)) = i∗(
⊕
n∈ZOH(n)). Tomando cohomolog´ıa,
obtenemos la sucesio´n exacta larga
. . .→ H i(X,F(−1))→ H i(X,F)→ H i(X,FH)→ . . .
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Note que, como S-mo´dulos graduados, H i(X,F(−1)) = H i(X,F)(−1);
adema´s por la definicio´n de la estructura de S-mo´dulo graduado enH i(X,F),
el morfismo H i(X,F(−1)) → H i(X,F) de la sucesio´n exacta es multipli-
cacio´n por xr.
Ahora, H ∼= Pr−1A y H i(X,FH) = H i(H,
⊕
n∈ZOH(n)) (proposicio´n
3.2.6). As´ı que, por la hipo´tesis inductiva, obtenemos que H i(X,FH) = 0
para todo 0 < i < r − 1. Tenemos la sucesio´n exacta
0→ H0(X,F(−1))→ H0(X,F)→ H0(X,FH)→ 0
pues esta sucesio´n es simplemente la sucesio´n exacta
0 // S(−1) ·xr // S // S/(xr) // 0
Por otro lado, se verifica que el morfismo de conexio´n δr−1 : Hˇr−1(U,FH)→
Hˇr(U,F(−1)) es dado por divisio´n por xr. En efecto, considere el diagrama
conmutativo que nos da el morfismo de conexio´n v´ıa el lema de la serpiente:
Hr−1(A•) //Hr−1(B•) //Hr−1(C•)
Nuc(dr−1A ) //

Nuc(dr−1B ) //

Nuc(dr−1C )

Cr−1(U,F(−1))/Im(dr−2A ) //
dr−1A

Cr−1(U,F)/Im(dr−2B )
dr−1B

//Cr−1(U,FH)/Im(dr−2C )
dr−1C

Nuc(drA)
πrA
//Nuc(drB)
//
πrB
Nuc(drC)
πrC
Conuc(dr−1A ) //Conuc(d
r−1
B )
//Conuc(dr−1C )
Hr(A•) //Hr(B•) //Hr(C•)
donde A• = C•(U,F(−1)), B• = C•(U,F) y C• = C•(U,FH). Ahora,
considere un elemento cualquier xl00 . . . x
lr−1
r−1 ∈ Hˇr−1(U,FH), donde li < 0
para todo i. Vamos a hallar su imagen v´ıa δr−1 teniendo en cuenta la
construccio´n del morfismo de conexio´n v´ıa el lema de la serpiente. Una
preimagen en Cr−1(U,F)/Im(dr−2B ) = (
∏
i0<i1<...<ir−1
Sxi0 ...xir−1)/Im(d
r−2
B )
de xl00 . . . x
lr−1
r−1 ∈ Hˇr−1(U,FH) es precisamente la clase de xl00 . . . xlr−1r−1. La
3.6. APLICACIONES Y COMENTARIOS FINALES 105
imagen de este elemento en Nuc(drB) ⊆ Cr(U,F) = Sx0...xr es exacta-
mente xl00 . . . x
lr−1
r−1. Ahora, como Nuc(d
r
A) → Nuc(drB) es inducido por
Cr(U,F(−1)) → Cr(U,F), el cual por construccio´n es dado por multi-
plicacio´n por xr, entonces una preimagen en Nuc(d
r
A) de x
l0
0 . . . x
lr−1
r−1 ∈
Nuc(drB) es dada por x
l0
0 . . . x
lr−1
r−1x
−1
r . Por tanto, la imagen de x
l0
0 . . . x
lr−1
r−1
v´ıa δr−1 es dada por la clase de xl00 . . . x
lr−1
r−1x
−1
r , es decir δ
r−1 es dado por
divisio´n por xr.
As´ı, como Hˇr−1(U,FH) es un A-mo´dulo libre que tiene como base a
los monomios con potencias negativas en x0, . . . , xr−1 y Hˇr(U,F) es un
A-mo´dulo libre que tiene como base a los monomios con potencias neg-
ativas en x0, . . . , xr, tenemos que δ
r−1 : Hˇr−1(U,FH) → Hˇr(U,F(−1))
lleva la base en elementos linealmente independientes. Por tanto δr−1 :
Hr−1(U,FH)→ Hr(U,F(−1)) es inyectivo.
Los resultados obtenidos:
(1) H i(X,FH) = 0 para todo 0 < i < r − 1.
(2) H0(X,F)→ H0(X,FH) es sobreyectivo.
(3) δr−1 : Hr−1(U,FH)→ Hr(U,F(−1)) es inyectivo.
juntos con la sucesio´n exacta larga de cohomolog´ıa, muestran que la
multiplicacio´n por xr : H
i(X,F(−1)) → H i(X,F) es una biyeccio´n para
todo 0 < i < r. ✷
3.6 Aplicaciones y comentarios finales
El teorema 3.5.1 es la base para varios resultados importantes que permiten
ser abordados con la teor´ıa de esquemas y cohomolog´ıa de haces. Un buen
ejemplo para ilustrar el uso de esta teor´ıa y mencionar una aplicacio´n del
teorema 3.5.1, es el cla´sico teorema de Riemann-Roch.
Sin entrar en detalles, mencionaremos que una superf´ıcie de Riemann
compacta conexa o curva algebraica lisa puede ser vista como un esquema.
Adema´s, si X es una curva lisa, el ge´nero de X es g =dimCH
1(X,OX).
El enunciado del teorema de Riemann-Roch puede ser escrito en te´rminos
de cohomolog´ıas de haces inversibles. Un ingrediente clave en la demostracio´n
de este teorema es el teorema de dualidad de Serre, que en el caso del es-
pacio proyectivo sobre un cuerpo k, es consecuencia del teorema 3.5.1.
Como un ejemplo expl´ıcito del uso del teorema 3.5.1, vamos a calcular
el ge´nero de una curva irreducible C ⊆ P2C.
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Definicio´n 3.6.1. Sea F un haz coherente en PnC. La caracter´ıstica de
Euler de F es
χ(F) =∑(−1)idimCH i(PnC,F)
Proposicio´n 3.6.1. Si
0→ F ′ → F → F ′′ → 0
es una sucesion exacta de haces coherentes en PnC, entonces
χ(F) = χ(F ′) + χ(F ′′)
Demostracio´n. Ver [1].
✷
Proposicio´n 3.6.2. Si C ⊆ P2C es una curva irreducible, entonces
H0(C,OC) ∼= C
Demostracio´n. Ver [1].
✷
Proposicio´n 3.6.3. (Teorema de anulamiento de Grothendieck) Sea X un
espacio topolo´gico de dimensio´n n. Entonces para todo i > n y para todo
haz de grupos abelianos F en X, tenemos
H i(X,F) = 0
Demostracio´n. Ver [1].
✷
Ahora, considere una curva irreducible C ⊆ P2C, donde C es el conjunto
de ceros de un polinomio homoge´neo f ∈ C[x, y, z] de grado d. Vamos a
calcular g =dimCH
1(C,OC).
El haz de ideales de C es OP2
C
(−d), as´ı que tenemos la siguiente sucesio´n
exacta
0→ OP2
C
(−d)→ OP2
C
→ i∗OC → 0
donde i : C → P2C es el morfismo inclusio´n. Por la proposicio´n 3.6.1
tenemos
χ(OP2
C
) = χ(OP2
C
(−d)) + χ(i∗OC)
Por otro lado, comoH i(P2C, i∗OC) = H i(C,OC), entonces por la proposicio´n
3.6.3 tenemos χ(i∗OC) = h0(C,OC) − h1(C,OC), pues C tiene dimensio´n
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1. Y por la proposicio´n 3.6.2 conclu´ımos que χ(i∗OC) = 1− h1(C,OC), es
decir χ(i∗OC) = 1− g.
Ahora, por (a) del teorema 3.5.1 sabemos que H1(OP2
C
) = 0 y por (c)
del teorema 3.5.1 tenemos H2(OP2
C
) ∼= H0(OP2
C
(−3)). Luego χ(OP2
C
) =
h0(OP2
C
) + h0(OP2
C
(−3)) = 1 + 0 = 1. Tambie´n, usando el teorema 3.5.1
obtenemos que χ(OP2
C
(−d)) = h0(OP2
C
(−3 + d)).
Por tanto, 1 = h0(OP2
C
(−3 + d)) + 1− g, es decir g = (d− 1)(d− 2)/2.
En relacio´n a otras a´reas, mencionaremos que el concepto de fibrado vecto-
rial de rango n es equivalente al concepto de haz localmente libre de rango
n. En particular, un fibrado vectorial de rango 1 es un haz inversible. De-
notando por PicX al grupo de clases de isomorfismo de haces inversibles
en un esquema X, se tiene PicX ∼= H1(X,O∗X), donde O∗X es el haz cuyas
secciones sobre un abierto U ⊆ X son las unidades en el anillo OX(U).
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