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Abstract: A multivariate, stationary time series is said to be jointly regu-
larly varying if all its finite-dimensional distributions are multivariate regu-
larly varying. This property is shown to be equivalent to weak convergence
of the conditional distribution of the rescaled series given that, at a fixed
time instant, its distance to the origin exceeds a threshold tending to in-
finity. The limit object, called the tail process, admits a decomposition in
independent radial and angular components. Under an appropriate mixing
condition, this tail process allows for a concise and explicit description of
the limit of a sequence of point processes recording both the times and the
positions of the time series when it is far away from the origin. The the-
ory is applied to multivariate moving averages of finite order with random
coefficient matrices.
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1. Introduction
Extreme values of a stationary, multivariate time series may exhibit depen-
dence across coordinates and over time. Multivariate regular variation, on the
one hand, is the central concept in the theory of extremes of random vec-
tors (Resnick, 1987, 2006). Point processes, on the other hand, provide a con-
venient language for describing temporal dependence of time series extremes
(Leadbetter and Rootze´n, 1988; Hsing et al., 1989). This explains why in Davis
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and Mikosch (1998), building upon Davis and Hsing (1995), regular variation
and point process techniques are the two main ingredients of a theory of ex-
tremes of multivariate time series. The dynamics of the series in regions far
away from the origin are reflected in the typical property that the atoms of
the limiting point processes can be grouped into independent clusters. The only
handle on the distribution of these clusters, however, is in the form of a number
of asymptotic relations that are difficult to evaluate in general.
One of our aims is then to reconstruct and extend the theory in Davis and
Hsing (1995) and Davis and Mikosch (1998) in such a way that the relation
between the original time series and the limiting point process of extremes be-
comes explicit. The argument rests on a novel characterization of the property
that the finite-dimensional distributions of a discrete-time, stationary time series
(Xt)t∈Z in R
d are multivariate regularly varying. The necessary and sufficient
condition is that, for a given norm ‖ · ‖ on Rd, the conditional distribution of
the rescaled series (x−1Xt)t∈Z given ‖X0‖ > x converges to a non-degenerate
limit as x → ∞. The limit process (Y t)t∈Z, called the tail process of (Xt),
admits a decomposition in two independent components: on the one hand, a
real-valued radial component ‖Y 0‖ whose distribution only depends on the tail
index α ∈ (0,∞) of ‖X0‖; on the other hand, a sequence-valued angular com-
ponent (Θt)t∈Z defined by Θt = Y t/‖Y 0‖ for t ∈ Z, called the spectral process.
Moreover, the distributions of the restrictions of the spectral process (Θt) to pos-
itive or negative times are connected by a certain adjoint relation parametrized
by α.
Many questions concerning excursions of (Xt) far away from the origin can
be answered via a study of the sequence of time-space point processes
Nn =
n∑
i=1
δ(i/n,Xi/an), (1.1)
with (an) a positive sequence such that nPr(‖X0‖ > an) → 1 as n → ∞.
Under a tailor-made form of mixing condition, the atoms of the limiting point
processN can be partitioned into independent clusters. The distribution of these
clusters can be explicitly and concisely described in terms of the tail process (Y t)
of (Xt). Among other things, these results lead to convenient formulas of the
extremal index and cluster size probabilities of various univariate series derived
from (Xt).
The results are applied to a multivariate moving average process of finite
order with random coefficient matrices, defined for t ∈ Z by
Xt =
m∑
i=0
Ci(t)ξt−i; (1.2)
here (ξt)t∈Z is a sequence of independent and indentically distributed random
column vectors in Rq and {Ci(t) : i = 0, . . . ,m; t ∈ Z} is an array of random
d×q matrices, independent of (ξt) and stationary as a d×q×(m+1) dimensional
process indexed over t ∈ Z. The tail behaviour of the stationary distribution of
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infinite-order versions of (1.2) has been studied in Resnick and Willekens (1991)
and Hult and Samorodnitsky (2007); in contrast, our focus is on the process as a
whole but under the simplifying assumption that the order is finite and {Ci(t)}
is independent of (ξt).
Main results are gathered in section 2 and are grouped into the three themes
already identified in the previous paragraphs: regular variation and the tail pro-
cess (subsection 2.1), point processes of extremes (subsection 2.2), and moving
averages with random coefficients (subsection 2.3). Proofs of the main theorems
as well as statements and proofs of additional results are given in sections 3 to
5 for the same three themes respectively. Additional results we wish to men-
tion here concern Laplace functionals of point processes of clusters of extremes
in Theorem 4.1 and extremal indices of linear projections of multivariate time
series in Remark 5.4.
The central notion in the paper is that of regular variation. The law of a
d-dimensional random vector X is called regularly varying of index α ∈ (0,∞)
if for some norm ‖ · ‖ on Rd there exists a random vector Θ on the unit sphere
Sd−1 = {x | ‖x‖ = 1} such that for every u ∈ (0,∞) and as x→∞,
1
Pr(‖X‖ > x)
Pr(‖X‖ > ux, X/‖X‖ ∈ · )
w
→ u−αPr(Θ ∈ · ), (1.3)
where
w
→ denotes weak convergence of finite measures. The law of Θ is called
the spectral measure of X. The definition of regular variation does not depend
on the particular norm chosen in the sense that (1.3) holds for some norm if
and only if it holds for every norm, the spectral measure of course depending
on the norm. Finally, a stationary d-dimensional time series (Xt)t∈Z is said to
be jointly regularly varying of index α ∈ (0,∞) if for every positive integer k
the kd-dimensional random vector (X1, . . . ,Xk) is regularly varying of index
α. Some other references on multivariate regular variation, apart from the ones
already mentioned, are Basrak et al. (2002a), Hult and Lindskog (2006), and
Meerschaert and Scheffler (2001).
Besides the notation already appearing in this introduction, the following
symbols are used throughout the paper: N = Z ∩ [0,∞), E = [−∞,∞]d \ {0}
and Eu = {x ∈ E | ‖x‖ > u}; the law of the random vector X is L(X); the
indicator variable of an event E is 1(E); convergence of probability distributions
and vague convergence of Radon measures (see section 3) is indicated by and
v
→, respectively; for a topological space T the space of continuous functions
f : T → R is denoted by C(T), decorations with the subscript K and the
superscript + indicating the subclasses of those f ∈ C(T) that have compact
support or take values in [0,∞), respectively.
2. Main results
In subsection 2.1, joint regular variation of a stationary time series (Xt) is
identified with a certain asymptotic property of the conditional distribution
of the series given that it is far away from the origin at a fixed time instant.
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This characterization is exploited in subsection 2.2 to describe limits of certain
point processes of extremes. An application to multivariate moving averages
with random coefficient matrices is given in subsection 2.3. The proofs of the
results in this section are to be found further on in the paper.
2.1. Tail process
The most important object in this paper is introduced in our first theorem.
Theorem 2.1. Let (Xt)t∈Z be a stationary process in R
d and let α ∈ (0,∞).
The following three statements are equivalent:
(i) (Xt) is jointly regularly varying of index α.
(ii) There exists a process (Y t)t∈N in R
d with Pr(‖Y 0‖ > y) = y
−α for y ≥ 1
such that for every t ∈ N and as x→∞,
L(x−1X0, . . . , x
−1Xt | ‖X0‖ > x) L(Y 0, . . . ,Y t).
(iii) There exists a process (Y t)t∈Z in R
d with Pr(‖Y 0‖ > y) = y
−α for y ≥ 1
such that for all s, t ∈ Z with s ≤ t and as x→∞,
L(x−1Xs, . . . , x
−1Xt | ‖X0‖ > x) L(Y s, . . . ,Y t).
The process (Y t)t∈Z in Theorem 2.1(iii) is called the tail process of (Xt). In
general, the tail process is itself not stationary. It has a number of remarkable
properties, the two most important ones being described next.
Theorem 2.2. Let (Y t)t∈Z be the tail process in Theorem 2.1(iii) and define
Θt = Y t/‖Y 0‖ for t ∈ Z.
(i) ‖Y 0‖ is independent of (Θt)t∈Z.
(ii) For all i, s, t ∈ Z with s ≤ 0 ≤ t and for all bounded and continuous
f : (Rd)t−s+1 → R satisfying f(ys, . . . ,yt) = 0 whenever y0 = 0,
E[f(Θs−i, . . . ,Θt−i)] = E
[
f
(
Θs
‖Θi‖
, . . . ,
Θt
‖Θi‖
)
‖Θi‖
α
]
. (2.1)
Theorem 2.2(i) shows that the distribution of (Y t) can be decomposed into a
real-valued radial component, ‖Y 0‖, and a sequence-valued angular component,
(Θt)t∈Z, the two components being independent. As the law ofΘ0 is the spectral
measure of the one ofX0, we coin the process (Θt) the spectral process of (Xt).
The characterizations of joint regular variation in Theorem 2.1 can be rephrased
in terms of this spectral process.
Corollary 2.3. Let (Xt)t∈Z be a stationary process in R
d. Assume that the
function x 7→ Pr(‖X0‖ > x) is regularly varying of index −α for some α ∈
(0,∞). The following three statements are equivalent:
(i) (Xt) is jointly regularly varying of index α.
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(ii) There exists a process (Θt)t∈N in R
d such that for every t ∈ N and as
x→∞,
L
(
X0
‖X0‖
, . . . ,
Xt
‖X0‖
∣∣∣∣ ‖X0‖ > x
)
 L(Θ0, . . . ,Θt).
(iii) There exists a process (Θt)t∈Z in R
d such that for every s, t ∈ Z with s ≤ t
and as x→∞,
L
(
Xs
‖X0‖
, . . . ,
Xt
‖X0‖
∣∣∣∣ ‖X0‖ > x
)
 L(Θs, . . . ,Θt).
In this case, the tail process (Y t) of (Xt) is given by Y t = YΘt for t ∈ Z,
the random variable Y being independent of (Θt) and having survival function
Pr(Y > y) = y−α for y ∈ [1,∞).
Further, for j ∈ N, Theorem 2.2(ii) with on the one hand s = 0 and t = i = j
and on the other hand s = i = −j and t = 0 stipulates that the distributions
of (Θ−j , . . . ,Θ0) and (Θ0, . . . ,Θj) are in some sense adjoint to each other. For
univariate Markov chains, this adjoint relation was already described in Segers
(2007).
The proofs of Theorems 2.1 and 2.2 and Corollary 2.3 are given in section 3,
together with some further properties of the spectral process.
2.2. Point processes
Throughout this subsection, let (Xt) be a stationary time series in R
d, regularly
varying of index α ∈ (0,∞) and with tail process (Y t) and spectral process (Θt).
Also write Mr = maxi=1,...,r ‖Xi‖ for r ∈ N. Let (an) be a positive sequence
such that nPr(‖X0‖ > an)→ 1 as n→∞. Of interest is the weak limit of the
time-space point processes
Nn =
n∑
i=1
δ(i/n,Xi/an).
In order to control the total mass on the time axis, the state space needs to be
restricted to [0, 1]× Eu for some u ∈ (0,∞).
An important role will be played by the quantity θ defined by
lim
r→∞
lim
x→∞
Pr(Mr ≤ x | ‖X0‖ > x) (2.2)
= lim
r→∞
Pr
(
max
i=1,...,r
‖Y i‖ ≤ 1
)
= Pr
(
sup
i≥1
‖Y i‖ ≤ 1
)
=: θ.
In view of what is to follow, θ is coined the candidate extremal index of the
univariate series (‖Xt‖). By Theorem 2.2(i),
θ =
∫ ∞
1
Pr
(
sup
i≥1
‖Θi‖
α ≤ y−α
)
d(−y−α) (2.3)
= Emax
(
1− sup
i≥1
‖Θi‖
α, 0
)
= E
[
sup
i≥0
‖Θi‖
α − sup
i≥1
‖Θi‖
α
]
.
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Further, let E be the event that the supremum of (‖Y t‖) is attained for the
first time at t = 0, that is,
E =
{
sup
t<0
‖Y t‖ < ‖Y 0‖ = sup
t∈Z
‖Y t‖
}
. (2.4)
The following condition prohibits clusters of extremes to linger on for too
long (Davis and Hsing, 1995).
Condition 2.4. There exists a positive integer sequence (rn) such that rn →∞
and rn/n→ 0 as n→∞ and such that for every u ∈ (0,∞),
lim
m→∞
lim sup
n→∞
Pr
(
max
m≤|t|≤rn
‖Xt‖ > anu
∣∣∣∣ ‖X0‖ > anu
)
= 0.
The following theorem then describes the limit distribution of point processes
of clusters of extremes.
Theorem 2.5. If Condition 2.4 holds, then, with θ and E as in (2.2) and (2.4)
respectively, Pr(lim|t|→∞ ‖Y t‖ = 0) = 1 and θ = Pr(E) > 0. Moreover, for
every u ∈ (0,∞) and as n→∞,
Pr(Mrn ≤ anu | ‖X0‖ > anu) =
Pr(Mrn > anu)
rn Pr(‖X0‖ > anu)
+ o(1)→ θ (2.5)
and in the state space E,
L
(
rn∑
i=1
δXi/(anu)
∣∣∣∣∣Mrn > anu
)
 L
(
∞∑
j=1
δZj
)
, (2.6)
the law of
∑∞
j=1 δZj being equal to the one of
∑
t∈Z δY t conditionally on E.
Remark 2.6 (mean cluster size). A combination of (2.5) and (2.6) shows that
if Condition 2.4 holds, then for every u ∈ (0,∞) and as n→∞,
E
[
rn∑
i=1
1(‖Xi‖ > anu)
∣∣∣∣∣Mrn > anu
]
→ E
[∑
t∈Z
1(‖Y t‖ > 1)
∣∣∣∣∣E
]
=
1
θ
<∞.
In order to describe the limit of Nn, the following extension of condition
A(an) of Davis and Hsing (1995) is needed. We note that both of them are
implied by the strong mixing property.
Condition 2.7 (A′(an)). There exists a positive integer sequence (rn) such that
rn → ∞ and rn/n → 0 as n → ∞ and such that for every f ∈ C
+
K([0, 1] × E),
denoting kn = ⌊n/rn⌋,
E exp
{
−
n∑
i=1
f
(
i
n
,
Xi
an
)}
−
kn∏
k=1
E exp
{
−
rn∑
i=1
f
(
krn
n
,
Xi
an
)}
→ 0 .
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Theorem 2.8. If Conditions 2.4 and 2.7 hold, then for every u ∈ (0,∞) and
as n→∞,
Nn  N
(u) =
∑
i
∑
j
δ
(T
(u)
i
,uZij)
∣∣∣∣
[0,1]×Eu
,
in [0, 1]× Eu, where
1.
∑
i δT (u)
i
is a homogeneous Poisson process on [0, 1] with intensity θu−α;
2. (
∑
j δZij )i is an iid sequence of point processes in E, independent of
∑
i δT (u)
i
,
and with common distribution equal to the weak limit in (2.6).
In the setting of Theorem 2.8, the quantity θ in (2.2) is indeed the extremal
index of the sequence (‖Xt‖), that is, for all u ∈ (0,∞) and as n→∞,
Pr(Mn ≤ anu) = {Pr(‖X1‖ ≤ anu)}
nθ + o(1)→ e−θu
−α
.
2.3. Moving averages with random coefficients
Consider the process (Xt) in (1.2), a multivariate moving average process of
finite order and with random coefficient matrices. Fix two arbitrary norms on
Rq and Rd, and on Rd×q consider the corresponding operator norm. Without
any danger of confusion, all these norms are denoted by ‖ · ‖.
Joint regular variation of the process (Xt) will be established under the
following conditions:
(M1) The law of ξ0 is multivariate regularly varying of index α ∈ (0,∞) and
with spectral measure L(Θ) on Sq−1.
(M2) There exists β > α such that E‖Ci(0)‖
β <∞ for i = 0, . . . ,m.
(M3) For Θ as in (M1) and independent of {Ci(t)}, there exists i = 0, . . . ,m
such that Pr{‖Ci(0)Θ‖ > 0} > 0.
Theorem 2.9. Let (Xt) be as in (1.2). If (M1)–(M3) hold, then (Xt) is jointly
regularly varying of index α. As x→∞,
Pr(‖X0‖ > x)
Pr(‖ξ0‖ > x)
→
m∑
i=0
E‖Ci(0)Θ‖
α =: c > 0, (2.7)
and for s, t ∈ Z with s ≤ t and bounded and continuous f : (Rd)t−s+1 → R,
E
[
f
(
Xs
‖X0‖
, . . . ,
Xt
‖X0‖
) ∣∣∣∣ ‖X0‖ > x
]
(2.8)
→ c−1
m∑
i=0
E
[
f
(
Ci+s(s)Θ
‖Ci(0)Θ‖
, . . . ,
Ci+t(t)Θ
‖Ci(0)Θ‖
)
‖Ci(0)Θ‖
α
]
,
where Cj( · ) = 0 if j < 0 or j > m.
In view of Corollary 2.3, equation (2.8) determines the law of the spectral
process of (Xt) and thus also of the tail process itself. The candidate extremal
index θ is computed in Remark 5.5.
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3. Joint regular variation and the tail process
The principal aim of this section is to give the proofs of the results of subsec-
tion 2.1 on the connection between joint regular variation, the tail process and
the spectral process. The section is closed by a number of additional properties
of the spectral process in Theorems 3.2 and 3.3.
For the reader’s convenience, we first recall the concept of vague convergence
of measures; see e.g. Kallenberg (1983, chapter 15) or Resnick (1987, section 3.4).
Note that a subset K of E is compact if and only if it is closed as a subset of
[−∞,∞]d and does not contain the origin; a Radon measure µ on E is therefore
a Borel measure such that µ(Eu) < ∞ for every u ∈ (0,∞). A sequence of
Radon measures (µn) on E then converges vaguely to a Radon measure µ if∫
f dµn →
∫
f dµ as n → ∞ for every f ∈ C+K(E). In the sequel, integrals will
be denoted often in operator notation µ(f) =
∫
f dµ.
In the course of the proof of Theorem 2.1, the following equivalent charac-
terization of multivariate regular variation as defined in (1.3) will be needed.
Recall that a measurable function V : (0,∞) → (0,∞) is regularly varying of
index ρ ∈ R if V (xy)/V (x)→ yρ as x→∞ for all y ∈ (0,∞). A d-dimensional
random vector X is then regularly varying of index α ∈ (0,∞) if and only if
there exists a regularly varying function V of index −α and a nonzero Radon
measure µ on E such that, as x→∞,
1
V (x)
Pr(x−1X ∈ · )
v
→ µ( · ) (3.1)
(Resnick, 1986, p. 69). The measure µ is homogeneous of order −α; as a con-
sequence, it does not put any mass on hyperplanes through infinity. A possible
choice for the function V in (3.1) is V (x) = Pr(‖X‖ > x), in which case for all
u ∈ (0,∞) and with Θ as in (1.3),
µ({x | ‖x‖ > u,x/‖x‖ ∈ · }) = u−αPr(Θ ∈ · ). (3.2)
Part of the proof of Theorem 2.1 rests on the property that a certain class of
functions F ⊂ CK(E) is measure-determining, that is, two Radon measures µ
and ν on E coincide if and only if µ(f) = ν(f) for every f ∈ F . For the following
lemma, fix k, l ∈ N and identify Ek+l = [−∞,∞]k+l \ {0} with ([−∞,∞]k ×
[−∞,∞]l) \ {(0,0)}. Further, fix two arbitrary norms on Rk and Rl, both of
which are conveniently denoted by ‖ · ‖.
Lemma 3.1. Every Radon measure µ on Ek+l is uniquely determined by µ(f)
with f ranging over F1 ∪ F2 where
F1 = {f ∈ CK(E
k+l) | ∃u ∈ (0,∞) : ‖y1‖ ≤ u⇒ f(y1,y2) = 0},
F2 = {f ∈ CK(E
k+l) | f(y1,y2) = f(0,y2)}.
Proof. For n ∈ N, define φn(y1,y2) = min{max(n‖y1‖−1, 0), 1}where (y1,y2) ∈
Ek+l. Clearly φn ∈ F1. Moreover, as n → ∞, the sequence φn increases point-
wise to the indicator function of Fk,l = {(y1,y2) | y1 6= 0}.
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Let µ be a Radon measure on Ek+l and let g ∈ CK(E
k+l). We have to show
that µ(g) is uniquely determined by the values of µ(fi) with fi ranging over Fi
and i ∈ {1, 2}. Define the function f2 by f2(y1,y2) = g(0,y2); clearly f2 ∈ F2.
The function g can be decomposed as
g = (g − f2) + f2 = (g − f2)1Fk,l + f2 = limn→∞
(g − f2)φn + f2.
By the dominated convergence theorem, µ{(g−f2)φn}+µ(f2)→ µ(g) as n→∞.
Since (g − f2)φn ∈ F1 for every n, the lemma follows.
Proof of Theorem 2.1. (i) implies (iii). Without loss of generality, assume s ≤
0 ≤ t. By assumption, the law of (Xs, . . . ,Xt) is regularly varying at infinity
of index α. A possible choice for V in (3.1) is V (x) = Pr(maxi=s,...,t ‖Xi‖ > x).
The limit of Pr(‖X0‖ > x)/V (x) as x → ∞ must exists and since Pr(‖X0‖ >
x) ≤ V (x) ≤ (t − s + 1)Pr(‖X0‖ > x), this limit must be a finite, positive
constant. Therefore, an alternative choice for V in (3.1) is V (x) = Pr(‖X0‖ >
x): there exists a non-trivial Radon measure µs,t on E
(t−s+1)d such that as
x→∞,
1
Pr(‖X0‖ > x)
Pr{(x−1Xs, . . . , x
−1Xt) ∈ · }
v
→ µs,t( · ). (3.3)
By construction, the restriction of µs,t to the set {(ys, . . . ,yt) | ‖y0‖ > 1} is
a probability measure, say νs,t. Let (Y s, . . . ,Y t) be a random vector with law
νs,t. For f : (R
d)t−s+1 → R bounded and continuous, as x→∞,
E[f(x−1Xs, . . . , x
−1Xt) | ‖X0‖ > x]
→
∫
f(ys, . . . ,yt)1(‖y0‖ > 1)µs,t(dy) = E[f(Y s, . . . ,Y t)].
Here it was used that µs,t is homogeneous and therefore puts no mass on the
set of (ys, . . . ,yt) for which ‖y0‖ = 1 as well as on the set of vectors with at
least one infinite coordinate. The above display establishes the convergence in
distribution stated in (iii). By Kolmogorov’s extension theorem, there exists a
single random process (Y t)t∈Z such that for all s, t ∈ Z, the distribution of
(Y s, . . . ,Y t) is νs,t. The law of ‖Y 0‖ follows from the fact that the function
x 7→ Pr(‖X0‖ > x) is regularly varying of index −α.
(iii) implies (ii). Trivial.
(ii) implies (i). For every t ∈ N, the vector (X0, . . . ,Xt) will be shown to be
regularly varying of index α in the sense of (3.1) with V (x) = Pr(‖X0‖ > x).
The proof is by induction on t. The case t = 0 is trivial. So let t ≥ 1. For
x ∈ (0,∞), define the finite measure µx on E
(t+1)d by
µx( · ) =
1
Pr(‖X0‖ > x)
Pr{(x−1X0, . . . , x
−1Xt) ∈ · }.
It has to be shown that µx
v
→ µ as x → ∞ for some Radon measure µ on
E(t+1)d. Since µx({(y0, . . . ,yt) | ‖y0‖ > 1}) = 1, the vague limit, µ, provided it
exists, is certainly nonzero.
Vague convergence of µx will follow from the following two statements:
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(a) the family (µx)x is relatively compact in the vague topology;
(b) there can be at most one limit of µx as x→∞.
First, by Resnick (1987, Proposition 3.16), a necessary and sufficient condi-
tion for (a) is that supx µx(B) <∞ for every Borel set B with compact closure.
For such B, there exists u > 0 such that (y0, . . . ,yt) ∈ B implies ‖yi‖ > u for
some i ∈ {0, . . . , t}. But then, by stationarity,
µx(B) ≤ (t+ 1)
Pr(‖X0‖ > ux)
Pr(‖X0‖ > x)
.
Since Pr(‖X0‖ > ·) is regularly varying of index −α, (a) follows.
Second, to prove (b), it is sufficient to show that limx→∞ µx(f) exists for every
f in a measure-determining subset F of CK(E
(t+1)d). According to Lemma 3.1
with k = d and l = td, F = F1 ∪ F2 is such a set, where
F1 = {f | ∃u ∈ (0,∞) : f(y0, . . . ,yt) = 0 whenever ‖y0‖ ≤ u},
F2 = {f | f(y0,y1, . . . ,yt) = f(0,y1, . . . ,yt)}.
On the one hand, if f ∈ F1 with u as above, then by (ii),
µx(f) =
1
Pr(‖X0‖ > x)
E[f(x−1X0, . . . , x
−1Xt)1(‖x
−1X0‖ > u)]
=
Pr(‖X0‖ > ux)
Pr(‖X0‖ > x)
E[f(x−1X0, . . . , x
−1Xt) | ‖X0‖ > ux]
→ u−αE[f(uY 0, . . . , uY t)], x→∞.
On the other hand, if f ∈ F2, then by stationarity,
µx(f) =
1
Pr(‖X0‖ > x)
E[f(0, x−1X1, . . . , x
−1Xt)]
=
1
Pr(‖X0‖ > x)
E[f(0, x−1X0, . . . , x
−1Xt−1)],
the limit of which as x→∞ exists by the induction hypothesis.
Proof of Theorem 2.2. (i) Let s, t ∈ Z with s ≤ 0 ≤ t. Consider the following
subsets of E(t−s+1)d:
Es,t = {(ys, . . . ,yt) | 0 < ‖y0‖ <∞},
Ss,t = {(ys, . . . ,yt) | ‖y0‖ = 1}.
Further, define a bijection T : Es,t → (0,∞)× Ss,t by
T (ys, . . . ,yt) =
(
‖y0‖,
(
ys
‖y0‖
, . . . ,
yt
‖y0‖
))
.
Let µs,t be as in (3.3) and define the measure Φs,t on Ss,t by
Φs,t(B) = µs,t
(
T−1((1,∞)×B)
)
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for Borel-measurable B ⊂ Ss,t. Since the law of (Y s, . . . ,Y t) is equal to the re-
striction of µs,t to T
−1((1,∞)×Ss,t), the measure Φs,t is in fact equal to the law
of (Y s/‖Y 0‖, . . . ,Y t/‖Y 0‖) = (Θs, . . . ,Θt). Moreover, as µs,t is homogeneous
of order −α, for u ∈ (0,∞) and Borel sets B ⊂ Ss,t,
µs,t
(
T−1((u,∞)×B)
)
= u−αΦs,t(B). (3.4)
For u ≥ 1, the left-hand side is equal to Pr{‖Y 0‖ > u, (Θs, . . . ,Θt) ∈ B},
while the right-hand side is equal to Pr(‖Y 0‖ > u) Pr{(Θs, . . . ,Θt) ∈ B}. As
a consequence, ‖Y 0‖ and (Θ−s, . . . ,Θt) are independent. Since s and t were
arbitrary, (i) follows.
(ii) Let again s, t ∈ Z with s ≤ 0 ≤ t, and let g : (Rd)t−s+1 → R be bounded
and continuous and with the property that g(ys, . . . ,yt) = 0 if y0 = 0. By
stationarity and (3.3),
E[g(Y s−i, . . . ,Y t−i)]
= lim
x→∞
1
Pr(‖X0‖ > x)
E[g(x−1Xs−i, . . . , x
−1Xt−i)1(‖X0‖ > x)]
= lim
x→∞
1
Pr(‖X0‖ > x)
E[g(x−1Xs, . . . , x
−1Xt)1(‖Xi‖ > x)]
=
∫
g(ys, . . . ,yt)1(‖yi‖ > 1)µs∧i,t∨i(dy).
By the assumed property of g, the region of integration can be restricted to
{y | y0 6= 0}. By (3.4) applied to µs∧i,t∨i,
E[g(Y s−i, . . . ,Y t−i)] (3.5)
=
∫ ∞
0
E[g(rΘs, . . . , rΘt)1(r‖Θi‖ > 1)]d(−r
−α).
Let f be as in (ii) of the theorem and define
g(ys∧i, . . . ,yt∨i) = f
(
ys
‖yi‖
, . . . ,
yt
‖yi‖
)
(‖yi‖ ∧ 1). (3.6)
Since Θj = Y j/‖Y 0‖ and ‖Y 0‖ > 1,
E[f(Θs−i, . . . ,Θt−i)] = E
[
f
(
Y s−i
‖Y i−i‖
, . . . ,
Y t−i
‖Y i−i‖
)
(‖Y i−i‖ ∧ 1)
]
= E[g(Y (s∧i)−i, . . . ,Y (t∨i)−i)].
In combination with (3.5) applied to this particular function g, it follows that
E[f(Θs−i, . . . ,Θt−i)] is equal to∫ ∞
0
E[g(rΘs∧i, . . . , rΘt∨i)1(r‖Θi‖ > 1)]d(−r
−α).
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By definition of g in (3.6), the above expression can be rewritten as∫ ∞
0
E
[
f
(
Θs
‖Θi‖
, . . . ,
Θt
‖Θi‖
)
(‖rΘi‖ ∧ 1)1(r‖Θi‖ > 1)
]
d(−r−α).
Apply Fubini’s theorem and use the formula
∫∞
0 1(r‖Θi‖ > 1)d(−r
−α) = ‖Θi‖
α
to identify the above expression with the right-hand side of (2.1).
Proof of Corollary 2.3. (i) implies (iii). The stated convergence in distribution
follows from Theorem 2.1(iii) and the continuous mapping theorem. The connec-
tion between the tail process and the spectral process was already established
in Theorem 2.2(i).
(iii) implies (ii). Trivial.
(ii) implies (i). Let Y be a random variable independent of (Θt)t∈N and for
which Pr(Y > y) = y−α for y ∈ [1,∞). If we can show that as x→∞,
L
(
‖X0‖
x
,
X0
‖X0‖
, . . . ,
Xt
‖X0‖
∣∣∣∣ ‖X0‖ > x
)
 L(Y,Θ0, . . . ,Θt) (3.7)
then joint regular variation of (Xt) will follow from the continuous mapping
theorem and Theorem 2.1(ii) with Y t = YΘt. So let y ∈ [1,∞), t ∈ N and
f : C((Rd)t+1)→ R be bounded and continuous. We have
E
[
1
(
‖X0‖
x
> y
)
f
(
X0
‖X0‖
, . . . ,
Xt
‖X0‖
) ∣∣∣∣ ‖X0‖ > x
]
=
Pr(‖X0‖ > xy)
Pr(‖X0‖ > x)
E
[
f
(
X0
‖X0‖
, . . . ,
Xt
‖X0‖
) ∣∣∣∣ ‖X0‖ > xy
]
.
By regular variation of Pr(‖X0‖ > · ) and by (ii), the right-hand side converges
as x → ∞ to y−αE[f(Θ0, . . . ,Θt)] = E[1(Y > y)f(Θ0, . . . ,Θt)]. This finishes
the proof of (3.7) and therefore of the corollary.
In the remainder of this section, let (Xt)t∈Z be a stationary process in R
d,
jointly regularly varying of index α ∈ (0,∞) and with tail process (Y t) and
spectral process (Θt) with respect to a given norm ‖ · ‖.
Theorem 3.2. For t ∈ Z,
lim
δ↓0
lim
x→∞
Pr(‖X0‖ > δx | ‖Xt‖ > x) = E‖Θt‖
α.
Proof. By Theorem 2.1 and stationarity, as x→∞,
Pr(‖X0‖ > δx | ‖Xt‖ > x)
=
Pr(‖X0‖ > δx)
Pr(‖Xt‖ > x)
Pr(‖Xt‖ > x | ‖X0‖ > δx)→ δ
−α Pr(δ‖Y t‖ > 1).
From the spectral decomposition of (Y t) and Fubini’s theorem,
δ−α Pr(δ‖Y t‖ > 1) =
∫ ∞
δ
Pr(r‖Θt‖ > 1)d(−r
−α) = E{min(‖Θt‖, δ
−1)}α.
Let δ ↓ 0 to conclude the proof.
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Theorem 3.3. Fix t ∈ Z.
(i) For h ∈ C(Sd−1),
E[h(Θt/‖Θt‖)‖Θt‖
α] = E[h(Θ0)1(Θ−t 6= 0)]. (3.8)
and in particular E‖Θt‖
α = Pr(Θ−t 6= 0).
(ii) E‖Θt‖
α = 1 if and only if for every h ∈ C(Sd−1),
E[h(Θt/‖Θt‖)‖Θt‖
α] = E[h(Θ0)].
Proof. (i) Let z ∈ (0,∞) and define fz(y) = h(y/‖y‖)min(‖y‖
α, z) for y ∈
Rd \ {0} while fz(0) = 0. The function fz is bounded and continuous. Hence,
by Theorem 2.2(ii) with s = t = 0, for i ∈ Z,
E[h(Θ−i/‖Θ−i‖)min(‖Θ−i‖
α, z)] = E[fz(Θ−i)] (3.9)
= E[fz(Θ0/‖Θi‖)‖Θi‖
α]
= E[h(Θ0)min(1, z‖Θi‖
α)].
The case h ≡ 1 yields Emin(‖Θ−i‖
α, z) = Emin(1, z‖Θi‖
α), whence, by mono-
tone convergence, E‖Θ−i‖
α = Pr(Θi 6= 0). Let z →∞ in (3.9) to arrive at (3.8)
with t replaced by −i.
(ii) The ‘if’ part follows from h ≡ 1. The ‘only if’ part follows from (i).
4. Point processes
Convergence of the time-space point processNn in (1.1) is often referred to in the
literature as complete convergence. Complete convergence was claimed to hold
in Theorem 2.8. The atoms of the limit point process of Nn can be partitioned
into independent and identically distributed clusters, the distribution of which
can be written in terms of the tail process via Theorem 2.5. Moreover, the
Laplace functional of the cluster point process admits a succinct representation
in terms of the forward tail process (Y t)t∈N, see Theorem 4.1. All this is the
content of subsection 4.1.
Stripping the time or space coordinates from Nn yields the derived point
processes
N ′n =
n∑
i=1
δXi/an , (4.1)
N◦n =
n∑
i=1
δi/n1(‖Xi‖ > an), (4.2)
with state spaces E and [0, 1], respectively. Some known and new results on the
weak limits of these processes are given in subsection 4.2.
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4.1. Complete convergence and clusters of extremes
For convenience, write Xt = ‖Xt‖ and Yt = ‖Y t‖ for t ∈ Z as well as Mi,j =
max(Xi, . . . , Xj) for i, j ∈ Z with i ≤ j. Observe in particular that Mr = M1,r
for r ∈ N.
Proof of Theorem 2.5. By condition 2.4 and regular variation of the function
x 7→ Pr(X0 > x), for all u, v ∈ (0,∞),
lim
m→∞
lim sup
n→∞
Pr(M−rn,−m ∨Mm,rn > anuv | X0 > anu) = 0. (4.3)
As a consequence, for every v, ε ∈ (0,∞) there exists m ∈ N such that for
all r ∈ N with r ≥ m we have Pr(maxm≤|i|≤r Yj > v) ≤ ε. This proves that
Pr(lim|t|→∞ Yt = 0) = 1.
For m,n ∈ N, define
θn =
Pr(Mrn > anu)
rn Pr(X0 > anu)
, (4.4)
θn,m = Pr(Mm ≤ anu | X0 > anu), (4.5)
θYm = Pr
(
max
i=1,...,m
Yi ≤ 1
)
,
and recall θ in (2.2). By Segers (2005, section 2, p. 332), lim infn→∞ θn > 0.
Further, from the definition of the tail process, θn,m → θ
Y
m as n → ∞, while
by monotone convergence, θYm → θ as m → ∞. Finally, by Segers (2005, Theo-
rem 3.1, eq. (5)),
lim
m→∞
lim sup
n→∞
|θn − θn,m| = 0.
It follows that θ = limn→∞ θn > 0, as required. The proof of the identity
θ = Pr(E) is postponed until the end.
Consider now f ∈ C+K(E). There exists v ∈ (0, 1] such that f(x) = 0 if
‖x‖ ≤ v. For s, t ∈ Z such that s ≤ t, write
cn(s, t) = exp
{
−
t∑
i=s
f(Xi/(anu))
}
.
We have
E[cn(1, rn) |Mrn > anu] =
E[cn(1, rn)1(Mrn > anu)]
Pr(Mrn > anu)
.
Split the event {Mrn > anu} according to the first time that the maximum is
reached to get
E[cn(1, rn)1(Mrn > anu)] (4.6)
=
rn∑
j=1
E[cn(1, rn)1(anu ∨Mj−1 ≤ Xj =Mrn)].
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Fix m ∈ N and let n ∈ N be large enough so that rn ≥ 2m+ 1. For j ∈ N such
that m+1 ≤ j ≤ rn−m, if Mj−m−1∨Mj+m,rn ≤ anuv, then cn(1, rn) = cn(j−
m, j+m− 1) while anu∨Mj−1 ≤ Xj = Mrn is equivalent to anu∨Mj−m,j−1 ≤
Xj =Mj−m,j−m+1. Hence, for such j,∣∣E[cn(1, rn)1(anu ∨Mj−1 ≤ Xj = Mrn)] (4.7)
− E[cn(j −m, j +m− 1)1(anu ∨Mj−m,j−1 ≤ Xj = Mj−m,j+m−1)]
∣∣
is bounded by
Pr(Mj−m−1 ∨Mj+m,rn > anuv,Xj > anu)
≤ Pr(M−rn,−m ∨Mm,rn > anuv,X0 > anu),
in view of stationarity, 0 < v ≤ 1, and 0 ≤ cn ≤ 1. By stationarity, the second
expectation in (4.7) does not depend on j. Hence, in view of (4.6),∣∣E[cn(1, rn)1(Mrn > anu)]
− rnE[cn(−m,m− 1)1(anu ∨M−m,−1 ≤ X0 =M−m,m−1)]
∣∣
≤ 2mPr(X0 > anu) + rn Pr(M−rn,−m ∨Mm,rn > anuv,X0 > anu).
Divide by Pr(Mrn > anu) and recall θn in (4.4) to see that εn,m defined by∣∣E[cn(1, rn) |Mrn > anu]
− θ−1n E[cn(−m,m− 1)1(anu ∨M−m,−1 ≤ X0 = M−m,m−1) | X0 > anu]
∣∣.
is bounded by
rn Pr(Xj > anu)
Pr(Mrn > anu)
(
2m
rn
+ Pr(M−rn,−m ∨Mm,rn > anuv | X0 > anu)
)
.
From (4.3) and limn θn = θ > 0, it follows that limm lim supn εn,m = 0. There-
fore, by definition of the tail process, as n→∞,
E[cn(1, rn) |Mrn > anu)]
→ θ−1E
[
exp
(
−
∑
t∈Z
f(Y i)
)
1
(
sup
t<0
Yt < Y0 = sup
t∈Z
Yt
)]
.
The special case f = 0 yields θ = Pr(E). This identity in combination with the
previous display yields (2.6).
The description of the weak limit
∑
j δZj in (2.6) involves the distribution of
the double sided tail process (Y t)t∈Z. In many cases the distribution of the for-
ward tail process (Y t)t≥0 is much more easily accessible than the one of the back-
ward tail process, (Y t)t≤0. This is the case for instance for Markov chains such
as the random coefficient autoregressive process defined by Xt = AtXt−1+Bt
for t ∈ Z, where (At,Bt) are independent random elements in R
d×d×Rd satisfy-
ing certain conditions (Kesten, 1973). Its forward tail process is a multiplicative
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random walk, Y t = At · · ·A1Y 0 for positive integer t, but the backward tail
process is to be constructed from the forward one via e.g. Theorem 2.2. It is
interesting then that in general, the Laplace functional of
∑
j δZj can also be
described using the forward tail process only.
Theorem 4.1. The Laplace functional of
∑
j δZj in (2.6) is given by
Ee
−
∑
j
f(Zj) = θ−1
∫ ∞
0
E
[
e−
∑
∞
i=0
f(yΘi)1
(
y sup
i≥0
‖Θi‖ > 1
)
−e−
∑
∞
i=1
f(yΘi)1
(
y sup
i≥1
‖Θi‖ > 1
)]
d(−y−α)
for f ∈ C+K(E). If additionally f(x) = 0 whenever ‖x‖ ≤ 1, then
Ee
−
∑
j
f(Zj) = 1− θ−1E
[
e−
∑
∞
i=1
f(Y i) − e−
∑
∞
i=0
f(Y i)
]
Proof. Take u ∈ (0,∞) and f ∈ C+K(E). There exists v ∈ (0, 1] such that
f(x) = 0 whenever ‖x‖ ≤ v. Hence
E
[
e−
∑
rn
i=1
f(Xi/(anu))
∣∣∣Mrn > anu]
=
1
Pr(Mrn > anu)
E
[
e−
∑
rn
i=1
f(Xi/(anu))1(Mrn > anu)
]
=
Pr(Mrn > anuv)
Pr(Mrn > anu)
E
[
e−
∑
rn
i=1
f(Xi/(anu))1(Mrn > anu)
∣∣∣Mrn > anuv].
By Theorem 2.5 and regular variation of Pr(‖X0‖ > · ), we have Pr(Mrn >
anuv)/Pr(Mrn > anu)→ v
−α as n→∞. For s, t ∈ Z such that s ≤ t, put
cn(s, t) = e
−
∑
t
i=s
f(Xi/(anu))1(Ms,t > anu).
Note that cn(1, rn) = cn(min In,max In) with In = {i = 1, . . . , rn | ‖Xi‖ >
anuv}. Hence, by an argument similar to the proof of Theorem 3.1 in Segers
(2005) [see also the proof of Theorem 1 in Segers (2003)],
lim
m→∞
lim sup
n→∞
|E[cn(1, rn) |Mrn > anuv]− θ
−1
n,mAn,m| = 0
with θn,m as in (4.5) and
An,m = E[cn(0,m)− cn(1,m)1(Mm > anuv) | ‖X0‖ > anuv].
From the proof of Theorem 2.5, limm limn θn,m = θ. Hence, by definition of the
tail process
lim
m→∞
lim
n→∞
An,m = E
[
e−
∑
∞
i=0
f(vY i)1
(
v sup
i≥0
‖Y i‖ > 1
)
−e−
∑
∞
i=1
f(vY i)1
(
v sup
i≥1
‖Y i‖ > 1
)]
= A.
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As a consequence,
Ee
−
∑
j
f(Zj) = lim
n→∞
E
[
e−
∑
rn
i=1
f(Xi/(anu))
∣∣∣Mrn > anu] = v−αθ−1A.
From the spectral decomposition of the tail process (Y t),
v−αA =
∫ ∞
v
E
[
e−
∑
∞
i=0
f(yΘi)1
(
y sup
i≥0
‖Θi‖ > 1
)
−e−
∑
∞
i=1
f(yΘi)1
(
y sup
i≥1
‖Θi‖ > 1
)]
d(−y−α).
As ‖Θ0‖ = 1 and 0 < v ≤ 1, the integrand is equal to zero for 0 < y ≤ v. Hence
the domain of integration can be extended to (0,∞). The second formula follows
from the first one upon noting that ‖Θ0‖ = 1 and θ = Pr(supi≥1 ‖Y i‖ ≤ 1).
Proof of Theorem 2.8. Let (Xk,j)j∈N, with k ∈ N, be independent copies of
(Xj)j∈N, and define
Nˆn =
kn∑
k=1
Nˆn,k with Nˆn,k =
rn∑
j=1
δ(krn/n,Xk,j/an).
By Condition 2.7, the weak limits of Nn and Nˆn must coincide. By Kallenberg
(1983, Theorem 4.2) it is enough to show that the Laplace functionals of Nˆn
converge to those of N (u). Take f ∈ C+K([0, 1] × Eu). It is convenient to adopt
a convention that f(t,x) = 0 for all (t,x) 6∈ Eu. There exists M ∈ (0,∞) such
that 0 ≤ f(t,x) ≤M1(‖x‖ > u). Hence as n→∞,
1 ≥ Ee−Nˆn,kf ≥ Ee−M
∑
rn
i=1
1(‖Xi‖>anu)
≥ 1−Mrn Pr(‖X0‖ > anu) = 1− o(1).
In combination with the elementary bound 0 ≤ − log z − (1 − z) ≤ (1 − z)2/z
for z ∈ (0, 1], it follows that as n→∞,
− logEe−Nˆnf = −
kn∑
k=1
log Ee−Nˆn,kf =
kn∑
k=1
(1− Ee−Nˆn,kf ) + o(1).
By (2.5), kn Pr(Mrn > anu)→ θu
−α for u ∈ (0,∞) and as n→∞. Hence
kn∑
k=1
(1− Ee−Nˆn,kf )
= kn Pr(Mrn > anu)
kn∑
k=1
1
kn
E
[
1− e
−
∑
rn
j=1
f(krn/n,Xj/an)
∣∣∣∣Mrn > anu
]
= θu−α
kn∑
k=1
1
kn
E
[
1− e
−
∑
rn
j=1
f(krn/n,Xj/an)
∣∣∣∣Mrn > anu
]
+ o(1).
B. Basrak and J. Segers/Multivariate time series 18
Let Tn be a random variable, uniformly distributed on {krn/n | k = 1, . . . , kn}
and independent of (Xj). By the previous display, as n→∞,
kn∑
k=1
(1− Ee−Nˆn,kf ) = θu−αE
[
1− e
−
∑
rn
j=1
f(Tn,uXj/(uan))
∣∣∣∣Mrn > anu
]
+ o(1).
By (2.6) and since Tn converges in law to a random variable T that is uniformly
distributed on (0, 1), the expressions in the previous display converge as n→∞
to
θu−αE
[
1− e
−
∑
j
f(T,uZj)
]
=
∫ 1
0
E
[
1− e
−
∑
j
f(t,uZj)
]
θu−α dt. (4.8)
It remains to be shown that the right-hand side above equals − log Ee−N
(u)f for
N (u) as in the theorem.
Define g(t) = E exp{−
∑
j f(t, uZj)} for t ∈ [0, 1]. Since
∑
i δT (u)
i
is indepen-
dent of the iid sequence (
∑
j δZij )i,
Ee−N
(u)f = Ee
−
∑
i
∑
j
f(T
(u)
i
,uZij) = Ee
∑
i
log g(T
(u)
i
).
The right-hand side is the Laplace functional of a homogeneous Poisson process
on [0, 1] with intensity θu−α evaluated in − log g, which is equal to
exp
(
−
∫ 1
0
{1− g(t)}θu−α dt
)
see e.g. Embrechts et al. (1997, Lemma 5.1.12); note that 0 ≤ g ≤ 1. By defini-
tion of g, the integral in the exponent is equal to the one in (4.8).
The fact that complete convergence in Theorem 2.8 might hold was already
mentioned without proof in Davis and Hsing (1995) with a reference to Mori
(1977).
4.2. Derived point processes
Omitting the time component from the point processes Nn in (1.1) yields the
point processes N ′n in (4.2), living in the state space E. The limit behavior of N
′
n
has been studied in Davis and Hsing (1995, section 2) and Davis and Mikosch
(1998, section 2) with the aim of determining asymptotics of sum-type func-
tionals of (Xt) such as sample autocovariances and sample autocorrelations.
Besides Condition 2.4, the following one is used in these papers.
Condition 4.2 (A(an)). There exists a positive integer sequence (rn) such that
rn →∞ and rn/n→ 0 as n→∞ and such that for every f ∈ C
+
K(E), denoting
kn = ⌊n/rn⌋,
E exp
(
−
n∑
i=1
f(Xi/an)
)
−
{
E exp
(
−
rn∑
i=1
f(Xi/an)
)}kn
→ 0 .
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Clearly A(an) is weaker than our condition A
′(an), but both of them are
satisfied for strongly mixing series. Note that in Davis and Hsing (1995) and
Davis and Mikosch (1998) step functions rather than continuous functions are
used in the definition of A(an).
Using Theorem 2.5 the asymptotic behavior of (N ′n) can be described in
somewhat more detail than what can be found in Davis and Hsing (1995) and
Davis and Mikosch (1998). In particular, the limit of the point processes (N ′n)
can be described via the tail process or spectral process of (Xt). The proof of
the following theorem is similar to but simpler than the one of Theorem 2.8 and
is therefore omitted.
Theorem 4.3. Under the assumptions of Theorem 2.5, if also Condition 4.2
holds, then N ′n  N
′ as n→∞ in E, where
N ′ =
∑
i
∑
j
δPiQij
consisting of the following ingredients:
1. a non-homogeneous Poisson process
∑
i δPi on (0,∞) with intensity mea-
sure ν( dy) = θαy−α−1 dy for y ∈ (0,∞);
2. an iid sequence (
∑
j δQij )i of point processes in R
d, independent of
∑
i δPi ,
and with common law equal to the one of
∑
j δZj/M , whereM = supj ‖Zj‖.
Remark 4.4. By the continuous mapping theorem, the common distribution
of the point processes
∑
j δQij in the second item is equal to the weak limit as
n→∞ in
L
(
rn∑
i=1
δXi/Mrn
∣∣∣∣∣Mrn > anu
)
 L
(∑
t∈Z
δΘt
∣∣∣∣∣E
)
.
Note that the event E in (2.4) can be expressed in terms of the spectral process
as well.
Stripping the space component from the processes Nn in (1.1) yields the
processes N◦n in (4.2) with state space [0, 1]. It is well-known that under ap-
propriate mixing conditions, the processes N◦n converge weakly to a compound
Poisson process (Leadbetter and Rootze´n, 1988; Hsing et al., 1989). The distri-
bution of the cluster sizes has been derived for several special Markovian models
(de Haan et al., 1989; Klu¨ppelberg and Pergamenchtchikov, 2006).
From Theorem 2.8 with u = 1 and Kallenberg (1983, Theorem 4.2), the limit
behavior of N◦n follows at once. The distribution of the cluster sizes can be
described in terms of the random variable
ν =
∞∑
i=1
1(‖Y i‖ > 1). (4.9)
Note that θ = Pr(ν = 0).
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Corollary 4.5. Under the assumptions of Theorem 2.8, N◦n → N
◦ as n → ∞
in [0, 1], where N◦ =
∑
i κkδTi is a compound Poisson process consisting of: a
homogenous Poisson process
∑
i δTi on [0, 1] with intensity θ; an iid sequence
(κi) of positive integer valued random variables, independent of
∑
i δTi , and with
common law equal to the one of κ =
∑
j 1(‖Zj‖ > 1). Moreover, for s ∈ [0,∞)
and for integer k ≥ 1,
Ee−sκ = 1− (1− e−s)θ−1Ee−sν ,
Pr(κ = k) = θ−1{Pr(ν = k − 1)− Pr(ν = k)}.
Proof. Only the last statement requires some explanation: The first formula is
a consequence of Theorem 4.1 with f(x) = s1(‖x‖ > 1); note that Pr(‖Y i‖ =
1) = 0 for all i ∈ Z and that
∑∞
i=0 1(‖Y i‖ > 1) = 1 + ν. The second for-
mula follows from the first one by properties of probability generating functions
together with Leibniz’ product rule.
Remark 4.6 (univariate processes). Let (Xt)t∈Z be a stationary univariate
time series, jointly regularly varying of index α ∈ (0,∞) and with tail process
(Yt) and spectral process (Θt), the norm being of course the absolute value | · |.
By construction, the random variable Θ0 takes values on the zero-dimensional
unit sphere S0 = {−1, 1}, and as x→∞,
Pr(X0 > x)
Pr(|X0| > x)
→ Pr(Y0 > 1) = Pr(Θ0 = 1) =: p.
Denote X+t = max(Xt, 0), Y
+
t = max(Yt, 0), and Θ
+
t = max(Θt, 0). If p > 0,
then the process (X+t ) is jointly regularly varying of index α ∈ (0,∞) as well;
the law of its tail process is equal to the conditional law of (Y +t ) given Y0 > 1,
while the law of its spectral process is equal to the conditional law of (Θ+t ) given
Θ0 = 1. By (2.3), the candidate extremal index of (|X
+
t |) = (X
+
t ) and therefore
also of (Xt) itself is given by
lim
t→∞
lim
x→∞
Pr
(
max
i=1,...,t
Xi ≤ x
∣∣∣∣X0 > x
)
= Pr
(
sup
i≥1
Yi < 1
∣∣∣∣Y0 > 1
)
= E
[
sup
i≥0
(Θ+i )
α − sup
i≥1
(Θ+i )
α
∣∣∣∣Θ0 = 1
]
.
Cluster size probabilities of (Xt) are to be derived via Corollary 4.5 from the
law of
∑
i≥1 1(Yi > 1) conditionally on Y0 > 1.
5. Moving averages with random coefficients
In this section, Theorem 2.9 is proven by means of a version of Breiman’s (1965)
lemma adapted to regularly varying processes. The following version for multi-
variate regular variation appears as Proposition A.1 in Basrak et al. (2002b).
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Lemma 5.1. Let Z be a k-dimensional random column vector and let A be a
d×k random matrix, independent of Z. Assume that Z is multivariate regularly
varying of index α ∈ (0,∞), i.e. there exist a regularly varying function V of
index −α and a nonzero Radon measure µ on Ek such that as x→∞,
1
V (x)
Pr(x−1Z ∈ · )
v
→ µ( · ).
If E‖A‖β <∞ for some β > α, then in Ed, as x→∞,
1
V (x)
Pr(x−1AZ ∈ · )
v
→ E[µ ◦A−1( · )].
If V (x) = Pr(‖Z‖ > x), then there exists a random vector Θ on Sk−1 such
that µ(f) = E[
∫∞
0
f(uΘ) d(−u−α)] for µ-integrable functions f . Therefore, for
independent copies of A and Θ and as x→∞,
Pr(‖AZ‖ > x)
Pr(‖Z‖ > x)
→ E[µ({x | ‖Ax‖ > 1})] = E‖AΘ‖α. (5.1)
Note that E‖AΘ‖α ≤ E‖A‖α < ∞. If additionally Pr(‖AΘ‖ > 0) > 0, then
also E‖AΘ‖α > 0, so that ‖AZ‖ and ‖Z‖ are tail equivalent. The following
result provides a version of Breiman’s lemma for processes.
Lemma 5.2. Let (Zt)t∈Z be a stationary sequence of random column vectors
in Rk and let (At)t∈Z be a stationary sequence of random d × k matrices, in-
dependent of (Zt). Assume (Zt) is regularly varying of index α ∈ (0,∞) and
spectral process (Θt). If, for independent copies of (At) and (Θt),
(a) E‖A0‖
β <∞ for some β > α,
(b) Pr(‖A0Θ0‖ > 0) > 0,
then (AtZt) is regularly varying of index α as well, and for s, t ∈ Z with s ≤ t
and f : (Rd)t−s+1 → R bounded and continuous, as x→∞,
E
[
f
(
AsZs
‖A0Z0‖
, . . . ,
AtZt
‖A0Z0‖
) ∣∣∣∣ ‖A0Z0‖ > x
]
(5.2)
→
1
E‖A0Θ0‖α
E
[
f
(
AsΘs
‖A0Θ0‖
, . . . ,
AtΘt
‖A0Θ0‖
)
‖A0Θ0‖
α
]
.
Proof. Let h : (Rd)t−s+1 → R be bounded and continuous. In view of eqs. (3.4)
and (5.1) as well as Lemma 5.1, as x→∞,
E[h(x−1AsZs, . . . , x
−1AtZt) | ‖A0Z0‖ > x]
→
1
E‖A0Θ0‖α
∫ ∞
0
E[h(uAsΘs, . . . , uAtΘt)1(u‖A0Θ0‖ > 1)] d(−u
−α).
Apply this relation to the function h(xs, . . . ,xt) = f(xs/‖x0‖, . . . ,xt/‖x0‖) to
see that as x→∞, the left-hand side of (5.2) converges to
1
E‖A0Θ0‖α
∫ ∞
0
E
[
f
(
AsΘs
‖A0Θ0‖
, . . . ,
AtΘt
‖A0Θ0‖
)
1(u‖A0Θ0‖ > 1)
]
d(−u−α).
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By Fubini’s theorem, this is equal to the right-hand side of (5.2).
Remark 5.3 (candidate extremal index). In the setting of Lemma 5.2, the
candidate extremal index of (AtZt) in (2.2)–(2.3) is equal to
lim
t→∞
lim
x→∞
Pr
(
max
i=1,...,t
‖AiZi‖ ≤ x
∣∣∣∣ ‖A0Z0‖ > x
)
=
E[supi≥0 ‖AiΘi‖
α − supi≥1 ‖AiΘi‖
α]
E‖A0Θ0‖α
. (5.3)
Remark 5.4 (linear combinations). Let (Xt) be a stationary sequence of ran-
dom d-dimensional column vectors, regularly varying of index α ∈ (0,∞) and
with spectral process (Θt). Let a be a nonzero d-dimensional column vector.
By (5.1), as x→∞,
Pr(|a′X0| > x)
Pr(‖X0‖ > x)
→ E|a′Θ0|
α.
If a′Θ0 is not degenerate at zero, then E|a
′Θ0| > 0, and by Lemma 5.2, the
univariate process (a′Xt) is jointly regularly varying of index α, the law of its
spectral process (Θat ) being given by
E[f(Θas , . . . ,Θ
a
t )] =
1
E|a′Θ0|α
E
[
f
(
a′Θs
|a′Θ0|
, . . . ,
a′Θt
|a′Θ0|
)
|a′Θ0|
α
]
for integer s, t ∈ Z with s ≤ t and for integrable f : Rt−s+1 → R. By (5.3),
lim
t→∞
lim
x→∞
Pr
(
max
i=1,...,t
|a′Xi| ≤ x
∣∣∣∣ |a′X0| > x
)
=
E[supi≥0 |a
′Θi|
α − supi≥1 |a
′Θi|
α]
E|a′Θ0|α
. (5.4)
Similarly, by Remark 4.6, if Pr(a′Θ0 > 0) > 0, writing (z)
α
+ = {max(z, 0)}
α,
lim
t→∞
lim
x→∞
Pr
(
max
i=1,...,t
a′Xi ≤ x
∣∣∣∣a′X0 > x
)
=
E[supi≥0(a
′Θi)
α
+ − supi≥1(a
′Θi)
α
+]
E(a′Θ0)α+
. (5.5)
If Conditions 2.4 and 2.7 (or weaker versions tailored to a) hold, then (5.4) and
(5.5) are the extremal indices of (|a′Xt|) and (a
′Xt), respectively.
Proof of Theorem 2.9. We have Xt =
∑m
i=0Ci(t)ξt−i = AtZt with At =
(C0(t), . . . ,Cm(t)) a random matrix of dimension d × k where k = (m + 1)q
and Zt = (ξ
′
t, . . . , ξ
′
t−m)
′ a random column vector of length k. The processes
(At) and (Zt) are stationary and independent of each other.
As the random vectors ξt are mutually independent, it is straightforward
to determine the tail process of (Zt). First we specify the norms used in the
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sequel. OnRk ∼= (Rq)m+1, consider the norm ‖(x0, . . . ,xm)‖ = maxi=0,...,m ‖xi‖
constructed from the chosen norm on Rq. The corresponding operator norm on
Rd×k ∼= (Rd×q)m+1 is given by ‖(c0, . . . , cm)‖ = maxi=0,...,m ‖ci‖, constructed
in the same way from the operator norm on Rd×q. Further, for i = 0, . . . ,m, let
ei be the k × q matrix
ei = (0, . . . ,0, Iq,0, . . . ,0)
′,
where 0 and Iq represent the q × q zero and identity matrices, respectively, Iq
appearing at position i. For i ∈ Z such that i < 0 or i > m, let ei be the k × q
zero matrix.
Let Y be a random variable with survival function Pr(Y > y) = y−α for
y ∈ [1,∞) and independent of Θ in (M1). Put Y = YΘ. Assumption (M1)
entails that L(x−1ξ0 | ‖ξ0‖ > x)  L(Y ) as x → ∞. Let M be uniformly
distributed on {0, 1, . . . ,m} and independent of Y , Θ, and {Ci(t)}. Since the
sequence (ξt) is iid, L(x
−1Z0 | ‖Z0‖ > x)  L(eMY ) as x → ∞. Note that
eiY is a column vector of length k = (m + 1)q of which all entries are equal
to zero except for those from position iq + 1 to iq + q, which coincide with the
entries of Y . Put Y t = eM+tY for t ∈ Z. Then for s, t ∈ Z with s ≤ t and as
x→∞,
L(x−1Zs, . . . , x
−1Zt | ‖Z0‖ > x) L(Y s, . . . ,Y t).
Observe that Y t = 0 for t ∈ Z such that |t| > m, which is intuitively obvious
from the construction of (Zt). Since ‖eiΘ‖ = ‖Θ‖ = 1 for i = 0, . . . ,m, the
spectral process of (Zt) is simply Θt = eM+tΘ for t ∈ Z.
Having established joint regular variation of (Zt), we only need to apply
Lemmas 5.1 and 5.2. Conditions (a) and (b) of Lemma 5.2 follow from conditions
(M2) and (M3) of the theorem, respectively. Note that for t ∈ Z,
AtΘt = (C0(t), . . . ,Cm(t))eM+tΘ = CM+t(t)Θ, (5.6)
where Ci(t) = 0 if i < 0 or i > m. By (5.1), as x→∞,
Pr(‖X0‖ > x)
Pr(‖Z0‖ > x)
→ E‖A0Θ0‖
α =
1
m+ 1
m∑
i=0
E‖Ci(0)Θ‖
α.
Equation (2.7) now follows from Pr(‖Z0‖ > x) ∼ (m + 1)Pr(‖ξ0‖ > x) as
x→∞. Further, by (5.2) and (5.6), the left-hand side of (2.8) converges to
1
E‖CM (0)Θ‖α
E
[
f
(
CM+s(s)Θ
‖CM (0)Θ‖
, . . . ,
CM+t(t)Θ
‖CM (0)Θ‖
)
‖CM (0)Θ‖
α
]
.
Condition on the value of M to arrive at the right-hand side of (2.8).
Remark 5.5 (candidate extremal index). By (5.3) and the proof of Theo-
rem 2.9, for the moving average process (Xt) in (1.2), the candidate extremal
index in (2.2) is equal to
θ =
∑m
i=0 E[supt≥0 ‖Ci+t(t)Θ‖
α − supt≥1 ‖Ci+t(t)Θ‖
α]∑m
i=0 E‖Ci(0)Θ‖
α
.
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Since (C0(t), . . . ,Cm(t)) is stationary when indexed over t ∈ Z, the numerator
on the right-hand side is a telescoping sum, whence
θ =
E[maxi=0,...,m ‖Ci(i)Θ‖
α]∑m
i=0 E‖Ci(0)Θ‖
α
. (5.7)
Remark 5.6 (finite-cluster condition). The moving average (Xt) in (1.2) sat-
isfies the finite-cluster condition 2.4 under the following additional moment re-
striction on ‖Ci(0)‖:
(M2’) For all γ ∈ (0, 2α) and all i ∈ {0, 1, . . . ,m}, we have E‖Ci(0)‖
γ <∞.
More precisely, under the assumptions of Theorem 2.9 with (M2) replaced by
(M2’), Condition 2.4 holds for every integer sequence rn → ∞ for which there
exists ε ∈ (0, 1) such that rn = O(n
1−ε) as n→∞. The proof is straightforward
and can be obtained from the authors. Of course, if the process {Ci(t)} is row-
wise independent, then the moving average (Xt) is itself (m+1)-dependent, so
that Conditions 2.4 and 2.7 both hold and θ in (5.7) is the extremal index of
(‖Xt‖).
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