The Iterative Filtering method is a technique developed recently for the decomposition and analysis of nonstationary and nonlinear signals. In this work, we propose two alternative formulations of the original algorithm which allows to transform the iterative filtering method into a direct technique, making the algorithm closer to an online algorithm. We present a few numerical examples to show the effectiveness of the proposed approaches.
Introduction
The iterative filtering (IF) method is, as the name suggests, an iterative algorithm proposed by Lin et al. in 2009 [27] as an alternative to the well known empirical mode decomposition (EMD) method. The EMD is part of the so-called Hilbert-Huang transform (HHT) technique [22] for the analysis of nonstationary and nonlinear signals. The aim of the EMD and IF is the decomposition of a given signal into simple components, defined by Huang [22] as intrinsic mode functions (IMFs), which are oscillatory functions that fulfills two empirical properties: the two curves connecting Antonio Cicone antonio.cicone@univaq.it 1 Istituto Nazionale di Alta Matematica, P.le Aldo Moro 5, 00185, Roma, Italy 2 DISIM, Università degli Studi dell'Aquila, via Vetoio n.1, 67100, L'Aquila, Italy 3 Gran Sasso Science Institute, Via Michele Jacobucci, 2, 67100 L'Aquila, Italy respectively the maxima and minima of an IMF have to be symmetric with respect to the horizontal line; the number of zero crossing must equal plus or minus one the number of local extrema of an IMF [5] .
Once a nonstationary and nonlinear signal has been decomposed into IMFs with different scales, it is possible to study its properties to unravel potentially hidden features. Furthermore, such decomposition allows for a more accurate time-frequency analysis of the signal itself. The EMD and IF decomposition methods have been applied to the study of a wide variety of datasets. For instance, in Medicine, they have been used for the automatic identification of seizure-free electroencephalographic signals [33] , for the study of the gastroesophageal reflux disease [26] , for the derivation of the respiratory sinus arrhythmia from the heartbeat time series [1] , for the analysis of the heart rate variability [15] , to denoise the electrocardiographic signal and correct the baseline wander [3] , to study the dengue virus spread [20] , for the identification of the coupling between prefrontal and visual cortex [18] , to sense the instantaneous heart rate and instantaneous respiratory rate from photoplethysmography signals [11] ; in Geophysics, for the study of the evolution of land surface air temperature trend [24] , to analyze the global mean sea-level rise [4] , for the extraction of the solar cycle signal from the stratospheric data [14] , to identify near-fault ground-motion characteristics [28] , for the study of electromagnetic field observations from satellites during earthquakes [2] , for the study of the equatorward boundary of the auroral oval [29] ; in Engineering, to diagnose faults in rotating machinery [25] , to separate two sources from a single-channel recording [30] , to control the wind response of a building with variable stiffness tuned mass damper [35] , to improve the detection of thermal bridges in buildings [38] , to improve the detection of chemical plumes [10] ; in Information Technology, to analyze images [31] and texture [32] ; in Economics, to analyze the price of the crude oil [40] . This seemingly long list of applications is actually far from being complete. Consider, in fact, that the first paper ever published on the EMD method [22] is one of the most cited paper in signal processing.
In a recent work [13] , the complete numerical analysis of the IF has been addressed. One of the consequences of this analysis is that the IF algorithm convergence is guaranteed a priori and, assuming a periodical boundary extension of a signal, the IF can be implemented on a computer using the fast Fourier transform (FFT). The derived method, called fast iterative filtering (FIF), is consistently faster than EMD and it allows to reformulate the IF method to become a direct algorithm. We recall that the study of the IF method for more general boundary conditions as been tackled in [7] . Furthermore, the extension of IF to higher dimensions and multivariate signals have been studied in [6, 12] . Finally, it is important to remind here that the IF algorithm can be generalized to become the so-called adaptive local iterative filtering (ALIF) method which allows to better identify chirps contained in a signal. However, the analysis of the ALIF technique is still in progress [8, 9, 34] .
The rest of the paper is organized as follows: in Section 2, we propose two new alternative formulations of IF as a direct technique, whereas in Section 3, we study a few numerical examples to show the performance and stability of these newly proposed methods compared with the original IF and FIF methods as well as with well established techniques available in the literature. We start this section by recalling the basic IF method when applied to a discrete signal s(t), t ∈ R. We assume for simplicity and without losing generality that s is supported on [0, T ], T ∈ R, sampled at n points t j = j n−1 T , with j = 0, . . . , n − 1, and a sampling rate which allows to capture all its fine details, so that aliasing will not play any role. The goal of the algorithm is to decompose s into IMFs. Given the matrix as follows:
the main step of IF is given by the following:
where s 1 = s, and w(t j ) is what is called a window/filter. A filter is given by any nonnegative, even, and compactly supported function with area equal to one and support in [−L, L]. In [13] , it was proven that if the filter is chosen as convolution of a filter function with itself then it can be guaranteed a priori the convergence of the IF algorithm. L is called filter length and is calculated based on the signal s itself [13] . We recall also the following:
Theorem 1 (Convergence of IF [13] ) Given a discrete signal s, a filter function w produced as convolution of a filter function with itself and whose support length is based on the signal under study and assuming to extend periodically at the boundaries the signal, then the first IMF is given by the following:
where DFT and IDFT stand for discrete Fourier transform and inverse discrete Fourier transform respectively, D is a diagonal matrix containing on the diagonal the eigenvalues of W , U is a matrix having as columns the eigenvectors of the circulant matrix W , and N 0 is the number of iterations needed to compute the first IMF, based on a predefined stopping criterion.
We point out that subsequent IMFs can be computed using the same formula applied to the remainder s − M k=1 IMF k , where M represents the number of IMFs already computed.
Thanks to this theorem the computation of s m+1 can be made fast using the FFT. This is the idea behind what is called the FIF algorithm [13] .
The computation of the filter length L is an important step of the IF technique. As mentioned before, its value is based solely on the signal itself. This property makes the IF and FIF methods nonlinear. In fact, if we consider two signals p and q where p = q, assuming IMFs(•) represent the decomposition of a signal into IMFs by IF and FIF, the fact that we choose the filter length L based on the signal itself implies that in general as follows:
This property is what makes IF and all the derived methods unique in their kind.
From (3), it is clear that the role of the iterations is that of sending to zero all the eigenvalues of I − D which are not equal to 1 and preserving unchanged the eigenvalues equal to 1. Therefore, we can make the iterative method to become a direct one by properly transforming the eigenvalues of I − D. This is the idea behind both the direct fast iterative filtering (dFIF) and the hard thresholding fast iterative filtering (htFIF) that we are going to present.
We point out here that the algorithmic complexity of FIF method is driven by the FFT calculation which is the bottle neck in this algorithm. Therefore, the algorithmic complexity of FIF is O(n log(n)) where n is the length of the signal under study.
Direct fast iterative filtering
The direct fast iterative filtering (dFIF) works as follows: given the eigenvalues λ i ∈ σ (W ), for i = 1, . . . , n, where σ (W ) is the spectrum of the matrix W , we set a threshold τ and a value κ, so that we can estimate an appropriate value for N 0 which allows to compute each IMF in one step. In particular, we choose the following:
In doing so, we ensure that the power N 0 of the maximum eigenvalue 1 − λ i smaller than τ becomes roughly equal to κ. The rationale behind this formula comes from the study made in [13] . In that work, it was proven that IF and FIF algorithms, if no stopping criterion is adopted, converge for each IMF to the projection of a given signal into the eigenspace of the zero eigenvalues of W . We recall here that the matrix W is constructed based on the signal itself, which makes this kind of methods to be nonlinear. When a stopping criterion is adopted then also the nonzero eigenvalues of W come into play. In particular, it was proven in [13] Theorem 5 that, if a stopping criterion is adopted, after N iterations of IF and FIF algorithms, the given signal is projected into the eigenspaces of each eigenvalue λ i proportionally to the quantity (1 − λ i ) N . Clearly, if λ i = 0 then (1 − λ i ) N = 1 for any N ∈ N. Otherwise, i.e., when λ i ∈ (0, 1], it results that (1 − λ i ) N < 1 whose value decreases to 0 as N → ∞. We recall that σ (W ) ⊆ [0, 1] whenever the filter is constructed as convolution of a filter with itself [13] , which is the sufficient condition that is used to guarantee the a priori convergence of IF and FIF algorithms. Hence, when the IF and FIF algorithms iterate just a finite number of steps, the derived IMF are reacher in terms of nonstationarities than the one produced after infinitely many iterations.
We are now ready to understand the idea behind formula (4) . We want the contributions associated with the eigenvalues reasonably different from zero to become negligible. Therefore, we look for max 1−λ i <τ (1−λ i ) N 0 ≈ κ where τ is close to 1 and κ small enough. In order to tune these two parameters, we run tests in the following numerical examples section.
The pseudo code of the dFIF method is given in Algorithm 1
Assuming that IMF FIF and IMF dFIF represent the IMF computed by FIF and dFIF respectively, the relative error induced by this approach in the calculation of the first IMF, with respect to the first IMF computed via FIF algorithm, can be estimated as follows:
The error goes to zero if the value N dFIF = N 0 , estimated using (4), equals the number of steps N FIF needed by the FIF algorithm to compute the first IMF.
We point out that in [13] the authors proposed another formula for the a priori computation of N 0 . However, such formula provides only a rough overestimate of the actual number N 0 , whereas formula (4), with a proper tuning of its parameters τ and κ, can provide a better, if not exact, estimate for the value N 0 .
The dFIF has the advantage of speeding up the calculations with respect to the FIF method and potentially having a zero err dFIF error if the N 0 computed via (4) matches the number of iterations required by the FIF algorithm.
However, it is important to point out here that the error we are computing in formula (5) is not evaluated with respect to the exact solution which is in real applications unknown. The FIF decomposition represents by itself only an approximation of the exact one. Therefore having a zero err dFIF is not necessarily the perfect measure of the quality of the decomposition. In all the artificial examples presented in the following, we do compute formula (5) by substituting IMF FIF with the corresponding ground truth component.
Another important observation regards the algorithmic complexity of this newly proposed method. It is O(n log(n)), where n is the length of the signal under study, as for the FIF algorithm. However, the dFIF is faster because allows to compute each IMF in one step, whereas FIF computes them in a number of steps that is in general strictly bigger than 1.
Hard Thresholding
The other possible approach is called hard thresholding fast iterative filtering (htFIF): we set to zero all the eigenvalues of the diagonal matrix I − D in (3) which are smaller than a threshold τ , and we leave unchanged all the other eigenvalues. We call this newly constructed diagonal matrix B.
The pseudo code of the htFIF is given in Algorithm 2
Assuming IMF FIF and IMF htFIF represent the IMF computed by FIF and htFIF respectively, the relative error induced by this second approach in the calculation of the first IMF, with respect to the first IMF computed via FIF algorithm, can be estimated as follows:
The advantage of htFIF with respect to the dFIF is that we have only one parameter to tune. In this case, the value of err htFIF cannot become zero in general and the decomposition we expect to be, potentially, less accurate than the ones produced using either dFIF or FIF methods.
We point out that, likewise for (5), also formula (6) can be computed for all the artificial examples presented in the following by substituting IMF FIF with the corresponding ground truth component.
Regarding the algorithmic complexity of htFIF method, it is always O(n log(n)), where n is the length of the signal under study. Likewise dFIF, also htFIF is faster than FIF because it allows to compute each IMF in one step.
Numerical examples
In this section, we run comparisons of the decompositions produced via IF, FIF, dFIF, and htFIF. We remind that IF and FIF methods are identical from a mathematical point of view; they differ only from a computational time point of view [13] . In particular, FIF is faster than IF thanks to its implementation based on the FFT. The decompositions produced by these two versions of the method implemented in Matlab are identical up to machine precision.
We compare results and performance of the previously mentioned methods with the ones of the so-called ensemble empirical mode decomposition (EEMD) [39] , which is a stable version of the well-known EMD method [22] , and the ones of the singular spectrum analysis 1 (SSA) algorithm [16, 17, 19, 21, 36, 37] . Regarding the tuning of the EEMD, we set the ensemble number NE to 200 and the ratio between the standard deviation of the added noise and that of the signal, the so-called Nstd, to 0.2. For the SSA, we choose as embedding dimension M one-fourth of the signal length.
All the calculations presented in this section have been performed on a laptop equipped with an Intel Core i7-8550U CPU, 1.80 GHz, 16.0 GB RAM, Windows 10 Pro, and Matlab R2018a. The IF, FIF, dFIF, and htFIF codes are available at www. cicone.com.
Regarding the filter selection in the IF algorithms, as recalled in the previous sections, in order to guarantee a priori the convergence of the IF, FIF, dFIF, and htFIF methods, it is sufficient to choose the filter to be a function obtained as convolution of a filter function with itself [13] . In this work, we adopt as a filter function one of the Fokker-Planck filters proposed in [9] ; in particular, we use the specific filter included in all the versions of the IF algorithms available online. 2 The Fokker-Planck filters have the valuable property of being compactly supported and smooth on the entire real line. The dependency of the decomposition on the filter chosen is still under investigation and it will be the subject of a future work.
We recall here that real-life signals contain either quasi-stationary simple components or the so-called chirps, which are simple components with quick changes in their instantaneous frequencies, or combinations of these two kind of simple components. IF algorithm and its alternative versions can handle any kind of signal; however, they tend to decompose chirps into several quasi-stationary components. For this reason, as explained in the section "Introduction," it was developed the socalled adaptive local iterative filtering (ALIF) algorithm [9] which boils down to IF when the signal contains only quasi-stationary signals, but it can separate in a more meaningful way signals containing chirps. The analysis of ALIF is still ongoing [8, 9, 34] . For these reasons, the study of signals containing chirps goes beyond the scope of the current work.
Example 1
We start with the toy example shown in Fig. 1 which is sampled in 1600 points and is produced as the summation of the two oscillatory signals that are plotted in the same figure.
We compute the relative errors of dFIF and htFIF for different values of τ and κ. The results are shown in the left and right panel of Fig. 2 . From this analysis, we see that the optimal τ for htFIF is in the interval ≈ [0.65, 0.95]. Whereas, from the dFIF method results, it follows that either we select τ > 0.95 and κ ≈ 0.56 or τ ∈ [0.65, 0.95] and κ ≈ 0.02. Based on these results, we decide to set from now on τ = 0.98 and κ = 0.56 for dFIF and τ = 0.9 for htFIF. Using these values, we produce the decompositions plotted in the left panel of Fig. 3 which we compare with the decompositions produced by the original FIF method, the SSA algorithm, and the EEMD technique.
From a computational time point of view, in Table 1 , we report the running times required by the different algorithms.
The relative errors for dFIF, htFIF, FIF, SSA, and EEMD decompositions versus the ground truth are represented in Fig. 4 . These relative errors have been computed following the idea proposed in (5) and (6).
Example 2
In this example, we study the stability of the proposed techniques. We consider the previous toy example shown in Fig. 1 , this time sampled in 16000 points, and we perturb it with Gaussian white noise producing a signal whose signal-to-noise ratio (SNR) is − 5 dB, Fig. 5 where μ stands for the mean, s is the noisy signal, and n represents the additive noise. In the right panel of Fig. 5 , we show the last five IMFs produced using the standard FIF method. This method is known to be robust to perturbations [13] . As a matter of fact, the method reconstructs the ground truth even in presence of heavy noise, Fig. 3 Left panel, first IMF ground truth of example 1 compared with the first IMF produced using the standard FIF algorithm, dFIF with τ = 0.98 and κ = 0.56, htFIF with κ = 0.9, SSA reconstruction generated adding together the first 3 components, EEMD reconstruction produced adding together the first 5 components. Right panel, differences between the ground truth and the first IMF produced via different methods shown in the left panel as proven by the last and third from the bottom IMFs plotted in the right panel of Fig. 5 . We observe that the main differences between the IMFs and the ground truth are at the boundaries. The boundaries create, in general, a problem in this kind of decompositions. Studying an appropriate solution to this problem goes beyond the scope of this work, we refer the interested reader to [7] . Similar results are produced using dFIF, htFIF, and EEMD, as shown in Fig. 6 and right panel of Fig. 7 . SSA allows to generate the two IMFs if we add together respectively the first four components and from the fifth to nineteenth component produced using this technique, left panel of Fig. 7 . Based on these results, we can claim that also these newly proposed techniques are stable to perturbations of the signal under analysis.
The relative errors for dFIF, htFIF, FIF, SSA, and EEMD decompositions versus the ground truth are represented in Fig. 8 . Like for example 1, these relative errors have been computed following the idea proposed in (5) and (6) .
From the computational time point of view, in Table 2 , we report the running times required by the different algorithms.
From these and the previous example results, it becomes clear that the ability of the proposed methods to decompose nonstationary signals are comparable with the one of the EEMD and SSA algorithms and that, from a computational time point of view, the proposed methods outperform all the previously developed methods.
Considering the high computational cost of EEMD and SSA and that their performance is comparable with the performance of IF, FIF, dFIF, and htFIF methods, from now on we focus on the comparison of the newly developed methods with the IF and FIF decompositions and performance. 
Example 3
We consider now a toy example produced using five oscillatory signals containing roughly 1.2 × 10 7 sample points each, a portion of this signal is plotted in the left panel of Fig. 9 . From now on, for simplicity, we plot only a randomly chosen interval: all the sample points between 10 6 and 1.1 × 10 6 .
We first run the decomposition using the standard IF and FIF methods. As explained in the beginning of this section, the two techniques produce identical results up to machine precision; hence, for simplicity, we consider and plot only the decomposition produced using the FIF method. The produced IMFs are compared with the ground truth components using both a point-by-point comparison, left panel of Fig. 10 , and a point-by-point subtraction, right panel of Fig. 10 . We plot a pointby-point subtraction because the errors are small and cannot be detected otherwise. For this very reason, we opted to enlarge the scale in the right plot of Fig. 10 and in both panels in Fig. 11 to show the errors that would be otherwise hardly visible.
Then, we apply dFIF and htFIF methods and we subtract the produced IMFs from the ground truth data, as shown in Fig. 11 . Also, in this case, we prefer to show the difference between the produced decomposition and the ground truth because their differences are small, and again we need to use a much smaller vertical scale in order to visualize properly the errors. Studying the relative errors (5) and (6) for each IMF, computed with respect to the ground truth instead of the IMF computed via FIF, right panel of Fig. 9 , as expected, on average, both newly proposed methods produce less accurate decompositions with respect to the original FIF method. Whereas, from a computational time point of view, we clearly have an improvement with both newly proposed techniques ( Table 3 ).
We point out that, in Table 3 , we report the overall running time of the algorithm, including also the time spent by the method to save results. This time is in percentage big when the dataset contains many points as in this example. This is the reason why we do pass from an average of 4 iterations for each IMF to a direct method, but we simply halve the computational time.
Example 4
We test now the three algorithms on a real life signal, the length of the day (LOD) dataset, 3 which is shown in the left panel of Fig. 12 , and contains 2 × 10 4 sample points. The LOD measures the fluctuations with respect to a reference value of the daily Earth rotation time length. This signal has been extensively studied in the past, [23] and references therein, and its subtle variations have been related to interactions between the dynamic atmosphere and Earth itself.
In Fig. 13 , we compare the decomposition produced using FIF with the ones produced using dFIF and htFIF. To properly compare the IMFs produced by the three methods, we computed each IMF using the remainder generated by the FIF algorithm. In doing so, we can measure meaningful relative errors err dFIF and err htFIF for each IMF, right panel of Fig. 12 .
From the relative errors (5) and (6) plot, Fig. 12 , we see that, in this example, both newly proposed methods produce decompositions that are in general different from the FIF decomposition and that the dFIF method performs always better than the htFIF algorithm. This is expected from the fact that the htFIF requires just one parameter tuning, whereas the dFIF method requires two parameters tuning, but it produces a decompositions much closer to the FIF one.
We remind once more that the FIF decomposition, that we are using here as a reference, is not producing in general the exact ground truth as shown in In between parentheses, we report the number of IMFs N IMF as well as the average number of iterations needed to compute each IMF the previous examples. In fact, it requires by itself the tuning of the delta parameter [5, 9] . The computational time required by the three methods as well as the basic IF are reported in Table 4 . We point out that, in this example, the FIF method required, on average, 17 iterations to compute each of the 22 IMFs produced in the decomposition, whereas the two newly proposed methods are direct; therefore, they do not need any iteration.
In Table 5 , we summarize the computational time performance versus the length n of the signals studied in the previous examples.
From this table, it is evident that both newly proposed method allow always to accelerate the calculations passing from an iterative approach to a direct one.
