We report on systematic numerical and experimental investigations of electromagnetically induced transparency (EIT) to determine temperatures in an ultracold atomic gas. The technique relies on the strong dependence of EIT on atomic motion (i.e., Doppler shifts), when the relevant atomic transitions are driven with counterpropagating probe and control laser beams. Electromagnetically induced transparency permits thermometry with satisfactory precision over a large temperature range, which can be addressed by the appropriate choice of Rabi frequency in the control beam. In contrast to time-of-flight techniques, thermometry by EIT is fast and nondestructive, i.e., essentially it does not affect the ultracold medium. In an experimental demonstration we apply both EIT and time-of-flight measurements to determine temperatures along different symmetry axes of an anisotropic ultracold gas. As an interesting feature we find that the temperatures in the anisotropic atom cloud vary in different directions.
I. INTRODUCTION
Precise thermometry is a crucial requirement in the field of ultracold atomic gases, e.g., as prepared by laser cooling and trapping [1, 2] . Possibly the most prominent method to determine temperatures of cold ensembles is based on timeof-flight (TOF) measurements of a ballistic expansion [1] . To implement TOF measurements a probe beam propagates usually below a cloud of trapped atoms. When the trap is switched off the atoms fall down into the region of the probe beam while expanding due to their finite temperature. The temporal evolution of the probe beam absorption yields information on the velocity of the expansion and hence the temperature of the atomic cloud perpendicular to the probe beam (i.e., in the transversal direction with regard to the beam). Time-of-flightbased thermometry is simple to implement and data analysis is straightforward. Nevertheless, TOF measurement still requires an extension of the experimental setup and sufficient space for the atomic expansion. Moreover, TOF measurement is a destructive method, i.e., the cold atoms are gone after the measurement. Techniques related to TOF measurement (e.g., release and recapture [3] or absorption imaging [4] ) exhibit similar advantages and problems. We note that there are also a number of alternative techniques to determine temperatures of ultracold atoms, e.g., based on trap-center oscillations [5] , recoil-induced resonances [6] , fluorescence intensity correlations [7] , analysis of the spatial emission cone of spontaneous Stokes photons [8] , or population transfer in a stimulated Raman transition [9] .
In the following we will deal with a rather different approach for thermometry of ultracold ensembles, based on electromagnetically induced transparency (EIT) [10] . Electromagnetically induced transparency serves to drive a quantum system (which is otherwise opaque for a probe laser beam) to * thorsten.peters@physik.tu-darmstadt.de transparency within a narrow frequency window (determined by a control laser beam). For noncollinear alignment of the probe and control beam EIT becomes very sensitive to atomic motion. Recently, this feature of EIT was exploited to determine temperatures. In a first demonstration the dependence of the spectral bandwidth of EIT was measured as a function of the angle between the probe and control beam [11, 12] . Analysis of the angle dependence yields information on the temperature of the medium. We note that also measurements of an EIT-driven preparation of slow light or stored light yields information on the temperature of the medium via determination of dephasing rates [13] [14] [15] . The same holds true for measurements of EIT-driven stationary light [16] [17] [18] . However, all the latter approaches toward EIT-based thermometry are still quite complex, e.g., with regard to data analysis. In this work we present a rather straightforward and simple approach for thermometry of ultracold atoms by EIT. In contrast to Refs. [11, 12] , our concept avoids the tedious and time-consuming extraction of temperatures from EIT data for various beam directions (i.e., necessary changes in the experimental setup). As we will discuss theoretically, demonstrate numerically, and prove experimentally, we can deduce temperatures from simple EIT spectra, provided we match the EIT bandwidth roughly with the Doppler shifts in the medium (i.e., the expected temperature regime). This significantly simplifies and speeds up experiment and data analysis in EIT thermometry, yielding temperatures with satisfactory precision. As we will discuss below, our simple version of EIT thermometry enables essentially nondestructive measurement, easy switching between different temperature regimes, and application to geometries that otherwise are hardly accessible by TOF measurement (e.g., long, thin media) [19] . Nevertheless, we can also combine the technique with TOF measurement in order to simultaneously measure the temperature along different directions in anisotropic media. In typical EIT experiments (e.g., slow light or stored light), temperature determination from EIT data comes at no extra costs. In the following sections we will briefly review the concept of EIT, numerically investigate the effect of finite temperatures upon EIT spectra, define conditions for successful implementation of EIT thermometry, and finally demonstrate EIT and a combination of EIT and TOF thermometry in an anisotropic ultracold medium of 87 Rb.
II. THEORY Figure 1 shows the (relevant) atomic level scheme for EIT, implemented in 87 Rb atoms. A standard EIT -type coupling scheme involves two ground or metastable states |1 and |2 , as well as an excited state |3 (see black levels in Fig. 1 ). Initially the quantum system is prepared in state |1 . The weak probe laser couples the ground state |1 with the excited state |3 . The strong control laser couples the metastable state |2 with the excited state |3 . Without the control laser, the probe laser experiences absorption. With the control laser, we must consider the dressed eigenstates |a ± of the strongly driven two-level subsystem of states |2 and |3 . The dressed states read |a ± ≈ 1/ √ 2(|2 ± |3 ). Due to quantum interference of the probe-induced transitions between the ground state |1 and the dressed states |a ± absorption of the probe laser cancels at two-photon resonance. This is the essence of EIT [10] . When we keep the control laser fixed at the resonance frequency ω 23 and vary the detuning p of the probe laser from the resonance ω 13 , we observe EIT when the probe laser is tuned close to the resonance ω 13 . The spectral bandwidth of the EIT window is determined by the Rabi frequency of the control laser (see below).
We consider now the specific implementation of EIT in the hyperfine level scheme of the D 2 line of 87 Rb atoms. We use circularly polarized probe and control laser beams with opposite directions of rotation σ ± to drive transitions between magnetic sublevels, described by quantum numbers F and m F . We assign the states as follows: State |1 corresponds to |F = 1,m F = −1 , state |2 corresponds to |F = 1,m F = +1 , and state |3 corresponds to |F = 1,m F = 0 (see Fig. 1 ). These three states would be sufficient for an already quite appropriate description of EIT in 87 Rb atoms. However, for a description at larger precision (i.e., as desired for EIT-based thermometry) we will include also some additional off-resonant couplings (dark gray states in Fig. 1 ) [20] . There are two additional excited states |4 (corresponding to |F = 0,m F = 0 ) and |5 (corresponding to |F = 2,m F = 0 ) in the vicinity of state |3 . Also states |4 and |5 can mediate two-photon Raman-type couplings between the ground states |1 and |2 . Moreover, there is also an excited state |6 (corresponding to |F = 2,m F = −2 ), which enables an additional excitation channel from the ground state |1 . We will include these additional couplings to states |4 , |5 , and |6 in our numerical analysis below, though we could also ignore them for a rough treatment of EIT when the lasers are tuned close to the excited state |3 and the optical density is not too large. Inclusion of these states in the calculation changes the absorption through the medium by a few percent.
With the frequencies ω x and the wave vectors k x of the probe and control laser (described by indices x = p,c), we write the electric fields
We note that the excitation scheme with σ + and σ − polarizations and excited states with m F = 0 is possible only for perfectly copropagating or counterpropagating beams (i.e., collinear geometries). In noncollinear beam arrangement it is impossible to define pure circular polarization for both waves simultaneously. In this case we had to consider additional couplings also to magnetic sublevels m F = 0 of the exited states F = 1,2. Thus a simple collinear geometry with k p = ± k c offers significant advantages for theoretical description, experimental implementation, and data analysis. The Rabi frequencies (ij ) p,c for ground states i = 1,2 and excited states j = 3,4,5 are
with the dipole transition moments μ ij . For the D 2 line of 87 Rb the dipole moments are μ 13 = μ 23 = 5/24μ 0 , μ 14 = μ 24 = − √ 1/6μ 0 , and μ 15 = μ 25 = √ 1/24μ 0 , where μ 0 = J = 1/2 er J = 3/2 is the reduced dipole moment [21] . We define the detunings p = ω p − ω 13 and c = ω c − ω 23 of the probe and control laser with respect to the corresponding transitions at ω 13 and ω 23 , respectively. The parameters δ ij define the frequency spacings between states |i and |j .
In the following we assume that the control laser is far detuned from the transition between states |1 and |6 . In this case the off-resonant coupling to state |6 induces a Stark shift S of |1 according to
The six-level scheme reduces to an effective five-level scheme with the Stark shift S as an additional parameter. The Hamiltonian H(z,t) of the five-level scheme in the Dirac 063416-2 representation and rotating-wave approximation reads
The upper left 3 × 3 block of this matrix corresponds to the well-known Hamiltonian of a simple three-level coupling scheme without further off-resonant couplings as mentioned above.
To determine now the optical properties of the EIT-driven medium, we solve the Liouville equation for the density matrix ρ. The equation reads
with the total time derivative d/dt = ∂/∂t + v∂/∂ r involving the atomic velocity v and the relaxation matrix
, which includes all decay rates.
We will calculate now the absorption coefficientα as a function of the probe detuning p and the medium temperature T . We consider the case of a weak probe field, which does not change the population distribution. By solving Eq. (5) we obtain the coherenceρ 13 , which allows us to calculate the polarization density at the relevant probe transition. From this we obtain the imaginary part of the linear susceptibility Imχ (1) and finally the absorption coefficient aŝ
with the peak absorption coefficientα 0 , the total decay rate of the excited state |3 , and the coherence decay rate γ of ρ 21 . We note that the decay and dephasing rates of other states are of no importance. For simplicity, we have also set ( 
23) c
≡ c . The parametersC j are given bỹ
,
with the wave vector mismatch k = 0 (or k = 2k) for collinear (or anticollinear) probe and control beams. The normalized velocity distribution W (v) is
with the Boltzmann constant k B and the atomic mass m. As Eq. (8) indicates, the spectrum is maximally insensitive to atomic motion in the case of collinear probe and control beams. The spectrum is maximally sensitive to atomic motion in the case of anticollinear probe and control beams. The absorption by the medium as a function of the probe detuning and temperature is then given by
with the medium density n and length L. In the following we will refer to α 0 =α 0 nL as the peak optical density.
III. NUMERICAL SIMULATIONS
For our numerical simulations of EIT in a Doppler broadened medium according to Eqs. (6)- (10), we split the medium into 500 velocity classes ranging from −2.5v a to 2.5v a , with the most probable atomic velocity v a = √ 2k B T /m at a given temperature T . To accurately describe the realistic situation in an atomic cloud, we assume a nonuniform density distribution n(r) with Gaussian shape. The distance r is defined with respect to the center of the atomic cloud. In a typical experiment r is in the same range as the probe beam radius. In the numerical simulation we divide the medium into 100 ringlike sections of discrete densities n(r i ) and average the parameters A(r i ).
We discuss now the variation of the EIT spectrum (i.e., the EIT window) when we change the probe and control beam geometry and the temperature. If probe and control beams are collinear (and their carrier frequencies are equal) the wave-vector mismatch is k = 0. As the Doppler shift of the Raman transition is given by kv, the EIT spectra do not depend at all upon atomic motion. The medium becomes transparent at two-photon resonance, independent of the temperature (neglecting effects such as collisional broadening). Provided the decoherence rate of the ground state is γ = 0, the absorption is reduced to exactly zero at two-photon resonance. If γ = 0, the EIT effect becomes less pronounced, i.e., the peak transparency is reduced. We change now to an anticollinear beam configuration of the probe and control beam. In this case we get a large wave-vector mismatch k = 2k. Thus the EIT window becomes very sensitive to atomic motion. Transmission at two-photon resonance is now significantly reduced (see Fig. 2 ). Obviously, the depth of the EIT dip decreases with increasing temperature. We note that this also holds true for nonvanishing decoherence rates γ = 0. Hence we can use the depth of the EIT dip (i.e., residual absorption at two-photon resonance) as a measure for the temperature of the medium.
Besides the temperature, also the decoherence rate γ and the control Rabi frequency c affect the EIT window. Thus we will investigate now the variation of the EIT window with the latter parameters in order to determine conditions for successful implementation of EIT thermometry at sufficient precision. From the basic theory of EIT we know that the EIT bandwidth (i.e., the 1/e half-width of the EIT window) is given by ω EIT = ( c ) 2 /2 √ α 0 [10] . Thus the EIT bandwidth increases proportionally to the control laser intensity. It is also well known that the decoherence rate γ essentially has the same effect as the temperature. An increase in the decoherence rate decreases the contrast of the EIT effect, which relies on coherent interaction. Thus an increase in the decoherence rate reduces the dip depth. Fig. 3(b) , where we plot the derivative of the residual absorption for several EIT bandwidths vs the Doppler shifts. For much smaller EIT bandwidths, Doppler broadening dominates over EIT in the spectra, i.e., the absorption is high [red in Fig. 3(a) ]. For much larger EIT bandwidths, Doppler broadening is negligible and we drive all velocity classes toward EIT [blue in Fig. 3(a) ].
To apply EIT for thermometry, we are interested in finding the optimum control Rabi frequency (i.e., the EIT bandwidth) for a certain temperature, which allows us to obtain the temperature with the highest relative precision. Thus we plot in Fig. 4 (a) a numerical simulation of the residual absorption at the EIT dip vs control Rabi frequency and temperature for a vanishing ground-state decoherence rate γ = 0. In the contour plot a strong variation of the residual absorption (i.e., the EIT dip depth) with the temperature T at a given Rabi frequency c is indicated by a large density of lines in the horizontal direction.
We estimate the relative precision T /T attainable by thermometry via EIT as follows: We obtain the temperature by fitting calculated spectra to experimental data. Therefore, the precision will ultimately depend on the signal-to-noise ratio of our experimental data, given that all other parameters can be precisely determined. As we will justify in Sec. V, the typical uncertainty of the absorption of our measurements is A = 2.5%. We therefore estimate the relative precision T /T by taking the derivative dA/dT of the residual absorption A shown in Figs Fig. 4(c) ] the precision approaches for all Rabi frequencies and temperature ranges T /T = 0.08 under optimum conditions. It is worth noting that this extremum occurs not at the aforementioned strongest dependence of the absorption on the temperature where ω EIT / ω D ≈ 2, but at a slightly lower value of about 1.5. Nevertheless, this is a rough requirement for optimum performance only and still permits some flexibility in the exact value of the Rabi frequency. As an important consequence of the latter conclusion we note for vanishing decoherence rate γ = 0 that ff we match the Rabi frequency to the desired temperature range, the dependence of the EIT dip upon control Rabi frequency and temperature will basically look always the same as depicted in Fig. 4(a) regardless of the temperature range in which we operate. Thus also the relative precision T /T of EIT-based thermometry will be the same in all temperature regimes. This is a very interesting feature of EIT-based thermometry. It enables application also at very large or very small temperatures without further reducing the precision.
We note that the dependence of the EIT dip upon control Rabi frequency and temperature (or EIT bandwidth and Doppler width, respectively) remains similar also for a nonvanishing decoherence rate γ = 0. Figure 4(b) depicts the residual absorption similar to Fig. 4(a) 
With regard to EIT-based thermometry, decoherence plays a role similar to that of the temperature, i.e., both reduce the depth of the EIT dip. Nevertheless, thermometry by EIT is still possible also for nonvanishing decoherence as long as γ does not exceed ω EIT or ω D . This is shown in Fig. 4(d) , where the overall precision is reduced as compared to a vanishing decoherence rate [see Fig. 4(c) ]. Also the optimum precision decreases for decreasing control Rabi frequency (i.e., EIT bandwidth) due to a nonvanishing γ . The decoherence rate γ = 0.008 in our experiment permits EIT thermometry down to approximately 500 nK. We could even achieve a lower decoherence rate (hence a lower temperature limit) by reducing the transient broadening due to a fast scan of the probe laser (see Sec. V). We note that EIT thermometry is applicable also to media at much higher temperatures than typically achieved by laser cooling. Electromagnetically induced transparency thermometry (as presented here) works fine as long as the single-photon Doppler width does not exceed the natural linewidth . In our experiment this corresponds to an upper temperature limit of several hundred mK. For even higher temperatures, the spectra become more complicated [20] . In addition, the large two-photon Doppler shift is detrimental to the spectral resolution. In principle we can compensate for this by a probe and control beam geometry deviating from the exact anticollinear configuration (i.e., for 0 < k < 2k). However, this leads to a more complicated coupling scheme due to the difficulty in defining pure polarizations of the laser beams.
IV. EXPERIMENTAL SETUP
The experimental setup consists of a vapor cell magnetooptical trap (MOT) for 87 Rb and two external cavity diode lasers (ECDLs) as major components. A dispenser (SAES Getters) produces rubidium vapor inside an ultrahigh vacuum (UHV) glass cell (Japan Cell, dimensions 70 × 25 × 25 mm 3 ). We apply two rectangular coils in an anti-Helmholtz configuration to provide a magnetic field gradient in the MOT of approximately 8 G/cm along the short coil axes and 0.4 G/cm along the long axis. The minimum switching time of the magnetic quadrupole field is in the range of 1 ms. Three orthogonal pairs of Helmholtz coils placed around the UHV cell serve to compensate for stray magnetic fields.
Two identical home-built ECDLs in a Littrow configuration provide the laser beams, yielding a total output power of 100 mW each (laser diodes from Axcel Photonics, model Probe and control beams drive the transition |F = 1 → |F = 1 , but with opposite circular polarizations (compare Fig. 1 ). In the experiment we keep the control laser frequency fixed at resonance, while we scan the probe laser frequency with an AOM (AA Opto-Electronic, model MT80-B30A1-IR) driven by an analog rf driver (Brimrose, model VFF-80-50-V-B1-F1). The two beams propagate along the major axis of the cigar-shaped atom cloud with an angular separation of less than 1
• in between (see Fig. 5 ). The probe beam has a power of 2 nW and is mildly focused to a diameter of 300 μm (1/e 2 full width of the intensity). The control beam provides powers of up to 900 μW and is collimated to a diameter of 3.6 mm (1/e 2 full width of the intensity). This yields control Rabi frequencies up to 1.6 . Thus the probe beam is slightly smaller than the atom cloud, while the control beam fully covers the cloud and the probe beam. The probe intensity after propagation through the cold atoms is collected with a lens and guided by a multimode fiber (with a core diameter of 200 μm) to an avalanche photo diode (APD) (Laser Components, model SAR500H1B). The amplified output of the APD is sent to an oscilloscope for data acquisition.
063416-5
A counterboard (National Instruments, model PCI-6602) controls the timings of magnetic field and laser pulses. We cool and trap the atoms for 95 ms and then switch off the magnetic quadrupole field to yield an adjustable period of optical molasses. Afterward we optically pump the system into state |F = 1,m F = −1 by simultaneously turning on the pumping and control beams. After a delay of 60 μs we turn on the probe beam with a rectangular temporal pulse profile. The probe pulse duration is 60 μs for EIT experiments and 10 ms for TOF measurement. During the TOF measurements we tune the probe laser to the transition |F = 1 → |F = 1 and simply block the control beam. During the EIT experiments we sweep the probe frequency ±2.1 around the atomic resonance.
V. EXPERIMENTAL RESULTS AND DISCUSSION
As discussed above, EIT spectra enable determination of the temperature in the medium, which in our experimental demonstration is an anisotropic cloud of cold rubidium atoms. Determination of the temperature from the measured EIT spectra simply works via a numerical fit based upon the experimental data points. There are four relevant parameters in the fit, i.e., the temperature T (which will be deduced from the fit), the peak optical density α 0 , the control Rabi frequency c , and the decoherence rate γ . Thus we have to determine the latter three parameters in order to reduce the free parameters in the fit to the temperature only. The procedure to determine the peak optical density α 0 , control Rabi frequency c , and decoherence rate γ is as follows. We measure an EIT spectrum in a collinear beam configuration, which is not effected by atomic motion, i.e., finite temperature [see Fig. 6(a) ]. We estimate the optical density in a first approximation from simple absorption measurements in the cloud of trapped atoms. We estimate the control Rabi frequency in a first approximation from the parameters of the control beam. By an iterative numerical fit of the experimental data starting with the first approximations of control Rabi frequency and optical density we determine precise parameters for the latter two parameters as well as the decoherence rate. We note that the iterative fit procedure is quite simple and accurate, as the effects of the three parameters upon EIT spectra are rather obvious: The optical density α 0 mainly determines the peak absorption and width of the resonance, the control Rabi frequency c determines the splitting and width of the EIT window, and the decoherence rate γ determines the residual absorption at two-photon resonance (i.e., the depth of the EIT dip). Thus it is even possible to read out the three parameters with already very good precision directly from the EIT spectrum in a collinear beam geometry. However, an iterative fit procedure yields results at a higher precision. After we deduced the decoherence rate, we have a valid calibration available that can be used for the anticollinear spectra where the temperature reduces the dip depth.
From EIT spectra in collinear geometry we deduced a decoherence rate of γ = 0.008 (2) . We note that the decoherence rate in our experiment is dominated by transient broadening due to fast tuning of the probe laser frequency. Typically, we swept the probe frequency in a range of 26 MHz over 60 μs to quickly record the EIT spectra. The sweep We note that for the experiment in the anticollinear geometry we increased the density to α 0 = 19. For all simulations we assumed realistic Gaussian profiles of beam intensities and density in the medium, which affects the shape of the plateau region. rate corresponds to transient broadening roughly in the range of 0.01 , which is confirmed by the experimental data and simulation. Other effects of homogeneous broadening (e.g., diffusion of atoms out of the interaction volume) are expected to play a negligible role for the dimensions and temperature range of our experiment.
We apply now the decoherence rate γ , deduced in collinear geometry to analyze EIT spectra in anticollinear geometry and hence determine the temperature of the cold atomic could. Figure 6 (b) shows EIT spectra for different control Rabi frequencies (i.e., different control beam powers). As we increase c from 0 (data points set as black squares) to 1.55 (data points set as blue triangles), the residual absorption decreases at the center of the EIT window. Calculations and experimental data agree very well with each other. Numerical simulations of all four sets of data in the anticollinear configuration yield temperatures around T = 150 μK. This already demonstrates the possibility of deducing temperatures (e.g., of ultracold atoms) from EIT spectra in the simple proposed way.
063416-6
By variation of the temperature in the simulations we find that the relative precision of our temperature determination is T /T ≈ 26%. As discussed above (see Sec. III), we can estimate the expected precision of EIT-based thermometry from the experimental signal-to-noise ratio. The latter yields an uncertainty in the determination of absorption changes in the EIT dip depth, which in turn yields an uncertainty in the temperature determination at a given control Rabi frequency. For our typical experimental signal-to-noise ratio of roughly ±2.5% (standard deviation from mean value), we would expect [e.g., by comparison with a numerical simulation as depicted in Fig. 4(d) ] a precision of T /T ≈ 14%. This is close to the precision determined by the numerical simulation of our experimental data. We attribute a reduction of the precision towards 26% to additional uncertainties of experimental parameters, i.e., control field Rabi frequency, optical density, and decoherence rate, which we did not take into account in our previous rough estimation of the expected precision.
We note that by sweeping the probe frequency during the short probe pulse duration we record a full EIT spectrum for temperature determination in 60 μs only. In this short time interval there is an almost negligible expansion for a medium at such low temperature. Moreover we confirmed by estimations of the heating rate due to scattering of the probe laser [22] that heating of the medium during the probe frequency sweep (i.e., at frequencies outside the EIT window, when absorption occurs) is in the range of 10 nK and therefore negligible. Thus EIT-based thermometry is a very fast and essentially nondestructive method, which leaves the ultracold medium available for experiments afterward.
In a final experiment we combine now thermometry by EIT and TOF measurements to determine the temperatures in our anisotropic ultracold cloud along the two symmetry axes. By EIT measurements (compare above) we determine the temperature in the cigar-shaped cloud in the longitudinal direction (i.e., parallel to the laser beams). By changing the timing of the probe beam, tuning its frequency on resonance, and blocking the control beam we perform a TOF measurement (with zero trap-probe distance). As in any standard TOF-based thermometry, we measure the time-dependent absorption of the probe beam when the cloud expands in perpendicular direction to the laser beams [see Fig. 7(b) ]. The additional TOF measurement does not require a change nor any extra components in the experimental setup. Figure 7 shows the experimental data for combined EIT and TOF thermometry of the anisotropic atomic cloud. As discussed, first we record an EIT spectrum from the atomic cloud. Immediately afterward we perform a TOF measurement under similar trapping conditions. Analysis (according to the numerical fit procedure described above) of the EIT spectrum shown in Fig. 7(a) yields a longitudinal temperature of T long = 115(30) μK. The results of the TOF measurement are shown in Fig. 7(b) . As the cloud expands, the probe absorption decreases in time. The time scale of the expansion yields the cloud temperature in the transverse direction. We note that the TOF experiment takes approximately 170 times longer compared to the EIT measurement and destroys the cloud. Nevertheless, straightforward numerical analysis of the TOF data [23] yields a transversal temperature of T trans = 21(5) μK. Similar to EIT-based thermometry, also the precision of TOF-based thermometry is determined from the comparison of different numerical fits with different values for the temperature as the fit parameter. We determined the exact dimensions of the atomic cloud and the probe beam diameter from CCD images. The latter parameters are relevant for the calculation of temperatures from the TOF data. Therefore, the temperature was the only free parameter in the calculation. We note that also alternative temperature measurements by fluorescence imaging indicated different temperatures along the long and short axes of the cloud. These data also provided evidence for different temperatures in the cloud. However, fluorescence imaging is not sufficiently precise for the large dimensions of our asymmetric cloud along the long axis [19] .
We note that the longitudinal and transversal temperatures are below the Doppler limit of T D =h /2k B = 146μK for the D 2 transition of 87 Rb (even for shorter periods of optical molasses). Such sub-Doppler cooling in a MOT can be attributed to polarization-gradient cooling taking place in the region where the magnetic field is close to zero [24] . This region is for our anisotropic MOT with low magnetic field gradient along the longitudinal direction supposedly more pronounced than for usual spherical MOTs. As an interesting feature, the longitudinal and transversal temperatures in the atomic cloud differ by a factor of 6. Authors of previous studies in anisotropic MOTs measured only temperatures in one particular direction [19, 25] and assumed an isotropic temperature distribution. Our experimental data indicate that this assumption is not necessarily valid for a spatially anisotropic atom cloud. We note that our anisotropic atomic cloud (which we require for experiments not discussed here) is similar to the anisotropic ultracold medium presented in Ref. [25] . The authors of the latter work have already shown that the capture velocities in a MOT with different magnetic field gradients in the longitudinal and transversal directions are also different. If we assume an isotropic slowing force, the combination with the anisotropic capture velocities will lead to an anisotropic temperature distribution in the cloud.
VI. CONCLUSION
We performed numerical and experimental investigations with regard to the application of EIT for thermometry in ultracold atomic gases. In an anticollinear arrangement of a weak probe and a strong control beam the spectral features of EIT strongly depend upon atomic motion (i.e., Doppler shifts). Thus the spectral shape of an EIT window significantly and systematically changes with temperature. We conducted a numerical analysis on the effect of finite temperatures upon EIT spectra to define optimal parameters for precise thermometry. As no surprise we find that the width of the EIT window must be slightly larger than the Doppler shifts (which correspond to a specific temperature range) for highest sensitivity of the spectra upon atomic motion. In this case the full Doppler-broadened bandwidth of the medium is covered by EIT. However, the EIT window should not be much larger than the Doppler shifts. Otherwise, the Doppler shifts (and hence the effect of finite temperatures) would be negligible for EIT. Access to different temperature regimes is possible by simply changing the Rabi frequency (i.e., the intensity) of the control beam, which determines the basic width of the EIT window. This is in contrast to previous studies where the temperature of the medium was inferred by the angular dependence of the EIT window width [11, 12] , which complicates the experiment and analysis. When we match the experimental parameters to the medium under investigation, the precision of the temperature measurement depends mainly on the signal-to-noise ratio in the experiment, irrespective of the temperature range.
In an experimental demonstration of EIT-based thermometry we studied an anisotropic (cigar-shaped) cloud (of aspect ratio 5:1) of laser-cooled rubidium atoms. With EIT we measured the temperature along one axis of the ultracold atomic cloud (i.e., in the longitudinal direction with regard to the driving laser beams) as T long = 115(30) μK. By a simple and quick variation of experimental parameters we then determined the temperature along the second axis (i.e., in the transversal direction with regard to the driving laser beams) by a time-of-flight measurement as T trans = 21(5) μK under the same trapping conditions as for EIT-based thermometry. We note that previous studies in anisotropic laser-cooled atom clouds were based on temperature measurements in one direction only and assumed an isotropic temperature in the anisotropic medium. Our experimental data clearly indicate an anisotropic temperature distribution in the anisotropic geometry of the cloud.
Our numerical and experimental investigations explain and demonstrate the potential of EIT-based thermometry. The technique provides additional temperature information in any EIT-driven medium (e.g., applied for slow, stored, or stationary light pulses) without the need to extend the setup. It also serves as a fast and nondestructive alternative to time-of-flight measurements of laser-cooled atoms. This is of particular importance in experimental geometries, which do not permit time-of-flight measurements (e.g., cold atoms loaded into a hollow core fiber [26, 27] ).
