Double-diffusive and vibrational convection with the Soret effect is considered in a cubic rigid cell filled with water ͑90%͒ and isopropanol ͑10%͒, subjected to a temperature difference between opposite lateral walls. Numerical simulations are carried out for g-jitter induced flow. The direction of g-jitter is the same as the residual gravity vector, which is perpendicular to the applied temperature gradient. Along with various combinations of static and oscillatory components, vibrations with two different frequencies are examined: ͑a͒ when the period of oscillations is smaller than any characteristic time ͑viscous, thermal, and diffusion͒, f = 0.2 Hz; ͑b͒ when the period of oscillations is comparable with viscous time, f = 0.01 Hz. Component separation due to the Soret effect under these driving actions is analyzed. The concept of time-averaged models is applied for the explanation of the high-frequency results. The interplay between the mean and fluctuating motions is discussed. Three research groups performed a benchmark of numerical solutions of three-dimensional Navier-Stokes, energy, and concentration equations using the true physical parameters for a future Space experiment. The objective of this paper is twofold: ͑i͒ to carry out an accurate study of heat and mass transfer in a binary liquid with the Soret effect in the presence of steady residual gravity and its oscillatory component; ͑ii͒ to carry out a benchmark of numerical solutions.
I. INTRODUCTION
Molecular diffusion occurs when a concentration gradient exists in a mixture: there is a net mass flux that tends to decrease the magnitude of this concentration gradient. To describe the effect of temperature gradients on separation of components in liquids, the thermodiffusion process, also called the Soret effect, is considered. This effect is usually small but can be quite important in the analysis of the distributions of components in oil reservoirs. The Soret coefficient S T = D T / D measures the separation of the components of a mixture subjected to a temperature difference.
The background g-jitter encountered in many space experiments may alter the benefits of the microgravity environment. Aerodynamics forces, nonideal free falling and trembling of the space vehicle, onboard machinery, and the crew's activity generate these vibrations. A detailed study of the residual accelerations on Foton-12 has been given by Shevtsova et al . 1 There are a few theoretical studies of the diffusion problem in the limit of high frequencies and small amplitude addressed to g-jitter. The influence of average vibrational convection induced by high-frequency oscillations has been considered by Gershuni et al. 2 in a layer of binary mixture with the Soret effect. Savino and Monti 3 have investigated the diffusion process in isothermal conditions by numerical solution of the time-averaged field equations including both buoyancy and vibrational effect. A similar averaging approach, but based on two-time scale analysis, has been used by Zebib 4 for the examination of double-diffusive convection in a liquid layer under high-frequency vibrations. Solving numerically nonaveraged equations in twocomponent melt, Alexander 5 has shown that orientation of oscillations relative to the density gradient determines whether a mean flow is generated in the system. The influence of vibrations on the stability threshold of twodimensional Soret-driven convection has been recently considered by Razi et al. 6 in the limiting case of high frequency and small amplitude.
Although g-jitter seems to have a major impact on diffusion coefficient measurements, very few experimental studies addressed this topic. Previous experiments onboard a͒ Electronic mail: vshev@ulb.ac.be; homepage: http//www.ulb.ac.be/ polytech/mrc the Mir station using the Canadian MIM platform, recently overviewed by Smith et al., 7 indicated that diffusion coefficients in dilute binary metallic alloys depend upon the residual accelerations and the quality of microgravity. Thus a study of the effects of controlled vibrations on the measurements of diffusion and Soret coefficients in liquid systems could be beneficial.
In the frame of the ESA Physical Sciences project "Diffusion and Soret Coefficient Measurements for Improvement of Oil Recovery," or DSC, the experiment IVIDIL is planned to examine the influence of vibration stimuli on the diffusive phenomena. Ground-based experiments should be undertaken to test and improve the data acquisition technique. Preliminary parametric analysis of the most dangerous frequencies and g-jitter amplitudes should be done numerically.
Because several very different time scales are involved in the process, the complexity of simulations can be underestimated. Starting with an isothermal homogeneous binary mixture and applying a temperature gradient, a concentration profile will set up due to thermodiffusion ͑Soret effect͒. Thermal equilibrium will be established on a characteristic time th that depends on the size L of the experimental cell and the thermal diffusivity ␣ of the binary mixture:
th Ϸ L 2 / ␣ Ϸ 770 s ͑values are given for the experiment described below͒. Simultaneously mass separation occurs along the temperature gradient. However, mass transport is significantly slower than the thermal process; its characteristic time is usually two orders of magnitude larger than the thermal time th ; D Ϸ L 2 / D Ϸ 115ϫ 10 3 s. The viscous time, which is taken into account in the gravity conditions, is even shorter than the thermal time, Ϸ L 2 / Ϸ 70 s. Applied external vibrations will introduce an additional characteristic time-a period of oscillations os that varies in wide range. To properly resolve the transport phenomena, one should perform calculations with a time step smaller than any of the characteristic physical times, i.e., Ͻ ͑or th ͒. Nevertheless, the calculations should cover a long period of physical time; at least by the order of magnitude, the final time should be comparable with diffusion time, final ഛ D . Thus to obtain correct results in a reasonable CPU time, a different "knowhow" should be applied. For this reason, a numerical benchmark study was suggested to gain confidence in the final results and recommendation.
Numerical support of the IVIDIL experiment will be provided by several teams: the Microgravity Research Center, ULB, Belgium ͑MSL͒; Ryerson University, Toronto, Canada ͑YS͒; and CNRS-Universités d'Aix-Marseille, France in collaboration with a Russian team from Perm ͑LSR͒. Results of the three participating groups will be given in the manuscript according to the acronyms composed from the name of participants: MSL ͑Melnikov, Shevtsova, and Legros͒, YS ͑Yan and Saghir͒, and LSR ͑Lyubimoba, Sedelnikov, and Roux͒. Each team has experience with calculation of convective flows under vibrations. Shevtsova et al. 8 studied the effect of residual acceleration on the flow in a side-heated rectangular cell. To capture many of the essential characteristics of the convective flow, a new approach was suggested based on the observation of tracer particles trajectories.
Chacha et al. 9 investigated thermal diffusion in a binary mixture of methane and n-butane subject to g-jitters with moderately high frequency. For various configurations, they found that the g-jitter causes mixing and overcomes the Soret effect in the cavity. The flow was found to response synchronously to the oscillatory accelerations. Most recently, Chacha and Saghir 10 studied the effect of the time-dependent vertical gravity vector on the mass diffusion in a binary fluid mixture, which is subject to a lateral temperature gradient in a rectangular cell. The numerical study reveals that the g-jitter reduces the compositional variation due to the increased convection. They also found that the Soret number oscillates with time at the same frequency as the original excitation. However, the backflow disturbs this variation and makes it nonsinusoidal in shape.
Lyubimova et al. 11 numerically studied fluid flow and heat transfer in a binary mixture under high-frequency vibration. Consideration of high frequencies allows decomposing variables into slowly varying ͑time-average͒ and quickly oscillating ͑pulsational͒ components and to implement appropriate equations for the vibrational convection. The influence of acceleration level on the transient process and steady-state characteristics of the flow is identified for various binary mixtures.
The results presented below for double-diffusive convection with the Soret effect are obtained for a single-frequency idealized g-jitter with the value of the residual gravity vector g =10 −2 g 0 . This value of the stationary component is typical for parabolic flights, which might be done in a preparatory phase for the planned space experiment.
On the one hand, the idealized single-frequency disturbance helps us to gain a fundamental insight into the basic behavior of double-diffusive convection with the Soret effect. On the other hand, in real onboard situations rather often few distinctive frequencies dominate. Usually this single frequency is related to the eigenfrequency of a temporally running onboard experiment or it can be caused due to specific movements of the vehicle; see Ref. 1.
II. FORMULATION

A. Description of the physical problem
Heat and mass transfer with the Soret effect are considered in a cubic cell ͑0.01 m ϫ 0.01 m ϫ 0.01 m͒ filled with a binary mixture: water/isopropanol. Particularly for this mixture, the sign of the Soret effect is strongly dependent on the concentration: the Soret effect is positive S T Ͼ 0 if the water content is less than 75%, otherwise the Soret effect is negative, S T Ͻ 0. Thus a rich variety of phenomena can be studied using the same mixture.
The first experimental results of the dependence S T on the mass fraction of water, shown in Fig. 1 , were reported in 1974 by Poty et al. 12 Since that time, attention was mainly focused on measuring S T in the vicinity of the point with mass fraction Ϸ0.9, e.g., see Ref. 13 . Note that the Soret coefficient is also temperature-dependent and the major part of available experimental data is dispersed inside the oval region in Fig. 1 . IVIDIL experiments will be done for a few different mass fractions including mass fraction Ϸ0.9. The physical properties of the mixture for this particular mass fraction are given in Table I. MRC, ULB is responsible for the scientific part of the whole IVIDIL project as well as the development of the experiments. The scientific team suggests to perform the experiments in two steps. During the first step, a concentration gradient is established by imposing a temperature gradient along the experimental cell that is filled with a homogeneous binary mixture. Due to the Soret effect, the binary mixture tends to separate with time. At the second step, the system is reverted to an isothermal case, and molecular diffusion will progressively reduce the previously established concentration gradient as depicted in Fig. 2 , where temperature fields are shown by shadows.
Thus there is an exceptional opportunity to measure the Soret coefficient during the first step and the molecular diffusion coefficient during the second step. Because two different time scales ͑short thermal time and large diffusion time͒ are involved during both steps, we will be able to distinguish the effect of temperature and of concentration on the variation of physical properties ͑e.g., the refractive index͒. One of the significant benefits of this scheme is the absence of mechanically driven parts in contact with the liquid ͑no valves, curtains, etc.͒. Moreover, such an approach allows repetition of the experiments to study exactly the same system with identical or different vibration parameters. In this way, the reliability of the experiments will be improved in an important way by the use of statistical techniques.
B. Mathematical formulation
Here we describe the basic equations and boundary conditions that have been solved by each participant of the benchmark. The cubic cell, shown in Fig. 3 , is filled with a homogeneous binary mixture with the initial mass fraction of the heavier components C 0 . Hence C 0 is the initial concentration of the water and 1 − C 0 is that of the isopropanol. The lateral walls are kept at different and constant temperatures T hot and T cold ͑T hot Ͼ T cold ͒ yielding a temperature difference ⌬T = T hot − T cold . All other walls are assumed thermally insulated; heating from the side. This system is subjected to vibrations modeled by an oscillatory component of the gravity vector. The direction of vibrations is the same as the residual gravity vector, which is perpendicular to the applied temperature gradient. Various combinations of the steady and oscillatory components of the gravity were suggested for the benchmark.
Convection in a mixture of isopropanol and water is an example of double-diffusive convection. There are two quantities-heat and mass fraction-which induce density fluctuations and can drive convective flow. The transport of heavier component in the mixture is given by
where V is fluid velocity, D is the molecular diffusion coefficient, and S T = D T / D is the Soret coefficient. The first term describes the transport due to advection, the second term is a Fickian diffusive flux, and the last indicates that a mass flux arises from a temperature gradient. The impermeability of the solid bounding walls implies that there is no mass flux through the walls: j C = 0 at the boundaries. Consider the case in which gravity is absent and thus no convective heat and mass transports are present ͑V =0͒. When a temperature difference is applied between the walls, the concentration gradient increases until a steady state is reached with j C = 0. So, the maximal possible separation of the components in the liquid mixture due to the Soret effect is
Here the separation of components means the difference between mass fractions of the heavier component near the hot and the cold walls. In the presence of gravity ͑also in the case of g-jitter͒, the convective flow transports both heat and mass, resulting in a complicated interplay between the temperature, concentration, and velocity fields. Mass conservation requires
Then the governing equations will take the form
f is the frequency of imposed vibrations. In this study, g-jitter will be modeled as monofrequency oscillations. Here V = ͑V x , V y , V z ͒ is the velocity vector, T and P are the temperature and the pressure; and g st , g os are the steady and oscillatory components of the acceleration vector. The typical approximation for such a class of problems, C͑1−C͒ ϳ C 0 ͑1−C 0 ͒, was used in the last term of Eq. ͑1͒ for the mass flux. In Eqs. ͑3͒-͑6͒, we have suppressed the Dufour effect ͑heat transfer driven by a concentration gradient͒ as it is important only in gas mixtures.
The problem ͑3͒-͑6͒ will be solved in the Boussinesq approximation. Before writing dimensionless equations, let us introduce the typical parameter for such a class of the problems: the separation ratio
For the isopropanol-water mixture, both values, thermal expansion ␤ T and solutal expansion ␤ C , are positive,
and then the sign of the separation ratio coincides with the sign of the Soret coefficient S T . ͑Note, that C is the concentration of the heavier component͒. The separation ratio is the ratio of the concentration-induced density gradient to the temperature-induced density gradient in the quiescent state. Thus defines the coupling between the temperature and the concentration fields and externally is controlled by varying the mean temperature and the initial concentration of the mixture. Depending upon the choice of the scale for mass fraction, C ch , this characteristic parameter will enter either in momentum ͑3͒ or diffusion ͑5͒ equations. Here we will choose C ch =−C 0 ͑1−C 0 ͒S T ⌬T, which represents the maximal splitting of the components ⌬C, see Eq. ͑2͒. Hence the separation ratio enters into the momentum equation. The time, velocity, and pressure scales are, respectively,
where the cell dimension L is the length scale; ⌬T is used for the temperature scale. Although the mass fraction has no units, quantitatively it is scaled by C ch = ⌬C. The final results coming from different groups are recalculated to this notation. So, the nondimensional governing equations will take the form
The imposed vibrations are applied in the direction of gravity force,
while î= 0 or 1 in the absence or in the presence of static gravity correspondingly; f is the frequency in Hz. Hereafter, the equal amplitude of steady and residual gravity will be considered, g os = g st =10 −2 g 0 where g 0 = 9.81 m 2 / s is the Earth gravity.
Boundary conditions:
͑a͒ Absence of mass flux j C = 0 at the impermeable rigid walls gives ‫͑ץ‬c − ⌰͒ / ‫ץ‬n =0. ͑b͒ No slip condition for the velocity at the rigid walls v =0. ͑c͒ Heating from one ͑left͒ side, while the opposite side is at lower constant temperature ⌰͑x =0͒ =1, ⌰͑x =1͒ =0. ͑d͒ Other walls are thermally insulated, ‫ץ‬ y ⌰͑y =0͒ = ‫ץ‬ y ⌰͑y =1͒ = ‫ץ‬ z ⌰͑z =0͒ = ‫ץ‬ z ⌰͑z =1͒ =0.
Except for the parameters mentioned above, the formulation of the problem includes Prandtl, Schmidt, Grashof, and Lewis numbers: 
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The Rayleigh number Ra= GrPr may be used instead of Gr. The Grashof number Gr is proportional to the applied temperature difference and/or the gravity level. In the present study aimed at Space experiments, ⌬T is kept constant ͑⌬T =10 K͒ and the gravity level is varied. In this approach, the physical properties of the liquid remain constant. The primary goal of the experiment is to identify the separation of the components, i.e., to find the difference of concentration of the heavier component near the hot and cold walls. To characterize this process, let us introduce some integral characteristic, S R , describing components separation,
where C hot = ͵ C͑x = 0,y,z,t͒dydz
It is the difference of the mean concentrations near the cold and hot plates, scaled by the maximal possible separation, ⌬C.
Since the geometry and test liquid ͑see Table I͒ are chosen, the heat and mass transfer are controlled by three parameters: Gr, , and . Note that all numerical results below were obtained for Pr= 10.85, Sc= 1620, = −0.4.
III. NUMERICAL ASPECTS
The benchmark participants employ primitive variables ͑V , P , ⌰͒ but various methods for the solution of governing equations. Brief descriptions of the numerical methods used by various groups follow. The teams are committed to the development and use of their codes in the considered scientific applications. The primary goal of the proposed effort will thus be to focus on justifying the solvers for future applications by comparing the outcomes of the simulations. In the frame of the benchmark study, three different but somewhat similar numerical techniques were used for solving Eqs. ͑8͒-͑11͒ in velocitypressure formulation. All the solvers deal with threedimensional fluid dynamics, solving the same equations. Two of them ͑MSL and YS͒ are based on the finite volumes method using the same algorithm for integrating the momentum equation. The other ͑LSR͒ uses finite-difference discretization and a different approach for advancing in time. Below, we will describe them in details.
MSL: Melnikov, Shevtsova, and Legros A previously developed code ͑see, e.g., Shevtsova et al.
14 ͒ for solving the Navier-Stokes and energy equations in cylindrical coordinates was adopted for the problem in Cartesian coordinates. The equations are discretized using the finite volumes technique on a staggered grid. All values of the scalar variables are stored in the cells' centers and the vectors are defined in the centers of the appropriate cells' faces. A mesh that is uniform in each direction ͓25ϫ 32 ϫ 31͔ covers the computational domain. Its uniformity allows second-order spatial accuracy of the solution. Integration in time was done with an explicit single forward time step marching method.
Computations of the velocity field at each time step are carried out with a projection method ͑see Chorin 15 ͒. The main idea of the method is that the initial momentum equation may be subdivided into two independent ones. As first, a "provisional" velocity field v ជ * corresponding to the correct vorticity, but not satisfying the continuity equation ͑11͒, is computed neglecting the pressure gradient in the momentum equation,
where v ជ n is the known velocity on the current time level. The equation defining the velocity field on the next n + 1 time level includes only the pressure gradient term, 
In order to calculate the pressure field, the Poisson equation is computed,
Boundary conditions for the pressure are obtained by projecting Eq. ͑14͒ on the outward normal unit N ជ to the boundary of the domain ␥,
where v ជ ␥ * is the value of v ជ * on ␥. If the boundary values for v ជ * and v ជ n+1 are equal ͑that is the case in the considered problem͒, the pressure gradient is zero. Thus, on the disks z = 0,z = 1: ‫ץ‬p/‫ץ‬z = 0, on the free surface r = 1 and symmetry axis r = 0: ‫ץ‬p/‫ץ‬r = 0.
In turn, the Poisson equation ͑15͒ for the pressure is discretized using a combination of the fast Fourier transform ͑DFFT͒ in the y direction and of an implicit ADI ͑alternating direction implicit͒ method in the others. The discretized Poisson equation for the pressure is solved by the iterative Thomas algorithm.
Finally, knowing the "provisional" velocity and the pressure p n+1 , we advance in time getting the values of the v ជ n+1 , ⌰ n+1 , and c n+1 from Eqs. ͑14͒, ͑9͒, and ͑10͒, respectively. LSR: Lyubimova, Sedelnikov, and Roux The same projection method was utilized for integrating the governing equations on a uniform computational mesh ͓31ϫ 31ϫ 31͔. Initial conditions correspond to zero fields of velocity, pressure, temperature, and concentration. Equation ͑15͒ was solved using a successive over-relaxation method ͑see, e.g., Ref. 16͒. This is the only difference between the techniques by the LSR and MSL teams. Note that this difference is important because the iteration of the Poisson equation takes 80-90% of CPU time.
YS: Yan and Saghir
In the code by this team, the finite volumes method was used for discretizing the mass, momentum, and energy conservation equations along with the appropriate boundary and initial conditions. For solving the governing equations, the SIMPLE algorithm, see, e.g., Ref. 17 , was implemented in the model. In this algorithm, the iteration process starts by using guessed initial pressure and velocity fields. Then, solving the continuity equation, a pressure correction field is obtained, which, in turn, is used to update the velocity and pressure field. This process is iterated until convergence is achieved. Thus, for the pressure and velocity, the following correlation equations must be solved: 
where p * is the guessed ͑or incorrect͒ pressure field and pЈ is the pressure correction. v ជ * is the solution of the momentum equation corresponding to the guessed pressure field p * , v ជ Ј is the velocity correction, which is related to the pressure correction as follows:
where K is a diagonal tensor resulting from the discretization scheme.
Since the problem is strongly coupled and the density and the diffusion coefficient are related to the temperature and the mass fraction, at each iterative step the incorrect ⌰ * and c * corresponding to the pressure p * are calculated. From the continuity equation and Eq. ͑17͒, the equation for the pressure correction pЈ becomes
Finally, having found the pressure correction field pЈ from Eq. ͑18͒, the exact velocity is obtained:
More details about the algorithm may be found in Refs. 16 and 17.
Codes validation. The codes were validated in several ways. First, for a binary mixture under zero gravity, linear profiles of the temperature and concentration were successfully computed as the preliminary test. The grid convergence was checked for several physical quantities. The concentration profile for the case of steady gravity Gr= 150 is shown in Fig. 4 for different time and space resolutions.
Because primarily the time steps in the calculations were chosen small by these two teams, i.e., ⌬t ϳ 10 −4 , the results are not sensitive to the further decrease of time steps, i.e., ⌬t ϳ 2 ϫ 10 −5 . Inside each plot, all values for different spatial resolution agree within an error of less than 1%.
The third team ͑YS͒ employed the relatively large time steps, relying on a 3D implicit algorithm. Indeed, this algorithm gives results independent of time step, but the number of iterations on each time step depends strongly on the initial value of ⌬. The study of these dependencies is shown in Table II at the different time moment: when t = 500 s Ͻ th , then at t = 770 s Ϸ th and in the steady state, t ϳ 1h. Thus, in a fully implicit approach, the Soret separation S R in steady problems does not depend on time step ͑due to the variable number of iterations͒, but reveals a strong dependence on spatial step.
All teams indicated the effect of varying the mesh resolution on the results. Consequently, the most reasonable resolution was used for the results below. Although no special constraints were imposed on the choice of meshes, the benchmark participants adopted somewhat similar meshes: MSL-͓25ϫ 32ϫ 31͔, SLR-͓31ϫ 31ϫ 31͔, YS-͓31ϫ 31 ϫ 31͔. The optimal choice of time steps was adopted for all nonsteady tests: MSL-⌬ =1.0ϫ 10 −4 , SLR-⌬ = 1.1ϫ 10 −4 , YS-⌬ = 1.4ϫ 10 −3 . The calculation time of one test on the fine mesh and with good temporal resolution may last more than three weeks, especially in tests with vibrations.
IV. RESULTS
The spatiotemporal behavior of binary mixtures in nonuniform temperature fields is more complex compared to convection in one-component fluids due to solutal convection. In addition, the presence of the Soret effect causes concentration gradients in response to thermal nonhomogeneity. Thus the dynamics of the concentration field in mixtures is governed by ͑a͒ nonlinear convective transport; ͑b͒ mixing, weak dissipative solutal diffusion; ͑c͒ the Soret effect.
Applying hot and cold temperatures to the opposite walls results in thermal boundary layers forming near the walls. As the concentration field is strongly coupled to the temperature field by the Soret effect, pronounced concentration boundary layers will also be formed near the rigid hot and cold walls. The temperature profile of the liquid will progressively vary and tend to a linear profile. Simultaneous to the temperature profile evolution, a mass separation occurs along the temperature gradient due to the Soret effect. However, the mass transport process is significantly slower than the thermal process: its characteristic time is usually two orders of magnitude larger than th , i.e., D Ϸ 10 2 th . After a time period much longer than th , a mass concentration gradient aligned to the imposed temperature gradient develops.
The residual gravity will introduce a convective motion and deviations of the temperature and concentration profiles from linear profiles will develop. The benchmark tests are shown in Fig. 5 and described in Table III in dimensional ͑g , f͒ and in dimensionless ͑Gr, ͒ values; the subscripts "st" and "os" correspond to the static and oscillatory components of gravity. Below we consider the values of the gravity components either equal, g st = g os =10 −2 g 0 , or one of them is equal to zero. The following combinations for the residual gravity 
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are considered: ͑i͒ only a steady component; ͑ii͒ only an oscillatory component while the period of oscillations is smaller than any characteristic time os Ͻ ͓ , th , D ͔; ͑iii͒ the steady and oscillatory components of ͑i͒ and ͑ii͒; ͑iv͒ only an oscillatory component while the period of oscillations is larger than viscous time; Ͻ os Ͻ ͓ th , D ͔. Depending on the combination of static and residual accelerations, the entire concentration, temperature, and velocity fields might be presented as a sum ͑not in a mathematical sense but to simplify the discussion͒ of mean, possibly steady, and fluctuating parts
Here an overbar stands for the mean values. The mean values include convection, generated by buoyancy and also by vibrations. The latter one includes mean fields produced by nonlinear interaction of convective and vibrational flows. This decomposition is particularly useful when os Ͻ Ͻ͓ , th , D ͔ and the averaging method is applicable; see Ref. 19 . The temperature and concentration fields include a linear profile, e.g., T linear =1−x, which is established in the absence of convection on a different time scale. The deviation of the temperature field from the linear profile is calculated. The maximum value of this deviation,
is compared for each test to identify the difference of the results between codes.
With application of the temperature difference, the Soret separation slowly changes with time and achieves a stationary value as t → D . However, in experimental papers the value of the Soret separation is often determined at t ϳ͑1/ 2 ͒ D . 18 The Soret separation achieves its maximum in pure weightlessness; S R =1, as C hot = 1.0 and C cold = 0; see definition in Eq. ͑13͒. In the presence of micro accelerations, this value will be smaller, S R Ͻ 1. The steady values of S R achieved over long integration in time will be compared between the participants in each test.
A. Test 1: Steady residual acceleration; F"t… = 1.0, no vibrations
For relatively small Prandtl and Grashof numbers, convection will speed up the dissipation of the initial thermal boundary layers and a temperature field close to linear will be established. The distribution of the steady-state isotherms in the xz cross section for Gr= 150 is shown in Fig. 6͑a͒ .
In the presence of gravity, the concentration field changes the convective flow via the solutal buoyancy forces entering into the momentum equation. The convective flow in turn changes and mixes the fluid. In binary liquids, this strongly nonlinear feedback is weakly damped by a slow diffusive process. Actually, the mass transfer process is similar to the heat transfer with the Soret effect as "cross phenomena." Taking into account that ScϾ ϾPr, the concentration field will keep a significant boundary layer structure. The concentration field, shown in Fig. 6͑b͒ in the xz cross section, is homogeneous in the middle of the cell with the main changes taking place near the rigid walls. The thickness of these boundary layers will reduce with an increase of gravity level.
The first task of the benchmark is to compare the temperature and concentration profiles in the midheight z = 0.5 and at the lower part z = 0.3 of the cell. One may see in Fig.  7 that the temperature profile at z = 0.5 ͑solid line͒ is very close to linear and more distinguished closer to the rigid wall z = 0.3 ͑dashed line͒. Contrary to this, the concentration profiles are almost similar at different z locations, until they are situated inside the boundary layers. All participants obtained similar profiles.
The static gravity affects not only the concentration boundary layers but also the intensity and duration of the components separation. The temporal evolution of S R is shown in Fig. 8 at different levels of gravity. The buoyancy force has significant effects on the behavior of the mixture when the applied temperature gradient is perpendicular to the gravity vector. The largest value of the Soret separation, S R = 1, is observed in a motionless binary mixture ͑g ជ =0͒ when the full component separation is achieved.
It is found that starting from g =10 −4 g 0 , a local maximum appears at the temporal profile S R ͑t͒ and later in time it tends toward the steady value S R ͑t͒ → S R st . With an increase of g st , the local maximum occurs earlier in time and the relative value of the maximum, i.e., max͉S R ͉ − S R st , decreases. For g Ͼ 10 −2 g 0 , when the buoyancy force dominates, the maximum is reached during the short thermal time t Ͻ th , and its value is relatively small.
The results are summarized in Fig. 9 , where the steadystate Soret separation is shown versus the gravity level and clearly points out the different mechanisms in mass transport. The weak dependence of S R upon gravity level for g ഛ 10 −5 g 0 indicates the dominant role of the Soret mechanism in mass transport at low gravity. Both the Soret and convective mechanisms are important in mass transport in the range 10 −5 g 0 ഛ g ഛ 10 −2 g 0 as indicated by the strong slope in Fig. 9 with gravitational effects dominating at the end of this range of g. The separation rate is almost constant with further increase of g ជ͑g Ͼ 10 −2 g 0 ͒ as mixing is controlled by the buoyancy force.
Note that for g =10 −2 g 0 , which is considered in the present paper, the buoyancy force starts playing a dominant role.
The quantitative results, presented in Table IV , demonstrate good agreement among the participants. In the present test, the steady fields are generated by buoyancy force. Note that the temperature difference for all tests will be presented in degrees Kelvin. The dispersion of the results for Let us look more closely at the requirements for the application of the high-frequency vibrational theory. In the pure oscillatory case, the vibrational Grashof number ͑non-averaged͒ is defined as
where a is the amplitude of acceleration and is the frequency, g os = a 2 , and = a 2 / g is the ratio of vibrational to static gravity acceleration. The averaging is valid when 1. the viscous thickness ␦ is small in comparison with the characteristic dimension
The same conditions are imposed for the thermal and diffusion thicknesses, but they are much smaller than the viscous thickness; 2. the vibration amplitude is small, thus inertial terms are negligible,
The vibrational Grashof number is defined as the nonaveraged Grashof number multiplied by the small parameter from the second requirement, Eq. ͑24͒, 
The vibration amplitude might be calculated from the vibrational acceleration a 2 =10 −2 g 0 = 0.098 m / s 2 . For test 2, we have
␤ T ⌬T = 0.0207 and Gr vib Ϸ 1.5.
So both conditions from Eqs. ͑23͒ and ͑24͒ are satisfied and the averaging approach is applicable. In this test, the steady flow is generated only by vibrations, Gr= 0, but the vibrational Grashof number is really small, which leads to very weak flow. Our analysis shows that the steady ͑mean͒ fields generated by vibrations are comparable with the truncation errors of the numerical methods, V mean , T mean ϳ O͑⌬x 2 ͒ϳ10 −4 . Thus the mean velocity is close to zero while the oscillatory component does not vanish and performs small fluctuations. Because the mean velocity tends to zero, the mean temperature will approach the linear profile while the mean concentration field will evolve toward linear on a much longer time scale ͑compare path along the g = 0 in Figs. 8 and 11͒. In this view, the concentration field varying on the D scale should exhibit extremely small oscillations as confirmed by the computational results. These observations are supported by the evolution plots in Figs. 10 and 11 .
The velocity, temperature, and concentration locally oscillate with the frequency of external vibrations f 1 = 0.2 Hz. The records of oscillations in Fig. 10 are done near the hot wall at the point P 1 = ͕x = 0.16, y = 0.5, z = 0.55͖. The oscillations are so small they can hardly be recorded in an experiment. The temperature oscillates about the linear profile. The mass fraction of the heavy component, being oscillatory, slowly grows with time due to the Soret effect. The Soret separation, S R , which includes average values of C near the hot and cold walls, is not sensitive to the vibrations, see Fig. 11 .
The benchmark numerical results for this test are summarized in Table V This test is a combination of the previous two tests. The oscillatory part of g-jitter exactly coincides with that of test 2, and the stationary part is the same as in test 1. In the considered test, ␦T 3 = max x,y,z ͉T mean + T fluct ͉ and the part of mean flow produced by the vibrations is different from the pure oscillatory case in test 2. Again, it can be explained by the vibrational theory. The mean velocity field due to vibrations is generated by nonlinear interaction of the steady and fluctuating components; see Gershuni et al. 2 As the steady parts with ͑Gr 0͒ and without ͑Gr= 0͒ static gravity are different, the vibrational inputs to the mean fields obtained in tests 2 and 3 will also differ. In both cases the vibrational Grashof is very small, Gr vib =3, so that even to determine accurately the magnitude of these vibrational components in the mean field is not easy. Therefore, we cannot say anything about the difference between them. Nevertheless, ␦T 3 ␦T 1 + ␦T 2 and it is not a linear sum of the different effects: from steady residual gravity and oscillatory part.
However, only the results of the MSL group demonstrate a small difference in mean temperature fields between test 1 ͑␦T 1 = 1.82 K͒ and test 3 ͑␦T 3 = 1.84 K͒. The benchmark results, shown in Table VI, confirm that the temperature deviation from the linear profile and the maximal separation of the components are close to the results in Table IV for test 1.
The averaged values of the concentration C near the hot and cold walls fluctuate with time when F͑t͒ = 1.0+ cos 1 t. This was not observed in the pure oscillatory case F͑t͒ = cos 1 t. Although the amplitude of oscillations is small, about O͑10 −4 ͒, it results in the periodic oscillations of the component separation S R , which were not found in test 2. The averaged value of S R ͑t͒ over the last period of oscillations ⌬t =1/ f as well as the amplitude of S R during this period of oscillations are given in reported that the magnitude of the oscillations amplitude of S R is very small, about O͑10 −4 ͒, while the steady value is S R = 0.142.
The fluctuating behavior of the velocity, temperature, and concentration qualitatively agrees with those for test 2 shown in Fig. 10 . In both cases, the oscillation frequency of all quantities coincides with the frequency of external vibrations, f 1 = 0.2 Hz. Nevertheless the quantitative behavior of the fluctuating part is different from test 2. The most distinctive point is the amplitudes of the oscillations, which are given in Table VII . Comparing the results of tests 2 and 3, one may see that the amplitude of the velocity in the presence of static gravity is 1.5 times larger than in its absence. What is more surprising is that the amplitude of the temperature oscillations is 18͑!͒ times larger in test 3 for the same external vibrations. Let us look again in the procedure used for the fields averaging. The fluctuating parts of the temperature and concentration also depend on mean fields, see Ref. 19 ,
Here the superscript "bar" marks the mean fields. Thus, the various mean fields in tests 2 and 3 in the presence and absence of static gravity result in very different amplitudes of fluctuations. Note that the presence of the static gravity produces a different impact on the fluctuations of the temperature and concentration. Contrary to the temperature, the amplitude of mass fraction oscillations decreases in the presence of static acceleration. Actually the amplitude of C fluct is somewhat comparable with the numerical noise. Nevertheless, all participants noticed the decrease of the amplitude of C fluct in test 3 in comparison with test 2.
D. Test 4: Low frequency vibrations;
F"t… = cos 2 t, f 2 = 0.01 Hz
In this section, we consider pure vibrations of low frequency when the period of oscillations ͑ os = 100 s͒ is larger than the viscous time ͑ =70 s͒. Time evolutions of V z , T, and C are shown in Fig. 12 at the point P 1 and the velocity displays additional records at the point P 2 ͑dotted line͒. Note that even the qualitative behavior of the temperature and concentration oscillations is different from that in test 2 shown in Fig. 10 . In the considered case, nonsinusoidal oscillations characterize the local behavior of the temperature and concentration at the point P 1 , see Fig. 12 . Fourier analysis of the periodic time signals shows that along with the fundamental frequency, f 2 = 0.01, the oscillations of the temperature and the concentration exhibit the strong harmonic f 2 h Ϸ 2f 2 . Certainly, the shape and amplitude of the signals differ throughout the cell. All participants confirmed that for this case, the oscillations of all physical quantities are more pronounced than at any previous tests with f 1 = 0.2 Hz. The oscillations in tests 2 and 4 with pure oscillatory components differ not only by the shapes of the periodic signals but also in the signal amplitudes. The amplitudes for these tests are compared in Table VIII . It follows that amplitudes of all the quantities are much larger for the low frequency: the velocity V z is twice as large for f = 0.01 than for f 1 = 0.2; the temperature amplitude is almost four times larger and the concentration is about 300 ͑!͒ times larger.
Why is the impact of vibrations with f 2 = 0.01 Hz much stronger than with f 1 = 0.2 Hz? In the discussed case, the viscous time scale ͑70 s͒ is comparable to the oscillation period ͑100 s͒, with Ͻ os . Evaluating the parameters in Eq. ͑25͒ gives It follows from the theory that if this restriction is not satisfied, one may observe strong response at a frequency twice as large as the forcing frequency. Indeed, the effect of this second frequency is obviously seen in the shape of the oscillation signals for the temperature and concentration in Fig. 12 . It can also somewhat explain why the velocity amplitude has a smaller increase factor than temperature and concentration amplitudes.
Keeping the inertial terms should not change the general concepts of the thermovibrational theory. Recall that os Ӷ ͓ th , D ͔. Thus, with some reservations one may use the relations written in Eq. ͑26͒ for the fluctuating parts, according to which T fluct , C fluct ϳ 1/ 2 . This may explain why the fluctuating effects are almost invisible at high frequency and are large at lower frequency.
Formal evaluation of the vibrational Grashof number displays its large value Gr vib = 600. Thus the mean fields generated by vibrations will be significant. The component separation oscillates with time, as is shown in Fig. 13 approaching some asymptotic value not reached in the figure. The oscillation amplitude is very small compared to the mean value. The nonsinusoidal shape of the S R ͑t͒ signal is predefined by the behavior of the concentration near the lateral walls; compare Figs. 12 and 13. The averaged S R over the last periods as well as the oscillation amplitude of S R are given in Table VIII. All the participants have obtained similar strength of this effect, S R = 0.954± 2%. Note that S R = 1.0 implies no impact of vibrations. The mean concentration field produced by vibrations in the present test is noticeably larger than for f 1 = 0.2; i.e., compare ϳ0.954 versus 0.995 in test 2.
In the absence of static, gravity ␦T 4 = max x,y,z ͉T full − T lin ͉, which characterizes variation of the temperature field, performs oscillations with the "low" frequency of the imposed vibrations around a nonzero value. All the participants observed that the nonzero mean field generated by vibrations is rather strong; the value of max x,y,z ͉T mean ͉ varies from 0.313 to 0.45 between different groups. The amplitude of its fluctuations reaches 4% of the applied temperature difference. Quantitative characteristics of the thermal field are similar between MSL and LSR groups, but the "YS" group obtained a larger mean field and amplitude. Recall that in the case of "high" frequency f 1 = 0.2 Hz, the mean field was steady and close to zero.
Snapshots of the isotherms of ͑T full − T lin ͒ are shown in Previously the comparison of benchmark results was given for the integral or steady quantities. Phase plane portraits dC / dt versus ͑C − C 0 ͒ were chosen to compare the time-dependent dynamic of the system calculated by different codes, see Fig. 15 . The points for drawing of the phase planes were collected during a few oscillation periods at the end of the integration. Obviously, time-dependent behavior of the system is very sensitive to the characteristics of the codes: time and space steps, iteration parameters, etc., and this is uncovered by the shape of cycles. The global characteristics of the time-dependent process are determined by all participants in a similar manner. For instance, the existence 
017111-13
of the second frequency is outlined by all the teams, but the various sizes of small loops in Fig. 15 indicate that amplitudes of the first harmonic are different.
V. CONCLUSIONS
Double-diffusive thermal convection with the Soret effect is considered in a cubic cell subjected to external vibrations. The direction of vibrations is the same as the residual gravity vector and is perpendicular to the applied temperature gradient. This is the most dangerous direction of gravity with respect to applied ⌬T. The cell is filled with a binary mixture of water and isopropanol at proportions such that the Soret effect is negative. Investigation of the Soret separation at different combinations of stationary and oscillatory residual gravity and for different frequencies was performed.
Preliminary simulations were performed in order to estimate the most dangerous frequencies for the diffusion/Soret controlled Space experiments. For this reason, a numerical benchmark study was suggested to gain belief in the final results and recommendations. Reasonable agreement of the results among the benchmark participants gives confidence in their 3D numerical codes and their conclusions.
The benchmark study includes four tests with respect to the buoyancy and the externally imposed vibrations: ͑i͒ only the steady component of the residual gravity; ͑ii͒ only the oscillatory component while the period of oscillations is smaller than any characteristic time os Ͻ ͓ , th , D ͔; ͑iii͒ both the steady and oscillatory components; ͑iv͒ only the oscillatory component while the period of oscillations is larger than the viscous time; Ͻ os Ͻ ͓ th , D ͔. In all tests, the amplitudes of the gravity components are either equal g st = g os =10 −2 g 0 or one of them is zero. The impact vibration on the flow pattern is different at high and low frequencies. For the considered range of frequencies, the heat and mass transport is increased with the decrease of frequency. In the pure oscillatory cases ͑tests 2 and 4͒, the physical quantities V , T , C perform periodic oscillations around their mean values. The mean flow generated by vibrations in the case of high frequency, f 1 = 0.2 Hz, is extremely small. The time-dependent behavior of the component separation is close to the ideal case of weightlessness S R → 1. The influence of low-frequency vibrations, f 2 = 0.01, on the temperature and concentration fields and their time evolution is much stronger. Having the same amplitude, the vibrations produce significant mean fields of temperature and concentration. The amplitudes of the fluctuating parts are much larger than in the case of f 1 = 0.2 Hz. In addition the periodic oscillations of T and C have nonsinusoidal shapes displaying a second harmonic twice as large as the forcing fundamental.
In the combined case of simultaneous static gravity and high-frequency g-jitter, the buoyancy determines the Soret separation. However, the nonlinear interaction of static and vibrational actions results in larger mean fields of the temperature and concentration than in the pure oscillatory case at the same frequency.
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