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a b s t r a c t
We describe a linear time algorithm for the recognition of graphs that have an intersection
representation using unit length intervals and single point intervals. Furthermore, we
characterize these graphs using forbidden induced subgraphs.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
A graph is an interval graph if it is possible to assign to each of its vertices an interval of the real line in such a way that
two vertices are adjacent exactly if the associated intervals intersect [5]. In the seventies Ron Graham proposed the problem
to determine the minimum number of distinct interval lengths that are needed for the representation of a given interval
graph. This minimum number has become known as the interval count of the graph.
The interval graphs with interval count 1 are exactly the graphs that can be represented using unit intervals only. These
graphs are known as unit interval graphs and form a prominent subclass of interval graphs. Their structure is well understood
and they can be recognized in linear time [3,6,7,11]. For all remaining values k at least 2, the recognition of interval graphs
with interval count at most k is an open problem. For further results on and discussion of the interval count please refer
to [1,5,8,9].
Skrien [12] considered the special class of interval graph of interval count 2 that can be represented using intervals of
lengths either 0 or 1, that is, single point intervals or unit intervals. More formally, a USPI-representation I of a graph G is a
function
I : V (G)→ {{x} | x ∈ R} ∪ {(x, x+ 1) | x ∈ R}
satisfying
∀u ∈ V (G) : ∀v ∈ V (G) \ {u} : uv ∈ E(G)⇔ I(u) ∩ I(v) ≠ ∅ (1)
and a graph G is a USPI-graph if it has USPI-representation. Skrien gave a somewhat unexplicit characterization of
USPI-graphs, which leads to a cubic time algorithm for the following recognition problem:
USPI-recognition
Input: A graph G.
Task: Decide whether G is a USPI-graph and, if this is the case, construct a USPI-representation of G.
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Our contributions are
• a linear time recognition algorithm for USPI-recognition and
• a characterization of USPI-graphs in terms of forbidden induced subgraphs.
The simple structural insight behind our results is essentially contained in the following observation, which is a
straightforward consequence of the Helly property of intervals.
Proposition 1. Let G be a graph and let G0 arise from G by deleting all simplicial vertices of G. The graph G is a USPI-graph if
and only if G0 has some unit interval representation I such that for some linear order ≺ of the vertices of G0 with u ≺ v only if
inf I(u) ≤ inf I(v) and for every simplicial vertexw of G
• the neighbours in V (G0) of w are consecutive with respect to≺ and,• if u is some neighbour of w in V (G0) and there are non-neighbours x and y of w with x ≺ u ≺ y, then the non-neighbour u−
of w that is maximal with respect to u− ≺ u, is not adjacent to the non-neighbour u+ of w that is minimal with respect to
u ≺ u+.
In view of Proposition 1 the essential algorithmic task for the solution of USPI-recognition is to determine a suitable
order≺.
In Section 2 we collect basic definitions, terminology, as well as simple and simplifying observations. In Section 3 we
present our algorithm for USPI-recognition and prove its correctness and linear running time. Finally, in Section 4 we
deduce a forbidden induced subgraph characterization.
2. Preliminaries
In this section we collect some terminology and simple observations concerning USPI-graphs and USPI-representations.
For a positive integer k ∈ N, let [k] = {1, . . . , k}. For a set I ⊆ R, let ℓ(I) = inf I and r(I) = sup I . We consider only
finite, simple, and undirected graphs. For a graph G, we denote its vertex set, edge set, order, and size by V (G), E(G), n(G),
and m(G), respectively. For a vertex u of a graph G, we denote its neighbourhood in G, closed neighbourhood in G, and degree
in G by NG(u),NG[u], and dG(u), respectively. For a set U of vertices of a graph G, let G[U] denote the subgraph of G induced
by U and let G − U be G[V (G) \ U]. A set U of vertices of a graph is complete, if every two vertices in U are adjacent, and
independent, if no two vertices in U are adjacent. A vertex u of a graph G is simplicial, if NG(u) is complete. Two vertices u and
v of a graph G are twins in G, if NG[u] = NG[v]. Note that twins are adjacent. Clearly, being twins in G defines an equivalence
relation on V (G) and the set of equivalence classes is denoted by T (G).
An independent set of three vertices of a graph G forms an asteroidal triple of G, if every two of the vertices are joined in
G by a path that does not intersect the closed neighbourhood of the third vertex. It is well known that interval graphs do not
contain asteroidal triples [5].
A graphG is a threshold graph [2,10] if there is a partitionU∪W of its vertex set such thatU is complete,W is independent,
and there is an ordering u1, . . . , uk of the vertices in U such that NG[u1] ⊇ · · · ⊇ NG[uk]. If G is a threshold graph and U and
W are as above, then the threshold order of U in G is the unique partial order≺ on U defined by u ≺ v for u and v in U if and
only if NG[v] is a proper subset of NG[u].
The following observations rely on well known folklore arguments from the theory of interval graphs. First, a graph G is
a USPI-graph if and only if there is a function I : V (G) → {{x} | x ∈ R} ∪ {[x, x + 1] | x ∈ R} such that (1) holds, that is,
considering closed unit intervals instead of open unit intervals leads to the same class of graphs. Second, every twin-free
USPI-graph G has a USPI-representation I with the following properties:
(i) For every simplicial vertex u of G, the set I(u) is a single point interval.
(By the Helly property, all intervals I(v) of neighbours v of a simplicial vertex u intersect in a single point x and {x} is
therefore a valid choice for I(u). Note that the twin-freeness implies that I(u)∩ I(u′) = ∅ for distinct simplicial vertices
u and u′.)
(ii) For every non-simplicial vertex u of G, the set I(u) is an open unit interval.
(In fact, every USPI-representation necessarily has this property.)
(iii) All extremes ℓ(I(u)) and r(I(u)) for u in V (G) are distinct.
(If (i), (ii), and (iii) hold and G has r simplicial vertices, then the set
u∈V (G)
{ℓ(I(u)), r(I(u))}
of all extremes contains exactly 2(n(G)− r)+ r elements.)
In the following we will tacitly assume that every considered USPI-representation has the properties (i), (ii), and (iii).
Trivially, unit interval graphs are USPI-graphs and USPI-graphs are interval graphs. Furthermore, if G is a USPI-graph and
W denotes the set of simplicial vertices of G, then G−W is a unit interval graph. Obviously, complete graphs and stars are
USPI-graphs. A disconnected graph is a USPI-graph if and only if each of its components is a USPI-graph. If the vertices u and
v of a graph G are twins in G, then G is a USPI-graph if and only if G− u is a USPI-graph. Therefore, for the description of an
algorithm that solves USPI-recognition it suffices to consider input graphs G that are neither a complete graph nor a star,
connected, and twin-free. Such an input graph is called restricted.
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3. An algorithm for USPI-recognition
In this section we outline our algorithm for USPI-recognition and prove its correctness. Therefore, let G be a fixed
restricted input graph. Let W denote the set of simplicial vertices of G and let G0 = G − W . Clearly, G0 is connected. As
observed in Section 2, we have the following.
Lemma 2. If G is a USPI-graph, then G is an interval graph and G0 is a unit interval graph.
For the rest of this section we assume that the conclusion of Lemma 2 holds, that is, G is an interval graph and G0 is a unit
interval graph.
We begin with the definition of a partial order ≺0 on the vertex set of G0. Let V0 contain exactly one vertex from each
equivalence class of twins in T (G0). Note that G[V0] is a maximal induced twin-free subgraph of G0, which is connected and
uniquely determined by G up to isomorphism. Let I0 be a unit interval representation of G[V0]. Since G[V0] is a connected
twin-free unit interval graph, it follows from a result of Roberts [11] that the linear order
u1≺0 · · · ≺0 us
on the elements of V0 defined by u≺0 v if and only if ℓ(I0(u)) < ℓ(I0(v)) is uniquely determined up to reversion. Note that,
if ui and uj are adjacent for i < j, then {ui, . . . , uj} is complete.
Now we extend the partial order ≺0 from V0 to the vertex set of G0. Let T (G0) = {U1, . . . ,Us} be such that ui ∈ Ui for
i ∈ [s]. Let u≺0 v for vertices u and v of G0 if and only if u ∈ Ui and v ∈ Uj for some i, j ∈ [s] with i < j. Note that ≺0
relates exactly those pairs of vertices that are not twins in G0. By the result of Roberts, the partial order ≺0 is unique up to
reversion. This uniqueness implies that for every USPI-representation I of G, we have
either ∀u, v ∈ V (G0) : (NG0 [u] ≠ NG0 [v])⇒

(u≺0 v)⇔ (ℓ(I(u)) < ℓ(I(v)))

(2)
or ∀u, v ∈ V (G0) : (NG0 [u] ≠ NG0 [v])⇒

(u≺0 v)⇔ (ℓ(I(u)) > ℓ(I(v)))

. (3)
IfG0 is complete, then≺0 is empty and everyUSPI-representation ofG trivially satisfies (2) aswell as (3). IfG0 is not complete,
then every USPI-representation I of G satisfies either (2) or (3) and reversion defines a natural bijection between the set of all
USPI-representations of G that satisfy (2) and the set of all USPI-representations of G that satisfy (3). A USPI-representation
of G that satisfies (2) is called nice. In view of the above bijection, we may restrict ourselves to nice USPI-representations
without loss of generality.
The next step is to partition the setW . A vertex w inW is said to split some U in T (G0) if w is adjacent to some but not
all vertices in U , that is, NG(w) ∩ U ∉ {∅,U}.
Lemma 3. If G is a USPI-graph, then every vertex in W splits at most one set in T (G0).
Proof. For contradiction, we assume that the indices i and j in [s]with i ≠ j, the vertices u and u′ in Ui, the vertices v and v′
in Uj, and the vertexw inW are such that u, v ∈ NG(w) and u′, v′ ∉ NG(w), that is,w would split Ui as well as Uj.
Let I be a USPI-representation of G. By reversal symmetry, we may assume that ℓ(I(u)) < ℓ(I(u′)), I(w) = {x}, and
x ∈ (ℓ(u), ℓ(u′)). Since v ∈ NG(w), we have x ∈ I(v) and hence v ∈ NG(u). Since u and u′ aswell as v and v′ are twins, the set
{u, u′, v, v′} is complete. By the Helly property, there is some y ∈ Rwith y ∈ I(u)∩ I(u′)∩ I(v)∩ I(v′). Note that x < y. Since
x ∉ I(v′) and y ∈ I(v′), we have ℓ(I(v′)) > x. Now either ℓ(I(u)) < ℓ(I(v′)) < ℓ(I(u′)) or ℓ(I(v)) < ℓ(I(u′)) < ℓ(I(v′)). By
symmetry, we may assume that ℓ(I(u)) < ℓ(I(v′)) < ℓ(I(u′)). Since I(u) ∩ I(u′) ⊆ I(v′) ⊆ I(u) ∪ I(u′), we have NG0 [u] =
NG0 [u] ∩ NG0 [u′] ⊆ NG0 [v′] ⊆ NG0 [u] ∪ NG0 [u′] = NG0 [u], which implies the contradiction that v′ and u are twins in G0. 
For the rest of this section we assume that the conclusion of Lemma 3 holds.
For i ∈ [s], letWi be the set of vertices inW that split Ui, and letW0 = W \ (W1 ∪ · · · ∪Ws). By Lemma 3,
W = W0 ∪ · · · ∪Ws
is a partition ofW .
Lemma 4. If G is a USPI-graph andw is in W0, then there are indices i, j ∈ [s] with i ≤ j such that
(i) NG(w) = Ui ∪ · · · ∪ Uj and
(ii) if 2 ≤ i ≤ j ≤ s− 1, then ui−1 and uj+1 are not adjacent.
Proof. Let I be a nice USPI-representation of G. Let u ∈ NG(w) be such that ℓ(I(u)) is minimum and let v ∈ NG(w) be such
that ℓ(I(v)) is maximum. Sincew is simplicial, we have I(u)∩ I(v) ≠ ∅. Since I is nice andw does not split any set in T (G0),
this implies (i).
If 2 ≤ i ≤ j ≤ s − 1, then, since w is adjacent to ui, not adjacent to ui−1 or uj+1, and ℓ(I(ui−1)) < ℓ(I(ui)) < ℓ(I(uj+1)),
we have that r(I(ui−1)) < ℓ(I(uj+1)), which implies (ii). 
For the rest of this section we assume that Lemma 4(i) and (ii) hold.
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Nowwe partitionWi for i ∈ [s]. If G0 is complete, that is, if s = 1, then letwleft be a vertex inW1 of maximum degree. Let
W left1 =

w ∈ W1 | NG(w) ⊆ NG(wleft)

and W right1 = W1 \W left1 . (4)
If G0 is not complete, that is, if s ≥ 2, then, for i ∈ [s], let
W lefti =

W1 \ NG(u2), if i = 1,
Wi ∩ NG(ui−1), if i ≥ 2, and W
right
i = Wi \W lefti . (5)
Lemma 5. If G is a USPI-graph, then the following holds.









(ii) If ≺lefti is the threshold order of Ui in Glefti and≺righti is the reverse of the threshold order of Ui in Grighti , then≺i = ≺lefti ∪≺righti
is a linear order on Ui.
(iii) If w ∈ W lefti , then NG(w) \ Ui = {v ∈ NG0(ui) | v≺0 ui}.
(iv) If w ∈ W righti , then NG(w) \ Ui = {v ∈ NG0(ui) | ui≺0 v}.
Proof. We will only give details in the case 2 ≤ i. The cases 1 = i = s and 1 = i < s can be treated similarly.
Let I be a nice USPI-representation of G. The intervals I(u) for u in Ui are pairwise distinct and pairwise intersecting.
Hence, if
Lleft = min{ℓ(u) | u ∈ Ui}, Rleft = max{ℓ(u) | u ∈ Ui},
Lright = min{r(u) | u ∈ Ui}, and Rright = max{r(u) | u ∈ Ui},
then Lleft < Rleft < Lright < Rright. Since I is nice, we have ℓ(I(ui−1)) < Lleft. Since G0 is connected, the vertices ui−1
and ui are adjacent. Since the vertices in Ui are twins in G0, this implies r(I(ui−1)) > Rleft. Since ui−1 is not a twin of ui, we
have r(I(ui−1)) < Lright. By the definition of W lefti and W
right
i , the vertices w in W
left
i are exactly those vertices in Wi with
I(w) ⊆ Lleft,Rleft and the vertices w in W righti are exactly those vertices in Wi with I(w) ⊆ Lright,Rright. Considering
the ordering of the elements u of Ui according to ℓ(I(u)) immediately implies that Glefti is a threshold graph with clique Ui
and independent set W lefti and G
right
i is a threshold graph with clique Ui and independent set W
right
i such that the (partial)
threshold order≺lefti of Ui in Glefti is compatible with the reverse≺righti of the (partial) threshold order of Ui in Grighti . Since G
is twin-free, every two vertices u and u′ in Ui are distinguished by some vertex inWi. This implies that either≺lefti or≺righti
relates u and u′. Hence≺i is a linear order, which completes the proof of (i) and (ii).
It is easy to see that for every vertex v of G0 and everyw ∈ W lefti , the following three statements are equivalent
• v ∈ NG0(ui) and v≺0 ui.• Rleft < r(I(v)) < Lright.
• v ∈ NG(w) \ Ui.
This implies (iii). Since the proof of (iv) is similar, the proof is complete. 
For the rest of this section we assume that Lemma 5(i)–(iv) hold.
Hence
≺= ≺0 ∪≺1 ∪ · · · ∪ ≺s
is a linear order on V (G0).
We will now define a function I that assigns an open unit interval to every vertex of G0 and a single point interval to
every vertex inW . Recall that I0 is a unit interval representation of G[V0]. Since G[V0] is twin-free, all extremes of intervals
used by I0 are distinct. Let ϵ be the smallest difference of two such extremes, that is, if I0(u) and I0(v) intersect, then they
intersect in an interval of length at least ϵ and if I0(u) and I0(v) are disjoint, then an interval of length at least ϵ fits between
them.
Let i ∈ [s]. Let Ui = {ui,1, . . . , ui,ni} be such that ui,1≺i · · · ≺i ui,ni . For j ∈ [ni], let
I(ui,j) =






This defines I(u) for every u ∈ V (G0).
Assign to each vertexw inW some ϵw with 0 < ϵw < ϵ12n such that ϵw ≠ ϵw′ for every two verticesw andw′ inW .
Now let w be in W . Let vw be the maximal neighbour of w with respect to ≺. If there is no vertex u in G0 with u ≺ vw
that is a non-neighbour ofw, then let ℓw = ℓ(I(vw)). Conversely, let uw be the maximal non-neighbour ofw with uw ≺ vw
and let ℓw = max{ℓ(I(vw)), r(I(uw))}. Let
I(w) =

ℓw + ϵ6n − ϵw

. (7)
This extends the definition of I from V (G0) to V (G).
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Input: A restricted graph G.
Output: Either the statement ‘‘No’’ meaning that G is not a USPI-graph or a USPI-representation of G.
begin
LetW be the set of simplicial vertices of G and let G0 be G−W ;
Determine T (G0);
Let V0 contain exactly one element from each set in T (G0);
1 if G is not an interval graph or G0 is not a unit interval graph then return No;
2 Determine a unit interval representation I0 of G[V0];
Define≺0 on V0 by u ≺0 v :⇔ ℓ(I0(u)) < ℓ(I0(v));
Let V0 = {u1, . . . , us} be such that u1 ≺0 . . . ≺0 us;
Let T (G0) = {U1, . . . ,Us} be such that u1 ∈ U1, . . . , us ∈ Us;
Extend≺0 from V0 to V (G0) by u ≺0 v :⇔ u ∈ Ui and v ∈ Uj for some i < j;
3 if some vertex in W splits two sets in T (G0) then return No;
LetW0 be the set of vertices inW that do not split some set in T (G0);
4 if Lemma 4(i) or (ii) is not satisfied then return No;
for i = 1 to s do
LetWi be the set of vertices inW that split Ui;
DefineW lefti andW
right
i as in (4) and (5);
Define Glefti and G
right
i as in Lemma 5(i);
5 if Glefti or G
right
i is not a threshold graph then return No;
else
Let≺lefti be the threshold order of Ui in Glefti ;
Let≺righti be the reverse of the threshold order of Ui in Grighti ;
Let≺i=≺lefti ∪ ≺righti ;
6 if≺i is not a linear order then return No;
7 if Lemma 5(iii) or (iv) is not satisfied then return No;
end
end
Let≺=≺0 ∪ ≺1 ∪ · · · ∪ ≺s;




Theorem 6. If the conclusions of Lemmas 2–5 hold, then I is a USPI-representation of G.
Proof. For every vertex u ∈ Ui for some i ∈ [s], the interval I(u) arises by shifting I0(ui) by less than ϵ3 . By the definition of
ϵ, this implies that I restricted to V (G0) is a unit interval representation of G0. By construction, the difference of two distinct
extremes of intervals I(u) for u ∈ V (G0) is at least ϵ3n . We refer to this last property as property (∗).
The twin-freeness of G implies thatW is an independent set. By property (∗), the choice of ϵw , and the definition of I(w)
for verticesw inW , there are no two verticesw andw′ inW with I(w) ∩ I(w′) ≠ ∅.
Now let w ∈ W . By the conclusions of Lemmas 4 and 5, the neighbours v of w in V (G0) are consecutive with respect to
≺. Furthermore, by the Helly property, their intervals I(v) pairwise intersect. By the property (∗) and the definition of ℓw ,
we obtain ℓw + ϵ6n ∈ I(v) for every v ∈ NG(w), that is, NG(w) ⊆ {v ∈ V (G0) | I(w) ∩ I(v) ≠ ∅}.
For contradiction, we assume that I(w) ∩ I(v) ≠ ∅ for some v ∈ V (G0) that is not a neighbour of w. By property (∗)
and the definition of ℓw , this implies that ℓw > ℓ(I(vw)). Hencew has a non-neighbour u in V (G0)with u ≺ vw , that is, the
vertex uw is well-defined and ℓw = r(I(uw)). By the definition of I(w), we obtain that vw ≺ v. By property (∗), we have
I(uw) ∩ I(v) ≠ ∅, that is, uw and v are adjacent in G, which implies a contradiction either to Lemma 4(i) or to Lemma 5(iii)
and (iv). 
Summarizing the results of the present section leads to algorithm USPI-recognizer (cf. Algorithm 1).
Theorem 7. The algorithm USPI-recognizer correctly solves USPI− recognition and can be implemented to run in linear time.
Proof. The correctness follows immediately from the previous results and discussion. Therefore, it remains to consider
the running time. Let G be a restricted input graph. The tasks in lines 1, 2, and 5 can be implemented to run in time
O (n(G)+m(G)) using algorithms from [3,4,6,7,10]. All the remaining tasks are standard checks and constructions and can
obviously be implemented to run in time O (n(G)+m(G)). 
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Fig. 1. Forbidden induced subgraphs of some graph G where encircled vertices should be non-simplicial in G. Note that the graph in (f) is not a special
induced subgraph of the graph in (b).
4. Forbidden induced subgraphs
In this section we derive the forbidden induced subgraph characterization of USPI-graphs. In order to reduce the number
of configurations, we specify that some of their vertices are non-simplicial in the underlying graph. More specifically, we
say that one of the graphs in Fig. 1(a)–(f), say H , is a special induced subgraph of some graph G, if G contains H as an induced
subgraph such that encircled vertices of H are non-simplicial in G.
Lemma 8. No USPI-graph G contains one of the graphs in Fig. 1(a)–(f) as a special induced subgraph.
Proof. For contradiction, we assume that the graph Ga in Fig. 1(a) has a USPI-representation I . Let xyzx denote the triangle
formed by the vertices that are non-simplicial in Ga. Clearly, I(x), I(y), and I(z) correspond to three pairwise intersecting
and pairwise distinct open unit intervals. Let x denote the vertex of degree 5 in Ga. In view of the two vertices of degree 2
in Ga, we have I(y) ∩ I(z) ⊆ I(x) ⊆ I(y) ∪ I(z), which contradicts the existence of the neighbour of x of degree 1. Hence no
USPI-graph contains Ga as an induced subgraph. Using similar arguments, it follows that no USPI-graph contains the graph
in Fig. 1(b) as an induced subgraph. If some graph G contains the graph Gc in Fig. 1(c) as a special induced subgraph and u
denotes the vertex of degree 3 in Gc , then I(u) has to be an open unit interval for every USPI-representation I of G and similar
arguments as above imply a contradiction.
For contradiction, we assume that the graph Gd in Fig. 1(d) has a USPI-representation I such that the interval, say I(x), of
the encircled vertex, say x, is an open unit interval. Let xyzx denote the triangle in Gd containing x. In view of the vertices of
degree 1 in Gd, we have I(y) ∩ I(z) ⊆ I(x), which contradicts the existence of the second vertex of degree 2 in Gd. Hence no
USPI-graph contains Gd as a special induced subgraph. Using similar arguments, it follows that no USPI-graph contains the
graph in Fig. 1(e) as a special induced subgraph.
Finally, ifG is a USPI-graph, thenG0 must be a unit interval graph. HenceG0 is claw-free, which implies that noUSPI-graph
contains the graph in Fig. 1(f) as a special induced subgraph. 
The following lemma will imply that it suffices to consider the case where G0 is not complete.
Lemma 9. Let G be a restricted interval graph. Let W denote the set of simplicial vertices of G and let G0 = G−W be complete.
Let w+ ∈ W be such that dG(w+) = min{dG(w) | w ∈ W } and let G+ arise by adding a new vertex x and a new edge xw+ to G.
(i) G is a USPI-graph if and only if G+ is a USPI-graph.
(ii) If G does not contain any of the graphs in Fig. 1(a)–(f) as a special induced subgraph, then G+ does not contain any of the
graphs in Fig. 1(a)–(f) as a special induced subgraph.
Proof. (i) Since G = G+ − {x}, the ‘‘if’’-part is immediate. For the ‘‘only if’’-part, we assume that G is a USPI-graph. By the
twin-freeness of G, the setW is independent. Therefore, there is a USPI-representation I of G such that the intervals in {I(u) |
u ∈ V (G0)} are pairwise distinct and pairwise intersecting unit intervals and the intervals in {I(w) | w ∈ W } are pairwise
distinct single point intervals. Furthermore, sincew+ hasminimum degree among the simplicial vertices and G is twin-free,
we can assume, by symmetry, that ℓ(I(w+)) < max{r(I(u)) | u ∈ V (G0)} and ℓ(I(w+)) < min{ℓ(I(w)) | w ∈ W \ {w+}}.
Now replacing I(w+)with (ℓ(I(w+))−1, ℓ(I(w+))) and setting I(x) = {ℓ(I(w+))−1+ϵ} for some sufficiently small ϵ > 0
results in a USPI-representation of G+, which completes the proof.
(ii) Note that G = G+ − {x} and that the set of simplicial vertices of G+ is W+ = (W \ {w+}) ∪ {x}. Therefore, for
contradiction, we may assume that G+ contains one of the graphs in Fig. 1(a)–(f), say H , as a special induced subgraph but
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G does not. Clearly, H cannot be one of the graphs in Fig. 1(a) or (b). Since dG+(x) = 1 and NG+(w+) \ {x} is complete, the
graph H cannot contain the vertex x and is not the graph in Fig. 1(f). Hence H is an induced subgraph of G as well. Since H
is a special induced subgraph of G+ but not of G, some vertex of H that is required to be non-simplicial in G+ (in order to
obtain a special induced subgraph) is simplicial in G. The only such vertex isw+.
First, we assume that H is the graph in Fig. 1(c). Necessarily, w+ is the vertex of degree 3 in H . Since G0 is complete, the
two vertices, sayw′ andw′′, of degree 2 in H belong toW . By the choice ofw+, there are vertices u′ ∈ NG(w′) \NG(w+) and
u′′ ∈ NG(w′′) \ NG(w+). Note that u′ = u′′ is possible. Since G0 is complete, the set {w′, w′′, w+} is an asteroidal triple in G,
which is a contradiction.
Next, we assume that H is the graph in Fig. 1(d). Again, w+ must be the encircled vertex of degree 2 in H . Since G0
is complete, the two vertices, say w′ and w′′, of degree 1 in H belong to W . By the choice of w+, there are vertices
u′ ∈ NG(w′) \ NG(w+) and u′′ ∈ NG(w′′) \ NG(w+). As before, the set {w′, w′′, w+} is an asteroidal triple in G, which is
a contradiction.
Finally, we assume that H is the graph in Fig. 1(e). Again, w+ must be one of the 2 encircled vertices of degree 2 in H .
Since G0 is complete, the vertex, say w′, of degree 1 in H belong to W . Furthermore, the vertex of degree 2 in H distinct
fromw+, say u, belongs to V (G0). By the choice ofw+, there is a vertex u′ ∈ NG(w′) \ NG(w+). Now H ′ = G[V (H) ∪ {u′}] is
the graph in Fig. 1(c) and the unique vertex of degree 3 in H ′ is non-simplicial in G. Hence the graph in Fig. 1(c) is a special
induced subgraph of G, which implies a contradiction. 
Lemma 10. Let G be a restricted interval graph. Let W denote the set of simplicial vertices of G and let G0 = G − W be non-
complete.
If G does not contain any of the graphs in Fig. 1(a)–(f) as a special induced subgraph, then G is a USPI-graph.
Proof. We consider an application of the algorithm USPI-recognizer to G and argue that USPI-recognizer does not return
‘‘No’’. By Theorem 7, this implies that G is a USPI-graph.
Since G is an interval graph and G0 is claw-free in view of the graph in Fig. 1(f), USPI-recognizer does not return ‘‘No’’ in
line 1.
If USPI-recognizer returns ‘‘No’’ in line 3, then some vertexw inW splits two sets Ui and Uj in T (G0). Let u, u′ ∈ Ui and
v, v′ ∈ Uj be such that u, v ∈ NG(w) and u′, v′ ∉ NG(w). Since u and v are not twins in G0, we may assume that there is
some vertex x in NG0(u) \ NG0(v). Since w is simplicial, u and v are adjacent and the vertex x is not a neighbour of w. Since
u and u′ are twins in G0 and v and v′ are twins in G0,G[{u, u′, v, v′}] is complete. Now the graph G[{u, u′, v′, w, x}] is as in
Fig. 1(e). Since v′ and x belong to G0, they are non-simplicial in G and G contains the graph in Fig. 1(e) as a special induced
subgraph, which is a contradiction.
If USPI-recognizer returns ‘‘No’’ in line 4, then one of the conclusions of Lemma 4 does not hold.
If the conclusion of Lemma 4(i) does not hold, then there are vertices w in W0 and u(1), u(2), and u(3) of G0 such that
u(1), u(3) ∈ NG(w), u(2) ∉ NG(w), and u(1)≺0 u(2)≺0 u(3). Since for i ∈ {1, 2}, the vertices u(i) and u(i+1) are not twins in G0,
there is some vertex xi in NG0(u
(i))1NG0(u
(i+1)) = (NG0(u(i)) \ NG0(u(i+1))) ∪ (NG0(u(i+1)) \ NG0(u(i))).
If x1 ∈ NG0(u(2)) \ NG0(u(1)) and x2 ∈ NG0(u(2)) \ NG0(u(3)), then u(3)≺0 x1 and x2≺0 u(1). This implies
NG(x1) ∩ {u(1), u(2), u(3), w, x1, x2} = {u(2), u(3)} and
NG(x2) ∩ {u(1), u(2), u(3), w, x1, x2} = {u(1), u(2)}.
Now {x1, x2, w} forms an asteroidal triple in G, which is a contradiction.
If x1 ∈ NG0(u(1)) \ NG0(u(2)) and x2 ∈ NG0(u(3)) \ NG0(u(2)), then x1≺0 u(1) and u(3)≺0 x2. Now the graph G[{w, u(1), u(2),
u(3), x1, x2}] is as in Fig. 1(d), that is, G contains the graph in Fig. 1(d) as a special induced subgraph, which is a contradiction.
If x1 ∈ NG0(u(2)) \ NG0(u(1)) and x2 ∈ NG0(u(3)) \ NG0(u(2)), then u(3)≺0 x1≺0 x2. Now the graph G[{w, u(2), u(3), x1, x2}]
is as in Fig. 1(e), that is, G contains the graph in Fig. 1(e) as a special induced subgraph, which is a contradiction. Note that
this case is symmetric to the last remaining case x1 ∈ NG0(u(1)) \ NG0(u(2)) and x2 ∈ NG0(u(2)) \ NG0(u(3)).
If Lemma 4(ii) does not hold, then there are vertices w in W0 and u(1), u(2), and u(3) of G0 such that u(1), u(3) ∉ NG(w),
u(2) ∈ NG(w), u(1)≺0 u(2)≺0 u(3), and u(1) and u(3) are adjacent. Since for i ∈ {1, 2}, the vertices u(i) and u(i+1) are not twins
in G0, there is some vertex xi in NG0(u
(i))1NG0(u
(i+1)). Since G has no asteroidal triple, the graph G[{u(1), u(2), u(3), x1, w}] is
as in Fig. 1(e), that is, G contains the graph in Fig. 1(e) as a special induced subgraph, which is a contradiction.
If USPI-recognizer returns ‘‘No’’ in line 5, then Glefti or G
right
i is no threshold graph for some i ∈ [s]. Since G0 is non-
complete, we have s ≥ 2. By symmetry, we may assume that i ≥ 2.
If Glefti is not a threshold graph, then there are vertices w
′ and w′′ in W lefti and u′ and u′′ in Ui such that w′ is adjacent
to u′ but not to u′′ and w′′ is adjacent to u′′ but not to u′. Recall that, by definition, ui−1 is adjacent to w′ and w′′. Since
ui−1 is not a twin of u′ in G0, there is some vertex x in NG0(ui−1)1NG0(u
′). Since G has no asteroidal triple, the graph
G[{u′, u′′, ui−1, w′, w′′, x}] is as in Fig. 1(a), which is a contradiction.
If Grighti is not a threshold graph, then there are verticesw
′ andw′′ inW righti and u′ and u′′ in Ui such thatw′ is adjacent to
u′ but not to u′′ andw′′ is adjacent to u′′ but not to u′. Recall that, by definition, ui−1 is not adjacent to eitherw′ orw′′. Since
ui−1 is not a twin of u′ in G0, there is some vertex x in NG0(ui−1)1NG0(u
′). Since G has no asteroidal triple, we obtain that
x belongs to NG0(u
′) \ NG0(ui−1) and hence ui≺0 x. If w′ is not adjacent to x, then the graph G[{u′, u′′, ui−1, w′, x}] is as in
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Fig. 1(e), which is a contradiction. Hence, by symmetry, wemay assumew′ andw′′ are both adjacent to x and {ui−1, w′, w′′}
forms an asteroidal triple in G, which is a contradiction.
If USPI-recognizer returns ‘‘No’’ in line 6, then ≺i is not a linear order for some i ∈ [s]. By symmetry, we may assume
that i ≥ 2. Since G is twin-free, the definition of ≺lefti ,≺righti , and ≺i implies the existence of two vertices u′ and u′′ in Ui, a
vertexw′ inW lefti , and a vertexw′′ inW
right
i such that u
′ ∈ NG(w′) ∩ NG(w′′) and u′′ ∉ NG(w′) ∩ NG(w′′). Recall that, by the
definition of ≺lefti and ≺righti , we have u′≺lefti u′′ but u′′≺righti u′. Since ui−1 is not a twin of u′ in G0, there is some vertex x in
NG0(ui−1)1NG0(u
′). If x ∈ NG0(ui−1) \ NG0(u′), then G[{u′, u′′, ui−1, w′, w′′, x}] is as in Fig. 1(d). If x ∈ NG0(u′) \ NG0(ui−1)
and w′′ is adjacent to x, then G[{u′, u′′, ui−1, w′, w′′, x}] is as in Fig. 1(b). Finally, if x ∈ NG0(u′) \ NG0(ui−1) and w′′ is not
adjacent to x, then G[{u′, u′′, ui−1, w′, w′′, x}] is as in Fig. 1(a). Altogether G contains the graph in Fig. 1(a), (b), or (d) as a
special induced subgraph, which is a contradiction.
If USPI-recognizer returns ‘‘No’’ in line 7, then one of the conclusions (iii) or (iv) of Lemma 5 does not hold for some
i ∈ [s]. By symmetry, we may assume that i ≥ 2. Note that, ifw ∈ Wi, then, sincew is simplicial, NG(w) \ Ui ⊆ NG0(ui).
If Lemma 5(iii) does not hold, then there is a vertexw ∈ W lefti , two vertices u′ and u′′ in Ui, and a vertex v ∈ NG0(ui) such
thatw is adjacent to u′, non-adjacent to u′′, and
• eitherw is non-adjacent to v and v≺0 ui
• orw is adjacent to v and ui≺0 v.
First, we assume that w is non-adjacent to v and v≺0 ui. Since w does not split Ui−1 and is adjacent to ui−1, we have
v≺0 ui−1. Since ui−1 is not a twin of u′ in G0, there is some vertex x in NG0(ui−1)1NG0(u′). If x ∈ NG0(ui−1) \ NG0(u′), then
G[{u′′, ui−1, v, w, x}] is as in Fig. 1(e), which is a contradiction. If x ∈ NG0(u′) \ NG0(ui−1), then G[{u′, u′′, v, w, x}] is as in
Fig. 1(e), which is a contradiction.
Next, we assume that w is adjacent to v and ui≺0 v. Since w is simplicial, the vertex ui−1 is adjacent to v. Since v is not
a twin of ui in G0 and in view of the previous case, we may assume the existence of a vertex x ∈ NG0(v) \ NG0(ui) with
v≺0 x. Since ui−1 is not a twin of ui in G0, there is a vertex y ∈ NG0(ui−1)1NG0(ui). If y≺0 ui−1, then G[{u′′, ui−1, v, x, y, w}]
is as in Fig. 1(d), which is a contradiction. If ui≺0 y, then x is adjacent to y and G[{u′′, v, x, y, w}] is as in Fig. 1(e), which is a
contradiction.
If Lemma 5(iv) does not hold, then there is a vertex w ∈ W righti , two vertices u′ and u′′ in Ui, and a vertex v ∈ NG0(ui)
such thatw is adjacent to u′, non-adjacent to u′′, and
• eitherw is non-adjacent to v and ui≺0 v
• orw is adjacent to v and v≺0 ui.
First, we assume that w is non-adjacent to v and ui≺0 v. If ui−1 is not adjacent to v, then G[{ui−1, u′, u′′, v, w}] is as in
Fig. 1(e), which is a contradiction. Hence ui−1 is adjacent to v. Since ui−1 and u′ as well as u′ and v are not twins, there are
vertices x ∈ NG0(ui−1)1NG0(u′) and y ∈ NG0(u′)1NG0(v). If ui≺0 x, then G[{ui−1, u′, u′′, x, w}] is as in Fig. 1(e), which is a
contradiction. Hence x≺0 ui−1. If y≺0 ui−1, then G[{u′, u′′, v, y, w}] is as in Fig. 1(e), which is a contradiction. Hence v≺0 y.
Now {x, y, w} forms an asteroidal triple in G, which is a contradiction.
Next, we assume that w is adjacent to v and v≺0 ui. Since w does not split Ui−1 and is not adjacent to ui−1, we have
v≺0 ui−1. Since ui−1 and u′ are not twins, there is a vertex x ∈ NG0(ui−1)1NG0(u′). If ui≺0 x, then G[{ui−1, u′, u′′, x, w}] is as
in Fig. 1(e), which is a contradiction. Hence x≺0 v and G[{x, v, ui−1, u′′, w}] is as in Fig. 1(e), which is a contradiction.
This completes the proof. 
Theorem 11. Let G be an interval graph.
G is a USPI-graph if and only if G does not contain any of the graphs in Fig. 1(a)–(f) as a special induced subgraph.
Proof. Lemma 8 implies the ‘‘only if’’-part of the statement. For the proof of the ‘‘if’’-part, wemay assume thatG is restricted.
Furthermore, by Lemma 9, wemay assume that G0 = G−W is not complete, whereW denotes the set of simplicial vertices
of G. Now Lemma 10 implies that G is a USPI-graph. 
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