e online analysis of multi-way data stored in a tensor X ∈ R I 1 ×···×I N has become an essential tool for capturing the underlying structures and extracting the sensitive features which can be used to learn a predictive model. However, data distributions o en evolve with time and a current predictive model may not be su ciently representative in the future. erefore, incrementally updating the tensor-based features and model coe cients are required in such situations. A new e cient tensor-based feature extraction, named NeSGD, is proposed for online CAN DECOMP/PARAFAC (CP) decomposition. According to the new features obtained from the resultant matrices of NeSGD, a new criteria is triggered for the updated process of the online predictive model. Experimental evaluation in the eld of structural health monitoring using laboratory-based and real-life structural datasets show that our methods provide more accurate results compared with existing online tensor analysis and model learning.
INTRODUCTION
Almost all major cities around the world have developed complex physical infrastructure that encompasses bridges, towers, and iconic buildings. One of the most emerging challenges with such infrastructure is to continuously monitor its health to ensure the highest levels of safety. Most of the existing structural monitoring and maintenance approaches rely on a time-based visual inspection and manual instrumentation methods which are neither e cient nor e ective.
Internet of ings (IoT) has created a new paradigm for connecting things (e.g., computing devices, sensors and objects) and enabling data collection over the Internet. Nowadays, various types of IoT devices are widely used in smart cities to continuously collect data that can be used to manage resources e ciently. For example, many sensors are connected to bridges to collect various types of data about their health status. is data can be then used to monitor the health of the bridges and decide when maintenance should be carried out in case of potential damage [16] . With this advancement, the concept of smart infrastructure maintenance has emerged as a continuous automated process known as Structural Health Monitoring (SHM) [21] .
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A. Anaissi et al. Fig. 1 . Tensor data with three modes in SHM SHM provides an economic monitoring approach as the inspection process which is mainly based on a low-cost IoT data collection system. It also improves e ectiveness due to the automation and continuity of the monitoring process. SHM enhances understanding the behaviour of structures as it continuously provides large data that can be utilized to gain insight into the health of a structure and make timely and economic decisions about its maintenance.
One of the critical challenges in SHM is the non-stationary nature of the data collected from several networked sensors a ached to a bridge [34] .
is collected data is the foundation for training a model to detect potential damages in a bridge. In SHM, the data used in training the model comes from healthy samples (it does not include damaged data set) and hence represents one-class data. Also, the data is collected within a xed period time and processed simultaneously.
is in uences the performance of model training as it does not consider data variations over more extended period time. Structures always experience severe events such as heavy loads over a long and continuous period of time and high and low seasonal temperatures. Such variations would dramatically a ect the status of the data as it changes the characteristics of the structure such as the data frequencies. Consequently, the training data fed into the model does not represent such variations but only healthy or undamaged data samples. us it is critical to develop a method that mitigates these variations and increases the speci city rate.
Another challenge in SHM is that generated sensing data exists in a correlated multi-way form which makes the standard two-way matrix analysis unable to capture all of these correlations and relationships [5] . Instead, the SHM data can be arranged into a three-way data structure where each data point is triple of a feature value extracted from a particular sensor at a speci c time. Here, the information extracted from the raw signals in time domain represent features, the sensors represent data location and time snapshots represent the timestamps when data was extracted (as shown in Figure 1 ).
In order to address the problem as mentioned above, an online one-class learning approach should be employed along with an online multi-way data analysis tool to capture the underlying structure inherits in multi-way sensing data. In this se ing, the design of a one-class support vector machine (OCSVM) [2] and tensor analysis are well-suited to this kind of problems where only observations from the multi-way positive (healthy) samples are required.
Tensor is a multi-way extension of the matrix to represent multidimensional data structures such that SHM data. Tensor analysis requires extensions to the traditional two-way data analysis methods such as Non-negative Matrix Factorization (NMF), Principal Component Analysis (PCA) and Singular Value Decomposition (SVD). In this sense, the CANDECOMP/PARAFAC (CP) [23] has recently become a standard approach for analyzing multi-way tensor data. Several algorithms have been proposed to solve CP decomposition [30] [15] [24] . Among these algorithms, alternating least square(ALS) has been heavily employed which repeatedly solves each component matrix by locking all other components until it converges [22] . It is usually applied in o ine mode to decompose the positive training tensor data, which then fed into an OCSVM model to construct the decision boundary. However, this o ine process is also not suitable for such dynamically changing SHM data. erefore, we also interested here to incrementally update the resultant CP decomposition in an online manner.
Similarly, the OCSVM has become a standard approach in solving anomaly detection problems. OCSVM is usually trained with a set of positive (healthy) training data, which are collected within a xed time period and are processed together at once. As we mentioned before, this xed batch model generally performs poorly if the distribution of the training data varies over a time span. One simple approach would be to retrain the OCSVM model from scratch when additional positive data arrive. However, this would lead to ever-increasing training sets, and would eventually become impractical. Moreover, it also seems computationally wasteful to retrain the model for each incoming datum, which will likely have a minimal e ect on the previous decision boundary. Another approach for dealing with large non-stationary data would be to develop an online-OCSVM model that incrementally updates the decision boundary, i.e., incorporating additional healthy data when they are available without retraining the model from scratch. e question now is how to distinguish real damage from the environmental changes which require model updates. Current research (such as [7, 31] ) proposes a threshold value to measure the closeness of a new negative datum to the decision boundary for online OCSVM. More speci cally, if this new negative datum is not far from the decision boundary, then they consider it as a healthy sample (environmental changes) and update the model accordingly. However, this prede ned threshold is very sensitive to the distribution of the training data and it may include or exclude anomalies and healthy samples. Recently, Anaissi et al. [3] propose another approach which measures the similarity between a new event and error support vectors to generate a self-advised decision value rather than using a xed threshold. at was an e ective solution but it is susceptible to include damage samples if the model keeps updated in the same direction as the real damage samples. en the resultant updated model will start encounter damage samples in the training data. us this approach will start missing real damage events.
To address the aforementioned problems, we propose a new method that uses the online learning technique to solve the problems of online OCSVM and CP decomposition. We employ stochastic gradient descent (SGD) algorithm for online CP decompositio, and we introduce a new criterion to trigger the update process of the online-OCSVM, is criterion utilities the information derived from the location component matrix which we obtain when we decompose the three-way tensor data X. is matrix stores meaningful information about the behavior for each sensor location on the bridge. Intuitively, environmental changes such as temperature will a ect all the instrumented sensors on the bridge similarly. However, real damage would a ect a particular sensor location and the ones close by. e contributions of our proposed method are as follows:
• Online CP decomposition. We employ Nesterov's Accelerated Gradient (NAG) method into SGD algorithm to solve the CP decomposition which has the capability to update X (t +1) in one single step. We also followed the perturbation approach which adds a li le noise to the gradient update step to reinforce the next update step to start moving away from a saddle point toward the correct direction. • Online anomaly detection. We propose a tensor-based online-OCSVM which is able to distinguish between environmental and damage behaviours to adequately update the model coe cients. • Empirical analysis on structural datasets. We conduct experimental analysis using laboratory-based and real-life datasets in the eld of SHM. e experimental analysis shows that our method can achieve lower false alarm rates compared to other known existing online and o ine methods.
is paper is organized as follows. Section 2 presents preliminary work and discusses research related to this work. In section 3 we introduce the details of our method; online OCSVM-OCPD. Section 4 presents the experimental evaluation of the proposed method and discuses the results. Conclusions and future work are discussed in Section 5.
PRELIMINARIES AND RELATED WORK
Our research work builds upon and extends essential methods and algorithms including Tensor (CP) Decomposition, Stochastic Gradient Descent, and Online One-Class Support Vector Machine. We rst discuss the key elements of these methods and algorithms and then follow that with an analysis of related studies and their contribution to addressing the challenges discussed in the introduction. We conclude this with the discussion with the weaknesses of existing work and how our proposed work a empts to address these weaknesses.
CP Decomposition
Given a three-way tensor X ∈ I × ×K , CP decomposes X into three matrices A ∈ I ×R , B ∈ ×R and C ∈ K ×R , where R is the latent factors. It can be wri en as follows:
where "•" is a vector outer product. R is the latent element, A ir , B jr and C kr are r-th columns of component matrices A ∈ I ×R , B ∈ ×R and C ∈ K ×R . e main goal of CP decomposition is to decrease the sum square error between the model and a given tensor X. Equation 2 shows our loss function L needs to be optimized.
where X 2 f is the sum squares of X and the subscript f is the Frobenius norm. e loss function L presented in Equation 2 is a non-convex problem with many local minima since it aims to optimize the sum squares of three matrices. e CP decomposition o en uses the Alternating Least Squares (ALS) method to nd the solution for a given tensor. e ALS method follows the o ine training process which iteratively solves each component matrix by xing all the other components, then it repeats the procedure until it converges [13] . e rational idea of the least square algorithm is to set the partial derivative of the loss function to zero concerning the parameter we need to minimize. Algorithm 1 presents the detailed steps of ALS.
In online se ings, it is a naive approach would be to recompute the CP decomposition from scratch for each new incoming X (t +1) . erefore, this would become impractical and computationally expensive as new incoming datum would have a minimal e ect on the current tensor. Zhou et al. [35] proposed a method called onlineCP to address the problem of online CP decomposition using the ALS algorithm. e method was able to incrementally update the temporal mode in multi-way data but failed for non-temporal modes [13] . In recent years, several studies have been proposed to solve the CP decomposition using the stochastic gradient descent (SGD) algorithm which will be discussed in the following section. 
is the unfolded matrix of X in a current mode) 6: until convergence
Stochastic Gradient Descent
Stochastic gradient descent algorithm is a key tool for optimization problems. Assume that our aim is to optimize a loss function L(x, w), where x is a data point drawn from a distribution D and w is a variable. e stochastic optimization problem can be de ned as follows:
e stochastic gradient descent method solves the above problem de ned in Equation 10 by repeatedly updates w to minimize L(x, w). It starts with some initial value of w (t ) and then repeatedly performs the update as follows:
where η is the learning rate and x (t ) is a random sample drawn from the given distribution D. is method guarantees the convergence of the loss function L to the global minimum when it is convex. However, it can be susceptible to many local minima and saddle points when the loss function exists in a non-convex se ing. us it becomes an NP-hard problem. e main bo leneck here is due to the existence of many saddle points and not to the local minima [9] . is is because the rational idea of gradient algorithm depends only on the gradient information which may have ∂L ∂u = 0 even though it is not at a minimum.
Recently, SGD has a racted several researchers working on tensor decomposition. For instance, Ge et al. [9] proposed a perturbed SGD (PSGD) algorithm for orthogonal tensor optimization. ey presented several theoretical analysis that ensures convergence; however, the method does not apply to non-orthogonal tensor. ey also didn't address the problem of slow convergence. Similarly, Maehara et al. [17] propose a new algorithm for CP decomposition based on a combination of SGD and ALS methods (SALS). e authors claimed the algorithm works well in terms of accuracy. Yet its theoretical properties have not been completely proven and the saddle point problem was not addressed. Rendle and ieme [25] propose a pairwise interaction tensor factorization method based on Bayesian personalized rank. e algorithm was designed to work only on three-way tensor data. To the best of our knowledge, this is the rst work that applies SGD algorithm augmented with Nesterov's optimal gradient and perturbation methods for optimal CP decomposition of multi-way tensor data. 
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Online One-Class Support Vector Machine
Given a set of training data X = {x i } n i=1 , with n being the number of samples, OCSVM maps these samples into a high dimensional feature space using a function ϕ through the kernel K(
. en OCSVM learns a decision boundary that maximally separates the training samples from the origin [27] . e primary objective of OCSVM is to optimize the following equation:
where ν (0 < ν < 1) is a user de ned parameter to control the rate of anomalies in the training data, ξ i are the slack variable, ϕ(x i ) is the kernel matrix and w.ϕ(x i ) − ρ is the separating hyperplane in the feature space. e problem turns into a dual objective by introducing Lagrange multipliers α = {α 1 , · · · , α n }. is dual optimization problem is solved using the following quadratic programming formula [28] :
is the kernel matrix, α are the Lagrange multipliers and ρ known as the bias term. e partial derivative of the quadratic optimization problem (de ned in Equation 6) with respect to α i , ∀i ∈ S, is then used as a decision function to calculate the score for a new incoming sample:
e OCSVM uses Equation 8 to identify whether a new incoming point belongs to the positive class when returning a positive value, and vice versa if it generates a negative value.
e achieved OCSVM solution must always satisfy the constraints from the Karush-Khun-Tucker (KKT) conditions, which are described in Equation 9 .
where α i = 0 is referred to the non-support or reserve training vectors denoted by R, α i = 1 represents non-margin support or error vectors denoted by E and 0 < α i < 1 represents the support vectors denoted by S.
In an online se ing, we need to ensure the KKT conditions are maintained while learning and adding a new data point to the previous solution. Several researchers address the problem of online SVM [4, 8, 14] where all are based on the original method known as bookkeeping which proposed by Cauwenberghs et al..
e method computes the new coe cients of the SVM model while preserving the KKT conditions. is method made useful contributions to the incremental learning of two classes SVM (TCSVM), but it cannot be used for the one-class problem. Davy et al. [7] concluded that such incremental SVM methods cannot be directly applied to the one-class problem as they are dependent on the TCSVM margin areas which do not exist in OCSVM. erefore, s 39:7
Davy et al.proposed an online OCSVM-based threshold value. In this method, the anomaly score is computed for each incoming datum and evaluated against a prede ned threshold value. e new datum is added to the training data and the model coe cients are updated accordingly when its value is greater than the threshold. Similarly, Wang et al. [31] presented an online OCSVM algorithm for detecting abnormal events in real-time video surveillance. eir algorithm combines online least-squares OCSVM (LS-OCSVM) and sparse online LS-OCSVM. e basic model is initially constructed through a learning training set with a limited number of samples. Like [7] algorithm, the model is then updated through each incoming datum using threshold-based evaluation. Recently, Anaissi et al. [3] propose another approach which measures the similarity between a new event and error support vectors to generate a self-advised decision value rather than using a xed threshold.
at was an e ective solution but it is susceptible to include damage samples if the model keeps updated in the same direction as the real damage samples. en the resultant updated model will start encountering damage samples in the training data. us this approach will start missing the real damage events.
ONLINE TENSOR-BASED LEARNING FOR MULTI-WAY DATA
e incremental learning of online-OCSVM has been well-studied and proved to produce the same solution as the batch learning process (o ine learning). In fact, the main problem of online-OCSVM is not related to the incremental learning process, but it is due to the criteria we need to trigger this update process successfully. Given an OCSVM model constructed from the healthy training data, the calculated decision value using Equation 7 will decide whether a new event is healthy or not. When this decision value is positive i.e., healthy, then the KKT conditions remain satis ed when this new datum is added to the training data. us no model update is required. On the other hand, when this decision value is negative, we need to know whether this event is related to damage data or it is only due to environmental changes such as temperature. If this event is real damage then we report it without any model update. Nevertheless, if it is due to environmental changes, we need to add this datum to the training data and update the model coe cients accordingly since this negative decision datum will violate the KKT conditions. e challenge now is how to separate the environmental changes from real damage.
In this paper, we propose a new criterion to trigger the update process of the online-OCSVM based on the information derived from the location component matrix, we obtain when we decompose the three-way tensor data X. is matrix stores meaningful information about the behavior for each sensor location on the bridge. Intuitively, environmental changes such as temperature will a ect all the instrumented sensors on the bridge similarly. However, real damage would a ect a particular sensor location and the ones close by. To implement this approach, we need to nd an e cient solution for online-CP decomposition which will be discussed in the following section.
Nesterov SGD (NeSGD) for Online-CP Decomposition
We employ stochastic gradient descent (SGD) algorithm to perform CP decomposition in online manner. SGD has the capability to deal with big data and online learning models. e key element for optimization problems in SGD is de ned as:
where L is the loss function needs to be optimized, x is a data point and w is a variable. e SGD method solves the above problem de ned in Equation 10 by repeatedly updates w to minimize L(x, w). It starts with some initial value of w (t ) and then repeatedly performs the update 
where η is the learning rate and ∂L ∂w is the partial derivative of the loss function with respect to the parameter we need to minimize i.e. w. In the se ing of tensor decomposition, we need to calculate the partial derivative of the loss function L de ned in Equation 2 with respect to the three modes A, B and C alternatively as follows:
where X (i) is an unfolding matrix of tensor X in mode i. e gradient update step for A, B and C are as follows:
e rational idea of GSD algorithm depends only on the gradient information of ∂L ∂w . In such a non-convex se ing, this partial derivative may encounter data points with ∂L ∂w = 0 even though it is not at a global minimum. ese data points are known as saddle points which may detente the optimization process to reach the desired local minimum if not escaped [9] . ese saddle points can be identi ed by studying the second-order derivative (aka Hessian) ∂L if ∂L ∂w 2 (x; w) has both positive and negative eigenvalues, the point is a saddle point. e second order-methods guarantee convergence, but the computing of Hessian matrix H (t ) is high, which makes the method infeasible for high dimensional data and online learning. Ge et al. [9] show that saddle points are very unstable and can be escaped if we slightly perturb them with some noise. Based on this, we use the perturbation approach which adds Gaussian noise to the gradient. is reinforces the next update step to start moving away from that saddle point toward the correct direction. A er a random perturbation, it is highly unlikely that the point remains in the same band and hence it can be e ciently escaped (i.e., no longer a saddle point) [12] . Since we are interested in the fast optimization process due to online se ings, we further incorporate Nesterov's method into the PSGD algorithm to accelerate the convergence rate. Recently, Nesterov's Accelerated Gradient (NAG) [19] has received much a ention for solving convex optimization problems [10, 11, 20] . It introduces a smart variation of momentum that works slightly be er than standard momentum.
is technique modi es the traditional SGD by introducing velocity ν and friction γ , which tries to control the velocity and prevents overshooting the valley while allowing faster descent. Our idea behind Nesterov's is to calculate the gradient at a next position that we know our momentum will reach it instead of calculating the gradient at the current position. In practice, it performs a simple step of gradient descent to go from w (t ) to w (t +1) , and then it shi s slightly further than s 39:9 w (t +1) in the direction given by ν (t −1) . In this se ing, we model the gradient update step with NAG as follows:
where ϵ is a Gaussian noise, η (t ) is the step size, and ||A|| L 1 are the regularization and penalization parameter into the L 1 norms to achieve smooth representations of the outcome and thus bypassing the perturbation surrounding the local minimum problem. e updates for (B (t +1) , ν (B,t ) ) and (C (t +1) , ν (C,t ) ) are similar to the aforementioned ones. With NAG, our method achieves a global convergence rate of O( 1 T 2 ) comparing to O( 1 T ) for traditional gradient descent. Based on the above models, we present our NeSGD algorithm 2. 
Tensor-based Advised Decision Values
In this paper, we introduce a new criterion to trigger the update process when the online OCSVM model generates a negative decision value for a new sample c t +1 . Based on the information derived from the location component matrix B (t +1) which we obtain when we decompose a three-way tensor data X t +1 , we generate an advised decision score for a new negative datum based on the average distance from a sensing location matrix (a row in (B)) to the k nearest neighbouring (knn) locations. A big change in this score of a sensing location indicates a change in sensor behaviour which might be due to occurred damage or environmental changes. If all the knn scores behave di erently, then this indicates that the negative decision value is due to environmental changes. erefore, we add this new datum to the training data and update the model coe cients accordingly. Otherwise, we report c t +1 i as an anomaly data point. is algorithm is described as follows: given the location matrix B t +1 , the unit vector of each point b j (j = 1, . . . , n) with its k closest points b k is computed as follows:
en we estimate the change occurred in sensors behaviors based on the absolute di erence between B t +1 and B t using the following equation 
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where P i represents the probability of that negative decision value of c t +1 i is being related to environmental changes, and γ is a small value represents acceptable change. In this work, we set-up a 90% con dence interval for P i (C t +1 ) to judge whether a new datum c t +1 i belongs to the healthy sample or not. In fact, this con dence interval is based on the physical layout of the sensor instrumentation. Algorithm 3 illustrates the process of generating the tensor-based advised decision values: ALGORITHM 3: Tensor-based advised decision values method.
(a) Find the k closest points to b j : j = 1, . . . , k.
(b) Calculate the unit vectors k j of b j according to (16) . (c) Calculate P i according to (17) . (d) Adjust the decision value as follows: arrives with an advised decision value a(x c ) > 0, the model coe cients must be updated to get the new solution α i+c and ρ * , which should preserve the KKT conditions (see Equation 9 ). We initially assign a zero value to α c and then start looking for the largest possible increment of α c until its (x c ) becomes zero, in this case x c is added to the support vectors set S. If α c equals to 1, x c is added to the set of the error vectors E. e di erence between the two states of OCSVM is shown in the following equation:
Since i = 0 ∀i ∈ S, we can write Equation 18 in a matrix form as follows:
By substituting α s in the partial derivate equation 18, we obtain: e goal now is to determine the index of the sample i that leads to the minimum ∆α c . As in [4] , ve cases must be considered to manage the migration of the sample between the three sets S, E and R, and calculate ∆α c .
(
∆α 5 c leads to the minimum ∆α c → Move x c to E, terminate. e next step a er the migration is to update the inverse matrix Q −1 . Two cases to consider during the update: extending Q −1 when the determined index i joins S, or compressing when index i leaves S. Similar to [14] , we applied the Sherman-Morrison-Woodbury formula to obtain the new matrixQ. We repeat this procedure until the index i is related to the new example x c .
EXPERIMENTAL RESULTS
We conduct all our experiments using an Intel(R) Core(TM) i7 CPU 3.60GHz with 16GB memory. We use R so ware to implement our algorithms with the help of the two packages; the rTensor and the e1071 for tensor tools and one-class model.
Experiments on Synthetic Data
4.1.1 NeSGD convergence. Our initial experiment was to ensure the convergence of our NeSGD algorithm and compare it to other state-of-the-art methods such as SGD, PSGD, and SALS algorithms in terms of robustness and convergence. We generated a synthetic long time dimension tensor X ∈ 60×12×10000 from 12 random loading matrices M 12 i=1 ∈ 10000×60 in which entries were drawn from uniform distribution D[0, 1]. We evaluated the performance of each method by plo ing the number of samples t versus the root mean square error (RMSE). For all experiments we use the learning rate η (t ) = 1 1+t . It can be clearly seen from Figure 2 that NeSGD outperformed the SGD and PSGD algorithms in terms of convergence and robustness. Both SALS and NeCPD converged to a small RMSE but it was lower and faster in NeSGD.
4.1.2
Tensor-based analysis. e same synthetic data is used here but with some modi cations to evaluate the performance of the proposed method of tensor-based advice decision value. We initially emulate environmental changes on the last 300 samples by modifying the random generator se ing [µ, σ ], where µ is the mean and σ is the standard deviation, in all M s since environmental changes which will naturally a ect all sensors, where each matrix in M 12 i=1 ∈ 1000×60 represents one source (i.e location). e rst 700 samples were generated under the same environmental conditions in which 500 samples are used to form the training tensor X ∈ 60×12×500 . e NeSGD is initially applied to decompose the tensor X into three matrices A, B, and C given R = 2, and the C matrix is then used to learn the OCSVM. e remaining 200 samples where fed sequentially to the online NeSGD and OCSVM in addition to the environmental a ected 300 samples. For each incoming datum, we compute A t +1 , B t +1 and C t +1 which is presented to the online OCSVM algorithm to calculate its health score. If that datum is predicted as healthy then the model is not updated. However, if that datum is predicted as unhealthy, then we compute the tensor-based decision value 39:12 A. Anaissi et al. P i (C t +1 ) using Equation 17 . If its advice decision value is greater than γ then we incorporated this new datum into the training data and we updated the model's coe cients accordingly. Figure 3 shows the initial 500 training samples where the blue dots represent the resultant support vectors of the o ine model. Figure 5 shows the resultant decision boundary a er we incrementally updated the OCSVM model. As it can be seen, all the healthy samples were successfully incorporated into the model since these samples were slightly di erent from the training samples due to the environmental changes. We can also observe that the KNN score for all sensor were signi cantly increased which indicates the negative decision values were due to environmental changes. Further, it shows how the decision boundary grew over time and incorporated new healthy samples.
Case Studies in Structural Health Monitoring
To further validate our model, we evaluate the performance of our Tensor-based advice decision values for incremental OCSVM when it is applied to SHM. e evaluation is based on real SHM data collected from two case studies namely (a) the Infante D. Henrique Bridge in Portugal and (b) AusBridge a major Bridge in Australia (the actual Bridge name cannot be published due to a data con dentiality agreement).
Infante D. Henrique Bridge
Data. e SHM data is collected continuously from the Infante D. Henrique Bridge bridge (shown in Figure 5 (a) ) over a period of two years (from September 2007 to September 2009) [6, 18] . e data collection was carried out continuously by instrumenting the bridge with 12 force-balance highly sensitive accelerometers to measure acceleration. Every 30 minutes, the collected acceleration measurements were retrieved from these sensors and input into an operational modal analysis process to determine the natural frequencies (the model parameters) of the bridge. is process resulted in 120 natural frequencies which used as the characteristic features in our study. us, this dataset consists of 2 × 365 × 48 (35,040) samples each with 24 features. e resultant matrices from the 12 sensors were fused in a tensor X ∈ 35,040×120×12 . Besides acceleration measurements, temperatures were also recorded every 30 minutes because natural frequencies of the bridge can be in uenced by environmental conditions [6, 18] .
Using this dataset, we run two-phase experimental analysis; In the rst phase, we used the rst two months of this data (i.e., 2,230 samples September-October 2007) to fuse them in a tensor X ∈ 2,230×120×12 which was decomposed using NeSGD method (see Algorithm 2) into three matrices A ∈ 12×2 , B ∈ 120×2 , and C ∈ 2,230×2 . e C matrix is then used to construct an o ine OCSVM model. We used the remaining 35,040 data samples to evaluate the o ine OCSVM model without applying the tensor-based advice decision value method. is analysis resulted in a very high false alarm rate of 44.8%. is result demonstrates the signi cant e ect of environmental factors, particularly the temperature, on the natural frequencies of the data collected from the bridge. In the second phase of this experiment, we run our proposed tensor-based advised incremental (a) Infante D. Henrique Bridge [18] . OCSVM algorithm on the same test dataset. Here, we calculated the health score for each incoming sample using equation 7. e algorithm then continues if the sample has been correctly classi ed, otherwise the tensor-based advice decision value has to be calculated to determine whether the model coe cients will have to be updated or not based on Equation 17 . e results of these experiments are shown in gure 5 (b); mainly resulted in a false alarm rate per month for the (tensor-based, threshold-based, self-advised) online OCSVM and the o ine OCSVM. is gure also shows the monthly average temperature for the period of September 2007 and October 2007, which was used for constructing the o ine OCSVM, for demonstrating the environmental conditions of the constructed model. As depicted in this gure, although the false alarm rate of our tensor-based online incremental model was high at the start of the experiment, it had decreased gradually until it reached close to zero as new arriving data augmented into the model.
By experimenting with the dataset during the period June 2008 -December 2008, our tensor-based online model recorded an above 10% false alarm rate. is period time belongs to the extreme temperature conditions which have not been previously experienced at that time point in the dataset. e self-advised method produces comparable results to tensor-based ones but with lower accuracy. In contrast to this, the threshold-based online OCSVM and o ine OCSVM showed continuous some uctuation in the false alarm rates in correlation with the monthly record temperature. Speci cally, our tensor-based online model generated a very low false alarm rate (close to 0%) during the months which had temperature values that are signi cantly di erent from the temperature values recorded during the training period (i.e., September -October 2007 vs. September -October 2008). On the other hand, very high false alarm rates (close to 100%) were generated by the o ine OCSVM model during the same time period.
From this case study, we conclude that environmental changes, which are captured using natural frequencies feature, can signi cantly in uence OCSVM models. Our experiments with the real Infante D. Henrique Bridge dataset have demonstrated that our tensor-based online model is able to catch such environmental changes in the features. In this regard, the proposed method makes more accurate updated to the learning models compared to the (self-advised and threshold-based) online and o ine models.
The
AusBridge. In this case study, we collect acceleration data from the AusBridge using tri-axial accelerometers connected to a small computer under each jack arch. Every vehicle passed We conducted two sets of experiments. e rst one used a data of a total of 22,526 samples collected from 11 jack arches (nodes) during October 2015 and November 2016 1 . e data from the 11 nodes were fused in a tensor X ∈ 22,526×300×11 . We train the o ine OCSVM model using the data collected in October 2015 (i.e X ∈ 1,689×300×11 ). e remaining data of X ∈ 20,837×300×11 (November 2015 -November 2016) was sequentially fed to the same model. Using the same dataset, we run these experiments with (self-advised and threshold-based) online OCSVM, o ine OCSVM , and our tensor-based OCSVM model. e false alarm error rates resulted from the experiments with the four OCSVM models are illustrated in Figure 6(a) . e values are shown as averages over the 11 nodes for each month of the collected data. As shown, the o ine OCSVM model generated an average of about 10% false alarm rate which means it classi ed many events as structural damage. Furthermore, the false alarm rates uctuated with high standard deviations during most of the experiment period. is is not accurate and can lead to inappropriate decisions as all of the nodes being evaluated had no damage during the study period. Unlike the o ine OCSVM model, our tensor-based online model resulted in a much lower false alarm rate, average about 0.1% with narrow standard deviations. e poor performance of the o ine OCSVM model can be due to the environmental and operational conditions, which were not captured in the initial frequency features in the one-month training data (October 2016). e in uence of these variations on the frequency features had been captured by the threshold-based online OCSVM method and enhanced its false alarm rates. As shown in the fugue, our tensor-based online OCSVM model resulted in lower false alarm rates compared to the other online models. Although se ing a xed threshold for a single OCSVM might be an easy task, but this is not practical. Such bridges comprised of 100's of jack arches each of which is linked with an OCSVM model. us, se ing a xed threshold would require manual tuning of 100's OCSVM models. e goal of the second experiment set of the AusBridge case study was to con rm that even a er a long-running period (i.e. 1 year) the updated model from our online OCSVM method still had the ability to detect structural damage. In the second experiment set of the AusBridge case study, we used the data of an identi ed damaged jack arch (node). In particular, we used 12 months of data during which the jack arch was health and 3 months of data while it was damaged. Our goal in this experiment is to con rm the reliability of our model in terms of its ability to detect structural damages even a er a long time period (1 year). Using the 12 months dataset, we run the o ine, self-advised, threshold-based, and our proposed tensor-based online OCSVM models. Figure 6 (b) shows the resulting accuracy of the four models over the 12-months of healthy data and the 3-months damaged data of the jack arch. As shown, the damage events were detected successfully by all the four models. In addition, our tensor-based model signi cantly outperformed the o ine OCSVM and threshold-based incremental models by achieving lower false alarm rates.
CONCLUSION
We address the problem of learning from data sensed from networked sensors in IoT environments. Such data exists in a correlated multi-way form and considered as non-stationary due to the ongoing variation that o en arises from environmental changes over a long period time. Existing learning models such as OCSVM and traditional matrix analysis methods do not capture theses aspects. us, accuracy and performance are signi cantly a ected with such non-stationary nature. We addressed these problems by proposing a new online CP decomposition named NeSGD and a Tensor-based Online-OCSVM method which employs the online learning technique. e essence of our proposed approach is that it triggers incremental updates to the online OCSVM model based on data received from the location component matrix which maintains important information about sensor's behaviour. We achieved this by incorporating a new criterion received regularly from each sensor which is captured by decomposing the tensor using NeSGD.
We applied our approach to real-life datasets collected from network of sensors a ached to bridges to detect damage (anomalies) in its structure that might result from environmental variations over long time periods. e various experimental results showed that our tensor-based online-OCSVM was able to accurately and e ciently di erentiate between environmental changes and actual damage behaviours. Speci cally, our tensor-based Online OCSVM method signi cantly outperformed the self-advised and threshold-based OCSVM models as it scored the lowest false alarm rates and carried more accurate updates to the learning model.
It would be interesting to investigate other factors (other than temperature) that may in uence anomaly detection in structure health monitoring and other areas. One interesting area is to extend and apply our Tensor-based Online OCSVM model to other related IoT elds such as smart homes.
