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Topological nodal superconductors are generally realized based on unconventional pairings. In
this work, we propose a minimal model to realize these topological nodal phases with only s-wave
interaction. In our model the linear and quadratic spin-orbit couplings along the two directions
break the isotropy in momentum space and introduce effective unconventional pairings on the Fermi
surface. This model may support different nodal superconducting phases characterized by either
winding number in BDI class or Pfaffian in D class at the particle-hole invariant axes. In the
vicinity of the nodal points the effective Hamiltonian can be described by either type-I or type-II
Dirac equation; and the crossover between these two nodal points can be driven by external Zeeman
fields. We show that these nodal phases are robust against weak disorders, thus are possible to be
realized in experiments with real materials. The smoking-gun evidences to verify these phases based
on scanning tunneling spectroscopy are also briefly discussed.
PACS numbers: 71.10.Pm, 74.45.+c, 74.90.+n
Topological phases are featured by nontrivial topologi-
cal integer numbers in their bulk and the associated topo-
logical protected gapless edge states along the bound-
aries and in the defects [1, 2]. In the gapped topolog-
ical superconductors (TSCs), these localized states can
realize the long sought Majorana zero modes[3], which
are anyons satisfying non-Abelian statistics. These zero
energy modes are the basic building blocks for fault-
tolerant topological quantum computation[4–6], thus
have attracted great attention in theories[7–21] and
experiments[22–29], in both condensed matter and ul-
tracold atom physics in the past several years.
Nevertheless, natural materials are scarcely to be
TSCs except several exceptions, such as superconducting
topological insulators XxBi2Se3, where X = Cu[32, 33],
Sr[34], and Ti[35, 36], and the spin-triplet superconduc-
tor Sr2RuO4[37–39]. Unfortunately, none of them have
been conclusively identified to be TSCs. Alternatively,
many researches about TSCs are focused on combined
systems, in which the superconducting pairings are in-
troduced to the spin-orbit coupled systems via the An-
dreev reflection mechanism. In this respect the most emi-
nent examples are the surfaces of three-dimensional topo-
logical insulators[28, 29], the spin-orbit coupled semi-
conductor nanowires[8–12, 22–26] and magnetic systems
with inhomogeneous magnetic texture[13–18] in proxim-
ity to s-wave superconductors. The recent experiments
[22–29] have observed zero-bias peaks in tunneling spec-
troscopy, which provide promising evidences for the Ma-
jorana zero modes. These systems still belong to the
p-wave category[30, 31] due to the effective p-wave pair-
ing on the Fermi surface in the dressed basis; they are
fully gapped except at the phase boundaries.
Gapless TSCs, which are also called as nodal super-
conductors, are feasible and have been explored in refs.
[40–47]. In the fully gapped TSCs, the zero modes in
the middle gap are protected by topological invariant de-
fined in the whole Brillouin zone. However, in the nodal
TSCs, the topological invariants can only be locally de-
fined in the Brillouin zone, and the nontrivial topologi-
cal invariants can lead to dispersionless zero-energy flat
band along the boundaries. These flat bands have been
discussed in many literatures[40–47], which generally re-
quire the exotic pairings, such as dxy-wave [46, 47], px
pairings [46, 47] as well as other unconventional pairings
in non-centrosymmetric superconductors[42–46]; see ref.
48 for more possible nodal superconductors.
Engineering the single particle band structures, in
some cases, is much easier than direct engineering the
pairings, especially for those unconventional pairings
whose underlying pairing mechanisms are complex and
unclear. In this work we propose a minimal model to
realize these gapless TSCs with only isotropic s-wave in-
teraction. To account for the asymmetric nodal points
in the momentum space, the single particle term con-
sists of a linear spin-orbit coupling (SOC) along one di-
rection and a quadratic SOC along the other direction.
Different types of nodal phases with effective type-I and
type-II Dirac equation nodal TSCs can be realized; and
the crossover between these two nodal points can be
driven by Zeeman fields. These nodal points are robust
against weak disorders, which only slightly renormal-
izes the momentum-independent parameters from Born
approximation. These topological phases may be real-
ized using the semi-Dirac materials in proximity to a s-
wave superconductor. The experimental smoking-gun ev-
idences for these nodal phases are also briefly discussed.
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FIG. 1. Phase diagram for model (3). The line X = 4
represents the phase transition takes place at kx = pi, and
the line Y = X − 4 and Y = X represent the transition at
kx = 0. The shadowed regimes mark the topological trivial
phase TGI(0, 0). In the nodal TSCs, the symbols ± in the
black circles denote the winding number of the nodal points.
We start from the following model in a square lattice,
H0 =
∑
k
c†
ks[d
x
kσx + d
y
k
σy + d
z
kσz − µσ0]ss′cks′ , (1)
where cks is the annihilation fermion operator with mo-
mentum k = (kx, ky) and spin s =↑, ↓, σx,y,z,0 are Pauli
matrices and µ is the chemical potential. We first focused
on (lattice constant a = 1),
dxk = α sinkx, d
y
k
= β(1−cos ky), dzk = γ(1−coskx). (2)
Notice that a nonzero γ is used to open a gap at
k = (π, 0), thus we have a semi-Dirac dispersion near
k = (0, 0). In this model, the first term is the linear
SOC along the kx direction, while along ky direction, a
quadratic SOC is required, which is the major difference
between our idea and the proposal discussed in previ-
ous literatures for the realization of gapped TSCs and
associated Majorana zero modes. This quadratic disper-
sion can be regarded as a consequence of fusing of two
Dirac points with opposite winding numbers along the ky
direction[49–51], in which the linear dispersion along this
direction is exactly canceled. Thus the above single par-
ticle model with linear dispersion along kx direction and
quadratic dispersion along ky direction can be relevant
to semi-Dirac materials, such as BEDT-TTF2I3 salt [52],
TiO2/V2O3 multi-layer structure [53], the anisotropic
hexagonal lattices in presence of magnetic field [54]. This
model may also be realized in ultracold atoms, in which
the linear SOC can be realized by Raman coupling[55]
while the quadratic SOC can be realized using the ex-
perimental approach in Ref. 56.
Now we introduce Cooper pairs into this system by
proximity to a s-wave superconductor (in ultracold atoms
this pairing can be realized by attractive interaction).
Then we have the following equation,
H = H0 +∆
∑
k
c†
k↑c
†
−k↓ + c−k↓ck↑, (3)
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FIG. 2. Edge states for a strip with width L = 100 along ky
direction. (a), (b) and (c) show the Majorana flat bands in
TGI(2, 2), TGI(2, 0) and TGI(0, 2) phases, respectively. The
corresponding spectra is shown in (d) - (f).
where ∆ represents the pairing strength. This model
can be written in the Bogolibov-de Gennes (BdG) form,
H(k) = 1
2
(dx
k
σ0 ⊗ σx + dykσ0 ⊗ σy + dzkσz ⊗ σz −
µσz ⊗ σ0 + ∆σy ⊗ σy) under the Nambu basis ψ†k =
(c†
k↑, c
†
k↓, c−k↑, c−k↓). The BdG Hamiltonian possesses
time-reversal symmetry T H∗(k)T −1 = H(−k) with
T = σz ⊗ σz and particle-hole symmetry ΞH∗(k)Ξ−1 =
−H(−k) with Ξ = σx ⊗ σ0. Thus the model (3) belongs
to two dimensional BDI class according to the ten-fold
classification[1, 2]. The combination of these two sym-
metries can give rise to a chiral symmetry S = σy ⊗ σz
with SH(k)S−1 = −H(k), which can bring us great con-
venience to analytically determine the topological phases
and the associated phase boundaries.
The gapped TSCs in two spatial dimension in BDI
class is not permitted according to its classification[1, 2],
however, the nodal TSCs are still allowed, which are char-
acterized by winding numbers. Let USU † = diag(1,−1),
we find
UH(k)U † =
(
0 qk
q†
k
0
)
, U =
1√
2
(
σy σx
−σy σx
)
, (4)
with qk = µσ0 + (d
x
k
− i∆)σx − dykσy + dzkσz . Thus
det(H(k)) = −det(qk)·det(q†k) and the gap closing condi-
tion is determined by det(qk) = µ
2+∆2−(dx
k
)2−(dy
k
)2−
3m =0     4       2      0  
n
 =
0
      4
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FIG. 3. Phase diagrams in the presence of Zeeman field hz
and hy . (a) and (b) show the results with |Z| < 1 and |Z| > 1,
respectively. All topological TSCs are denoted by TGI(n,m)
and the shadowed regimes mark the trivial phase, TGI(0, 0).
(dz
k
)2+2i∆dx
k
= 0. This equation shows that the gapless
phases can only be realized at kx = 0, π, and the corre-
sponding ky is determined by the following equations,
(1 − cos ky)2kx=0 = X, (1− cos ky)2kx=pi = X − Y, (5)
where the two independent parameters are
X =
µ2 +∆2
β2
, Y =
4γ2
β2
. (6)
In the vicinity of the nodal points, the effective Hamilto-
nian can be approximated as heff = vxδkxσx + vyδkyσy,
which is a type-I Dirac equation. These gapless phases
throughout this work are denoted as TGI(n,m), where
n and m corresponds to the number of Dirac points at
kx = 0, and kx = π, respectively. The phase diagram as
a function of these two independent parameters is pre-
sented in Fig. 1. For the model in Eq. 6, n and m
may equal to {0, 2} when 0 ≤ X ≤ 4, or 0 ≤ X − Y ≤ 4.
Thus we have four different nodal TSCs, where TGI(0, 0)
denotes the trivial gapped phase. It is necessary to em-
phasize that although the linear SOC strength α do not
explicitly enter the topological boundaries, it is essential
for these gapless phases.
The emergence of these topological phases may be
understood from the effective pairings in the picture
of dressed basis [57]. Let H0ψ±,k = ε±(k)ψ±,k, then
we find c†
k↑c
†
−k↓ =
dx
k
+id
y
k
2dk
[ψ†−,kψ
†
−,−k − ψ†+,kψ†+,−k +√
dk+d
z
k
dk−d
z
k
ψ†+,kψ
†
−,−k −
√
dk−d
z
k
dk+d
z
k
ψ†−,kψ
†
+,−k] with dk =√
(dx
k
)2 + (dy
k
)2 + (dz
k
)2. Thus all pairings, including
inter-band and intra-band pairings, are odd (even) func-
tions of kx (ky). These effective pairings are resemblance
to the unconventional pairings required for nodal TSCs
in previous literatures[40–48]. The difference is that in
this work these pairings can be controlled in experiments
by engineering the single particle Hamiltonian.
The robustness of these nodal TSCs can be understood
from the winding number
N1 =
1
2π
∮
S1
dk · ∂kIm[ln det(q)], (7)
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FIG. 4. (a) Band structure for a typical type-II Dirac point;
(b) Phase diagram for the two nodal points in the model with
hx and hz. Parameters are β = 1.2α, γ = α, ∆ = 0.2α, µ =
0.6α, hy = 0.3α. In (a) hx = 0.5α, hz = −0.1α, ky = 0.353.
where the contour S1 encloses only one of the nodal
points in momentum space. In this case, N1 = ±1 (see
Fig. 2). This number can take other integer values when
more than one nodal points are enclosed. The whole sys-
tem is topologically neutral since these topological de-
fects should be created or destroyed in pairs with oppo-
site winding numbers. In our model they are fused at
ky = 0 when X = 0, Y = X , and ky = π when X = 4,
Y = X − 4. These gapless phases may be a general fea-
ture in all TSCs, and in previous literatures these nodal
phases were predicted based on unconventional pairings.
The edge states in these nodal phases are different from
these in the gapped TSCs. Fig. 2 plots the spectra of
system for a strip along ky direction. We can find disper-
sionless zero-energy flat bands for all these three differ-
ent nodal TSCs. The observed edge states can be easily
seized in a dimension reduction manner. In momentum
space considering ky as an external parameter, the sys-
tem consists of a series of 1D subsystems paramtered by
ky. Each subsystem has a well-defined chiral symmetry
S and is gapped as long as ky not cross the nodal points
in momentum space. In this subspace, we consider the
following topological invariant[46, 58, 59],
w(ky) =
1
2π
∫
dkx∂kxIm[ln det(q)]. (8)
The subsysem is topological nontrivial when w(ky) 6= 0,
which will give rise to zero energy edge state(s) when a
boundary is imposed along kx direction. For the phase in
TGI(2, 2), we find w(ky = 0) = 0, thus the two flat bands
should be disjointed. In TGI(2, 0), we find w(ky = 0) =
−1, thus the flat band should across the ky = 0 point.
This is different from the TGI(0, 2), where the flat band
is connected through the Brillouin zone at ky = π since
w(ky = π) = 1. The similar analysis can be applied for
strip along other directions. Note that the model is an
even function about ky, these zero energy modes for each
ky are connected by particle-hole symmetry, thus all the
flat bands are essentially Majorana flat bands.
Next, we explore the fate of these nodal phases in
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FIG. 5. (a) The density of state (DOS) in the bulk and (b)
the local density of state (LDOS) at the edge for gapped triv-
ial phase (red solid line) and topological nodal phases (blue
dashed line). The LDOS at zero energy is strongly enhanced
by the Majorana flat bands. For the topological nodal phase,
∆ = 1.2α, µ = 1.8α and for the gapped phase, ∆ = 3.5α,
µ = 1.0α. Other parameters are: β = 1.2α, γ = α. The DOS
in the bulk is determined by ρ(ω) = − 1
pi
∑
k
Tr[ImGr(k, ω)],
where the retarded Green’s function is defined as Gr(k, ω) =
[ω + iδ − H(k)]−1. The LDOS at the edge is computed via
the Green function iteration method in ref. 67.
the presence of external Zeeman fields by adding a term
Hz =
∑
kσσ′ c
†
kσh · σckσ′ into model (1). In the BdG
formulism, Hz can be arranged into Hz(k) = hxσz ⊗
σx+hyσ0⊗σy +hzσz ⊗σz. The roles played by Zeeman
fields along different directions may be seized through its
relation with chiral symmetry S. The hy and hz terms
anti-commute with S, whereas hx term commutes. Thus
when hx = 0 the whole Hamiltonian still respects the
chiral symmetry S and the nodal points can be found as
(Z − cos ky)2kx=0 = X, (Z − cos ky)2kx=pi = X − Y, (9)
where the three parameters are defined as,
Z = 1+
hy
β
,X =
µ2 +∆2 − (2γ + hz)2
β2
, Y = 4
γ2 + γhz
β2
.
(10)
The solution of the above equations depends strongly on
the value of Z. If |Z| > 1, only two nodal points are
allowed for each kx; otherwise, four nodal points are al-
lowed. The corresponding phase diagrams as a function
of X and Y for these two cases are presented in Fig. 3. In
the vicinity of the nodal point, the effective Hamiltonian
can be described by type-I Dirac equation, thus all these
phases are still denoted by TGI(n,m).
The presence of hx can fundamentally change the sym-
metry of this model and reduce the system from BDI class
to the D class due to breaking of time-reversal symme-
try. However the nodal points will not be immediately
destroyed due to the reason that the Hamiltonian is an
even function of ky, thus combining with the particle-hole
symmetry we always have at kx = 0 or kx = π
ΞH∗(k)Ξ−1 = −H(−kx, ky) = −H(k). (11)
The first equality of above equation ensures a different
Z2 invariant associated with these two particle-hole in-
variant axes[60, 61],
ν(ky) = sign[Pf(W (0, ky))Pf(W (π, ky))], (12)
where W (kx, ky) = HΞ and W (kx, ky)T = −W (kx, ky)
when kx = 0, π. We find Pf(W (0, ky)) = h
2
x −∆2 − µ2 +
β2(1 − cos(ky))2 and Pf(W (π, ky)) = h2x + 4γ2 − ∆2 −
µ2+β2(1− cos(ky))2. Thus for kx = 0, the gapless point
is determined by (1 − cos ky)2 = X ; and for kx = π,
it is determined by (1 − cos ky)2 = X − Y , where X =
(µ2+∆2− h2x)/β2 and Y = 4γ2/β2. For this reason, the
Majorana flat bands about these two special lines in the
Brillouin zone can still be found when ν(ky) = −1.
The presence of hx will tilt the band structure along
the kx direction, thus the effective Hamiltonian in the
vicinity of the nodal points (k0) can be written as
heff(k0 + δk) = vxδkxσx + vyδkyσy + ǫδkx, (13)
which may give rise to the type-II Dirac dispersion when
ǫ2 > v2x. The presence of this tilting term will not change
the chirality of Dirac point, which can be determined as
sign(vxvy). The boundary between the type-I and type-
II Dirac points is thus determined by ǫ2 = v2x. A typical
type-II band structure in our model is presented in Fig.
4a, which is a gapless phase, similar to that in Fulde-
Ferrell-Larkin-Ovchinnikov superconductors[57]. In Fig.
4b, we plot the phase diagram as a function of Zee-
man fields hz and hx. We find that the type-I topo-
logical nodal phase will be continuously driven to the
type-II nodal phase (denoted as TGII(n,m)) when the
in-plane Zeeman field hx exceeds some critical value. In
the much stronger Zeeman fields the system will evolve
to the trivial gapped phase (TGI(0,0)) through fusing of
type-II Dirac points. More intriguingly topological type-
II nodal phases can be realized when starting from other
TGI(n,m) phases in Fig. 3, which provides a general
route to realize these intriguing phases. In the TGII su-
perconductors, the edge states may mix up with bulk
bands, and the Majorana flat bands may not be seen
anymore. The Majorana flat bands in this new system
can still be find in the TGI nodal phases, but now they
are classified by Z2.
We finally address the random disorder effect, which
is unavoidable in real materials. This effect can be
taken into account via Hdis =
∑
iss′ Viss′c
†
iscis′ , where
Viss′Vjσσ′ = V
2δi,jδsσδs′σ′ , where V is the disorder
strength. For weak disorder and to the leading order,
the disorder-averaged Green function can be calculated
from the free Green function G−10 (iω,k) = iω −H(k) by
G(iω,k) = [G−10 (iω,k) − Σ(iω)]−1 with the self-energy
Σ(iω) = V 2σz ⊗ σ0
∑
k
G0(iω,k)σz ⊗ σ0 [62–64]. If the
dependence of the self-energy on frequency can be ne-
glected under Born approximation, we find that the dis-
order can renormalizes all the momentum-independent
parameters, such as chemical potential, pairing strength
5and Zeeman fields. As we have demonstrated before,
the gapless phases are also allowed in D class TSCs, thus
the realized nodal TSCs and the associated Majorana flat
bands are robust against weak disorders. In experiments,
these different phases can be distinguished using density
of state and local density of state measurement probed
by scanning tunneling spectroscopy, which has proved to
be an effective tool to explore two-dimensional unconven-
tional superconductors[47, 65, 66]; see simulation in the
bulk and the boundary in Fig. 5.
To conclude, a route to realize nodal TSCs by direct
engineering the single particle Hamiltonian, instead of
pairings, is demonstrated. We propose a minimal model
based on linear and quadratic SOC for the realization
of different nodal superconductors. In the vicinity of
the nodal points, the effective Hamiltonian can be either
type-I or type-II Dirac Hamiltonians, and their crossover
can be driven by the external Zeeman fields. These nodal
phases are robust against weak random perturbation,
thus may be realized using realistic materials in proximity
to conventional s-wave superconductors. The Majorana
flat bands protected by Z in BDI class or Z2 in D class
superconductors can greatly enhance the local density of
states along the boundaries, thus can serve as smoking-
gun evidence for experimental detection with scanning
tunneling spectroscopy.
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