In this paper, we propose a new method to unify and extend some nonlinear dynamic double integral inequalities of two independent variables involving pairs of time scales via nabla derivative. The acquired results give explicit bounds which can be utilized to consider the subjective and quantitative properties of specific classes of dynamic conditions on time scales. An application to prove the validity of our established results is also given.
Introduction
Whenever there is a discussion about the importance of research work for boundedness, global existence, the stability of the solutions of differential and basic conditions of integral equations, the fact cannot be denied that Gronwall-Bellman inequality, Bihari inequality, and their various generalizations play a pivotal role in providing precise bounds of differential, integral, and also of difference equations. After the disclosure of the inequality coming about because of Gronwall, various mathematicians have showed significant enthusiasm to sum up the original form of this inequality, for which we may refer to [5, 12, 16, 17, 25] and the references cited therein. On the other hand, Hilger [15] , a nominee of the prime researcher, initiated the development of calculus of time scales to unify and extend different theories of both difference and differential equations in a consistent manner. Over the past few years, many authors came ahead and did a comprehensive analysis of the properties and utilization of different types of dynamic equations and inequalities on time scale [1, 2, 7-11, 14, 20, 22, 26-28] . At the beginning, Bohner and Peterson [6] examined the integral inequality on time scales of the form
After that, in 2009, Li [19] established the following integral inequality: [21] further studied the generalization of the nonlinear integral inequality of two independent variables on time scales as follows:
with α > 1 being a real constant. Recently, Mi [23] proved Gronwall-Bellman delay integral inequality with two independent variables on time scales of the type
in which two nonlinear terms r 1 (x) and r 2 (x) are discussed, and these functions are not required to be nondecreasing. Based on the works of the above-mentioned researchers and using the same context of Gronwall-Bellman type inequalities, in this paper, we explore and generalize the following nonlinear dynamic inequalities of two independent variables via nabla derivative on time scales:
The established inequalities can be utilized as convenient apparatuses in the examination of the subjective hypothesis of solutions of dynamic conditions on time scales. It is assumed that the reader must be familiar with the knowledge and basic concepts of the calculus on time scales. For incredible research on the theory of time scales, we suggest the peruser to [6] and the paper presenting nabla subsidiaries by Atici and Guseinov [4] .
Nonlinear inequalities on time scales
Throughout this work, denote R + = [0,∞) and u 0 ∈ T. C rd denotes the set of rdcontinuous functions. A time scale T is an arbitrary nonempty closed subset of the real numbers R. denotes the set of all regressive and rd-continuous functions and
Now, some essential definitions and lemmas on time scales, which will be used later in proofs of the present paper, are given below. 
) for z ≥ 0, r ≥ 1, then it is said to belong to the class J. 
To prove our main results, we first list the following assumptions: 
Theorem 2.3 Assume that conditions (H1)-(H5) and relation
The inverse functions of F, G are F -1 , G -1 respectively, and u
then (1) gives
Since p(u, v) ≥ 1 is nonincreasing in u and by Definition 2.1 for Ψ , (10) takes the form
Denoting the right-hand side of (11) by m(u, v), we obtain
Clearly Ω -1 is subadditive and submultiplicative, then from (11) and (12), we have
which gives
Taking nabla derivative of m(u, v) with respect to u and by using (13) and (14), we deduce
Now consider [Ω -1 (m(u, v))] ∇u . By applying differential mean theorem on Ω for some
From (15) and (16), it is easy to observe that
Nabla integrating the above inequality from u to ∞ by keeping v fixed and using the fact that m(∞, v) = 1, we get
where
By the definition of y(u, v) and using (17), we have
Since Ψ is nondecreasing and
Now consider
as Ψ is nondecreasing and Ω(y(u, v)) > 0. By (18)
Keeping v fixed, nabla integrating the above inequality from u to ∞, and using the fact that y(∞, v) = Ω -1 (1), we get
such that q(u, v) is as given in (8) . From (14) , (17) , and (20), we have
From (9) and (21), we deduce
and B(u, v) is as defined in (7). Fixing any two time-scale points u 1 ∈ [u , ∞) T and v 1 ∈ [v , ∞) T , then from (22) and (23) it is easy to observe that u, v) to the right-hand side of the last relation, therefore
Since ω is nondecreasing and r(u, η) ≤ z(u, η) ≤ z(u, v) for all η ∈ [v, ∞) T , therefore, by the differentiation of z(u, v) with respect to u, we have
Consider F ∇u (z(u, v)) to be the same as in the derivation of (19) and from (25), we get
for fixed v. Nabla integrating the above inequality from u to ∞ and using the fact that
We observe that r(u 1 , v 1 ) ≤ z(u 1 , v 1 ) by setting u = u 1 , v = v 1 in the last inequality, and
Also from (22)
The required estimate in (4) can be obtained from the above inequality and by the arbitrary nature of
Remark 2.4 As a special case of delta derivative on time scales, if u is fixed, Ω(u)
in Theorem 2.3, then it reduces to Theorem 3.1 due to Li [19] with p(τ ) = 0.
In order to prove our next theorem, we establish the following interesting lemma.
Lemma 2.5 Let l
Proof: Obviously the above inequality is valid if β = 0. However, if β > 0, let δ = β α , then δ = 1 by ( [13] , Lemma 2.1), we have
for any M > 0. Let M = 1, we get (26).
Theorem 2.6
Assume that conditions (H1), (H2), (H5), and relation (2) hold with α ≥ β > 0 and L ∈ J. Then
1 is the inverse function of F 1 , and u * , v * ∈ [u 0 , ∞) T is chosen so that
where e ∧ denotes the nabla exponential function.
Proof Let us define z(u, v) by
then (2) can be restated as
Lemma 2.5 and (32) imply that
and
It is clear from (32)-(34) in (31) that
provided that
and Q(u, v) is as defined in (30). Obviously m(u, v) ≥ 1 in nonincreasing in u and from (35), we get
Taking nabla derivative with respect to u, using (37) and Definition 2.1 in the above inequality, we deduce , t) )∇t∇s. By the definition of r(u, v) and using (38), we have
for fixed v. Nabla integrating the last inequality from u to ∞, using the fact that r(∞, v) = 1 and from (29), we obtain
By substituting the above inequality in (38), nabla integrating again the resulting inequality from u to ∞, using the fact that y(∞, v) = 1 and from (37), we get 
Since it is assumed that S > 0, then -S ∈ + v and e ∧ -S (u, ζ ) > 0 for all u ∈ T by Theorem 5.2 (vi) and (vii) [3] . Inequality (40) by utilizing the nabla quotient rule from Theorem 2.1 [18] and Lemma 2.2 implies that
Substituting u with s, integrating the above equation from ζ to ∞, we get
Since ζ is arbitrary, then substituting ζ with u in (41), using (36), (40), and from [6] (Theorem 3.15 (iv) and (v)), we deduce
which implies the estimation for m (u, v) such that
A combination of (32), (39), and (42) yields the desired bound in (27) . The subdomain u * , v * ∈ [u 0 , ∞) T is obvious.
Remark 2.7 As a special case of delta derivative on time scales, if we take f = 0, h = b, and a(u, v) is a nondecreasing function, then Theorem 2.6 changes to Theorem 1 due to Li [20] .
Theorem 2.8 Assume that conditions (H1)-(H3), (H5) and relation (3) hold with
G -1 is the inverse function of G, and u
Proof Denote (3) by a function of z (u, v) . Then
furthermore,
Since n(u, v) ≥ 1 is nonincreasing in u and from (46), (47), we get
Nabla deriving the above equation with respect to u and using (49), we have
such that
Since y(u, v) ≤ r (u, v) , it follows from the definition of r(u, v) and (50) that
From (52), we consider the initial value problem of differential equation
which, by following the same steps from (40)-(42) with suitable changes, yields the solution
Since r Substituting the above inequality in (50), nabla integrating the resulting inequality from u to ∞, using the fact that y(∞, v) = 1 and from (46), (49), we deduce Now, a suitable application of Theorem 2.3 to the above inequality yields the required estimate (60). The uniqueness and continuous dependence of the solutions of (58) can also be discussed under some suitable conditions by using our results. To save space, we omit the details here.
