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Preface
These are the notes for a two-week mini-course Introduction to Categorification given at a
winter school in January 2014 as part of the thematic semester New Directions in Lie Theory
at the Centre de Recherches Mathe´matiques in Montre´al. Each week, the course met four
times for one-and-a-half hours. There was also a problem session each week where students
presented solutions to the exercises in the notes.
The goal of the course was to give an overview of the idea of categorification, with an
emphasis on some examples where explicit computation is possible with minimal background.
Students were expected to have a solid understanding of groups, rings, and modules covered,
for instance, in typical first year graduate courses in algebra. A basic knowledge of the
fundamentals of category theory was also assumed.
The course began with a very brief review of the representation theory of associative
algebras, before introducing the concept of weak categorification with some simple examples.
It then proceeded to a discussion of more sophisticated examples of categorification, including
a weak categorification of the polynomial representation of theWeyl group and the Fock space
representation of the Heisenberg algebra. The course concluded with a discussion of strong
categorification and a brief overview of some further directions in the field.
Thank you to all of the students of the mini-course for their enthusiasm and interesting
questions and comments. Special thanks go to Yvan Saint-Aubin and Franco Saliola for
useful remarks and for pointing out various typographical errors in earlier versions of these
notes.
Alistair Savage Ottawa, 2014.
Course website: http://mysite.science.uottawa.ca/asavag2/categorification/
ii
Chapter 1
A brief review of modules over
associative algebras
While categorification can take place in a very general setting, we will be concerned in this
course almost exclusively with categories of modules over rings or algebras. Thus, in order to
speed up the exposition and get more quickly to some interesting results in categorification,
we will work with such categories from the start. In this chapter, we will review some of the
key properties of these categories that will be used in the sequel.
1.1 Associative algebras and their modules
Throughout this chapter, we fix an arbitrary field F. We first recall the definition of an
associative algebra.
Definition 1.1.1 (Associative algebra). Suppose R is a commutative ring. An associative
R-algebra is a ring B that is also an R-module and such that the ring multiplication is
R-bilinear:
α(ab) = (αa)b = a(αb), for all α ∈ R, a, b ∈ B.
We say that B is unital if it contains an element 1 (denoted 1B when there is chance of
confusion) such that
1b = b = b1, for all b ∈ B.
If B is commtutative (as a ring), then we say that it is a commutative R-algebra.
Example 1.1.2. A Z-algebra is the same as a ring.
In these notes, we will be most interested in the case of algebras over a field (i.e. we will
take R = F).
Example 1.1.3 (Group algebra). If Γ is a group, then we can define the group algebra F[Γ].
As an F-module, F[Γ] is the F-vector space with basis Γ. Multiplication is given by
(α1γ1)(α2γ2) = (α1α2)(γ1γ2), for all α1, α2 ∈ F, γ1, γ2 ∈ Γ,
and extending by linearity.
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Example 1.1.4 (Endomorphism algebra). If V is an F-vector space, then End V is an algebra
under the natural operations (e.g. multiplication is given by composition of endomorphisms).
It is called the endomorphism algebra of V .
Example 1.1.5 (Algebra of dual numbers). The algebra D = F[x]/(x2) is called the algebra
of dual numbers . It is a two-dimensional algebra.
Definition 1.1.6 (Algebra homomorphism). An algebra homomorphism between two as-
sociative R-algebras is an R-linear ring homomorphism. For a homomorphism ψ of unital
associative R-algebras, we also require that ψ(1) = 1.
For the remainder of this section, we fix a unital associative F-algebra B.
Definition 1.1.7 (Algebra representation). A representation of B is a unital algebra homo-
morphism B → EndV for some F-module V .
Definition 1.1.8 (Module, simple module). A left (resp. right) B-module is simply a left
(resp. right) B-module for the underlying ring of B. It follows that a left B-module M is
also an F-module, with action
αm = (α1B)m, for all α ∈ F, m ∈M
(and similarly for right B-modules). A module is simple if it has no nonzero proper sub-
modules.
Suppose M is a simple B-module and let m be an arbitrary nonzero element of M . Then
Bm = {bm | b ∈ B} is a nonzero submodule of M . Since M is simple, we must have
Bm = B. Thus, M is generated by any nonzero element. Now consider the homomorphism
of B-modules
f : B →M, b 7→ bm.
Then f is surjective and so, by the First Isomorphism Theorem, we have M ∼= B/ ker f as
B-modules. Since M is simple, ker f is a maximal ideal of B. In this way, we see that all
simple B-modules are isomorphic to quotients of B by maximal ideals.
Examples 1.1.9. (a) The only simple F-module (up to isomorphism) is the one-dimensional
vector space F.
(b) The only maximal ideal of the algebra D of dual numbers is (x) (see Exercise 1.1.1).
Thus, the only simple D-module (up to isomorphism) isD/(x). This is a one-dimensional
module on which x acts by zero (and 1D acts by the identity).
The notions of representations of B and left B-modules are equivalent. Thus, by abuse of
terminology, we will sometimes use the terms interchangeably. Furthermore, when we write
‘B-module’, without specifying ‘left’ or ‘right’, we shall mean ‘left B-module’. Recall that a
left B-module is finitely generated if it has a finite generating set.
A short exact sequence of modules is a sequence of B-module homomorphisms
0
ψ0
−→ M1
ψ1
−→ M2
ψ2
−→M3
ψ3
−→ 0,
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such that imψi = kerψi+1 for i = 0, 1, 2. We say that the sequence splits (and it is a split
exact sequence) if either one of the following two equivalent conditions is satisfied:
(a) there exists a B-module homomorphism ϕ1 : M2 →M1 such that ϕ1ψ1 = idM1;
(b) there exists a B-module homomorphism ϕ2 : M3 →M2 such that ψ2ϕ2 = idM3 .
In this case we have that M2 ∼= M1 ⊕M3.
Definition 1.1.10 (Projective module). A B-module P is projective if every short exact
sequence of the form
0→M → N → P → 0
(where M and N are B-modules) is a split exact sequence.
A B-module P is projective if and only if it is a direct summand of a free module (in
particular, free modules are projective). Another characterization of projective modules is
as follows. Remember that the functor Hom(M,−) from the category of B-modules to the
category of abelian groups is always left exact (for any B-module M). It is also right exact
(hence exact) if and only if M is projective.
Definition 1.1.11 (Superfluous submodule, superfluous epimorphism). A submodule N of
a B-module M is superfluous if, for any other submodule H of M , the equality N +H =M
implies H = M . A superfluous epimorphism of B-modules is an epimorphism p : M → N
whose kernel is a superfluous submodule of M .
Example 1.1.12. The zero submodule is always superfluous. A nonzero B-moduleM is never
superfluous in itself (take H = 0 in the definition of a superfluous module).
Definition 1.1.13 (Projective cover). Suppose M is a B-module. A projective cover of M
is a projective module P , together with a superfluous epimorphism P →M of B-modules.
Examples 1.1.14. (a) Any projective module is its own projective cover. For example, the
projective cover of the F-module F is F.
(b) The projective cover of the simple D-module D/(x) is D itself (see Exercise 1.1.2).
When they exist, the projective cover and associated superfluous epimorphism of a given
module M is unique up to isomorphism. However, in general, projective covers (of modules
of arbitrary rings/algebras) need not exist.
There is no natural definition of the (internal) tensor product of two B-modules unless
one has some additional structure on B (e.g. the structure of a Hopf algebra). However, we
will often use the notion of an external tensor product . If A and B are both unital associative
algebras, M is an A-module, and N is a B-module, then M ⊗FN is an (A⊗FB)-module via
the action
(a⊗ b)(m⊗ n) = (am)⊗ (bn), for all a ∈ A, b ∈ B, m ∈M, n ∈ N
(and extending by linearity).
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Exercises.
1.1.1. Show that the only maximal ideal of the algebra D of dual numbers is (x).
1.1.2. Show that D is the projective cover of the D-module D/(x).
1.2 Finite-dimensional algebras
In these notes, we will be most concerned with finite-dimensional unital associative F-algebras
(i.e. unital associative F-algebras that are finite-dimensional as an F-vector space). In this
section, we will state some of the important properties of such algebras. Many of these
properties follow from the fact that finite-dimensional algebras are Artinian rings (see Exer-
cise 1.2.1). A good reference for the properties of Artinian rings and their modules is [ARS95].
Throughout this section, we assume that B is a finite-dimensional unital associative
F-algebra. We also assume that all modules are finitely generated.
Proposition 1.2.1 (Properties of modules over finite-dimensional algebras). Recall that B
is a finite-dimensional unital associative algebra over a field F.
(a) Every left (resp. right) B-module has a projective cover. (See [ARS95, Th. I.4.2].)
(b) Every flat (left or right) B-module is projective. (Recall that a right B-module M is
flat if the functor M ⊗B − maps exact sequences of left B-modules to exact sequences of
abelian groups (and similarly with left and right interchanged). Since projective modules
are always flat, we have that the notions of flat and projective B-modules are equivalent.)
(See [AF92, Th. 28.4].)
(c) The algebra B has a finite number of nonisomorphic simple modules (see [ARS95,
Prop. I.3.1]).
(d) The projective covers of the (nonisomorphic) simple modules form a complete list of
nonisomorphic indecomposable projective B-modules. (See [ARS95, Cor. I.4.5].)
Example 1.2.2. As seen in Examples 1.1.9(b) and 1.1.14(b), the algebra D of dual numbers
has one simple module, namely D/(x). Its projective cover D is the only indecomposable
projective D-module (up to isomorphism).
The proof of the following lemma is an exercise.
Lemma 1.2.3. Suppose V is a simple B-module with projective cover P . Then, for any
simple B-module W , we have an isomorphism of F-modules
HomB(P,W ) ∼= HomB(V,W ) =
{
0 if W 6∼= V,
EndB(V ) if W ∼= V,
where the conditions W 6∼= V and W ∼= V refer to isomorphisms of B-modules.
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Definition 1.2.4 (Simple algebra). An associative algebra B is called simple if it has no
nontrivial proper (two-sided) ideals and B2 = {ab | a, b ∈ B} 6= {0}. (Note that if B is a
nonzero unital associative algebra, then the second condition is automatically satisfied.)
Example 1.2.5. The algebra of n×n matrices (n ≥ 1) with entries in F is a simple F-algebra.
Definition 1.2.6 (Semisimple). A finite-dimensional unital associative algebra is semisimple
if it is isomorphic to a Cartesian product of simple subalgebras. A module over an associative
algebra is semisimple if it is isomorphic to a direct sum of simple submodules.
Lemma 1.2.7 (Maschke’s Theorem). Suppose Γ is a finite group and the characteristic of
the field F does not divide the order of Γ. Then the group algebra F[Γ] is semisimple.
Proposition 1.2.8 (Properties of modules over semisimple algebras). Suppose B is a semisim-
ple finite-dimensional unital associative algebra.
(a) All B-modules are semisimple.
(b) All B-modules are projective. In particular, every B-module is its own projective cover.
Exercises.
1.2.1. Prove that a finite-dimensional unital associative algebra is an Artinian ring. (Recall
that a ring is Artinian if it satisfies the descending chain condition on ideals.)
1.2.2. Prove Lemma 1.2.3.
Chapter 2
Weak categorification
In this chapter we explain the idea of weak categorification. We begin by presenting an
overview of the important ingredients: categories, functors, and Grothendieck groups. We
refer the reader to [LM] for a more detailed introduction to Grothendieck groups (in the
context of categorification) and operations induced on them by various additional structure
on the category in question.
2.1 Grothendieck groups
We again fix a unital associative F-algebra B. Associated to B are two categories that will
be of particular interest to us.
Definition 2.1.1 (Categories B-mod and B-pmod). We let B-mod denote the category of
finitely generated left B-modules and let B-pmod denote the category of finitely generated
projective left B-modules. Thus B-pmod is a full subcategory of B-mod.
Let C be a subcategory of the category of B-modules. We will be primarily interested in
the case where C is either B-mod or B-pmod.
Definition 2.1.2 (Split Grothendieck group). Let F (C) be the free abelian group with basis
the isomorphism classes [M ] of objects M in C, and let N split(C) be the subgroup generated
by the elements [M1]− [M2] + [M3] for every split exact sequence 0→M1 → M2 →M3 → 0
in C (equivalently, by [M3] − [M1] − [M2] for every M1,M2,M3 ∈ C with M3 = M1 ⊕M2).
The split Grothendieck group of C, denoted Ksplit0 (C), is the quotient group F (C)/N
split(C).
We will usually denote the image of [M ] in Ksplit0 (C) again by [M ].
Example 2.1.3. Note that F-mod is the category of all finite-dimensional F-vector spaces and
Ksplit0 (F-mod)
∼= Z. Indeed, consider the surjective homomorphism
f : F (F-mod)→ Z, f([V ]) = dim(V )
(and extended by linearity). Since dimension is additive (i.e. dim(V ⊕ W ) = dim(V ) +
dim(W )), we have N split(F-mod) ⊆ ker(f). Now, let
∑n
i=1 ci[Vi] be an arbitrary element
of ker(f). We have
∑n
i=1 ci dim(Vi) = f(
∑n
i=1 ci[Vi]) = 0. In K
split
0 (F-mod), since [Vi] =
6
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dim(Vi)[F], we have
∑n
i=1 ci[Vi] = (
∑n
i=1 ci dim(Vi))[F] = 0, so ker(f) = N
split(F-mod).
Thus, by the First Isomorphism Theorem,
Ksplit0 (F-mod)
∼= F (F-mod)/ ker(f) ∼= Z.
Definition 2.1.4 (Grothendieck group). As in Definition 2.1.2, let F (C) be the free abelian
group with basis the isomorphism classes [M ] of objects M in C. Let N(C) be the subgroup
of F (C) generated by the elements [M1] − [M2] + [M3] for every short exact sequence 0 →
M1 → M2 → M3 → 0 in C. The Grothendieck group of C, denoted K0(C), is the quotient
group F (C)/N(C). We will usually denote the image of [M ] in K0(C) again by [M ].
Remark 2.1.5. The definition of a Grothendieck group remains valid for any abelian category
C.
Example 2.1.6. Note that every short exact sequence in F-mod splits. Thus, the split
Grothendieck group and the Grothendieck group of F-mod are the same. Therefore, by
Example 2.1.3, K0(F-mod) ∼= Z.
Definition 2.1.7 (G0(B) andK0(B)). Let G0(B) = K0(B-mod) andK0(B) = K0(B-pmod).
Remark 2.1.8. By the definition of a projective module (Definition 1.1.10), every short exact
sequence in B-pmod splits. Thus K0(B) = K
split
0 (B-pmod).
Lemma 2.1.9. If B is semisimple, then all short exact sequences in B-mod split. Thus all
modules are projective. Hence, B-mod = B-pmod and G0(B) = K0(B).
Proof. This follows immediately from Proposition 1.2.8.
For the remainder of this section, we assume that B is finite-dimensional. Let V1, . . . , Vs
be a complete list of nonisomorphic simple B-modules. If Pi is the projective cover of Vi for
i = 1, . . . , s, then P1 . . . , Ps is a complete list of nonisomorphic indecomposable projective
B-modules (see Proposition 1.2.1). It follows from the Jordan-Ho¨lder Theorem (see [ARS95,
Th. I.1.7]) that
G0(B) =
s⊕
i=1
Z[Vi].
The class [M ] ∈ G0(B) of any M ∈ B-mod is the sum (with multiplicity) of the classes of
the simple modules appearing in any composition series of M .
Since any P ∈ B-pmod can be written uniquely as a sum of indecomposable projective
modules, we also have
K0(B) =
s⊕
i=1
Z[Pi].
Example 2.1.10. By Example 1.2.2, for the algebra D of dual numbers we have
G0(D) = Z[D/(x)], K0(D) = Z[D].
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Remark 2.1.11. Note that, in situations such as Example 2.1.10, Z[D] denotes the one-
dimensional Z-module spanned by [D]. This should not be confused with the notation Z[x],
where x is an indeterminate, which is the polynomial algebra in one variable.
We have a natural bilinear form
〈−,−〉 : K0(B)⊗Z G0(B)→ Z, given by
〈[P ], [M ]〉 = dimFHomB(P,M), for all P ∈ B-pmod, M ∈ B-mod (2.1)
(extending by bilinearity). Here HomB(P,M) denotes the F-vector space of all B-module ho-
momorphisms from P toM . This form is well-defined in the first argument since HomB(−,M)
is an additive functor for all M ∈ B-mod, and K0(B) = K
split
0 (B-pmod). It is well-defined
in the second argument since HomB(P,−) is an exact functor for P ∈ B-pmod. Note that
it is crucial that P is projective here. For example, we do not, in general, have an analo-
gous bilinear form G0(B) ⊗ G0(B) → Z (unless, of course, B is semisimple, in which case
G0(B) = K0(B)).
By Lemma 1.2.3, we have
〈[Pi], [Vj]〉 =
{
0 if i 6= j,
dimF EndB(Vi) ≥ 1 if i = j.
(2.2)
Therefore, the form 〈−,−〉 is nondegenerate. For a commutative ring R and R-module V ,
let V ∨ denote the dual space. Recall that a bilinear form 〈−,−〉 : V ⊗RW → R of R-modules
induces maps
V →W∨, v 7→ (w 7→ 〈v, w〉),
W → V ∨, w 7→ (v 7→ 〈v, w〉).
If the form is nondegenerate, then these maps are injective. If these maps are isomorphisms,
then we say that the form is a perfect pairing .
Example 2.1.12. Let R = Z and consider the Z-linear form Z⊗ZZ→ Z given by a⊗b = 2ab.
This form is nondegenerate but is not a perfect pairing. However, if R is a field, then any
nondegenerate bilinear form on finite-dimensional R-modules is a perfect pairing.
If F is algebraically closed, then, by Schur’s Lemma, we have
〈[Pi], [Vj ]〉 = δi,j, for all 1 ≤ i, j ≤ s,
and the form (2.1) is a perfect pairing.
Example 2.1.13. Consider the algebra D of dual numbers. Let f : D → D/(x) be a homo-
morphism of D-modules. Since the codomain of f is a simple D-module, the kernel of f
must be a maximal ideal of D. But the only maximal ideal of D is (x) (see Exercise 1.1.1).
Thus f factors through a map D/(x) → D/(x). Since D/(x) is a one-dimensional F-vector
space, any such map is simply multiplication by a scalar. Therefore, HomD(D,D/(x)) ∼= F,
and so 〈D,D/(x)〉 = 1.
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Exercises.
2.1.1. Fill in the details of the claim that the bilinear form (2.1) is well-defined.
2.2 Functors
Suppose B1 and B2 are both unital associative F-algebras and that C1 (resp. C2) is a subcat-
egory of the category of B1-modules (resp. B2-modules). A functor F : C1 → C2 is said to be
additive if F (M ⊕N) ∼= F (M)⊕F (N) for all M,N ∈ C1. If F is additive, then it induces a
group homomorphism
[F ] : Ksplit0 (C1)→ K
split
0 (C2), [F ]([M ]) = [F (M)], for all M ∈ C1.
Similarly, if F is exact, then it induces a group homomorphism
[F ] : K0(C1)→ K0(C2), [F ]([M ]) = [F (M)], for all M ∈ C1.
Fix two finite-dimensional unital associative F-algebras A and B. Recall that an (A,B)-
bimodule M is, by definition, a left A-module and a right B-module, where the A and B
actions commute.
Example 2.2.1. The algebra A is an (A,A)-bimodule via left and right multiplication. More
generally, if B is a subalgebra of A, then we can consider A as an (A,B)-bimodule, a (B,A)-
bimodule, or a (B,B)-bimodule.
If B and C are subalgebras of A, we let BAC denote A, considered as a (B,C)-bimodule.
If B or C is equal to A, we will often omit the corresponding subscript. So, for example, AB
denotes A, considered as an (A,B)-bimodule.
Suppose M is an (A,B)-bimodule. Then we have the functor
M ⊗B − : B-mod→ A-mod, N 7→M ⊗B N.
Here we consider M ⊗B N as an A-module via the action
a(m⊗ n) = (am)⊗ n
(and extending by linearity). The functor M ⊗B − is always right exact. It is also left
exact (hence exact) precisely when M is projective as a right B-module (since projective
is the same as flat in our setting – see Proposition 1.2.1). If M is projective as a left A-
module, then M ⊗B − maps projective modules to projective modules (see Exercise 2.2.1)
and thus restricts to give a functor B-pmod → A-pmod. Any homomorphism M → N of
(A,B)-bimodules gives rise to a natural transformation of functors M ⊗B − → N ⊗B − (see
Exercise 2.2.2).
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Now suppose B is a subalgebra of A. Then we have induction and restriction functors
IndAB : B-mod→ A-mod, Ind
A
B N = A⊗B N, for all N ∈ B-mod,
ResAB : A-mod→ B-mod, Res
A
BM = BA⊗A M, for all M ∈ A-mod.
If A is projective as a left and right B-module, then the above functors are both exact and
also induce functors on the corresponding categories of finitely generated projective modules.
Exercises.
2.2.1. Show that if M is an (A,B)-bimodule that is projective as a left A-module, then the
functor M ⊗B − maps projective B-modules to projective A-modules.
2.2.2. Suppose f : M → N is a homomorphism of (A,B)-bimodules. Use f to define a
natural transformation of functors M ⊗B − → N ⊗B −. Prove that what you define is
indeed a natural transformation.
2.3 Weak categorification
We are now in a position to describe the general idea behind (weak) categorification. We
refer the reader to [KMS09; Maz12] for further discussion and examples.
Suppose R is a commutative ring. Let B be a unital associative R-algebra, and let {bi}i∈I
be a fixed generating set for B. If M is a B-module, then the action of each bi defines an
R-linear endomorphism bMi of M .
Definition 2.3.1 (Naive categorification). A naive categorification of (B, {bi}i∈I ,M) is a
tuple (M, ϕ, {Fi}i∈I), where M is an abelian category, ϕ : K0(M) ⊗Z R → M is an iso-
morphism, and, for each i ∈ I, Fi : M → M is an exact endofunctor of M such that the
following diagram is commutative:
K0(M)⊗Z R
[Fi] //
ϕ

K0(M)⊗Z R
ϕ

M
bM
i //M
(We simply write [Fi] above for [Fi]⊗ id.) In other words, the action of Fi lifts the action of
bi.
The notion of a naive categorification is extremely weak. We only require that the functors
Fi induce the right maps on the level of the Grothendieck group. A stronger notion would
be to categorify the relations amongst the generators bi (or the induced maps b
M
i ). That
is, given a set of relations of B (generating all the relations in B) we want isomorphisms of
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functors that descend to these relations in the Grothendieck group. A naive categorification,
together with this extra data, is called a weak categorification.
In our examples, the category M will be a sum of categories of modules. For example,
we will define a collection of finite-dimensional algebras Bj, j ∈ J , and set M equal to⊕
j∈J Bj-mod (or
⊕
j∈J Bj-pmod). In this case, the classes of the simple (or projective)
Bj-modules descend to a distinguished basis of M . For a simple Bj-module V and i ∈ I,
[Fi(V )] is a sum of classes of simple modules. Thus, the classes of simple modules give a basis
of M for which all the structure coefficients of the action of the basis {bi}i∈I are nonnegative
integers. The existence of a such a distinguished positive integral basis is one of the nicest
features of categorification. Indeed, the knowledge that such a basis of a module M exists
is a strong hint that there may be an interesting categorification of M .
Note that Definition 2.3.1 (and hence also the notion of a weak categorification) depend
on a generating set for the algebra B. In this sense, it is probably more accurate to speak
of a categorification of a presentation of a module. However, in some cases it is possible to
develop a categorification of a module that is independent of any generating set. We will see
an example of this in Proposition 4.4.1.
Example 2.3.2 ([Maz12, Ex. 2.8]). Let B = C[b]/(b2−2b) and consider the generating set {b}.
The relation satisfied by this generator is of course b2 = 2b. Note that we have rearranged
the relation so that all coefficients are positive integers. Let M = C be the B-module with
action given by b · z = 0, z ∈ M , and let N = C be the B-module with action given by
b · z = 2z, z ∈ N . Let M = C-mod be the category of finite-dimensional C-modules and
define the functors F,G : M→M by
F = 0, that is, F (V ) = 0, for all V ∈M, and
G = idM ⊕ idM, that is, G(V ) = V ⊕ V, for all V ∈ M.
Define ϕ : K0(M)⊗Z C → M and ψ : K0(M)⊗Z C → N both by z[C] 7→ z (where [C] here
denotes the class of the simple one-dimensional C-module).
Since
ϕ ◦ [F ](z[C]) = 0 = b · ϕ(z[C]), for all z ∈ C, and
ψ ◦ [G](z[C]) = ψ(z[G(C)]) = ψ(z[C⊕ C]) = ψ(2z[C]) = 2z = b · z = b · ψ(z[C]),
we see that (M, ϕ, F ) and (M, ψ, G) are naive categorifications of (B, {b},M) and (B, {b}, N),
respectively. It is easy to verify (see Exercise 2.3.1) that we have isomorphisms of functors
F ◦ F ∼= F ⊕ F, G ◦G ∼= G⊕G. (2.3)
Thus, as operators on K0(M), we have [F ]2 = 2[F ] and [G]2 = 2[G]. So the isomor-
phisms (2.3) lift the relation b2 = 2b. Therefore, (M, ϕ, F ) and (M, ψ, G) are weak cate-
gorifications of (B, {b},M) and (B, {b}, N), respectively. Note that B ∼= C[S2] via the map
b 7→ s1 +1 and, under this isomorphism, the modules M and N become the sign and trivial
C[S2]-modules, respectively.
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Exercises.
2.3.1. Verify that the functors F and G of Example 2.3.2 satisfy (2.3).
2.3.2. Suppose R is a ring that is free as an abelian group, and let r = {ri}i∈I be a basis of R
such that the multiplication in this basis has nonnegative integer coefficients: rirj =
∑
k c
k
ijrk,
ckij ∈ N. Let M be a left R-module with a basis b = {bj}j∈J such that ribj =
∑
k d
k
ijbk, d
k
ij ∈
N. By defining M to be an appropriate sum of copies of the category of finite-dimensional
F-vector spaces, show that one can always define a (rather trivial) weak categorification of
(R, r,M).
Chapter 3
Categorification of the polynomial
representation of the Weyl algebra
In this chapter will discuss a categorification that is more sophisticated than the simple
examples we have seen so far. In particular, we will use the categories of modules over
nilcoxeter algebras to categorify the polynomial representation of the Weyl algebra. The
action of the Weyl algebra will be categorified by induction and restriction functors. This
categorification was first carried out by Khovanov in [Kho01]. We refer the reader to that
reference for further details. As before, we fix an arbitrary field F and assume that all
modules are finitely generated.
3.1 The Weyl algebra
The Weyl algebra is the algebra of differential operators with polynomial coefficients in one
variable. For our purposes, we define it as follows.
Definition 3.1.1 (Weyl algebra). The Weyl algebra W is the unital associative algebra over
Z with generators x, ∂ and defining relation ∂x = x∂ + 1.
Let RQ = Q[x] be the Q-vector space spanned by x
0, x1, x2, . . . . There is a natural action
of W on RQ given by
x · xn = xn+1, ∂ · xn = nxn−1, for all n = 0, 1, 2, . . . .
The abelian subgroups
R = SpanZ{x
n/n!}∞n=0 and R
′ = SpanZ{x
n}∞n=0
of RQ are easily seen to be W -submodules of RQ. The module RQ is important for several
reasons. In particular, it is faithful and, as a (W ⊗Z Q)-module, it is irreducible. It is also
the unique (W ⊗Z Q)-module generated by an element (the element x0 ∈ RQ) annihilated
by ∂. This can be proven directly or it can be seen to follow from a generalized Stone–von
Neumann Theorem (see [SY15, Th. 2.11]).
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We define a Q-valued symmetric bilinear form on RQ by
〈xn, xm〉 = δn,m n!.
This form restricts to a Z-valued perfect pairing 〈−,−〉 : R′ ×R→ Z.
3.2 The nilcoxeter algebra and its modules
We first recall some basic facts about the symmetric group. The group algebra F[Sn] of the
symmetric group Sn on n letters is generated by the simple transpositions si = (i, i+ 1). A
complete set of relations for these generators is
s2i = 1 for i = 1, 2, . . . , n− 1,
sisj = sjsi for i, j = 1, . . . , n− 1 such that |i− j| > 1,
sisi+1si = si+1sisi+1 for i = 1, 2, . . . , n− 2.
(These are simply the relations for the transpositions in the symmetric group.) The last two
sets of relations are known as the braid relations . Any elements of Sn can be written as a
product
σ = si1si2 · · · sik . (3.1)
If k is minimal among such expressions, then it is called the length of σ and is denoted ℓ(σ).
(The length of a permutation is also equal to the number of inversions it creates.) Any
expression (3.1) of minimal length (i.e. where k = ℓ(σ)) is called a reduced expression for σ.
Any reduced expression for σ ∈ Sn can be obtained from any other reduced expression for
σ by a sequence of braid relations. If (3.1) is not a reduced expression, then one may use
the braid relations to replace it by an expression in which two sj (for some j = 1, . . . , n− 1)
appear immediately next to one another. Using the relation s2j = 1, the length of the
expression can be reduced by two. Continuing in this manner, one may obtain a reduced
expression from any (potentially non-reduced) expression. The element of Sn mapping i
to n − i + 1 (for i = 1, . . . , n) is the unique maximal length element of Sn. Its length is
n(n− 1)/2.
Definition 3.2.1 (Nilcoxeter algebra). Fix a nonnegative integer n. The nilcoxeter algebra
Nn is the unital F-algebra generated by u1, . . . , un−1 subject to the relations
u2i = 0 for i = 1, 2, . . . , n− 1,
uiuj = ujui for i, j = 1, . . . , n− 1 such that |i− j| > 1,
uiui+1ui = ui+1uiui+1 for i = 1, 2, . . . , n− 2.
By convention, we set N0 = N1 = F.
Note that the nilcoxeter algebra is quite similar to F[Sn]. The only difference is that the
generators ui square to zero instead of one. The proof of the following lemma is left as an
exercise (Exercise 3.2.1).
Lemma 3.2.2. If k > n(n−1)/2, then ui1ui2 · · ·uik = 0 for all i1, i2, . . . , ik ∈ {1, . . . , n−1}.
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Since the relations defining Nn are homogenous in the ui, we can define an N-grading
Nn =
⊕
m∈NN
(m)
n on Nn (as an algebra, i.e., N
(m1)
n N
(m2)
n ⊆ N
(m1+m2)
n for all m1, m2 ∈ N) by
setting the degree of ui to be one for i = 1, . . . , n − 1. Let I =
⊕
m≥1N
(m)
n be the sum of
the (strictly) positively graded pieces of Nn. In other words, I is the ideal of Nn generated
by the ui, i = 1, . . . , n − 1. This is a maximal ideal of Nn since Nn/I is a one-dimensional
Nn-module (spanned by the image of the unit of Nn) and hence simple. It follows from
Lemma 3.2.2 that Ik = 0 for k > n(n− 1)/2.
Proposition 3.2.3. The nilcoxeter algebra Nn has a unique simple module, denoted Ln.
This is the one-dimensional module on which all ui, i = 1, . . . , n − 1, act by zero. The
projective cover of Ln is Nn.
Proof. Let V be a simple Nn-module. Then IV is a submodule of V . Thus, we must have
IV = V or IV = 0. If IV = V , then, for k > n(n− 1)/2, we would have
V = IV = I2V = · · · = IkV = 0,
contradicting the fact that V 6= 0. Thus IV = 0 and so V = Ln.
Since Nn is a free (hence projective) Nn-module, to show that it is the projective cover
of Ln, it suffices to show that the kernel I of the map Nn → Nn/I is a superfluous module of
Nn. If I+H = Nn for some submodule (i.e. ideal) H of Nn, then H must contain an element
of the form 1− a, with a ∈ I. This element is invertible, with inverse 1 + a+ a2 + · · ·+ ak,
where k is any integer greater than n(n − 1)/2. Hence, H = Nn. So I is superfluous as
desired.
By Proposition 3.2.3, we have
G0(Nn) = Z[Ln], K0(B) = Z[Nn].
Let
GN = K0
(
∞⊕
n=0
Nn-mod
)
=
∞⊕
n=0
G0(Nn) =
∞⊕
n=0
Z[Ln], and
KN = K0
(
∞⊕
n=0
Nn-pmod
)
=
∞⊕
n=0
K0(Nn) =
∞⊕
n=0
Z[Nn].
We define a bilinear form 〈−,−〉 : GN ⊗Z KN → Z by declaring G0(Nn) to be orthogonal to
K0(Nm) for n 6= m, and using the form (2.1) when n = m.
Define isomorphisms of Z-modules
ϕGN : GN → R = SpanZ{x
n/n!}∞n=0, [Ln] 7→ x
n/n!,
ϕKN : KN → R
′ = SpanZ{x
n}∞n=0, [Nn] 7→ x
n.
Since
〈xm, xn/n!〉 = δm,n = 〈[Nm], [Ln]〉,
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we see that the above maps respect the bilinear forms we have defined on the spaces involved.
In other words, we have
〈a, b〉 = 〈ϕKN (a), ϕGN (b)〉, for all a ∈ KN , b ∈ GN .
Our next goal is to categorify the action of the Weyl algebra W on the modules R and R′.
Exercises.
3.2.1. Prove Lemma 3.2.2.
3.3 Weak categorification of the polynomial represen-
tation
We can view the nilcoxeter algebra Nn naturally as the subalgebra of Nn+1 generated by
u1, . . . , un−1. For each n ∈ N, define
Xn = (Nn+1)Nn , Dn = NnNn+1.
In other words, Xn is Nn+1, viewed as an (Nn+1, Nn)-bimodule, and Dn is Nn+1, viewed as
an (Nn, Nn+1)-bimodule. Thus
(Xn ⊗Nn −) = Ind
Nn+1
Nn
: Nn-mod→ Nn+1-mod,(
Dn ⊗Nn+1 −
)
= Res
Nn+1
Nn
: Nn+1-mod→ Nn-mod.
For σ ∈ Sn, let σ = si1 · · · sik be a reduced expression and define
uσ = ui1 · · ·uik .
It follows from the discussion in Section 3.2 that uσ is independent of the reduced expression
for σ. It also follows that {uσ}σ∈Sn is a basis for Nn and the multiplication in this basis is
given by
uσuτ =
{
uστ if ℓ(στ) = ℓ(σ) + ℓ(τ),
0 otherwise.
We would like the functors of tensoring with Dn and Xn to be exact and map projectives
to projectives. As we saw in Section 2.2, we need the following lemma.
Lemma 3.3.1 ([Kho01, Prop. 4]). The bimodules Xn and Dn are both left and right projective
for all n ∈ N.
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Proof. As a left Nn+1-module, Xn is free of rank one, hence projective. We next show that
Xn is right projective. Let σ ∈ Sn+1 and set i = σ(n + 1). Then σ can be written uniquely
in the form
σ = sisi+1 · · · snσ
′, σ′ ∈ Sn
(in particular, σ′ = sn · · · si+1siσ). Thus, Xn is a free right Nn-module with basis
1, un, un−1un, . . . , u1u2 · · ·un.
Hence Xn is projective as a right Nn-module. The argument that Dn is left and right
projective is analogous.
Corollary 3.3.2. The functors Xn ⊗Nn − and Dn ⊗Nn+1 − are exact and induce functors
(Xn ⊗Nn −) = Ind
Nn+1
Nn
: Nn-pmod→ Nn+1-pmod,(
Dn ⊗Nn+1 −
)
= Res
Nn+1
Nn
: Nn+1-pmod→ Nn-pmod.
Let N =
⊕∞
n=0Nn (sum of algebras). Then N is an associative algebra. However, it
is no longer unital. Instead, it has an infinite family 1Nn , n ∈ N, of pairwise orthogonal
idempotents. Any Nn-module M , for n ∈ N, is naturally an N -module. Namely, we set
aM = 0 for all a ∈ Nm with m 6= n. In the same way, any (Nn, Nm)-bimodule, m,n ∈ N,
can be viewed as an (N,N)-bimodule. Define the (N,N)-bimodules
X =
∞⊕
n=0
Xn and D =
∞⊕
n=0
Dn.
(Since we do not refer to the algebra of dual numbers in this chapter, we hope there will be
no confusion in our use of the same notation D.)
Let
N =
∞⊕
n=0
Nn-mod and Nproj =
∞⊕
n=0
Nn-pmod.
Then N and Nproj can be naturally viewed as full subcategories of the category of finite-
dimensional N -modules. If we define
Ind =
∞⊕
n=0
Ind
Nn+1
Nn
and Res =
∞⊕
n=0
Res
Nn+1
Nn
,
(as endofunctors of N or Nproj) then we have isomorphisms of functors
X ⊗N − ∼= Ind and D ⊗N − ∼= Res .
Recall that GN = K0(N ) and KN = K0(Nproj).
Proposition 3.3.3. The tuples (N , ϕGN , {Ind,Res}) and (Nproj, ϕKN , {Ind,Res}) are naive
categorifications of (W, {x, ∂}, R) and (W, {x, ∂}, R′), respectively.
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Proof. We have already seen in Section 3.2 that ϕGN : GN → R and ϕKN : KN → R
′ are Z-
module isomorphisms. We saw in the proof of Lemma 3.3.1 that Xn is a free right Nn-module
of rank n+ 1. Thus, since dimLn = 1, we have
dimF Ind(Ln) = dimF(Xn ⊗Nn Ln) = n+ 1.
Therefore, the composition series ofXn⊗NnLn must have the unique simple (one-dimensional)
Nn+1-module Ln+1 occur with multiplicity n+ 1. So we have
[Ind(Ln)] = (n+ 1)[Ln+1] ∈ GN .
We also have (as left Nn+1-modules)
Ind(Nn) = Xn ⊗Nn Nn = Nn+1 ⊗Nn Nn ∼= Nn+1,
and so
[Ind(Nn)] = [Nn+1] ∈ KN .
Furthermore,
dimFRes(Ln+1) = dimF(Dn ⊗Nn+1 Ln+1) = dimF(Nn+1 ⊗Nn+1 Ln+1) = 1.
Thus Res(Ln+1) = Ln and so
[Res(Ln+1)] = [Ln] ∈ GN .
Finally, we have (as left Nn-modules)
Res(Nn+1) = Dn ⊗Nn+1 Nn+1 = NnNn+1 ⊗Nn+1 Nn+1 = NnNn+1 ∼= N
⊕(n+1)
n ,
where the last isomorphism follows from the fact that Nn+1 is free of rank n + 1 as a left
Nn-module, as in the proof of Lemma 3.3.1. Thus we have
[Res(Nn+1)] = (n+ 1)[Nn] ∈ KN .
It follows from the above computations that we have, for all n ∈ N,
ϕGN ◦ [Res]([Ln+1]) = ϕGN ([Ln]) = x
n/n! = ∂ · xn+1/(n+ 1)! = ∂ ◦ ϕGN ([Ln+1]),
ϕGN ◦ [Ind]([Ln]) = ϕGN ((n+ 1)[Ln+1]) = (n+ 1)x
n+1/(n+ 1)! = x · xn/n! = x ◦ ϕGN ([Ln]),
ϕKN ◦ [Res]([Nn+1]) = ϕKN ((n+ 1)[Nn]) = (n + 1)x
n = ∂ · xn+1 = ∂ ◦ ϕKN ([Nn+1]),
ϕKN ◦ [Ind]([Nn]) = ϕKN ([Nn+1]) = x
n+1 = x · xn = x ◦ ϕKN ([Nn]).
In other words, we have the following commutative diagrams:
GN
[Ind] //
ϕGN

GN
ϕGN

R
x // R
GN
[Res] //
ϕGN

GN
ϕGN

R
∂ // R
KN
[Ind] //
ϕKN

KN
ϕKN

R
x // R
KN
[Res] //
ϕKN

KN
ϕKN

R
∂ // R
The result follows.
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We would like to strengthen this naive categorification to a weak categorification. For
this, we need an isomorphism of functors lifting the defining relation of the Weyl algebra.
Proposition 3.3.4. For each n ∈ N, we have an isomorphism of (Nn, Nn)-bimodules
Dn+1 ⊗Nn+1 Xn
∼= (Xn−1 ⊗Nn−1 Dn)⊕Nn,
where Nn is considered as an (Nn, Nn)-bimodule in the usual way (via left and right multi-
plication). We thus have an isomorphism of (N,N)-bimodules
D ⊗N X ∼= (X ⊗N D)⊕N.
Proof. We have isomorphisms of (Nn, Nn)-bimodules
Dn+1 ⊗Nn+1 Xn
∼= Nn(Nn+1)Nn , Xn−1 ⊗Nn−1 Dn
∼= Nn ⊗Nn−1 Nn.
Let
m1 : Nn →֒ Nn+1
be the natural inclusion of (Nn, Nn)-bimodules (i.e. uniquely determined by 1 7→ 1). We also
have an injective homomorphism of (Nn, Nn)-bimodules
m2 : Nn ⊗Nn−1 Nn →֒ Nn+1, m2(a⊗ b) = aunb, a, b ∈ Nn
(see Exercise 3.3.1). For σ ∈ Sn+1, we have uσ ∈ m1(Nn) if and only if σ(n + 1) = n + 1. If
σ(n+1) 6= n+1, then we can write σ = τ1snτ2 for τ1, τ2 ∈ Sn. Hence uσ ∈ m2(Nn⊗Nn−1Nn).
Therefore, m1 and m2 define an (Nn, Nn)-bimodule homomorphism
(Nn ⊗Nn−1 Nn)⊕Nn
∼= Nn(Nn+1)Nn
as desired.
Corollary 3.3.5. We have isomorphisms of endofunctors of Nn-mod (hence also of Nn-pmod)
Res
Nn+1
Nn
◦ IndNn+1Nn
∼=
(
IndNnNn−1 ◦Res
Nn
Nn−1
)
⊕ id,
and hence isomorphisms of endofunctors of GN (thus also of KN)
Res ◦ Ind ∼= (Ind ◦Res)⊕ id. (3.2)
Proof. This follows from the fact that
(
Dn+1 ⊗Nn+1 Xn
)
⊗Nn − ∼= Res
Nn+1
Nn
◦ IndNn+1Nn ,
(Xn−1 ⊗Nn−1 Dn)⊗Nn −
∼= IndNnNn−1 ◦Res
Nn
Nn−1
,
Nn ⊗Nn − ∼= id.
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The isomorphism (3.2) categorifies the defining relation ∂x = x∂ + 1. Together with
Proposition 3.3.3, this shows that we have a weak categorification of the modules R and R′
of the Weyl algebra W .
Since induction is left adjoint to restriction (see, for example, [CR81, (2.19)]), we have
HomN (Ind(P ),M) ∼= HomN (P,Res(M)), for all P ∈ Nproj, M ∈ N .
Thus
〈[Ind](a), b〉 = 〈a, [Res](b)〉, for all a ∈ KN , b ∈ GN .
So we have a categorification of the fact that x is adjoint to ∂, that is,
〈x · f, g〉 = 〈f, ∂ · g〉, for all f, g ∈ RQ.
Note that one also has 〈∂ ·f, g〉 = 〈f, x · g〉 for all f, g ∈ RQ, and so one might guess that Ind
is also right adjoint (hence biadjoint) to Res. In fact, this is not quite true. However, Ind is
twisted right adjoint to Res, and, in this case, this is enough to yield the right relationship
on the level of Grothendieck groups. We refer the reader to [Kho01, §2.4] for more details.
Biadjointness of functors is often a requirement for strong categorification. This is one reason
why the weak categorification we have described in this chapter has not yet been lifted to a
strong categorification.
Exercises.
3.3.1. Show that the map m2 in the proof of Proposition 3.3.4 is well defined.
3.3.2. Show that Ind is not right adjoint to Res.
Chapter 4
Categorification of the Fock space
representation of the Heisenberg
algebra
We now turn our attention to the categories of modules over the group algebras of the
symmetric groups. (In fact, the results of this section go through for Hecke algebras at
generic parameters, but we will stick to the more familiar setting of symmetric groups.) We
will see that these categories provide a categorification of the Heisenberg algebra and its Fock
space representation. We will see later that this can be lifted to a strong categorification.
Due to time constraints, we will not work out all the explicit calculations for modules for
the symmetric groups as we did for the nilcoxeter algebras. Instead, we will state the results
of these calculations and give references to the literature where the relevant details can be
found.
4.1 Symmetric functions
We begin by recalling some basic facts about symmetric functions. We refer the reader to
[Mac95, Ch. I] for further details. For n ∈ N, let P(n) denote the set of partitions of n and
define P =
⋃
n∈NP(n). Let Sym denote the algebra of symmetric functions in countably
many variables x1, x2, . . . over Z. This is a graded algebra:
Sym =
⊕
n∈N
Symn,
where Symn is the Z-submodule of Sym consisting of homogeneous polynomials of degree n.
By convention, we set Symn = 0 for n < 0.
For λ ∈ P, we define the monomial symmetric function
mλ =
∑
α a rearrangement of λ
xα,
where xα = xα11 x
α2
2 · · · and we view λ as a partition with infinitely many parts, all but
finitely many of which are zero. Then {mλ}λ∈P is a Z-basis for Sym. For n ∈ N, we define
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the complete symmetric function hn, the elementary symmetric function en, and the power
sum symmetric function pn by
hn =
∑
λ∈P(n)
mλ, en = m(1n), pn = m(n).
Then we define
hλ = hλ1 · · ·hλℓ , eλ = eλ1 · · · eλℓ , pλ = pλ1 · · · pλℓ , for all λ = (λ1, λ2, . . . , λℓ) ∈ P.
Then {hλ}λ∈P and {eλ}λ∈P are Z-bases for Sym. In other words, {hn}n∈N+ and {en}n∈N+
are sets of polynomial generators for Sym:
Sym = Z[h1, h2, . . . ], Sym = Z[e1, e2, . . . ].
On the other hand, {pλ}λ∈P is only a Q-basis for Sym⊗Z Q. That is,
Sym⊗Z Q = Q[p1, p2, . . . ].
We define an inner product 〈−,−〉 on Sym by declaring the monomial and complete
symmetric functions to be dual to each other:
〈mλ, hµ〉 = δλ,µ, for all λ, µ ∈ P.
The Schur functions are given by
sλ = det(hλi−i+j)1≤i,j≤n, λ ∈ P,
where n is greater than the length of the partition λ. In particular, we have
s(n) = hn, s(1n) = en, for all n ∈ N+.
The Schur functions are self-dual:
〈sλ, sµ〉 = δλ,µ, for all λ, µ ∈ P.
Definition 4.1.1 (Hopf algebra). A Hopf algebra over Z is a tuple (B,∇, η,∆, ε, S) such
that
(a) B is a Z-module;
(b) ∇ : B ⊗ B → B (the multiplication map) and η : Z → B (the unit) are Z-linear maps
making (B,∇, η) a unital associative algebra;
(c) ∆: B → B⊗B (the comultiplication map) and ε : B → Z (the counit) are Z-linear maps
making (B,∆, ε) a counital coassociative coalgebra;
(d) S : B → B is a Z-linear map (the antipode);
(e) the maps ∇, η, ∆, ε, and S satisfy certain compatibility conditions. In particular, the
coproduct ∆ is an algebra homomorphism.
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We refer the reader to the many books on Hopf algebras for a more precise definition and
further discussion. If we omit the antipode from the definition, then we are left with the
definition of a bialgebra.
Remark 4.1.2. The definition of a coalgebra is the dual of the definition of an algebra – one
simply reverses all the arrows in the definition (after stating the definition completely in
terms of morphisms). The structure of a Hopf algebra is precisely the structure one needs
in order to define tensor products of modules and duals of modules. In particular, if M and
N are two modules for a Hopf algebra B, then the tensor product is a B-module via the
composition
B
∆
−→ B ⊗B → (EndZM)⊗ (EndZN)→ EndZ(M ⊗N).
Similarly, the antipode is used to define a B-module structure on the dual of a B-module.
Definition 4.1.3 (Graded connected Hopf algebra). We say that a bialgebra H over Z is
graded if H =
⊕
n∈NHn, where each Hn, n ∈ N, is finitely generated and free as a Z-module,
and the following conditions are satisfied:
∇(Hk ⊗Hℓ) ⊆ Hk+ℓ, ∆(Hk) ⊆
k⊕
j=0
Hj ⊗Hk−j, k, ℓ ∈ N,
η(Z) ⊆ H0, ε(Hk) = 0 for k ∈ N+.
We say that H is graded connected if it is graded and H0 = Z1H . A graded connected
bialgebra is a Hopf algebra with invertible antipode (see, for example, [Haz08, p. 389, Cor. 5])
and thus we will also call such an object a graded connected Hopf algebra.
The algebra Sym is in fact a graded connected Hopf algebra. The coproduct ∆: Sym→
Sym⊗Z Sym is given on the elementary monomial and homogeneous symmetric functions by
∆(en) =
n∑
i=0
ei ⊗ en−i, ∆(hn) =
n∑
i=0
hi ⊗ hn−i, for all n ∈ N+. (4.1)
Since the coproduct is an algebra homomorphism, this uniquely determines the coproduct.
The inner product on Sym is in fact a Hopf pairing of Sym with itself, in the sense that, for
all a, b, c ∈ Sym, we have
〈ab, c〉 = 〈∇(a⊗ b), c〉 = 〈a⊗ b,∆(c)〉,
〈a, bc〉 = 〈a,∇(b⊗ c)〉 = 〈∆(a), b⊗ c〉,
〈a, 1〉 = 〈1, a〉 = ε(a).
Here we define the inner product on Sym⊗ Sym by 〈a⊗ b, c⊗ d〉 = 〈a, c〉〈b, d〉.
4.2 Categorification of the Hopf algebra of symmetric
functions
For n ∈ N, let Sn denote the symmetric group on n letters and let An = C[Sn] be the
corresponding group algebra. By convention, we set A0 = A1 = C. By Maschke’s Theorem
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(Lemma 1.2.7), each An is semisimple. It is well-known (see, for example, [Ful97, §7.2,
Prop. 1]) that the irreducible representations of Sn are enumerated by the set P(n). To each
λ ∈ P(n) corresponds the Specht module Sλ. We define
En = S
(1n), Ln = S
(n), for all n ∈ N+.
Then En is the sign representation of Sn and Ln is the trivial representation.
We have natural inclusions
Sm × Sn →֒ Sm+n, for all m,n ∈ N,
by letting Sm permute the first m letters and Sn permute the last n letters. (Here we adopt
the convention that S0 and S1 are the trivial groups.) This gives rise to an injective algebra
homomorphism
Am ⊗An →֒ Am+n, for all m,n ∈ N.
(All tensor products in this section will be over Z unless otherwise indicated.) This injection
endows Am+n with the structure of a left and right (Am ⊗An)-module.
Lemma 4.2.1. For all m,n ∈ N, we have that Am+n is a two-sided projective (Am ⊗ An)-
module.
Proof. This follows immediately from the fact that Aℓ is a semisimple algebra for all ℓ ∈
N.
Remark 4.2.2. The sum
A =
⊕
n∈N
An
is a tower of algebras . We refer the reader to [BL09, §3.1] or [SY15, Def. 3.1] for the precise
definition of a tower of algebras. The definitions in these two references are slightly different,
but both apply to our situation.
Define
A =
⊕
n∈N
An-mod, GA =
⊕
n∈N
G0(An).
Then GA has a basis given by the classes of the Specht modules:
GA =
⊕
λ∈P
Z[Sλ].
Since An is semsimple, we have G0(An) = K0(An) for all n ∈ N. Thus (2.1) defines a bilinear
form 〈−,−〉 : GA ⊗ GA → Z.
For r ∈ N+, define
A⊗r =
⊕
n1,...,nr∈N
(An1 ⊗ . . .⊗Anr)-mod.
We then have the following functors:
∇ : A⊗2 → A, ∇|(Am⊗An)-mod = Ind
Am+n
Am⊗An
,
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∆: A → A⊗2, ∆|An-mod =
⊕
k+ℓ=n
ResAnAk⊗Aℓ ,
η : VectC → A, η(V ) = V ∈ A0-mod for V ∈ VectC, (4.2)
ε : A → VectC, ε(V ) =
{
V if V ∈ A0-mod,
0 otherwise.
Here we have identified A0-mod with the category VectC of finite-dimensional complex vector
spaces. Since
Ind
Am+n
Am⊗An
= Am+n ⊗Am⊗An − and Res
Am+n
Am⊗An
= Am⊗AnAm+n ⊗Am+n −,
it follows from Lemma 4.2.1 that the above functors are exact, and so we have induced maps
∇ : GA ⊗ GA → GA, ∆: GA → GA ⊗ GA, η : Z→ GA, ε : GA → Z, (4.3)
where we have used the fact that K0(VectC) ∼= Z (see Example 2.1.3) and that G0(Am⊗An) ∼=
G0(Am)⊗G0(An) (see Exercise 4.2.1).
Proposition 4.2.3. The maps (4.3) endow GA with the structure of a graded connected Hopf
algebra. Furthermore, the Z-linear map
ϕA : GA → Sym, [S
λ] 7→ sλ, for all λ ∈ P,
is an isomorphism of Hopf algebras. Under this map we have
[En] 7→ en, [Ln] 7→ hn, for all n ∈ N+.
Furthermore, we have
〈a, b〉 = 〈ϕA(a), ϕA(b)〉, for all a, b ∈ GA.
Remark 4.2.4. Proposition 4.2.3 can be summarized as the statement that the categories of
modules over group algebras of symmetric groups, together with the functors (4.2), give a
categorification of Sym as a Hopf algebra. This categorification gives a distinguished basis,
namely the Schur functions. This result was known even before the word categorification
entered the lexicon. The interested reader can find the details of the proof that ϕA is
an isomorphism of algebras, for instance, in [Ful97, Th. 7.3]. The fact that it is also an
isomorphism of coalgebras then follows from a duality argument.
While we will not give a full proof of Proposition 4.2.3 in these notes, let us at least see
the categorification of the equations (4.1). Consider the sign representation En of Sn. So En
is the one-dimensional representation of Sn such that each simple transposition acts as −1.
It follows that, for i = 0, . . . , n,
ResAnAi⊗An−i(En) = Ai⊗An−iAn ⊗An En
is a one-dimensional (Ai⊗An−i)-module, and each simple transposition of Ai and An−i acts
as −1. Thus, ResAnAi⊗An−i
∼= Ei ⊗ En−i. Therefore,
∆(En) =
n⊕
i=0
ResAnAi⊗An−i(En) =
n⊕
i=0
Ei ⊗En−i.
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This is a categorification of the equation ∆(en) =
∑n
i=0 ei⊗ en−i. A similar argument shows
that
∆(Ln) =
n⊕
i=0
Li ⊗ Ln−i,
which categorifies the equation ∆(hn) =
∑n
i=0 hi ⊗ hn−i.
Remark 4.2.5. The category A is, in some ways, simpler than the category N used in the
categorification of the polynomial representation of the Weyl algebra, in the sense that A
is a semisimple category, whereas N is not. On the other hand, there is only one simple
Nn-module for n ∈ N, which made explicit computations easier.
Exercises.
4.2.1. Suppose that B1 and B2 are finite-dimensional unital associative algebras over a field
F. Show that G0(B1 ⊗F B2) ∼= G0(B1) ⊗Z G0(B2) and K0(B1 ⊗F B2) ∼= K0(B1) ⊗Z K0(B2)
as Z-modules.
4.3 The Heisenberg algebra and its Fock space repre-
sentation
The (infinite-dimensional) Heisenberg algebra hQ is usually defined to be the unital associa-
tive algebra over Q (one can also work over R or C) generated by {pn, qn}n∈N+ , with defining
relations
pmpn = pnpm, qm, qn = qnqm, qmpn = pnqm + nδm,n, for all m,n ∈ N+. (4.4)
However, it turns out that this presentation is not very well suited to categorification. The
reason is essentially that the generators pn, n ∈ N+, will correspond to power sum symmetric
functions, and these do not generate Sym (although they do generate Sym⊗Z Q over Q, as
noted in Section 4.1). Thus, we need to come up with an “integral version” of the Heisenberg
algebra.
For any f ∈ Sym, we have the operator Sym → Sym given by multiplication by f .
We will denote this operator again by f . The adjoint f ∗ of the operator f defines a map
Sym∗ → Sym∗. However, via the inner product on Sym, we may identify Sym∗ with Sym.
Thus, we can view f ∗ as an operator on Sym. More explicitly, f ∗ : Sym → Sym is defined
by the condition
〈a, f ∗(b)〉 = 〈fa, b〉, for all a, b ∈ Sym.
Since the inner product is nondegenerate, the above condition uniquely determines f ∗(b).
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Definition 4.3.1 (Heisenberg algebra and its Fock space representation). We define the
(integral) Heisenberg algebra h to be the subalgebra of EndZ(Sym) generated by left multi-
plication by elements of Sym, together with the operators f ∗ for all f ∈ Sym. The algebra h
acts naturally on Sym. We call this the Fock space representation of h and denote it by F .
The representation F has obvious submodules, namely nF for n ∈ Z. However, we have
the following result characterizing F .
Proposition 4.3.2 (Stone–von Neumann Theorem). The Fock space representation F of h
is faithful and F ⊗Z Q is irreducible as an hQ-module. Any h-module generated by a nonzero
element v with Zv ∼= Z (as Z-modules) and Sym∗(v) = 0 is isomorphic to F .
Remark 4.3.3. Proposition 4.3.2 is analogous to the characterization of the module RQ for
the Weyl algebra (see Section 3.1). We need the condition Zv ∼= Z in Proposition 4.3.2 to
rule out the possibility F/nF for some n > 1. If we work over a field instead of over Z, then
this condition is not needed.
We have (see Exercise 4.3.1)
h ∼= Sym⊗Z Sym
∗ (as Z-modules), (4.5)
where Sym∗ = {f ∗ | f ∈ Sym} and where the factors Sym and Sym∗ (more precisely,
Sym ⊗ 1 and 1 ⊗ Sym∗) are in fact subalgebras. Therefore, to find generating sets for h, it
suffices to find generating sets for Sym (since the adjoints of the elements of such a set will
generate Sym∗). If we work over Q and choose the generating set {pn}n∈N+ for Sym ⊗Z Q
and {qn = p∗n}n∈N+ for Sym
∗ ⊗Z Q, then we obtain exactly the presentation (4.4). Thus,
hQ = h⊗Z Q. This justifies our calling h an integral version of the usual Heisenberg algebra.
Since we want to work over Z, the natural generating sets to use are the elementary or
complete symmetric functions, since these generate Sym over Z. We will choose generators
{en, h∗n}n∈N+. Since {en}n∈Z and {hn}n∈N+ are free polynomial generating sets for Sym,
it follows from (4.5) that we can determine a complete set of relations by computing the
commutation relations between the en and h
∗
m.
Lemma 4.3.4. We have
h∗men = enh
∗
m + en−1h
∗
m−1, for all m,n ∈ N+.
Here we adopt the convention that en = 0 and hn = 0 for n < 0.
Proof. See [SY15, §6.2].
Corollary 4.3.5. The Heisenberg algebra h is the unital associative Z-algebra (i.e. unital
ring) with generators {en, h∗n}n∈N+ and relations
emen = enem, h
∗
mh
∗
n = h
∗
nh
∗
m, h
∗
men = enh
∗
m + en−1h
∗
m−1, for all n,m ∈ N+.
The presentation of h given in Corollary 4.3.5 is the one that seems to be best suited to
strong categorification of h.
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Exercises.
4.3.1. Prove that h ∼= Sym ⊗Z Sym
∗ as a Z-module. You may use Lemma 4.3.4. Hint: Use
the grading on Sym (and the corresponding grading on Sym∗) to define a natural grading on
h. Use this grading to show that the multiplication map Sym ⊗ Sym∗ → h, f ⊗ g∗ 7→ fg∗,
is an isomorphism of Z-modules.
4.4 Weak categorification of Fock space
Our goal in this section is to categorify the Fock space representation F of the Heisenberg
algebra h. Our underlying category will be the category A used in Section 4.2. This choice
corresponds to the fact that the underlying Z-module of F is Sym. What we must do is to
define exact functors on this category that categorify the action of h on F .
Suppose that ℓ,m ∈ N, L is an (Aℓ ⊗ Am)-module, and M ∈ Am-mod. Then L can be
considered as an Am-module and HomAm(M,L) is naturally an Aℓ-module via the action
(a · f)(m) = (1⊗ a)f(m), for all a ∈ Aℓ, f ∈ HomAm(M,L), m ∈M.
Now, for each M ∈ Am-mod, m ∈ N, we define two functors IndM ,ResM : A → A by
IndM(N) = Ind
Am+n
Am⊗An
(M ⊗N) ∈ Am+n-mod, for all N ∈ An-mod, n ∈ N,
ResM(N) = HomAm(M,Res
An
An−m⊗Am
(N)) ∈ An−m-mod, for all N ∈ An-mod, n ∈ N,
where ResM(N) is interpreted to be the zero object of A if n −m < 0, and we will always
interpret M ⊗ N , for an Am-module M and an An-module N , to be the Am ⊗ An-module
M⊗CN (i.e. the outer tensor product module). These functors are both exact (Exercise 4.4.1)
and thus induce operators on GA.
Proposition 4.4.1 (Naive categorification of Fock space). For all M ∈ A, the following
diagrams commute:
GA
[IndM ] //
ϕA

GA
ϕA

Sym
ϕA([M ]) // Sym
GA
[ResM ] //
ϕA

GA
ϕA

Sym
ϕA([M ])
∗
// Sym
(4.6)
In other words, the category A, isomorphism ϕA, and functors ResM , IndM , M ∈ A, give a
naive categorification of the Fock space representation of the Heisenberg algebra.
Proof. Let M ∈ Am-mod, N ∈ An-mod, n,m ∈ N. Then we have
ϕA ◦ [IndM ]([N ]) = ϕA([IndM(N)]) = ϕA([Ind
Am+n
Am⊗An
(M ⊗N)])
= ϕA(∇([M ]⊗ [N ])) = ∇(ϕA([M ])⊗ ϕA([N ])) = ϕA([M ])ϕA([N ]),
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by Proposition 4.2.3. Thus the left hand diagram in (4.6) commutes.
For all M ∈ Am-mod, N ∈ An-mod, L ∈ An−m-mod, n,m ∈ N,
〈ϕA([L]), ϕA ◦ [ResM ]([N ])〉 = 〈[L], [ResM ]([N ])〉
= 〈[L], [HomAm(M,Res
An
An−m⊗Am
(N))]〉
= dimCHomAn−m(L,HomAm(M,Res
An
An−m⊗Am
(N)))
= dimCHomAn−m⊗Am(L⊗M,Res
An
An−m⊗Am
(N))
= 〈[L]⊗ [M ],∆([N ])〉
= 〈∇([L]⊗ [M ]), [N ]〉
= 〈ϕA(∇([L]⊗ [M ])), ϕA([N ])〉
= 〈ϕA([L])ϕA([M ]), ϕA([N ])〉
= 〈ϕA([L]), ϕA([M ])
∗(ϕA([N ]))〉.
Thus, ϕA ◦ [ResM ]([N ]) = ϕA([M ])∗ ◦ ϕA([N ]), by the nondegeneracy of the bilinear form.
Hence the right hand diagram in (4.6) commutes.
Remark 4.4.2. Note that the above naive categorification is independent of the presentation
of the Heisenberg algebra. In this sense, it is even better than the naive categorification of
Definition 2.3.1.
Lemma 4.4.3. For all M ∈ Am-mod, N ∈ An-mod, m,n ∈ N, we have
∇(M ⊗N) ∼= ∇(N ⊗M) (as Am+n-modules).
Proof. One can either prove this directly (see, for example, [SY15, Lem. 4.5] for a direct
proof in a more general setting) or note that, by Proposition 4.4.1, we have
ϕA([∇(M ⊗N)]) = ϕA([M ])ϕA([N ]) = ϕA([N ])ϕA([M ]) = ϕA([∇(N ⊗M)]),
where the second equality follows from the fact that Sym is commutative. Since ϕA is an
isomorphism, it follows that [∇(M ⊗ N)] = [∇(N ⊗M)]. Now, since Am+n is semisimple,
the images of two modules in the Grothendieck group are equal if and only if the modules
themselves are isomorphic (Exercise 4.4.2). Thus ∇(M ⊗N) ∼= ∇(N ⊗M), as desired.
Proposition 4.4.4 (Weak categorification of Fock space). We have the following isomor-
phisms of functors for all m,n ∈ N+:
IndEm ◦ IndEn ∼= IndEn ◦ IndEm, ResLm ◦ResLn ∼= ResLn ◦ResLm , (4.7)
ResLm ◦ IndEn ∼= (IndEn ◦ResLm)⊕ (IndEn−1 ◦ResLm−1). (4.8)
In other words, we have a weak categorification of the Fock space representation F of the
Heisenberg algebra h, with the functors IndEn, ResLn, categorifying the action of the genera-
tors en, h
∗
n, for n ∈ N.
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Proof. In fact, for the isomorphisms (4.7), we can prove something more general. Suppose
M ∈ Am-mod, N ∈ An-mod, and V ∈ Av-mod. Then we have
IndM ◦ IndN(V ) = Ind
Am+n+v
Am⊗An+v
(
M ⊗ IndAn+vAn⊗Av(N ⊗ V )
)
∼= Ind
Am+n+v
Am⊗An+v
Ind
Am⊗An+v
Am⊗An⊗Av
(M ⊗N ⊗ V )
∼= Ind
Am+n+v
Am⊗An⊗Av
(M ⊗N ⊗ V )
∼= Ind
Am+n+v
Am+n⊗Av
Ind
Am+n⊗Av
Am⊗An⊗Av
(M ⊗N ⊗ V )
∼= Ind
Am+n+v
Am+n⊗Av
(
Ind
Am+n
Am⊗An
(M ⊗N)⊗ V
)
∼= Ind∇(M⊗N) V.
Since each of the above isomorphisms is natural in V , this proves that we have an isomor-
phism of functors IndM ◦ IndN ∼= Ind∇(M⊗N). Therefore, by Lemma 4.4.3, for m,n ∈ N, we
have
IndEm ◦ IndEn ∼= Ind∇(Em⊗En) ∼= Ind∇(En⊗Em) ∼= IndEn ◦ IndEm .
Similarly, we have
ResM ◦ResN(V ) = HomAm(M,Res
Av−n
Av−n−m⊗Am
HomAn(N,Res
Av
Av−n⊗An
V ))
∼= HomAm(M,HomAn(N,Res
Av
Av−m−n⊗Am⊗An
V ))
∼= HomAm⊗An(M ⊗N,Res
Av
Av−m−n⊗Am⊗An
V )
∼= HomAm⊗An(M ⊗N,Res
Av−m−n⊗Am+n
Av−m−n⊗Am⊗An
ResAvAv−m−n⊗Am+n V )
∼= HomAm+n(Ind
Am+n
Am⊗An
(M ⊗N),ResAvAv−m−n⊗Am+n V )
∼= Res∇(M⊗N) V,
where, in the second-to-last isomorphism, we have used the fact that restriction is right
adjoint to induction. Since each of the above isomorphisms is natural in V , this proves that
we have an isomorphism of functors ResM ◦ResN ∼= Res∇(M⊗N). Therefore, by Lemma 4.4.3,
for m,n ∈ N, we have
ResLm ◦ResLn ∼= Res∇(Lm⊗Ln) ∼= Res∇(Ln⊗Lm) ∼= ResLn ◦ResLm .
Finally, for m,n, v ∈ N and V ∈ Av-mod, we have
ResLm ◦ IndEn(V ) = HomAm(Lm,Res
An+v
An+v−m⊗Am
Ind
An+v
An⊗Av
(En ⊗ V ))
∼= HomAm
(
Lm,
⊕
s+t=m
Ind
An+v−m⊗Am
An−s⊗As⊗Av−t⊗At
ResAn⊗AvAn−s⊗As⊗Av−t⊗At(En ⊗ V )
)
∼= HomAm
(
Lm,
⊕
s+t=m
Ind
An+v−m⊗Am
An−s⊗As⊗Av−t⊗At
(
En−s ⊗ Es ⊗ Res
Av
Av−t⊗At
(V )
))
∼= HomAm
(
Lm,
⊕
s+t=m
Ind
An+v−m⊗Am
An−s⊗Av−t⊗Am
Ind
An−s⊗Av−t⊗Am
An−s⊗As⊗Av−t⊗At
(
En−s ⊗ Es ⊗ Res
Av
Av−t⊗At
(V )
))
4.4. WEAK CATEGORIFICATION OF FOCK SPACE 31
∼=
⊕
s+t=m
Ind
An+v−m
An−s⊗Av−t
HomAm
(
Lm, Ind
An−s⊗Av−t⊗Am
An−s⊗As⊗Av−t⊗At
(
En−s ⊗ Es ⊗ Res
Av
Av−t⊗At
(V )
))
∼=
⊕
s+t=m
Ind
An+v−m
An−s⊗Av−t
HomAs⊗At
(
ResAmAs⊗At(Lm),
(
En−s ⊗ Es ⊗ Res
Av
Av−t⊗At
(V )
))
∼=
⊕
s+t=m
Ind
An+v−m
An−s⊗Av−t
HomAs⊗At
(
Ls ⊗ Lt,
(
En−s ⊗Es ⊗ Res
Av
Av−t⊗At
(V )
))
,
where, in the first isomorphism, we used the Mackey Theorem relating induction and restric-
tion, and, in the second-to-last isomorphism, we used the fact that restriction is left (and
right) adjoint to induction in the current setting (this is the Frobenius Reciprocity Theorem
for finite groups). Now, HomAs(Ls, Es) = 0 unless s = 0, 1, since, in that case, Ls and Es
are both the trivial C-module. Thus
ResLm ◦ IndEn(V ) ∼=
⊕
s=0,1
Ind
An+v−m
An−s⊗Av−m+s
HomAm−s
(
Lm−s,
(
En−s ⊗ Res
Av
Av−m+s⊗Am−s
(V )
))
∼=
⊕
s=0,1
Ind
An+v−m
An−s⊗Av−m+s
(
En−s ⊗
(
HomAm−s
(
Lm−s,Res
Av
Av−m+s⊗Am−s
(V )
)))
∼= IndEn(ResLm(V ))⊕ IndEn−1(ResLm−1(V )).
Since the above isomorphisms are natural in V , this proves (4.8).
Remark 4.4.5. In the proof of the isomorphisms (4.7), we actually proved the isomorphisms
IndM ◦ IndN ∼= Ind∇(M⊗N), ResM ◦ResN ∼= Res∇(M⊗N), for all M,N ∈ A.
It is also possible to prove (see [SY15, Th. 3.18]) that
ResM ◦ IndN ∼= ∇Res∆(M)(N ⊗−), for all M,N ∈ A,
which is a generalization of (4.8) (see [SY15, §6.3] for details). Thus, we actually have
a presentation-independent weak categorification of the Fock space representation of the
Heisenberg algebra.
Exercises.
4.4.1. Show that the functors IndM and ResM are exact for all M ∈ Am-mod, m ∈ N.
4.4.2. Suppose B is a semisimple algebra. Show that two B-modulesM andN are isomorphic
if and only if [M ] = [N ] in G(B).
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4.5 Towers of algebras and the Heisenberg double
The weak categorifications of the polynomial representation of the Weyl algebra given in
Section 3.3 and the Fock space representation of the Heisenberg algebra given in Section 4.4
have a lot in common. In fact, they are both special cases of a more general construction.
A strong tower of algebras is a graded algebra
A =
⊕
n∈N
An,
such that each graded piece An, n ∈ N, is a finite-dimensional algebra (with a different
multiplication than that of A), and satisfying certain other natural conditions (see [SY15,
§3.2] for the precise definition). Then
G =
⊕
n∈N
G0(An) and K =
⊕
n∈N
K0(An)
are dual graded connected Hopf algebras under the maps induced by the functors (4.2).
Now, given a Hopf algebra H+, let H− be the dual Hopf algebra. Then one can define
a natural algebra structure on H+ ⊗ H−. The resulting algebra is the Heisenberg double
of H+. This algebra acts naturally on H+, and we call this the Fock space representation.
Then, in general, the functors
IndM ,ResP , M ∈ Am-mod, P ∈ Ap-pmod, m, p ∈ N,
can be defined as in Section 4.4 and categorify the Fock space representation of the Heisenberg
double.
Starting with the tower of nilcoxeter algebras, the corresponding Heisenberg double is
the Weyl algebra, and its Fock space representation is the polynomial representation. So
we recover the categorification of Section 3.3. If we instead start with the tower of group
algebras of symmetric groups (or Hecke algebras of type A at a generic parameter), the
associated Heisenberg double is the Heisenberg algebra and we recover the categorification
of Section 4.4. We can also take the tower of 0-Hecke algebras . In this case, G and K are
the Hopf algebras of quasisymmetric functions and noncommutative symmetric functions ,
respectively. The corresponding Heisenberg double is called the quasi-Heisenberg algebra.
We refer the reader to [SY15] for further details on the categorification of the Fock space
representation of the Heisenberg double.
Chapter 5
Strong categorification
In this chapter, we will introduce the concept of a strong categorification. We will then
present, as an example, the (conjectural) strong categorification of the Heisenberg algebra
due to Khovanov (see [Kho]).
5.1 Basic algebraic concepts viewed as categories
In this section we make some simple observations about how certain concepts in algebra can,
in fact, be viewed as categories. If C is a category, we will write Ob C for the class of objects
of C. For X, Y ∈ Ob C, we write MorC(X, Y ) for the class of morphisms from X to Y . By
a common abuse of notation, we will often write X ∈ C to mean X ∈ Ob C. Recall that a
monoidal category is a category equipped with a tensor product (satisfying certain natural
conditions such as associativity and the existence of an identity object). We refer the reader
to [ML98, Ch. VII] for further details. For our purposes, it suffices to know that the category
of modules over a (fixed) commutative ring is monoidal. Hence, the categories of abelian
groups and vector spaces (over a fixed field) are monoidal.
Example 5.1.1 (Monoids and groups). Monoids are the same as one-object categories. More
precisely, if C is a category with only one object X , then MorC(X,X) is a monoid, with
multiplication given by composition. Similarly, groups are the same as one-object categories
where all morphisms are isomorphisms (i.e. invertible).
Definition 5.1.2 (Enriched category). SupposeM is a (concrete) monoidal category. Then
a category C is enriched over M (or, is anM-category) if MorC(X, Y ) ∈M for all X, Y ∈ C
and composition of morphisms in C is a morphism in M,
MorC(Y, Z)⊗MorC(X, Y )→ MorC(X,Z).
We require that this composition is associative (up to isomorphism) and that, for all X ∈ C,
MorC(X,X) contains a unit with respect to the composition.
Definition 5.1.3 (Enriched functor). If C and D are categories enriched over a monoidal
category M, then an M-enriched functor (or a functor enriched over M) from C to D is
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a usual functor F : C → D such that, for each X, Y ∈ C, the induced map MorC(X, Y ) →
MorD(F (X), F (Y )) is a morphism in M.
Examples 5.1.4. (a) Ordinary categories are enriched over the category of sets (recall
that the tensor product for sets is the cartesian product).
(b) By definition, a category is preadditive if it is enriched over the category of abelian
groups.
(c) The category of vector spaces over a field F is enriched over itself, since the space of
linear maps HomF(V,W ) is a vector space for all vector spaces V andW , and the composition
of linear maps is a bilinear operation.
Example 5.1.5 (Rings). A ring is the same as a preadditive category with one object. More
precisely, if C is a category with only one object X , then MorC(X,X) is a ring.
Definition 5.1.6 (R-linear category). If R is a commutative ring, then we say a category is
R-linear if it is enriched over the category of R-modules.
Example 5.1.7 (Unital associative algebras). Suppose R is a commutative ring. Then a unital
associative R-algebra is the same as a category with one object, enriched over the category
of R-modules.
Example 5.1.8 (Ring with idempotents). Suppose R is a commutative ring and B is a unital
associative R-algebra with a set of orthogonal idempotents {e1, . . . , en} (i.e. eiej = δi,jei for
all i, j = 1, . . . , n) such that 1 = e1 + · · ·+ en. Then we have
B =
⊕
i,j
iBj , where iBj = eiBej .
Then (iBj)(kBℓ) ⊆ δj,k(iBℓ) for all i, j, k, ℓ. Is it straightforward to verify that B, together
with the collection of idempotents {e1, . . . , en}, is equivalent to an R-linear category with
objects {1, . . . , n}, such that the morphisms from i→ j are jBi.
Example 5.1.9 (Lusztig’s modified enveloping algebra). Suppose g is a symmetrizable Kac-
Moody algebra and let U(g) be the enveloping algebra of g. By the Poincare´–Brikhoff–
Witt Theorem, we have an isomorphism (as modules over the ground field/ring R) U(g) ∼=
U(n−)⊗R U(h)⊗R U(n
+). Lusztig introduced a modified form of U(g) by replacing U(h) by
a system of idempotents:
U˙(g) = U(n−)⊗R
(⊕
λ∈P
R1λ
)
⊗R U(n
+),
where P is the weight lattice of g and 1λ1µ = δλ,µ1λ (i.e. the idempotents are orthogonal).
A representation of U˙(g) is equivalent to a representation of U(g) with a weight space
decomposition (the idempotent 1λ acts as projection onto the weight space with weight λ).
However, U˙(g) can be naturally viewed as a category whose objects are weights and where
the set of morphisms from λ to µ is 1µU˙(g)1λ for all λ, µ ∈ P . This modified form is better
suited to categorification. The above discussion also applies to the quantized enveloping
algebra.
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Now that we have seen that various algebraic concepts, such as monoids, groups, and
algebras, can be viewed as categories, we turn our attention to representations.
Example 5.1.10 (Group actions on sets). Consider a group C, thought of as a one-object
category. What is a functor F : C → Set, where Set is the category of sets? The single
object X of C must be mapped by F to an object A of Set (i.e. a set A). Then, each
morphism in MorC(X,X) (i.e. element of the group) is mapped by F to a set automorphism
of A. This mapping respects composition. Therefore, a functor C → Set is simply an action
of a group on a set.
Example 5.1.11. If C is a monoid, group, or algebra (viewed as a one-object category), then
a functor C → VectF (where F is a field) is a representation of C.
Once we view representations in this way, as functors, then we can consider representa-
tions in any appropriate category (i.e. category with sufficient structure). For instance, if C
is a group (viewed as a category), then a functor from C to the category of topologicial spaces
is an action of a group on a topological space. It also becomes natural to ask what a natural
transformation of functors is in this picture. We leave it as an exercise (Exercise 5.1.1) to
show that natural transformations correspond to homomorphisms of representations.
Example 5.1.12 (Directed graphs). Consider the category C with two objects, E and V , and
two morphisms s, t : E → V . (We always assume that we have the identity morphisms for
each object.) Then a functor from C to the category of sets is a directed graph. The images
of E and V under the functor correspond to the sets of edges and vertices of the directed
graph, respectively. The images of s and t under the functor correspond to the source and
target maps of the directed graph, respectively.
Exercises.
5.1.1. Suppose C is a group or algebra, viewed as a one-object category, and F is a field. If
F,G : C → VectF are functors (i.e. representations of C), show that a natural transformation
from F to G corresponds to a homomorphism of representations.
5.2 2-categories and their Grothendieck groups
We saw in Section 5.1 that we can view algebras (or algebras with a given set of idempotents)
as categories. If we want to categorify such a thing, we will need to move one step up on the
categorical ladder. In particular, we need the notion of a 2-category.
Definition 5.2.1 (2-category, 2-functor). A 2-category is a category enriched over the cat-
egory of categories. In particular, for any two objects X, Y of a 2-category C, the mor-
phisms MorC(X, Y ) form a category. The objects of this category MorC(X, Y ) are called
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1-morphisms of C and the morphisms of MorC(X, Y ) are called 2-morphisms of C. Com-
position (of 2-morphisms) in the category MorC(X, Y ) is called vertical composition and is
denoted ◦1. The composition functor
MorC(Y, Z)×MorC(X, Y )→ MorC(X,Z)
is called horizontal composition and is denoted ◦0. A 2-functor between 2-categories is a
functor enriched over the category of categories.
Example 5.2.2 (The 2-category of categories). The category of (small) categories is in fact
a 2-category. Its objects are (small) categories, its 1-morphisms are functors, and its 2-
morphisms are natural transformations.
Example 5.2.3 (Monoidal categories). A 2-category with one object is a (strict) monoidal
category. More precisely, if C is a 2-category with one object X , then MorC(X,X) is a strict
monoidal category. The vertical composition ◦1 is the composition in the monoidal category,
while the horizontal composition ◦0 is the tensor product.
Example 5.2.4 (The 2-category of algebras and bimodules). Suppose R is a commutative
ring. Then we have a 2-category of bimodules over R-algebras.
• The objects are R-algebras.
• For any two R-algebras B1, B2, the 1-morphisms from B1 to B2 are (B2, B1)-bimodules.
• For any two (B2, B1)-bimodulesM and N , the 2-morphisms fromM to N are bimodule
homomorphisms.
The composition of 1-morphisms is given by the tensor product of modules. In other words,
if M is a (B2, B1)-bimodule and N is a (B3, B2)-bimodule, then their composition is the
(B3, B1)-bimodule N ⊗B2 M .
There is a 2-functor from the 2-category of bimodules over R-algebras to the 2-category
of categories that
• sends an R-algebra B to the category B-Mod of all B-modules,
• sends a (B2, B1)-bimodule M to the tensor product functor
(M ⊗B1 −) : B1-Mod→ B2-Mod,
• sends a bimodule map to the corresponding natural transformation of functors (see
Exercise 2.2.2).
The Eilenberg–Watts Theorem states that the image of this 2-functor consists of the colimit-
preserving functors between categories of modules.
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5.3 Strong categorification
To take the Grothendieck group of a 2-category, we take the Grothendieck groups of the
morphism categories.
Definition 5.3.1 (Additive 2-category, abelian 2-category, R-linear 2-category). Suppose
R is a commutative ring. A 2-category is said to be additive, abelian, or R-linear if it is
enriched over the category of additive categories, abelian categories, or R-linear categories,
respectively.
Definition 5.3.2 (Grothendieck group of a 2-category). The Grothendieck group (resp.
split Grothendieck group) of an abelian (resp. additive) 2-category C is the category K0(C)
(resp. Ksplit0 (C)) whose objects are the objects of C and such that, for all X, Y ∈ ObC,
MorK0(C)(X, Y ) (resp. MorKsplit0 (C)
(X, Y )) is equal toK0(MorC(X, Y )) (resp.K
split
0 (MorC(X, Y ))),
the Grothendieck group (resp. split Grothendieck group) of the category MorC(X, Y ). Note
that K0(C) and K
split
0 (C) are both preadditive categories (i.e. are enriched over the category
of abelian groups). The composition in K0(C) or K
split
0 (C) is defined by
[f ] ◦ [g] = [f ◦0 g], for all f ∈ MorC(Y, Z), g ∈ MorC(X, Y ), X, Y, Z ∈ ObC.
We are now in a position to define the notion of strong categorification (sometimes simply
called categorification).
Definition 5.3.3 (Strong categorification). Suppose R is a commutative ring and let C be
an R-linear category. A strong categorification of C is a pair (C, ϕ), where either
(a) C is an additive 2-category and ϕ : Ksplit0 (C)⊗Z R→ C is an isomorphism, or
(b) C is an abelian 2-category and ϕ : K0(C)⊗Z R→ C is an isomorphism.
Here the tensor product ⊗ZR means that we tensor the morphism sets with R over Z, turning
the additive categories Ksplit0 (C) and K0(C) into R-linear categories.
Remark 5.3.4. Since a unital associative R-algebra can be viewed as a one-object category
(see Example 5.1.7), Definition 5.3.3 includes the definition of the strong categorification of
such algebras. In fact, a 2-category with one object is the same as a monoidal category (see
Example 5.2.3). Thus, one can also give the definition of a strong categorification of a
unital associative R-algebra in terms of monodial categories. However, one often wants to
categorify an algebra together with some collection of idempotents, which can be viewed as
a category with multiple objects as in Example 5.1.8.
For our first example of strong categorification, we return to the setting of Example 2.3.2.
Example 5.3.5 ([Maz12, Ex. 2.14]). Let B = C[b]/(b2 − 2b) and let D = C[x]/(x2) be the al-
gebra of dual numbers. Consider the (D,D)-bimodule X = D⊗CD. Let C be the 2-category
with one object I = D-mod and with MorC(I, I) equal to the full additive subcategory of the
category of endofunctors of I consisting of all functors isomorphic to direct sums of copies
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of id = idI and F = X ⊗D −. One can check that F ◦ F ∼= F ⊕ F (Exercise 5.3.1). The
classes [id] and [F ] form a basis of Ksplit0 (MorC(I, I)) and the map
ϕ : Ksplit0 (C)⊗Z C→ B, ϕ([id]) = 1, ϕ([F ]) = b
is an isomorphism. Hence (C, ϕ) is a strong categorification of B.
Exercises.
5.3.1. With notation as in Example 5.3.5, show that one has an isomorphism of functors
F ◦ F ∼= id⊕ id.
5.4 The graphical Heisenberg category
In this section, we define the monoidal category that will yield a categorification of the
Heisenberg algebra h. This monoidal category was defined by Khovanov in [Kho]. It was
q-deformed in [LS13] by replacing group algebras of symmetric groups by Hecke algebras of
type A. We also refer the reader to the expository paper [LS12] for an overview of Heisenberg
categorification. In fact, the presentation below closely follows [LS12, §3.1].
As noted in Example 5.1.7, the unital associative Z-algebra h can be thought of as a
category with one object. Thus, its categorification should involve a 2-category with one
object. But this is nothing more than a (strict) monoidal category (see Example 5.2.3).
We define a C-linear strict monoidal categoryH′ as follows. The set of objects is generated
by two objects Q↑ and Q↓. In other words, an arbitrary object of H′ is a finite direct sum
of tensor products Qε := Qε1 ⊗ · · · ⊗Qεn , where ε = ε1 . . . εn is a finite sequence of ↑ and ↓
symbols. The unit object is 1 = Q∅.
The space of morphisms MorH′(Qε, Qε′) is the C-module generated by planar diagrams
modulo local relations. The diagrams are oriented compact one-manifolds immersed in the
strip R×[0, 1], modulo rel boundary isotopies. The endpoints of the one-manifold are located
at {1, . . . , m} × {0} and {1, . . . , k} × {1}, where m and k are the lengths of the sequences
ε and ε′ respectively. The orientation of the one-manifold at the endpoints must agree with
the arrows in the sequences ε and ε′ and triple intersections are not allowed. For example,
the diagram
is a morphism from Q↓↑↓↓↑ to Q↓↓↑ (note that, in this sense, diagrams are read from bottom
to top). An arbitrary morphism is a C-linear composition of such diagrams. Composition
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of morphisms is given by the natural vertical gluing of diagrams and the tensor product
of morphisms is horizontal juxtaposition. An endomorphism of 1 is a diagram without
endpoints. The local relations are as follows.
= (5.1)
= (5.2)
= − = (5.3)
= id = 0 (5.4)
By local relation, we mean that any time we see one of the diagrams on the left hand
sides of the equations above as a sub-diagram of a larger diagram, we may replace this sub-
diagram by the corresponding linear combination of diagrams on the right hand side of the
equation.
We already saw in Section 4.4 that the tower of symmetric groups can be used to cate-
gorify the Fock space representation of the Heisenberg algebra, which is a faithful represen-
tation. Thus, it is the behaviour of the symmetric groups that motivates our definition of the
local relations above. Note that relations (5.1) and (5.2) are simply the relations defining
the symmetric group, if we think of a simple transposition as a crossing of neighbouring
upward pointing strands. (The relation that distant simple transpositions commute comes
for free in this graphical description since it follows from the fact that we consider diagrams
up to isotopy preserving the boundary.) Relations (5.3) and (5.4) come from the behaviour
of induction and restriction between symmetric groups, as we will see.
It turns out that the category H′ is not quite large enough to yield a categorification of
h. This is essentially for the following reason. The upward pointing strands in our diagrams
will correspond to the induction Ind
An+1
An
, where An = C[Sn] is the group algebra of the
symmetric group. It follows that a sequence of m upward pointing strands will correspond
to the induction Ind
An+m
An
. One can check (Exercise 5.4.1) that
Ind
An+m
An
= (IndAm)|An-mod.
However, our weak categorification of the (faithful) Fock space representation involved the
functors IndM for all Am-modules M . These functors (more precisely, the corresponding
40 CHAPTER 5. STRONG CATEGORIFICATION
diagrams) are missing from our graphical category. In attempting to remedy this situation,
the key observation is that any simple Am-module M is a direct summand of Am. Thus, we
would like to add missing direct summands to our graphical category H.
Definition 5.4.1 (Idempotent completion). Let C be a category. The idempotent completion
(or Karoubi envelope) of C is the category whose objects are pairs (X, e) where X is an object
of C and e ∈ MorC(X,X) is an idempotent endomorphism of X (i.e. e2 = e). Morphisms
(X, e)→ (X ′, e′) are morphisms f : X → X ′ in C such that the diagram
X
f //
f
  ❇
❇❇
❇❇
❇❇
❇
e

X ′
e′

X
f
// X ′
commutes. Composition in the idempotent completion is as in C, except that the identity
morphism of (X, e) is e.
Intuitively, one should think of the idempotent completion as follows. If an object X in
a category decomposes as a direct sum X ∼= Y ⊕ Z, then the composition
X ։ Y →֒ X,
where the first map is projection onto the summand Y and the second is the inclusion, is an
idempotent endomorphism of X . If a category has an idempotent morphism e of an object
X , we would like this to always correspond to a map as above. If it does not, we say the
category is not idempotent complete. In some sense, such a category is “missing” a subobject
of X . The idempotent completion is a way of formally adding in all such summands – the
object (X, e) in the idempotent completion plays the role of the missing summand. If a
category is already idempotent complete (i.e. every idempotent morphism corresponds to a
projection onto a summand as above), then this category is isomorphic to its idempotent
completion.
We are now ready to define the monoidal category that will yield our (conjectural) cate-
gorification of the Heisenberg algebra.
Definition 5.4.2 (The Heisenberg category). We define the Heisenberg category H to be
the idempotent completion of H′.
Exercises.
5.4.1. We use the notation of Section 4. Show that, for all m,n ∈ N, we have an isomorphism
of functors Ind
Am+n
An
∼= IndAm |An-mod.
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5.5 Strong categorification of the Heisenberg algebra
It follows from the local relations (5.1) and (5.2) that upward oriented crossings satisfy the
relations of An and so we have a canonical homomorphism
An → EndH′(Q↑n). (5.5)
Similarly, since each space of morphisms in H′ consists of diagrams up to isotopy, downward
oriented crossings also satisfy the Hecke algebra relations and give us a canonical homomor-
phism
An → EndH′(Q↓n). (5.6)
Introduce the complete symmetrizer and antisymmetrizer
e(n) =
1
n!
∑
σ∈Sn
σ, e′(n) =
1
n!
∑
σ∈Sn
(−1)ℓ(σ)σ,
where ℓ(σ) is the length of the permutation σ. Both e(n) and e′(n) are idempotents in An.
We will use the notation e(n) and e′(n) to also denote the image of these idempotents in
EndH′(Q↑n) and EndH′(Q↓n) under the canonical homomorphisms (5.5) and (5.6). We then
define the following objects in H:
Sn↓ = (Q↓n , e(n)), Λ
n
↑ = (Q↑n , e
′(n)).
Theorem 5.5.1 ([Kho, Th. 1]). In the category H, we have
Sn↓ ⊗ S
m
↓
∼= Sm↓ ⊗ S
n
↓ , Λ
n
↑ ⊗ Λ
m
↑
∼= Λm↑ ⊗ Λ
n
↑ ,
Sn↓ ⊗ Λ
m
↑
∼=
(
Λm↑ ⊗ S
n
↓
)
⊕
(
Λm−1↑ ⊗ S
n−1
↓
)
.
We thus have a well-defined Z-algebra homomorphism ϕ : h→ Ksplit0 (H) given by
ϕ(h∗n) = [S
n
↓ ], ϕ(en) = [Λ
n
↑ ], for all n ∈ N+.
This homomorphism is injective.
Remark 5.5.2. Note that the map ϕ in Theorem 5.5.1 is a homomorphism of Z-algebras
(as opposed to a functor as in Definition 5.3.3) since we are viewing one-object additive
categories as Z-algebras (see Example 5.1.7). It is conjectured in [Kho, Conj. 1] that the
map ϕ is, in fact, an isomorphism. If this is true, then (H, ϕ−1) is a strong categorification of
the Heisenberg algebra. The difficulty in proving this conjecture lies in our passage from the
graphical category H′ to its idempotent completion H. It is difficult to prove that one has
found all of the objects in this idempotent completion (equivalently, all of the idempotents
in the morphism spaces). In other, somewhat similar, categorifications, one has a grading
on the morphism spaces that allows one to find all of the idempotents (since idempotents
must lie in degree zero). We refer the reader to the expository article [LS12, §4] for further
details.
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Injectivity in Theorem 5.5.1 is proved by relating the graphical category H to the weak
categorification of Fock space (Proposition 4.4.4). For n,m ∈ N, let mbimodn be the category
of finite-dimensional (Am, An)-bimodules. One then defines a functor
H →
⊕
m,n∈N
mbimodn.
Intuitively, this functor takes upwards pointing arrows to the bimodules defining induction
and downwards pointing arrows to the bimodules defining restriction.
Now, we know that an (Am, An)-bimodule defines a functor Am-mod → An-mod by
tensoring on the left (see Section 5.2). Thus, if Fun(C,D) denotes the category of exact
functors from an abelian category C to an abelian category D, we have a functor
mbimodn → Fun(An-mod, Am-mod).
We then define the composition of functors
F : H →
⊕
m,n∈N
mbimodn →
⊕
m,n∈N
Fun(An-mod, Am-mod)→ Fun
(⊕
n∈N
An-mod,
⊕
n∈N
An-mod
)
.
Thus, F is a representation of H on the category A =
⊕
n∈NAn-mod.
We then have a commutative diagram
H F //
K0

Fun(A,A)
K0

K0(H)
[F ] // EndZF
h
?
ϕ
OO 88qqqqqqqqqqqqq
The functors IndEn and ResLn that appeared in the weak categorification of Fock space
(Proposition 4.4.4) are the images under F of the objects Λn↑ and S
n
↓ , respectively.
5.6 Further directions
While we have seen the definition of (naive, weak, and strong) categorification in these notes,
we have only touched on a small subset of the important examples of categorification. In
this final section, we mention a few of the many other examples.
As mentioned in Example 5.1.9, one can define a modified quantized enveloping algebra
that is an algebra with a collection of idempotents. These idempotents are indexed by
the elements of the weight lattice. For each weight, Lusztig defined a quiver variety and
considered a certain category of perverse sheaves on these varieties. He then defined a
convolution product on these sheaves. Passage to the Grothendiecck group then recovers
the modified quantized enveloping algebra. The so-called canonical basis appears naturally
from this construction as the classes of simple objects.
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Khovanov–Lauda and Rouquier have given categorifications of Kac–Moody algebras (and
their quantum analogues). The definition of these 2-Kac-Moody algebras (or 2-quantized
enveloping algebras) by Khovanov–Lauda is diagrammatic, similar to the description of the
graphcial Heisenberg category H given in Section 5.4, while the description by Rouquier
is more algebraic. One can then consider 2-representations of quantum groups, which are
2-functors into other 2-categories (e.g. 2-categories of bimodules).
There are important applications of categorification to knot and surface invariants. The
category k-Cob of k-cobordisms is the category whose objects are oriented k-manifolds, and
whose morphisms are (k + 1)-manifolds with boundaries corresponding to their domain and
codomain (i.e. cobordisms). Then a (k + 1)-dimensional topological quantum field theory
(TQFT) is a monoidal functor from k-Cob to the category of R-modules for some ring R.
The Reshetikhin–Turaev invariant is a (0 + 1)-dimensional TQFT. For a fixed simple Lie
algebra g and a representation V of g, it is a functor
0-Cob→ Uq(g)-mod,
where Uq(g) is the quantized enveloping algebra associated to g. This functor sends the empty
0-manifold to the trivial Uq(g)-module Z[q, q
−1]. Thus, it sends a knot (which is a cobordism
from the trivial, i.e. empty, 0-manifold to itself) to an endomorphism of the trivial module
Z[q, q−1]. Such an endomorphism is simply multiplication by an element p ∈ Z[q, q−1]. If
g = sl2 and V is the standard two-dimensional module, then p is the Jones polynomial of
the knot.
Khovanov homology is a categorification of the Reshetikhin–Turaev invariant. It is a
functor from the category 0-Cob to the category of categories. Thus, it maps a 0-manifold
to a category. The empty 0-manifold gets mapped to the category of complexes of graded
vector spaces. It maps 1-cobordisms (i.e. tangles) to functors. Passing to Grothendieck
groups recovers the Reshetikhin–Turaev invariant.
Going even further, one can consider extended TQFTs. Consider the 2-category whose
objects are 0-manifolds, whose 1-morphisms are tangles, and whose 2-morphisms are cobor-
disms between tangles. One would then like to construct functors from this 2-category to the
2-category of representations of a 2-quantized enveloping algebra. Doing so should result in
richer knot invariants. One assigns to each knot a homology theory instead of a polynomial.
Since a surface is a cobordism from the trivial tangle to itself, one should obtain polynomial
invariants of surfaces. This is an active area of research.
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