Abstract-This paper proposes a method for multiple testing based on recursive iteration of resampling methods for rule induction. The method generates training samples and test samples in a two-level hierarchical way, and compared the results between these two levels, which corresponding to secondorder approximation of estimators in Edgeworth expansion. We applied this MULT-RECITE-R method to three newly collected medical databases and seven UCI databases. The results show that this method gives the best selection of estimation methods in almost the all cases.
I. INTRODUCTION
One of the most important problems in rule induction methods [1] - [5] is how to estimate which method is the best to use in an applied domain. While some methods are useful in some domains, they are not useful in other domains. Therefore it is very difficult to choose one of these methods.
In order to solve this problem, we introduce multiple testing based on recursive iteration of resampling methods for rule induction methods (MULT-RECITE-R). The method first randomly splits training samples into two parts, one for new training samples and the other for new test samples using a given resampling method. Then, it split the generated training samples into new second training samples and second test samples. Rule induction methods are applied to these second ones, metrics are estimated by the second test samples. This second procedure, as the inner loop, is repeated for finite times. Third, in the same way, rules are induced from the first training sample and the metrics are calculated by the first test samples. Metrics obtained from these two levels of sampling are compared and if the differences are not not statistically significant, then it is counted as a success. The second and the third procedure, as the outer loop, are iterated for certain times estimated from precision preset by users. Finally, the above results are interpreted by the criteria. We applied this MULT-RECITE-R method to three original medical databases which are newly collected by ourselves and seven UCI databases [6] . The results show that this method gives the best selection of methods in almost the all cases.
II. RESAMPLING METHODS
Resampling Methods [7] , [8] consist of iteration of the following four processes in general. First, new training samples and new test samples are generated from original samples (Generation Process). And then they calculate statistical objects, such as discriminant functions, allocation rules from the generated training samples (Induction Process). Finally, they make statistical estimation of these objects from the test samples, such as error rate (Validation Process). These processes are repeated for finite times, say 100 times, and statistical reasoning is evoked to process these obtained statistics. For example, when error rate is selected as a statistic, both the mean and the variance of derived error rates are calculated (Estimation Process).
Although there have been proposed several resampling methods, such as cross-validation, the Bootstrap method, the only difference is in generation process, or resampling plans. In this section, we focus on two major resampling methods, called cross-validation method and the bootstrap method, since all other resampling methods are based on generation processes of these two methods. Readers could refer to [7] for more information on other resampling methods.
A. Cross-Validation Method
Cross-validation method [1] , [7] is performed as follows: first, in its generation process, the whole training samples L are randomly split into V blocks:
Second, rules or statistics are induced from the training samples L − L i (i = 1, · · · , V ) and then, third, statistics are estimated by using L i as the test samples. These two procedures are repeated for V times. Finally, estimation process is performed. For example, in the case of error rate estimation, the whole error rate err are derived by averaging 3,4,6,7,8,9,10} as new training samples, and rules are induced from these training samples and are validated by the test samples. These processes are iterated for 5 blocks. And finally, estimation process is performed. For example, when five estimates of error rate are obtained, say 0.5, 1.0, 0.0, 0.5, and 1.0, the error rate is equal to (0.5 + 1.0 + 0.0 + 0.5 + 1.0)/5 = 0.6. Although these processes are very simple, their usefulness and exactness of estimation are empirically ensured in statistics [1] , [7] .
However, two problems are pointed out in crossvalidation, one is theoretical, and the other is practical. The former is that this method is not supported by mathematical theory, since this algebraic structure is very difficult for mathematics to deal with. However, as shown in the next subsection, this algebraic structure is very similar to that of the bootstrap, although the bootstrap modifies some points by randomization technique.
The latter is that cross-validation estimates have a little large variabilities, in other words, the variances of crossvalidation estimates are high [7] . Therefore estimation process is very important to tame these high variabilities. One of the reason why the Bootstrap method is sometimes preferred is due to this problem, although the Bootstrap estimates are a little worse than cross-validation estimates.
In order to tame these variabilities, Walker introduces repeated cross-validation [9] . This method iterates ordinary cross-validation method for finite times, say 100 times, and estimators are averaged over all the trials. For the above example, the aforementioned splitting is regarded as one trial. Next, another splitting is considered, say {1,6}, {2,5}, {3,4}, {7,9}, {8,10}. Then the same cross-validation procedure is executed for each fold. These procedures are iterated for finite times, say 100 times, and the overall estimator is derived by averaging all the cross-validation estimators over the trials. Walker evaluate this method and shows that this resampling scheme works very well both in artificial and real-world databases. We discuss the relations between this work and MULT-RECITE-R later in Section 7. Since this repeating resampling scheme performs very well, we adopt this repeated cross-validation as one of the candidates of MULT-RECITE-R resampling scheme.
B. Bootstrap Method
On the other hand, the Bootstrap method [7] is executed in the following way. First, empirical probabilistic distribution(F n ) is generated from the original training samples. Second, the Monte-Carlo method is applied and the training samples are selected from F n . Third, rules are induced from new training samples. Fourth, these results are tested by the original training samples and statistical measures, such as error rate, are calculated. The second to fourth steps are iterated for finite times. Finally, estimation process is performed.
Empirically, Efron shows that more than 200 times' repetition is sufficient for estimation of bias correction of error rates, and more than 1500 times' repetition is needed for estimation of confidence intervals [7] . 2 For example, let L be given samples, say {1, 2,3,4,5,6,7,8,9,10} . And let us estimate error rate of allocation rules. First, probability 1/10 is assigned to each sample, which is equivalent to empirical distribution, say F 1 . Here the above samples is denoted by a set [x] F1 , which means a set whose members are sampled from F 1 . Then new training samples are randomly selected from F 1 , which allows for overlap sampling, say {1, 1,1,2,4,5,6,7,9,9} . Rules are induced from these samples and validated by test samples, which is equal to original samples, {1, 2, 3, 4, 5, 6, 7, 8, 9 ,10}. These processes are repeated for finite times, say 200 times, and finally, estimation process is performed.
What the Bootstrap method is different from crossvalidation are the following two points: one is that overlap resampling is allowed, and the other one is that original samples are used as test samples. As to the first point, it is notable that overlap corresponds to decomposition of crossvalidation. In the above example, the training samples are equivalent to [x] F2 = {1, 2, 4, 5, 6, 7, 9} from the viewpoint of set theory, where F 2 denotes a resampled empirical distribution. Thus, in this case, there holds a set-theoretic relation,
. In this method, overlap sampling has also another meaning: it removes sample-size effect of statistical methods, since this effect is not negligible in small samples.
As to the second point, the important thing is that original samples include two parts: one is the subset equal to distinct elements of new training samples, say {1, 2,4,5,6,7,9} , and the other one corresponds to test samples of cross validation, say {3, 8,10} . Therefore the estimate by original samples will take an intermediate value between apparent error rate generated by the training samples and error rate derived by cross-validation, which is intended to remove the variability of cross-validation estimates. Therefore the bootstrap method modifies cross-validation method in the following two points: removal of sample-size effect and removal of the variabilities of cross-validation estimates. Furthermore, this method is based on Monte-Carlo method, which is an approximation method of numerical integration and enables us to formalize this resampling technique based on formal theory of numerical integration [7] . And Monte-Carlo method also supports discussion of relations on asymptotic expansions and the Bootstrap method. For further information, readers could refer to [10] . Without these modifications, both algebraic structures are very similar to each other. These similarities are discussed in [7] .
C. Characteristics of Cross-validation and the Bootstrap
In this subsection, we briefly discuss the characteristics of cross-validation estimates and the Bootstrap estimates. Interestingly, Efron [7] shows that estimators derived by 2-fold cross-validation are asymptotically equal to predictive estimators for completely new pattern of data and that Bootstrap estimators are asymptotically equal to maximum likelihood estimators [7] , although they are a little overfitted to training samples. These tendencies agree with the discussion in the above subsection, where the bootstrap estimates by original samples take an intermediate value between apparent error rate generated by training samples and error rate by cross-validation, which is intended to remove the variability of cross-validation estimates.
As mentioned in the above subsection, although there are several differences in generation process, both methods have the same strategy. That is to say, they generate a set of training samples, which is a subset of original samples. If induced results by training samples are different from ones by original samples, then it is thought that this difference reflects the difference between original samples and total population(all the samples in real-world).
Therefore we should consider two relations between three hierarchical objects; the relation between total population (F 0 ) and original samples (F 1 ), denoted by R 1 (F 0 , F 1 ), and the relation between original samples (F 1 ) and resampled training samples (F 2 ), denoted by R 2 (F 1 , F 2 ). If we assume the fractalness of total population, or self-similarity of total population, then the above two relations are assumed to be almost equivalent, that is,
In this way, behind resampling methods, we implicitly assume that the fractalness of real-world data. This assumption will get clearer when we introduce iterated resampling methods. We discuss these issues in Section 3.
D. Precision and Loop Sample Size
It is empirically reported that loop sample size should be set to a larger number when higher precision level is required [7] , [8] , since estimators e is usually derived by the following expression:
where Count denotes how many times induced results satisfy given constraints and N loop denotes loop sample size. Hence N loop directly determine the level of precision. For example, in the case of error estimation, we pay more attention to from 10 −2 to 10−3, or 0.01to0.001. Therefore, we need at least, 10 −2 and at most 10 −3 as the level of precision. Therefore N loop should be set to from 10 2 to 10 3 . However, since in the case of estimation of confidence interval, or estimation of p-value, the precision we need is 10 −3 to 10 −4 , N loop should be set to around 10 −4 . In this way, the above discussion suggests that loop sample size should be dependent on precision α (0 < α < 1), and that it is empirically sufficient for N loop to be set to 10 −α to 10 −(α+1)3 .
III. "MATRYOSHKA" PRINCIPLE
The fractal nature of the bootstrap method is concisely discussed by Hall [10] , illustrated by a Russian "matryoshka" doll, although Hall never mentions that this principle reflects fractalness. We call it the "matryoshka" principle and study the relationship between this principle and the characteristics of estimators derived by resampling methods. In this section, we discuss the implicit assumption behind resampling methods in terms of Hall's formalism.
Ordinary statistical methods amount to describing the relationship between samples and the population where the samples are drawn. Formally, statistical methods determines a solution of the following equation:
where f t denotes a functional from a class {f t : t ∈ T } (T :a domain of a parameter), F 0 and F 1 denote the total population and empirical distribution of original samples, respectively. Hall refers to this equation as population equation, which corresponds to
To obtain an approximate solution of the population equation, we impose the same argument on the relation between F 1 and resampled samples F 2 :
to which Hall refers as sample equation, which corresponds to R 2 (F 0 , F 1 ). We call this imposed relationship between equation (1) and equation (2) the "matryoshka" principle. That is, the relations between F 1 and F 2 , denoted by R 1 (F 1 , F 2 ), can be estimated by those between F 0 and F 1 , denoted by R 2 (F 1 , F 2 ) . In this case, we take R as f t .
IV. MULT-RECITE-R

A. Strategy of MULT-RECITE-R
There are many reports on rule induction methods and their performance in the community of machine learning [5] . However, since each performance is different in each paper, it is very difficult to determine which method should be selected.
Each of these methods has interesting characteristics of induced rules. For example, CN2 induces a decision list subsection, while ID3 calculate a decision tree. Strangely, comparison of these features of induced rules are used as secondary, because of the difficulties in evaluation, although classification accuracy or error rate are as the primary comparison index. However, as to classification accuracy, it is pointed out that these performances may depend on applied domains, although it is easy to apply statistical methods to testing significance. Actually, it is hard and controversial to determine what factor should be applied to evaluation of rule induction methods, which remains to be an open question in machine learning [5] .
Since our objective is to develop a method which empirically selects rule induction methods, we use accuracy as a metric for statistical evaluation in this paper 4 .
The next important thing is that one may want to evaluate these rule induction methods without domain knowledge in case when domain-specific knowledge may not be applicable.
Therefore, since one of the most characteristics of resampling methods is that they are domain-independent [7] , [11] , one way for evaluation is to select one method from considerable resampling methods, that is to say, to select the best rule induction method by using subsets of training samples. For example, let us consider when we have training samples, say {1, 2, 3, 4, 5, 6, 7, 8, 9 ,10}. Then, first, they are split it into new training samples, say {1, 3,5,7,9} , and new test samples, {2, 4,6,8,10} . Using new training samples, rule induction methods are applied and the results are compared with the result by the new test samples. Then the method which gives the best metric, such as the best classification rate, will be selected. For example, let the accuracy of the induced decision tree be equal to 0.97, and the accuracy of the rule to be equal to 0.82. Then induction of decision tree is selected as the best method. It may depend on splitting, so these procedures should be repeated for certain times, say 100 times. several statistics of the given metrics are calculated over these 100 trials, such as average, variance, and t-statistics.
In this method, we implicitly assume that the "matryoshka" principle should be true. That is, the best method for total population can be selected from original training samples, and the best method for original training samples can be estimated from training samples generated by resampling plans. Therefore, in terms of Section 2 and 3, a domain of both R 1 and R 2 is the best select method (R 1 (F 0 , F 1 ) R 2 (F 1 , F 2 ) = (the best method).)
B. An Algorithm for MULT-RECITE-R
An algorithm for MULT-RECITE-R can be described by embedding a rule induction method into the following algorithm based on a resampling scheme.
INPUTS:
S 4-a) Test induced results by using T 1 and Calculate given metrics(S 1 metrics).
4-b) Compare S 1 metrics with S 2 metrics. If the best induction method j for S 1 metrics is the same as that of S 2 metrics, then Count this trial as a success on evaluation (succ j := succ j + 1). Otherwise, then Count it as a failure.
4-c) Test statistical significance between the best statistics of S 2 metrics and S 1 metrics using student t-test. If not significant, goto 5). Otherwise, Count this trial as a failure (p calc j := p calc j + 1). If a success rate is high, then this estimation method is expected to well-performed, and output the induction method j which gives the best metric is selected as the most suitable induction method (BI := j) and an ordered list M 1 . If a success rate is low, then this estimation is expected to be not a good evaluation method. Thus, only a list of machine learning methods ordered by S 1 metrics is returned as an output (BI := nil). 9) Interpret the above results by the overall adjusted-p values. If p < α, then this estimation method is expected to well-performed, and output the induction method j which gives the best metric is selected as the most suitable induction method (BI p := j) and an ordered list M 1 p. If p ≥ α, then this estimation is expected to be not a good evaluation method. Thus, only a list of machine learning methods ordered by S 1 metrics is returned as an output (BI p := nil).
5) Increment the counter (i := i + 1). If the counter is less than the upper bound(i < B out ), goto 2). If not, goto 6
Let us make several remarks about the above algorithm. First, in the steps of evaluation, MULT-RECITE-R calculate several fundamental statistics, such as average, mode, variances, and t-statistics, which are obtained by these fundamental statistics.
Second, in the step 4-b) and 4-c), MULT-RECITE-R applies multiple testing technique, which is one of the promising approaches in statistical data analysis. Intuitively, multiple testing is a technique for testing several hypothesis simultaneously. In MULT-RECITE-R, only simple multiple testing is applied, since more powerful methods require that the loop sample size be quite large. Thus, introducing several multiple testing would be a future research direction of this resampling method.
Third, in the step 4-c), test statistics is equal to
where μ k denotes the mean of k, σ s2 denotes the standard deviation of S 2 metrics, and n denotes sample size of S 2 . Finally, fourth, we provide two modes to interpret the statistical evaluation. One is a simple one, which evaluates rule induction methods in terms of whether the selected rule induction method succeeds in gaining the best classification accuracy in original training samples. The other one is more statistical one, which gives p-value. This value means that the probability of whether this estimation method fails is p under a given precision α. For example, let α be equal to 0.01, and p be to 0.02. Then, the probability of whether the method fails is 0.02 at the precision 0.01.
The reason why we provide two modes is that we would like to evaluate the results from two different viewpoints. On the one hand, the judge derived by a overall success rate may be optimistic when we have a too large overall success rate, but when each rule induction method has almost the same error rate. In this case, even examining statistical significance among these induction methods is not effective. Moreover, we do not have any precise probabilistic interpretation about overall success rate. On the other hand, the judge derived by a overall adjusted-p value may be conservative when we do not have a small p-value. In this case, the power of this test becomes less. However, we have more exact probabilistic interpretation about adjusted-p values. Therefore, combination of these two methods would evaluate rule induction methods more clearly. If we need probabilistic interpretation, we much stress on adjusted-p value. Otherwise, we evaluate rule induction methods using the upper bound (estimators derived by overall success rates) and the lower bound (ones derived by overall adjusted-p values.
V. EXPERIMENTAL RESULTS
We apply this MULT-RECITE-R method to three original medical databases, which were collected by us, and four UCI databases [6] , which consist of lymphography, primary cancer, breast cancer, and breast cancer from Wisconsin. In these experiments, we set L r , L m α, α in and α out be equal to the same values as the above Monk's problems and set R to {2-fold cross-validation, the Bootstrap method}.
Unfortunately, in these databases, test samples are not given independently. So we first have to generate test samples from the original training samples. to evaluate our MULT-RECITE-R methods in the same way as evaluation shown in subsection 4.3. First, given samples are randomly split into training samples(S 0 ) and test samples(T 0 ). This T 0 correspond to test samples of Monk's problems, and S 0 correspond to training samples of Monks problems. Then MULT-RECITE-R method is applied to new training samples. This splitting procedure is repeated for 100 times in order for the effect of random sampling to be small.
The results derived by 2-fold repeated cross-validation are shown in Table VII to XI, and those by the Bootstrap method are shown in Table XII to XVI.
The notations of this table are the same as those in Table I  to V. In all the cases, the selected methods by 2-fold repeated cross-validation method are in agreement with the best estimation methods and the derived estimators are very close to test estimators. On the other hand, the methods by selected the Bootstrap are different in the case of lymphography and meningitis. 
VI. DISCUSSION
The above experiments give us five interesting results, although all of the applied databases are of small size.
First, 2-fold repeated cross validation performs slightly better than the Bootstrap method, which corresponds to the characteristics derived by [7] . Therefore, for predictive use, evaluation by cross-validation would be better, although the variance of estimation will be larger.
Second, the best selected method does not always perform better than other two methods. That is, in some generated samples, other methods will perform better. For example, in the Monk's 1st problem, 73 percent of selection shows that CN2 performs better, but in 21 percent of selection, it does not. These results also suggest that generated training samples may affect the performance of rule induction methods. Therefore empirical evaluation only gives us probabilistic evaluation, that is, relative to training samples. As to training samples used in our experiments, we cannot get the absolute selection such that the only one method always perform better than any other two methods. Third, in the cases when MULT-RECITE-R does not go well, the differences of three rule induction methods in accuracy are not so significant. That is, we can select any of three methods, although the accuracy of each method is not so high.
Finally, fourth, although accuracy is only used as a metric, the "matryoshka" principle as to accuracy does hold in almost all the databases. Therefore, if we would like to use accuracy as the first metric for evaluation of rule induction methods, then this representation procedure can be used as one of the good evaluation methods. Although our results give us important information empirically, reader could say that it is only true of these applied samples. Actually, in our experiments, we leave several problems unsolved. First, we only use small training samples. Second, we only use accuracy as a metric. Third, we only apply two resampling scheme. Therefore our future work should be proceeded into the following directions: that is, we should verify whether our results hold in large training samples, when we use other metrics, and when we apply other resampling scheme, such as 10-fold cross-validation. 
VII. CONCLUSION
This paper introduces multiple testing based on recursive iteration of resampling methods for rule-induction (MULT-RECITE-R), which assumes a "matryoshka" principle, or the fractal nature of data sampling. MULT-RECITE-R consists of the following four procedures. First, it randomly splits training samples(S 0 ) into two parts, one for new training samples(S 1 ) and the other for new test samples(T 1 ) using a given resampling method(R). Second, S 1 are recursively split into training samples(S 2 ) and test samples(T 2 ) using the same resampling strategy(R). Then rule induction methods are applied to S 2 , results are tested and given metrics(S 2 metrics) are calculated by T 2 for each rule induction meth- ods. This second procedure, as the inner loop, is repeated for finite times estimated from precision set by users and the statistics of metrics are obtained. Third, in the same way, rules are induced from S 1 and metrics(S 1 metrics) are calculated by T 1 for each rule induction methods. Then S 1 metrics are compared with S 2 metrics. If the differences between both results are not statistically significant, then it is counted as a success. The second and the third procedure, as the outer loop, are iterated for certain times estimated from precision preset by users, which gives a total success rate which shows how many times of total repetitions S 2 metrics predict S 1 metrics. Finally, fourth, the above results are interpreted by using statistical tests. We applied this MULT-RECITE-R method to three original medical databases which are newly collected by ourselves and seven UCI databases [6] . The results show that this method gives the best selection of methods in almost the all cases.
