Abstract. In computer science, one is interested mainly in nite objects. Insofar as in nite objects are of interest, they must be computable, i.e., recursive, thus admitting an e ective nite representation. This leads to the notion of a recursive graph, or, more generally, a recursive structure, model or data base. In this paper we summarize our recent work on recursive structures and data bases, including (i) the high undecidability of many problems on recursive graphs and structures, (ii) a method for deducing results on the descriptive complexity of nitary NP optimization problems from results on the computational complexity (i.e., the degree of undecidability) of their in nitary analogues, (iii) completeness results for query languages on recursive data bases, (iv) correspondences between descriptive and computational complexity over recursive structures, and (v) zero-one laws for recursive structures.
Introduction
This paper provides a summary of work | most of it joint with T. Hirst | on in nite recursive (i.e., computable) structures and data bases, and attempts to put it in perspective. The work itself is contained in four papers H, HH1, HH2, HH3] , which are summarized, respectively, in Sections 2, 3, 4 and 5.
When computer scientists become interested in an in nite object, they require it to be computable, i.e., recursive, so that it possesses an e ective nite representation. Given the prominence of nite graphs in computer science, and the many results and open questions surrounding them, it is very natural to investigate recursive graphs too. Moreover, insight into nite objects can often be gleaned from results about in nite recursive variants thereof. An in nite recursive graph can be thought of simply as a recursive binary relation over the natural numbers. Recursive graphs can be represented by the ( nite) algorithms, or Turing machines, that recognize their edge sets, so that it makes sense to investigate the complexity of problems concerning them.
Indeed, a signi cant amount of work has been carried out in recent years regarding the complexity of problems on recursive graphs. Some of the rst papers were written in the 1970s by Manaster and Rosenstein MR] and Bean B1, B2] . Following that, a variety of problems were considered, including ones that are NP-complete for nite graphs, such as k-colorability and Hamiltonicity B1, B2, BG2, Bu, GL, MR] and ones that are in P in the nite case, such as Eulerian paths B2, BG1] In most cases (including the above examples) the problems turned out to be undecidable. This is true even for highly recursive graphs B1], i.e., ones for which node degree is nite and the set of neighbors of a node is computable. Beigel and Gasarch BG1] and Gasarch and Lockwood GL] investigated the precise level of undecidability of many such problems, and showed that they reside on low levels of the arithmetical hierarchy. For example, detecting the existence of an Eulerian path is 0 3 -complete for recursive graphs and 0 2 -complete for highly recursive graphs BG1]. The case of Hamiltonian paths seemed to be more elusive. In 1976, Bean B2] had shown that the problem is undecidable (even for planar graphs), but the precise characterization was not known. In response to this question, posed by R. Beigel and B. Gasarch, the author was able to show that Hamiltonicity is in fact highly undecidable, viz, 1 1 -complete. The result, proved in H] and summarized in Section 2, holds even for highly recursive graphs with degree bounded by 3. (It actually holds for planar graphs too.) Hamiltonicity is thus an example of an interesting graph problem that becomes highly undecidable in the in nite case. 3 The question then arises as to what makes some NP-complete problems highly undecidable in the in nite case, while others (e.g., k-colorability) remain on low levels of the arithmetical hierarchy. This was the starting point of the joint work with T. Hirst. In HH1] , summarized in Section 3, we provide a general de nition of in nite recursive versions of NP optimization problems, in such a way that Max Clique, for example, becomes the question of whether a recursive graph contains an in nite clique. Two main results are proved in HH1], one enables using knowledge about the in nite case to yield implications to the nite case, and the other enables implications in the other direction. The results establish a connection between the descriptive complexity of ( nitary) NP optimization problems, particularly the syntactic class Max NP, and the computational complexity of their in nite versions, particularly the class 1 1 . Taken together, the two results yield many new problems whose in nite versions are highly undecidable and whose nite versions are outside Max NP. Examples include Max Clique, Max Independent Set, Max Subgraph, and Max Tiling.
The next paper, HH2], summarized in Section 4, puts forward the idea of in nite recursive relational data bases. Such a data base can be de ned simply as a nite tuple of recursive relations (not necessarily binary) over some countable domain. We thus obtain a natural generalization of the notion of a nite relational data base. This is not an entirely wild idea: tables of trigonometric functions, for example, can be viewed as a recursive data base, since we might be interested in the sines or cosines of in nitely many angles. Instead of keeping them all in a table, which is impossible, we keep rules for computing the values from the angles, and vice versa, which is really just to say that we have an effective way of telling whether an edge is present between nodes i and j in an in nite graph, and this is precisely the notion of a recursive graph.
In HH2], we investigate the class of computable queries over recursive data bases, the motivation being borrowed from CH1]. Since the set of computable queries on such data bases is not closed under even simple relational operations, one must either make do with a very humble class of queries or considerably restrict the class of allowed data bases. The main parts of HH2] are concerned with the completeness of two query languages, one for each of these possibilities. The rst is quanti er-free rst-order logic, which is shown to be complete for the non-restricted case. The second is an appropriately modi ed version of the complete language QL of CH1], which is proved complete for the case of \highly symmetric" data bases. These have the property that their set of automorphisms is of nite index for each tuple-width.
While the previous topic involves languages for computable queries, ournal paper, HH3], summarized in Section 5, deals with languages that express non-computable queries. In the spirit of results for nite structures by Fagin, Immerman and others, we sought to connect the computational complexity of properties of recursive structures with their descriptive complexity, i.e, to capture levels of undecidability syntactically as the properties expressible in various logical formalisms. We consider several formalisms, such as rst-order logic, second-order logic and xpoint logic. One of our results is analogous to that of Fagin F1] ; it states that, for any k 2, the properties of recursive structures expressible by 1 k formulas are exactly the generic properties in the complexity class 1 k of the analytical hierarchy. HH3] also deals with zero-one laws. It is not too di cult to see that many of the classical theorems of logic that hold for general structures (e.g., compactness and completeness) fail not only for nite models but for recursive ones too. Others, such as Ehrenfeucht{Fraisse games, hold for nite and recursive structures too. Zero-one laws, to the e ect that certain properties (such as those expressible in rst-order logic) are either almost surely true or almost surely false, are considered unique to nite model theory, since they require counting the number of structures of a given nite size. We introduce a way of extending the de nition of these laws to recursive structures, and prove that they hold for rst-order logic, strict 1 1 and strict 1 1 . We then use this fact to show non-expressibility of certain properties of recursive structures in these logics.
While recursive structures and models have been investigated quite widely by logicians (see, e.g., NR]), the kind of issues that computer scientists are interested in have not been addressed prior to the work mentioned above. We feel that that this is a fertile area for research, and raises theoretical and practical questions concerning the computability and complexity of properties of recursive structures, and the theory of queries and update operations over recursive data bases. We hope that the work summarized here will stimulate more research on these topics.
Hamiltonicity in recursive graphs
This section sketches a proof of one version of the main result of H] .
A recursive directed graph is a pair G = (V; E), where V is recursively isomorphic to the set of natural numbers N, and E V V is recursive. G is undirected if E is symmetric. A highly recursive graph is a recursive graph for which there is a recursive function H from V to nite subsets of V , such that H(v) = fu j hv; ui 2 Eg.
A one-way (respectively, two-way) Hamiltonian path in G is a 1-1 mapping p of N (respectively, Z) onto V , such that hp(x); p(x + 1)i 2 E for all x.
Bean B2] showed that determining Hamiltonicity in highly recursive graphs is undecidable. His reduction is from non-well-foundedness of recursive trees with nite degree, which can be viewed simply as the halting problem for (nondeterministic) Turing machines. Given such a tree T, the proof in B2] constructs a graph G, such that in nite paths in T map to Hamiltonian paths in G. The idea is to make the nodes of G correspond to those of T, but with all nodes that are on the same level being connected in a cyclic fashion. In this way, a Hamiltonian path in G simulates moving down an in nite path in T, but at each level it also cycles through all nodes on that level. A fact that is crucial to this construction is the niteness of T's degree, so that the proof does not generalize to trees with in nite degree, Thus, Bean's proof only establishes that Hamiltonicity is hard for 0 1 , or co-r.e. In H] we have been able to show that the problem is actually 1 1 -complete. Hardness is proved by a reduction (that is elementary but not straightforward) from the non-well-foundedness of recursive trees with possibly in nite degree, which is well-known to be a 1 1 -complete problem R]:
Theorem: Detecting (one-way or two-way) Hamiltonicity in a (directed or undirected) highly recursive graph is 1 1 -complete, even for graphs with H(v) 3 for all v.
Proof sketch: In 1 1 is easy: With the 9f quantifying over total functions from N to N, we write 9f 8x 8y 9z (hf(
This covers the case of one-way paths. The two-way case is similar. We now show 1 1 -hardness for undirected recursive graphs with one-way paths. (The other cases require more work, especially in removing the in nite branching from the graphs we construct in order to obtain the result for highly recursive graphs. The details can be found in H].) Assume a recursive tree T is given, with nodes N = 0; 1; 2; 3; :: :, and root 0, and whose parent-of function is recursive. T can be of in nite degree. We construct an undirected graph G, which has a one-way Hamiltonian path i T has an in nite path. n S(n) Figure 1 For each element n 2 N, G has a cluster of ve internal nodes, n u ; n d ; n r ; n l and n ur , standing, respectively, for up, down, right, left and up-right. For each such cluster, G has ve internal edges: n l |{ n d |{ n u |{ n ur |{ n r |{ n l For each edge n ?! m of the tree T, n d |{ m u is an edge of G. For each node n in T, let S(n) be n's distance from the root in T (its level). Since S(n) 2 N, we may view S(n) as a node in T. In fact, in G we will think of S(n) as being n's shadow node, and the two are connected as follows (see Fig. 1 ): 4 n r |{ S(n) r and S(n) l |{ n l To complete the construction, there is one additional root node g in G, with an edge g |{ 0 u .
Since T is a recursive tree and S, as a function, is recursive in T, it is easy to see that G is a recursive graph. To complete the proof, we show that T has an in nite path from 0 i G has a Hamiltonian path.
(Only-if ) Suppose T has an in nite path p. A Hamiltonian path p 0 in G starts at the root g, and moves down G's versions of the nodes in p, taking detours to the right to visit n's shadow node S(n) whenever S(n) = 2 p. The way this is done can be seen in Fig. 2 . Since p is in nite, we will eventually reach a node of any desired level in T, so that any n = 2 p will eventually show up as a shadow of some node along p and will be visited in due time. It is then easy to see that p 0 is Hamiltonian. 4 Clearly, given T, the function S : N ! N is not necessarily one-one. In fact, Fig. 1 is somewhat misleading, since there may be in nitely many nodes with the same shadow, so that the degree of both up-nodes and down-nodes can be in nite. Moreover, S(n) itself is a node somewhere else in the tree, and hence has its own T-edges, perhaps in nitely many of them. Figure 2 (If ) Suppose G has a Hamiltonian path p. It helps to view the path p as containing not only the nodes, but also the edges connecting them. Thus, with the exception of the root g, each node in G must contribute to p exactly two incident edges, one incoming and one outgoing.
We now claim that for any n, if p contains the T-edge incident to the up-node n u , or, when n = 0, if it contains the edge between g and 0 u , then it must also contain a T-edge incident to the down node n d .
To see why this is true, assume p contains the T-edge incident to n u (this is the edge leading upwards at the top left of Fig. 1 ). Consider n ur (the small black node in the gure). It has exactly two incident edges, both of which must therefore be in p. But since one of them connects it to n u , we already have in p the two required edges for n u , so that the one between n u and n d cannot be in p. Now, the only remaining edges incident to n d are the internal one connecting it to n l , and its T-edges, if any. However, since p must contain exactly two edges incident to n d , one of them must be one of the T-edges. 4
In fact, Hamiltonicity is 1 1 -complete even for planar graphs HH1].
3 From the nite to the in nite and back
This section describes the main parts of HH1]. Our approach to optimization problems focuses on their descriptive complexity, an idea that started with Fagin's F1] characterization of NP in terms of de nability in existential second-order logic on nite structures. Fagin's theorem asserts that a collection C of nite structures is NP-computable if and only if there is a quanti er-free formula (x; y; S), such that for any nite structure A:
A 2 C , A j = (9S)(8x)(9y) (x; y; S):
Papadimitriou and Yannakakis PY] introduced the class Max NP of maximization problems that can be de ned by max S jfx: A j = (9y) (x; y; S)gj; for quanti er-free . Max Sat is the canonical example of a problem in Max NP. The authors of PY] also considered the subclass Max SNP of Max NP, consisting of those maximization problems in which the existential quanti er above is not needed. (Actually, the classes Max NP and Max SNP of PY] contain also their closures under L-reductions, which preserve polynomial-time approximation schemes. To avoid confusion, we use the names Max 0 and Max 1 , introduced in KT], rather than Max SNP and Max NP, for the`pure' syntactic classes.) Kolaitis and Thakur KT] then examined the class of all maximization problems whose optimum is de nable using rst-order formulas, i.e., by max S jfw: A j = (w; S)gj; where (w; S) is an arbitrary rst-order formula. They rst showed that this class coincides with the collection of polynomially-bounded NP-maximization problems on nite structures, i.e., those problems whose optimumvalue is bounded by a polynomial in the input size. They then proved that these problems form a proper hierarchy, with exactly four levels: Due to the conditions on Npm problems, F 1 can be shown not to depend on the 2 -formula representing m F . This is important, since, if some nite problem F could be de ned by two di erent formulas 1 and 2 that satisfy the condition but yield di erent in nite problems, we could construct a nite structure for which 1 and 2 determine di erent solutions.
Here Two additional graph problems of interest are mentioned in HH1], planarity and graph isomorphism. The problem of detecting whether a recursive graph is planar can be shown to be co-r.e. Determining whether two recursive graphs are isomorphic is arithmetical for graphs that have nite degree and contain only nitely many connected components. More precisely, this problem is in 0 1 for highly recursive trees; in 0 3 for recursive trees with nite degree; in 0 2 for highly recursive graphs; and in 0 4 for recursive graphs with nite degree. As to the isomorphism problem for general recursive graphs, Morozov Mo] has recently proved, using di erent techniques, that the problem is 1 1 -complete.
This section describes the main parts of HH2].
It is easy to see that recursive relations are not closed under some of the simplest accepted relational operators. For example, if R(x; y; z) means that the yth Turing machine halts on input z after x steps (a primitive-recursive relation), then the projection of R on columns 2 and 3 is the nonrecursive halting predicate. This means that even very simple queries, when applied to general recursive relations, do not preserve computability. Thus, a naive de nition of a recursive data base as a nite set of recursive relations will cause many extremely simple queries to be non-computable.
This di culty can be overcome in essentially two ways (and possibly other intermediate ways that we haven't investigated). The rst is to accept the situation as is; that is, to resign ourselves to the fact that on recursive data bases the class of computable queries will necessarily be very humble, and then to try to capture that class in a (correspondingly humble) complete query language. The second is to restrict the data bases, so that the standard kinds of queries will preserve computability, and then to try to establish a reasonable completeness result for these restricted inputs. The rst case will give rise to a rich class of data bases but a poor class of queries, and the second to a rich class of queries but a poor class of data bases. In both cases, of course, in addition to being Turing computable, the queries will also have to satisfy the consistency criterion of CH1], more recently termed genericity, whereby queries must preserve isomorphisms.
The rst result of HH2] shows that the class of computable queries on recursive data bases is indeed extremely poor. First we need some preparation. The following is a key lemma in the rst result:
Lemma: If Q is a recursive r-query, then Q is generic i Q is locally generic.
De nition: A query language is r-complete if it expresses precisely the class of recursive generic r-queries.
Theorem: The language of rst-order logic without quanti ers is r-complete.
We now prepare for the second result of HH2], which insists on the full set of computable queries of CH1], but drastically reduces the allowed data bases in order to achieve completeness.
De nition: Let B = (D; R 1 ; : : :; R k ) be a xed r-db. For each u; v 2 D n , u and v are equivalent, written u =B v, if (B; u) = (B; v). B is highly symmetric if for each n > 0, the relation =B induces only a nite number of equivalence classes of rank n.
Highly symmetric graphs consist of a nite or in nite number of connected components, where each component is highly symmetric, and there are only nitely many pairwise non-isomorphic components. In a highly symmetric graph, the nite degrees, the distances between points and the lengths of the induced paths are bounded. A grid or an in nite straight line, for instance, are not highly symmetric, but the full in nite clique is highly symmetric. Fig. 3 shows an example of another highly symmetric graph.
Figure 3 A characteristic tree for B is de ned as follows. Its root is , and the rest of the vertices are labeled with elements from D, such that the labels along each path from the root form a tuple that is a representative of an equivalence class of =B. The whole tree covers representatives of all such classes. No two paths are allowed to form representatives of the same class. We represent a highly symmetric data base B by a tuple C B = (T B ; =B; C 1 ; : : :; C k ); where T B is some characteristic tree for B, and each C i is a nite set of representatives of the equivalence classes constituting the relation R i . We also require that =B be recursive, and that T B be highly recursive (in the sense of Section 2).
We say that a query Q on a highly symmetric data base is recursive if the following version of it, which is applied to the representation C B rather than to the data base B itself, is partial recursive: whenever Q(C B ) is de ned, it yields a nite set of representatives of the equivalence classes representing the relation Q(B).
We now describe the query language QL s . Its syntax is like that of the QL language of Chandra and Harel CH1] , with the following addition: the test in a while loop can be for whether a relation has a single representative, and not only for a relation's emptiness. The semantics of QL s is the same as the semantics of QL, except for some minor technical adaptations that are omitted here. As in CH1], the result of applying a program P to C B is unde ned if P does not halt; otherwise it is the contents of some xed variable, say X 1 .
De nition: A query language is hs-r-complete if it expresses precisely the class of recursive generic queries over highly symmetric recursive data bases. Theorem: QL s is hs-r-complete.
The proof follows four main steps, which are analogous to those given in the completeness proof for QL in CH1]. The details, however, are more intricate.
In HH2] a number of additional issues are considered, including the restriction of recursive data bases to nite/co-nite recursive relations, completeness of the generic machines of AV], and BP-completeness.
Expressibility vs. complexity, and zero-one laws
This section summarizes the main results of HH3].
One part of HH3] proves results that relate the expressive power of various logics over recursive structures to the computational complexity (i.e., the level of undecidability) of the properties expressible therein. We summarize some of these, without providing all of the relevant de nitions. In the previous section, we mentioned the result from HH2] to the e ect that the very restricted language of quanti er-free rst-order relational calculus is r-complete; i.e., it expresses precisely the recursive and generic r-queries. Here we deal with languages that have stronger expressive power, and hence express also non-recursive queries.
There are many results over nite structures that characterize complexity classes in terms of logic. One of the most important of these is Fagin's theorem F1], mentioned in section 2 above, which establishes that the properties of nite structures expressible by 1 1 formulas are exactly the ones that are in NP. This kind of correspondence also holds between each level of the quanti er hierarchy of second-order logic and the properties computable in the corresponding level of the polynomial-time hierarchy.
In order to talk about recursive structures it is convenient to use the following de nition, which we adapt to recursive structures from Vardi V] De nition: The data complexity of a language L is the level of di culty of computing the sets Gr(Q e ) = f(B; u)ju 2 Q(B)g for an expression e in L, where Q e is the query expressed by e, and B denotes a recursive data base (i.e., structure). A language L is data-complete (or D-complete for short) for a computational class C if for every expression e in L, Gr(Q e ) is in C, and there is an expression e 0 in L such that Gr(Q e0 ) is hard for C.
Here we restrict ourselves to the consistent, or generic, queries, which are the ones that preserve isomorphisms. In fact, we require that they preserve the isomorphisms of all structures, not only recursive ones, under the assumption that there exist oracles for their relations. That is, Q is consiedered here to be generic if for all B 1 ; B 2 , if B 1 = B 2 then Q(B 1 ) = Q(B 2 ), where Q(B) is the result of applying Q to oracles for the relations in B.
We now provide a very brief description of the main results of this part of HH3]: 1. First-order logic expresses generic queries from the entire arithmetical hierarchy, but it does not express all of them. For example, the connectivity of recursive graphs is arithmetical, but is not expressible by a rst-order formula. 2. The logical formalism E-1 1 , which consists of existential second-order formulas, is D-complete for the complexity class 1 1 of the analytical hierarchy, but there are queries, even arithmetical ones, that are not expressible in E-1 1 . However, over ordered structures (that is, if a built-in total order is added to the vocabulary), all 1 1 properties are expressible in E-1 1 . 3. For k 2, a stronger result is proved, analogous to Fagin's result fornite structures: the logical formalism E-1 k expresses precisely the generic properties of the complexity class 1 k . This means that every generic query over some vocabulary that is expressible by a 1 k formula over interpreted recursive predicates, is also expressible by an uninterpreted E-1 k formula over . 1 . The data complexity of FP is exactly 1 2 , and an example is shown of a query expressible in FP that is hard for both 1 1 and 1 1 . The second part of HH3] deals with 0{1 laws on recursive structures. If C is a class of nite structures over some vocabulary and if P is a property of some structures in C, then the asymptotic probability (P) on C is the limit as n ! 1 of the fraction of the structures in C with n elements that satisfy P, provided that the limit exists. Fagin F2] and Glebskii et al. GKLT] were the rst to discover the connection between logical de nability and asymptotic 6 In the direction going from expressibility in E-1 k to computability in 1 k , the secondorder quanti ers are used to de ne a total order and predicates + and , which, in turn, are used to de ne the needed elementary arithmetic expression. Each subset of elements must contain a minimum in the de ned order, which requires for its de nition a universal second-order quanti er. This explains why the result requires k 2.
probabilities. They showed that if C is the class of all nite structures over some relational vocabulary, and if P is any property expressible in rst-order logic, then (P) exists and is either 0 or 1. This result, known as the 0{1 law for rst-order logic, became the starting point of a series of investigations aimed at discovering the relationship between expressibility in a logic and asymptotic probabilities. Several additional logics, such as xpoint logic, iterative logic and strict E-1 1 , have been shown by various authors to satisfy the 0{1 law too. A standard method for establishing 0{1 laws on nite structures, originating in Fagin F2] , is to prove that the following transfer theorem holds: there is an in nite structure A over such that for any property P expressible in L:
A j = P i (P) = 1 on C: It turns out that there is a single countable structure A that satis es this equivalence for all the logics mentioned above. Moreover, A is characterized by an in nite set of extension axioms, which, intuitively, assert that every type can be extended to any other possible type. More speci cally, for each nite set X of points, and each possible way that a new point y 6 2 X could relate to X in terms of atomic formulas over the appropriate vocabulary, there is an extension axiom that asserts that there is indeed such a point. For example, here is an extension axiom over a vocabulary containing one binary relation symbol R: 8x 1 8x 2 x 1 6 = x 2 ) 9y (y 6 = x 1^y 6 = x 2( y; x 1 ) 2 R^(x 1 ; y) 6 2 R^(y; x 2 ) 6 2 R^(x 2 ; y) 2 R) :
Fagin realized that the extension axioms are relevant to the study of probabilities on nite structures and proved that on the class C of all nite structures of vocabulary , ( ) = 1 for any extension axiom . The theory of all extension axioms, denoted T, is known to be !-categorical (that is, every two countable models are isomorphic), so that A, which is a model for T, is unique up to isomorphism. This unique structure is called the random countable structure, since it is generated, with probability 1, by a random process in which each possible tuple appears with probability 1/2, independently of the other tuples. The random graph was studied by Rado Ra] , and is sometimes called the Rado graph. Now, since all countable structures are isomorphic to A with probability 1, the asymptotic probability of each (generic) property P on countable structures is trivially 0 or 1, since this depends only on whether A satis es P or not. Hence, the subject of 0{1 laws over the class of all countable structures is not interesting. As to recursive structures, which are what we are interested in here, one is faced with the di culty of de ning asymptotic probabilities, since structure size is no longer applicable.
The heart of this part of HH3] is a proposal for a de nition of 0{1 laws for recursive structures.
De nition: Let F = fF i g 1 i=1 be a sequence of recursive structures over some vocabulary, and let P be a property de ned over the structures in F. Then the asymptotic probability F (P) is de ned to be F (P) = lim n!1 jfF i j 1 i n; F i j = Pgj n :
De nition: Let F = fF i g 1 i=1 be a sequence of recursive structures over some vocabulary . We say that F is a T-sequence if F ( ) = 1 for every extension axiom over .
As an example, a sequence of graphs that are all isomorphic to the countable random graph A is a T-sequence. We shall use U to denote one such sequence.
Here is another example of a T-sequence: take F = fF n g 1 n=1 , where each F n is a graph satisfying all the n-extension axioms and is built in stages. First take n distinct and disconnected points. Then, at each stage add a new point z for every set fx 1 ; : : :; x n g from previous stages and for every possible extension axiom for it, and connect z accordingly.
De nition: Let P be a property of recursive structures. We say that the 0{1 law holds for P if for every T-sequence F the limit F (P) exists and is equal to 0 or 1. The 0{1 law holds for a logic L on recursive structures if it holds for every property expressible in L.
Here are some of the results proved in HH3] for this de nition of 0{1 laws over recursive structures.
Theorem: The 0{1 law holds for all properties of recursive structures de nable in rst-order logic, strict E-1 1 and strict E-1 1 . Moreover, if A is the countable random structure, P is such a property and F is a T-sequence, then A j = P i F (P) = 1:
However, the property of a graph having an in nite clique, for example, is shown not to satisfy the 0{1 law, so that the law does not hold in general for E-1 1 -properties. As a result of the theorem, a property for which the 0{1 law does not hold is not expressible in rst-order logic, strict E-1 1 or strict E-1 1 . In fact, we have the following: Theorem: Every property on recursive structures that is true in A, but does not have probability 1 on some T-sequence, is not expressible by an E-1 1 sentence or by a strict E-1 1 sentence. In way of applying the techniques, we show in HH3] that the following properties are not expressible by an E-1 1 sentence or by a strict E-1 1 sentence: a recursive graph having an in nite clique, a recursive graph having an in nite independent set, a recursive graph satisfying all the extension axioms, and a pair of recursive graphs being isomorphic.
