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I. INTRODUCTION

A. Background
L
ET
be an integer, let be the additive group of integers modulo , and let be the field of real numbers or the field of complex numbers. ( is also a commutative ring with unit; and it is a field if and only if is prime.) Let be an integer. We shall construct and analyze -periodic functions , which are unimodular and have zeroautocorrelation for each . The autocorrelation of is defined by where each , where and , and where the inner product is Thus, the norm of each is , and we say that is unimodular when . If is unimodular and has zero-autocorrelation for each , then is a Constant-Amplitude Zero-Autocorrelation (CAZAC) waveform in of length . This is a generalization of the usual setting of CAZAC waveforms or codes in which and . In this latter case, CAZAC waveforms (and some of their close relatives) are also called by the following names among others: polyphase codes with good periodic or optimum correlation properties, e.g., [44] , [41] , [27] , [16] , and [9] ; perfect autocorrelation or root-of-unity sequences, e.g., [34] , [17] , and [21] ; bi-unimodular sequences, e.g., [4] - [6] , and [25] ; bent functions, e.g., [11] and [10] . The literature in this area is extensive, one might say overwhelming. A hint of its breadth and activity in the study of CAZAC waveforms is found in [28] . Fundamental applications are to radar and communications theory, e.g., [32] and [36] , [31] , respectively. We note that our results are limited to applications to coded CW systems since we have chosen to analyze periodic waveforms.
In this paper, we prove new results for two classes of CAZAC waveforms, which describe the behavior of their discrete periodic ambiguity functions. These are called the Wiener [47] and Milewski classes [33] . We also give first results on our problem of describing vector-valued CAZAC waveforms , which are also finite-unit norm tight frames (FUNTFs). FUNTFs are a basic model for applications dealing with robust transmission of data over erasure channels such as the internet [22] , [7] , multiple antenna code design for wireless communications [29] , multiple description coding [45] , [23] , and quantum detection and information [12] , [14] , [13] . Many of the results invoke elementary number theory for their verification.
In Section I-B, we give requisite definitions and in Section I-C, we describe our results. Our overall goal is to provide several new and useful techniques in waveform design.
We were led to this topic because of three related aspects of our work. These are: waveform design in radar [30] ; quantization for FUNTFs [3] and the potential theoretic characterization of FUNTFs [2] ; and our perspective of Norbert Wiener's Generalized Harmonic Analysis [47] vis à vis recent, deep work characterizing CAZAC waveforms by Björck and Saffari [4] - [6] , [37] , [39] and Haagerup [25] , [26] . Remark 1.1: a) Our emphasis is on or . On the other hand, it is natural to do what we have done for finite extensions of the p-adic rationals, , or for the finite fields of integers under modular addition, where is prime. It is also natural to conduct our analysis on locally compact, and, hence, complete fields . The completeness is essential since every -dimensional Hilbert space over is isometric to ; and so it becomes interesting to investigate our results directly for functions , when the intrinsic properties of are required as opposed to results valid up to isometries. b) As we have indicated, this paper deals with periodic waveforms. Aperiodic waveforms or codes with properties similar to periodic CAZAC waveforms are especially important in modern radar applications, but that is not the subject of this paper. An aperiodic waveform is one that is compactly supported. The sequel to the present paper deals with the aperiodic case, focusing on the themes developed herein, but in the context of Golay-Shapiro-Welti codes [19] , [20] , [43] , and [46] , which date from 1949, 1951, and 1960, respectively. These closely related and justly famous codes have been reinvented and renamed (alas) in recent years, see [40] for a documentation of this history sometimes repeating itself.
B. Definitions
Gauss was able to construct CAZAC waveforms of any length , see [6] , [38] . In fact, if we let then it is elementary to prove that 
is the
Gram matrix operator. The following result is well-known, e.g., [2] , [8] .
is a frame for if and only if b) is a frame for if and only if is a bijection on . c) If is a frame for , then is a bijection, and and in Proposition 1.4a) are frame constants. If is a frame for and if in Proposition 1.4a), then is a tight frame. In this case, the decomposition in Proposition 1.4c) can be simplified to
We shall also use the discrete Fourier transform (DFT).
Definition 1.5: The DFT matrix is
The DFT of is defined by i.e., .
C. Results
The results of Section II are well known. They are included for perspective and the fact that our point of view of dealing with the nonabelian group may be new. Specifically, we want to emphasize that there are many non-chirp-like CAZAC waveforms.
Theorem 3.3 and its consequences, Corollary 3.4 and Example 3.5, as well as the accompanying Figs. 1-4 for Wiener waveforms, are new. We note that the zero sets for the discrete periodic ambiguity function in the cases of Figs. 1-4 do not translate in such a pristine way for the aperiodic case. In fact, the aperiodic ambiguity function analysis of Wiener waveforms gives rise to more complex results as is seen by considering the classical integral ambiguity function of pulse waveforms such as In Section V, we relate CAZAC waveforms with the theory of frames in a fundamental problem we have posed with an eye to vector-valued and multidimensional waveform design (and emerging applications). Theorems 5.3, 5.4, and 5.5 provide partial solutions to this problem. We should point out that this material was developed with the idea of providing a theoretical basis for fundamental work being done in acoustic and electromagnetic vector sensing, see [35] , cf., results in [24] on multichannel waveform design.
Section VI introduces several applicable techniques to characterize the structue of the discrete periodic ambiguity function matrix (Propositions 6.1, 6.2, 6.3, 6.4, 6.6, and Example 6.8). We also determine the signal for given data (Theorem 6.5 and Remark 6.7), and compute mean square error (MSE) for ZAC waveforms (Theorem 6.9); see Proposition 2.4.
II. CAZAC WAVEFORMS IN Consider mappings
of the following form. This notion of defines an equivalence relation on ; and is a nonabelian group which is the focus of a sequel by the authors.
Remark 2.3: Define the partition,
, by the rule that . The assertion that is a partition means that the sets , are disjoint and their union over is . defines an equivalence relation whose equivalence classes satisfy where is the partition of defined by the equivalence relation .
There is the following compelling problem for , and therefore associated with the notion of equivalence in Definition 2.2: for a given , compute or estimate the number of nonequivalent CAZAC waveforms. The problem has been investigated by Gabidulin [17] , [18] . Björck and Saffari [6] [4] , [5] and Golomb (1992) [21] , cf., [25] . In fact, Saffari [37] , [39] was able to find all such complex binary sequences.
III. AMBIGUITY FUNCTION ANALYSIS OF WIENER CAZACS
As indicated in Section I-B, the Wiener waveforms defined in (1.1) have long been known to be CAZAC waveforms. This assertion can be also stated in terms of primitive roots of unity, which we do in Theorem 3.1; and the proof is elementary, and, hence, omitted. Since this extension of (1.1) in terms of primitive roots is so natural, we shall also refer to such functions as Wiener waveforms. 
IV. AMBIGUITY FUNCTION ANALYSIS OF MILEWSKI CAZACS
The following theorem shows that for a fixed value of , the discrete periodic ambiguity function, , of a Milewski CAZAC waveform is well behaved in the sense that it vanishes for a large set of values of ; see Fig. 6 . The reason (4.1) and (4.2) are attractive is that they say the following. The quantity is -periodic as a function of , i.e., there are at most different graphs of . Also, for a fixed , the values of in which may be non-zero are periodic, i.e., the non-zero points of the graph of are separated by values of . (4.1) and (4.2) do hold for a large number of CAZAC waveforms, see Fig. 7 . However, this is not always the case, see Fig. 8 Our results in this section rely on the following two well known facts, e.g., see [2] and [8] . and a subset of the set of complex matrices . This allows us to convert a problem about sequences into a matrix problem. In particular, we may define an equivalence relation on by saying that and are equivalent if the entries of may be obtained from by applying a finite succession of the operations derived in Theorem 2.1 a)-e). Therefore, equivalent discrete periodic ambiguity function matrices correspond to equivalent sequences. Thus, finding the number of nonequivalent discrete periodic ambiguity function matrices will determine the number of nonequivalent sequences. In fact, by utilizing the restrictions imposed by Propositions 6.1, 6.2, 6.3, 6.4, and 6.6, this method is successful at finding all nonequivalent sequences for small values of . 3) Theorem 6.5 may also be used to construct new equivalence classes of CAZAC waveforms by choosing an appropriate matrix to serve as the discrete periodic ambiguity function matrix. Note that an arbitrary matrix may not be the discrete periodic ambigutiy function matrix of some CAZAC waveform, or even any complex sequence. Propositions 6.2 and 6.3 place restrictions on the structure of a matrix in order for it to be a discrete periodic ambiguity function matrix. 
