We provide a complete description of anisotropic scaling limits of stationary linear random field on Z 3 with long-range dependence and moving average coefficients decaying as O(|t i | −qi ) in the ith direction, i = 1, 2, 3. The scaling limits are taken over rectangles in Z 3 whose sides increase as O(λ γi ), i = 1, 2, 3 when λ → ∞, for any fixed γ i > 0, i = 1, 2, 3. We prove that all these limits are Gaussian RFs whose covariance structure essentially is determined by the fulfillment or violation of the balance conditions 
Introduction
Let X = {X(t); t ∈ Z d } be a stationary random field (RF) on
+ be a collection of positive numbers (exponents), and
as λ → ∞, where A λ,γ → ∞ is a normalization. Following [23] , the family {V X γ ; γ ∈ R d + } of all scaling limits in (1.3) will be called the scaling diagram of RF X.
The above problem is classical for RFs except that most previous work dealt with case γ 1 = · · · = γ d = 1 only. See [1] , [7] , [8] , [17] , [18] , [28] , [9] , [15] , [14] and the references therein. In the latter case, (1.3) is naturally referred to as isotropic scaling while that with γ = (1, · · · , 1) as anisotropic scaling. For weakly dependent RFs anisotropic scaling is not very interesting since in such case, summation domains may have very general shape and the scaling diagram usually consists of a single point (white noise), or is empty. See e.g. [5] . Particularly, we note that d-dimensional rectangles in (1.1) satisfy van Hove's condition for any
+ . The situation is very different for long-range dependent (LRD) RFs. Although there is no single satisfactory definition of LRD, usually it refers to stationary RF X with nonsummable covariance function, or unbounded spectral density, see [8] , [17] , [10] , [15] , [12] . [27] observed that for a large class of LRD RFs X on Z 2 , nontrivial limits in (1.3) exist for any γ = (γ 1 , γ 2 ) ∈ R 2 + ; moreover, there exists γ 0 > 0 such that
do not depend on γ = (γ 1 , γ 2 ) for γ 2 /γ 1 > γ 0 and γ 2 /γ 1 < γ 0 , respectively, and the RFs and V X + , V X − are different in the sense that V X + fdd = aV X − (∀a > 0). [27] called the above phenomenon the scaling transition. The existence of scaling transition was established in [26] , [27] , [24] for a wide class of Gaussian, linear and related nonlinear RFs on Z 2 . It turned out that for above classes RFs, the scaling limits V X + , V X − have a very different dependence structure from V X 0 , the value γ 0 being related to the intrinsic scale ratio (the ratio of Hurst exponents) of X along the vertical and horizontal axes. Since V X 0 , V X ± arise in accordance or in violation of the 'balance condition' γ 2 = γ 0 γ 1 , [27] termed V X 0 the well-balanced and V X ± the unbalanced scaling limits of X, respectively. A different kind of scaling transition was established for RFs arising by aggregation of network traffic and random-coefficient AR(1) time series models in telecommunications and economics, see [11] , [20] , [13] , [21] , [19] , [22] , [16] , also Remark 2.3 in [27] . On the other hand, for some RFs in dimension 2 the scaling diagram may have more than three elements, see [23] , and there are classes of LRD RFs which do not exhibit scaling transition (the scaling diagram consists of a single element), see [26] , [6] .
Since almost all of the above-mentioned work dealt with planar RF models, a challenging open problem raised in [26] , [24] is anisotropic scaling and identification of the scaling diagrams of LRD RFs in dimensions d > 2. The present paper solves this problem for linear, or moving-average RFs in dimension d = 3:
a(t − s)ε(s), t = (t 1 , t 2 , t 3 ) ∈ Z 3 , (1.4) where {ε(s); s ∈ Z 3 } is an i.i.d. sequence with zero mean and unit variance, and {a(t), t ∈ Z 3 } are deterministic coefficients having the form a(t) = g(t)
where |t| + := |t| ∨ 1, t ∈ Z, g(t), t ∈ Z 3 are bounded with lim |t|→∞ g(t) =: g ∞ ∈ (0, ∞) and ν > 0, q j > 0, c j > 0, j = 1, 2, 3 are parameters satisfying the following inequalities:
(1.6) Condition (1.6) guarantees that t∈Z 3 |a(t)| 2 < ∞ and t∈Z 3 |a(t)| = ∞.
(1.7)
In particular, X in (1.4) is a well-defined stationary RF with zero mean, finite variance and covariance
Notice that a(t) = O(|t i | −q i ) as |t i | → ∞ meaning that when the q i are different, the moving-average coefficients decay at different rate in different directions of Z 3 , in which case the RF X exhibits strong anisotropy. On the other hand, when q i ≡ q, i = 1, 2, 3, the RF X is 'nearly isotropic' and conditions (1.6) reduce to 3/2 < q < 3. The parameter q i representing 'typical scale' of X (1.4) in the ith direction, i = 1, 2, 3,
we may consider γ 0 ij = q i /q j , i, j = 1, 2, 3, i > j as 'intrinsic scale ratios' leading to three balance conditions
(1.9) among which only two are independent since any two of (1.9) imply the third one. Depending on which of the balance conditions in (1.9) are fulfilled or violated, we may expect different scaling limits V X γ of the partial sums in (1.2) of the linear RF X (1.4).
The results of this paper confirm the above intuition. We prove that for linear RFs in (1.4) the limits V X γ in (1.3) exist for any γ ∈ R 3 + ; moreover depending on γ these limits can be divided into three groups: the wellbalanced limit arising when γ satisfies all balance conditions in (1.9) (group 1); 'partially unbalanced' limits arising when γ satisfies only one of the balance conditions in (1.9) (group 2), and 'completely unbalanced' limits arising when γ satisfies none of the balance conditions in (1.9) (group 3). Furthermore, the limit RFs in group 3 agree with FBS (fractional Brownian sheet) B H 1 ,H 2 ,H 3 on R 3 + with at least two among three indices H i ∈ (0, 1], i = 1, 2, 3 equal to 1 or 1/2, while RFs in group 2 are not FBS but have some 'partial FBS property' in one direction.
Let us describe the contents of this work. Sec. 2.1 provides a formal definition of the partition of the set R 3 + = {γ} of scaling exponents into 13 sets Γ 000 , · · · , Γ -111 induced by balance conditions (1.9). Sec. 2.2 identifies 3 regions (Regions I, II, and III) in the parameter space {q = (q 1 , q 2 , q 3 ) ∈ R 3 + : 1 < Q < 2} determined by (1.6) providing a classification of the linear RF X in (1.4) according to the convergence/divergence of the covariance function on coordinate axes/coordinate planes in Z 3 . In Sec. 3 we define limit Gaussian RFs as stochastic integrals w.r.t. white noise in R 3 with kernels taking a different form in Regions I, II, and III, and discuss their self-similarity properties. We also relate some these limit RFs to FBS with two Hurst parameters equal to 1 or 1/2. Sec. 4 contains the main result (Theorem 4.1 and Corollary 4.2), by identifying all scaling limits in (1.3). Proofs of the main results are given in Sec. 5.
The following comments are in order. We expect that our results can be extended for linear RFs in dimension d > 3 with coefficients a(t), t ∈ Z d having a similar form as in (1.5) (with (1.6) replaced by
< 2); however, the description of the scaling limits when d > 3 seems cumbersome and we restrict ourselves to dimension d = 3 for relative transparency of exposition. Although the results of this paper can be interpreted as a scaling transition occurring at the boundaries of the balance partition, see Fig. 1 below, we do not attempt to provide a formal definition of the latter concept for RFs in dimensions d = 3 or higher. On the other hand, at present there are many open problems about anisotropic scaling even for linear RFs in dimension d = 2. Particularly, we mention the case (linear) RFs with infinite variance and/or negatively dependent RFs with coefficients as (1.5) but with t∈Z d |a(t)| < ∞ (or Q < 1) and satisfying t∈Z d a(t) = 0. See also [14] on isotropic scaling of negatively dependent linear RFs.
Notation. In what follows, C, C 1 , C 2 denote generic positive constants which may be different at different locations. We write fdd −→ , fdd = , and fdd = for the weak convergence, equality and inequality of finitedimensional distributions, respectively. 
Preliminaries
The description of anisotropic limits in (1.3), or the limiting Gaussian RFs V X γ , in the case d = 3 is considerably more complicated as in the case d = 2 in [26] , [24] . The limit RFs take a different form in different regions depending both on γ and q. These regions are specified in the following subsections.
The balance partition
of the set R 3 + of scaling exponents into 13 sets Γ ı , ı ∈ ℘ defined as
. . .
That is, the index in
Thus, the set ℘ = {ı} consists of 13 triples:
The corresponding partition of R 2 + = {(γ 2 /γ 1 , γ 3 /γ 1 )} is shown in Figure 1 below. There, the line Γ 000 ⊂ R 3 + satisfying all three balance conditions in (1.9) (the 'well-balanced' set) reduces to the single point (γ 0 21 , γ 0 31 ) = (q 1 /q 2 , q 1 /q 3 ) ∈ R 2 + , the two-dimensional sets Γ 011 , Γ 110 , Γ 10-1 , Γ 0-1-1 , Γ -1-10 , Γ -101 satisfying only one of the balance conditions in (1.9) (the 'partly balanced' sets) become line segments, and the three-dimensional sets
, Γ -111 which violate two (or all) balance conditions in (1.9) (the 'completely unbalanced' sets) are projected as sets of dimension 2.
Γ -1-10 2.2 Covariance structure of linear LRD RF on Z
3
As noted above, the scaling limits V X γ depend on parameters q j , c j , j = 1, 2, 3 in (1.5). The dependence on the parameters is generally different in different regions Γ ı , ı ∈ ℘. Essentially, it suffices to consider the region
(the shaded region in Figure 1 ) only. Indeed, as shown in Corollary 4.2 below, for other γ's, V X γ can be defined via a 'permutation' of q j , c j , j = 1, 2, 3. For γ in (2.3), there are three parameter regions of q = (q 1 , q 2 , q 3 ) defined as follows:
Region I:
Region II:
Region III:
In the 'isotropic' case q 1 = q 2 = q 3 =: q, (2.4)-(2.6) reduce to 1.5 < q < 2 (Region I), 2 < q < 2.5 (Region II) and 2.5 < q < 3 (Region III), respectively.
Since the dependence in RF X generally decreases as the q j 's increase, we may say that the dependence in X increases from Region I to Region III. A more precise probabilistic meaning of the inequalities (2.4)-(2.6) in terms of summability of the covariance function r X (t) := EX(0)X(t) on coordinate axes and coordinate planes in Z 3 is provided in the following proposition.
Proposition 2.1 Let X = {X(t); t ∈ Z 3 } be a linear RF in (1.4)-(1.5) satisfying (1.6). Then the covariance r X (t) = EX(0)X(t), t ∈ Z 3 satisfies the following properties in respective parameter Regions I-III:
The divergence of the series in (2.9) can be interpreted as the LRD property of the sectional process {X(0, 0, t 3 ); t 3 ∈ Z} on the coordinate axis t 3 in the parameter Region I. On the other hand, (2.8) say that, in the parameter Region II the last process is short-range dependent (SRD) but the sectional RF
Finally (2.9) say that in the parameter Region III the last sectional RF is SRD but the RF X on Z 3 is LRD. Conditions (2.4)-(2.6) are not symmetric w.r.t. permutation of q j , j = 1, 2, 3
and therefore the axes t j , j = 1, 2, 3 generally cannot be exchanged in (2.7)-(2.9) except for the 'isotropic'
Remark 2.2 We expect that, under some additional conditions on g(s) in (1.7), the linear RF X in Proposition 2.1 has a spectral density of the form
is a bounded function continuous at the origin with g(0) > 0, and the α i 's are related to the q i 's as
Under (2.11), the balance conditions in (1.9) can be rewritten in spectral terms as
In terms of 'spectral parameters' α j , j = 1, 2, 3 in (2.11), Regions I-III in (2.4)-(2.6) correspond to α 1 < 1 (Region I),
(Region II), and
The above conjecture agrees with Proposition 2.1. Indeed, the spectral density of the sectional RF {X(0,
is a bounded function on Π 2 . The same fact follows from the summability of the covariance function r X (0, t 2 , t 3 ) in Region I. Similarly, 1 < 2 j=1 1 α j implies that the spectral density f 3 (u 3 ) = Π 2 f X (u 1 , u 2 , u 3 )du 1 du 2 of the sectional process {X(0, 0, t 3 ); t 3 ∈ Z} is bounded, which agrees with the summability of the covariance function r X (0, 0, t 3 ) in Region II.
Proof of Proposition 2.1. We shall use the following elementary inequality. For any given q j > 0, c j > 0, ν > 0, j = 1, 2, 3 there exist constants C 1 , C 2 > 0 such that
Indeed, since c j t
, 3 the second inequality in (2.12) holds with C 2 = (3 max 1≤j≤3 c j ) ν and the first inequality is similar. Denote
then (2.12) and (1.5) imply
We claim that (2.14) imply a similar inequality for the covariance r X (t) = s∈Z 3 a(s)a(t + s), viz.,
where Q ∈ (1, 2) is as in (1.6). To check (2.15) consider the convolution
By change of variables s j → ρ 1/q j s j , j = 1, 2, 3 we obtain
where
Let us prove first that for any h > 0, δ > 0
By (2.12), it suffices to prove (2.19)-(2.20) for h = δ = 1. We shall often use the elementary inequalities:
Let us prove the converse implication in (2.19), or I : Next, we prove (2.18). Note ρ(t) = 1 and therefore |t| > δ ∀t ∈ R 3 for some (2.19) and Q < 2. This proves the upper bound in (2.18). The lower bound in (2.18) follows from the uniform boundedness from below of the integrand of (2.17) in a vicinity of the origin, viz., inft
for any δ > 0 small enough.
Let us prove (2.15). We use the following inequality: for all K > 0 large enough
which follows by Taylor expansion of ρ(t) in (2.13). For a large K > 0 we have r
. Using (2.14) and Q > 1 we obtain that for any
On the other hand, since lim inf |t|→∞ ρ(t)a(t) ≥ C lim inf |t|→∞ g(t) ≥ C > 0, see (2.12), (1.5) so for K > 0 large enough using (2. 22) we infer that 
The proof of (2 .8) and (2.9) follows similarly. Proposition 2.1 is proved.
Limiting Gaussian random fields
In this subsec. we define scaling limits V X γ for γ = (γ 1 , γ 2 , γ 3 ) satisfying (2.3) (the shaded region in Fig. 1 ). The above mentioned limits are generally different in Regions I -III of parameters q j , j = 1, 2, 3 determined by inequalities (2.4)-(2.6). In some cases these limits are particularly simple and agree with a Fractional Brownian Sheeet (FBS) with special values of Hurst parameters.
Recall that a FBS
+ which is a product of the covariances of a standard FBM with one-dimensional time parameter. Properties of FBS are discussed in [3] .
Let us introduce some terminology extending the terminology in [26] , [27] .
We say that RF V = {V (x), x ∈R 3 + } has stationary rectangular increments if for any y ∈R 3 + , {V (K(y, x)), y ≺ x}
+ } be a RF with stationary rectangular increments and ⊂ R 3 be a line intersectingR 3 + . We say that RF V has:
(i) independent rectangular increments in direction if for any orthogonal plane p⊥ and any two rectangles
It follows from Gaussianity and the covariance of FBS that for H 1 = 1/2, B 1/2,H 2 ,H 3 (x) has independent rectangular increments in the direction of the coordinate axis x 1 and, for Let N (0, g 2 ) , where g 2 = R 3 g(u) 2 du. Consider the following RFs defined as stochastic integrals w.r.t. W :
We also write Y 1 (x) ≡ Y 1 (x; q, c), · · · , Y 0 (x) ≡ Y 0 (x; q, c) to emphasize the dependence of these RFs on vector parameters q = (q 1 , q 2 , q 3 ) ∈ R 3 + and c = (c 1 , c 2 , c 3 ) ∈ R 3 + .
Theorem 3.1 (i)
The Gaussian RFs in (3.2)-(3.7) depending on vector parameters q = (q 1 , q 2 , q 3 ) ∈ R 3 + and c = (c 1 , c 2 , c 3 ) ∈ R 3 + are well-defined in the indicated parameter regions given in (2.4)-(2.6). More precisely,
2) is well-defined for
(ii) RFs in (3.2)-(3.7) have stationary rectangular increments and satisfy the self-similarity properties:
), (3.8)
(iii) RFs Y i , i = 1, 2, 3 agree, up to multiplicative constants
, with FBS having two its parameters equal to either 1/2 or 1. Namely,
where H i , i = 1, 2, 3 are defined in (3.8).
Proof. (i) In view of inequalities (2.12) and the form of the integrands, it suffices prove the existence of the stochastic integrals for c 1 = c 2 = c 3 = ν = 1 and x 1 = x 2 = x 3 = 1.
(i1) It suffices to prove
Using twice the second inequality in (2.21), we obtain
, and hence
(i2) It suffices to prove I := R 2 du 1 du 2 1 0 I(u 1 , t 2 − u 2 )dt 2 2 < ∞, where
(i3) It suffices to prove I :
2 + t q 3 ) −1 dt can be estimated by (2.21). Using (2.21) we obtain u
Using the same inequality, in the case 2q
Here similarly to the proof of
, and in the case q 2 (1 −
) ≤ 1 the same result I 1 < ∞ follows even easier. Next, by (2.21)
. This proves that Y 12 in (3.5) is well-defined.
(i5) It suffices to show I :
This proves that Y 23 in (3.6) is well-defined.
(i6) It suffices to show
k=1 I k into the sum of 8 integrals according to whether |u i | ≤ 2 or |u i | > 2, i = 1, 2, 3. In the case
using (2.21) we obtain
relation I 1 < ∞ follows easily. The remaining integrals can be easily evaluated, e.g,
This proves that Y 0 in (3.7) is well-defined, thereby completing the proof of part (i).
(ii) The self-similarity properties follow from scaling properties 2, 3 ) of the white noise and the integrands in (3.2)-(3.7). For example, (c 1 |u|
Hence using 3 + 2q 1 (
This proves the first relation in (3.9) and the other two relations (3.9) follow analogously. Theorem 3.1 is proved. 
See [4] for the definition and general properties of operator scaling RFs. Note that while (3.11) hold for any γ ∈ R 3 + , the self-similarity properties in (3.12) and (3.13) hold for γ ∈ R 3 + satisfying one and two (all) balance conditions in (1.9), respectively. Also note that
and that all scaling exponents in (3.14) coincide for 
The main result
In this sec. we formulate our main result about partial sums limits in (1.2) of the linear RF X in (1.4). (q 1 .q 2 , q 3 ) satisfy (1.6). Moreover, we assume lim |t|→∞ g(t) = 1 w.l.g.
(i) Let
The limit RFs and the normalizing exponents in (4.1)-(4.6) are defined in (3.2)-(3.7) and (3.14), respectively.
To describe the scaling limits in (1.2) for general γ ∈ R 3 + , we need some notation. Let P 3 denote the set of all permutations π = (π(1), π(2), π(3)) of {1, 2, 3}. Given a RF Y(·; q, c) = {Y(x; q, c); x ∈ R 3 + } depending on vector parameters c = (c 1 , c 2 , c 3 ), q = (q 1 , q 2 , q 3 ) ∈ R 3 , and a permutation π = (π(1), π(2), π(3)) ∈ P 3 , define a new RF Y π (·; q, c) = {Y π (x; q, c);
where πy := (y π(1) , y π(2) , y π(3) ), y = (y 1 , y 2 , y 3 ) ∈ R 3 . The above definition requires some care since Y and Y π need not exist simultaneously. For example, the existence of RFs Y 1 (x; q, c) in (3.2) and
< 1, respectively, and the two conditions are generally different.
From the definition of the partition (2.1) it is clear that any γ ∈ R 3 + can be 'transformed' into the region (2.3) by a simultaneous permutation of indices of γ i , q i , i.e., for any γ ∈ R 3 + there exists a π ∈ P 3 such that
In general, the above π is not unique, e.g., the 'well-balanced' points γ ∈ Γ 000 satisfy (4.7) for any π ∈ P 3 .
For example, the region γ 2 q 2 ≤ γ 3 q 3 ≤ γ 1 q 1 = Γ -111 ∪ Γ 011 ∪ Γ 000 ∪ Γ -101 corresponds to (4.7) and π(1) = 2, π(2) = 3, π(1) = 2.
Corollary 4.2 Let RF X satisfy the conditions of Theorem 4.1. Let π ∈ P 3 and γ ∈ R 3 + satisfy condition (4.7).
(4.9)
and γ π(2) q π(2) < γ π(3) q π(3) . Then
(4.10)
(4.11)
(4.12) 
with real coefficients s∈Z 3 h(s) 2 < ∞.
tend to f in L 2 (R 3 ), viz., By Cramér-Wold device, the proof of finite-dimensional convergence in (1.3) reduces to the convergence of (scalar) linear combinations A −1 λ,γ p k=1 θ k S X λ,γ (x k ), for any p ≥ 1, x k ∈ R 3 + , θ k ∈ R, k = 1, · · · , p which can be written as linear forms as in (5.1) with a suitable h. For notational convenience, we restrict the proof of the last fact to to the case p = 1 = θ 1 , x 1 = x, or to the one-dimensional convergence in (4.1)-(4.6) since the proof of finite-dimensional convergence is analogous. Moreover, for the same reason we will assume that ν = 1, g(t) ≡ 1 in (1.5). We also use the notation V λ (x) for normalized sums on the l.h.s. of (4.1)-(4.6), and drop γ, q in the notation of the exponents H 1 (γ, q), · · · , H 0 (γ, q) in (3.14). point-wise for any fixed u = (u 1 , u 2 , u 3 ) ∈ R 3 , t = (t 1 , t 2 , t 3 ) ∈ R 3 , t 1 = y 1 , u i = 0, y i = x i , i = 2, 3. We claim (1(|t i | > |u i |λ ρ i )dt
