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Abstract
In this paper we extend a result of Levin, who proved a lower bound
on the star discrepancy of generalized Halton sequences in positive integer
bases, to rational bases.
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1 Introduction and main result
For applications — for instance in finance, physics, or digital imaging — one
relies on point distributions in the multidimensional unit cube that are uniformly
spread. One important measure for the uniformity of a point set x0,x1, . . . ,xN−1
of N points in [0, 1]s is the star discrepancy D∗N , defined by
D∗N(x0, . . . ,xN−1) = sup
y∈(0,1]s
∣∣∣∣∣#{0 ≤ n < N : x
(i)
n < y(i), i = 1, . . . , s}
N
−
s∏
i=1
y(i)
∣∣∣∣∣ ,
where x
(i)
n and y(i) denote the ith components of xn and y. For an infinite
sequence (xn)n≥0 in [0, 1]
s, the star discrepancy D∗N is defined via the first N
elements of the sequence. The star discrepancy appears as one main magnitude
in the celebrated Koksma–Hlawka inequality. This inequality gives an upper
bound of the integration error of a quadrature rule that heavily depends on the
star discrepancy of the sampling points. Hence, the smaller the discrepancy the
better the approximation of the integral. Concerning this measure of unifor-
mity the best explicit examples of sequences in dimension s satisfy discrepancy
bounds in the style of
ND∗N ≤ c log
sN (1.1)
for N large enough and with a positive constant c that might depend on certain
parameters but is independent of N . By a famous result of Schmidt [14] it is
known that this bound is sharp in one dimension, as in this case a lower bound
ND∗N ≥ c log N
1
with an absolute constant c > 0 holds for infinitely manyN . In the s-dimensional
case with s > 1 the best known lower bound is due to Bilyk, Lacey and Vaghar-
shakyan [3], and is of the form
ND∗N ≥ c(log N)
s/2+η
for infinitely many N , with positive constants c and η that might depend on s
but are independent of N . This result improved and generalized earlier results
by Roth [13], Beck [2], and Bilyk and Lacey [4].
In the theory of uniform distribution it is frequently conjectured, that (1.1)
is best possible already. This is the reason why sequences satisfying a bound of
the form (1.1) are called low-discrepancy sequences. In a series of four papers
[7, 8, 9, 10] Levin is supporting this conjecture, by proving for many classes of
low-discrepancy sequences a lower bound of the form
lim sup
N→∞
ND∗N/ log
sN > 0
where s is the dimension of the sequence.
In this paper we appeal to Levin’s results of the papers [7, 8] for the ordinary
and the generalized Halton sequences. For the definition of these sequences we
introduce the b-adic radical inverse function ϕb : N0 → [0, 1] for a fixed integer
base b ≥ 2. Let n =
∑∞
j=1 aj(n)b
j−1 be the unique base b representation of n
with aj(n) ∈ {0, 1, . . . , b− 1} then
ϕb(n) :=
∞∑
j=1
aj(n)/b
j .
This radical inverse function can be generalized by using a sequence of permu-
tations Σ = (σj)j≥1 on {0, 1, . . . , b− 1}. Then we set
ϕΣb (n) :=
∞∑
j=1
σj(aj(n))/b
j.
Now for an s-dimensional ordinary Halton sequence (Hb1,...,bs(n))n≥0 choose s
pairwise coprime integer bases b1, . . . , bs ≥ 2 and set
Hb1,...,bs(n) = (ϕb1 (n), . . . , ϕbs(n)).
For an s-dimensional generalized Halton sequence (HΣb1,...,bs(n))n≥0 choose s
pairwise coprime integer bases b1, . . . , bs ≥ 2 and in addition for each i ∈
{1, . . . , s} a sequence of permutations Σi = (σi,j)j≥1 on {0, 1, . . . , bi − 1}. Fi-
nally, set
HΣb1,...,bs(n) = (ϕ
Σ1
b1
(n), . . . , ϕΣsbs (n)).
In the starting paper [7] Levin ensured
lim sup
N→∞
ND∗N (Hb1,...,bs(n))/ log
sN > 0
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by using an elementary method of proof. (This proof can be found with more
details in the survey article [6]).
This method was generalized in [8] and applied to several modified Halton se-
quences that are using Cantor’s expansions, Neumann-Kakutani’s b-adic adding
machines, and digital permutations. One consequence of the result therein is
lim sup
N→∞
ND∗N(H
Σ
b1,...,bs(n))/ log
sN > 0.
In this paper we consider a further modification of the Halton sequence,
(HΣu1/v1,...,us/vs(n))n≥0,
using rational bases u1/v1, . . . , us/vs [5] and prove for such sequences that
lim sup
N→∞
ND∗N (H
Σ
u1/v1,...,us/vs
(n))/ logsN > 0.
Our method of proof is following an appropriate modification of the methods
introduced in [7, 8].
The paper is organized as follows. In Section 2 we introduce an expansion
of integers to rational bases, that is used to define a radical inverse function to ra-
tional bases. This is needed for the definition of the sequence (HΣu1/v1,...,us/vs(n))n≥0
and we state our main Theorem 2.5, which is proved in Section 4. Section 3
collects some auxiliary lemmas that are needed for the proof of Theorem 2.5.
2 An expansion to rational bases, generalized
Halton sequences to rational bases, and the
main Theorem 2.5
Let b ≥ 2 be an integer. It is well-known that every integer z has a b-adic
expansion of the form
z =
∞∑
r=1
arb
r−1 with ar ∈ {0, 1, . . . , b− 1} for r ∈ N. (2.1)
In equation (2.1) the coefficients ar can be computed by the following algorithm.
- Set z0 := z and for each r ≥ 1 set zr = (zr−1 − ar)/b, where ar is the
unique element in {0, 1, . . . , b− 1} such that b|(zr−1 − ar).
First we generalize this algorithm to rational numbers b = u/v with coprime
integers u ≥ 2, v ≥ 1
- Set z0 := z and for each r ≥ 1 set zr = (vzr−1 − ar)/u where ar is the
unique element in {0, 1, . . . , u− 1} such that u|(vzr−1 − ar).
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Note that zr is an integer for every r ≥ 0. Application of this algorithms
produces the following formal u/v-adic expansion of z
∞∑
r=1
ar
v
(u
v
)r−1
=: (a1, a2, . . .)u/v. (2.2)
The expansion (2.2) coincides with the non-rational one in (2.1) if v = 1 and
u = b.
Remark 2.1. Note that we speak of a formal expansion and do not take care
about convergence of the series. Using induction we deduce for j ∈ N0 the
following identity
z =
j∑
r=1
ar
v
(u
v
)r−1
+ zj
(u
v
)j
. (2.3)
Remark 2.2. We call an expansion of the form (2.2) finite if there are only
finitely many nonzero ar.
If u > v then (2.2) is finite for every nonnegative rational integer z and it
coincides with the rational base number system for N0 considered by Akiyama
et al. in [1].
Remark 2.3. Switching from the integer base b to a rational base u/v with
coprime u and v is different from taking a digital permutation. Regard for
example u/v = 3/2. By Remark 2.2 each n ∈ N0 has a finite expansion. For
the sake of simplicity we write (a1, a2, . . . , ak)u/v where k is maximal such that
ak 6= 0 instead of (a1, a2, . . .)u/v. The number 0 is denoted by (0)u/v. In detail
we obtain
n 0 1 2 3
(a1, a2, . . .)3 (0)3 (1)3 (2)3 (0, 1)3
(a1, a2, . . .)3/2 (0)3/2 (2)3/2 (1, 2)3/2 (0, 1, 2)3/2
n 4 5 6 7
(a1, a2, . . .)3 (1, 1)3 (2, 1)3 (0, 2)3 (1, 2)3
(a1, a2, . . .)3/2 (2, 1, 2)3/2 (1, 0, 1, 2)3/2 (0, 2, 1, 2)3/2 (2, 2, 1, 2)3/2
n 8 9 10 11
(a1, a2, . . .)3 (2, 2)3 (0, 0, 1)3 (1, 0, 1)3 (2, 0, 1)3
(a1, a2, . . .)3/2 (1, 1, 0, 1, 2)3/2 (0, 0, 2, 1, 2)3/2 (2, 0, 2, 1, 2)3/2 (1, 2, 2, 1, 2)3/2
.
For instance, the behavior of the lengths of the finite expansions shows that
switching from base 3 to base 3/2 cannot be described by digital permutations.
For our definition of Halton type sequences to rational bases we need first a
proper radical inverse function.
Let u, v ∈ N, satisfy u ≥ 2 and gcd(u, v) = 1. Let Σ = (σr)r≥1 be a sequence
of permutations on {0, 1, . . . , u − 1}. We define the u/v-adic radical inverse
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function ϕΣu/v : N0 → [0, 1] by
n 7→
∑
r≥1
σr(ar)
ur
where ∑
r≥1
ar
v
(u
v
)r−1
is the formal u/v-adic expansion of n.
We are finally in a position to define generalized Halton sequences to rational
bases, which are low-discrepancy sequences (cf. [5, Theorem 3]).
Definition 2.4. Let s be a dimension. Let u1, v1, u2, v2, . . . , us, vs ∈ N satisfy
ui ≥ 2, gcd(ui, vi) = 1 for 1 ≤ i ≤ s, and gcd(ui, uj) = 1 for all 1 ≤ i 6= j ≤ s.
For each i ∈ {1, 2, . . . , s} let Σi = (σi,r)r≥1 be a sequence of permutations on
{0, 1, . . . , ui − 1}. Then the sequence (xn)n≥0 in [0, 1]
s where the nth element
xn is given by
xn = H
Σ
u1/v1,...,us/vs
(n) = (ϕΣ1u1/v1(n), . . . , ϕ
Σs
us/vs
(n))
is an s-dimensional generalized Halton sequence in bases (u1/v1, u2/v2, . . . , us/vs).
If v1 = v2 = · · · = vs = 1 then the sequences in Definition 2.4 coincide with
generalized Halton sequences, which were mentioned in Section 1. If, further-
more, σi,r is the identity map on {0, 1, . . . , ui−1} for every r ≥ 1 and i = 1, . . . , s
then Definition 2.4 gives the ordinary Halton sequence in pairwise coprime bases
(u1, . . . , us). Remark 2.3 ensures that generalized Halton sequences in integer
bases form a strict subset of generalized Halton sequences in rational bases.
Our main result in this paper is formulated in the following theorem, which
generalizes results in [7, 8] and will be proved in Section 4. Section 3 provides
the main auxiliary results needed in Section 4.
Theorem 2.5. Let s ∈ N. The star discrepancy of the s-dimensional generalized
Halton sequence (xn)n≥0 in Definition 2.4 satisfies
lim sup
N→∞
ND∗N (xn)/ log
sN > 0.
3 Auxiliary Results
Lemma 3.1. [5, Lemma 1] Let u, v, j ∈ N, satisfy u ≥ 2 and gcd(u, v) = 1.
Let z(1), z(2) be integers and (a
(1)
1 , a
(1)
2 , . . .)u/v be the u/v-adic expansion of z
(1)
and (a
(2)
1 , a
(2)
2 , . . .)u/v the u/v-adic expansion of z
(2). Then a
(1)
r = a
(2)
r for every
1 ≤ r ≤ j if and only if z(1) is congruent z(2) modulo uj.
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For the formulation of the next lemma we introduce the truncation operator.
By the construction of our sequence (xn)n≥0 we have that each point of the ith
component (x
(i)
n )n≥0, i ∈ {1, . . . , s}, has prescribed ui-adic digit expansion,
where the case with almost all digits equal to ui − 1 is admissible. Now for
t ∈ N let [x]t denote
∑t
j=1 xju
−j
i where we use the prescribed digit expansion
of x in base ui of the form x =
∑∞
j=1 xju
−j
i with xj ∈ {0, 1, . . . , ui − 1}.
Lemma 3.2. Let ui, vi and σi,r for i = 1, . . . , s and r ≥ 1 be as in Defini-
tion 2.4. Furthermore, let ki ∈ N and yi =
∑∞
j=1 yi,ju
−j
i with yi,j ∈ {0, 1, . . . , ui−
1} for j ≥ 1 and i = 1, . . . , s. Furthermore, let yi,ki > 0 for i = 1, . . . , s. We
write k for (k1, . . . , ks) and Uk for
∏s
i=1 u
ki
i . Let t ∈ N be such that t ≥ ki for
all i = 1, . . . , s. Let vi ∈ N be such that vivi ≡ 1 (mod u
ki
i ) and Mi,k be solving
Mi,k ≡

 s∏
j=1,j 6=i
u
kj
j

−1 (mod ukii ).
Then
1. for i ∈ {1, . . . , s} we have [ϕΣiui/vi(n)]t ∈ [[yi]ki , [yi]ki + 1/u
ki
i ) if and only
if
n ≡
ki∑
j=1
σ−1i,j (yi,j)u
j−1
i v
j
i︸ ︷︷ ︸
=:y˙i,ki
(mod ukii ).
2. [ϕΣiui/vi(n)]t ∈ [[yi]ki , [yi]ki + 1/u
ki
i ) for all i = 1 . . . , s if and only if
n ≡
s∑
i=1
Mi,kUky˙i,kiu
−ki
i︸ ︷︷ ︸
=:y¨k
(mod Uk).
3. for i ∈ {1, . . . , s} we have [ϕΣiui/vi(n)]t ∈ [[yi]ki − 1/u
ki
i , [yi]ki) if and only
if
n ≡
ki−1∑
j=1
σ−1i,j (yi,j)u
j−1
i v
j
i+σ
−1
i,ki
(yi,j−1)u
ki−1
i v
ki
i ≡ y˙i,ki+biu
ki−1
i v
ki
i (mod u
ki
i )
where bi ∈ {1, . . . , ui − 1} is chosen such that
bi ≡ σ
−1
i,ki
(yi,j − 1)− σ
−1
i,ki
(yi,j) (mod ui).
4. [ϕΣiui/vi(n)]t ∈ [[yi]ki − 1/u
ki
i , [yi]ki) for all i = 1 . . . , s if and only if
n ≡ y¨k +
s∑
i=1
Mi,kUkbiv
ki
i u
−1
i (mod Uk)
with bi given in the last item.
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5. if k′i ≥ ki for all i = 1, . . . , s then y¨k′ ≡ y¨k (mod Uk).
6. vivi ≡ 1 (mod u
j
i ) for all j ∈ {1, . . . , ki}.
7. if αi ∈ N solves v
αi
i ≡ 1 (mod ui), then v
αi
i ≡ 1 (mod ui).
Proof. We only prove the first item, since the others are straightforward.
Using (2.3) we have [ϕΣiui/vi(n)]t ∈ [[yi]ki , [yi]ki + 1/u
ki
i ) if
n =
ki∑
r=1
σ−1i,r (yi,r)
vi
(
ui
vi
)r−1
+ z
(
ui
vi
)ki
with certain z ∈ Z. We multiply this equality with vkii and obtain
vkii n ≡
ki∑
r=1
σ−1i,r (yi,r)ui
r−1vki−ri (mod u
ki
i ).
Finally multiplication with vi
ki together with Lemma 3.1 brings the desired
result.
Lemma 3.3. Let s > 1. Let ui, vi be as in Definition 2.4. Let vi be such
that vivi ≡ 1 (mod ui). Let τi ∈ N be such that v
τi
i ≡ 1 (mod ui) and bi ∈
{1, . . . , ui − 1} for i = 1, . . . , s. Then
s∑
i=1
biv
τi
i
ui
6≡
1
2
(mod 1).
Proof. Let di = gcd(bi, ui), bi = bi/di and ui = ui/di and u0 = u1 · · ·us. Then
application of Lemma 3.2 item 7 yields
s∑
i=1
biv
τi
i
ui
≡
s∑
i=1
bi
ui
(mod 1).
The rest of the proof follows the main ideas of [8, Proof of Lemma 2]. Assume
first u0 6= 0 (mod 2). Then the result immediately follows. If uj ≡ 0 (mod 2)
for some j ∈ {1, . . . , s} and
s∑
i=1
bi
ui
≡
1
2
(mod 1)
then
(
uj
2
− bj)/uj︸ ︷︷ ︸
=:c1/u0
≡
s∑
i=1,i6=j
bi
ui︸ ︷︷ ︸
=:c2/u0
(mod 1)
where c1 and c2 are integers such that c1 ≡ c2 (mod u0). Now let l ∈ {1, . . . , s}
such that l 6= j. Then c1 ≡ 0 (mod ul) but c2 6≡ 0 (mod ul), which yields the
desired contradiction.
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4 Proof of Theorem 2.5
If s = 1 the result follows from the famous result of Schmidt [14]. So we can
assume s ≥ 2 in the following.
For each i ∈ {1, . . . , s} we define u˜i := u1 · · ·us/ui,
βi := min{1 ≤ k ≤ u˜i : u
k
i ≡ 1 (mod u˜i)},
and
αi := min{1 ≤ k ≤ ui : v
k
i ≡ 1 (mod ui)}
and we set τi = lcm(αi, βi).
We abbreviate maxi∈{1,...,s} ui with u0 and define T := [(logu0 N)/s − 1]
for N > u
4sus+10 u1...us
0 . For each i ∈ {1 . . . , s} we define a sequence (ei,r)r≥1
in {1, . . . , ui − 1} by setting ei,r ≡ σ
−1
i,r (0) − σ
−1
i,r (1) (mod ui) and for each
bi ∈ {1, . . . , ui − 1} we regard the set
L
(T )
i,bi
:= {1 ≤ r ≤ T : τi|r and ei,r = bi}
with its cardinality L
(T )
i,bi
. Let b
(T )
i satisfy
L
(T )
i,b
(T )
i
= max
1≤bi≤ui
L
(T )
i,bi
.
Let
m := min
i=1,...,s
L
(T )
i,b
(T )
i
.
Note that with τ0 := maxi∈{1,...,s} τi ≤ u
s
0 we obtain the following chain of
inequalities
m ≥ T/(τ0u0) ≥ T/u
s+1
0 ≥
logN
2sus+10 log u0
> 2u1 . . . us (4.1)
since N > u
4sus+10 u1...us
0 .
Choose subsets
{ki,1 < · · · < ki,m} ⊆ L
(T )
i,b
(T )
i
and define
yi :=
m∑
ji=1
u
−ki,ji
i
and
[0,y) :=
s∏
i=1
[0, yi).
We abbreviate (k1,j1 , . . . , ks,js) to j and (k1,m, . . . , ks,m) to m. Set U j :=∏s
i=1 u
ki,ji
i . We observe that
2Um = 2
s∏
i=1
u
ki,m
i ≤ 2u
sT
0 ≤ u
s[s−1 logu0 N ]
0 ≤ N. (4.2)
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We define t := maxi∈{1,...,s}(⌈logui N⌉). Note that T ≤ t. In the following we
concentrate on the point set ([xn]t)0≤n<N where [xn]t denotes ([x
(1)
n ]t, . . . , [x
(s)
n ]t).
Let wm be the smallest nonnegative integer < Um such that
[xwm ]t ∈
s∏
i=1
[yi, yi + u
−ki,m
i ).
Such a wm exists by the regularity of the point set ([xn]t)0≤n<N which is ensured
by Lemma 3.1.
In the following we will concentrate on
wm+M−1∑
n=wm
(
1[0,y)([xn]t)− y1 · · · ys
)
(4.3)
with 1 ≤M ≤ Um.
First we separate the interval [0,y) into a union of disjoint intervals as follows
⋃
1≤j1,...,js≤m
s∏
i=1
[
ji−1∑
l=1
u
−ki,l
i ,
ji∑
l=1
u
−ki,l
i
)
︸ ︷︷ ︸
=:B(j)
.
Note that λs(B(j)) = 1/Uj .
Then (4.3) equals
∑
1≤j1,...,js≤m
wm+M−1∑
n=wm
(
1B(j)([xn]t)−
1
Uj
)
︸ ︷︷ ︸
Σj,M
=: ΣM .
The core of the proof is to compute the average
αm :=
1
Um
Um∑
M=1
ΣM .
We write M = M1U j +M2 with 0 < M2 ≤ U j and using the regularity of the
point set ([xn]t)0≤n<N we observe
Σj,M1Uj = 0.
Hence
Σj,M =
wm+M1Uj+M2−1∑
n=wm+M1Uj
(
1B(j)([xn]t)−
1
U j
)
.
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In the following we define vi,m ∈ N such that vi,mvi ≡ 1 (mod u
ki,m
i ) and
observe with the usage of Lemma 3.2 items 4, 5, and 6 that
1B(j)([xn]t)⇔ n ≡ wm +
s∑
i=1
M i,jUjb
(T )
i v
ki,ji
i,m u
−1
i (mod Uj)
where M i,j =Mi,(k1,j1 ,...,ks,js ). We define Aj ∈ {0, 1, . . . , Uj − 1} such that
Aj ≡
s∑
i=1
M i,jU jb
(T )
i v
ki,ji
i,m u
−1
i (mod U j) (4.4)
then
Σj,M = 1[0,M2)(Aj)−M2U
−1
j .
Altogether it is not so hard to see that
αm =
∑
1≤j1,...,js≤m
1
Um
Um∑
M=1
Σj,M =
∑
1≤j1,...,js≤m
(
1
2
−
Aj
U j
−
1
2Uj
)
(4.5)
as
1
Um
Um∑
M=1
Σj,M =
1
U j
Uj∑
M2=1
(
1[0,M2)(Aj)−M2U
−1
j
)
= 1−
Aj
U j
−
Uj + 1
2U j
.
For the next step we observe, that by the definition of the ki,ji we know that
αi|ki,ji as well as βi|ki,ji . The first together with Lemma 3.2 item 7 ensures
v
ki,ji
i,m ≡ 1 (mod ui). The second ensures that for l 6= i, u
kl,jl
l ≡ 1 (mod ui).
Hence M i,j ≡ 1 (mod ui).
We apply Lemma 3.3 together with (4.4) and obtain
Aj
U j
≡
c
u1 · · ·us
6≡
1
2
(mod 1)
with c ∈ {0, 1, . . . , u1 · · ·us− 1} independent of j. This, (4.5), and the fact that
Uj ≥ 2
j1+···+js yields
|αm| ≥
ms
4u1 · · ·us
as m ≥ 2u1 · · ·us.
The latter is guaranteed by (4.1).
Hence with C := 1/(2s+2ssu1 · · ·usu
s2+s
0 log
s u0) and bearing in mind (4.2)
we obtain the following chain of inequalities
C logsN ≤
ms
4u1 · · ·us
≤ |αm| ≤ sup
1≤M≤Um
MD∗M ([xn+wm ]t)
≤ sup
1≤L,L+M≤2Um
MD∗M ([xn+L]t) ≤ 2 sup
1≤M≤N
MD∗M ([xn]t).
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This lower bound is valid for the truncated point set ([xn]t)0≤n<N . We can
get rid of the truncation by performing an ε-shift following an idea of Niederre-
iter and O¨zbudak [12, Proof of Lemma 4.2] and using a general principle of [11,
Proof of Lemma 2.5] (see also [5, End of the proof of Theorem 3]).
Altogether, Theorem 2.5 follows.
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