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A B S T R A C T
Is it possible to identify crime suspects by their mobile phone call records? Can the spatial-temporal movements
of individuals linked to convicted criminals help to identify those who facilitate crime? Might we leverage the
usage of mobile phones, such as incoming and outgoing call numbers, coordinates, call duration and frequency
of calls, in a specific time window on either side of a crime to provide a focus for the location and period under
investigation? Might the call data records of convicted criminals' social networks serve to distinguish criminals
from non-criminals? To address these questions, we used heterogeneous call data records dataset by tapping into
the power of social network analysis and the advancements in graph convolutional networks. In collaboration
with the Punjab Police and Punjab Information Technology Board, these techniques were useful in identifying
convicted individuals. The approaches employed are useful in identifying crime suspects and facilitators to
support smart policing in the fight against the country's increasing crime rates. Last but not least, the applied
methods are highly desirable to complement high-cost video-based smart city surveillance platforms in devel-
oping countries.
1. Introduction
The term ‘smart cities’ describes an instrumented, interconnected
and intelligent metropolitan, equipped with various smart computing
technologies to facilitate more efficient and sustainable governance
(Yigitcanlar, 2009; Ismagilova, Hughes, Dwivedi, & Raman, 2019;
Visvizi, Lytras, Damiani, & Mathkour, 2018). This critical infrastructure
offers citizens a better quality of life by providing services including
city administration, public safety, social welfare, transportation, real
estate and healthcare and tourism (Park, Lee, Yoo, & Nam, 2016). In-
formation and communication technologies (ICTs) are considered to be
the key drivers of a ‘smart city’ (Eldrandaly, Abdel-Basset, & Abdel-
Fatah, 2019; Hashem et al., 2016). Due to developments in commu-
nication technology and now-ubiquitous connectivity, millions of
people now communicate through the mobile phone network, and this
may be harnessed for smart policymaking to facilitate law enforcement
(Ferrara, De Meo, Catanese, & Fiumara, 2014).
As part of ‘smart cities’, the use of ICT is expanding enormously and
can be used for smart decision-making by the governments for the well-
being of citizens (Lytras, Raghavan, & Damiani, 2017). According to a
recent survey by the International Telecommunication Union,1 the
proportion of population of low-to-middle-income countries that uses
the internet increased from 14 million to 30 million from 2010 to 2016.
However, over this same period mobile phone subscriptions increased
even more, from 99 million to a staggering 134 million, resulting in
there being at least one mobile phone for every household. We argue
that this immense network of mobile phone usage can be leveraged to
detect anomalies in citizens’ communication patterns and thus to sup-
port law enforcement agencies.
In low to middle-income communities, defining and investigating
‘criminal activity’ are beset by challenges. These include the absence of
not only accurate and reliable data but appropriate methodologies and
effective police performance. Furthermore, such communities may not
have the resources for high-cost, citizen-monitoring platforms such as
video surveillance infrastructure, vital in the face of recent emerging
needs in managing ‘smart cities’ (Visvizi & Lytras, 2018). Thus, devel-
oping such methods is the essential requirement to prevent crimes.
In this study, we propose to use the power of Social Network
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Analysis (SNA) techniques to investigate crime networks by using citi-
zens’ mobile phone call records. The SNA provides a rich set of mea-
sures for mining and analysing complex data. These can uncover the
interactions between the actors in a social network – detecting sub-
groups or communities, discovering their interaction patterns, identi-
fying the central individuals and revealing network structures and or-
ganization (Kim & Hastak, 2018; Xu & Chen, 2005). Further, the
measures can describe a network’s structure and an individual’s role by
means of indices such as clustering coefficients (Watts & Strogatz,
1998), betweenness centrality (De Meo et al., 2012) and modularity
(Blondel, Guillaume, Lambiotte, & Lefebvre, 2008).
Extensive work has been done on crime analytics in the past decade
(Eck, Chainey, Cameron, & Wilson, 2005, Ratcliffe, 2016), however,
these approaches employ the traditional data analytics and machine
learning approaches and very few of them have explored the data in a
network perspective. Networks or graphs is a natural way to represent
complex data where pairs of actors may have a meaningful relation.
Recent few years have seen a surge in approaches for exploring complex
real-world data in the form of networks and have shown promising
results. Motivated by these advancements in the field of network sci-
ence, this study offers the following main contributions to design ef-
fective methodological approaches for crime analytics:
-
- We present a novel theoretical framework to discover a network of
suspects potentially involved in criminal activities based on their
communication records to mimic the social network of criminal
groups. With a small set of seed nodes of convicted individuals
(criminals), we grow this network using Control Data Records
(CDRs) data.
- We propose to use a clustering coefficient measure for the iden-
tification of criminals based on structural properties in their local
neighbourhood. We use Blondel algorithm to detect communities
of suspects in the network constructed in the first step (Blondel
et al., 2008).
- We leverage the power of deep learning by using a state-of-the-art
Graph Convolutional Network (GCN) model to perform binary
classification to distinguish criminals from rest of actors in the
communication network.
This research paper proposes a theoretical framework for crime
investigation using low-cost call data records. It establishes a connec-
tion of smart cities with recent advancements in social network analysis
and deep learning and provides a generic framework to enhance crime
investigation. The paper provides a detailed overview of the smart ci-
ties, social network analysis, and deep learning methods through recent
and relevant approaches. It then discusses the proposed methodological
approaches and elaborates on the applications of using the clustering
coefficient, community detection, and GCNs methods. Further, it eval-
uates the methodological approaches using a case study and presents
the results in Section 4. Finally, the paper provides a detailed discus-
sion, implications for practice, limitations, future works and conclu-
sions.
2. Related Work
In this Section, at first we present the preliminaries of the study to
introduce notations. Then a brief review of SNA studies in relation to
‘smart cities’, criminal social networks and deep-learning models to
mine graphs is presented to link the current study with the literature.
2.1. Preliminaries
In the following a communication network is modelled by a graph.
A graph G is a collection V E( , ) of vertices V, representing phone users
in communication network, and edges E, representing a phone call
between a pair of users. The graph G is undirected in the sense that a
call from a user X to a user Y is indistinguishable from a call from user Y
to user X. If there are n users in the network, then corresponding graph
G is algebraically represented by an n x n adjacency matrix A where
value of entry Aij models whether there is a call placed between user I
and user j. We denote by Ni the neighbourhood of a user i i.e. the users
who have called I or who have received a call from the user i. The size
of this neighbourhood called the degree of node i and is denoted by di.
The graph G is un-weighted in the sense that the exact number of calls
between a pair of users does not play any role in the model as long as its
nonzero i.e. entry Aij is either zero or one. Another important notion
that we will use is the number of edges between pairs of nodes in the
neighbourhood Ni of user and is denoted by Li. A diagonal matrix with
entries Dii = di is called the degree matrix of the graph; I denotes the
identity matrix.
The users of our communication network or the nodes in the graph
G have the following important subsets that we will repeatedly refer to
in the following Sections: a) criminals: a set of users who have been
found guilty by the courts of any relevant criminal behaviour, b) sus-
pects: those who were near the crime location or were connected to
identified criminals via their call records yet were never convicted, and
c) facilitators: those who support criminals, such as by acting as a bridge
between crime networks or individual criminals.
2.2. A brief review of ‘smart cities’
‘Smart cities’ are conceptualised as urban areas that address the
requirements of their institutions, their businesses and, especially, their
citizens (Khatoun & Zeadally, 2016). In addition, they feature re-
sponsive and interactive administration, citizen protection and proper
law and order (Visvizi, Mazzucelli, & Lytras, 2017). Research into
‘smart cities’ provides a framework for multidisciplinary debate on the
valued added by cutting-edge technologies, wearable technology, web
applications, cloud computing and internet technology (Lytras &
Mathkour, 2017). Visvizi et al. (2018) examined state-of-the-art ‘smart
cities’ research and presented an overview. They argue that sustain-
ability and innovation are two aspects of social challenge in ‘smart ci-
ties’, and the advanced policies and sophisticated technological in-
tegration need a novel administrative paradigm at every level of
decision-making, going beyond local boundaries.
Indeed, ‘smart cities’ play a vital role in the processes of information
exchange and communication among the various members of a com-
munity (Zhuhadar, Thrasher, Marklin, & de Pablos, 2017). Though
‘smart cities’ encourage trade liberalization and mobility of labor and
speed up transactions, simultaneously this increases both the challenges
and risks exponentially (Kemeny & Cooke, 2017). Recently, Yigitcanlar
(2009) introduce the citizen science and collaborative decision-making
system that taps the power of a Web-based Geographic information
system. The system helps the community to enhance the urban eco-
system and achieving sustainable development. Moreover, Visvizi and
Lytras (2018) identify a normative bias in ‘smart cities’. They allege that
there is a gap in the research between what ICT allows us to envisage
and what is technically attainable in the face of infrastructure limita-
tions and socio-political constraints. According to them, what makes a
city smart is the ability of its inhabitants to use smart facilities smartly.
In another noticeable study by Yigitcanlar (2018), the author in-
vestigates the smart city phenomenon from an evolutionary perspective
and defines smart and sustainable urbanism as “an urban development
paradigm that is the antidote of current spatially, structurally, socially,
ecologically imbalanced and vicious Anthropocentric urbanism prac-
tice.” For more details, the readers are referred to recent works by
Yigitcanlar (2018); Israilidis, Odusanya, and Mazhar, (2019) and
Ismagiloiva, Hughes, Rana, and Dwivedi, (2019). Further, to evaluate
sustainable outcomes of smart cities, Yigitcanlar, Kamruzzaman, Buys
et al. (2018); Yigitcanlar, Kamruzzaman, Foth et al., 2018) investigate
changes in carbon dioxide emission level of 15 cities in the UK. The
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study reveals no positive correlation between sustainable outcomes and
technology adoption and calls for further investigation.
Despite the great advancements in Artificial Intelligence (AI), still,
the implementations of AI models in smart cities and urban areas beset
by several challenges (Israilidis et al., 2019; Ismagiloiva et al., 2019).
To link the AI-based systems with decision making, the authors in
(Duan, Edwards, & Dwivedi, 2019) have proposed twelve research
prepositions. Further, (Wu & Chen, 2019) introduced a structural
method for policy selection in smart cities to provide a sustainable
environment. Singh et al. (2019) suggested that more improvements in
smart monitoring and controlling government policies can be achieved
using public involvement. On the other hand, to ensure the vulner-
ability of these systems against intrusion and different attacks. Recently
Li, Deng, Lee, and Wang, (2019) introduced an intrusion detection al-
gorithm which helps to identify anomalies in the network and take the
necessary countermeasure to ensure the reliability of the system. To
ensure the usage of the Internet of Things (IoT) in smart cities archi-
tecture, the key challenges and the relationship between these chal-
lenges to support the development of smart cities has been highlighted
in (Janssen, Luthra, Mangla, Rana, & Dwivedi, 2019).
Although smart cities provide various facilities to improve economy,
environment and living standard, however, they beset several chal-
lenges in crime analytics. Generally, they use high-cost video surveil-
lance systems which may require a lot of resources and extra intelligent
systems to prevent crimes. On the other hand, very little efforts have
been devoted to leverage recent scientific approaches to advance crime
analytics with a low-cost data to achieve efficient algorithms and higher
accuracy. In the following Section, we survey the relevant approaches
introduced to advance crime analytics with low cost data.
2.3. A brief review of crime network analysis
Sparrow (1991) was a pioneer in analysing crime networks and
their susceptibilities to intelligence gathering. He defined four features
of crime networks: a) size – crime networks are often composed of, at
most, a few thousand nodes; b) incompleteness – they are necessarily
inadequate, due to fragmentary facts and invalid information; c) fuzzy
boundaries – it is difficult to determine all the relations of any node;
and d) dynamics – new connections indicate constant change in their
structure (Sparrow, 1991). The author argued that these features are in
fact quite typical to real-world networks and more challenging in terms
of computational nightmare and algorithmic complexities. However,
most advanced methods may be useful to address these challenges. A
COPLINK system was developed with an associated suite of tools to help
law enforcement officials to mine information from police case reports.
The authors used data mining approaches to set up a concept space of
entities and objects that can be explored to find relevant items (Xu &
Chen, 2005). Further, a FinCEN system has been proposed to reveal
links between criminals and crimes, and also to expose money-laun-
dering networks by matching the financial transactions (Goldberg &
Wong, 1998).
A toolkit has been developed to extract various attributes from
police datasets in order to produce a digital profile of each criminal.
This forms a cluster of certain features around an individual criminal
against the profile, created from a distance matrix constructed of var-
ious attributes such as the frequency of crimes and the criminal’s his-
tory (De Bruin, Cocx, Kosters, Laros, & Kok, 2006). Clustering techni-
ques are widely used in law enforcement. For example, Adderley and
Musgrove (2001) applied self-organizing maps and clustering techni-
ques to identify the behavior of an individual who commits serious
sexual assaults, and Cocx and Kosters (2006) applied clustering tech-
niques in crime investigations to reveal those crimes committed by the
same person.
More recently, network analysis has been used to mine the network
diffusion of gun violence into the surrounding area (Loeffler & Flaxman,
2018); to investigate the short-term dynamics of peer influence
(Weerman, Wilcox, & Sullivan, 2018); and to study the formation and
evolution of a drug trafficking network (Gallupe, McLevey, & Brown,
2019). The analysis of networks has been widely adopted in various
domains such as medicine, social networks and many others. The au-
thors in (Said et al., 2019) studied the altmetrics’ Twitter network and
showed that analysing the altmetrics data in a network perspective
reveals abundant hidden information such as interdisciplinary com-
munication, influence of different types of entities and their underlying
patterns. Overall, studies have shown the effectiveness of these methods
in meeting the objectives of these cases.
2.4. A brief review of mining networks using deep learning
A lot of complex systems in the real world can be represented in the
form of graphs, including the World Wide Web, social networks, bio-
logical networks and collaboration networks. Various attempts have
been made in the last couple of years to exploit deep-learning techni-
ques in the supervised classification of graph-structured data. A notable
work in this direction uses a first-order approximation in the Fourier
domain (Kipf & Welling, 2016). The main point of this model is that, for
a given undirected and unweighted graph, the class of a node can be
predicted by its local neighborhood. The authors propose a layer-wise
propagation rule for semi-supervised classification. Additionally, they
employ first-order approximation for spectral graph convolution.
However, the proposed algorithm requires a full-graph Laplacian
during the training phase. The model has achieved promising results
with several benchmark datasets.
A formulation of Convolutional Neural Networks in the context of
spectral graph theory has recently been suggested (Defferrard, Bresson,
& Vandergheynst, 2016). Its main contributions include learning fast
localized filters and graph coarsening of the graph signals. The authors
approximated filters using the Chebyshev polynomial with free para-
meters and used graph coarsening to group together similar vertices. To
learn the latent representation of the graph, Perozzi, Al-Rfou, and
Skiena, (2014) presented an algorithm named DeepWalk. This learns
the structural regularities in the graph on the basis of characteristics of
community awareness and low dimensionality. Their work introduced
deep learning as a tool to explore and analyse graph-structured data
and has achieved a significant increase in classification accuracy. In this
study, we employ an array of SNA techniques to identify potential
suspects in a crime network. In addition, we modify and build upon the
state-of-the-art GCN models and use it for the binary classification to
distinguish criminals from non-criminals in a citizen’s call data records.
3. Methodological Approaches
This Section presents methodological approaches, data, and case
study on real-world data. At first, we discuss the approaches such as the
community detection for identifying individuals of similar interests,
clustering coefficient to find individuals’ closed neighborhood and
GCNs for distinguishing between criminals and non-criminals (see
Sections 3.1–3.3). To evaluate the proposed approaches on real-world
data, we designed a case study (see Section 4) in which we outlined the
sources, properties, and pre-processing of the data. Then we investigate
the community structure of the network and explore suspected in-
dividuals, and finally, we propose using GCNs for real-time criminal
identification using CDRs data.
To investigate CDRs data using SNA and address the aforemen-
tioned problems, in the following Section, we present three approaches:
identifying the community structure, suspects’ identification and the
real-time identification of criminals in a crime CDRs network. The
community detection initially helps to identify the similar individuals
of the seed nodes which is further explored by using the clustering
coefficient to identify suspects. We further investigated the suspected
users using their spatial temporal movements to verify their role within
the network. Lastly, we employed GCNs to perform real-time criminal
S.-U. Hassan, et al. International Journal of Information Management xxx (xxxx) xxxx
identification.
3.1. Identifying individuals of similar interests
Having a set of seed nodes, it is a natural approach to identify and
investigate other nodes having similar kind of interests and behaviours.
In a network perspective, clustering such type of nodes is known
community detection. Identifying community structure reveals a large
amount of information hidden in the network and shows the subgroups
of nodes with similar interests (Said, Abbasi, Maqbool, Daud, &
Aljohani, 2018). In order to explore our CDR network and find phone
users with similar interests, we applied a modularity-based community-
detection algorithm (Blondel et al., 2008). This finds closely connected
components by using the modularity function. Modularity is a well-
known measure of the quality of the communities discovered in a
network; it evaluates the extent of the network's division into modules.
The denser the connections within the modules and the sparser the
connections between them, the higher the modularity value. Thus, the
goal of this exercise is to partition graph vertex set into a fixed number















Here, Q is the corresponding modularity value, n is the size of partition,
E| |c represents the number of edges within a cluster c, =k dc i c i (the
total degree of all the nodes in the partition c), and E| | is the total
number of links in the graph. The value of modularity score lies within
the ranges [-1,+1]. A higher value indicates good partitions while
negative values indicates the absence of partitions within the network.
In the case of assigning all nodes to the same community, the corre-
sponding modularity value is zero and is negative if each node is as-
signed to a different community.
A subgroup of individuals made many calls to each other has a
higher probability to have common interests (Gleich & Seshadhri,
2012). We are interested to explore the communication pattern of our
network to understand the calling pattern and closely knit groups of the
seed nodes. To this end, and by considering the above observation,
Blondel algorithm (Blondel et al., 2008) is a suitable approach that
helps us to identify groups of individuals having many intra-commu-
nication. This algorithm is quite popular because of showing promising
results in such scenarios. Due to that, it is implemented in many net-
work analysis tools like Gephi and iGraph.
3.2. Closed neighborhood identification
A node having dense neighbourhood is more likely to belong to its
neighbors class. This heuristic has been explored in many previous
studies (Gleich & Seshadhri, 2012) and has theoretically proved by
(Sarkar & Chakrabarti, 2015) in context of clusters identification from
the network Leveraging this heuristic, we use a clustering coefficient
(Watts & Strogatz, 1998) to identify a criminals’ closed neighborhood.
A clustering coefficient measures connectedness among the neighbors








Where v represents the clustering coefficient value of node v. Lv is the
number of links between pairs of nodes in the neighbourhood Nv, and
d
2
v denotes the maximum number of possible links in such a neigh-
borhood. Note that dv denotes the degree of node v as mentioned in
Section 1.2. The value of v always in the range of [0, 1]. A value of
zero indicates that there is no edge in the neighbourhood Nv, and a
value of oneindicates that all pairs of adjacent to each other making Nv
a clique. Several other studies (Gleich & Seshadhri, 2012; Said et al.,
2018) have used clustering coefficient for closed neighbourhood iden-
tification and community detection.
3.3. Criminal identification
The task of identifying a criminal in a list of individuals or checking
whether an individual is criminal or not amounts to categorizing cor-
responding nodes in the communication graph. This is the classical
graph classification problem. Unfortunately, due to high complexity
and irregularity of neighbour structure in graph data, usual classifica-
tion methods can’t be affectively used for this task. Thus, we propose to
use a specialized state-of-the-art GCN approach to perform a supervised
binary classification (Kipf & Welling, 2016). The GCNs is a generalized
neural network architecture for graph-structured data, that learns a
node representation on the basis of first-order approximation in the
Fourier domain. The overall problem can be formulated as follows. For
more details, the reader is refer to (Kipf & Welling, 2016).
The input of this model is a simple undirected graph represented by
the adjacency matrix A. As before, the vertices represent the phone
users and the edges indicate call relationship between pairs of users.
Output is a single binary for each node indicating whether the corre-
sponding node is predicted to be a criminal or not. The model will also
input labels of a small set of nodes as seed. To train the model, we use
the same layer-wise propagation rules presented by Kipf and Welling
(2016)), which can be formulated as shown in Equation (4):
=+H D A D H W( )l l l( 1)
1/2 1/2 ( ) ( ) (3)
Here, H l( ) is the activation at the l th layer, is a non-linear activation
function, = +A A IN , is the adjacency matrix augmented with self-
loops, D , is the degree matrix of the graph represented by A, and W are
the learning parameters. We use the same model presented by Kipf &
Welling, 2016 in our experimental setup which is shown in the fol-
lowing equation:
=Z sigmoid AReLU AXW W( ˆ ( ˆ ) )(0) (1) (4)
Where =A D A Dˆ
1/2 1/2
, which is computed in the pre-processing step
and X is the matrix of node feature vectors (identity matrix in our case).
This model learns node embedding in a given network by employing
simple filters using 1-hope neighbourhood in a spatial domain. The
multiplication of Â sums the feature vectors of all the neighboring
nodes (X ) and can be seen as a node neighbourhood feature vectors
aggregation function. To ensure the aggregation of feature vector with
the node itself, an identity matrix is added to A and D
1/2
is multiplied
to scale the matrix forming normalized matrix Â . We use sigmoid ac-
tivation function on the last layer to predict the binary class. The sig-
moid function is also called the logistic function, and it is used to
predict or classify the given instance as either ‘yes’ or ‘no’. For the
binary classification, we use binary cross-entropy to evaluate the pre-
dicted classes against the original labeled data with Adam optimizer.
4. Case Study: Suspects Identification and Criminal Prediction in
Punjab
In this Section, we present a case study to leverage CDRs real-time
data for the identification of suspects and criminals in Punjab province.
Although, the identification of criminals and suspects from raw in-
complete data is very challenging. However, the remarkable scientific
advancements in the last few years provide us an adequate background
to perform crime analytics on real-time data. Fig. 1 gives the overall
framework of the processes of data input, methods and outcomes of this
study.
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4.1. Heterogeneous data integration
The first step in our framework was to integrate the data. We needed
to combine the four diverse forms of our datasets, CDR, First
Information Report (FIR), Base Transceiver Station (BTS) and Citizen
Profile Database (CPD), in order to construct a single extended dataset
for examination. Information about criminal users’ log activities is in
CDR, whereas BTS provides information on the geographical locations
of the phones involved in a crime. The First Information Report (FIR)
gives specific details about the committed crimes, while CPD provides
facts to examine the history of individual criminals.
4.1.1. Call data record
The CDR is a huge repository of phone call information managed by
the Punjab Information Technology Board (PITB) which contains me-
tadata of telecommunication transactions, including calls and messages.
Each user’s log activities are stored on their phone and recorded by
their mobile network operator. The CDR for a specific call contains both
the caller’s and the receiver’s phone numbers, a time stamp (date and
time), the duration of the call, the base transceiver station ID of the
caller’s location and other relevant details. Note that the research team
was privileged to work in collaboration with Punjab Police for a period
of 8 months in 2018, observing strict confidentiality, in a pilot project
to explore the potential for applying mathematical techniques to CDR to
delimit a crime’s search locus
4.1.2. Base transceiver station
The BTS database comprises both phone logs and GPS coordinates,
to pinpoint particular phone users within the area of the cell, and the
geo-referenced locations of phones involved in crime events (Ferrara
et al., 2014). It also has information about phone users’ associations and
service allocations. Fig. 2 depicts a cellular network consisting of base
stations and the criminals connected to each. These base stations con-
tain the log history of the associated phone users at each time stamp.
4.1.3. First information report
The FIR repository comprises information such as: the time of the
FIR; the time of the crime; the location of the crime; the FIR number;
the FIR year; the police station; the district; the section under which
crime was committed; arrest details; and FIR data from closed cases. We
used a subset of 161 FIRs from all over Pakistan in eight offense
categories: Dacoity (‘banditry’, or violent robbery committed by an
armed gang); burglary; kidnapping; motor vehicle theft; kidnapping for
adultery; murder; rape; and miscellaneous (see Table 1). The total
number of call logs in the database is 2.3 million, 317 of which have
been identified by Punjab Police as those of convicted criminals. Note
that a complete set of data is managed by Punjab Police, with technical
assistance from PITB.
4.1.4. Citizen profile database
The Citizen Profile Database2 holds data on all citizens, including
their registered SIMs, vehicles, driving license, FIR witness, FIR com-
plaints, FIR suspect and criminal record, against either their mobile
phone number or their Computerized National Identity Card (CNIC)
number. The CPD is maintained by Punjab Police in Punjab province,
and is an extremely sensitive record against which we checked the
history of each criminal, thus the highest levels of data security pro-
tocols were observed for the duration of the project to avoid any leaks,
breaches of data protection, lapses of confidentiality or other offenses.
4.2. Smart data processing
The raw datasets provided by telecom companies are not always
complete, correct or consistent, so they need to be processed before
applying SNA and other statistical techniques. Pre-processing these
large sets of raw data and representing them in the form of a network
are vital but challenging tasks, as each telecom company uses its own
format to store data. To convert these to a standard format, we merged
the data from the providers and devised standard fields: caller number;
receiver number; location; and case number. Next, we performed nor-
malization on the data and mapped the records to the corresponding
field. For those with missing values, the following heuristics were de-
ployed: a) omit the incorrect field; b) omit the entire record containing
incorrect field or value; c) enter the correct data with a default value; d)
set both the missing and unknown data to zero.
We represent the pre-processed data in the form of a graph, G = (V,
E), where V denotes phone users and E represents the edges in the
network. An edge is formed between two users who communicate by a
mobile phone call. Of the total 2.3 million call records, we have 317
Fig. 1. Framework for crime and suspects identification.
2 https://citizenprofiling.punjabpolice.gov.pk/.
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convicted individuals therefore, we choose a subset of call records re-
garding the local neighbourhood of labelled users. The main reason for
choosing only the neighbourhood of convicted individuals was the
unbalanced data in terms of labels. As we are mainly interested to
explore and distinguish the criminal from normal users. This sampling
strategy provides an adequate network on which supervised GCNs can
be applied and validated accurately. Our sampled network has the
following statistics: 46,499 nodes (unique phone users); 70,462 edges
(unique call records); and 317 convicted individuals. The network
statistics are as follows: average degree is 3.5; average path length is
7.84; and average clustering coefficient is 0.45. The best modularity
value after clustering the network is reported as 0.967. Based on these
statistics, we can certainly say that our extracted dataset is well struc-
tured and has a dense neighborhood and community structure.
We used Gephi, Tableau and Google Maps to visualize the crime
networks. For statistical analysis, anomaly detection techniques were
used in Python along with deep-learning models to predict the presence
of a criminal in a given network. Our aim in these experiments was to
identify the suspects, monitor criminals’ spatial-temporal movements
and check their call patterns. For each, we used a different case.
Fig. 2. Mobile cellular network.
Table 1
Dataset characteristics of FIRs.
Category No. of call records FIRs No. of convicted individuals
Burglary 87,692 6 9
Dacoity 1,112,629 64 138
Kidnap of adult 57,247 8 23
Kidnapping 37,894 9 12
Motor vehicle theft 158,120 6 17
Murder 65,870 16 14
Rape 530,857 1 4
Miscellaneous 290,859 51 100
Total records 2,341,168 161 317
Fig. 3. Detection of CDR crime network community.
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4.3. Exploring community structures
A key means of exploring complex networks is to detect their
community structures. A community structure represents those in-
dividuals who have similar interests, forming a social network such as a
friendship or family circle. Such a structure can be defined as the group
of nodes that are densely intra-connected yet sparsely inter-connected
to the rest of the network (Yang & Leskovec, 2015). Uncovering this
structure reveals an abundant source of information that is hidden from
simple monitoring. To detect the criminal communities in the network,
we used the algorithm described in Section 3.4.1. Fig. 3 is a visuali-
zation of a sub-network that has closed-case data on a kidnapping-type
crime in category FIR # X1. We can see that each crime shows up as a
cluster in the network. Interestingly, the criminals identified in these
cases performed a major role in the network, answering the hypothesis
presented in Section 1. Another interesting finding is that, in some
cases, there was a chain of communication between criminals and
normal users. For the sake of simplicity, we have shown a small com-
munity consisting of just four phone users: two convicted individuals,
represented in yellow and green; and two non-criminals, represented in
grey. We can see that the non-criminals connected the two criminals. In
such cases, we investigated these users through their spatial-temporal
movements.
4.4. Suspects identification
Earlier, we defined a suspect as an individual who is believed to
have been involved in a crime yet who has never been convicted of that
crime. To identify suspects, we used the clustering coefficient measure
described above. Here, we present data from an adult kidnapping
closed case in the city of Multan under FIR #5063, involving eight
identified criminals. After applying the community-detection algo-
rithm, we ranked the phone users in each community based on their
clustering coefficient values. In this case, we found three users with
very high clustering coefficient values who were closely connected with
the identified criminals. We further investigated these users through
their spatial-temporal movements and marked them as suspects.
4.4.1. Spatial-temporal mining of criminals
The significance of spatial-temporal mining has been heightened by
the increasing incidence and importance of enormous geo-spatial da-
tasets, such as maps and databases of remote-sensing images. Spatial-
temporal data include those from satellite images, mobile phones,
sensor networks and GPS devices (Bogorny & Shekhar, 2010). To in-
vestigate further, we visualized the movements of criminals and facil-
itators using geographical points. Fig. 4 shows the spatial-temporal
movements of identified criminals and facilitators. We found that be-
fore the event the known criminals were in various locations, yet the
facilitators were already on the scene. On the day that the crime was
committed, up to an hour beforehand both the criminals and supporters
were present and made phone calls to each other from that location, yet
immediately after the event the criminals moved away while the fa-
cilitators remained. It is interesting that both before and after the event
the facilitators were at the crime scene and the criminals elsewhere.
From this, we conclude that the facilitators lived in the area and sup-
ported the criminals to commit the crime. Note that these phone users
had never been identified as involved in crime.
4.4.2. Criminal calling patterns
In early 2018, our data-driven techniques helped Punjab Police to
delimit the search space for a serial killer who had raped more than
nine girls aged between 6 and 11 years in the city of Kasur in Punjab
province. Fig. 7 shows the locations of five crimes in which the DNA of
perpetrator appeared to be the same. Of the total of 212,436 phone calls
that were made near these five crime locations, 28 phone numbers were
found to be common to at least four. These acted as a shortlist for
conducting a DNA test of the phones’ users and, by this test, the police
were able to identify the guilty individual.
When we investigated the one-year CDR data of these shortlisted
individuals in the Kasur case, we found that the serial killer had an
abruptly altered call pattern near the time of each crime. Fig. 5 shows
details of the calls to and from the guilty individual’s phone number.
For instance, Case 1 took place on 11 April 2017, and on that day, there
were high rates of both incoming and outgoing calls compared to the
previous and following days. Similarly, there were high rates of calls
immediately after Case 2. In Case 3, there was a high level of call talk
time near the date of the rape, 12 November 2017, and later on, on 25
November 2017, when the girl was rescued alive from an abandoned
building. More recently, on 7 January 2018, a girl’s body was found
and, again, this date correlates to a peak in call talk time on this
number. Overall, our methods have been effective in helping the police
to delimit the scope of the search, which would otherwise be too ex-
tensive to investigate thoroughly.
4.5. Criminal classification with CDRs data
In this Section, we present the experimental setup and results for the
GCN model that we used to distinguish criminals from non-criminal
individuals. We trained a two-layer GCN model, as discussed in the
framework Section, using 90:10 train-test split ratio to evaluate the
accuracy of our results. We used a dropout rate of 0.5 for both layers
and an L2 regularization factor for the first hidden layer. The model was
trained for a maximum of 100 epochs with a learning rate of 0.01, using
the Adam optimizer. Initialization of the weight matrix was undertaken
using the Glorot (Xavier) initialization method. The accuracy of the
model was evaluated using CDR dataset, as reported in Table 2. On the
CDR network, the model achieved an encouraging 82% accuracy. Al-
though we input identity matrix to GCNs because of not having the
node features in our network, we have seen in Fig. 5 that the call
pattern of suspect users is much different than the normal users. The
corresponding criminal network also preserves such different patterns
like it differs the local and global position of suspects and normal users
within the network which leads GCNs to distinguish between them. The
training and testing accuracy for the CDR dataset over 100 epochs is
shown in Fig. 6.
5. Discussion
In this paper, we address a very important problem of crime pre-
diction and analysis and propose an effective solution based on a user
social network and interaction perspective. As shown in the results of
the case study in Section 4, we use CDRs data to train our model for the
identification of crime suspects with high accuracy. One of the most
powerful features of this model is the straightforward network re-
presentation which leads to the extraction of a significant amount of
information about relationships and connectivity among different sus-
pects in the dataset. On the other hand, our proposed model is also
capable to encode real-time individuals’ activities which can be lever-
aged to improve security systems in the smart-cities context. In Section
2.1, we show how to map CDRs data into a network such that it pre-
serves the overall properties and attributes of the data. Although, we
did not exploit these attributes like geographic or metropolitan loca-
tion, time or duration of a crime activity in our deep learning model,
because the available information was not reliable enough to be used
for training purposes. However, we build a case in Section 4.4.1 and
4.4.2 that this information can also be leveraged for spatial-temporal
mining and finding calling patterns, which can further help identify
suspect activities.
Understanding individuals’ behaviors in complex systems where
millions of competing entities are involved is a challenging task.
However, as seen in the case study, a tiny set of seed nodes can,
sometimes, help to filter out irrelevant actors and can thus drastically
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reduce the size of a complex network. We leave the question of a
practical lower bound on the size of the seed nodes set open for future
studies. Once we have reliable information about the links between
pairs of suspects, there is a rich body of literature on social network
analysis that can be used to build tools for crime analysis. Significant
amount of effort has been devoted in the last decade or so to mine the
relevant information such as the identification of cohesive groups,
predict network dynamics, apply sparsification techniques to bring
large complex networks to manageable sizes, and ranking of nodes
based on their influence or centrality measures in these networks (Kipf
& Welling, 2016), (Yang & Leskovec, 2015), (Blondel et al., 2008), (Said
et al., 2018)). One of the highly studied topics in this context is the
Fig. 4. Spatial-temporal movements of criminals and facilitators.
Fig. 5. Call pattern of the criminal’s mobile phone in each Kasur case.
Table 2
Dataset details and classification accuracy.
Dataset No. of nodes No. of edges Accuracy
CDRs 46,499 70,462 82%
Fig. 6. Training and testing accuracy over 100 epochs.
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identification of community structure which reveals abundant, other-
wise often overlooked, information that is relevant in the context of
crime analysis. This may help understand an individual’s behavior in
both local and global contexts for example as a family member, close
friend, affiliate of a political or social group, or member of a religious
organization. In the case study (Section 4.3), we demonstrate how
community detection in crime networks can help to locate groups of
interest starting for a small set of seed nodes and helps to identify and
interpret the relationships among suspected users.
While community detection algorithms can identify groups of in-
dividuals with similar views, interests, or geographies, we still need to
gauge the role of an individual within this group. For instance, a sleeper
member of a group who is activated to perform certain duties on a rare
seasonal basis is to be deemed different from an individual that is in
relatively regular communication with other members of the group.
Thus, it is necessary to study and rank individuals in a group context
(nodes-level) based on their role. In Sections 3.2 and 4.4, we show that
nodes-level properties and ranks can be identified using the clustering
coefficient - which is a natural measure to quantify nodes’ connectivity
in a local neighborhood. As seen in the previous section, the clustering
coefficient measure shows encouraging results in the identification of
suspected users.
Lastly, for classification and prediction on crime networks, we ex-
ploit the current advances in deep learning approaches, especially in
the computer vision field and now on learning with graphs structure
data (Duan et al., 2019). We hope that our use of these advanced
techniques and remarkable accuracies in prediction and analysis in
crime networks will act as a motivating example to expedite the de-
ployment of such systems in smart cities to not only prevent crimes and
increase citizens’ satisfaction but also to help engineer city-wide se-
curity policies. To this end, our framework also proposes a deep
learning model to perform real-time crime identification. In the fol-
lowing, we discuss our theoretical contributions, followed by a dis-
cussion of practical implications and a summary of limitations of cur-
rent work.
5.1. Theoretical Contributions
Our main contribution in this work to provide a network perspective
to crime data which has only be treated as a relational database or a
time-series data in previous works. We propose that a network or graph
perspective is more natural and effective. Since graphs properties and
algorithms have been actively studied for decades, this graph re-
presentation enables one to employ many readily available advanced
graph-based approaches for crime investigation and suspect identifi-
cation. We also show that this reduces the run-time complexity and
deployment cost of the proposed framework. Secondly, we also propose
to leverage efficient graph-based algorithms like the clustering coeffi-
cient and Blondel’s community detection algorithm to detect groups of
individuals that may share common ideology, political or social af-
filiation, and physical or virtual space, and to identify an individual’s
role in such a group. And lastly, we successfully demonstrate the use of
advanced deep learning techniques like GCNs for the first time for
criminal identification and prediction problem. We show that real-time
criminal classification and predictions with high confidence can be
achieved using GCNs.
GCNs naturally fit on many real-world networked systems having an
inherent graph structure however it is known that the performance of
GCNs largely effected by incorporating nodes’ attributes. Despite not
relying on nodes’ attributes, our results highlight the significance of
GCNs on CDRs data to make predictions based solely on the topology of
the underlying network. Thus our results provide an encouraging de-
monstration to deploy GCNs on networks where either attributes or
labels for nodes are not available or are unreliable. Based on the results
of current study, we also propose to use GCNs to many other network-
based problems in smart cities like the transportation network for
congestion management or traffic flow, prediction and management of
resources like water and energy, etc.
5.2. Implications for practice
The increasing ratio of crimes in urban settlement has caused a new
set of challenges to reduce the quality of life. Nevertheless, the ad-
vances in ICT and data-driven policing can be instrumental in bene-
fiting citizens through better policy-making, governance, and strategy is
the essential component of any ‘smart city’ (Lytras & Visvizi, 2018;
Visvizi et al., 2018; Wu & Chen, 2019; Yigitcanlar and Kamruzzaman,
2018). To reduce the crimes ratio, many smart cities adopt high-cost
video surveillance systems. However, these systems may require ex-
pensive resources and additional layers of intelligent systems for data
processing. There may not be sufficient resources to implement and
manage all desired hardware and software systems simultaneously.
Contrary to that, the proposed framework can be adapted to investigate
crimes at relatively less cost.
The implications of this framework can be divided into two main
categories (a). Data-driven policy formulation and (b) smart city gov-
ernance.
5.3. Data-driven policy formulation
To tackle the challenges of prediction and prevention of criminal
activities and ensure the safety of the citizens, the need for a govern-
ment to make data-driven policies has been felt globally. Using the
CDRs data and network analysis, better policies can be derived which
helps to ensure the safety of the citizens. With these objectives in mind,
one is required to stream the CDRs data to the centralized location,
implement the systems to automatically preprocess this data and pass it
through the deep learning model to train and make predictions.
Further, for investigating a specific crime, the system needs to use the
seed nodes and apply the proposed procedure to identify a shortlist of
suspected individuals.
Many themes in smart cities like citizens’ engagement, social in-
teraction and communication, social media, smart collaboration,
privacy, security and traffic management can be enhanced using the
proposed framework. Social interactions and communication can be
enhanced by mapping them to graph representation. On the other hand,
citizen engagements and social interactions can be improved by GCNs
to enhance smart city architecture. Traffic management is another main
issue in urban areas due to the permanent growth in population and the
number of vehicles and can be enhanced using GCNs.
5.4. Smart cities governance
Urban areas have been growing in terms of economy and population
significantly as a trend over the last decade or so. To overcome chal-
lenges associated with increased population density, for example, en-
vironmental changes, individual safety and well-being, fair allocation of
resources, the inclusion of fringe social groups, ethnicitites, etc., many
governments and agencies and organization are seeking to design such
long term data-driven policies, especially in smart cities. The frame-
work proposed in this paper can be implemented to achieve some of
these goals that related to safety and well-being of individuals. As
compared to the video surveillance system, it helps to prevent and in-
vestigate crimes at a low cost. Further, it does not require the deploy-
ment of radically evasive technologies like face recognition, individual
spying, and can be well-integrated with system already in place in al-
most every semi-modern metropolitan. The proposed framework has a
lot of applications in many scenarios like the search space for criminals
can be reduced by applying the proposed suspects’ identification ap-
proaches. Our framework provides a structural way to assist the in-
vestigation team in evaluating crimes in urban areas. The results shown
in the case study reveal that our proposed framework helps to identify
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suspects with great confidence. On the other hand, the anomaly de-
tection algorithm, as shown in Fig. 5, can identify the abrupt changes in
the behavior of the individuals based on their phone record history.
Deep learning methods running on top of these algorithms and datasets
can make accurate predictions not only in the case of crime networks
but also in the context of other networks like a network of traffic flow, a
network of water quality sensors, or a network of public transportation
entities. Thus proposed framework provides a low cost solution for
smart-city governance as an alternative to other more expensive video-
based solutions that may invade personal privacy at a much more direct
level.
5.5. Limitations and future research direction
Though the proposed framework has shown encouraging results
however, it suffers from certain limitations. Firstly, access to the CDR’s
data has a very sensitive nature and special mechanisms need to be put
in-place to make sure that records are properly anonymized as a pre-
requisite. All algorithms discussed in this work can be adapted to
seamlessly for an anonymized dataset to respect individual privacy.
Secondly, as the resultant network of CDRs data is quite sparse,
therefore modeling the network in the context of seed nodes may also
require some expertise. The size of the seed node set has a significant
bearing on the accuracy of the results; that we propose should be a topic
for a future study.
In other future studies, pertaining to the smart city research to fa-
cilitate law and order situation of the developing world, we are working
to leverage textual features to combine data from news articles
(Thompson, Nawaz, McNaught, & Ananiadou, 2017), blogs, social
media networks to build predictive models (Ananiadou, Thompson, &
Nawaz, 2013; Nawaz, Thompson, & Ananiadou, 2012) for proactive
crime investigations by using natural language processing techniques
(Batista-Navarro et al., 2013; Shardlow et al., 2018) and advance deep
learning models (Jahangir, Afzal, Ahmed, Khurshid, & Nawaz, 2017).
Last but not least, the potential for the application of these techniques is
huge. However, like all surveillance, its value depends on the strict
observation of data protection and civil rights be enforced by the au-
thorities responsible.
6. Concluding Remarks
The advancements in technology are growing at a rapid pace.
Various organizations and governments are proactive to adopt the new
technology to enhance the quality of life and provide a sustainable
environment to their citizens. To this end, one of the most important
issues to handle is prediction and control of the crime rates. Various
efforts have been devoted to enhance the crime prevention and in-
vestigation strategies (Eck et al., 2005; Yigitcanlar, 2009; Ismagilova
et al., 2019), using video surveillance system and data which is quite
computationally costly in most of the cases. In addition to computa-
tional cost, the availability, operability and maintenance of such video
surveillance system and data processing platform is alos quite expensive
task. Our proposed solution proposes a low cost theoretical framework
to investigate CDRs data by leveraging SNA and deep learning ap-
proaches. It starts by taking the CDRs data as input and evaluate the
data in different aspects to provide accurate recommendations. As
shown earlier, the CDRs data encapsulates various pieces of information
about individuals and thus is a good indicator to mine individuals’
behaviors. The abrupt changes in behaviors also enable the machine
learning model to distinguish suspects and criminal from common ci-
tizens. We validate our proposed methodology by presenting a case
study to show the efficacy of our proposed approach. The encouraging
results of our case study indicate the applicability of the proposed
framework to equip the law enforcement agencies with a data driven
crime prevention and analysis approach. In future, we plan to add more
data source and exploit the impact of a lager set of attributes over our
network.
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