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TO STANISLAW M. ULAM ON HIS 65TH BIRTHDAY 
I. BIFURCATION THEOREMS 
1. Perhaps the simplest example of a bifurcation theorem is the 
following: We have a family of autonomous nth order systems of 
differential equations 
ir = F,(x) (1) 
where the right-hand sides F are continuously differentiable functions 
of the n dependent variables x and of the family parameter I*. Each 
member of the family is assumed to have a critical point at x = 0: 
F,(O) = 0. Th e 1 inearization of the system (1) at 0 has the matrix 
dF,(O), whose entries are the partial derivatives of the components 
of F, with respect to those of x, evaluated at x = 0. We assume that 
at p = 0 this matrix has zero as a simple eigenvalue. This is easily 
seen to imply that, for small enough 1 p j, dF,(O) has an eigenvalue 
h(p), also simple and a continuously differentiable function of CL, with 
h(p) = 0. Finally, we assume the “transversality condition” dh/dp # 0 
at p = 0. Under these hypotheses, one can show that, in the n + 1 
dimensional (x, p) space, there is another curve of critical points, 
distinct from the y-axis, passing through x = 0, p = 0. Sufficiently 
close to the origin, all critical points lie on this curve or on the p-axis. 
A “canonical example” for the above is the single first-order equation 
k = pLx - x2. (2) 
Here p = 0 is the “bifurcation point” at which the two families of 
critical points, x = 0 and x = p, cross one another. We will refer to 
the family other than x = 0 as the “new” critical points. This example 
is the typical one, with the new critical points existing on both sides 
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of p = 0 where the eigenvalue changes sign, but not every case is 
exactly like this. For instance, if the original system (1) is linear, it is 
its own linearization and, with the hypotheses made, x = 0 is the 
only critical point for all small p other than zero. However, at p = 0, 
any multiple of the eigenvector of dF,(O) corresponding to the zero 
eigenvalue is a critical point: The new family just happens to lie in 
p = 0 but is still a curve in (x, p) space, crossing the p-axis. Another 
case, rather common in applications, is illustrated by the equation 
i = px - x3. Here the “new” family of critical points is present 
only for p > 0 and for each such p there are two critical points. But 
with the n + 1 dimensional perspective obtained by looking at the 
(x, p)-space we recognize that this is not essentially different either. 
There is again a curve (one-parameter family) of new critical points; 
here the parabola p = x 2. It is just that p itself is not appropriate as 
the parameter of the family of critical points. In this example, the 
new critical points all occur on the “supercritical” side-the side 
of p = 0 on which X(p) > 0. i = px + x3 illustrates that it is equally 
possible for them all to be subcritical. 
Though stated in terms of the differential equation (l), the above 
result is really only about the roots of the equation F,(x) = 0. The 
general structure of this and related bifurcation theorems is that from 
some hypotheses about the linearized version of the problem, con- 
clusions are drawn about the full nonlinear one, valid in an appropriate 
neighborhood. This is analogous to the implicit function theorem, 
and indeed proofs of such bifurcation theorems typically involve 
transformations that convert the problem into a form in which the 
implicit function theorem can be applied. (With hypotheses of a less 
analytic nature than, say, dAjdp # 0, related results can sometimes 
be obtained by topological methods. These are analogous to the inter- 
mediate value theorem rather than the implicit function theorem; 
more general in some ways, the conclusions are also typically weaker 
in others, particularly with respect to questions of uniqueness.) Another 
consequence of the hypotheses in the theorem stated above relates 
to the stability properties of the new family of critical points. When 
this is adjoined to the mere existence of the critical points, the bifurcation 
theorem becomes genuinely a result about differential equations. One 
can show that sufficiently close to the origin in (x, p)-space the lineariza- 
tion of (1) about the new critical point (we assume here that they are 
not all in /.L = 0) also has a simple eigenvalue X, that approaches zero 
as the origin is approached and when the corresponding p # 0, X(p) 
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and A, have opposite signs. Thus, if x = 0 is, say, a stable critical point 
for p > 0, and if dF,(O) has no pure imaginary eigenvalues so that 
the instability arises solely from the sign change in X(p), then the new 
critical points are unstable when subcritical and stable when super- 
critical (at least close enough to x = 0, p = 0). For this reason, such 
bifurcations are said to exhibit an “exchange of stabilities.” If they 
occur in mathematical models of the temporal evolution of some 
physical system, one should expect to observe a transition from the 
state represented by one critical point to that represented by the other 
when the parameter is moved across the critical value p = 0. 
The bifurcation theorem just discussed was stated in this form by 
Hopf [l] but must surely have been known much earlier in some form 
to people working on celestial mechanics such as Lindstedt and Poincare. 
Generalizations in various directions exist, for instance, to infinite 
dimensional cases (see, e.g., [2, 31). We mention here also a result 
[4] concerned with dropping the hypothesis of a simple eigenvalue. 
If dF,(O) has 0 as a repeated eigenvalue, but is nevertheless of rank 
n - 1 so that there is not more than one independent eigenvector, 
then it remains true that there is a unique curve of new critical points 
in a neighborhood of the origin in (x, p)-space. For this, a dif- 
ferent form of the transversality condition is also needed, namely 
d/dp det(dF,(O)) # 0 at p = 0, a condition equivalent to dA/dp # 0 
when the eigenvalue is simple, but meaningful also when it is not. 
If the rank is less than n - 1 it can be shown that no bifurcation theorem 
of this kind is possible: the existence or otherwise of new critical points, 
and when they exist their uniqueness, then depends on higher order 
terms and cannot be asserted merely on the basis of the properties 
of the linearization at x = 0. A canonical example for this case is given, 
in two dimensions, by the system 
ai=y 
j = px - x2. (3) 
2. A deeper kind of bifurcation theorem was given by Hopf in [I]. 
Again we have the family of systems (1) with x = 0 as a common 
critical point. But now instead of a zero eigenvalue, dF,(O) is assumed 
to have a conjugate pair of nonzero pure imaginary eigenvalues. These 
are simple eigenvalues and no other eigenvalues of dF,,(O) are on the 
imaginary axis. The transversality condition is dh,/dtr, # 0 at p = 0, 
where UP) f i&(p) is the conjugate pair of eigenvalues of dF,(O) 
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which reduces to the pure imaginary pair at t.~ = 0. Hopf then proves 
that in a neighborhood of the origin in (x, p)-space there is a unique 
one-parameter family of periodic solutions to (l), with periods near 
27+,(O). Hopf remarks that this kind of result must have been known 
also to Poincare, but the recognition of the relevance of the transversality 
condition, the general picture, and the proof appear to make this result 
quite appropriately called (as it often is) the “Hopf Bifurcation 
Theorem.” Hopf also demonstrated that generically, and sufficiently 
close to x = 0, p = 0, the periodic solutions exist only supercritically 
(and are then stable) or subcritically (and are then unstable). A canonical 
example illustrating a Hopf bifurcation is given by the system: 
.2 = x(p - x2 - y2) - y 
j =y(p-x2-yy+x. 
For p < 0 the critical point at the origin is stable, in fact globally so. 
For p > 0 the circle x2 + y2 = p is a stable limit cycle whose domain 
of attraction consists of everything but the unstable critical point. 
Infinite-dimensional generalizations of this important result have also 
been given [5]. 
3. The result about the occurrence of new critical points when 
a real eigenvalue crosses zero contrasts with the Hopf theorem in that 
it at first seems independent of differential equations. However, it 
can be related to the existence of some nonconstant solutions of (1). 
This gives a more complete picture of the facts about exchange of 
stabilities referred to above, and clarifies the role of this set of ideas 
in the subject of differential equations. The point is well illustrated 
by the example (2) mentioned before. If, in this equation for p # 0, 
we set x = ~(1 + T)/2 and t = 27/p we obtain 
dT/dr = 1 - T2. (5) 
The solutions of (5) which are bounded for all T are all of the form 
T = tanh(T - T,,), and thus all describe (with differing zero points 
of T) the same trajectory joining the critical points T = -&l of (5). 
The change of variable from x to T has merely put the critical points 
x = 0 and x = p of (2) into the “standard positions” T = f 1. Thus 
we see in this example that the bifurcation at p = 0 is not only accom- 
panied by a pair of critical points of opposite stabilities for all p # 0, 
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but that there is also a (unique) trajectory going from the unstable 
critical point to the stable one. That this situation is of some generality 
is the content of the following theorem: 
THEOREM. Let 
k = Ax + ,4x + Q(x, x) + R(x, P) 
be a family of autonomous systems with x = 0 as a common critical point. 
Here the matrix of the linearization at x = 0 is A + PA, + O($), 
Q(x, x) represents the quadratic terms at TV = 0 and R = 0(x3, pxa, pax) 
is everything else. We assume A has 0 as a simple eigenvalue, with corre- 
sponding eigenvector e, and in addition, that the two matrices of n rows 
and n + 1 columns, [A, A,e] and [A, Q(e, e)], are both of rank n. Finally, 
we also assume that A has no pure imaginary eigenvalues. One can then 
show that for all suficiently small 1 t.~ I # 0 there is (in a neighborhood 
of x = 0) a unique critical point different from x = 0, and a unique 
trajectory joining it to x = 0. 
Remarks. (a) The condition rank [A, A,e] = n is equivalent to 
the transversality condition, and implies that the eigenvalue of the 
linearization at x = 0 which is zero at p = 0 is >0 on one (super- 
critical) side and <0 on the other (subcritical). The connecting trajectory 
goes from x = 0 to the new critical point on the supercritical side, 
and the other way on the subcritical side. 
(b) The condition rank [A, Q(e, e)] = n is a condition of “genuine 
nonlinearity,” which rules out, for instance, the linear case in which 
all of the new critical points occur at TV = 0 and the question of 
connecting trajectories does not come up. It implies that for small 
enough t.~ the connecting trajectory is in essence like that for the example 
of Eq. (2). Indeed, for small p the connecting trajectory is approximately 
along the direction of e and is traversed in a manner essentially described 
by the hyperbolic tangent of an argument that is essentially pt. 
(c) That the “characteristic time-scale” of the connecting trajectory 
should be of order p-l is already indicated by the fact that one of the 
eigenvalues of the linearization is of order CL. If the dimension is greater 
than one, the linearization has other eigenvalues which, with our 
hypotheses, have real parts of order one; thus for small p one expects 
the solutions in general to involve two disparate time-scales. This is 
not true of the connecting trajectory but is of other solutions starting 
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near it, some of which rapidly approach it and then slowly drift along it. 
This indicates that for small p we have here another example of the 
somewhat vaguely defined class of “singular perturbation problems,” 
problems on which a naive attack by computer is likely to lead to 
frustration. 
(d) The theorem just quoted is essentially the same as results 
given by Foy [6] in connection with his study of the shock structure 
problem. 
(e) The differential equation 2 = p - x2 is very similar to (2), 
but does not appear as a bifurcation problem. Here there are no critical 
points for p < 0, and a pair appears as p becomes positive; or one 
may say that a pair of critical points coalesce and disappear as p decreases 
through 0. With hypotheses similar to those stated above, one can 
obtain [7] a general version of this showing that near the point of 
coalescence there is always a unique trajectory joining the critical 
points. 
(f) If the eigenvalue 0 of A is k-fold but rank A = n - 1, there 
still is, as stated above, a second curve of critical points in the (x, p) 
space. Furthermore, with the condition of genuine nonlinearity, this 
curve is transverse to the hyperplane p = 0, so we may ask whether 
or not the pair of critical points is joined by a trajectory. If it exists, 
the connecting trajectory is no longer approximately along the eigen- 
vector e, but is approximately in the k-dimensional generalized eigen- 
space (null space of Ak). The nature of the transition is approximately 
described, for k odd, by the canonical example, analogous to (5): 
y(k) zz? 1 - y2. (7) 
It can be shown that the existence of a connecting trajectory for (6) 
(for small enough p) is equivalent to the existence of such a trajectory 
for (7), for k odd. Such a trajectory must, if K > 3, spiral out from 
one critical point and in toward the other. Thus, the transition is no 
longer monotonic as with the hyperbolic tangent. For k = 3, (7) is 
known to have a connecting trajectory, and it probably does for all 
odd k. These results will be presented in [7]. When k is even, the situation 
is more complex and there may or may not be a connecting trajectory; 
additional hypotheses are required to decide. The case k = 2 will be 
investigated in some detail in [7]. 
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II. CHEMICAL WAVES AND REACTION-DIFFUSION EQUATIONS 
1. Some chemical reactions proceed in an oscillatory manner: 
There is an overall reaction that runs down to a final stationary equi- 
librium state but does so through a sequence of many oscillations 
whose periods are short compared to the time scale of the overall 
reaction. Looked at on an intermediate time-scale, the oscillations 
appear essentially periodic and presumably could be maintained oscil- 
lating periodically if new reactants could be continually supplied and 
the final products removed. Most known oscillatory reactions are 
biochemical and involve the intervention of enzymes, but two are 
essentially inorganic. The better studied of these was discovered by 
Belousov about 15 years ago; it involves the oxidation of malonic acid 
by potassium bromate, which occurs in the presence of sulfuric acid 
and a low concentration of cerous ions. With suitable concentrations, 
the overall time-scale is an hour or two, while the oscillations have 
a period of about 20 sec. These time scales make this a convenient 
reaction to study, and, since the oscillations can be made readily visible 
with a suitable oxidation-reduction indicator, the reaction is also good 
as a lecture demonstration. In the course of a cycle of oscillation some 
of the cerous ions are converted to ceric, and then back again; also 
a small amount of bromide ion appears, decays slowly, drops suddenly 
to nearly zero, and reappears. The major reactants (like malonic acid) 
change by only a small fraction during a cycle, but the minor ones 
like Br- or Ce4+ change a great deal, perhaps by a factor of 100 or 
more. Under conditions suitable for demonstrations the reaction is a 
very strong relaxation oscillator, but fairly sinusoidal oscillations can 
also be obtained. The most extensive investigation of the chemical 
mechanism appears to be that described in [8]. 
To keep the oscillations visible in a beaker of the reagent it must 
be stirred, apparently because different portions of the fluid would 
otherwise get out of phase with one another. If, however, the fluid 
occupies a thin layer (l-2 mm) in a flat dish, the variations of phase 
become organized into rather striking patterns of concentric circles or 
spirals, meeting along lines of cusps. These patterns, discovered by 
Zaikin and Zhabotinskii [9], are in fact made up of propagating chemical 
waves. A typical wavelength is 2 mm and period about 15 sec. The waves 
radiate outward from the centers. (It is likely that such patterns are 
not seen in deeper layers merely because then fluid motions produced 
by thermal convection are almost inevitable.) Good color photographs 
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FIG. 1. Chemical waves in the Belousov-Zhabotinskii reagent. The small black 
circles are gas bubbles. 
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of spirals can be found in [lo], and Fig. 1 shows some concentric ring 
patterns. Notice in particular, the following features. 
(a) The rings are essentially circular and are equally spaced within 
a particular concentric set (“target”), but the spacing differs from one 
target to another. The same is the case for the period and the speed of 
propagation. 
(b) Two adjacent targets do not overlap, as water waves would, 
but are separated by a sharply defined “front” on which the wave 
trains from the two sides meet and seem to annihilate each other. 
When the two meeting waves have different periods, the front also 
propagates; the higher frequency region encroaches on its neighbor. 
What, if anything, is special about the centers of the concentric rings 
is not clearly understood. 
2. A fairly plausible mathematical model is obtained by supposing 
that the concentrations of the reactants of interest satisfy reaction- 
da&ion equations of the form: 
ct = F(c) + KV2c. (8) 
Here, c is a vector whose components are the concentrations; cf = F(c) 
are the equations of the chemical kinetics, after neglect of the long 
time-scale secular change, and other approximations used so as to 
concentrate on the oscillation. K is a (positive definite) matrix of diffusion 
constants. 
To investigate the possibility of understanding chemical waves in 
the Belousov-Zhabotinskii reaction on the basis of such mathematical 
models, a first question one might ask is whether or not Eq. (8) has 
wave-like solutions under hypotheses about the chemical kinetics F 
which are plausible for such a system; for example, in the spatially 
homogenous case described by ct = F(c), one might suppose the 
existence of a stable limit cycle. While the wave structures actually 
seen are generally circular, a further idealization to plane waves seems 
appropriate. This means that one looks for solutions of (8) of the form 
c = y(ut - a * z), where y is a 2+periodic function of its argument, 
u is the angular frequency, a the wavenumber vector, and z the spatial 
position vector. Inserting this in (8) one obtains 
uy‘ = F(y) + GKy”, (9) 
a system of ordinary differential equations whose order is twice that 
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of the chemical kinetics equations. Alternatively, one may set c = 
u(t - u -lu . z), getting instead, with /3 = a2/u2, 
u' = F(u) +/3Ku". (10) 
Here, u is to be a periodic function of its argument; once u is known 
and the period determined, u and 01 can be obtained from /3. One method 
that can be used to show that (10) h as such periodic solutions makes 
use of the Hopf Bifurcation Theorem. Let us assume about F that 
the system ct = F(c) has an unstable critical point (which by a transla- 
tion may be placed at the origin) at which the matrix M = dF(0) 
has a conjugate pair p i: @ of eigenvalues, with p and Q positive. (This 
is of course, not the same as assuming that ct = F has a limit cycle 
solution, but is a somewhat similar, and incidentally more easily verified, 
condition.) The way the Hopf theorem can be used is now easy to 
see when the diffusion matrix is scalar: K = kl, for then the linearization 
of (10) at the origin (which is also a critical point of (10)) is x’ = 
Mx + /Xx” and if Me = (p + ip)e we see that x = eeAt is a solution 
if h = p + @ + /3Kh2. Thus, when /3 = p, = p/(Kp2), h = iq; in other 
words at /I = & the linearization of (10) at its critical point has a con- 
jugate pair of pure imaginary eigenvalues. It is easy to check that, 
as /3 crosses PC from above, this pair crosses the imaginary axis trans- 
versally, so that Hopf’s theorem applies. Thus, in a neighborhood 
of (0, 0, &) in (u, u’, /3)-space, the nonlinear system (10) has a one- 
parameter family of periodic solutions. Calling the parameter a, which 
we think of as a measure of the amplitude of the oscillation, and returning 
to the form (9) we get in this way a family of 2n-periodic solutions 
y,(at - a * z) with 
0 = w(a) 
a2 = h(a). 
(11) 
These relations (11) give a parametric representation of a “dispersion 
relation” 
u = H(2) w 
for this family of nonlinear plane-waves. (Note that this differs from, 
say, nonlinear water waves in which there is a two-parameter family; 
amplitude and wavelength can be specified independently, and frequency 
is then determined.) 
It is also possible to show [I I], in a somewhat more complicated 
256 LOUIS N. HOWARD 
way but again using Hopf’s theorem, that these results hold even 
when K is not scalar, provided that it is close enough to a scalar matrix. 
Reference [II] also shows the existence of plane-wave solutions to (8) 
when c1 = F(c) has a stable limit cycle solution. These waves are not 
near the critical point, but near the limit cycle; they are of large amplitude 
in the sense that the concentrations fluctuate over a wide range, while 
the waves obtained using Hopf’s theorem are of small amplitude. 
The large-amplitude waves were obtained by a method exploiting 
the singular perturbation character of the problem for small /3, not 
by a bifurcation approach. Bifurcation methods are often useful, but 
they are not a panacea. 
3. Plane-wave solutions may be expected to give a first approximation 
to the description of circular or spiral waves more like those observed 
when the wavelength is short compared to the radius of curvature 
or other spatial variations. Thus the target patterns of Fig. 1 are 
presumably rather like plane waves away from the centers and away 
from the boundaries between different targets. (Quantitative comparison 
with experiment has not yet been possible, for various reasons, but 
there is at least some evidence suggesting that these waves do have a 
one-parameter dispersion relation.) If the plane-wave solutions are 
regarded as known, one can investigate more general solutions of (8) 
by the method of “slowly varying waves.” Formally, one introduces 
new time and space scales, T = et and Z = EZ, where E is a small 
parameter characteristic of the “slowness” of variation, e.g., something 
like (wavelength/radius) for a large circular wave-pattern. Then look 
for solutions that have an asymptotic representation for small E of the 
form c = c”(tY(Z, T)/E, 2, T) + *me, 27r-periodic in the first argument 
(“phase”) e/s. The pl ane waves themselves have this form with 
8 = UT - a * Z, u and 1 a j being given in terms of the amplitude 
parameter a by (11) and co = y,(O/e). For the more general slowly 
varying waves, one finds co = yA(B/E) where the “amplitude” is now 
a function A(Z, T) of the slow variables, and is related to the phase 
function 0 by (cf. Eq. (11)) 
4 = 44, 
1 v,e 12 = h(A). 
(13) 
If one wishes to eliminate A, paralleling (12), we get the Hamilton- 
Jacobi equation 
er = H(I ve I”) (14) 
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for the phase function ~9. This first-order equation can be effectively 
attacked by the method of characteristics, which can also be applied 
directly to the system (13). The characteristics turn out to be straight 
lines along which A and the derivatives of 6 are constant and along 
which the variation of 6 is easily computed. Thus, the evolution of 
initial data which are slowly varying waves can be well described until 
such time as the projections of the characteristics into the (2, T)-space 
intersect. In general, this will happen, and then the slowly varying 
wave-picture must break down. By analogy with gas dynamics, we say 
that a “shock” forms. As with inviscid gas dynamics, it is here possible 
to extend the applicability of the slowly varying wave description by 
accepting the shocks as discontinuities and from other considerations 
(e.g., conservation of phase) giving a rule for their propagation. Such 
shocks are thought (by Kopell and me, at least) to be models for the 
sharp transition zones between different target patterns. 
4. To obtain a more satisfactory understanding of the shocks and 
to derive the conditions characterizing their propagation, one should 
return to the full reaction-diffusion equations and, at least in certain 
idealized cases, show that they do have solutions with a “shock 
structure,” a region of transition between two different plane wave 
solutions. This can be done for the case of a shock structure joining 
two plane-wave solutions with nearly equal wavenumbers and fre- 
quencies, by bifurcation methods similar to those used by Foy for the 
weak gas dynamic shock structure problem. The problem reduces to 
finding a trajectory joining two critical points which can be regarded 
as having arisen from a bifurcation with a simple eigenvalue crossing 
zero. In this weak shock case, the thickness of the transition zone is 
considerably larger than a wavelength (though still small compared 
to the scale of the slow variation). The prominent interfaces between 
different target patterns in Fig. 1 are, however, thinner than a wavelength. 
These are transitions between waves whose wavenumbers, though 
possibly not too different in magnitude, are oppositely directed-they 
must be regarded as strong shocks. They cannot be investigated in 
the same way as the weak ones. However, by introducing an artificial 
parameter into the kinetics, it is possible to treat the case of a shock 
layer between two oppositely directed but otherwise identical plane 
waves by a bifurcation method. Here again, the problem reduces to 
finding a trajectory joining two critical points; they have here arisen 
from a bifurcation point at which 0 is a triple eigenvalue. (It was this 
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problem which led to some of the investigations of [7]). Some further 
details about these shock structure problems are given in [12]. A full 
account is to appear in [13], a paper which, due to the pressures of 
writing up symposium talks [12, 14, 151, is still in preparation. 
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