Abstract. We study the local equivalence problems for real-analytic manifold M which is formally (biholomorphically) equivalent to the model
Introduction and Main Result
This paper continues the author's research [4] , [6] , [7] , [8] regarding real submanifolds in C N+1 defined near C.-R. Singularities [3] and the local equivalence problem. If T c q M is the complex tangent space of M at q, we recall [4] that p = 0 is called C.-R. Singularity [3] of the real submanifold M ⊂ C N+1 , if p = 0 is a jumping point for the mapping M ∋ q → dim C T c q M . The main result presented is the following: Theorem 1.1. Let (w, z 1 , . . . , z N ) be the coordinates in C N+1 . Let M ⊂ C N+1 be the following real-analytic submanifold Assume moreover that M is formally equivalent to the following model Our result has been proven in C 2 by Moser [32] for λ 1 = 0, being known as the Theorem of Moser [32] . More generally, Huang-Yin [21] obtained this result for λ 1 = · · · = λ N = 0 in C N+1 and also the author in more general situations adapting the approach of Moser [32] . Another version of this result has been obtained by in C 2 , for 0 < 2λ 1 < 1. The author proved [8] a similar result when the model (1.3) is perturbated by terms of degree 3. Motivated by Gong-Lebl [20] , his approach [8] was based on trying to understand the C.-R. structure existent near a C.-R. Singularity. That approach [8] does not apply in this situation (1.1).
Our result is proven using the following approach. We firstly construct a partial normal form imposing convenient normalizations derived from Fischer Decompositions [35] . More precisely, it is required to consider certain Fischer Normalization Spaces recalling the strategy from [6] . This procedure leaves underdetermined an infinite number of parameters making the formal (holomorphic) equivalence possibly divergent. These undetermined parameters are eliminated using compositions with formal automorphisms of the model (1.3) . Then the convergence of normalized formal (holomorphic) equivalence is concluded using [8] the iterating approach from Moser [32] after there are made suitable estimations using the natural presence in the local computations of the following matrix Then Moser's method [32] applies and the result follows recalling procedures from [8] . Moreover, the considered approach allows to develop a formal normal form for a certain class of real-formal submanifolds. Again, the Fischer Decomposition [35] simplifies the local defining equations by imposing convenient normalization conditions. In particular, we obtain a formal normal form in C 2 different than MoserWebster's Normal Form [31] applying indirectly the construction procedure of Huang-Yin's Normal Form [22] . However, our considered situation is very different due to the very complicated interactions of terms in the local defining equations. This is the reason why our construction is just formal. The convergence of this normal form is not obvious.
Ingredients
Let (z, w) = (z 1 , . . . , z N , w) be the coordinates in C N+1 . We approach the situation following indications from my professor [37] . In particular, we study how a formal (holomorphic) equivalence occurs the local defining equations, from where there are derived convenient estimations using the radius of convergence. We proceed as follows.
2.1. Transforming Equations. Let M ⊂ C N+1 be a real-formal submanifold defined near p = 0 as follows
where Q (z, z) is real-quadratic form and ϕ k (z, z) is a polynomial of degree k in (z, z), for all k ≥ 3.
We consider also another real-formal submanifold M ′ ⊂ C N+1 defined near p = 0 as follows
where ϕ ′ k z ′ , z ′ is a polynomial of degree k in z ′ , z ′ , for all k ≥ 3. Let (z ′ , w ′ ) = (F (z, w), G(z, w)) be a formal equivalence between M and M ′ which fixes the point 0 ∈ C N+1 . Thus, for w defined by (2.1), we have In order to understand better the interactions of terms in (2.3), we write as follows We obtain that G 0,0 (z) = 0, F 0,0 (z) = 0, because the equivalence (2.4) fixes the point 0 ∈ C N+1 . Collecting the terms of bidegree (1, 0) and (1, 1) in (z, z) from (2.5), we obtain G 1,0 (z) = 0 and Im G 0,1 = 0, because (2.6) G 0,1 (z, z) = Q (F 1,0 (z), F 1,0 (z)) .
We move forward with these computations assuming We can thus assume that G 0,1 (z) = 1, The interactions of the homogeneous terms of the formal equivalence (2.4) is more complicated in this situation from (2.5) than in [4] . The computational obstacles are eliminated using iterative Fischer Decompositions [35] as follows. [35] . Recalling the strategy from [6] , we define by (2.8) the following differential operator (2.9)tr = ∂ 2 ∂z 1 ∂z
Fischer Decompositions
This is just the Fischer differential operator associated to the polynomial (2.7). It may be seen as analogue of the trace-operator considered by the author [4] under the supervision of his professor [37] in order to construct normal forms [4] . Recalling the Fischer Decomposition from Shapiro [35] , we write uniquely as follows (2.10) P (z) = A(z, z)Q(z, z) + B(z, z), wheretr (B(z, z)) = 0, for any given homogeneous polynomial P (z). In particular, there exist the following Fischer Decompositions tr (z l + 2λ l z l ) z J = 0, for J = (j 1 , j 2 , . . . , j N ) ∈ N N with j 1 + j 2 + · · · + j N ≥ 2, for all l = 1, . . . , N .
We can choose for instance N = 3 and I = (1, 1, 1) or l = 1 and J = (0, 1, 1) in order to have (2.13) satisfied. Therefore, it is naturally required to define the following sets (2.14) S = I = (i 1 , i 2 , . . . , i N ) ∈ N N such thattr z I = 0 and i 1 + i 2 + · · · + i N ≥ 3 ,
T l = J = (j 1 , j 2 , . . . , j N ) ∈ N N such thattr (z l + 2λ l z l ) z J = 0 and j 1 + j 2 + · · · + j N ≥ 2 , for all l = 1, . . . , N .
These sets from (2.14) play important roles in order to define Fischer Normalization Spaces [6] that shape the partial normal form. The generalized version of the Fischer Decomposition [35] is widely applied by separating the real parts and the imaginary parts of the local defining equation at each degree level. We proceed as follows.
2.3.
Fischer G-Decompositions [8] , [7] . For fixedĨ ∈ S of length p, we consider the following Fischer decomposition
These homogeneous polynomials A(z, z) and C(z, z) are uniquely determined according to Shapiro [35] . We compute them straightforwardly from (2.15) writing as follows
We have to understand the contributions of the terms from (2.16) in (2.15). We observe by (2.12) that (2.17)
where
Let's compute. We have (2.18)
Let's compute more. We have (2.19 
concluding by (2.15) that 
The interactions of homogeneous terms in (2.21) are very complicated. We have thus to organize all these terms in (2.21) depending on their contributions at each degree. We obtaint
where we have used by (2.12) the following notations (2.23)
where there are used the following standard notations
It is obvious the non-triviality of the interactions of terms in (2.22) and (2.23). It is thus required to introduce new notations having the purpose of better organizing further complicated computations. We consider thus by (2.12), (2.23) and (2.24) the following vectors
. . .
. .
. . 
where we have used by (2.12) and (2.24) the following matrix 
where we have used by (2.12) and (2.24) the following matrix (2.29) 
where we have used by (2.12) and (2.24) the following matrix (2.31)
It is obvious that the matrix Λ does not generally commute with any of the matrices A, A ′ , A ′′ . This matrix Λ plays fundamental roles in making convenient estimates of the radius of convergence from the local defining equations. 
we obtain by (2.20), (2.21) and (2.32) the following
where its matrix elements are defined as follows (2.35)
It remains to explain the matrices considered in (2.35). These occurring matrices are defined as follows.
The matrices O
k , for all k=1,. . . ,p+1. Occurring from (2.20), we have used in (2.35) the following matrices
Then (2.37) defines in (2.35) also the following matrices
and respectively
We move forward.
The matrices O k , V k , W k , for all k=1,. . . ,p+1. Respecting the lexicografic order, the first matrix from (2.26) induces by (2.12), (2.21), (2.24), (2.37) and (2.27) the following matrices 
for all k = 1, . . . , p + 1. Here
This matrix (2.40) has the characteristic that i k j k stays on the diagonal entry of the following row
according to the corresponding lexicografic order, otherwise having only 1 on the diagonal entries.
Similarly, we consider by (2.12), (2.24) and (2.26) the following matrices
This matrix (2.41) has the characteristic that i k j k λ k stays on the diagonal entry of the following row
according to the corresponding lexicografic order, otherwise having only 1 on the diagonal entries. Then (2.41) induces by (2.12), (2.24) and (2.26) analogously another matrices denoted as follows
having the characteristic that i k j k λ k stays on the diagonal entry of the following row
according to the corresponding lexicografic order, otherwise having only 1 on the diagonal entries. Therefore in (2.35), the following matrices are by (2.40), (2.41) and (2.42) naturally defined as follows (2.43)
It is however necessary to better explain these products from (2.43). It suffices to show their commuting property, because their presence is obvious in (2.43). It suffices to make simple computations using the following simple matrices
where ⋆ and * stay on different non-diagonal entries, and respectively
where again where ⋆ and * stay on different diagonal entries. We have
, and respectively (2.47) 
Respecting the lexicografic order, the first matrix from (2.28) induces by (2.12), (2.24), (2.21), (2.29) and (2.37) the following matrices
This matrix (2.48) has the characteristic that (i k − 1) i k λ k stays on the diagonal entry of the following row
according to the corresponding lexicografic order, otherwise having only 1 on the diagonal entries. According to the lexicografic order, the second matrix from (2.28) induces similarly by (2.12) and (2.24) the following matrices
This matrix (2.49) has the characteristic that (i k − 1) i k λ 2 k stays on the diagonal entry of the following row (i 1 , . . . , i N ; j 1 , . . . , j N ) , according to the corresponding lexicografic order, otherwise having only 1 on the diagonal entries.
Then (2.49) induces by (2.12), (2.24) and (2.28) another matrices denoted as follows
This matrix (2.50) has the characteristic that (i k − 1) i k λ 2 k stays on the diagonal entry of the following row
Therefore in (2.35), the following matrices are by (2.48), (2.49) and (2.50) naturally defined as follows (2.51) 
This matrix (2.52) has the characteristic that (j k − 1) j k λ k stays on the diagonal entry of the following row
Similarly as previously, we consider by (2.12) and (2.24) the following matrices
This matrix (2.53) has the characteristic that (j k − 1) j k λ 2 k stays on the diagonal entry of the following row
according to the corresponding lexicografic order, otherwise having only 1 on the diagonal entries. Then (2.53) induces by (2.12) and (2.24) another matrices denoted as follows
This matrix (2.54) has the characteristic that (j k − 1) j k λ 2 k stays on the diagonal entry of the following row
according to the corresponding lexicografic order, otherwise having only 1 on the diagonal entries. Therefore, in (2.35) the following matrices are by (2.40), (2.41) and (2.54) defined as follows (2.55)
We were using the following obvious observation
It is crucial now to observe now the invertibility of the following matrices (2.57) 
where (2.37) is satisfied, for all k = 1, . . . , p + 1. We were using the following notations
up to the last column defined as follows
but excepting the k-column which is defined as follows It suffices to show the invertibility of the matrices from (2.58) making simple substractions between the rows and columns of (2.58). For instance, we can substract the first non-trivial row from the other non-trivial rows in (2.58). Then we substract the resulted first non-trivial column from the other non-trivial columns in (2.58). Then the invertibility of (2.57) becomes clear in the view of (2.46) and (2.47).
We are ready to analyse now the system of equations (2.34). We make simplifications recalling (2.57). It is thus equivalent to
where its matrix elements are by (2.35) defined as follows (2.60)
Choosing l = p, we obtain (2.81)
where we have used the following matrices (2.82)
where we have used the following matrix 
Walking backwards among the equations inductively in (2.85), we obtain (2.88)
Now, the system of equations (2.34) is solved.
2.4. Important Remarks. Let n ∈ N ⋆ . It is defined the following norm
For instance, we have
These concepts are fundamental in order to move forward. It is desired to make convenient estimations for the solution of (2.34) with respect to the matrix Λ. The computations impose to use of the norms of the occurring matrices. It remains however to better explain some of the invertible matrices from previous computations. Recalling the arguing for showing the invertibility of the matrix (2.58), we obtain Lemma 2.1. Let v 1 , . . . , v k , . . . , v N , α ∈ C such that α = 0. Then we have invertibility for the following matrix 
where only v k + α is situated on the diagonal entry of the corresponding row for some k ∈ 1, . . . , N , otherwise having only 1 on the other diagonal entries of this matrix.
This lemma is fundamental for showing the invertibility of those matrices occurring in (2.62), (2.65), (2.69), (2.72), (2.78), (2.80), (2.82), (2.84), because this fact was skipped throughout previous computations. Then the solution is computed according to the procedure described by (2.86), (2.87) and (2.88). These computations lines are used also in order to make suitable estimations by concluding elementary convenient inequalities and estimations.
Recalling (2.57), it becomes clear the invertibility of the matrix M 1,1 and thus (2.62) has sense. We have also to show that (2.65) has sense. It remains just to conclude invertibility for the following matrix (2.91)
or equivalently existence for the following matrix (2.92) 1
.
Before going further, we make the following observations. If a ∈ C, then (2. 
when the entry on which a is placed is not a diagonal entry of the previous matrix. Hence this entry can be any entry from above the diagonal entries or from beneath of the diagonal entries of this matrix from (2.95). Obviously, any matrix can be written as product of more simple matrices. This remark is useful in order to make convenient estimations of the norm (2.89) using (2.95) for each of the following matrices
It is required also to recall the decompositions as products of simple matrices from (2.43), (2.51), (2.55). Then the above matrices can be written as products of simple matrices as in (2.43), (2.51), (2.55). Recalling now (2.35) and (2.62), it suffices to consider the following matrices
The product of all these matrices defines (2. 
for suitable α,α ∈ 1, . . . , N p and suitable l ′ ,l ′ ∈ 1, . . . , N , satisfying the following properties (2.99)
for suitable α,α ∈ 1, . . . , N p and l ′ ,l ′ ∈ 1, . . . , N .
It is important to observe the following approximation
where N 0 ∈ N is conveniently chosen such that N 0 > N . Here clearly N 0 = N 0 (p). We also have
In the view of (2.99), (2.100), (2.101), we obtain the following approximation
concluding by Lemma 2.1 the invertibility of the matrix (2.91). It follows also that (2.103) 1
Next, we show that (2.78) has sense by concluding invertibility for the following matrix (2.104)
We make convenient estimations of the norm (2.89) using (2.95) for each of the following matrices
It is required again to recall the decompositions as products of simple matrices from (2.43), (2.51), (2.55). Then the above matrices can be written as products of simple matrices as in (2.43), (2.51), (2.55). Recalling now (2.35) and (2.62), it suffices to consider the following matrices (2.106)
The product of all these matrices (2. 
for suitable α,α,α ∈ 1, . . . , N p and suitable l ′ ,l ′ ,l ′ ∈ 1, . . . , N , satisfying the following properties (2.108)
We firstly prove that (2.105) holds for l = 3 trying to perform induction on l = 3, . . . , p − 1. Recalling (2.35), (2.62) and (2.65), we apply the above procedures on the following matrix
concluding the following
because clearly l ′ =l ′ =l ′ , being considered a very careful analysis during all the previous computations. Recalling by (2.100) and (2.101), we have
resulting by (2.103) the following evaluation (2.112)
which concludes by Lemma 2.1 the invertibility of the matrix (2.109). It follows also by (2.110) that (2.113) 1
Let us prove now that (2.105) holds for l = 4 trying to perform induction on l = 3, . . . , p − 1. Recalling (2.35), (2.62) and (2.65), we apply the above procedures on the following matrix 2.5. Fischer Normalization G-Spaces [7] , [8] . The Fischer Decomposition from (2.15) gives (2.123) z I = A I (z, z)Q(z, z) + C I (z, z), wheretr (C I (z, z)) = 0.
where I ∈ S having length p. The set of polynomials derived from (2.123) dictates normalizations defining certain Normalization Spaces. Their existence follows iteratively from the generalized version of the Fischer Decomposition [35] . For given P (z, z) real homogeneous polynomial of degree p ≥ 1 in (z, z), we have (2.124)
, where Q ⋆ (R 1 (z, z)) = 0 and:
, where Q ⋆ (R k+1 (z, z)) = 0 and:
where all these occurring polynomials P (z, z), P 1 (z, z), P 2 (z, z), . . . , P k (z, z), . . . and R 1 (z, z), R 2 (z, z), . . . , R k (z, z), . . . are obtained iteratively using generalized versions of the Fischer Decomposition [35] . Here k = 1, . . . , p 2 . Recalling strategies from [8] and [7] , we define
is a real-valued polynomial of degree p ≥ 1 in (z, z) satisfying the normalizations:
for P 0 (z, z) = P (z, z) and for all k = 0, . . . ,
In order to show that the Fischer Normalization Spaces (2.125) uniquely determine the G-component of the transformation (2.4), it is required to show the linear independence, considering complex numbers, of the following set of polynomials (2.126)
In particular, showing the linear independence of these polynomials implies (2.127) a I = b I , for all I ∈ N N having length p ≥ 3.
We prove this recalling (2.5). Moreover, we consider the Fischer Decompositions (2.124) choosing
The computation of the G-component of the mapping (2.4) is effectuated iteratively by imposing the generalized Fischer normalization conditions described by (2.125). The computations are difficult thus to conclude due to the overlapping of the following homogeneous polynomials C I (z, z), C I (z, z), for all I ∈ S having length p.
The reality of the polynomial P (z, z) does not guarantee the reality of the homogeneous polynomials involved in the Fischer Decompositions from (2.124). In particular, the polynomials R 1 (z, z), R 2 (z, z), . . . , R k+1 (z, z) are uniquely determined by the Fischer Decomposition [35] , but it is not clear if these polynomials are real valued. The non-triviality of the Fischer Decomposition [35] forces the use of (2.132) recalling (2.32), and then to restrict the computations on the pure parts of the above polynomials.
Returning to the study of the linear independence of the polynomials from (2.126), we assume
I∈N N |I|=p
x I C I (z, z) + y I C I (z, z) = 0, where x I , y I ∈ C for all I ∈ N N with |I| = p, or equivalently (2.128)
x I C I (z, z) + x I C I (z, z) + y I C I (z, z) − x I C I (z, z) = 0, where x I , y I ∈ C for all I ∈ N N with |I| = p.
We separate the imaginary part from the real part in (2.128). Then, we restrict the computations using polynomials in (z, 0) and (0, z) in the identity resulted from (2.128). We obtain (2.129) 
Immediately from (2.123), we obtain (2.132)
, for all I ∈ S having length p. 
This matrix has the characteristic the middle entry containing λ k stays on the diagonal entry of the following row 
and V (z 1 , z 2 , . . . , z N ) is a known homogeneous polynomial in (z 1 , z 2 , . . . , z N ) of degree p − 2. Here
It is clear that (2.136) has unique solution due to the existences of the following matrices (2.138) 1
Moreover, we have
These conclusions (2.138) and (2.139) may be achieved exactly as previously as (2.113) and (2.119).
2.6. Fischer F-Decompositions [8] , [7] . We consider the following Fischer Decompositions
These homogeneous polynomials A 1 (z, z), . . . , A N (z, z) and C 1 (z, z), . . . , C N (z, z) are uniquely determined according to Shapiro [35] . There are computed directly from (2.15) writing as follows
We apply the operatortr in (2.140) using (2.141) and recalling (2.17) and (2.18). We obtain λ 2 1j1 On the other hand, we havet Using the standard lexicografic order corresponding to (z 1 , z 2 , . . . , z N , z 1 , z 2 , . . . , z N ), we extract homogeneous terms in (2.142) using (2.141) and (2.143) considering onwards the following vectors
I,0 , . . . , a
I,J , a where p =j 1 + · · · +j N recalling (2.140). Again, we construct systems of equations extracting homogeneous terms in (2.20) . Defining . . , 0, 0, 0, . . . , 0, 0, 0, . . . , 0, 0, 0, . . . , 0, 0, 0, . . . , 0, 0, 0, . . . , 0, 0, 0, . . . , 0) t , we obtain by (2.142) and (2.144) the following system of equations (2.147)
where its matrix elements are defined similarly as in (2.35). We have (2.148)
It remains to explain the matrices considered in (2.148). These occurring matrices are defined as follows.
The matricesÕ
k , for all k=1,. . . ,p+1. Occurring from (2.20), we have used in (2.148) the following matrices
where (2.36) is respected by the following matrices
Then (2.37) defines in (2.148) also the following matrices
where (2.38) is respected by the following matrices
where (2.39) is respected by the following matrices
We move forward. The matricesÕ k ,Ṽ k ,W k , for all k=1,. . . ,p+1. Respecting the lexicografic order, the first matrix from (2.26) induces by (2.12), (2.21), (2.24), (2.37) and (2.27) the following matrices
for all k = 1, . . . , p + 1. Here j 1 + j 2 + · · · + j N = k − 1 and (2.40) is respected by the following matrices
for all k = 1, . . . , p + 1. Here j 1 + j 2 + · · · + j N = k − 1 and (2.41) is respected by the following matrices
. Then (2.41) induces by (2.12), (2.24) and (2.26) analogously another matrices denoted as follows
for all k = 1, . . . , p + 1. Here j 1 + j 2 + · · · + j N = k − 1 and (2.42) is respected by the following matrices
. Therefore in (2.148), the following matrices are by (2.40), (2.41), (2.42), (2.155), (2.157) and (2.159) naturally defined as follows (2.161)
for all k = 1, . . . , p + 1. Here j 1 + j 2 + · · · + j N = k − 1 and (2.48) is respected by the following matrices
, According to the lexicografic order, the second matrix from (2.28) induces similarly by (2.12) and (2.24) the following matrices
. Then (2.49) induces by (2.12), (2.24) and (2.28) another matrices denoted as follows
for all k = 1, . . . , p + 1. Here j 1 + j 2 + · · · + j N = k − 1 and (2.49) is respected by the following matrices (2.35) , the following matrices are by (2.48), (2.49), (2.50), (2.162), (2.164) and (2.166) naturally defined as follows (2.168)
k , for all k=1,. . . ,p+1. Analysing more (2.21) and (2.22) respecting the corresponding lexicografic order, the first matrix from (2.30) induces by (2.12), (2.21), (2.24), (2.31) and (2.37) the following matrices
for all k = 1, . . . , p + 1. Here j 1 + j 2 + · · · + j N = k − 1 and (2.53) is respected by the following matrices
, Similarly as previously, we consider by (2.12) and (2.24) the following matrices
, Then (2.53) induces by (2.12) and (2.24) another matrices denoted as follows
for all k = 1, . . . , p + 1. Here j 1 + j 2 + · · · + j N = k − 1 and (2.54) is respected by the following matrices 
It is crucial now to observe now the invertibility of the following matrices (2.176)
, for all k = 1, . . . , p + 1. We recall (2.36), (2.40), (2.43), (2.49), (2.51), (2.54) and (2.55). We obtain
where (2.37) is satisfied, for all k = 1, . . . , p + 1. Here j 1 + j 2 + · · · + j N = k − 1 and (2.54) is respected by the following matrices
We are ready to analyse now the system of equations (2.179). We make simplifications recalling (2.57). It is thus equivalent to
where its matrix elements are by (2.148) defined as follows (2.180)
, for all k = 1, . . . , p,
We proceed as follows in order to simplify furthermore this system of equations from (2.179). We recall its first equation
where we have used the following matrices
Making substraction from the second equation in (2.179) using (2.181), we obtain
where we have used the following matrices 
Recalling (2.66) and (2.67), we obtain (2.187)
where we have used the following matrices . .
We can apply induction in order to make further general computations, for l ≥ 3. Assume
We recall the equation l from (2.59). We recall also the substraction from the equation ( 
such that (2.78) is respected by the following matrices
and respectively, such that (2.78) is respected by the following matrices
These recurrences of matrices are crucial for making relevant computations in order to simplify (2.179), which is equivalent to 
Walking backwards among the equations inductively in (2.197), we obtain (2.200)
Now, the system of equations (2.197) is solved.
2.7.
Fischer Normalization F-Spaces [7] , [8] . The Fischer Decomposition from (2.140) gives
The set of polynomials derived from (2.201) dictates normalizations defining certain Fischer Normalization Spaces. The existence of these Normalization Spaces follows iteratively from the generalized version of the Fischer Decomposition [35] . For given P (z, z) real homogeneous polynomial of degree p ≥ 1 in (z, z), we have (2.202)
, where Q ⋆ (R 1 (z, z)) = 0 such that:
, where Q ⋆ (R k+1 (z, z)) = 0 such that:
where all these appearing polynomials P (z, z),
. . in (2.202) are obtained iteratively using generalized versions of the Fischer Decomposition [35] . Here k = 0, . . . ,
Recalling strategies from [8] and [7] , we define
In order to show that the Fischer Normalization Spaces (2.203) uniquely determine the F -component of the transformation (2.4), it is required to show the linear independence, considering complex numbers, of the following set of polynomials
, for all p ∈ N ⋆ and l = 1, . . . , N .
In particular, showing the linear independence of these polynomials implies (2.205) a l,J = b l,J , for all J ∈ N N having length p − 1 ≥ 2 and l = 1, . . . , N .
The computation of the F-component of the mapping (2.4) is effectuated iteratively by imposing the generalized Fischer normalization conditions described by (2.203) . The computations are difficult thus to conclude due to the overlapping of the following homogeneous polynomials
, for all J ∈ T l having length p − 1 and l = 1, . . . , N .
There are recalled previous arguments. We assume
where x l,J , y l,J ∈ C, for all J ∈ N N with |J| = p − 1 and l = 1, . . . , N , or equivalently
where x l,J , y l,J ∈ C, for all J ∈ N N with |J| = p − 1 and l = 1, . . . , N .
We separate the imaginary part from the real part in (2.128). Then, we restrict the computations using polynomials in (z, 0) and (0, z) in the identity resulted from (2.128). We obtain (2.207)
where x l,J , y l,J ∈ C, for all J ∈ N N with |J| = p − 1 and l = 1, . . . , N , which clearly concludes (2.205) .
The computations are difficult to be concluded immediately. It is necessary to return in (2.85) in order to study more carefully the computations of its solution recalling (2.86), (2.87) and (2.88) together with (2.83), (2.83), (2.79), (2.77), (2.71), (2.68), (2.66), (2.64) and (2.61). Now, for any given multi-index
similarly somehow to (2.26), (2.28), (2.30) and (2.12), we consider by (2.130) the following vector
Immediately from (2.123), we obtain (2.210)
Then each very consistent sum of terms multiplied by λ 1 z 2 1 , . . . , λ N z 2 N in (2.132), generates by (1.4) and (2.211) the following terms
Similarly as previously to (2.40), (2.41), (2.48), (2.49), (2.52), (2.53), we consider by (2.130) the following matrices It is clear that (2.213) has unique solution due to the existences of the following matrices (2.215) 1
Moreover, we have (2.216) 1
These conclusions (2.215) and (2.216) may be achieved exactly as previously as (2.113) and (2.119).
2.8. The Fischer Norm [35] . We denote by H k the space of all homogeneous polynomials of degree k in z = (z 1 , z 2 , . . . , z N ). Then the Fischer inner product [35] is defined as follows
Then the Fischer norm [35] is defined as follows
where |I| and I! are classically defined in (2.218) recalling notations from Shapiro [35] . We make simple computations using the Fischer inner product from (2.217). We obtain Lemma 2.2. Let f (z), g (z) ∈ H k defining the orthogonal decomposition f (z) = g (z) + h (z) with respect to the Fischer inner product. Then the following holds
Actually, we apply the strategy from [7] , where the Fischer norm [35] gives convenient approximations with respect to the convergence radius of power series defining real-analytic submanifolds. These estimations are derived from the local transforming equations. We proceed as follows. Let P (z, z) be defined respecting (2.124) or (2.202). Then according to Lemma 2.2, we clearly have (2.219)
where · is just the Fischer norm defined in (2.218). Analogously, we have (2.220)
These two estimates (2.219) and (2.220) are fundamental in order to recall computations from [7] , especially Remark 3.1 from [7] , by making a suitable process of induction. More precisely, we continue this procedure considering similar a decomposition on P 2 (z, z).
Normalizations
Summarizing all the previous computations of the formal transformation (2.4), we obtain the following result Proposition 3.1. Let M ⊂ C N+1 be a real-formal submanifold defined near p = 0 as follows
where ϕ k (z, z) is a polynomial of degree k in (z, z), for all k ≥ 3, such that (1.2) is satisfied. Then there exists an unique formal transformation defined as follows
Fm,n(z)w n , m,n≥0
where Gm,n(z), Fm,n(z) are homogeneous polynomials of degree m in z, normalized as follows
which sends M into the following partial normal form
where ϕ ′ k (z, z) is a polynomial of degree k in (z, z), for all k ≥ 3, such that there are satisfied the following normalizations
This is just a partial normal form, because (3.3) describes an infinite number of parameters acting on the local defining equation. Recalling the approach from [8] , we immediately obtain the following This result is actually obtained from the following Clearly, this group of formal automorphisms is infinite dimensional. Its action on the local defining equation in may be further detected using careful computations in the local defining equations using some non-degeneracy conditions. We obtain: 3.1. Analogue of the Normal Form [4] . Similarly to the situation from [4] , it is possible to consider more normalization conditions beside (3.5) in (3.4), because (3.3) describes an infinite number of parameters acting chaotically in (3.4) . In order to determine them, it is introduced the following non-degeneracy condition where Gm,n(z), Fm,n(z) are homogeneous polynomials of degree m in z, which sends M into (3.9) such that (3.5) holds and also This (formal) normal form may be seen as analogue of the normal form from [4] . Clearly, we not hope for more simple normalization conditions. This situation does not even allow to define systems of weights as in [7] , [22] in order to detect the contribution of the undetermined parameters from (3.3), but these parameters are determined using careful computations in the local defining equation (3.4) .
It is clear that it is useless is the following model we obtain the following action on the local defining equation higher dimensional degree terms
recalling computations from [4] . Then (3.11) follows because of the non-degeneracy condition (3.7). It remains to explain the importance of the non-degeneracy condition from (1.2). We have the following overlapping of terms Now, let's have a look on the pure terms generated by those two overlapping expressions. It becomes by making direct computations clear that because of (1.2) we can compute uniquely the above polynomials. The rest of details are left to the reader.
Application of Moser's Methods[32]
We apply the classical rapid iteration procedure of Moser [32] following computations from Huang-Yin [21] , Coffman [11] , [12] and Gong [18] . In particular, the proof of Theorem 1.1 has as model the proof of the Generalization [21] of Huang-Yin [21] of the Theorem of Moser [32] . We proceed by recalling the lines from [8] as follows in order to apply the rapid iteration procedure of Moser [32] .
4.1. Settings from Huang-Yin [21] and Moser [32] . We consider R := (r, . . . , r) and we define the following domains ∆r = (z, ξ) ∈ C N × C N , |z i | < r, |ξ i | < r, for all i = 1, . . . , N . , Dr = (z, w) ∈ C N+1 ; |z i | < r, |w| < r 2 (N + 2λ 1 + · · · + 2λ N ) , for all i = 1, . . . , N , . where E (Z, ξ) is a holomorphic function defined over Dr, and where respectively h (Z, W ) is a holomorphic function defined over ∆r. These domains and notations are used later in order to use the methods based on Moser's rapid convergence arguments. Following Moser [32] , we define also the following real numbers (4.3) 1 2 < r ′ < σ < ρ < r ≤ 1, ρ = 2r ′ + r 3 , σ = 2r ′ + ρ 3 , n ∈ N ⋆ .
We also recall here Lemma 4.5 of Huang-Yin [21] that will be applied later: then we obtain (4.8)
where we have Ord (E ′ (z, z)) ≥ 2d − 2. In order to apply Moser's iteration arguments [32] in our case (1.1) we need to make firstly suitable estimations for the formal holomrphic transformation (2.4). The F -component of the transformation is computed by the general transformation equation (2.5) taking in consideration (2.215) and (2.216). We obtain the following 
where λ ∈ {1, . . . , N }, where J 2d−3 (E (z, ξ)) is the polynomial defined by the Taylor expansion of E (Z, ξ) up to the degree 2d − 3 and ∇ represents the gradient.
4.4.
Proof of Theorem 1.1. The proof follows from arguing exactly as in [8] adapting the iterations from Moser [32] and Huang-Yin [22] .
