Abstract
Introduction
Slopeland hazards and debris flow are two major types of disaster in Taiwan. The maximum rainfall during typhoon MORAKOT in 2009 was 3,500 mm (see Fig.1 ) and more than 31,800 ha of new slump was produced. As most of the newly created slump was in slopeland and mountain areas, the risk of debris flow dramatically increased. Preventing further disasters and identifying debris flow influenced areas therefore become urgent tasks. Effectively managing all related data and promptly issuing earlywarning messages to residents living in the debris flow influenced areas are major challenges to the local governments. In Taiwan, tremendous efforts have been made by the governments to improve the production, sharing, integration, and infrastructure of slopeland-hazard warning systems, most of them adopt Web technology to distribute data [1] . Over the past few years, the local governments have accumulated a lot of experiences in emergency responses, but a more complete, efficient, and effective data exchange mechanism is still necessary to further improve the management of disaster information. Since applications like disaster information management often require a huge volume of geospatial data to be collected and exchanged during a very short period of time, a service-based architecture that can improve the communication between the data providers and users appears to be the answer for resolving many current difficulties.
Data sharing and interoperability have long been two major technology bottlenecks to the GIS community. The Open Geospatial Consortium (OGC) developed the OpenGIS technology to resolve such impediments. Via open web service interfaces, the OGC proposed a service-based solution for the sharing and interoperability of heterogeneous geospatial data from various resources. This OpenGIS framework has been widely used in many web-based applications for exchanging geospatial data [2] [3]. In recent years, an increasing number of applications in disaster prevention and predication have been developed with service-oriented architecture (SOA) technology [4] [5] . For example, Friis-A Geospatial Service Approach towards the Development of a Debris Flow Early-warning Systems Min-Lang Huang, Jung-Hong Hong Christensen et al. [6] developed a basic architecture of the Distributed Geographic Information Processing (DGIP) applications based on service chaining for forest fire risk mapping. Their results indicated that it is better to send data by reference and using the cascaded control approach to monitor the workflow execution of an application is more complex than using the centralized control flow. In addition to data distribution, the issue of data processing also received a lot of attention from the GIS community. The OGC Web Processing Service (WPS) specification [7] was developed to serve as a common foundation for implementing processing services via web service. A number of current GIS software packages already offer application development environments that comply with the WPS specification. Degree (http://download.deegree.org/) and 52º North (https://52north.org/) are two opensource examples. There have also been many progress on WPS implementation, for example, Kubik [8] made a comprehensive comparison of two approaches for developing WPS: plWPS (.NET-based solution) [9] and jWPS (JAVA-based solution) [10] . Lanig and Zipf [11] introduced a prototype that combines WPS and grid computing to process and analyze massive digital elevation models (DEM). In Taiwan, most of the debris flows are triggered by rainfall. During the typhoon season (from July to September), the staff of the Soil and Water Conservation Bureau (SWCB) in the disaster response center (DRC) are responsible for continuously monitoring the rainfall data provided by the Central Weather Bureau (CWB) and issue red warning messages if the rainfall reaches the specified threshold value for debris flow warning. A timely early-warning message allows residents living in the debris flow influenced areas to safely evacuate, but such a decision must be based on various types of data dynamically collected from different organizations. To improve the interoperability of heterogeneous geospatial data in the application of debris flow warning, a service-based real-time rainfall grid data and debris data distribution system based on the OGC WMS, WFS, WCS, and WPS standards (http://www.opengeospatial.org/standards/) is developed and tested in this paper. The rest of the paper is organized as follows: Section 2 introduces the use case. Section 3 introduces the components for distributed geographic information processing. The work flow, data flow and some of the test results are discussed in Section 4. Finally, the major findings and a discussion of future work are given in Section 5. 
Use case
The following discussion of the use case focuses on how service technology is used for the development of debris flow early-warning systems. The SWCB are responsible for determining a new rainfall threshold value for debris flow warning after a heavy hazard event occurs (e.g., typhoon, heavy rain, or earthquake). According to [12] , there are 1,552 potential debris flow torrents (PDFTs) in Taiwan in April, 2010, each has its own rainfall threshold value. When the accumulated rainfall reaches the threshold value, the staff in the DRC must issue a red warning message via the debris flow disaster prevention system (http://246.swcb.gov.tw/) to the local governments. This message indicates whether residents living in the debris flow influenced areas need to evacuate or not.
To reach such conclusions, three processing services are required: A. Watershed rainfall calculation: This service returns the accumulated rainfall of PDFTs calculated with respect to its corresponding watershed. B. Rainfall warning service: This service returns a message (yes or no) depending on the comparison of accumulated rainfall and threshold values. C. Resident information retrieval: This service returns the contact information of the residents living in the debris flow influenced areas. The conceptual workflow of the use case is shown in Fig. 2 . In the first three steps, the data of debris flow, threshold value and real-time rainfall are respectively accessed from their responsible organizations. The fourth step calculates the accumulated rainfall in the watershed of DPFTs, followed by the determining of warning status of all PDFTs in step 5. Finally, the contact information of the residents living in the debris flow influenced areas is determined in step 6. The staff in the DRC will receive a debris flow warning status and the contact information (e.g., addresses and cellular phone numbers) of the residents. 
Components and architecture for distributed geographic information processing
The proposed service-based architecture consists of four major components: client application, processing services, data access, and data provider (Fig.3) . Each part plays a specific role in the whole architecture.
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Data providers
In the above use case, the debris flow management system (DFMS) (located in the DRC of the SWCB) accesses data from four different resources via web services. Fig. 4 illustrates this data acquisition scenario. Debris flow data and rainfall threshold values are acquired from the SWCB, and weather related data, like Quantitative Precipitation Estimation and Segregation Using Multiple Sensors (QPESUMS) [13] and rainfall data are acquired from the CWB. Resident data like addresses and household are acquired from the HRO. Satellite images are acquired from any organization that provides online image access. Since each type of data is updated in accordance with its own required frequency and is stored at different places, any application or decision making that requires the dynamic integration of heterogeneous data must be based on an interoperable solution. The spatiotemporal encoding framework of the distributed data is based on the application schema of the debrisflow data [14] using the spatio-temporal feature types in [15] . To facilitate better interoperability, the distributed data is encoded in open data formats (Geography Markup Language (GML) is chosen in this paper), such that the data can be easily distributed via WFS-based geospatial web service. 
Data access
All the above data are distributed via OGC web services. The debris flow related datasets are published via WFS, the QPESUMS rainfall data are published via WCS, and satellite images are published via WMS. The Real-time QPESUMS rainfall data is created with a spatial resolution of 1.3 KM x 1.3 KM and its provided data content is updated every 10 minutes. Satellite images of FORMOSAT-2 are provided by the Disaster Prevention and Research Center (DPRC) [16] , National Cheng Kung University (NCKU).
Processing services
Three processing services were developed for the use case: watershed rainfall calculation, rainfall warning service, and resident information retrieval (refer to the discussion in section 2). The watershed rainfall calculation service and resident information retrieval service are implemented as WPS. The rainfall warning service is implemented as a W3C Web Service for processing non-geospatial data.
Client application
At the client application, functions are developed to illustrate and process the acquired information for making further decisions. Users can make requests to the processing services and the services return geospatial data or calculate result in XML or GML format for further processing. The web-based client application also offers the capability of illustrating the returned data in the map interface for visual inspection.
Implementation
A system prototype was developed following the architecture in Fig. 3 . Details of each component are described below: Table 1 lists the data access services developed in this paper. All the datasets were published with ESRI ArcGIS Server 9.3 following OGC web service standards. Since this paper only concentrates on the feasibility of the service-based architecture, these web services are now separately developed in the computers at the Disaster Prevention Research Center, National Cheng Kung University. The efficiency issue of data distribution in the internet will be further explored in future research. Table 2 lists the three processing services developed in this paper. The services of watershed rainfall calculation (WPS1) and resident information retrieval (WPS2) were implemented with plWPS because plWPS offers the supports of HTTP GET and POST requests with KVP (key-value pair) and SOAP binding. The WPS1 and WPS2 were developed with The Geographic Resources Analysis Support System (GRASS) [17] . GRASS was analysis modules developed by the Construction Engineering Research Laboratory (CERL) of the United States Army in 1982. It not only includes hundreds of modules for the management, processing, analysis, and visualization of geo-referenced, spatial data, but also offers the capability to link to web-based and network-programmable interfaces. By using plWPS, the service can successfully access to the selected GRASS 6.4 modules, which is a mandatory requirement in our use case. The rainfall warning service was implemented as a W3C Web Service using Visual Studio.net 2008. The watershed rainfall calculation service is similar to the ESRI [18] ArcGIS zonal statistic; it can generate the statistics of raster cells (e.g., rainfall) within the designated areas (e.g., watershed). The statistical results include the maximum, minimum, average, and standard deviation of the rainfall data. The input data and parameters of the watershed rainfall calculation service include accumulated rainfall (from WCS) and watershed (from WFS). For better data interoperability, its output is designed as a XML file that contains the calculated statistical results and the IDs of PDFTs. The following lists the core script of the watershed rainfall calculation service using GRASS 6.4 modules:
Data Access

Processing services
In the first two steps of the script, GML data is acquired by specifying the URL of the WFS and is converted to GRASS vector data. Step3 further convert the vector data to raster format. Finally, the r.stats function is used to execute zonal statistics based on the watershed and rainfall data. Because GRASS 6.4 does not offer a WCS import function, plWPS was modified to save raster data from the URL of the getCoverage() request to WCS in advance. Fig. 5 illustrates the statistical results of the watershed rainfall calculation.
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Figure 5. Statistics results of watershed rainfall with WPS
Using the threshold value table encoded in XML format and the statistical results from the watershed rainfall calculation service as inputs, the rainfall warning service returns a XML file containing the IDs of PDFTs and their warning status. When the status for a PDFT is "YES", it implies that the rainfall of the PDFT has reached the threshold value and a warning message must be issued. Under such a circumstance, the contact information of residents living in this area must be retrieved. Because the HRO in Taiwan does not provide household and address data via WFS due to privacy and security reasons, a copy of geo-coded address data of the Kaohsiung County is used instead. This data is distributed via WFS, which allows various applications to request geo-coded address for direct GIS use. The system prototype uses plWPS and GRASS 6.4 to implement the resident data retrieval service. The GRASS module v.select is used to generate the evacuation list from the resident data based on the analyzed results of the debris flow influenced area and the rainfall data. The returned data of geo-coded address is encoded in GML format (Fig. 6 ) for easier parsing in the application. Fig. 7 shows a request example in the modified piWPS client application, the staffs in the DRC operate this web application to make requests to the watershed rainfall calculation service and receive a XML-based response for further inspection. 
Client application
Workflow
The design of the proposed system architecture adopts a centralized control flow approach. Fig. 9 shows the workflow of the developed application. The Debris Flow Early-Warning Application is responsible of controlling the workflow, receiving responses from data access services, monitoring the status of the services and replacing or re-connecting substituted services if a service is not available. Fig. 10 shows the dataflow of the watershed rainfall calculation service in the application. The watershed rainfall calculation service makes requests to WFS1 (step 1) and WCS1 (step 2); these two services respectively return the URL of the requested GML1 (watershed) and TIFF1 (accumulated rainfall). The application then issues a request to WPS1 with the given URL to acquire GML data in step 3. In the final step, WPS1 executes the zonal statistic analysis and returns a XML file (XML1). The client can then inspect the analyzed results by issuing a request based on the given URL in XML1. 
Dataflow
Conclusion and future outlook
This paper proposed a service-based approach for handling the dynamic and heterogeneous nature of the debris flow data. Via the developed debris flow early-warning systems, the DRC can instantly response to emergent situations based on the data accessed from geospatial web service operated by other responsible organizations. With the introduction of WPS, the role of the developed application extends from data illustration in the past to automatic data process and decision making. Data exchange between services and the client application is based on URL references, which reduce the volume of exchanged data. For applications that involve distributed geospatial data, our implementations indicate that the proposed service-based architecture can provide an interoperable environment for accessing and processing heterogeneous geospatial data. As the service technology evolves, the major focus in the future is no longer only the feasibility of the service-based architecture, the performance improvements of the scripts and modules (in our case, GRASS modules) of the web service will receive much more attention. This is especially true for applications that involve a tremendous volume of data exchange between geospatial web services. Besides spatial and temporal issue, data quality is another important factor that may influence the analyzed results. The proposed architecture must be further expanded to take data quality into consideration to avoid wrong decision making.
Acknowledgment
