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ABSTRACT 
We say that a pair (A, B) of n X n matrices over a field F is spectrally complete 
if for every n-tuple (A,,..., h,) of elements of F satisfying EXi = trA + trB there is 
an A’ similar to A such that A’+ B has eigenvalues X,, . . . , A,. In this paper we 
identify all the spectrally complete pairs of matrices, when F has at least three 
elements. 
STATEMENT OF THE THEOREM 
We say that a pair (A, B) of n x n matrices over a field F is spectrally 
complete if for every n-tuple (A,, . . . , A,) of elements of F satisfying C Xi = 
tr A + tr B, where tr means trace, there are matrices A(‘) and I?(‘) similar to A 
and B, respectively, over F, such that A(‘) + B(l) has eigenvalues A 1,. . . , X n; 
or, what is equivalent, if for every n-tuple (X,, . . . , X ,,) of elements of F 
satisfying C Xi = tr A + tr B, there is A@) similar to A over F such that ti2) + B 
has eigenvalues A,, . . . , A,. 
*This work was done within the activities of the Centro de Agebra da Universidade de 
Lisboa (I.N.I.C.). 
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Given an n X n matrix A over F, we denote by i(A) the number of 
invariant polynomials of A different from 1. Our principal result was moti- 
vated by the following two theorems due to G. N. de Oliveira, E. Marques 
de Sa, and J. A. Dias da Silva (Theorems 2 and 3 of [l]): 
(A) Let F be a field with at least three elements, and let A, B E F nXn. Zf 
(A, B) is spectrally complete, then i(A) + i(B) Q n. 
(B) Let F be a field and let A, B E F nxn. Zf one of these matrices is 
nondmogatory and the other is nonscalar, then (A, B) is spectrally compbte. 
Now we present our main result. 
THEOREM. Let F be a field, and bt A, BE Fnx”, with n > 2. Let 
h(x) ,..., f,(x) (gl(x) ,..., g,(x)) be the invariant polynomials of A (B) 
diffient j&m 1. 
(a) Zf i(A) + i(B) < n and at least one of the following conditions is satis- 
fied: 
(1) n = 2, 
(2) there is at least one polynomial in the set { fi(x), . . . , A(x), 
gXx),.*., g,(r)) which does not have degree two, 
then (A, B) is spectrally complete. 
(b) The converse of (a) is also true, if F bus at least three elements. 
We begin the proof of this theorem with some remarks: 
BEMARJL~. GivenannXnmatrixCoftheform * Cl.2 
1: 1:: 
0 
. . 
(1) 
%I-l,Il 
* . * 1 
(i.e. ck,? = 0 if r > k + 1) over a field F, we denote by x(C) the number of 
indices k E { 1,. . . , n - l} such that c~,~+ i # 0. It is not difficult to prove (cf. 
PI) that 
i(C) <n - x(C). 
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REMARK 2. If K = K,$ *. . CBK, is an n x n matrix, where each block 
Ki is of the form 
(i.e. each block Ki is the companion matrix of a polynomial), then 
x(K)=n-r. 
REMARK 3. We denote by C(f) the companion matrix of the polynomial 
f(r) = Xk + ak_ 1x k-l+ . . . +a 0’ 
1. PROOF OF (a) 
LEMMA 1. Let 
beannxn(n~3)matrixoverafieldF,whereeachbkxkKiisofthefonn 
(2). Let a, b, c E F, with c f 0. Suppose that at least one of the blocks Ki is 
t X t, with t > 3, and that r > 2. Then K is similar over F to a matrix of the 
fm 
where K, is an (n - 2) x (n - 2) matrix which is a direct sum of blocks of 
the form (2) and satisfies 
x(Ko) =x(K) - 1. 
Moreover, if r Q n - 3 (i.e. x(K) >, 3) then K, can be chosen so that at least 
une of the blocks of the form (2) appearing in K, is of size p x p, with p > 3. 
242 F. CONCEI#O SILVA 
Proof. Without loss of generality we may assume that K, is t X t, with 
t 2 3. If x(K) > 3, we have at least one of the following cases: 
(i) one of the blocks Ki is t X t, with t z 4; 
(ii) one of the blocks K, is 3 x 3, and another is nonscalar. 
Again without loss of generality, if K satisfies (i) we may assume that K, is 
t x t, with t 2 4; and if K does not satisfy (i), but satisfies (ii), we may 
assume that K, is 3 X 3 and K, is nonscalar. Then let 
K= 
01 0 o L-l-- 00 1 * N 
where x(N)=x(K)-2. Note that N=N,@K,@ ..a @K,, where 
01 o. 
&zoo 1 H--l . * Nl 
With appropriate permutations on rows and columns we obtain from K the 
matrix 
K(l)= [j--+--J, 
similar to K. Then we add the second column multiplied by a + b to the nth 
column, and we subtract the nth row multiplied by a + b from the second 
row. This is a similarity transformation. We obtain 
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where N$‘) is different from Ni at most in the first column. So N{‘) is of the 
form (1) and x( N,c”) = x( Ni). 
Assuming that the matrix Nil)@ K, is of size p X p, we add, in K(s), the 
nth row to the ( p + 1)th row, and subtract the (p + 1)th column from the nth 
column. We get 
I- 
O 0 1 
N, 0 
K(3) = * * 
0 
0 1 0 0.. 0 a+b 
where 
N,") 0 
0 
N,= _-T_ : 0 * 6 KS 
1 0 *-. 0 
With appropriate permutations on rows and columns we obtain from N, the 
matrix 
Nz”’ = 
O 
K, : 
0 -I- 0 1 0 *-* 0 0 N,c’) 
similar to Ns. Clearly Ni’) is a matrix of the form (1) and x( NJ’)) = p - 1. 
Since i(N$‘) < p - x(N,(‘)) = 1, we conclude that NJ’) is nonderogatory. So 
Ni’) is similar to a matrix N,(‘) of the form (2). It is easy to conclude that Kt3) 
244 
is similar to 
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, 
where K, = N,(2)@K3@ - * . @K,, and that x(K,) = x(N)+ 1 =x(K) - 1. 
Now, for each i E {2,3,. . . , n - l}. we add, in Kc4), the first row multi- 
plied by a suitable scalar q to the ith row, and we subtract the ith column 
multiplied by ei from the first column. This is again a similarity transforma- 
tion. The q’s are chosen so that the entries (2, n),(3, n),. . . ,(n - 1, n) 
become zero entries. We obtain a matrix 
00 1 
K(“= * K, 0 WI , * * a+b 
similar to KC4). 
Then we add, in K(‘), the nth cohunn multiplied by a to the first column, 
and we subtract the first row multiplied by a from the nth row. We get a 
matrix 
similar to Kc5). Finally, we multiply the nth column by c and the nth row by 
c-l, and we obtain a matrix 
similar to Kc') -and, therefore, to K-where, as we had already noted, K, is 
a direct sum of blocks of the form (2) and x(K,) = x(K) - 1. If x(K) >, 3, 
then our initial assumption on the sizes of K, and K, implies that N,(2) is 
pxp,withp>.. n 
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LEMMA 2. Let 
K=K,fB --- CBK,, L = L,cB . . . CBL, 
be n x n matrices ouer a field F, where each block Ki, Lj is of the fm (2). 
lf r + s G n, and at least one of the blocks K, ,..., K,, L, ,.._, L, is of size 
t x t, with t 3 3, then (K, L) is spectrally complete. 
Proof. The proof is by induction on n. If n = 1 or n = 2 the result is 
trivial as the hypothesis of the lemma is never satisfied. Suppose now that 
na3, r+s<n,andatleastoneoftheblocksK, ,..., K,,L, ,..., L,isof 
size t x t, with t > 3. Without loss of generality we may assume that r < s. 
Then the condition r + s < n implies that r < n/2. If r < n/2, then at least 
one of the blocks K1,..., K, is t X t, with t > 3. If r = n/2 we have also 
s = n/2 and we may assume, without loss of generality, that at least one of 
the blocks K1,..., K, is t X t, with t > 3. 
Let (Cl, * . . ) c,,) be an n-tuple of elements of F such that Zc, = tr K + tr L. 
We shall show that there are matrices K’ and L’ similar to K and L, 
respectively, such that K’ + L’ has eigenvalues cl,. . . , c,. 
First note that the condition r + s < n implies that K and L are 
nonscalar. If r = 1 or s = 1, then at least one of the matrices K, L is 
nonderogatory, and, according to theorem (B), the pair (K, L) is spectrally 
complete. Now suppose that r >, 2 and s >, 2. Thus n >, 4. 
The condition r + s < n implies that at least one of the blocks L,, . . . , L, 
is q x q, with q > 2. Now we have two alternatives: 
(i) If at least one of the blocks L,, . . . , L, is 2 X 2, then we obtain from L, 
by suitable permutations on rows and columns, a similar matrix of the form 
0 0 1 
L(l) = Ml 0 L, 0 , 
b 0 a 
where a, b E F, L, is a direct sum of blocks of the form (2), and x(L,,) = 
x(L) - 1. 
(ii) If at least one of the blocks L,, . . . , L, is t x t, with t 2 3, we also can 
say, according to the above lemma, that L is similar to a matrix of the form 
0 0 1 
L”) = * L, 0 , Ml * * a 
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where a E F, L, is a direct sum of blocks of the form (2), and x(L,) = 
x(L) - I. 
In either of the above alternatives K is similar to a matrix 
Cl 0 -1 
K(l)= * K, 0 kH ) * * c, - a 
where K, is a direct sum of blocks of the form (2) and x(K,) = x(K) - 1. 
Let us prove that (K,, La) is spectrally complete. Since r + s < n and we 
assumed that r, s > 2, we have r, s < n - 2, i.e., x(K), x(L) > 2. Thus 
x( K,), x( L,) >, 1. This implies that K, and L,, are nonscalar. On the other 
hand we assumed that r < n/2, i.e., x(K) > n/2. So x(K,) = x(K) - 1 >, 
n/2 - 1. If n = 4 we have x(K,) = 1. Then K, is nonderogatory and, 
according to theorem (B), (K,, L,) is spectrally complete. 
If n >, 5, the condition x(K) >/ n/2 implies that x(K) >, 3. Then Lemma 
1 says that we can choose K, so that at least one of the diagonal blocks of the 
form (2) appearing in K, is of size t X t, with t > 3. Since 
x(K,) + x(&j = x(K) + x(L) - 2 z n - 2, 
then, by the induction assumption, (K,, L,) is spectrally complete. 
Therefore, as 
trK,,+trL,=trK+trL-cl-c, 
=c,+ **. +c,_i, 
there are matrices Khl) and ~$1 similar to K, and L,, respectively, such that 
K&l) + Lg) has eigenvalues cay.. . , c,_ i. 
J-J’) are t respectively 2 similar to 
It is-easy to-conclude that Kc’) and 
Kc”= [j-++-$-], Lc2)= [ f+f-f> 
and that Kc’) + Lc2) has eigenvalues Cl,. . . ) c,. Thus the pair (K, L) is 
spectrally complete. n 
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Now suppose that A, B E F nXn and i(A) + i(B) < n. If n = 2 we have 
i(A) = i(B) = 1. So the matrices A and B are nonderogatory (and nonscalar). 
According to theorem (B), the pair (A, B) is spectrally complete. If in the set 
{ U-r), *. *, f,(x), gr(x), *. *, g,(x)} there is a polynomial which does not have 
degree two, then the condition T + s < n implies that in this set there is a 
polynomial which has at least degree three. Thus, according to Lemma 2, the 
pair (K, L), where 
K=C(f,)@ *** @C(f,), L = %> @ ‘. . @C(g,), 
is spectrally complete. As the matrices K and L are similar to A and B , 
respectively, (A, B) is also spectrally complete. The proof of (a) is complete. 
2. PROOF OF (b) 
Let F be a field with at least three elements, and let (A, B) be a 
spectrally complete pair of n X n matrices. According to theorem (A), 
i(A) + i(B) d n. Suppose that n # 2 and that all the invariant polynomials of 
A and B different from 1 have degree two. Then n is an even number 
greater than two. Let n = 2m, where m > 2. 
Let f(x) k(x)1 be th e common value of the invariant polynomials of A 
[B] different from 1. Then A and B are, respectively, similar to 
A(‘)= ;;; C(f), B(l)= ; C(g). 
i-l i-l 
Let fi be an algebraically closed extension of F. The matrices C(f) and 
C(g) are, respectively, similar over fl to matrices N and M which belong to 
:a,cEfl,a#c,a+cEF 
” 
Thus AC” and B(l) are, respectively, similar over P to 
A(2) z ;;; N, B(2) = ;;; Me 
i-l i=l 
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Clearly, Ac2) and Bt2) are, respectively, permutation similar to matrices K 
and L which belong to 
Case 1 
Suppose that 
with a, b, c, d E p, a # c, b # d, a + c E F, b + d E F. Note that a + d E F 
ifandonlyif b+cEF [because b+c=(a+c)+(b+d)-(a+d)]. Now 
we choose a 2m-tuple (X,, . . . , A,,) of elements of F: 
(i) if a+dEF, we choose xEF-{O,l+a+d-b-c}, WEF- 
{O,a+d-b-c}, and then we take X,=a+d, X,=b+c-1, X3= 
b+c+x, X,=a+d+l-x, X5= ... =A,+,=a+d-w, hm+s= ... 
=X,,=b+c+w; 
(ii) if a+d4F, we choose rEF-{0,1-a-b-c-d}, WEF- 
{O,u+b+c+d},andtake h,=O, X,=a+b+c+d-1, A,=a+b+c 
+d+x, X,=1-x, X5=... =h,+2=a+b+c+d-w, Xm+3= ..* = 
A,, = w. 
It is easy to verify that in either of the above cases (i), (ii) we have: 
Statement I. There are rw j, kE {I..., Zm}, with j + k, such that 
Xj=a+dandX,=b+c. 
Statement II. There is rw in {2,3,...,2m} such that A,+hi=a+b 
+c+d. 
Statement III. CX,=m(a+b+c+d)=trA+trB. 
Since (A, B) is spectrally complete, there exists a nonsingular matrix 
X E ~2mX2m such that XKX-’ + L has eigenvalues A,,. , ., A,,. We can 
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partition X and X-’ as follows: 
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(3) 
where Xi, X! are m X m matrices. 
Statement IV. Zf p = rank X,, 
w,, w,, z,, z, E Pm- 
then there are nonsingular matrices 
such that Y = (W,@W,)X(Z,@Z,) and its inverse 
have the finms 
(These matrices are partitioned in the same way.) 
Proof of Statement IV. 
7&v, E Pxm 
Since p = rank X,, there are nonsingular matrices 
such that U,X,V, = Z,@O. Let U,, V, E flmxm be nonsingular 
matrices such that V,(X,V,) is lower triangular and (V,X,)V, is upper 
triangular. Let 
x(l) = ( Ulwi,)X( v,ev,) = 
where R, E flPxP, R, E F”pX(m-P), R, E F”(m-p)X(m-p), R, E fipxP,. . . 
Since X is nonsingular, R, and R, are nonsingular too. Then 
IP 
- R,‘R, 
0 
- @I, 
R,’ 1 i 
and its inverse have the prescribed forms. 
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Statement V. Xi is rwnsingulur. 
Proof of Statement V. Let p = rank Xi. Choose nonsingular matrices 
w,, w,, z,, Z, E Pmxm such that Y = (W,@W,)X(Z,@Z,) and Y-’ have 
the forms indicated in Statement IV. Note that (WI@ W,)L( W; ‘@ W; ‘) = L 
and (Z,@Z,)K(Z,‘@Z,‘) = K. Thus XKX-‘+ L is similar to 
= (WlfBW,)X(Zl$Z,)K(Z;‘~Z,‘)X-‘(W;’cBW,-’)+ L 
Therefore, if Xi is singular, i.e. if p < m, then XKX-’ + L has at least an 
eigenvalue equal to a + d and another equal to c + b, which contradicts 
Statement I. n 
Statement VI. Xi is nonsingular. 
Proof of Statement VI. The matrices XKX-’ + L and (XXX-’ + L)T = 
(X- ‘)%X T + L have the same eigenvalues. So Statement VI is a conse- 
quence of Statement V. n 
Statement VII: Zf 9 =rank X,, then there are nonsingular matrices 
W,, W,, Z,, Z, E F”‘” such that Y =(W,@W,)X(Z,@Z,) and its inverse 
have the forms 
(These matrices are partitioned in the same way.) 
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Proof of Statem4mt VII. Since 9 = rank X,, there are nonsingular 
matrices U,, Vi E Fmxm such that VaXsV, = Z,@O. Let U,,V, E pm,” be 
nonsingular matrices such that Ui(X,V,) is lower triangular and (UsX,)V, is 
upper triangular. Let 
where S, E FQxq, S, E Fqxq, S, E flqx(“-q), S, E F(m-q)Xq,... , Since X is 
nonsingular, S, and S,, are nonsingular too. Let 
= 
s, 0 s2 s3 
0 L-, % s, !%I+ I, 0 s, 0 0 0 0 L-q 
It is easy to verify that the inverse of X@) has the form 
[Xc2) and (X”))-’ are partitioned in the same way.] If we compute the block 
3,1 of X(2)(X(2))-’ = Z2m, we get Tl f S,T, = 0. Since X; is nonsingular Tl 
is nonsingular, and therefore Ss and T7 are also nonsingular. As Xi is 
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nonsingular, S, is nonsingular too. Then 
Y = (s;‘cBz,,_,)x’2’( z,@s~lcBzm_q) 
and its inverse have the prescribed forms. n 
Now let 4 = rank X,. Let W,, W,, Z,, Z, E gmx”’ be nonsingular matrices 
such that Y = (WI@ W,)X(Z,@Z,) and its inverse have the forms indicated 
in Statement VII. Let 
y-l= 
Then XKX-’ + L is similar to 
c= (wlew,)(xKx-‘+ L)( w;‘ew,-1) 
= (Wl~W,)X(Zl~Z,)K(Z;‘BZ,‘)X-‘(W;‘QW,-’) + L 
=YKY_'+L 
This matrix has m - 9 eigenvalues equal to a + b, and has other m - 9 
eigenvalues equal to c + d. The 29 remaining eigenvalues of C coincide with 
the eigenvalues of 
(a-c)Q,+(c+b)Z, b - c>Qz c = 
1 
1 (a-c)Ql (u-c)Qz+(c+d)Zq * 
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This matrix is similar to 
(~-c)m+e2)+(c+wg (~-a?2 
(d - W, Cc + 44, 
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Computing the block (1,l) of Y- ‘Y = Zsm, we obtain Qr + Qz = I,. Thus the 
block (1,l) of Cir) is (a + b)Z,. According to the theorem in [3], the 
eigenvalues of Cl’) can be joined in pairs so that the sum of the two 
eigenvahres of each pair is a + b + c + d. Therefore, for every eigenvahre Xi 
of C there is Xi, with j;ti, such that Ai+Xi=a+b+c+d, which 
contradicts Statement II. So case 1 is impossible. 
Case 2 
Suppose that 
where a, b E F, 2a,2b E F. 
We choose a 2m-tuple of elements of F in the following way: if a + b E F, 
we take X,=a+b, A,=a+b-1, h,=a+b+x, h,=a+b+l-x, A, 
. . . = =a+b+r X ... 
G,l); ifAamz2bEF, we tHkemi:zO, 
=A =a+b-x where XEF- 
h,=%f2b-1, x’ =2a+2b+x 
X,=1-x, A,= .*. =X,+,=2a+2b-w, hm+3= *.* =i2, = w, where 
x~F-(0,1-2a-2b}, WEF-{0,2a+2b}. 
In either of these cases we have: 
Statement VIII. There are no j, k E {1,...,2m}, with j f k, such that 
A,=& =a+b. 
Statement IX. tie is rw iE{2,3,...,2m} such that h,+Ai= 
2a i2b. 
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Statement X. xki=2m(a+b)=trA+trB. 
Since (A, B) is spectrally complete, there is a nonsingular matrix X E 
F2m x2m such that XKX- ’ + L has eigenvalues X1,. . . , A,,. We partition X 
and X-‘aswedidin(3). 
Statement XI. If q = rank X, then there are nonsingular matrices 
[; ;I,[; ;] EPmx2m (U,V,S,TEFmXm) 
such that 
and its inverse hfwe the fm 
Proof of Statement XI. Let q = r& X,. Let V,,V, E fimxm be nonsin- 
gUlar matrices such that U,X,V, = I,@ 0. Let 
x(1)= [; Jx[; ;l,=[q$]> 
8 
where R, E ++7, R, E flqX(“‘-q), R, E fiQXm, R, E I?(m-q)xq,.. . . bt 
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Note that 
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rank R2 
[ 1 &I =m-9. 
Thus there is a nonsingular matrix U, E Pmxm such that 
#]= [I:-,]* 
Let 
$3) = ’ v, 0 0 v, ’ I x(2) = 
where R, is m X 9, and R lo is m x m. We have rank R, = 9. So there is a 
nonsingular matrix U, E Pm x * such that 
U,R, = 
Let 
X(d)= [6_ Jx(3)= [j-$-&j, 
Finally take 
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Statemfmt XII. X, is norwingul4zr. 
Proof of Statement XII. Let 9 = rank X,. Using the notation of State- 
ment XI, suppose that 
where R,, U,, S,, V, E Fqxq. Note that 
Thus XKX- ’ + L is similar to 
c=[y ;](XKX-‘+L)[; ;I-’ 
=[f ;]x[; ;]K[; g-‘x-f; ;]-l+L 
=YKY_‘+L 
al, + S, 0 v, v, 
S2 aZ,-, v, v, 
= aR, + R,S, + aU,S, R,V, + aUIVl RlV2 + a&V2 
+ aU,S, 
0 
+ aU2V3 + a&V4 
aR, + R,S, + aU,S, 
0 
R,V, + aU3Vl R,V, + aU3V2 
+ aU,S, + aU4V3 + aU4V4 
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If we calculate the product YY- ’ = Zzm, we get that 
ThUS 
C= 
R, + qs, + u,s, = 0, u..v1+ u& = 0, 
R, + qs, + qs, = 0, u,v, + u,v, = 0, 
ulvl + u2v3 = I,, U& + u,v, = I,_,. 
The eigenvalues of C are the eigenvalues of 
(a + b)Z,-,@ [(a + b)Z,+, + E], 
where 
E= 
We have rank E G 29. 
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Now suppose that X, is singular, i.e. 9 < m. Then E is singular, and 
(a + b)Z,+, + E has at least one eigenvalue equal to a + b. Thus the matrix 
C has at least two eigenvalues equal to u + b, which contradicts Statement 
VIII. n 
Statement XIII. There ure rwr~~ingdar mutrices 
[; ;I,[; ;]4- 
such that 
with WE fimxm. 
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Proof of Statement XIII. We have 
Using tbe notation of Statement XIII, the matrix XKX - ’ + L is similar to 
c= [ y ;](xw+ L)[Z ;] -I 
=[; ;]x[; ;]zc[l; ;I-‘x-q; ;]-l+L 
=YKY-‘+ L 
[ 
(a + bk cn = 
W-’ (a + b>cn I* 
According to the theorem in [3], the eigenvalues of 
so that the sum of the two eigenvalues of each 
contradicts Statement IX. So case 2 is impossible. 
Case 3 
Suppose that 
C can be joined in pairs 
pair is 2a +2b, which 
0 
I dZ, ’ 
witha,b,dE$, b#d,2aEF, b+dEF. 
We choose a 2m-tuple (A,,..., A,,) of elements of F in the following 
way: 
(i) if a+bEF [this implies that a+d=2a-(a+b)+(b+d)EF], 
we choose xEF-{O,d-b}, and we take X,=a+b, X,=a+d+x, 
X,=a+b, A,=a+d-x, A,= ... =A,+z=a+b+r, hm+3= .*’ = 
A 2m =a+d-x; 
(ii)if a+b4F (this implies that a+dBFF), we choose XEF- 
{O,l-2a-b-d}, WEF-(0,2a+b+d},andtakeX,=O, X,=2a+b 
+d-1, X,=2a+b+d+x, X,=1-x, X,= .a’ =h,+,=2a+b+d 
- w, Am+3 = *. * = A,, = w. 
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In either of the above cases we have: 
Statement XIV. Thereisnoi~{1,...,2m} suchthat Xi=a+d. 
Statement XV. There is no iE{2,3,...,2m} such that X,+hi= 
2a+b+d. 
Statement XVI. Ll,=m(2a+b+d)=trA+trB. 
Since (A, B) is spectrally complete, there is a nonsingular matrix X E 
~2mx2m such that XKX-‘+ L has eigenvalues A,,..., h,,. We partition X 
and X-’ as we did in (3). 
Statement XVII. Zf p = rank X,, then there are nonsingular matrices 
[y ;I,[; $1 EPmx2m (W,Z,V,TEwm) 
such that 
and its inverse have the fm 
Y= 
(Y and Y - ’ are partitioned in the same way.) 
Proof of Statement XVII. Let p = rank X,. Let lVl, V, E Fmx”’ be non- 
singular matrices such that W,X,V, = Z,@O. Let Z, E Fmx” be a nonsingular 
260 F. CONCEICAO SILVA 
matrix such that Zl(X,V,) is lower triangular. Let 
where T,, T,, TB E #PxP, T,, T, E ~pX(“‘-p), T3, T,, T,, E fi(m-p)xp, T4,Ts, 
T,, E fl(m-p)X(m-p! The block Tg is nonsingular. Take 
y = x(1) 
-.~- 
Statmt XVIII. X, is nonsingular. 
Proof of Statement XVIII. Let p = rank X,. Using the notation of State- 
ment XVII, the matrix XKX- ’ + L is similar to 
c= [; ;](XKX-‘+L)[; ;] -l 
=[; ;]x[; ]K[; ;]-lx-l[; ;]-l+L 
= YzzY_' + L 
=[@EiEj 
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Thus, if X, is singular, i.e. p < m, then C has m - p eigenvalues equal to 
a + d, which contradicts Statement XIV. n 
Statement XIX. There are nonsingdar matrices 
such that 
with R E gmx”‘. 
Proof of Statement XIX. Let 
where Xi = - X,X;‘X2 + X,. The block Xi is nonsingular. Then 
j6- (x;)-l]x(“- [ ( ;j:lx, p.j. 
Using the notation of Statement XIX, the matrix XKX-’ + L is similar to 
c=[y ;](xKx-l+L)[y g-’ 
=[: ;]x[; ;]z# g-q ;]-l+L 
i 
(Q + b)Z, - R L = 
-R2 I (a+d)Z,+R a 

