An r-block is a 0, 1-matrix in which every row has sum r. Let S n be the set of pairs (k, l) such that the columns of any (k + l)-block with n rows split into a k-block and an l-block. We determine S n for n ≤ 5. In particular, S 3 = {(k, l) : 2 | kl}, S 4 = {(k, l) : (6 | k or l) and (1 / ∈ {k, l})}, and S 5 = {(k, l) : 11 = min{k, l} > 7 and each value in {3, 4, 5} divides k or l}. The problem arose from a list-coloring problem in digraphs and is a refinement of the notion of indecomposable hypergraphs.
q ≤ D(n) divides k or l. If min{k, l} is sufficiently large (at least the least common multiple of the positive integers up to D(n), perhaps), then this necessary condition is sufficient.
General approach
To illustrate our method, we first characterize S 3 . An equivalent statement was proved by André Kündgen (unpublished). When A and B are matrices with the same number of rows, let A : B denote their concatenation, taking the union of the column sets as multisets. We use dA to denote the concatenation of d copies of A. Also, if B is a submatrix of A consisting of full columns, then A − B denotes the matrix obtained by deleting those columns. Theorem 2. S 2 = {(k, l) : 2 | kl} Proof. Let M 2 be a 3-by-3 0, 1-matrix with exactly one 0 in each row and column; M 2 is a 2-block. Since any two columns of M 2 have total sum 4, M 2 is indecomposable.
Let M = dM 2 ; this is a 2d-block. We claim that every block in M has even row-sum. A minimal block B in M among those with odd row-sum cannot contain a copy of each column of M 2 . Hence B uses only copies of at most two columns of M 2 . Now some row has no 0, while another row does have 0, so B is not a block. We conclude that there is no (k, l)-split of M when d = (k + l)/2 and kl is odd.
For sufficiency, suppose that k is even. Since D(3) = 2, every d-block with d ≥ 3 (and three rows) is decomposable. Hence every 3-block decomposes into a 2-block and a 1-block, so (2, 1) ∈ S 3 . We proceed by induction on k + l.
Since D(3) = 2, when k + l ≥ 4 every (k + l)-block M contains a 2-block or two 1-blocks. If k = 2, this completes the decomposition. If k > 2, then we combine this portion B with a (k −2)-block from the (k −2, l)-split that the induction hypothesis guarantees for M −B.
Our proofs that exclude a pair (k, l) from S n are implementations of the following lemma, which we implicitly used in proving Theorem 2. We use [m] to denote the set {1, . . . , m}.
Lemma 3. Let q be a positive integer. Suppose that for 1 ≤ r ≤ q an indecomposable qblock M q and r-block M r exist such that for each p the row-sum of any block in pM q : M r is congruent to 0 or r modulo q. If (k, l) ∈ S n , then q must divide k or l.
Proof. Suppose that q does not divide k or l. Let k = sq + i and l = tq + j with i, j ∈ [q − 1]. Choose r ∈ [q − 1] such that r ≡ i + j mod q. Given the resulting M q and M r guaranteed by the hypothesis, let M = (s + t)M q : M r . Now M is a (k + l)-block. By the hypothesis, M does not contain a k-block, so (k, l) / ∈ S n .
The difficulty in applying this lemma is finding the needed q-block and r-block (for each r) and checking that the concatenations do not contain problematic blocks. As yet the lemma does not save any work; it only states the plan.
We should note that in general it has not been proved that whenever d < D(n) there is a d-regular indecomposable hypergraph on n vertices. Nevertheless, the plan we have outlined includes exhibiting d-blocks to prove this when n is 4 or 5.
For a given n, we know that q cannot exceed D(n). However, if we supply indecomposable blocks to satisfy these hypotheses for each prime power q up to D(n), then a necessary condition for (k, l) ∈ S n will be that each prime power up to D(n) divides k or l. We will achieve this goal for n = 4 and n = 5.
We will also have additional necessary conditions. First note that S n+1 ⊆ S n for all n.
Proof. To find a k-block in a (k + l)-block M with n rows, add any 0, 1-row to form a matrix
Deleting the added row yields a k-block B in M .
In particular, since (k, l) ∈ S 3 requires kl to be even, this requirement holds also for all larger n. For larger n we can also eliminate the pairs containing a 1.
Lemma 5. For n ≥ 4, no pair (k, l) with k = 1 belongs to S n .
Proof. It suffices to prove this for n = 4, where it suffices to provide, for each even l, an (l+1)-block containing no 1-block. With M 2 and M 3 defined as below, let M = (l/2 − 1)M 2 : M 3 . Since M 2 is a 2-block and M 3 is a 3-block, M is an (l+1)-block. Since no column of M equals 1 4 and every column of M sums to 3 or has 0 in the top row, M contains no 1-block.
We also use the known values of D(n) in the proof that the resulting conditions (for n = 5 additional pairs will be excluded) are sufficient for membership in S n . At some point we want to prove that the pairs that have not been excluded from S n all do belong, by induction on k + l. If k + l > D(n), then every (k + l)-block M decomposes into blocks with row-sum at most D(n). If we can always find in M an r-block for some r ∈ [D(n)] such that we can reduce k or l by r to obtain another pair satisfying the conditions, then the induction step will be complete.
Matrices with four rows
We mentioned that D(4) = 3. Note that the matrices M 2 and M 3 used in the proof of Lemma 5 are indecomposable, since the sum of any two columns exceeds 4.
Proof. Let M 1 = 1 4 , and let M 2 and M 3 be defined as in Lemma 5. Suppose that neither k nor l is a multiple of 3. By Lemma 3, it suffices to show for all p and for r ∈ {1, 2, 3} that every block in pM 3 : M r has row-sum congruent to 0 or r modulo 3.
Consider first the blocks contained in pM 3 . Let B be a smallest such block with rowsum not divisible by 3. If B contains a copy of each column in M 3 , then there is a smaller example. Otherwise, since each row of M 3 has exactly one zero, B has a row with no 0 and a row with 0 and cannot be a block.
Hence it suffices to consider blocks in pM 3 : M 2 or pM 3 : M 1 that contain the one column that lies in no copy of M 3 . A block containing 1 4 from M 1 consists of that column and a (possibly empty) block from pM 3 . Hence its row-sum is congruent to 1 modulo 3.
Finally, consider a smallest block B in pM 3 : M 2 whose row-sum is 1 mod 3. Since its columns cannot all come from M 3 , it contains the first column of M 2 . Since all other columns have sum 3, the total sum in B is 2 mod 3. However, a block with four rows whose row-sum is a fixed value congruent to 1 mod 3 has total sum congruent to 1 mod 3.
Theorem 7.
← → K 4 is (k, l)-splittable if and only if 6 | kl and min{k, l} = 1.
Proof. By Theorem 2 and Lemma 4, 2 must divide k or l. By Lemma 6, 3 must divide k or l. By Lemma 5, min{k, l} = 1. Hence the conditions are necessary. For sufficiency, suppose that 6 | kl. By symmetry, there are two cases: either k = 3s and l = 2t for positive integers s and t, or k = 6s with s a positive integer and l ≥ 2.
Case 1. k = 3s and l = 2t for positive integers s and t. We use induction on s + t. Let M be a (k + l)-block. Since D(4) = 3, every d-block with d ≥ 4 contains an r-block for some r ∈ {1, 2, 3}. Thus we can partition M into 1-blocks, 2-blocks, and 3-blocks. If these are all 1-blocks, then M contains a k-block.
Thus, we may assume that M contains a 2-block or a 3-block A. If A is a 3-block and s = 1, or A is a 2-block and t = 1 (covering the base case (3, 2)), then we have the desired k-block (A or its complement). Otherwise, we apply the induction hypothesis to the matrix M ′ obtained by deleting A and combine A with a (k − 3)-block or a (l − 2)-block in M ′ to obtain a k-block or an l-block in M .
Case 2. k = 6s and l ≥ 2. We use induction on l. The cases with l ∈ {2, 3, 4} appear in Case 1 as (3 · 2s, 2 · 1), (3 · 1, 2 · 3s), and (3 · 2s, 2 · 2), respectively. For l ≥ 5, since we may assume that any (k + l)-block contains a 2-block or a 3-block A, we can apply the induction hypothesis using k and l − 2 or l − 3 to the matrix M ′ obtained by deleting A.
Matrices with five rows
In this section, we determine S 5 , using the same method as in the previous section. We begin with the main necessary conditions.
Proof. Because S 5 ⊆ S 4 , Lemma 6 implies that 3 divides k or l. To prove the claim for q = 4 and q = 5, we introduce the matrices below.
The indecomposability of each M i , easy to show directly, will also follow from our discussion of q = 5. To prove the claim for q = 5, it suffices by Lemma 3 to show that for each r and p, the row-sum of every block in pM 5 : M r is congruent to 0 or r modulo 5. We first consider pM 5 (that is, r = 5), in which we are restricted to using columns from M 5 . Let B be a block in pM 5 . There are five types of columns from M 5 ; let a, b, c, d, e denote their multiplicities in B, respectively. Since a block must have the same number of 0s in each row, the five row constraints give a = b + c = b + d = c + d = e. This requires b = c = d = a/2 = e/2, so there is just one parameter. In fact, since a = e = 2b, we can view the requirement as taking the same multiplicity for each of the seven columns of M 5 , and hence the row-sum of any block from these columns is divisible by 5.
For 1 ≤ r ≤ 4, observe that every column of M r lies in M 5 except the last column, which we call v. Hence a block B in pM 5 : M r whose row-sum is not divisible by 5 must use the one copy of v. We view the other columns of B as being columns of M 5 . Including the constributions from v, we again count the 0s in each row. These quantities appear in the second column below (starting with row 5); the five values must be equal. The equalities allow us to compute all multiplicities in terms of c (third column). The final column then counts the 1s in any row. In each case, the row-sum of B is congruent to r modulo 5. 
For q = 4, we could use M 4 for the repeated block. However, we have the freedom to choose another 4-block in applying Lemma 3 and do so to simplify computations. Let N 4 be the 5-by-5 matrix having 0 on the main diagonal and 1 elsewhere; N 4 is a 4-block. To have the same number of 0s in each row of a block in pN 4 , one must use the same number of copies of each column in N 4 .
For 1 ≤ r ≤ 3, observe that every column of M r lies in N 4 except one, which we call v. Hence a block B in pN 4 : M r whose row-sum is not divisible by 4 must use the one copy of v. We view the other columns of B as being columns of N 4 . A 0 in the ith row is provided only by v or the ith column of N 4 . To have the same number of 0s in each row, the multiplicities of the columns of N 4 must be equal, except one less when v has 0 in the corresponding row. Hence for r = 1 they have equal multiplicity, say c, and the row-sum is 4c + 1. For r = 2, the multiplicity is one less for the three middle columns; since it is one extra for the two outside columns, they combine with v to yield a row-sum of the form 4c + 2. Finally, for r = 3, the multiplicity is one less for the second and fourth columns of N 4 , and the other three combine with v to yield a row-sum of the form 4c + 3. Hence Lemma 3 applies for q = 4.
By Lemma 8, (k, l) ∈ S 5 requires 60 | kl; also k or l must be a multiple of 4. Also we have forbidden min{k, l} = 1. These conditions are not sufficient; we must exclude additional pairs. Like the excluded min{k, l} = 1, each case has a fixed small value.
Some cases in this list overlap with earlier excluded cases. In particular, Lemma 8 already excludes (20s, 2), (20s, 7), and (20s, 11) when 3 ∤ s, so we could just list these as (60s, 2), (60s, 7), and (60s, 11). We write the exclusion for more pairs because the argument applies in that generality. The upshot of Lemma 9 is to prove that (k, l) / ∈ S 5 when 60 | kl if the smaller value equals 11 or is at most 7. Table 1 lists a (k + l)-block; we will forbid (k, l)-splits. The matrices M 3 , M 4 , M 5 , N 4 are as defined for Lemma 8. In setting M = (αs − β)M i : γM j , we have k = iαs and l = γj − βi. We include l = 1 for completeness. We group the cases by the matrix M j . When 5 | k, we use M 5 as the main repeated block; in the last case, we use N 4 . We continue the argument from Lemma 8. We showed that using only columns from pM 5 or pN 4 , the row-sum of any block is divisible by 5 or 4, respectively; hence there is no such l-block. Also each column of M i for i < 5 appears in M 5 except the last, and we showed that a block using one copy of this column has row-sum congruent to i modulo 5 (congruent to 3 modulo 4 for pN 4 : M 3 ). In each case l is outside the achievable class. Now, however, more copies of the exceptional column are available to use in forming an l-block. We eliminate these cases using the technique in Lemma 8; the fact that we only need to exclude row-sum l itself instead of a full congruence class will be crucial.
For M 4 , the special column v is (0, 1, 0, 0, 1) T ; for M 3 , it is (1, 1, 0, 1, 1) T when compared to M 5 and (1, 0, 1, 0, 1) T when compared to N 4 . Consider a block B in M using x copies of v. Again let a, b, c, d, e, respectively, denote the number of copies of the five columns in M 5 that are used in B. (For pN 4 : qM 3 , instead let a, b, c, d , e be the multiplicities of the five columns in N 4 ; column i has one 0, in row i). As in Lemma 8, we first obtain constraints on these multiplicities by ensuring that all rows (bottom to top) have the same number of 0s. These determine the multiplicities in terms of c and x, which in turn yields a formula for the row sum. We then argue that l is not achievable.
To form an l-block in pM 5 : qM j , we need x ≤ q. In each case, we obtain c < x. This forbids the l-block, because the mulitplicity b of one type of column equals c − x.
For 5 | k and l ≡ 1 mod 5, an l-block in pM 5 : 4M 4 requires x = 4. Since l ≤ 11, c ≤ 3. For 5 | k and l ≡ 2 mod 5, an l-block in pM 5 : 4M 3 requires x = 4. Since l ≤ 7, c ≤ 3. For 5 | k and l = 3, an l-block in pM 5 : 2M 4 requires x = 2 and c = 1. For 5 | k and l = 4, an l-block in pM 5 : 3M 3 requires x = 3 and c = 2. For 4 | k and l = 5, an l-block in pN 4 : 3M 3 requires x = 3 and c = 2.
The final contradictions in the proof of Theorem 9 show how delicate these exceptions are. Each case winds up with c − x = −1, because l is just a little bit too small. With larger l, the exceptions disappear, and indeed excluding these small ones is sufficient.
Theorem 10.
← → K 5 is (k, l)-splittable if and only if 11 = min{k, l} > 7 and d divides k or l for each d ∈ {3, 4, 5}.
Proof. Necessity has been established in Lemmas 8 and 9. For sufficiency, since we may assume that k is divisible by at least two of {3, 4, 5}, it sufficient to show that for s ≥ 1 the following pairs lie in S 5 :
Since D(5) = 5, every block M (with five rows) decomposes into indecomposable blocks with row-sums at most 5; call this the breakdown of M . Let b r be the number of r-blocks in the breakdown of M , for 1 ≤ r ≤ 5. Essentially, our task is to show that every partition of k + l with parts of size at most 5 splits into portions summing to k and to l when k and l are in the families above. We let b r be the number of parts of size r. We proceed inductively for each family. Note in each case that in the degenerate case s = 0, the claim trivially holds. Otherwise, the sum of the parts unequal to 5 or 3 is at least 11, and a subset sums to 8.
For the induction step, consider t ≥ 3. The split exists unless the parts unequal to 5 or 3 sum to at most 3, using (15s, 4(t − 1)). If b 5 ≥ 3 or b 3 ≥ 5, then apply the induction hypothesis using (15(s − 1), 4t) . Otherwise, the sum is at most 3 + 10 + 12 and is at least 15 + 12, which is a contradiction.
Case 3: (12s, 5t) with t ≥ 2. Here we use induction on s + t with the trivial basis (0, 10). Suppose that s + t ≥ 3. If b 4 ≥ 3 or b 3 ≥ 4, then the induction hypothesis applies using (12(s − 1), 5t). Hence we may assume that b 4 ≤ 2 and b 3 ≤ 3.
If b 5 ≥ 1, then either we have the desired split, or the induction hypothesis applies using (12s, 5(t − 1)), or b 5 = 1 and t = 2. In the last case, we may further assume that 4b 4 + 3b 3 ≤ 11. Hence the parts that are at least 3 contribute at most 16, and the smaller parts contribute at least 6. Since b 5 = 1, we obtain a 10 if b 4 b 3 ≥ 1, and otherwise the small parts provide a sum to 10.
Hence we may assume that b 5 = 0 and b 3 ≤ 3 and the even parts sum to at most 10 (with equality only if t = 3). Hence the parts larger than 1 sum to at most 19 (at most 17 if t = 2). Now there are at least five 1s, which allow finishing a sum to exactly 5t. Case 5: (60s, l) with l ≥ 12. We apply induction on l. Since D(5) = 5, it suffices to prove that the split exists for 12 ≤ l ≤ 16. The cases (60s, 12), (60s, 15), and (60s, 16) follow from the earlier cases (20s, 3t) with t ≥ 3 and (15s, 4t) with t ≥ 2.
For (60s, 13), any single part in {1, 3, 4, 5} reduces the search to an earlier case. Since 60s + 13 is odd, the parts cannot all equal 2. Similarly, for (60s, 14) it then suffices to have a part in {1, 2, 4, 5}.
