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Re´sume´
Dans cet article, nous pre´sentons une nouvelle
approche pour sortir des minimums locaux dans le
cadre de la recherche locale. Cette approche est
base´e sur le principe d’analyse de conflits utilise´
dans les solveurs SAT modernes. Nous proposons
une extension du graphe d’implications au cadre de
la recherche locale ou` plusieurs conflits sont pre´-
sents pour une interpre´tation donne´e. Nous pre´sen-
tons ensuite une me´thode base´e sur la propagation
unitaire, permettant de construire et d’exploiter de
tels graphes. Enfin, nous e´tendons le sche´ma clas-
sique de WSAT pour y inte´grer notre analyse de
conflits. Les re´sultats expe´rimentaux montrent que
l’inte´gration de notre syste`me d’analyse de conflits
ame´liore sensiblement les performances de WSAT
sur les proble`mes structure´s. De plus, cette me´thode
isolant des sous-proble`mes inconsistants, est capable
de montrer que l’instance n’admet pas de mode`le.
1 Introduction
La re´solution pratique du proble`me SAT peut
eˆtre divise´e en deux cate´gories. D’un cote´, les me´-
thodes de recherche locale [16, 15, 10], incomple`tes,
et de l’autre les me´thodes comple`tes, base´es la plu-
part du temps sur la proce´dure de Davis et Put-
nam [3]. Les premie`res explorent l’espace de re-
cherche de manie`re stochastique et ne savent, dans
la plupart des cas, re´pondre uniquement lorsque la
formule est satisfaisable. Autant en recherche ope´-
rationnelle elles ont montre´ leur efficacite´, autant,
dans le cas du proble`me SAT, les me´thodes de re-
cherche locale ne sont compe´titives que pour les
proble`mes ale´atoires.
∗supporte´ par le projet ANR UNLOC
D’un autre cote´, l’ame´lioration constante des
me´thodes comple`tes permet depuis quelques an-
ne´es la re´solution de larges instances issues de pro-
ble`mes industriels. L’un des composants cle´s de ces
solveurs modernes est l’analyse de conflits [18]. Elle
fait partie des contributions ayant le plus appor-
te´es, en terme d’efficacite´, pour la re´solution pra-
tique de telles instances. Les solveurs actuels de
type CDCL (Conflict Driven, Clause Learning), tel
que Berkmin [8], Minisat [5] et d’autres, implantent
une telle approche. Lors de l’analyse d’un conflit
un niveau de backtrack est calcule´, un  nogood 
est extrait et ajoute´ a` la base. Cette sauvegarde
permet d’e´viter de parcourir des sous-espaces insa-
tisfaisables.
Dans cet article, nous proposons d’e´tendre l’ana-
lyse de conflits [18] dans le cadre des algorithmes
de recherche locale stochastiques. L’objectif est
double. Premie`rement, nous souhaitons exploiter
cette analyse et les nogoods re´sultants pour sortir
des minimums locaux. En effet, la strate´gie utili-
se´e pour sortir des minimums locaux joue un grand
roˆle dans l’efficacite´ des me´thodes de recherche lo-
cale. Il est a` noter qu’une approche semblable a`
de´ja` e´te´ propose´e dans [2] mais e´tait limite´e a` des
re´solutions sur deux clauses. L’autre objectif est
de re´pondre a` un des challenges importants de la
communaute´ scientifique : proposer une me´thode
de recherche locale qui puisse re´pondre a` l’insa-
tisfaisabilite´ d’une formule [17]. Cela est possible
car les nogoods de´duits par l’analyse des conflits
vont eˆtre ajoute´s a` la formule initiale. Cette ex-
tension pre´sente des difficulte´s inhe´rentes aux me´-
thodes de recherche locales. Celles-ci utilisent des
interpre´tations comple`tes dans lesquelles plusieurs
clauses peuvent eˆtre falsifie´es. L’absence de notion
de niveau de de´cision participe e´galement a` cette
difficulte´.
L’article est organise´ de la fac¸on suivante. Apre`s
quelques de´finitions pre´liminaires (section 2), nous
pre´sentons le sche´ma de base d’une recherche lo-
cale de type WSAT ainsi que le graphe d’implica-
tions classique et son utilisation (section 3). Dans
la section 4, nous proposons dans un premier temps
une fac¸on d’e´tendre la notion de graphe d’implica-
tions a` une interpre´tation comple`te. Ensuite, une
me´thode base´e sur la propagation unitaire pour la
construction de tels graphes est propose´e. Pour ter-
miner, l’inte´gration de cette analyse a` un solveur
de type WSAT est de´crite. Avant de conclure, nous
donnons des re´sultats expe´rimentaux dans la sec-
tion 5.
2 De´finitions et notations
Le proble`me SAT est un proble`me de de´cidabilite´
consistant a` savoir si une formule propositionelle Σ
mise sous forme CNF (Conjontive Normal Form)
est logiquement valide. Une formule CNF Σ est un
ensemble (interpre´te´ comme une conjonction) de
clauses, ou` une clause est un ensemble (interpre´te´
comme une disjonction) de litte´raux. Un litte´ral est
soit positif (x) soit ne´gatif (x). Les deux litte´raux x
et x sont appele´s litte´raux comple´mentaires. L’en-
semble des variables apparaissant dans Σ sera note´
VΣ. Une interpre´tation I d’une formule boole´enne
Σ associe une valeur I(x) aux variables x ∈ VΣ.
L’interpre´tation I est dite comple`te si elle associe
une valeur de ve´rite´ a` chaque x ∈ VΣ, sinon elle est
dite partielle. Une interpre´tation peut e´galement
eˆtre repre´sente´e par un ensemble de litte´raux. Un
mode`le d’une formule de Σ est une interpre´tation
I qui satisfait la formule, ce qui est note´ I |= Σ.
La ne´gation d’une formule Γ sera note´e Γ. Les no-
tations suivantes sont utilise´es par la suite :
– Σ|x de´note la formule Σ simplifie´e par l’affec-
tation du litte´ral x a` la valeur vrai. Cette no-
tation est e´tendue aux interpre´tations : soit
P = {x1, ..., xn} une interpre´tation, on de´finit
Σ|P = (...(Σ|x1)...|xn) ;
– Σ∗ de´note la formule close Σ apre`s application
de la propagation unitaire ;
– |=∗ de´note la de´duction logique par propaga-
tion unitaire : Σ |=∗ x signifie que le litte´ral
x est de´duit par propagation unitaire a` par-
tir de Σ. On e´crit Σ |=∗ ⊥ si la formule est
inconsistante (insatisfaisable) par propagation
unitaire.
3 Pre´liminaires
3.1 Algorithmes de recherche locale
Le sche´ma de recherche locale est relativement
simple. Celui-ci consiste a` se de´placer stochasti-
quement dans l’ensemble des interpre´tations jus-
qu’a` l’obtention d’une solution. A` chaque e´tape,
on essaie de re´duire le nombre de clauses non sa-
tisfaites (c’est l’e´tape commune´ment appele´ des-
cente). L’interpre´tation suivante est choisie parmi
l’ensemble des interpre´tations voisines (c’est-a`-dire
diffe´rant uniquement sur la valeur d’une seule va-
riable) de l’interpre´tation courante. Lorsqu’aucune
descente n’est possible, on se trouve alors dans un
minimum local. L’un des points cruciaux des me´-
thodes de recherche locale est la technique utili-
se´e pour s’e´chapper de ces minimums locaux. De
nombreuses approches ont e´te´ propose´es dans la
litte´rature : liste tabou [13], recuit simule´, ajout
des re´solvantes [2]... D’autres ame´liorations (choix
de la variable a` flipper, propagation unitaire, ...)
ont e´galement e´te´ propose´, le lecteur inte´resse´
pourra se re´fe´rer a` [14] pour une description plus
de´taille´e. Nous pre´sentons ci-dessous l’algorithme
WSAT que nous utilisons comme base de la nou-
velle approche que nous proposons dans ce papier.
Algorithme 1 : WSAT
Input : Σ une formule CNF
Output : SAT si un mode`le de Σ est trouve´,
UNKNOWN sinon
for i← 1 to MaxTries do1
Ic ← interpre´tation comple`te de Σ;2
for j ← 1 to MaxFlips do3
if Ic |= Σ then4
return SAT ;5
α ∈ Σ tel que Ic 6|= α;6
if ∃x ∈ α permettant une descente then7
flipper(x)8
else /* minimum local */9
Remplacer Ic par une interpre´tation10
obtenu selon un crite`re d’e´chappement;
return UNKNOWN ;11
L’algorithme WSAT (algorithme 1) ge´ne`re une
interpre´tation comple`te et et la modifie jusqu’a` ob-
tenir un mode`le ou jusqu’a` ce que le nombre maxi-
mal de re´parations autorise´es soit atteint. Pour ce
faire, une clause est choisie ale´atoirement parmi
l’ensemble des clauses falsifie´es par l’interpre´tation
courante (ligne 6). S’il existe une variable apparte-
nant a` cette clause permettant de re´duire le nombre
de clauses falsifie´es (descente) cette dernie`re est
flippe´e1 (ligne 8). Sinon, on se trouve dans un mi-
nimum local et un crite`re d’e´chappement est utilise´
(ligne 10). Cette ope´ration est re´pe´te´e un certain
nombre de fois (MaxFlips) fixe´ au de´part. Ce pro-
cessus peut se re´pe´ter un nombre maximal de fois
(MaxTries) fixe´ au de´marrage de la proce´dure.
Un des avantages de cette me´thode est la vitesse
a` laquelle la prochaine variable a` flipper est choi-
sie. En effet, le choix de la prochaine variable est
limite´ a` un sous-ensemble de variables restreint.
De cette manie`re, WSAT parcourt rapidement de
nombreuses interpre´tations.
3.2 Analyse de conflits et graphe d’implications
Nous introduisons maintenant la notion de
graphes d’implications utilise´e par les solveurs
complets de type CDCL pour analyser les conflits,
de´duire de nouvelles clauses (ou nogoods) et ef-
fectuer un retour arrie`re non chronologique. Le
graphe d’implications est un graphe oriente´ acy-
clique (DAG) permettant une repre´sentation de
l’affectation des variables et des propagations uni-
taires issues de ces affectations. Dans un graphe
d’implications, chaque sommet repre´sente un litte´-
ral et posse`de un niveau de de´cision. De`s que l’on
affecte une variable, celle-ci est appele´e variable de
de´cision et elle donne son rang d’instanciation a`
toutes les variables qui seront affecte´es par propa-
gation unitaire re´sultant de cette affectation. Pour
chaque litte´ral y propage´, on garde en me´moire
la clause a` l’origine de cette propagation. Cette
clause, note´e
−→
cla(y), est de la forme (x1∨...∨xn∨y)
tel que ∀xi, 1 ≤ i ≤ n, xi /∈ I et y ∈ I. Lorsqu’un
litte´ral y n’est pas obtenu par propagation unitaire
mais qu’il correspond a` un point de de´cision,
−→
cla(y)
est inde´fini et par convention on notera
−→
cla(y) = ⊥.
Lorsque
−→
cla(y) 6= ⊥, on note par exp(y) l’en-
semble {xi|xi ∈
−→
cla(y) \ {y}}, appele´ l’ensemble
des explications de y. Autrement dit,
−→
cla(y) =
(x1 ∨ ... ∨ xn ∨ y) alors les explications sont les lit-
te´raux xi qui constituent la condition sous laquelle
−→
cla(y) devient une clause unitaire {y}.
Quand
−→
cla(y) est inde´fini, exp(y) est e´gal a`
l’ensemble vide. Dans un graphe d’implications,
chaque noeud admet un ensemble d’explications
qui correspond a` l’ensemble de ses pre´de´cesseurs
dans le graphe. De manie`re formelle on de´finit le
graphe d’implications de la manie`re suivante :
De´finition 1 (graphe d’implications) Soit Σ
une formule sous forme CNF, Ip une interpre´ta-
tion partielle. Le graphe d’implications associe´ a` Σ,
1Flipper une variable consiste a` inverser sa valeur.
Ip et exp est G
Ip
Σ = (N ,A) ou` :
1. N = {x|x ∈ Ip} i.e. un noeud pour chaque
litte´ral de Ip ;
2. A = {(x, y)|x ∈ Ip, y ∈ Ip, x ∈ exp(y)}.
Exemple 3.1 Soient Σ = {φ1, ..., φ11} une for-
mule CNF tel que :
φ1 : (x1 ∨ x2 ∨ x3) φ2 : (x1 ∨ x4 ∨ x5)
φ3 : (x2 ∨ x1) φ4 : (x4 ∨ x7 ∨ x6)
φ5 : (x3 ∨ x5) φ6 : (x5 ∨ x7)
φ7 : (x6 ∨ x8) φ8 : (x7 ∨ x8)
φ9 : (x8 ∨ x4) φ10 : (x1 ∨ x8)
φ11 : (x7 ∨ x9)
et Ip l’interpre´tation partielle suivante Ip =
{〈(x12)〉〈(x
2
6)〉〈(x
3
9) x
3
7 x
3
4 x
3
5 x
3
3 x
3
1 x
3
1〉} ou` x
j
i in-
dique que le litte´ral xi est affecte´ au niveau j.
Les litte´raux de de´cision sont indique´s entre pa-
renthe`ses et les autres litte´raux repre´sentent ceux
affecte´s par propagation unitaire. Le niveau de de´-
cision courant est 5 et Σ|Ip |=∗ ⊥. La figure 1 re-
pre´sente le graphe d’implications G
Ip
Σ associe´e a` Σ,
Ip et exp (l’ensemble des explications).
nx26
nx39
nx12
x37
x34
x35
x33
x31
x3
1
⊥
φ4
φ11
φ1
φ5
φ8
φ2
Fig. 1 – Graphe d’implication (exemple 3.1)
Le graphe d’implications est utilise´ pour extraire
des nogoods. Ceux-ci sont construits par l’applica-
tion de plusieurs re´solutions sur la clause devenue
fausse et en remontant ce graphe. Divers types de
nogoods peuvent alors eˆtre ge´ne´re´s. L’un des plus
utilise´s et des plus efficaces, est le  first UIP 
(Unique Implication Point). Pour plus de de´tails,
se re´fe´rer a` [18, 1].
4 Analyse de conflits et recherche lo-
cale
4.1 De´finition des graphes conflits
Nous avons vu dans la section 3.1 qu’un des
points importants des me´thodes de recherche lo-
cales est le crite`re d’e´chappement. Nous proposons
une nouvelle me´thode qui, partant de l’interpre´-
tation comple`te, ge´ne`re un graphe d’implications.
Celui-ci va nous permettre d’ajouter des nogoods
a` la formule mais e´galement de choisir les variables
a` flipper pour sortir de ce minimum local.
Ne´anmoins, dans le cadre de la recherche lo-
cale, le fait de conside´rer des interpre´tations com-
ple`tes rend la de´finition et la construction de
graphes d’implications proble`matique. D’une part,
on ne retrouve pas les notions de niveau d’affecta-
tion, de litte´raux de de´cision ou propage´s. D’autre
part, une interpre´tation comple`te peut falsifier plu-
sieurs clauses. Dans cette section, nous proposons
une nouvelle de´finition des graphes d’implications
adapte´e au contexte de la recherche locale stochas-
tique. Nous donnons ci-dessous quelques de´fini-
tions pre´alables en conside´rant une formule CNF Σ
et une interpre´tation comple`te Ic. On dit qu’un lit-
te´ral ℓ satisfait (respectivement falsifie) une clause
β ∈ Σ si ℓ ∈ Ic ∩ β (respectivement ℓ ∈ Ic ∩ β).
On note l’ensemble des litte´raux satisfaisant (resp.
falsifiant) une clause β pour une interpre´tation Ic
par L+Ic(β) (respectivement L
−
Ic
(β)).
De´finition 2 (clause unisatisfaite) Une clause
β est dite unisatisfaite si |L+Ic(β)| = 1.
De´finition 3 (clause critique et lie´e [9]) Une
clause α est dite critique si |L+Ic(α)| = 0 et ∀ℓ ∈ α,
∃α′ ∈ Σ avec ∼ ℓ ∈ α′ et |L+Ic(α
′)| = 1 (α′ est
satisfaite en ∼ ℓ). Les clauses α′ sont dites lie´es a`
α pour l’interpre´tation Ic.
Exemple 4.1 Soient Σ = (a∨b∨c)∧ (a∨b)∧ (b∨
c)∧(c∨a) et Ic = {a, b, c}. La clause α1 = (a∨b∨c)
est critique. Les trois autres clauses sont lie´es a` α1
pour Ic.
Il est important de noter que dans un minimum
local toutes les clauses falsifie´es sont critiques [9].
On peut maintenant de´finir la notion de graphe
conflit pour les interpre´tations comple`tes.
De´finition 4 (graphe conflit sur z) Soient Σ
une formule sous forme CNF, I une interpre´tation
comple`te conflictuelle de Σ. E´tant donne´es deux
clauses de Σ, β = {β1, . . . , βk, z} falsifie´e par I
et γ = {γ1, . . . , γl, z} unisatisfaite en z pour I, on
construit le graphe conflits GzΣ,I = (N ,A) de la
manie`re suivante :
1. – {z, z,⊥} ⊆ N ;
– {γ1, . . . , γl} ⊆ N ;
– {β1, . . . , βk} ⊆ N ;
2. – {(z,⊥), (z,⊥)} ⊆ A ;
– {(β1, z), . . . , (βk, z)} ⊆ A ;
– {(γ1, z), . . . , (γk, z)} ⊆ A ;
3. ∀x ∈ N , si x 6= z et α =
∧
{y ∈ N | (y, x) ∈
A} 6|= ⊥ alors α∨x ∈ Σ et est unisatisfaite en
x.
Il est clair que pour un litte´ral z donne´, les
clauses β et γ ne sont pas uniques. De plus, il
est possible que plusieurs clauses unisatisfaites ex-
pliquent un meˆme litte´ral. On peut donc remarquer
qu’il n’y a pas unicite´ du graphe conflit.
Exemple 4.2 Conside´rons de nouveau l’exemple
3.1. Soit l’interpre´tation comple`te Ic ⊆ VΣ tel
que Ic = {x1, . . . , x9}. La figure 2 sche´matise un
graphe conflit Gx1Σ,I construit sur la variable x1.
x1
x1
⊥
x3
x5
x4
x6
x7
x8
φ8
φ7
φ9
φ4
φ6
φ2
x2
φ5
φ1
Fig. 2 – Graphe conflit de´fini sur la variable x1
Il est important de noter que l’existence d’un tel
graphe n’est pas toujours assure´e, et la proposition
suivante exprime les conditions sous lesquelles la
construction de ce graphe conflit est possible.
Proposition 1 Soient Σ une formule sous forme
CNF, I une interpre´tation comple`te construite
sur les variables de Σ. Le graphe conflit GxΣ,I est
constructible si et seulement si x et x apparaissent
respectivement dans une clause fausse et une clause
unisatisfaite.
Preuve 1 Cette proposition de´coule directement
de la de´finition d’un graphe conflit.
Corrolaire 2 Soit α ∈ Σ une clause critique.
∀x ∈ α il est possible de construire un graphe
conflit de´fini sur x.
Preuve 2 Par de´finition d’une clause critique α ∈
Σ on a ∀x ∈ α, ∃β ∈ Σ unisatisfaite en x. D’apre`s
la proposition 1, il est facile de voir que ∀x ∈ α il
existe un graphe conflit en x.
Lorsque l’on se trouve dans un minimum local,
toutes les clauses non satisfaites sont critiques. Le
corrolaire 2 nous assure donc que, dans ce cas, il est
toujours possible de cre´er un graphe conflit. Ceci
est tre`s important, puisque cela va nous permettre
de construire un graphe afin de ge´ne´rer un nogood
qui va lui meˆme permettre de s’extraire du mini-
mum local. Ne´anmoins, ge´ne´rer de tels nogoods en
partant d’un graphe conflit est un proble`me diffi-
cile. En effet, la notion de niveau e´tant absente,
l’analyse de conflit classique base´e sur la notion
d’UIPs ne peut eˆtre e´tendue. De plus, les graphes
conflits, tel que de´finis pre´ce´demment, peuvent
contenir des cycles. La pre´sence de cycles au sein
d’un graphe conflit peut conduire a` produire par
re´solution des clauses tautologiques. Ces clauses
sont par nature inutiles. Pour palier a` ces pro-
ble`mes, nous proposons dans la section suivante,
une me´thode, qui, a` partir du graphe conflit d’une
interpre´tation comple`te, extrait le graphe d’impli-
cations associe´. De cette manie`re, on retrouve le cas
classique des graphes d’implications utilise´s dans
les solveurs SAT modernes qui permettent d’ex-
traire facilement et rapidement des nogoods im-
portants pour simplifier la recherche.
4.2 Construction des graphes conflits
Afin de palier aux proble`mes e´nonce´s dans la sec-
tion pre´ce´dente, nous proposons une premie`re me´-
thode base´e sur la propagation unitaire. Partant de
l’interpre´tation comple`te conflictuelle I, nous al-
lons construire une interpre´tation partielle par pro-
pagation unitaire dont les points de choix ont les
meˆmes valeurs dans les deux interpre´tations. Cette
interpre´tation, que nous de´finissons ci-dessous, per-
mettra ensuite de de´finir un graphe conflit acy-
clique.
De´finition 5 (interpre´tation partielle de´rive´e)
Soient Σ une formule sous forme CNF, I une
interpre´tation comple`te conflictuelle construite sur
VΣ. L’interpre´tation partielle de´rive´e de I, note´
I ′, est construite de manie`re incre´mentale de la
fac¸on suivante :
– I ′0 = ∅ ;
– I ′i+1 = I
′
i ∪ {(xi+1), x
1
i+1, ..., x
k
i+1} tel que
xi+1 ∈ VΣ \ VI′
i
et ∀j, 1 6 j 6 k on a
Σ|I′
i
∪{xi+1}
|=∗ x
j
i+1 avec x
j
i+1 ∈ I ;
– I ′ = I ′i∪{(xi+1), x
1
i+1, ..., x
l
i+1} tel que xi+1 ∈
VΣ \ VI′
i
et ∀j, 1 6 j 6 l on a Σ|I′
i
∪{xi+1}
|=∗
xji+1 avec x
j
i+1 ∈ I pour j 6= l et x
l
i+1 /∈ I.
L’ensemble des points de choix sera nomme´ en-
semble conflit et on appellera litte´ral conflit le lit-
te´ral x ∈ I′ \ I.
Le choix des variables apparaissant dans l’en-
semble conflit est un choix heuristique et conduit
a` diffe´rentes interpre´tations partielles de´rive´es.
Exemple 4.3 Reprenons la formule Σ de
l’exemple 3.1 et l’interpre´tation comple`te et
conflictuelle Ic = {x1, . . . x9}.
Dans un premier temps, conside´rons l’ordre lexi-
cographique pour ge´ne´rer l’interpre´tation partielle
de´rive´e. On obtient :
– I ′0 = ∅
– I ′1 = {(x1), x
1
2, x
1
3}
La variable conflit est alors x3 et l’ensemble conflit
est limite´ {x1}. Si nous conside´rons maintenant
l’ordre lexicographique inverse, alors l’interpre´ta-
tion partielle de´rive´e est :
– I ′0 = ∅
– I ′1 = {(x
1
9), x
1
7, x
1
5, x
3
1}
– I ′2 = {(x
1
9), x
1
7, x
1
5, x
3
1, (x
2
8), x
2
6, x
2
4, x
2
1, x
2
2, x
2
2}
Le litte´ral conflit est x2 et on a comme ensemble
conflit {x9, x8}.
L’interpre´tation comple`te e´tant conflictuelle, son
interpre´tation partielle de´rive´e va diffe´rer sur au
moins un litte´ral (le litte´ral conflit). La proposition
suivante exprime le fait qu’il existe au moins une
clause falsifie´e contenant ce litte´ral. C’est a` partir
de celui-ci que l’on construira notre graphe conflit.
Proposition 3 Soient Σ une formule CNF, I une
interpre´tation comple`te conflictuelle de Σ et I ′ une
interpre´tation partielle de´rive´e de I. Soit x le lit-
te´ral conflit, alors exp(x) ⊆ I et la clause
−→
cla(x)
est falsifie´e par I.
Preuve 3 Tout d’abord il est facile de voir que par
construction de I ′ on a exp(x) ⊆ I. En effet, sup-
posons que exp(x) 6⊆ I alors ∃y ∈ exp(x) tel que
y 6∈ I. Par de´finition exp(x) ⊆ I ′, donc y ∈ I′
et par conse´quent le litte´ral y est aussi un litte´ral
conflit. Par construction de I ′ il ne peut y avoir
qu’un seul litte´ral conflit, il en re´sulte alors y = x.
Cette conclusion est absurde car une variable pro-
page´e ne peut pas appartenir a` son explication.
Montrons a` pre´sent que I 6|=
−→
cla(x). Pour cela,
raisonnons e´galement par l’absurde et supposons
−→
cla(x) soit satisfait par I. En premier lieu, on peut
noter que x est une variable obtenue par propaga-
tion unitaire. Il est donc possible de trouver une
explication exp(x) et une clause
−→
cla(x) ∈ Σ tel
que
−→
cla(x) = exp(x) ∨ x. On sait par ailleurs que
exp(x) ⊆ I, donc exp(x) 6⊆ I. Puisque
−→
cla(x) est
satisfaite sous l’interpre´tation I, elle ne peut l’eˆtre
qu’en x. Ce qui est absurde puisque x 6∈ I.
La proposition suivante exprime le fait que
toutes les clauses (hormis la clause falsifie´e) ayant
servi a` la construction du graphe sont unisatis-
faites.
Proposition 4 Soient Σ une formule CNF, I une
interpre´tation comple`te conflictuelle de Σ, I ′ une
interpre´tation partielle de´rive´e de I en fonction de
Σ et x le litte´ral conflit associe´ a` I ′. Conside´rons
le graphe d’implications GI
′
Σ = (N ,A), alors ∀y ∈
N \{x} on a
−→
cla(y) = ⊥ ou
−→
cla(y) est unisatisfaite
par I ′ en y.
Preuve 4 Deux cas sont a` conside´rer :
1. y est un point de choix et alors
−→
cla(y) = ⊥ ;
2. y n’est pas un litte´ral propage´. Il existe
−→
cla(y) ∈ Σ tel que
−→
cla(y) = exp(y) ∨ y.
Par construction de I ′, on a x 6∈ exp(y) et
I ′\{x} ⊂ I. Puisque y 6= x on a {exp(y), y} ⊆
I ′ \ {x}. Par transitivite´ on a {exp(y), y} ⊆
I \{x}. Donc la clause
−→
cla(y) est unisatisfaite
par I en y.
Nous prouvons dans la proposition 5 que le
graphe d’implications obtenu a` partir de l’inter-
pre´tation partielle de´rive´e peut eˆtre e´tendu en un
graphe conflit sur le litte´ral conflit. Ayant mainte-
nant un graphe d’implications comme ceux utilise´s
dans les solveurs CDCL classiques [5], il est pos-
sible d’analyser celui-ci pour ge´ne´rer un nogood qui
sera ensuite ajoute´ a` la base de clauses.
Proposition 5 Soient Σ une formule CNF, I une
interpre´tation comple`te de Σ, I ′ une interpre´ta-
tion partielle de´rive´e et x le litte´ral conflit asso-
cie´ a` I ′. Si ∃α ∈ Σ unisatisfaite par I en x,
alors il est possible d’e´tendre le graphe d’implica-
tion GI
′
Σ = (N ,A) associe´ a` I
′ en un graphe conflit
GxI,Σ = (N
′,A′) de la manie`re suivante :
– N ′ = N ∪ {y ∈ α \ x} ∪ {x,⊥} ;
– A′ = A ∪ {(y, x)|y ∈ α \ x} ∪ {(x,⊥), (x,⊥)}.
Preuve 5 Avant de ve´rifier que GxI,Σ est bien un
graphe conflit valide, il faut identifier les clauses
β = {β1, . . . , βk, z} ∈ Σ falsifie´e par I et γ =
{γ1, . . . , γl, z} ∈ Σ unisatisfaite en z pour I. Par
hypothe`se, la clause α est unisatisfaite par I en x.
On peut donc poser γ = α. D’apre`s la proposition
3, nous pouvons prendre pour β la clause
−→
cla(x).
En effet, x ∈
−→
cla(x) et la clause
−→
cla(x) est bien fal-
sifie´e par I. Les deux clauses servant a` la construc-
tion du graphe conflit e´tant identifie´es, pour valider
que GxI,Σ = (N
′,A′) est un graphe conflit, il suf-
fit, d’apre`s la de´finition 4, de ve´rifier les proprie´te´s
suivantes :
1. – {x, x,⊥} ⊆ N ′. Par hypothe`se, on a
{x,⊥} ⊆ N ′, reste a` monter que x ∈ N ′.
On sait que x ∈ I′, par construction du
graphe GI
′
Σ , on a x ⊆ N . Donc, puisque
N ⊆ N ′, x ∈ N ′ ;
– {γ1, . . . , γl} ⊆ N ′. On a {y ∈ α \ x} ⊆ N ′
et γ = α. Donc {y ∈ γ \ x} ⊆ N ′ ;
– {β1, . . . , βk} ⊆ N ′. Par hypothe`se, β =
−→
cla(x) = β1∨· · ·∨βk∨x = exp(x)∨x. D’ou`
exp(x) = {β1, . . . , βk}. D’apre`s la proposi-
tion 3, on a exp(x) ⊆ I′, d’ou` exp(x) ⊆ N
(voir de´finition 1). Puisque N ⊆ N ′, par
transitivite´ on a exp(x) ⊆ N ′ ;
2. – {(x,⊥), (x,⊥)} ⊆ A′. Par construction ;
– {(γ1, x), . . . , (γk, x)} ⊆ A′. Idem ;
– {(β1, x), . . . , (βk, x)} ⊆ A′. On sait que
exp(x) = {β1, . . . , βk} et que {exp(x), x} ⊆
I ′. Par construction de A′ et d’apre`s la de´-
finition 1, on a {(β1, x), . . . , (βk, x)} ⊆ A ⊆
A′ ;
3. ∀x ∈ N , si x 6= z et α =
∧
{y ∈ N | (y, x) ∈
A} 6|= ⊥ alors α ∨ x ∈ Σ et est unisatisfaite
en x. D’apre`s la proposition 4, ∀y ∈ N tel que
y 6= x et
−→
cla(y) 6= ⊥ on a
−→
cla(y) unisatisfaite
par I en y. Par construction de GIΣ et G
x
I,Σ la
proprie´te´ pre´ce´dente est ve´rifie´e.
Exemple 4.4 Reprenons l’exemple 3.1 et les in-
terpre´tations partielles de´rive´es obtenues dans
l’exemple 4.3. Nous pouvons alors e´tendre les
graphes d’implications associe´s a` ces deux interpre´-
tations en deux graphes conflits sche´matise´s dans
les figures 3 (ordre lexicographique) et 4 (ordre lexi-
cographique inverse).
nx11
x12
x1
3
nx25
x23
⊥
φ3
φ1
φ5
Fig. 3 – Graphe conflit construit a` l’aide de la
propagation unitaire (ordre lexicographique)
nx19 x17 x15 x13
x24
x26
x21
x2
2
x22nx18
⊥
φ11 φ6 φ5
φ4
φ1
φ7
φ10
φ3
Fig. 4 – Graphe conflit construit a` l’aide de la pro-
pagation unitaire (ordre lexicographique inverse)
4.3 Implantation
Nous proposons d’inte´grer le graphe conflit de´-
fini dans la section pre´ce´dente au sein d’un sol-
veur de type WSAT, le graphe conflit sera construit
Algorithme 2 : CDLS
Input : Σ une formule CNF
Output : SAT ou UNSAT si la
satisfaisabilite´ de Σ a pu eˆtre
de´cide´e, UNKNOWN sinon
for i← 1 to MaxTries do1
Ic ← interpretationCompletePU(Σ);2
for j ← 1 to MaxFlips do3
if Ic |= Σ then4
return SAT ;5
Γ = {α ∈ Σ| Ic 6|= α};6
if ∃x ∈ VΓ permettant une descente then7
flipper(x);8
else9
/* minimum local */
α ∈ Γ;10
β ← analyseConflitRL(Σ, Ic, α);11
if β = ⊥ then12
return UNSAT;13
Σ← Σ ∪ {β};14
return UNKNOWN ;15
lorsque WSAT aura atteint un minimum local afin
de s’e´chapper de celui-ci. Cette me´thode est nom-
me´e CDLS (Conflict Driven for Local Search).
Lors de la construction de l’interpre´tation par-
tielle de´rive´e, deux cas peuvent se pre´senter. Soit
un conflit est atteint lors de la propagation unitaire
(voir figure 4) et dans ce cas, le graphe d’implica-
tions re´sultant est utilise´ pour analyser le conflit
comme le font les solveurs SAT modernes et ex-
traire une clause assertive associe´e au premier UIP.
Sinon (voir figure 3), nous e´tendons le graphe d’im-
plications de l’interpre´tation partielle de´rive´e en un
graphe conflit sur le litte´ral conflit, et de la meˆme
manie`re, on extrait une clause assertive. Dans les
deux cas, une clause assertive est ajoute´e a` la base
de clauses de la formule. Lorsque celle-ci est e´gale
a` la clause vide l’insatisfaisabilite´ de la formule est
ainsi de´montre´e. Contrairement a` WSAT classique
qui n’autorise qu’un seul flip a` chaque e´tape, CDLS
va pouvoir flipper un ensemble de variables afin de
s’e´chapper d’un minimum local. Ces variables sont
celles qui diffe`rent entre l’interpre´tation comple`te
et l’interpre´tation partielle de´rive´e.
Il est important de noter que l’algorithme CDLS
n’est pas un algorithme hybride comme [6, 7]. C’est
une me´thode de recherche locale stochastique. La
propagation unitaire est uniquement utilise´e pour
construire et analyser le graphe conflit et ainsi ge´-
ne´rer des nogoods.
L’algorithme CDLS (algorithme 2) prend en pa-
Fonction analyseConflitRL
Input : - Σ une formule CNF ;
- Ic une interpre´tation comple`te ;
- α ∈ Σ une clause critique pourIc.
Output : β une clause construite sur VΣ
E ← ensembleConflit(Σ, Ic, α);1
γ ← ∅;2
Ip ← ∅;3
while (γ = ∅) and (Ip ⊂ Ic) do4
E ← E \ Ip;5
Ip ← Ip ∪ {x} tel que x ∈ E ;6
γ ← BCP ();7
if γ 6= ∅ then /* CAS 1 */8
β ← analyseConfitClassique(G
Ip
Σ );9
flipper(x) avec x litte´ral assertif;10
else /* CAS 2 */11
I ′ ← interpre´tation de´rive´ associe´e a` Ip;12
y ← litte´ral conflit de I ′;13
Gy(Σ,I′) ← graphe conflit e´tendu de G
I′
Σ ;14
β ← analyseConfitClassique(Gy(Σ,I′));15
forall x ∈ Ip \ Ic do16
flipper(x);17
return β;18
rame`tre une CNF Σ et peut retourner trois va-
leurs, SAT , UNSAT ou UNKNOWN . L’algo-
rithme reprend le sche´ma de base de WSAT (voir
algorithme 1). Notons que les interpre´tations ini-
tiales sont construites en utilisant la propagation
unitaire (ligne 2 de l’algorithme CDLS et fonc-
tion interpretationCompletePU). En effet, l’uti-
lisation de la propagation unitaire pour initialiser
l’interpe´ration courante de WSAT permet de s’ap-
procher plus rapidement d’un minimum local et de
prendre en compte certaines de´pendances fonction-
nelles entre les variables. Tant qu’une descente est
possible on flippe une variable permettant de di-
minuer le nombre de clauses fausses. Une fois, un
minimum local atteint, on analyse le conflit comme
explique´ pre´ce´demment afin de ge´ne´rer un nogood
β qui est ajoute´ a` la base de clauses. La fonction
analyseConflitRL est au coeur de notre contribu-
tion. Cette fonction commence par se´lectionner un
ensemble des variables conflits qui vont nous per-
mettre de construire une interpre´tation partielle
de´rive´e conduisant a` un conflit. C’est la fonction
ensembleConflit qui s’en charge. Elle choisit les
variables dans les clauses lie´es a` la clause falsifie´e
α, afin de forcer l’interpre´tation partielle qui va en
eˆtre de´duite, a` rester dans le voisinage de α. La
fonction BCP effectue la propagation unitaire. Elle
renvoie une clause falsifie´e si la propagation uni-
Fonction interpretationCompletePU
Input : Σ une formule CNF
Output : Ic une interpre´tation comple`te de Σ
Σ′ ← Σ;1
Ic ← ∅;2
while |Ic| 6= |VΣ| do3
Ic ← Ic ∪ {x|x ∈ VΣ \ Ic};4
P ← {x} ∪ {y| Σ′|x |=∗ y};5
foreach y ∈ P do6
if y ∈ Ic then7
P ← P \ {y};8
Ic ← Ic ∪ P ;9
Σ′ ← Σ′|P ;10
return Ic;11
Fonction ensembleConflit
Input : - Σ une formule CNF ;
- Ic une interpre´tation comple`te ;
- α ∈ Σ une clause critique pour Ic.
Output : C un ensemble de litte´raux conflit
C ← ∅;1
forall x ∈ α do2
β ∈ Σ unisatisfaite en x;3
C ← C ∪ {β \ {x}};4
return C;5
taire conduit a` un conflit et la clause vide sinon.
C’est cette fonction qui permet de construire en-
suite l’interpre´tation partielle Ip (ligne 4-7). L’in-
terpre´tation partielle conduit donc, soit a` un conflit
par propagation unitaire, soit a` une discordance
entre l’interpre´tation partielle et l’interpre´tation
comple`te. Dans le premier cas, une analyse de
conflit classique est effectue´e (ligne 9) et le litte´-
ral assertif est flippe´. Dans le second, on extrait
l’interpre´tation partielle de´rive´e de Ip et on ge´ne`re
le graphe conflit associe´ (ligne 12-14 et proposi-
tion 5). A` partir de la`, il est possible d’analyser
le conflit. Toutes les variables qui diffe`rent de va-
leur entre l’interpre´tation partielle et l’interpre´ta-
tion comple`te sont alors flippe´es.
5 Expe´rimentations
Les re´sultats expe´rimentaux reporte´s dans cette
section ont e´te´ obtenus sur un Xeon 3.2 GHz (2 Go
RAM). Le temps CPU est limite´ a` 1200 secondes et
les re´sultats sont reporte´s en secondes. Nous com-
parons CDLS a` 3 me´thodes incomple`tes : WSAT
[16], rsaps [11] et adaptg2 [12], et a` minisat [5] un
des solveurs complets CDCL les plus efficaces. Les
instances utilise´es sont issues des dernie`res compe´-
titions SAT et sont divise´es en trois cate´gories :
crafted (1439 instances), industrial (1305) et ran-
dom (2172). Toutes les instances sont pre´traite´es a`
l’aide de SATElite [4].
La figure 5 montre, pour chaque cate´gorie d’ins-
tances et en fonction de la satisfaisabilite´ de celles-
ci, le nombre d’instances re´solues en fonction du
temps. Rappelons, tout d’abord que adaptg2, rsaps
et WSAT sont des me´thodes qui ne peuvent re´-
pondre qu’a` la satisfaisabilite´ d’une instance. En ce
qui concerne la cate´gorie crafted, le solveur minisat
mis a` part, notre approche est compe´titive et re´-
soud sensiblement le meˆme nombre d’instances que
les approches de recherche locale re´centes adaptg2
et rsaps. Deux autres points sont a` noter. D’une
part, CDLS re´soud beaucoup plus d’instances SAT
que WSAT sur lequel il est base´. De l’autre, CDLS
est capable de re´soudre un grand nombre d’ins-
tances UNSAT.
Pour les instances de la cate´gorie industrial,
CDLS re´soud deux fois plus d’instances SAT que
les solveurs stochastiques classiques et est capable
de re´soudre pre`s de 160 instances UNSAT. L’ana-
lyse des conflits dans le cadre de la recherche locale
permet donc de re´soudre efficacement des instances
structure´es, qu’elles soient satisfaisables ou pas.
Enfin, concernant la cate´gorie random, notons,
tout d’abord, que notre me´thode n’arrive pas a`
prouver l’insatisfaisabilite´ pour les instances de
cette cate´gorie. Nous pensons que cela provient du
choix heuristique de l’ensemble conflit (voir fonc-
tion ensembleConflit). Il semble que CDLS ne se
focalise pas assez sur le meˆme sous-ensemble in-
consistant. Au niveau des instances random sati-
safaisables, CDLS est le moins efficace des solveurs
stochastiques. Ceci peut s’expliquer par le fait que
la construction du graphe conflit est couˆteuse en
temps et qu’elle ralentit donc notre me´thode. De
ce fait, CDLS parcourt moins d’interpre´tations que
les autres me´thodes de recherche locale et a donc
moins de chance de trouver un mode`le. Notons e´ga-
lement les mauvaises performances de minisat sur
ce type d’instances.
Globalement, CDLS est plus efficace que les
autres solveurs base´s sur la recherche locale. Il ame´-
liore grandement les performances de WSAT sur
lequel il est base´. Il serait donc inte´ressant de gref-
fer notre analyse de conflits a` d’autres types d’al-
gorithme de recherche locale, comme rsaps, afin
d’ame´liorer leur performances. Il reste que CDLS
ne rivalise pas encore avec les approches CDCL
comme minisat dans les cate´gories crafted et in-
dustriels. Ne´anmoins, les premiers re´sultats obte-
nus sont extreˆmement encourageants.
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Fig. 5 – Nombre d’instances re´solues en fonction du temps
6 Conclusion
Dans cet article nous proposons une nouvelle
approche pour sortir des minimums locaux dans
le cadre des me´thodes de recherche locale pour
SAT. Notre approche est base´e sur une extension
de l’analyse des conflits utilise´ par les solveurs SAT
modernes complets. L’objectif est double : ame´lio-
rer les me´thodes de recherche locale sur les pro-
ble`mes structure´s et re´pondre a` un des challenges
les plus importants de la communaute´ SAT, a` sa-
voir, proposer une me´thode incomple`te efficace re´-
pondant a` l’insatisfaisabilite´ d’une formule.
Les premiers re´sultats obtenus sur un large pa-
nel d’instances sont tre`s encourageants. Notre sol-
veur CDLS re´sout beaucoup d’instances insatisfai-
sables, de plus, il est beaucoup plus efficace que
les autres me´thodes de recherche pour re´soudre
des proble`mes industriels. Dans les travaux futurs,
nous comptons ame´liorer l’heuristique de choix des
variables appartenant a` l’ensemble conflit. Nous
souhaitons e´galement analyser et extraire les no-
goods sans avoir recours a` la propagation unitaire.
Enfin, l’utilisation du premier UIP n’est pas pri-
mordial ici, et nous allons e´tudier diverses pistes
pour choisir le meilleur nogood a` extraire.
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