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A Fast Kalman Filter for images Degraded by Both Blur and Noise Abstract-In this paper a fast Kalman filter is derived for the nearly optimal recursive restoration of images degraded in a deterministic way by blur and in a stochastic way by additive white noise. Straightforwardly implemented optimal restoration schemes for two-dimensional images degraded by both blur and noise create dimensionality problems which, in turn, lead to large storage and computational requirements.
When the band-Toeplitz structure of the model matrices and of the distortion matrices in the matrix-vector formulations of the original image and of the noisy blurred observation are approximated by circulant matrices, these matrices can be diagonalized by means of the FFT. Consequently, a parallel set of N dynamical models suitable for the derivation of N lowarder vector Kalman filters in the transform domain is obtained.
In this way, the number of computations is reduced from the order of U(N 4 , to that of U(N log2 N ) for N X N images. I I. INTRODUCTION N the recent past, considerable attention has been devoted to the application of the recursive Kalman filter to restore images degraded by both blur and additive noise. In the early paper of Aboutalib and Silverman [I] , the case of linear motion blur and additive noise is discussed. Their approach is based on modeling the one-dimensional (I-D) blurring process by a linear dynamic model, while the original image is modeled as the output of a line scanner as described by Nahi and Assefi [2] . The periodic nature of the scanning procedure results in a nonstationary output. This introduces complexities in the design of a stationary model which, in turn, necessitates additional approximations. The resulting model is basically a 1-D model. Aboutalib, Murphy, and Silverman [3] have extended this approach to the case of general motion blur.
In this paper we want to use explicitly 2-D models for both the original image and the blur so that we take into account their two-parameter dependence. Two different approaches may be distinguished in the literature. Woods and Ingle [4] derive a Kalman filter for scalar observations based on a nonsymmetric half-plane model for the original image. The image is filtered a pixel at a time. The second approach stems from Panda and Kak [ 5 ] , who derive an optimal Kalman filter for vector observations based on a DPCM-image model. Murphy and Silverman [6] have extended this approach to a vector Kalman filter based on a general semicausal image description. Both filters process the image one line at a time.
However, the optimal Kalman filter for the scalar observations of Woods and Ingle as well as the one for the vector observations of Murphy and Silverman are characterized by large computational and storage requirements. Therefore, Woods and Ingle introduce the '"reduced update" Kalman filter. By limiting the update procedure to the elements near the present point, the efficiency of the algorithm can be increased. To avoid large computational and storage requirements, Murphy and Silverman propose two suboptimal restoration schemes related to their optimal solution, namely, strip restoration and constrained optimal restoration, i.e., the gain matrix is constrained to be sparse.
Here we follow the line-by-line approach of [5] and [ 6 ] . We intend to exploit the specific matrix structures to reduce the number of computations. This is also done by Jain [7] for the nonblur case. Jain made use of a semicausal image model which introduces symmetric tridiagonal matrices. He proposes the sine transform to obtain a parallel set of scalar Kalman 0096-3518/83/1000-1248$01.00 0 1983 IEEE filters. We would like to obtain a similar efficient filter>scheme for blurred images, but if the observed image is corrupted by both blur and observation noise, the distortion matrix in the observation equation has a more or less complex structure and the sine transform technique fails. However, by introducing circulant-matrix approximations for the band-Toeplitz-structured matrices in the matrix-vector formulations of our problem, the line-by-line recursive Kalman filter can be reduced to a parallel bank of low-order Kalman filters in the Fourier domain.
In Section I1 we derive a matrix-vector formulation of the image model and of the observation equation. This is followed in Section 111 by the introduction of circulant-matrix approximations and a diagonalization procedure. In Section IV we define a dynamical model, and in Section V we derive a fast Kalman filter consisting of a parallel bank of low-order vector Kalman filters in the Fourier domain. Finally, some examples are shown.
IMAGE REPRESENTATION
In this section we will derive a matrix-vector formulation of the original image generating process and of the noisy blurred observations in order to make use of the special structure of the resulting equations.
It is assumed that the image can be represented by a zeromean homogeneous discrete N X N random field. The image can then be modeled by the semicausal type of model The spatial support of model (1) and the boundary conditions necessary to evaluate the image inside an N X N viewing area are shown in Fig. 1 . 
and Both conditions, combined with a top-side boundary condition ~( 1 -p ) = x T ( lp ) for p = 1, * -* , p z , are necessary to evaluate the image inside the N X N viewing area. These boundary conditions, which can be seen as initial values, must be specified prior to evaluating X(m) via (4). However, they must be consistent with the statistical model of the image
and X T ( lp ) equal to the mathematical expectation of the image field, which is zero in our case. Amore precise approach is suggested by Murphy and Silverman [6] . They consider random boundary conditions so as to properly characterize a rectangular region obtained from a homogeneous random field and model them as a state-space model which can be generated independently of the image field. Woods and Ingle [4] refine t h i s approach to admit image-dependent boundaries. It is our experience, however, that the improvement in visual quality at the image borders by using these more elaborate boundary conditions is small. Therefore, in order to obtain a fast filter implementation we have set the boundary conditions equal to zero. Then (4) simplifies to P2 ApX(mp ) =Bo U(m). p = Q IEEE TRANSACTIONS ON ACOUSTICS, SPEECH, AND SIGNAL PROCESSING, VOL. ASSP-31, NO.
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In order to obtain a recursive equation, (7) can be written as
After modeling the original image into a recursive equation, we now focus our attention on the degradation introduced by the imaging system. In general, these degradations are very complex [lo] , [ 111 . However, in many cases of practical importance, such as camera motion, atmospheric turbulence, and blur due to the transfer function of lenses, the imaging system can be modeled as a linear system [12] . If the linear system is spatially invariant and we assume the noise to be an additive process at the output of the system and the point spread function to extend over a small number of points, then the observed or recorded image can be modeled by the following 2-D convolution summation:
where n(m, n) is a zero-mean white-noise process uncorrelated with the data and where r(k, 2) is the finite duration impulse response or point spread function (PSF) of the blur.
To describe the degraded image within the N X N viewing area correctly, we have to introduce a region outside the viewing area, where the original pixel values are assumed to be known. This region is denoted by Slepian [ 131 as admissible a priori set. In accordance with our choice of the boundary conditions, we set x(m, n) equal to zero within this a priori set. Now, we transform (9) into matrix-vector form. Eliminating the inner summation of (9) yields If there is no blur, the summation in (IO) disappears and Ro is an NX N identity matrix I and the problem reduces to a noise filtering problem. In this case, by using a semicausal model which introduces tridiagonal matrices, Jain [7] proposes the sine transform to come to a parallel set of scalar filters. We would like to obtain a similar efficient filter scheme for blurred images. So we look for a transform which diagonalizes both the model matrices A , and Bo in the description (8) of the original image and the distortion matrices R k in the observation equation (10). Then these equations reduce to a set of decoupled equations, so that a set of recursive Kalman filters suitable for parallel processing of the data in the transform domain can be based on this model. By observing that these matrices have .an appealing band-Toeplitz structure, we can make use of the property.that a Toeplitz matrix can be approximated by a circulant matrix. A circulant matrix has the attractive property that it can easily be diagonalized by means of the discrete Fourier transform (DFT), as can be seen from the following.
Let Q be an (NX N)-band Toeplitz matrix of the following form:
where each row is a circular right shift of the row above and where the first row is a circular right shift of the last row. The primary difference between the matrices Q and Qc is that they differ only by elements added in the upper right and lower left parts to produce the cyclic structure in the rows. By increasing matrix size N , it does not affect the number of elements added to the upper right and lower left part, but does increase the number of elements on the main diagonals. So the number of elements in the upper right and lower left decrease in proportion to the main diagonal elements. It can be shown that Q and Qc are asymptotically equivalent [14] , [ 171 . In practice, where we assume that both model and blur support are much smaller than the image size, only a few columns at the border are affected by this assumption. By expanding the image with a few columns, the difference between the Toeplitz and circulant matrices may even fall completely outside the N X N viewing area. In fact, the circulant matrix approximation means that instead of thinking of an image as a flat array, one can think of it as a cylinder so that the horizontal distance which are the DFT's of the vectors X(m), U(m), Y(m), and matters only modulo N . It is known [14] that the (NX N ) -N(m), respectively, and premultiply (19a) by @-I to obtain circulant matrix Q" is diagonalized by with (20)
where A is an (N X N)-diagonal matrix whose elements h(n, n) are the eigenvalues of A ; , B; , and RE. We then obtain quence 40),4(1), -* -, q(N-1). 
AgX(m) = -

A;X(mp ) t B$U(m)
By approximating A . by its circulant version A$ we obtain with (1 4)
xG(k) N 4-l [ p 2~g 6 ( k ) ]
Hence, (23) represents a set of N decoupled p2th order autoregressive processes driven by white noise. Hereafter, the diagonal elements of &(k) are denoted as u~( n ) , for which it holds that ~; ; ( n ) = p2 hAo(n).
In a similar way, by using (14) and (20) ,n=O,l,.--,N-1 (26) where ARk is the matrix of eigenvalues h~, ( n ) of R i . Because of the diagonal structure of the covariance matrix of the observation noise, it holds that
This means that the elements uk(n, n ) of 2 6 , from now on denoted by uk(n), are all equal to u 2 . Equations (23) and (26) form a set of N decoupled equations suitable for the derivation of N low-order Kalman filters.
IV. THE DYNAMICAL MODEL
In order to find a dynamical model for the nth Kalman filter, To derive a parallel set ofNlow-order vector-Kalman filters, both (30) and (31) must be coup1ed. this is Only both (23) and (26) must be w~t t e n in matrix+,ector notation possible if the dimensions of both equations are adapted to ( p 2 X l)-state vector S(m, n) as we assume that the dimension of the state vector s(m, n) in (30) is less than or equal to the dimension of Z(m, n), i.e., to obtain N first-order vector dynamical models. We define a each other-Because we work with low-order image S(m,n) = [ 2 ( m , n ) , 2 ( m -l , n ) ; . . , q m -p , t l , n ) l f p2 < K where K = kl t k2 + 1. In that case, the following (28) dynamical model is used: 2(m t k l , n) , . * * , 2 ( m -k2, n) ] t . vector Z(m, n) . The matricesA(n) and B(n) are replaced by the higher dimensional sparse matrices for m , n = O , l , . . . , N -1 (31) A'(n) and B'(n) of dimension K X K and K X 1, respectively, containing A(n) and B(n) as submatrices:
where V. THE FAST KALMAN FILTER Given the dynamical model of (34), the nth Kalman filter for obtaining the best linear MSE estimate z(m, n) in terms of Y(m, n ) ca? be derived. This results in the following wellknown filter equations [I51 : (32) ?(m,n)=A'(n)&Zl,n)+K(m,n)
. [y(m, n) -C(n) K'(n) 2(m -1, n)]
...
K(m., n)
and
Q(m, n) = A '(a) [I -K(m, n) C(n)] Q(m -1, n) . A ''(n) + oi;(n) P(n) B "(n).
(3 6c) B(n) =~, C(n) = [hR-kl (n) . 1 XRk2(n)]. (33) The matrix Q(m -1, n ) in (36c) is defined by Q(m -I , n) =A'(n)P(m -I , n)A't(n) t oi; (n) B'(n) B y Z ) (3 6 4 where P(m -1, n ) is the covariance matrix of the error vector (i(m -1, n ) -$(m -1, n)). The vector f(m, n) represents estimates of K = kl t k2 t 1 data points about point (m, n).
Since the filter is successively applied to all points of the degraded and transformed image, the aggregate result is multiple estimates for each data point. For example, the estimates ~(m-kl,n)=[xQ(m,n),...,$(m-k2-kl,n) which is the k2-lag smoothed estimate of X(m, n). Note that in that case $(m, n) is updated for the Kth time, yielding the smallest estimation error. Once g(m, n) is known for all m , n,. the spatial domain estimates ?(m, n ) are given by
representing the inverse DFT of the vector X(m). The resulting efficient filter scheme using the fast Fourier transform (FFT) is illustrated in Fig. 2 .
A straightforwardly implemented filter based on (8) and (10) would require multiplication of matrices of sizes up to K N X KN and inversion of NX N matrices. The total number of computations (multiplications and additions) required would be of the order of O (K 3 N 4 ) . By using the diagonalization of the circulant matrices, the equations are decoupled in N parallel equations, each of which require multiplication of matrices of sizes up to K X K . Note that K , the vertical extension of the image blur, is much smaller than the vertical image size N . The number of computations is therefore of the order of O (K 3N t N log, N ) for each line, where N log, N stems from the transformation of the line. The total number of computations is then of the order of O (N2(K + log2 N) ). Note that the filter-gain equations are independent of the image data. The filter gain K(m, n) attains a steady-state value after only a few iterations of (36b) and (36c). To reduce computermemory requirements, these steady-state values can be used as the gains for all m, m = 0, 1, -, N -1. Thus, the filter acquires the form
where Ks(n) is the steady-state filter gain of the nth filter. First, a 32 X 32 test image of the "letter G" is used (Fig. 3 ). This test image is artificially defocused by means of a discrete approximation of the circular PSF, given by
VI. EXPERIMENTAL RESULTS
after which noise is added with, SNR = 100 (Fig. 4) , where the signal-to-noise ratio is defined as SNR = variance of the signal variance of the noise '
The autocovariance function of the original image is approximated as a separable exponentially decaying autocovariance function with p u = p h = 0.8. The filter result, shown in Fig. 5 , shows clearly the deconvolution action. This experiment is IEEE TRANSACTIONS ON ACOUSTICS, SPEECH, AND SIGNAL PROCESSING, VOL. ASSP-31, NO. 5 , OCTOBER 1983 also carried out with a straightforwardly implemented optimal line-by-line Kalman filter. Visual inspection reveals no noticeable difference between the nearly optimal and the optimal filter results. If we use as a measure of filter performance the improvement in signal-to-noise ratio, then the nearly optimal fdter yields only a slight decrease in filter performance of less than 3 percent when compared to the optimal filter results [8] .
Due to time and memory constraints imposed by our computing system, it is not possible for us to use the optimal filter for images greater than 64 X 64 pixels. In the next example, a 256 X 256 test image of the "cameraman" (Fig. 6) is artificially defocused by means of a discrete approximation of the PSF, given by after which noise is added with SNR = 1000 (Fig. 7) . The autocovariance function of the original image is approximated as a separable exponentially decaying autocovariance function with pu = p h = 0.8. First the filter algorithm is used straightforwardly. The resulting image is shown in Fig. 8 . The filter shows a good deconvolution action, but introduces undesired overshoot at the image boundaries. These superwhites and superblacks [14] are indirectly caused by the zeros in the Fourier transform of the PSF of (43). By assuming that there is more noise, namely with SNR = 100, the filter-gain factors decrease, thus diminishing the influence of the innovation term. When treating the blurred image corrupted by noise with SNR = 1000 as if SNR = 100, we get a result with less deconvolution, but also with fewer side effects; see Fig. 9 . Other methods for diminishing these side effects are the subject of current investigation. mated as a separable exponentially decaying autocovariance function with pv = p h = 0.8. The filtered image is shown in Fig. 12 . Notice that the image sharpness is greatly enhanced. In this specific case the blur extends in only one direction, and thus the parallel set of N low-order vector fdters reduces to a parallel set of N scalar filters. Actual processing time on the Amdahl V/7-B computer of the Computer Center of Delft University of Technology for this particular case is less than 6 s (Fortran, H. extended compiler, optimization level 2).
VII. CONCLUSIONS
In this paper a diagonalization procedure is described which uses circulant matrix approximations in order to reduce the dynamical model of the total image recording system to a set of decoupled equations in the Fourier domain (see also [18] , [19] ). Then, a set of low-order Kalman filters suitable for parallel processing of the data in the Fourier domain is derived. The number of computations is reduced from an order of O(K 3N4) to an order of O (N2(K t log, N ) ) . The examples show that the blur is effectively reduced. The number of computations in the filter equation (36) can be reduced even more by avoiding computations which involve zeros. Efficient storage schemes such as the row pointer/column index scheme [16] are subject of current investigation. Of special interest and also subject of current investigation is the extension of the fast line-by-line recursive fdter with a recursive identification procedure in order to obtain on-line estimates of both model and blur parameters. In this way we can combine the identification and restoration procedures, and are thus able to handle slowly varying image statistics and space-variant blurs in a line-by-line update fashion. (44) [ 111 T. S. Huang, W. F. Schreiber, and 0. J. Tretiak, "Image processwhere Z2 = 9 and with additive noise with SNR= 1000 (Fig. 11) . ~1 
