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Abstract
Site-specific recombination is a process employed by organisms in or- I
der to perform spatially and temporally defined rearrangement of 
DNA molecules, such as phage integration and excision, resolution 
of circular multimers, inversions for expression of alternate genes, and
assembly of genes during development. Tn3 is the prototype of a J
family of closely related mobile genetic elements referred to as the 
class II or Tn3 family of transposons. Tn3 contains the genes eneod-
ing a transposase, ^-lactamase, and a site-specific recombinase, Tn3 §
resolvase (Tn3R), that is responsible for the resolution of the cointe- I
grate, an intermediate in the transposition reaction. Tn3R is able to
resolve in vitro supercoiled plasmids containing two 114 bp res sites 1
in direct orientation into two smaller circular plasmids, each of them 
with a single res site.
In this thesis, the solution properties of Tn3R were studied by sed­
imentation equilibrium (SE) and velocity (SV) analytical ultracen­
trifugation and small angle neutron scattering (SANS). Tn3R was 
found to be in a monomer-dimer self-association equilibrium, with a 
dissociation constant of =  50 fiM. SV and SANS demonstrated 
that the low-resolution conformation of dimeric Tn3R in solution is 
similar to that of 7  ^ resolvase in the co-crystal structure by Yang 
and Steitz (1995), but with the DNA-binding domains in a rather ex­
tended conformation. In addition, equilibrium binding of Tn3R to the 
individual binding sites in res (sites I, II and III) was investigated by 
employing fluorescence anisotropy (FA) measurements. This revealed 
that site IIL (site II left end) and site III have the highest affinity for 
Tn3R, followed by site I, and finally by site HR (site II right end).
The specificity of binding of Tn3R for non-specific DNA was assayed 
by competition experiments, where it was shown that the affinity of 
binding of Tn3R to site I is 1000 times higher than to non-specific 
sites.
A new approach, involving a combination of rigid-body and ab ini­
tio modelling was developed for the study of the solution structure 
of macromolecules. At first, this approach was tested by applying it 
to the reconstruction of the low-resolution solution conformation of 
a DNA Holliday junction, based on small angle x-ray scattering and 
sedimentation velocity data. The scattering data were analysed in 
two independent ways: firstly, by rigid body modelling using previ­
ously suggested models for the Holliday junction (HJ), and secondly, 
by ab initio reconstruction methods. Sedimentation coefficients cal­
culated for the models generated by both methods agreed with those 
determined experimentally and were compatible with the results of 
previous studies using different techniques, but provided a more di­
rect and accurate determination of the solution conformation of the 
HJ. These results confirmed that addition of Mg^ '"" alters the confor­
mation of the HJ from an extended to a stacked arrangement.
The solution conformation of a stable protein-DNA complex formed 
by a mutant of Tn3R and DNA was studied by a similar approach. 
Hyperactive mutants of resolvase form a complex (X-synapse) con­
taining two site I DNA fragments and a resolvase tetramer. The low- 
resolution solution structure of the purified, catalytically competent 
X-synapse was solved from small angle neutron and x-ray scattering 
data, by fitting the models constructed by rigid-body transformations 
of a published crystallographic structure of a resolvase dimer bound 
to site I to the data. This analysis revealed that the two site I frag­
ments are on the outside of a resolvase tetramer core, and provided 
some information on the quaternary structure of the tetramer.
Finally, the rigid-body modelling method was redesigned into a gen­
eral systematic approach to retrieve the conformation of a macro­
111
molecule that simultaneously agrees with a range of experimental so­
lution properties. In this method, generalised rigid-body modelling 
was combined with a Monte Carlo/simulated annealing optimisation 
method to search over a large range of possible conformations for the 
structure that best fits solution experimental properties derived from 
small angle scattering, fluorescence resonance energy transfer, and 
analytical ultracentrifugation datasets. This improved methodology 
was evaluated by applying it to two bulged DNA fragments with very 
different solution conformations.
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A bbreviations
V Partial specific volume
7(5R 'yô resolvase
p{r) Pair distance distribution function
AUC Analytical ultracentrifugation
bp Base pair
CV Column volumes
I ) m a x  Maximum intraparticle distance
FA Fluorescence anisotropy
FRET Fluorescence resonance energy transfer
GFP Green fluorescent protein
HJ Holliday junction or 4-way DNA junction
HP LG High pressure liquid chromatography
krpm 10  ^ rpm
MC/SA Monte Carlo simulated annealing 
NM-resolvase See section 3.1.5 
PAGE Polyacrylamide gel electrophoresis 
Rp Radius of gyration
VII
rpm Revolutions per minute
S Svedverg units, equivalent to 10“ ^^  sec
s° 20 Infinite dilution sedimentation coefficient at 20 in water
SANS Small angle neutron scattering
SAS Small angle scattering
SAXS Small angle x-ray scattering
SDS Sodium dodecyl sulphate
SE Sedimentation equilibrium
sec seconds
SV Sedimentation velocity
TE buffer 10 mM 'IRs-HCl (pH 8.4), 0.1 mM EDTA
TEGG90 20 mM Tl4s-HC1 (pH 7.5), 0.1 mM EDTA, 10% v/v  glycerol, 200 mM 
NaCl, 90% v/v  D2O
TEGGS 20 mM THs-HCl (pH 7.5), 0.1 mM EDTA, 20% v/v  glycerol, 200 mM 
NaCl
TEGGS43 20 mM THs-HCl (pH 7.5), 0.1 mM EDTA, 20% v/v  glycerol, 200 mM 
NaCl, 43% v /v  D2O
TEGGS65 20 mM ffHs-HCl (pH 7.5), 0.1 mM EDTA, 20% v/v glycerol, 200 mM 
NaCl, 65% v/v  DgO
TESlOO buffer 20 mM THs-Hcl (pH 7.5), 0.1 mM EDTA, plus 100 mM NaCl
TESIOOO buffer 20 mM TVis-Hcl (pH 7.5), 0.1 mM EDTA, plus 1 M NaCl
TES50 buffer TE buffer, plus 50 mM NaCl
Tn3R Wild-type Tn3 resolvase
vni
Tl’is tris -(hydroximethyl)aminoethane 
UV Ultra-violet 
VIS Visible
IX
C ontents
Abstract ii
Acknowledgement v
Abbreviations vii
List of Figures xiv
Index xvii
1 Biological introduction 1
1.1 DNA R ecom bination............................................................................  1
1.1.1 Site-specific recom bination......................................................  2
1.2 DNA tran sp o sitio n ................................................................................ 4
1.3 The Tn3 transposon ............................................................................  7
1.4 The res s i t e ............................................................................................  7
1.5 Tn3 reso lvase .........................................................................................  9
1.6 X-ray crystallography d a t a ...................................................................  11
1.7 Synapsis formation: slithering versus random walk ....................... 17
1.8 Synapsis models ...................................................................................  17
1.9 Strand exchange mechanisms ............................................................. 21
2 Introduction to biophysical techniques 26
2.1 Summary ................................................................................................ 26
2.2 Small angle scattering .........................................................................  26
2.2.1 Global parameters and special cases.......................................  28
2.2.2 Simple geometrical exam ples...................................................  31
X
CONTENTS
2.2.3 Data a n a ly s is ............................................................................. 33
2.2.3.1 Direct modelling of the p(r) fu n c tio n .....................  33
2.2.3.2 Particle reconstruction algorithms..........................  40
2.2.4 DNA studied by small angle sc a tte r in g ................................  42
2.3 Analytical u ltracentrifugation ............................................................  42
2.3.1 Sedimentation v e lo c ity ............................................................. 43
2.3.1.1 SV data a n a ly s is ....................................................... 45
2.3.2 Sedimentation equilibrium ....................................................... 47
2.4 Fluorescence anisotropy ...................................................................... 49
2.4.0.1 Analysis of binding cu rv es .......................................  51
3 M aterials and M ethods 55
3.1 Biological exp erim en ts ........................................................................  55
3.1.1 Bacterial growth ......................................................................  55
3.1.2 Various other protocols .........................................................  56
3.1.3 Oligonucleotides: manufacture, purification and annealing 57
3.1.3.1 Purification for fluorescence experim ents............. 57
3.1.3.2 Annealing and purification for SAXS/SANS ex­
periments ..................................................................  58
3.1.4 Gel electrophoresis m e th o d s ...................................................  58
3.1.5 Purification of Tn3R and Tn3R m u ta n ts .............................  58
3.1.6 In vitro recombination by reso lvase .......................................  60
3.1.7 Purification of the X-synapse ................................................  61
3.2 Biophysical m e th o d s ...........................................................................  61
3.2.1 Measurement and calculation of densities, viscosities and
protein concen tra tions............................................................  61
3.2.2 Sedimentation velocity analytical ultracentrifugation . . . 63
3.2.3 Sedimentation equilibrium analytical ultracentrifugation . 63
3.2.4 Fluorescence anisotropy .......................................................... 64
3.2.5 Small angle neutron scattering................................................  64
3.2.6 Small angle x-ray sc a tte r in g .................................................... 66
3.3 Computational m e th o d s .....................................................................  67
3.3.1 Hydrodynamic bead modelling................................................  67
XI
CONTENTS
3.3.2 Hydrodynamic calculations......................................................  68
3.3.3 Computation of scattering curves from structural models . 69
3.3.4 Construction of DNA stru c tu res ............................................. 70
3.3.5 Superposition of reconstructed models....................................  70
4 TnS resolvase in solution and its interaction w ith r e s  7 1
4.1 Introduction ........................................................................................ 72
4.2 Materials and m e th o d s ........................................................................  73
4.2.1 Tn3R preparation ...................................................................  73
4.2.2 DNA synthesis and p u rifica tio n ............................................. 73
4.2.3 Fluorescence anisotropy methods and binding data analysis 75
4.2.4 Small angle neutron scattering ................................................  75
4.3 Results and analysis ...........................................................................  75
4.3.1 Behaviour of Tn3R in so lu tion ................................................  75
4.3.2 Binding to site I ......................................................................  80
4.3.3 Binding to site I I ......................................................................  81
4.3.4 Relative site specificities.......................................................... 85
4.3.5 Binding of Tn3R to non-specific DNA ................................  86
4.4 D iscussion..............................................................................................  87
5 Low-resolution reconstruction of a synthetic D N A  Holliday junc­
tion 93
5.1 S u m m a ry ..............................................................................................  93
5.2 Introduction ........................................................................................ 94
5.3 Materials and m e th o d s ........................................................................  95
5.3.1 Sample preparation ................................................................  95
5.3.2 Sedimentation velocity and hydrodynamic modelling . . .  96
5.3.3 Small angle x-ray s c a tte r in g ...................................................  97
5.4 Results and analysis ...........................................................................  97
5.4.1 Sedimentation v e lo c ity ............................................................. 97
5.4.2 Small angle x-ray s c a tte r in g .......................................................101
5.4.2.1 Rigid-body modelling of scattering d a t a ................ 103
5.4.2.2 Ab initio reconstructions.............................................109
XII
CONTENTS
5.4.3 Hydrodynamic modelling .......................................................... 115
5.5 D iscussion................................................................................................... 115
6 Solution structure of the Tn3 resolvase-crossover site synaptic 
com plex 118
6.1 Introduction............. .....................................................................................119
6.2 Materials and Methods ..........................................................................121
6.2.1 Sample preparation ....................................................................121
6.2.2 X-synapse p u rifica tio n ...................................................... 122
6.2.3 Sedimentation velocity and hydrodynamic modelling . . .  122
6.2.4 Small angle x-ray and neutron sca tte rin g .......................123
6.2.5 Construction of structural m o d e ls ................................... 124
6.3 R esults..........................................................................................................125
6.3.1 Formation of stable X -synapse..........................................125
6.3.2 Size exclusion chromatography and analytical ultracentrifu­
gation .....................................................................................126
6.3.3 Small angle s c a t te r in g ...................................................... 128
6.3.3.1 The X-synapse has a DNA-out configuration, with 
kinked DNA ................................................................. 131
6.3.3.2 Refinement of the model: SAXS data analysis . . 134
6.3.4 Modelling of the X-synapse structure containing CFP do­
mains  138
6.4 Final M o d e l................................................................................................ 141
6.5 D iscussion................................................................................................... 141
6.5.1 Implications for synapsis and strand exchange ........................144
7 Generalised rigid body m odelling 146
7.1 S u m m a ry ................................................................................................... 146
7.2 Introduction............. .....................................................................................147
7.3 Computational M ethodology....................................................................151
7.3.1 Construction of the generalised rigid-body m o d e l ...................151
7.3.2 Computation of SAXS/SANS in te n s itie s ................................. 153
7.3.3 Computation of FRET distances ..............................................153
xni
CONTENTS
7.3.4 Computation of the sedimentation coefficient ...................... 154
7.3.5 Estimation of steric clashes ..................................................... 154
7.3.6 Search for the best configuration ............................................ 155
7.3.7 Parameter and configuration likelihood estimators . . . .  157
7.4 R esults........................................................................................................ 158
7.4.0.1 Simulated d a ta s e ts ...................................................... 158
7.4.1 Method validation ..................................................................... 161
7.5 D iscussion..................................................................................................173
A X -ray  sca tte rin g  by m a tte r  180
A.0.1 Interference and scattering p ro file ............................................ 181
B D eveloped co m p u te r p rogram s 187
B.l S u m m a ry .................................................................................................. 187
B.2 PDB2O rigin ...............................................................................................187
B.3 PD B2M ainAxis.........................................................................................188
B.4 gaussian-shape............................................................................................188
B.5 vo lum eP D B ............................................................................................... 189
B.6 PD B2average ............................................................................................189
B.7 Overlap removal rou tines .........................................................................190
B.7.1 Quantifying o v e rla p s .................................................................. 190
B.7.2 Eliminating o v e rla p s .................................................................. 190
B.7.3 P D B 2overlap ............................................................................... 191
B.8 new A toB ..................................................................................................... 191
B.9 namot2script ............................................................................................191
B.IO domain-rot...................................................................................................192
B .ll rayuela .........................................................................................................192
B ibliography 193
C P ap ers  pub lished  from  v^ork in  th is  thesis 213
XIV
List o f Figures
1.1 Amino acid alignment of integrase and resolvase families of resolvases 5
1.2 The Tn3 transposition m echanism......................................................  8
1.3 Schematic view of the res s i t e ............................................................. 9
1.4 Resolution of the cointegrate by Tn3 resolvase................................  10
1.5 Three-dimensional domain structure of yd resolvase . . . . . . . .  12
1.6 Packing of yd resolvase in the asymmetric crystallographic unit cell
of 2 R S L ..................................................................................................  15
1.7 Crystal structure of yd resolvase bound to site I D N A .................... 16
1.8 Synaptosome m o d e ls ............................................................................  20
1.9 Models for the strand exchange m echanism....................................... 24
2.1 Plot of the Cuinier approxim ation......................................................  30
2.2 Particle distance distribution function of a sphere of diameter D. . 32
2.3 Particle distance distribution function p(r) for different cylinders . 34
2.4 Schematic diagram of the optical system in a XL-A analytical ul­
tracentrifuge ............................................................................................ 44
2.5 Titration curves for the evaluation of stoichiometry and binding
constant..................................................................................................... 53
4.1 Sequences of the oligonucleotides employed in this s tu d y . .............  74
4.2 Experimental sedimentation equilibrium and velocity data for Tn3R. 77
4.3 Monomer and dimer fractional concentrations versus total protein
concentration............................................................................................ 78
4.4 SANS of Tii3R in solution...................................................................... 79
4.5 Titration of FI with Tn3R at 20   80
4.6 Temperature dependence of the binding of Tn3R to site I .............  82
XV
LIST OF FIGURES
4.7 Competition titration of the Tn3R-FI complex with NaCl and MgC^. 83
4.8 Titration of FIT, FIIL and FUR with Tn3R at 20 °C...................... 84
4.9 Specificities of binding of SIIL and SIIR............................................ 85
4.10 Specificities of binding of SI, 811 and SIII.........................................  86
4.11 Specificities of binding of Tn3R to specific and non-specific sites
in plasmid DNA....................................................................................... 88
4.12 Model for the equilibrium binding of Tn3R to the different binding 
sites in res................................................................................................. 90
5.1 Sequence of the synthetic Holliday junction .....................................  96
5.2 Absorbance profiles of the sedimentation of Holliday junction at
10 mM Mg^ *^  ........................................................................................  99
5.3 Size distribution analysis of Holliday junction sam ples......................100
5.4 Experimental scattering data for the H J s ............................................102
5.5 Parametrisation of Holliday junction m o d e ls ......................................104
5.6 Contour p l o t s ........................................................................................... 107
5.7 Comparison between best-fits for the 0 and 10 mM Mg^ "*" HJ samples 108
5.8 Front and side views of three ab initio reconstructions for the Hol­
liday junction at 0 mM Mg^+ ................................................................I l l
5.9 Final ab initio reconstruction for the Holliday junction at 0 mM
Mg2+ ............................................................................................................112
5.10 Final ah initio reconstruction for the Holliday junction at 10 mM 
M g2+............................................................................................................ 114
6.1 Structural models for the X-synapse..................................................... 119
6.2 X-synapse purification and characterisation.........................................127
6.3 Experimental SANS and SAXS intensity d a t a ...................................129
6.4 Diagrams showing the variables used in direct modelling of the
SAXS/SANS d a ta ...................................................................................... 133
6.5 Direct modelling of small angle scattering data for N M 5 0 ................135
6.6 Small angle scattering experimental data and best fits with the
m odels.........................................................................................................137
6.7 Optimisation of the position and orientation of the GFP domains
in an X-synapse m o d e l............................................................................ 140
XVI
LIST OF FIGURES
6.8 The final model for the X-synapse solution structure ..................... 142
7.1 The rotations defining the Eulerian a n g le s ........................................ 152
7.2 Scheme of the bulged DNA samples employed in this study 158
7.3 Schematic representation of the parameters employed in the sim­
ulations ......................................................................................................160
7.4 Simulated SAXS datasets for blg9 and b l g l 4 ..................................... 162
7.5 Rejection p ro b ab ility .............................................................................. 163
7.6 Demonstration of parameter lo ca lisa tio n ............................................165
7.7 Histograms of the values taken by the p a ram ete rs ............................166
7.8 Localisation of v a r ia b le s ........................................................................168
7.9 Final values of the parameters in different runs of simulations using
blg9 ............................................................................................................169
7.10 Final results for simulations using blg9 with different noise levels. 172
7.11 Final results for simulations using b lg l4 ............................................... 174
7.12 Final reconstructions of blg9 and big 14.................................................. 175
7.13 Various DAMMIN reconstructions of blg9 and blgl4...........................177
A.l Scheme of a scattering process by two point centres............................182
xvn
Index
Ab initio reconstruction, 40, 109, 178
Analytical ultracentrifugation, 42
blgl4, 158 
blg9, 158
Centre of mass, 151 
CRYSOL, 69 
CRYSON, 69
DALARGA, 41 
DAMMIN, 40, 109, 178
FI, 80 
FII, 81 
FIIL, 84 
FUR, 84
Fluorescence anisotropy, 49, 64, 79 
FRET, 153
GASBOR, 41, 109 
GFP, 121
Holliday junction or HJ, 94 
HYDRO, 68
HYDROPRO, 68, 76, 115, 128 
Monte Carlo, 155 
NAB, 70
NAMOT, 70 
newAtoB, 67, 154 
NM-resolvase, 59 
NM-SIOA resolvase, 59
Oligonucleotides purification, 57
p(r), 28 
pC O l, 86 
pMMl, 86 
pUC71K, 86
Rigid body modelling, 103, 131, 134, 
138, 151, 158
SDS-gel, 58
Sedimentation coefficient, 154 
Sedimentation equilibrium, 47, 63, 75 
Sedimentation velocity, 43, 63, 76, 97, 
126, 147
SI, 85
SH, 84 
SHI, 85 
SIIL, 84 
SIIR, 84 
SITUS, 70
Size exclusion chromatography, 58, 61, 
126
xvm
IND EX
Small angle neutron scattering, 64, 
78, 128, 153 
Small angle scattering, 26 
Small angle x-ray scattering, 66, 161, 
128, 153 
Steric clashes, 154
Tn3R, 59
X-synapse purification, 61
XIX
C hapter 1 
B iological introduction
Summary
This chapter will introduce the biological problem under study. The different 
types of DNA recombination and transposition will be discussed in general terms. 
Later, a more detailed description of the Tn3 transposon, Tn3 resolvase, the mod­
els for synapsis formation and architecture, and finally the proposed mechanisms 
for strand exchange, will be presented.
1.1 D N A  Recombination
The existence of a process leading to gene re-assortment, such as duplication, 
deletion, inversion and translocation was recognised before DNA was discovered 
to be the carrier of genetic material. This process is nowadays recognised as DNA 
recombination, and since its discovery its role has also been linked to other phe­
nomena, such as DNA repair. DNA recombination mechanisms can be organised 
into four main categories:
• Homologous recombination is the exchange between homologous sequences 
placed anywhere in the genome. The process of homologous recombination 
is linked to myriad pathways. The RecA protein in E. coli (or its homologues.
1.1 D N A  Recom bination
e.g. Rad51 in yeast/humans) has been found to be fundamental to all these 
pathways, and is responsible for synapsing homologous sequences prior to 
‘strand exchange’. Other proteins, such as E. coliKecBCD, RecF, and RecE 
are probably responsible for generating the substrates used by RecA and for 
resolving its products. A Holliday junction is an intermediate in the strand 
exchange mechanism. The different strand exchange mechanisms in which 
RecA is involved are reviewed elsewhere (Kornl)erg and Baker, 1991).
• In site-specific recombination, exchange occurs when both exchanging part­
ners possess specific sequences that are recognised by a specialised recom­
binase enzyme. A well known example of this category is the integration of 
A phage into the E. coli genome.
• Transposition is the process by which a mobile genetic element called a 
transposon catalyses its own translocation to a new chromosomal location. 
In contrast with the site-specific recombination mechanism, transposition 
requires a specific sequence only on the DNA fragment belonging to the 
transposon, and typically has little specificity for the insertion site in the 
chromosomal DNA.
• Illegitimate recombination is the ensemble of recombination events that do 
not fall into any of the above categories. Nonhomologous integration of 
transfected DNA, as well as DNA translocations and deletions are some 
of the processes belonging to this group, and do not involve homology or 
site-specific recombinases.
In the next subsections, a more detailed description of some of these processes, 
with relevance to the problems studied in this thesis, will be presented.
1.1.1 Site-specific recom bination
Site-specific recombination is a process employed by organisms in order to per­
form spatially and temporally defined rearrangement of DNA molecules, such as
1.1 D N A  Recom bination
phage integration and excision (e.g. A integrase; Azaro and Landy, 2002), res­
olution of circular multimers (e.g. Xer, Cre and Flp recombinases; Barre and 
Slierratt, 2002; Rice, 2002; Van Duyiie, 2002), inversions for expression of alter­
nate genes (e.g. Hin and Gin invertases, Johnson, 2002) and assembly of genes 
during development. As opposed to homologous recombination, site-specific re­
combination events do not require extensive regions of homologous DNA or the 
homologous recombination machinery. In fact, they require only a small number 
of proteins, one of which interacts with a short recognition site. Recombination 
initiation depends on protein-DNA and protein-protein contacts rather than on 
DNA-DNA contacts.
Site-specific recombination reactions share a few features:
• DNA sequences are neither lost nor gained, and so DNA synthesis is not 
required.
• Exchange occurs at short DNA recombination sites.
• A small number of recombinase protein subunits recognise the recombi­
nation sites, and cleave and ligate the DNA. Nucleotide cofactors are not 
required for the reaction, which is often assisted by other DNA-binding 
proteins.
• Reactions can either be intermolecular, involving two DNA molecules with 
a single recombination site each, or intramolecular, involving a single DNA 
molecule containing two recombination sites.
• The relative orientation of the recombination sites defines whether intramolec­
ular reactions bring about inversion (inversely repeated sites) or deletion 
(directly repeated sites) of the DNA fragment between the recombination 
sites.
Homology at the amino acid level, and type of catalytic mechanism employed 
allows for a classification of site-specific recombinases into two distinct groups:
1.2 D N A  transposition
1. Recombinases in the tyrosine recombinase (also integrase) family, including 
Cre, Flp, A Int and other phage integrases, make staggered DNA breaks with 
5’ overhangs of 6 to 8 nucleotides, forming a covalent protein-DNA bond via 
a tyrosine to the 3’-phosphate. Their catalytic activity takes place at the 
C-terminal domains that present a relatively high degree of homology (with 
specific histidine, arginine, and tyrosine residues completely conserved). On 
the other hand, the N-terminal domains, involved in DNA binding, are not 
well conserved (see amino acid alignment in Fig. 1.1 A). The process of 
strand exchange is a two-step mechanism that utilises a Holliday junction 
as a recombination intermediate.
2. In the serine family of recombinases, that includes TnS and 'yô resol vases 
and the Hin family of invertases, the protein cleaves the DNA and be­
comes attached to it by a serine-5’-phosphodiester linkage, the 3’-OH ends 
of the DNA at the cleavage site forming only a two nucleotide overhang. In 
this family, the C-terminal domains are involved in DNA binding, whereas 
the highly conserved N-terminal domains are involved in strand exchange 
(see amino acid alignment in Fig. I.IB). As opposed to tyrosine recom­
binases, proteins in the serine recombinase family produce DNA double 
strand breaks, and exchange the strands in one step.
The functions of site-specific recombination involve the resolution of trans­
position intermediates, the switching of gene expression, the monomerisation of 
multimeric plasmids and chromosomes and the integration of bacteriophages.
1.2 D N A  transposition
DNA mobile elements that catalyse their own movement to new chromosomal 
locations are called transposons, or insertion sequences. Transposons can be found 
in virtually all organisms, namely, bacteria, plants, fungi, insects and animals. 
Although some organisms can benefit from transposons genes (e.g. antibiotic 
resistance), they essentially act as ’selfish DNA’.
1.2 DNA transposition
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1.2 D N A  transposition
Transposition events can be classified into three categories: (i) in non-replicative 
transposition, the transposon is transferred from one location of the chromosome 
to another; (ii) in replicative transposition, the transposon is copied to another site 
in the chromosome, leaving a copy of itself in the original site; (iii) in retrotrans- 
position, an RNA intermediate is created, reverse-transcribed, and the resulting 
cDNA inserted into a new chromosomal site.
In both replicative and non-replicative transposition, the two ends of the 
transposon have nearly the same sequence, in inverted repeat. Transposition is 
achieved by a mechanism in which a protein, called a transposase, specifically 
binds and cleaves the end sequences.
Most bacterial genomes sequenced have been shown to have acquired a large 
proportion of their DNA from other sources (Normark and Norm ark, 2002). This 
horizontally acquired DNA provides the organism with selective advantages to 
antibiotic resistance, virulence and biodégradation pathways. Several types of 
mobile genetic elements have been shown to be responsible for the transfer of 
antibiotic resistance, such as transposons, intégrons, resistance islands, and self- 
replicating plasmids. The study of the complete genome of the multidrug resistant 
Salmonella enterica serovar Typhi, recently sequenced by Parklii.ll et al. (2001), 
shows how the repeated insertion of DNA mobile elements contributes to the 
evolution of multiple antibiotic-resistant bacterial strains. At one locus, a tetra­
cycline resistance transposon has integrated a chloramphenicol resistance cassette 
flanked by ISl, where a mercury resistance operon cassette, flanked by 184321, 
was found. Lastly, a cassette encoding ^-lactam, sulphonamide and streptomycin 
resistance, flanked by 1826, was located in the mercury resistance cassette. This 
example demonstrates that, although there is hope for novel classes of antibiotics 
to be developed, bacteria will certainly evolve resistance against them, and thus 
the study of how resistance evolves and spreads is paramount to prevent or at 
least delay the spread.
1.3 The Tn3 transposon
1.3 The Tn3 transposon
Tn3 is the prototype of a family of closely related mobile genetic elements re­
ferred to as the class II or Tn3 family of transposons. Ti’ansposons in this family 
encode a transposase protein, and have almost identical terminal inverted repeat 
sequences. By employing a replicative pathway the transposase generates, from 
the donor replicon and the target DNA, a transposition intermediate referred to 
as a cointegrate, which contains two copies of the transposon in direct repeat 
orientation (see Fig. 1.2A). Tn3-family transposons almost always encode a site- 
specific recombinase that is responsible for the excision of the donor replicon from 
the cointegrate, leaving a simple transposon insertion in the target sequence. In 
TnS transposition, this is achieved by a serine recombinase of the resolvase/DNA 
invertase family, referred to as Tn3 resolvase (Tn3R). Tii3 is a single transpos- 
able unit, flanked by two 38 base pair (bp) inverted repeats, and contains the 
genes encoding transposase {tnpA), resolvase [tnpR), and /3-lactamase (see Fig. 
1.2B). A more detailed description of TnS transposition can be found in Grindley 
(2002).
1.4 The res site
res is located in the 170 bp intergenic region between the tnpA (transposase) 
and tnpR (resolvase) genes of TnS. These genes are divergently transcribed from 
promoters within res (repressed by the binding of TnS resolvase). Each res site 
is composed of three individual binding sites for resolvase (see Fig. 1.3A). Each 
binding site is made up of inverted copies of an imperfectly conserved common 
recognition sequence, separated by short spacers of slightly different sizes (Fig. 
1.3A). In other natural res sites the distances between the centres of sites I and 
II vary, but are always close to an integral number of helical turns of B-DNA 
(Grindley, 1994). The most common separation between the centres of sites I 
and II is five turns (53 bp), but shorter (4 turns) or longer (7 turns) distances are 
found. The separation between the centres of sites II and III in TnS and q j is 34.5
1.4 The res site
target DNA Donor replicon
Transposition
Tn3
Cointegrate
C Z O - ■CZZO:
Cointegrate resolution
res
0 3
Tn3
flaking sequences
B Inverse repeat sequences
tnpA •tnpR
res bela-lactamasegene
Figure 1.2: T he Tn3 transposition m echanism . (A) The transposon-encoded transposase  
inserts the donor into the target by a replicative pathway, producing a cointegrate. T he coin­
tegrate is resolved by resolvase into a regenerated donor replicon and the target w ith a sim ple  
transposon insertion. (B ) G enetic organisation of Tn3.
1.5 TnS resolvase
bp. These separations have been shown to be critical for recombination, and small 
variations have been shown to cause inhibition of the recombination reaction. TnS 
resolvase binds to the three sites in a similar manner (see Fig. l.SB), so that six 
protein subunits bind to each res site. The geometrical differences between the 
individual sites might trigger structural differences in the way in which resolvase 
binds to them (Grindley, 1994). The crossover reaction occurs at the centre of 
site I (Reed and Grindley, 1981).
res site
site IIsite I site
Tn3R monomer
Figure 1.3: (A) T he sequence of res. Individual sites are enclosed by boxes. Inverted repeat 
recognition sequences are signalled by arrows, and the crossover site is marked by a staggered  
line at site I. (B) Schem atic view  of a T n3R  dimer bound to  each of the individual sites 
com prising res.
1.5 Tn3 resolvase
Tn3 resolvase (Tn3R) is a site-specific recombinase belonging to a family which 
also includes the 7^(TnlOOO), Tn21 and Tn501 resol vases, and the DNA inver­
tases Gin and Hin. Tn3 resolvase is able to resolve supercoiled plasmids contain­
ing directly repeated 114 bp res sites into two smaller circular plasmids, each of 
them with a single res site.
1.5 Tn3 resolvase
Cointegrate
res + T n3R
Formation o f  synaptosome Cointegrate resolution Product dissociation
Figure 1.4: R esolution of the cointegrate by T n3R . T n3R  binds a cointegrate containing  
two res sites in direct repeat orientation, giving rise to two resolvosomes. T he resolvosomes 
com e together and form a synaptosom e, which is resolved into a 2-noded catenane by strand  
exchange. T he relative positioning of the protein subunits and the D N A  path shown in this 
schem e are only hypothetical.
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The Tn3R in vitro resolution reaction requires a buffer, a super coiled substrate 
with two head-to-tail res sites and wild-type Tn3 resolvase (Reed, 1981).
The site-specific intramolecular recombination reaction accomplished by Tn3R 
can be subdivided into 4 steps (Fig 1.4): (a) resolvase subunits bind to the two res 
sites present in a plasmid, forming two res-Tn3R complexes (resolvosomes); (b) 
the resolvosomes come together (see Section 1.7); (c) a synaptic complex (synap­
tosome) composed of two res sites and twelve Tn3R subunits is formed. This 
starting synapse traps three negative interdomainal superhelical nodes; (d) the 
DNA strands at sites I and T are cleaved and exchanged \  finally, (e) the strands 
are rejoined into their new positions. Each round of recombination introduces 
one interdomainal positive node. Thus, one round of recombination gives rise to 
the product of cointegrate resolution, a (-2) noded catenane.
1.6 X-ray crystallography data
Tn3R and 76 resolvase (7JR) share 82% identity at the amino acid level, and 
therefore they are treated in this study as structurally identical (see Fig. 1.1). 
The structure of Tn3R can be divided into three regions. The globular N-terminus 
region (NT), from amino acid 1 to approximately 100, composed of an alternation 
of /?-sheet {/31 — 0^4) and a  helix {al — a3) secondary elements (see Fig. 1.1), 
is responsible for catalytic activity. The C-terminus region (CT), spanning from 
amino acid 139 to 185, composed of three a  helices (o5 — a7 in Fig. 1.1) linked 
by unstructured loops, is responsible of DNA binding. Finally, the E-helix, a 
long a  helix between amino acid 100 and 138 {a4 in Fig. 1.1), links the two 
aforementioned regions (see Fig. 1.5).
Two distinct domains were identified by proteolytic cleavage (Abdel-Meguid 
et al., 1984). a-chymotrypsin cleaves resolvase at Phe-140, producing two do­
mains, one of 140-residues (catalytic domain) and the other of 43 residues (DNA 
binding domain). Crystallographic and mutagenesis studies showed that the
^The prime being assigned to the second copy of th e res site in the plasmid
11
1.6 X-ray crystallography data
F ig u r e  1 .5: (A) Two orthogonal views of the domain structure of monomeric 7(5R (based on 
Yang and Steitz, 1995). (B) Structure of the catalytic domain of 7 <^ R determ ined by NM R  
spectroscopy (Pan et al., 2001). (C) Average structure (left) and (D) superposition of all NMR 
spectroscopy-determ ined structures o f the DNA -binding domain o f 7 <iR (Liu et al., 1994).
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catalytic domain is not only responsible for cleaving the DNA, exchanging the 
strands and rejoining them, but also for dimérisation and for higher order inter­
actions leading to the formation of multimeric protein assemblies, which play a 
fundamental role in resolvase activity. Prom a structural standpoint, this domain 
is an a  — structure consisting of a central j3 sheet made up of four parallel and 
one antiparallel (3 strands surrounded by four a  helices (see Fig. 1.5). The active 
site lies mainly in a loop on a protruding part of the protein structure between 
the first (3 strand (residues 1-9) and an a  helix (residues 14-32), Ser-10 being its 
most important residue (see Fig. 1.5A and B). Other residues (R8, D67, R68, 
etc) are also part of the active site.
The first crystal structure of the catalytic domain was determined by Sander­
son et al (PDB accession code 2RSL, IGDR; Rice and Steitz, 1994b; Sanderson 
et al., 1990), and is shown in Fig. 1.6. The figure shows the crystallographic 
asymmetric unit composed of three protein subunits (only the N-terminal do­
main of 'yô resolvase). The subunits are arranged as two overlapping dimers (1-2 
and 2-3) (Fig. 1.6C). The interface between subunits in the 1-2 dimer is well 
packed and is largely formed by two highly conserved E-helices interacting in a 
coiled-coil configuration. The distance between the active sites in each subunit 
(Ser-10) is more than 30 Â, and this dimer does not form a tetramer in the crys­
tal. On the other hand, the contacts at the interface of the 2-3 dimer are not 
extensive and include amino acids highly variable amongst the resolvase family. 
The two Ser-lOs are, however, only 19 Â apart and this 2-3 dimer participates in 
a tetramer of 222 symmetry (2-3/2’-3’, see Fig. 1.6) in the crystal. In addition, 
there are experimental (site-directed mutagenesis) data implying that the inter­
actions between the 2 and 3’ or 2’ and 3 subunits in this tetramer are relevant 
for recombination (Hatfull et al., 1989; Sanderson et al., 1990), This evidence led 
in the past to the belief that the 2-3 tetramer constituted the catalytic unit of 
resolvase (Sanderson et al., 1990),
Site-directed mutagenesis experiments (Hughes et ah, 1993) and new crystal­
lographic evidence (see below) have demonstrated that this hypothesis is false, 
and that the 1-2 dimer, even with its unexpectedly large distance between cat­
alytic sites, is the one that apparently is implicated in catalysis. However, more
13
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recent NMR spectroscopy studies on the catalytic domain of 76 resolvase (Pan 
et al., 2001) in monomeric and dimeric forms revealed (see Fig. 1.5B) that the 
conformation of the active site region including Ser-10 changes as the protein 
dimerises and binds to the DNA (in comparison with a DNA-bound 7<5R struc­
ture; see below). The different experimental structures for the 1-2 dimer (Pan 
et; al., 2001; Rice and Steitz, 1994a; Sanderson el; a l, 1990; Yang and Steitz, 
1995) show slightly different protein-protein interactions between the comprising 
subunits, and consequently different distances between the Ser-10 residues. This 
implies the existence of conformational changes induced in the active site region 
by protein-protein interactions.
The 2-3 interface is thus not involved in the formation of the catalytic sub­
unit, even though it appears to mediate higher order inter-subunit interactions 
(Hughes et ah, 1993). The L50C mutation (of a residue at the 2-3 interface) 
affects the efficiency of recombination but without achieving complete inhibition. 
Mutations in the 2-3’ interface (see Fig. 1.6D) have been demonstrated to cause 
complete inhibition of recombination. Since each of the monomers taking part in 
the crystallographic tetramer (2, 3, 2’ and 3’) is attached to a second monomer 
through the 1-2 interface, the tetramer can be actually considered as an octamer, 
or tetramer of 1-2 dimers (see Fig. 1.6C) (Hughes et ah, 1993). This octamer 
has been proposed to be the core of the synaptic complex (see below), linking the 
sites 11 and 111 in one res site to the ones in the other.
NMR structural studies on the binding domain (residues 143-183) of q5R (Liu 
et ah, 1994) found that this domain is composed of a helix-turn-helix motif (Fig. 
1.5C), and that it has a high degree of flexibility when it is not interacting with 
DNA (Fig. 1.5D). Footprinting and DNA mutagenesis studies reveal that this 
domain interacts with the conserved inverted repeat sequence at site 1 primarily 
in the major groove, with some contacts in the minor groove located nearby. 
These results were confirmed by x-ray crystallography studies on q^R (Yang and 
Steitz, 1995) and Hin (Feng et ah, 1994).
Perhaps the most significant crystal structure of 7  ^ resolvase has been deter­
mined by Yang and Steitz (PDB accession code Igdt; Yang and Steitz, 1995),
14
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Glu So  Lys 54
Figure 1.6: (A) Cartoon m odel of the three independent resolvase catalytic dom ains in the  
crystallographic asym m etric unit (IG D R , C 222i sym m etry, Rice and Steitz, 1994b; Sanderson 
et al., 199U). Subunit 1 is in yellow, subunit 2 in pink and subunit 3 in green. T he non- 
crystallographic dyad axis relating subunits 2 and 3 is horizontal (in the plane of the page), 
whereas the non-crystallographic dyad axis relating subunits 1 and 2 is oblique to the page.
(B) Subunits T , 2 ’ and 3 ’ are generated by using a two-fold vertical crystallographic axis.
(C) Arrangement of resolvase subunits in IG D R  (C 222i sym m etry, Hice and Steitz, 1991b; 
Sanderson et al., 1990). (D ) Specific am ino acids involved in the 2-3’ interface (R2, R32, E54, 
E56).
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showing a resolvase dimer bound to a symmetrized version of res site I (Fig. 1.7). 
In this structure, the protein conformation is such that the nucleophilic residues 
are placed more than 20 A from the crossover site, and it thus represents an 
inactive form of the protein. However, it is worth mentioning that a dimer of 
resolvase bound to site I in solution is actually ‘designed’ to be in a catalytically 
inactive state, and thus this structure is probably a very good approximation to 
how resolvase binds site I in solution. Additionally, it clearly shows the interac­
tions taking place between the N-terminal domains of the two resolvase subunits 
bound to site I. The structure shows a 60" kink in the DNA at its centre which 
bends it away from the catalytic domains.
Ser 10
Ser 10
Figure 1.7: Co-crystal structure of a dimer of y^-resolvase (backbone) bound to  DNA (back­
bone) site I (Yang and Steitz, 1995).
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1,7 Synapsis formation: slithering versus ran­
dom walk
The first resolvase in vitro recombination reactions performed by Reed (Reed, 
1981) and Cozzarelli (Cozzarelli et a l, 1984) demonstrated that the reaction 
products were singly linked 2-noded catenanes. Subsequent rounds of recombina­
tion reactions on the same substrate were demonstrated to generate products with 
more complicated topologies, namely, a 4-noded knot, 5-noded catenane, 6-noded 
knot, etc (Cozzarelli et ah, 1984; Wasserman and Cozzarelli, 1985). By studying 
the product topologies, it was concluded that the synaptic complex traps three 
negative interdomainal superhelical nodes regardless of the degree of supercoiling 
of the substrate and the distance between the res sites (Benjamin et ah, 1985). 
Two models were then proposed to explain the formation of the synaptosome: 
Benjamin et ah (1985) suggested that synapsis occurs by slithering of the super­
coiled DNA. Boocock et ah (Boocock et ah, 1987, 1986) proposed instead that 
the synapse is formed when, by random collision, two res sites trap three nodes. 
The formation of synaptic complexes with other numbers of interdomainal su­
percoils was thus ‘topologically filtered’ by the architecture of the synapse. The 
existence of a synaptic complex also ensures that the recombination reaction is 
only intramolecular, as opposed to intermolecular, and that it occurs only when 
the res sites are in direct repeat orientation (head-to-tail).
1.8 Synapsis models
Before the recombination process takes place, a complicated mechanism must as­
semble a protein-DNA complex formed by twelve subunits of resolvase and two 
directly repeated copies of res, also referred to as a ‘synapse’ or ’synaptosome’. 
Various models for the architecture of the synaptosome, based on the reaction 
topology, structural information, and site-directed mutagenesis studies, have been 
hitherto proposed. However, there is so far little direct experimental structural
17
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evidence to support these models, and they all present different kinds of inconsis­
tencies with the available experimental data. In what follows, we shall present the 
most salient features of the proposed synaptosome architectures, thus providing 
a conceptual framework for the present study.
An early pre-crystallography synaptic model was proposed by Boococh et al.
(1987) and was based on the topological information available at the time. The 
model proposed that site I interacts with site T and that there are two addi­
tional quasi-equivalent dimer-dimer interactions mediating the interactions be­
tween sites Il-Iir  and III-IF (Fig. 1.8A).
The solution of the first crystallographic structures drastically influenced the 
models that appeared thereafter. As noted above, a crystal structure (Sanderson 
et al., 1990) of the catalytic domain of 7^ resolvase led to the proposal of a 
tetramer of dimers being at the core of the synaptic complex at the accessory 
sites (II and III). This structure also permitted the identification of the 1-2 dimer 
as being the solution dimer, binding to the consensus repeat at the six sites within 
the synaptosome. These hypotheses gave rise to two models (Grindley, 1994; Rice 
arid Steitz, 1994a). The most important difference between the models is in the 
orientation of the tetramer of dimers with respect to the complex at site I. Both 
models considered that sites I and III had to be spatially close to each other, that 
the DNA was bent at site II (based on footprinting data from Salvo and Grindley
(1988)), and that the synaptic complex had to trap three negative superhelical 
nodes (which therefore would satisfy the reaction topology). These constraints 
determined the different paths taken by the DNA in the two models.
In the Rice and Steitz model (Rice and Steitz, 1994a), the direction of elonga­
tion of the tetramer of dimers is pointing towards site I, and the DNA is wrapped 
around the tetramer as shown in Fig. 1.8B. The two res sites are held together 
by the tetramer of dimers bound at sites II, IT, III and IIT, and 2-3 (not 2-3’) in­
teractions between the DNA-binding domains of the subunits bound at sites I-F. 
The tetramer of dimers is placed in such a way that the protein subunits bound 
to site II interact with the ones bound to site IP. Similarly, the dimers bound 
to site III interact with the ones bound to site IIP. In the protein-DNA complex
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formed at the site I/P  DNA, the protein catalytic domains are located on the 
outside and the DNA-binding domains, together with the DNA sites themselves, 
are on the inside. In this way, the site I-bound resolvases are in a position of 
222 symmetry, but they are not in contact with one another. The major criti­
cism of this model is, indeed, that it requires the breakage and reformation of 
any preexisting 2-3’ interactions during synaptosome assembly In the simplest 
case, two resolvase-bound res sites would have to break existing protein-protein 
and protein-DNA interactions in order to form the synaptosome. In a second 
scenario, two unbound res sites would come together and wrap around a pre­
assembled resolvase core. None of these possibilities seems attractive (Grindley, 
2002).
On the other hand, Grindley (1994) proposed an alternative model for the 
architecture of the synaptosome (see Fig. 1.80). In this model, the direction of 
elongation of the tetramer of dimers is perpendicular to an imaginary axis joining 
the protein subunits at sites I-P with the complex at the accessory sites. This 
constraint makes the DNA take a different path from that in the Rice and Steitz 
model. As before, the protein dimers bound to sites II and III in the same res 
site are proposed to interact via a 2-3’ interaction. In this new model, however, 
the distance between sites II and III in the same res site is rather longer than 
expected (there are 34.5 bp between sites II and III, and this imposes a centre 
to centre maximum distance of 117 Â). Sites II and III’ (similarly IT and III) 
are joined by protein te tramers, and the positions and interactions of the protein 
dimers at site I/F  are left undefined.
Until recently, there was no experimental information validating or refuting 
any of the structural models described above. By using mutant resolvases, Mur- 
ley and Grindley (1998) recently proved that 2-3’ proficient subunits are required 
at sites II-L and III-L, but not at site II-R and III-R (see Fig. 1.8E), in order to 
produce a competent synaptic complex at the accessory sites. This finding is com­
patible with both structural models. In addition, the authors also demonstrated 
that, for recombination, 2-3’ proficient subunits are additionally required at sites 
III-R and I-R. This finding implies that, in the assembly of the final structure 
of the competent synaptosome, resolvase subunits at sites III-R and I-R interact
19
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Figure 1.8: Schem atic representations of the architectures of the synaptosom e m odels pro­
posed by (A) Boocock et a). (1987, 1986); (B) Rice and Steitz (1991a); (C) Grindley (1991) 
and (D) Sarkis et al. (2001). (E) Tw o m odels of the catalytic protein dom ains forming the 
synaptosom e as proposed by Sarkis et al. (2001).
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directly through a 2-3’ interaction (Fig. 1.8E). This latter finding is, however, 
at odds with both the Rice and Steitz (1994a) and Grindley (1994) structural 
models.
In order to solve this problem, a new structural model was proposed by Sarkis 
et al. (2001) (see Fig. 1.8D and E). As in the previous models, a tetramer of 
dimers held by 2-3’ interactions is at the core of the accessory site synapse. As 
a novel ingredient, this model proposes that each resolvase dimer bound at site I 
contacts a dimer at site III also through a 2-3’ interaction. In this new model, the 
architecture of the synaptosome is formed by a fiber of twelve protein subunits 
around which the DNA is wrapped. Two different paths for the DNA have been 
proposed (see schemes in Fig. 1.8E), but no experimental evidence so far is able 
to discern between the two. In addition, this model is inconsistent with some 
experimental observations.
1.9 Strand exchange mechanisms
Early studies of the topology of resolvase-mediated recombination (Stark et ah, 
1989) showed that the motions of the DNA involved in strand exchange are equiv­
alent to a 7t/2 right-hand rotation of one pair of half-sites relative to the other 
pair, in the cleaved-DNA intermediate. How this process is achieved is so far a 
mystery, although many years of experiments have imposed several restrictions 
on the possible mechanism. Stark et al. (1989) discovered that, upon strand 
exchange, there is a change in the linkage number of ALk=+4. Further studies 
(Stark and Boocock, 1994; Stark et ah, 1991) showed that non-recombinant knot­
ted products can be generated by multiple rounds of strand exchange, by using a 
single base substitution at the centre of the crossover site, which would result in a 
mismatch after one round of recombination. These studies demonstrated that the 
strand exchange mechanism can accommodate apparently controlled rotations of 
2n7T {n = 0, 1, 2,...) without the synaptic complex falling apart, and without the 
need to form a transiently ligated recombinant product.
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In addition to these constraints, Mcllwra.ith et ai. (1996) have shown that at 
least one subunit of the four taking part in the crossover site synaptic complex 
remains physically attached to the same half-site DNA during strand exchange. 
Further experiments have shown (Mcllwraith et al., 1997) that two rounds of 
recombination can occur without any rejoining of the DNA strands in an inter­
mediate recombinant form, eliminating a possible ‘reset’ mechanism ' after one 
round.
Several models for the strand exchange mechanism have been proposed over 
the years, bearing a close relationship to the synaptosome architectural models.
The Rice and Steitz model for the synaptosome is tempting because the mech­
anism of strand exhange would involve a simple rotation of the DNA half-sites 
without the need to disrupt the protein architecture (see Fig. 1.9A), The mech­
anism would only require small movements of the DNA half-sites located in the 
inside of the complex. A mechanism similar to this has been unveiled for Cre 
and Flp recombinases by crystallography data (Guo et al., 1997; Rice, 2002). 
There are, however, a few caveats for this model to hold. The most reasonable 
movements for the DNA half-sites are not able to simultaneously satisfy the (-f) 
node and (+) helical twist required to satisfy the reaction topology (Stark et ah, 
1989). To bypass this problem. Rice and Steitz proposed that the centre of each 
site might be unwound by half a turn, and that relaxation after strand exchange 
would produce the correct reaction topology However, the crystal structure 
(Yang and Steitz, 1995) did not reveal evidence of the existence of such unwind­
ing. Furthermore, the mechanism itself would not even allow a 27t rotation with­
out resetting of the complex, thus failing to conform to some of the restrictions 
on the strand exchange mechanism found by the studies aforementioned.
By far the simplest mechanism for strand exchange, the subunit rotation model 
involves a right-handed t t / 2  rotation of the two protein subunits covalently bound 
to one pair of half sites relative to the other (Fig. 1.9B). This mechanism pro­
duces recombinants of the expected topology, and accounts for multiple rounds
mechanism by which the protein and D N A  is reorganised into its original state before 
the in itiation of the reaction.
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of recombination. In one version of this model, DNA duplexes lie on the outside 
of the crossover site synapse and resolvase dimers interact via their catalytic do­
mains. However, it is not so far clear what could hold the cleaved halves together 
while the protein subunits are rotating.
Finally the domain swap model involves a right-handed 7t/2  rotation of the 
resolvase catalytic domains covalently attached to one pair of half sites relative 
to the other half-sites by using the loop at the base of the E-helix as a hinge 
(Fig. 1.9C). The DNA-binding domains and the E-helices remain in place and 
thus retain many of the protein-protein contacts giving rise to the crossover site 
synapse structure. This model satisfies the topology requirements for the reac­
tion. However, multiple rounds of recombination would intertwine the rotational 
hinges, probably requiring some type of resetting mechanism. Both the domain 
swap and the subunit exchange models are compatible with the recently proposed 
synaptosome architecture (Sarkis et al., 2001), but not with the Rice and Steitz 
model.
The understanding of the synaptosome architecture and the mechanism of 
strand exchange are relevant to the study of many site-specific recombinases in 
the serine recombinase family. More importantly, it is also useful as a paradigm 
to comprehend, at the molecular level, fundamental mechanisms in protein-DNA 
interactions.
The aims of this thesis were
• to study the oligomerisation behaviour and low-resolution conformation of 
Tn3R in solution.
• to analyse its interaction with each of the three binding sites in res.
• to develop a rigid-body formalism to model small angle x-ray scattering 
datasets and test it on Holliday DNA junctions.
• to apply this formalism to solve the solution structure of the site I-Tu3R 
protein-DNA complex.
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IEgg
Figure 1.9: Three m odels for the strand exchange mechanism. (A) T he D N A -m ediated  
m echanism , w ith its origin in the Rice and Steitz m odel for the synaptosom e architecture. (B) 
T he subunit rotation m echanism , by which the two resolvase subunits each holding one half-site, 
perform a 7r/2 right-hand rotation in the presence of negative supercoiling. (C) T he domain  
swapping m echanism, where the D N A  binding dom ains of the left-hand half-sites dissociate, 
and the D N A -bound catalytic dom ains of the left-hand side protein subunits perform a 7T/ 2 
rotation.
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• finally, to extend this formalism and generalise it to also make use of fluo­
rescence resonance energy transfer and sedimentation velocity data in the 
modelling procedure.
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C hapter 2 
Introduction  to  biophysical 
techniques
2.1 Summary
This chapter will provide an introduction to the biophysical experimental tech­
niques employed in this study, namely, small angle x-ray/neutron scattering, sed­
imentation velocity and sedimentation equilibrium analytical ultracentrifugation, 
and fluorescence anisotropy In addition, it describes the recent applications of 
these techniques to problems of relevance to this thesis.
2.2 Small angle scattering
Small angle scattering (SAS) is a technique that provides structural information 
on characteristic dimensions and electron density inhomogeneities between ten 
and a few thousand angstroms. These distances are large compared to inter­
atomic distances, and thus it is possible to describe the scatterers by using a 
continuous function of the electron density, as determined by the chemical com­
position of the particle under study. The scattering objects will be considered, in 
this introduction, as non-interacting, and therefore their spatial distribution will 
be uniform. Therefore, the scattering intensity will be only analysed in terms of
26
2.2 Small angle scattering
the particle scattering form factors.
A small angle x-ray scattering (SAXS) synchrotron radiation instrument com­
prises the following elements: A synchrotron radiation source provides the x-rays. 
A monochromator selects one well defined wavelength in the emission from the 
undulator. Focusing optics, mainly composed of either a toroidal mirror, or two 
orthogonal elliptically bent mirrors, are used to focus the beam. Tantalum or 
tungsten collimating slits are used to eliminate parasitic scattering. The sample 
position is usually fixed, and the sample-to-detector distance (d) can be adjusted 
by moving the detector, placed inside a vacuum chamber, away from the sam­
ple. As the beam is normally lO' -^lO  ^ times more intense than the total scattered 
intensity, a highly absorbing beam stop is placed between the sample and the 
detector to prevent the direct beam from damaging the detector. An x-ray de­
tector measures the scattering intensity as a function of the scattering angle 29. 
Two-dimensional (Beamline 2.1 at Daresbury, Warrington, UK and beamline 26B 
at the ESRF, Grenoble, Fi’ance) or linear (Beamline X33 at DORIS, Hamburg, 
Germany) detectors are often used. Data acquisition software and hardware are 
beamline-sp ecific.
An introduction to x-ray scattering by matter is provided in Appendix 1. The 
main methods for SAXS and small angle neutron scattering (SANS) data analysis 
will be described in the following sections.
Ideality means in thermodynamic terms that the particles in solution do not 
have interactions between them. In this approximation, thermodynamic inten­
sive quantities are proportional to the particle concentration. Monodispersity is 
a concept with two possible meanings. In chemically monodisperse solutions, 
the particles all have identical chemical composition. In solutions with shape 
monodispersity, the particles all have the same shape. In the rest of this intro­
duction, I will strictly deal with ideal and monodisperse (in both senses) solutions. 
Therefore, all the particles in solution will scatter with the same scattering am­
plitude but in different directions. Moreover, the resulting intensity will be the 
sum of the intensities of the individual particles (i.e. no interference term). Thus,
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the total scattering intensity will be proportional to the number of particles in 
the sample.
2.2.1 Global param eters and special cases
The scattered intensity /(s ) (see Appendix 1) can be written as
J(s) =  J  y (2.1)
where the volume integral runs over the particle volume V, f i  and f i  are vectors
inside the particle, s is the scattering vector, and Ap  are the fluctuations in the 
electron density of the particle with respect to the solution.
The isotropic scattering intensity /(s ) is often expressed in terms of the pair 
distance distribution function (PDDF or p{r) function) as follows (Appendix 1)
/(s) =  47T J  p{r)e^^^dr. (2.2)
For homogeneous particles, the p{r) function can be written as
1 ^P(r) (2 3)
i,j=0
where N  is the number of electrons in the particle, and 6{a — b) is Kronecker’s 
^-funetion that is 1 when a = b and 0 otherwise (Appendix 1).
Some quantities can be directly derived from Eq. 2.1, for example, the scat­
tering amplitude at zero angle is (Vachette and Svergun, 2000)
/(O) — J  J  dVi dV2 — Am^ =  — ml,
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where m  is the total number of electrons in the particle and mo is the number of 
electrons in the solvent displaced by the particle (i(s) is thus proportional to the 
particle electron density and to the particle-specific partial volume).
Expansion of the scattering intensity in a Taylor series of around the origin, 
gives
I{s) =  /(O)
Retention of only the first order term, yields
/ ( s ) ~ / ( 0 ) e x p  3 , (2.4)
where Rg is the particle radius of gyration, defined by the following relation 
(Vachette and Svergun, 2000)
Eq. 2.4 represents the Guinier approximation (Guinier and Fournet, 1955), 
that states that at very small angles the scattering intensity behaves as a Gaus­
sian, the width of which is inversely proportional to the radius of gyration (see 
Fig. 2.1). The Guinier region is the 5-range in which the Guinier approximation 
is valid, usually defined as 0.2 < sRg < 1.3 h
On the other hand, assuming that the particle has a uniform electron density 
and a sharp interface with the solvent, it is possible to deduce that the scattering 
intensity in the high-angle region will have the following behaviour (Porod, 1951)
^These approxim ate values vary for assym etric particles, such as prelates, oblates (Perkins, 
1988)
29
2.2 Small angle scattering
Rn = 30 A
c
Rf, = 50 A
0.008 0.0120.006 0.010.0040 0.002
S^ d/A^ )
Figure 2.1: (A) T he Guinier approxim ation for Rg =  15, 30 and 50
where S  is the area of the interface between the particle and the solvent, and B  
is a correction factor. B  can sometimes be quite large, due to the small values 
taken by I{s) at high angles (at high enough angles the particle always scatters 
as the solvent, and so lima_o 7(ç) =  0) and this often limits the usefulness of this 
relation.
The autocorrelation function 7 (r) is defined by
7 (r) — J  p(ri)p{ri -  r) d^rl. (2.7)
By applying the inverse Fourier transform to Eq. 2.2, the auto-correlation 
function in terms of the scattered intensity can be obtained, that is to say,
sin(sr) ds.sr (2.8)
By evaluating this expression at r  — 0 it is possible to obtain
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1 /*°°X^7 (0) =  ^ y ^  s^I{s)ds,
that directly shows how the mean square fluctuation in the electron density is 
related to the integral of the intensity over the reciprocal space, without having 
anything to do with the particle structure. In this way, the system can suffer any 
conformation change, thus changing the intensity profile, but without modifying 
the value of the integral, upon which Porod’s invariant Q is defined:
P O O
Q =  s'^I{s)ds. (2.9)Vo
By evaluating Eq. A.5 at =  0 it is possible to conclude that Porod’s invariant 
can also be expressed in terms of the mean square of the electron density contrast
(Z\p =  Pparticle Psolvent) of the Sample.
Q =  VApA (2.10)
2.2.2 Simple geom etrical exam ples
The p(r) function of a homogeneous sphere can be calculated analytically by
using Eq. 2.3 and was first calculated by Porod (Porod, 1948),
p(r) “  12a;^(2 — 3æ + a;^ ),
with X = r /D , D  being the sphere diameter. The function has its maximum at 
r = 0.525D, close to the sphere radius, and has a bell-function shape (see Fig.
2.2) with a maximum size of D m a x  (Clatter and Krat.ky, 1982).
Rod-like particles are another important class of simple shapes common in 
biological systems. These particles have a constant arbitrary cross-section (with
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Figure 2.2: Particle distance distribution function p{r)  of a sphere of diam eter D.
surface area A) whose characteristic dimension (d, e.g. radius for a cylinder) 
should be much smaller than its length L, i.e. d «  L. For such particles, 
starting from the maximum size r = L, the p{r) function will increase linearly 
with decreasing r-values (see Fig. 2.3). The p{r) function is given by (Clatter 
and Kratky, 1982)
=  j^pldfidSdx =
The slope of the linear region (long distances, close to r  < L, see Fig. 2.3) is 
proportional to the square of the area of the cross section and the square of the 
particle electron density, i.e.
slope — dp{r) A^pIdr 27T
This essentially implies that it is possible to estimate the cross-sectional area if 
the electron density pc is known. However, since this linear region is very suscep-
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tible to the values taken by the scattering profile at very low angles, special care 
must be taken with systematic errors (e.g. extrapolation to zero concentration 
must be made).
2.2.3 D ata analysis
2.2.3.1 D irec t m odelling of th e  p{r) function
The first class of direct modelling method consisted of building simple (sometimes 
more elaborate) models of the particle, whose scattering profile and p(r) function 
could later be evaluated and compared with the experimental ones. The multi­
body and geometrical bodies approaches both apply this general methodology.
Multibody-type approaches were first introduced by Clatter in the early eight­
ies (Clatter, 1980; Clatter and Kratky, 1982). The p{r) function of a sphere is 
known analytically (see above), and thus the p{r) function of any group of spheri­
cal particles can be analytically calculated (Clatter and Kratky, 1982). Multibody 
is a computer program designed by Clatter and successfully used for a number 
of applications over the years (Sano et ah, 1994). It is mainly helpful for highly 
symmetric systems, where a simple algorithm for setting the positions of the 
spheres in the model can be found. However, less conventional shapes can be also 
generated with considerable effort from the user.
Many authors have addressed the problem of evaluating the scattering profile 
and p(r) function of complex models made of multiple geometric building blocks 
(e.g. spheres, cylinders, ellipsoids), assembled into any excluded volume of in­
terest, that would provide a rough model of the particle shape. For the sake of 
brevity, only a few of these approaches will be mentioned here.
The crudest and oldest version of this method was developed by Kratky and 
Pils (1972) in the early seventies, and produced scattering curves only for very 
simple, single geometric shapes (cylinders, spheres). Barnes and Zemb (1988) 
developed a method for calculating the scattering intensity by directly applying
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Figure 2.3: Particle distance distribution function p{r)  of cylinders w ith (A) different lengths 
(L, r / L  =  0.8, solid line; r / L  =  0.9, dashed line; r / L  =  0.96, dotted line) and equal diam eter 
(d), and (B) different diam eters (d =  0.15L, solid line; d  =  0.3L , dashed line) and equal lengths 
(L).
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the Fourier transform to the electron density function sampled on a cubic lattice. 
Later on, Hansen (1990) developed a similar method based on Monte Carlo sam­
pling. In this approach, the volume occupied by homogeneous geometric objects 
were randomly populated, and then the different objects were combined (applying 
specific translations and rotations to each of them) in order to produce the final 
desired model, from which the p{r) function was calculated. From the latter, the 
scattering curve was obtained by Fourier transformation.
Henderson (1996) extended Hansen’s algorithm by making more complicated 
geometrical objects available (ellipsoidal shells, hollow ellipsoidal cylinders, ellip­
soidal helices, triangular prisms, rectangular prisms and semi-ellipsoidal shells). 
However, the objects were still modelled as if they were homogeneous. Müller 
et ah (1996) elaborated an algorithm that makes use of the maximum entropy 
method to find the parameters of single geometrical bodies (such as the diameter 
of a sphere or the axes of an ellipse) that best fitted the experimental scattering 
data available. In order to apply this method, it is compulsory to have some prior 
knowledge of the particle low-resolution shape. Then, the unknown parameters 
defining the geometrical body representing the particle can be calculated from 
real-space functions.
Zipper and Durchschlag (2000) developed a method by which an atomic struc­
ture was converted to a SAXS model by representing each atom or residue by a 
sphere of appropriate radius and electron density (similar to the dummy atom 
models commonly used in hydrodynamic modelling). The p{r) function was then 
derived from the models, and the scattering curve was calculated by using the 
Fourier transform.
The second family of methods involves the direct calculation of the scattering 
intensity from atomic coordinates (derived from x-ray crystallography or NMR 
when available) of models that could then be compared to available experimental 
SAXS profiles.
The first approach in this family of methods used variations of what has been 
coined the ‘cube method’, which will be described hereafter. For calculating the
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scattering intensity of a particle, it is necessary not only to take into account the 
contribution to the scattering from the atoms comprising the particle, but also 
the influence of the particle excluded volume. That is to say, the intensity can 
be written as
/(s) —< iFpartidei^ po^bufferi^] (211)
where po is the buffer average electron density, and <>q is the integral over 
the volume occupied by the particle. One of the main difficulties in calculating 
the scattering curve of macromolecules is the estimation of the second term in 
equation Eq. 2.11 (the excluded volume contribution) and this has led to several 
methods whose main difference is the way of tackling this problem. For compact 
particles with a small surface-to-volume ratio, the best way of dealing with the 
problem has been said to be the ‘modified cube method’ (Pavlov and Fedorov, 
1983), initially developed in the seventies by Ninio and Fedorov (Fedorov, 1978; 
Fedorov and Ptitsyn, 1972; Ninio et ah, 1972), according to which the particle 
occupied volume is modelled with densely packed homogeneous cubes (1.3 Â edge 
length in the original implementation). However, this approach falls short in ac­
counting for the contributions made by the hydration layer, and does not provide 
satisfying results when dealing with rather open structures, such as nucleic acids.
An improvement of the method was introduced in the early eighties by Pavlov 
et al. (Pavlov and Fedorov, 1983), who basically concentrated on improving the 
latter approximations (i.e. hydration and openness). Their algorithm is based 
on the original cube method, but uses a smaller cube edge length and takes into 
account the different van der Waals radii of the atoms comprising the particle. In 
addition, it uses a technique developed by Lee and Richards (1971) for calculating 
the water-accessible particle surface by rolling a ball of 1.4 Â (that imitates a 
water molecule) on the particle van der Waals surface. However, the authors only 
considered the rolling ball technique for improving the description of the surface 
area, and did not attempt to include the full effects of hydration on the scattering 
curves (they only looked at the effect of bound waters seen in x-ray and NMR 
structures).
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Lattnian (1989) proposed a radically new method for estimating the scattering 
intensity of a given atomic structure. His approach was based on a decomposition 
into spherical harmonics of the Fourier integral needed to calculate the scattering 
intensity from the electron density. The main advantage of this method was that 
the spherical averaging that follows the Fourier transformation of the electron 
density is drastically simplified if all the terms are written as products of spherical 
harmonic functions. The author, however, failed to recognize the importance of 
the hydration layer, and restricted his method to particles with some bound water 
molecules predicted by x-ray crystallography or NMR. In addition, the excluded 
volume was accounted for by placing dummy atoms at the positions of the particle 
atoms, thus reducing the overall accuracy of the method to resolutions of up to 
20 Â (that is to say, regions where the momentum transfer is 0 < s < 0.3 Â“ )^.
Svergun et al. (1995) extended Lattm an’s idea and included the effect of a 
hydration layer with a different electron density {pwi) to that of the buffer {po). 
The inclusion of this effect modifies the scattered intensity shown in Eq. 2.II, 
which can be finally reduced to (Svergun et ah, 1995)
/(s) —<C |Fpariide('^ PO^bujferi,^ T ^PoFhyd—layer(^ \^ (2.12)
where Fkyd-iayer{^ is now the scattering amplitude of the water layer and 5pç, =  
Pwi — Po- Replacing the Cartesian atomic coordinates by their spherical counter­
parts, i.e. taking fl =  (n, w j =  (n, the scattering amplitude in vacuo can
be written as
N
Fparticle (^  =  X ] ' C > (2T3)
j
where N  is the number of particle atoms and f j  is the form factor of atom j. By 
rewriting the exponential function in 2.13 in terms of Bessel (ji{sr)) and spherical 
harmonics (Yim{^)) functions (Edmonds, 1957; Svergun et ah, 1995),
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oo I
/=0 m=—l
one can express the particle scattering amplitude in vacuo as
oo I
F ,a r t i d e ( ^  =  X  E
1=0 m=—l
where Fi^ are the scattering partial amplitudes
(2.14)
N
=  47T2( E3=1 (2.15)
In a similar fashion, by replacing the atoms in the structure by dummy atoms, 
it is possible to rewrite the excluded volume scattering amplitude Fbuffer{s), as in 
Eq. 2.14 but with partial scattering amplitudes given by
N
j=i
where gj{s) are the dummy atom form factors.
(2.16)
Finally, it is necessary to write the scattering amplitude of the hydration layer 
in a similar manner. To do this, the border layer can be represented as a two- 
dimensional angular function F(w) as first described by Stuhrmann (Stuhrmaim, 
1970),
Pwt(r)
F{uj) < r <  F(u)  +  A 
0 < r  < F{uj) 
r > F{uj) 4- A
(2.17)
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Then, as the partial scattering amplitudes are the Hankel transforms of the 
real-space radial functions (Svergun et ah, 1995), it is possible to write the border 
layer scattering amplitude as in Eq. 2.14, with partial amplitudes given by
/T r j-F{u)+A
= J - i ‘ /  ji{sr)Fdr, (2.18)
By replacing each term in Eq. 2.12 by its form in spherical harmonics (as in 
Eq. 2.14) and by using Eqs. 2.15, 2.16 and 2.18, Eq. 2.12 can be rewritten in 
terms of spherical harmonics coefficients, that is to say:
f(^) = Ë  E  <  |fT"h«) -  P o F l f^ ' i s )  + > , (2.19)
/=0 m=—l
where the truncation value L defines the resolution of the representation. By 
taking this approach, the authors have been able to produce a fast and accurate 
publicly available computer program (CRYSOL) that calculates the scattering 
curve from a given atomic structure, taking into account the hydration surround­
ing the particle. Both the hydration contrast (electron density of the hydration 
layer) and the average displaced solvent volume per atomic group were allowed to 
vary in order to fit experimental curves. The authors have shown that CRYSOL 
improves the fit to the experimental data with respect to the other proposed 
algorithms (based on the cube method) up to s < 0.4 where the inhomo- 
geneously filled excluded volume and the finite number of multipoles start to 
produce deviations. In this region, cube methods are expected to outperform 
CRYSOL.
Maria,ni et al. (2000) developed a hybrid method for multi-subunit particles, 
for which individual subunit structural atomic information is available. By chang­
ing the arrangement of the subunits, a number of tentative atomic models were 
built and compared with the available experimental data. The overlap between 
different components of the created structure was accounted for by using the
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method of Hansen (1990). The particle shape was represented by spherical har­
monics functions (Lattnian, 1989; Svergun et a l, 1995) and the p{r) function was 
calculated by Monte Carlo methods, as in Hansen (1990).
2.2.3.2 Particle reconstruction algorithms
The last decade has seen a very substantial increase in other methods to analyse 
small angle scattering data from biomolecules. As mentioned above, spherical har­
monics decomposition was succesfully applied to calculate the scattering curves 
of structural models, based either on high-resolution atomic structures derived 
from x-ray diffraction methods and NMR, or on Multibody-like models (Lattman, 
1989; Svergun et ah, 1995).
Based on this decomposition, Svergun et al. (1996) developed a new algorithm 
that, instead of using the spherical harmonics coefficients from a model to fit the 
experimental data, introduced a global search algorithm in parameter-space in 
order to find the spherical harmonics coefficients that would generate the scatter­
ing curve most similar to the experimental one. After finding these coefficients, 
the program (SASHA) could reconstruct the particle shape, thus providing for 
the very first time a way of generating an ah initio reconstruction from SAS data 
without requiring any previous structural information. Computer simulations 
(Svergun et ah, 1996) have demonstrated that, for error-free data, this shape 
restoration procedure generates unique solutions, even when limited ranges were 
used in the simulated curves (only if the number of coefficients used is smaller 
than 1.5 times the number of Shannon channels). The reliability of the shape 
restoration produced has been shown to improve if information about the parti­
cle symmetry is available (Vachette and Svergun, 2000). This program has been 
employed in a number of applications (Svergun et ah, 2000).
Other approaches, based on the same idea, have been implemented since then. 
In what follows, only one of the methods (DAMMIN) will be described in detail, 
and some of the different characteristics of the other methodologies available 
will be briefly mentioned. In DAMMIN, a dummy atom representation (on a
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hexagonal lattice) of a sphere of diameter larger than the maximum particle size 
is created (Svergun, 1999). The dummy atoms can either belong to the particle 
or the solvent, thus having different scattering lengths. The scattering profile 
produced by this dummy atom model is evaluated by using the same procedure 
as in CRYSOL (see section 2.2.3.1). A simulated annealing algorithm is used 
to find the dummy atom model whose scattering profile is most similar to the 
experimental one. This program has been shown to generate good results in a 
number of test cases (Svergun, 1999; Volkov and Svergun, 2003).
DALALGA is very similar in concept to DAMMIN but, instead of using a 
simulated annealing algorithm, uses a genetic algorithm in order to search the 
configurational space of all possible conformations (defined again on a hexagonal 
lattice)(Chacon et ah, 2000). The computer program has been tested with a 
number of different protein scattering profiles (with added noise) simulated from 
their atomic structures, adequately reproducing their shapes at low-resolution.
GASBOR is the latest of the algorithms developed by Svergun's group (Sver­
gun et ah, 2001). It introduces two types of beads, with different scattering 
lengths, corresponding to the hydration shell and the solvent. In addition, it 
adds more constraints to the connectivity of the beads so as to recreate a recon­
structed particle with sequence-like residue connectivity. Other similar ah initio 
methodologies have been recently developed by Heller et ah (2003).
These reconstruction methods have been applied to several problems in recent 
years (Koch et ah, 2003). However, there are a number of caveats to bear in mind. 
First, these methods often give different solutions for the same scattering curve 
(Nolhnann et ah, 2004b; Volkov and Svergun, 2003). It is thought that improved 
data quality (i.e. higher signal to noise ratio) and extended experimental ranges 
increase the probability of the reconstruction method producing a unique solu­
tion. However, it has been recently shown that some shapes (particularly very 
assymetric or with voids) cannot be reconstructed by these methods (Volkov and 
Svergun, 2003).
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2.2.4 D N A  studied by sm all angle scattering
Müller (1983) developed an improved cube method for the analysis of DNA and 
RNA molecules. This method was used to test whether DNA structures deduced 
from x-ray crystallography data agree with the confomation of DNA in solution. 
By changing the model parameters the authors predicted a different twist angle 
from the one reported for atomic structures derived from x-ray crystallography. 
Grassian et al (Grassian et ah, 1983) measured scattering curves for small ds- 
DNA (double-stranded DNA) fragments and showed that they are consistent 
with those expected for a helix of pitch and radius corresponding to the Watson 
and Grick models. This study was designed to demonstrate that previously used 
cylindrical models of DNA are not correct, implying that estimations of, foi- 
instance, the thickness of the surrounding ionic cloud based on that approach 
are misleading. They also reported the existence of intermolecular interactions 
leading to DNA alignment at concentrations above 15 mg/ml. Hammermaim 
et ah (2000) used small angle neutron scattering to study the changes of the 
DNA super helix with salt concentration. They showed that the DNA superhelix 
diameter varies from 17 to 9 nm when going from 10 to 100 niM NaCl, respectively. 
The results found in this study contradict the report of a lateral collapse of the 
DNA superhelix in physiological salt concentrations, as shown by cryo-electron 
microscopy (Adrian et ah, 1990).
2.3 Analytical ultracentrifugation
Under the force of gravity, a suspension of macroscopic particles (solute) with a 
density higher than the solvent would precipitate to the bottom of the cuvette 
containing it, creating a sedimentation boundary. In the case of macromolecules, 
this effect is so small that it is counteracted by diffusion. In ultracentrifugation, 
a solution containing the macromolecule under study is spun at high speeds (% 
5 — 60 krpm), and the role of gravity is thus replaced by the centrifugal force. 
Under these conditions, the macromolecules move to the bottom of the centrifuge
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cell as a function of time, causing the depletion of the meniscus and the formation 
of a clearly defined sedimentation boundary between macromolecular solution 
and solvent. In analytical ultracentrifugation, this process can be monitored by 
measuring the concentration of solute (either by absorbance or interference optics) 
as a function of time and radial distance (r) (see Fig. 2.4Â). The cell containing 
the sample is constructed so that the solute and the solvent solutions are each 
kept in individual cavities surrounded by quartz plates allowing the passage of 
light (UV/VIS) required to monitor the solute absorbance (see Fig. 2.4B).
2.3.1 Sedim entation velocity
In sedimentation velocity (SV) experiments, the macromolecule under study is 
placed in one of the chambers of a two-chamber cell (Fig. 2.4B) and is subjected 
to a high rotor speed (ps 50 krpm). The sedimentation of the macromolecule over 
time is monitored by producing a series of absorbance/interference profiles at 
different fixed times. At time zero, the solute is homogeneously distributed over 
the whole r-range. Profiles at later times show the movement of the boundary 
towards the bottom of the cell (Fig. 2.4C). From these profiles, the sedimentation 
coefficient of the macromolecule can be deduced. The sedimentation coefircient 
is defined as (Lebowitz et al., 2002; Svedverg and Pedersen, 194.0)
M (1 -  vp) ^  M D ( l-v p )  
wV N a / R T  ’  ^ )
where u is the observed radial velocity of the boundary midpoint, w is the radial 
velocity, M  is the molar mass, v is the partial specific volume, p is the buffer 
density, /  is the frictional coefficient, N a is Avogadro’s number, D is the diffusion 
coefficient, R  is the gas constant and T  is the temperature. The equation relating 
the diffusion and the frictional coefficients D = R T / N a /  was employed to deduce 
the last term in Eq. 2.20. Sedimentation coefficients are expressed in Svedberg 
units (S), which are equivalent to 10“^^  sec.
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Figure 2 .4 : (A) Schem atic diagram of the optical system  in an XL-A analytical ultracentrifuge. 
(B) Cross-sections of two- and six- channel centrepieces employed for sedim entation velocity and 
equilibrium experim ents. (C) Characteristic sedim entation velocity profiles a{r,  t) as a function  
of the radial position r at different tim es.
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By supposing spherical symmetry, and by using Eq. 2.20 and the Stokes 
equation to model the frictional coefficient (/o =  QtttjR o, where 77 is the buffer 
viscosity and R q the sphere’s radius), it is possible to express the sedimentation 
coefficient of a spherical particle in water at 20 °C as
(2 .21)
The standard correction to calculate the sedimentation coefiicient in water at 
20 from that at any temperature and buffer is
, 20,.  =  (2,22)V20,iv (1 —  y p j T , B
It is worth noting that the maximum value for the sedimentation coefficient 
(■520,iü) of a particle of a given mass M  will be that of a sphere of the same mass 
i^2o!w ^ )- As a consequence, any asymmetry in the particle’s shape will only de­
crease its sedimentation coefficient. Macromolecules in solution carry with them 
différents amounts of bound water mainly as a result of the interaction of polar 
and nonpolar residues on their surface with water molecules in the solvent. The 
presence of this ‘water shell’ (or hydration shell) affects not only the scattering 
properties of the macromolecule, as described above, but also its hydrodynamic 
parameters. Particularly, the sedimentation coefficient is considerably reduced by 
the effect of hydration. This influence will be taken into account when building 
hydrodynamic bead models (Section 3.3.1).
2.3.1.1 SV data analysis
Myriad methods exist in order to extract the sedimentation coefficient information 
from the experimental SV profiles. For the sake of brevity and simplicity, only 
the SV data analysis methods employed in this thesis will be described, namely 
‘sedimentation coefficient distribution’ and ‘finite element’ analyses.
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The general equation describing the sedimentation process (Lamm equation) 
can be deduced by imposing appropriate boundary conditions on the general 
transport equation. The Lamm equation is a partial differential equation de­
scribing the concentration profile %(r, t) as a function of the radial position r and 
time t and can be written as follows
dx{r, t) ^  1 ^  
dt r dr -  su ,Vx (r , t ) (2.23)
The sedimentation coefficients of a group of several simultaneous sedimenting 
macromolecular species can be obtained by fitting the experimental SV profiles 
a(r, t) with solutions of the Lamm equation of the form y(r, t). As opposed to es­
timating the average sedimentation coefficient from the observed radial velocity of 
the boundary midpoint, this procedure makes use of the rich information present 
in the full sedimentation process. The computer program SEDFIT (Schuck, 2000) 
employs numerical finite element solutions of the Lamm equations in order to 
model the sedimentation experimental data. By using this approach, it is neces­
sary to assume a model for the interaction of the macromolecular species present 
in the solution under study. Possible available models include non-interacting 
(e.g. n non-interacting species) and interacting (e.g. monomer-dimer association) 
species. This methodology generates, upon convergence, the true sedimentation 
coefficients and the relative loading concentrations of each of the species involved 
in the sedimentation process.
A more sophisticated method known as sedimentation coefficient distribution 
was developed by Schuck (2000). The SV profiles a(r, t) can be thought of as be­
ing composed of a superposition of sub-populations, each with a different s-value 
(i.e. sedimentation coefficient) and diffusion coefficient D, which would then con­
tribute to the radial- and time-dependent signal a(r, t) with a term proportional 
to the Lamm equation solution x (s ,D ,r, t) and to its loading concentration. In 
other words, a(r, t) can be expressed as a linear summation of Lamm equation 
solutions x{s ,D ,r , t )
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N
^ ’^ C kx {s i ,D k , r i , t j ) ,  (2.24)
k=l
where Ck is the loading concentration of species k. A solution of this set of equa­
tions is thus the distribution of sedimentation coefficients c/., which are usually 
expressed by a continuous function c{s) (Schuck, 2000). This approach does 
not require any prior assumption of the number of species or their association 
behaviour, and it is thus considered to be model-free.
In this project, SV data were analysed analysed by using the sedimentation 
coefficient distribution approach, which provides an idea of the number of species 
present in the system, and their sedimentation coefficients and loading concen­
trations. Secondly, based on these findings, an interaction model was assumed, 
and the data were re-modelled by using the finite element solutions of the Lamm 
equation, which provides real and more precise values for the sedimentation co­
efficients of each of the species present in the system.
2.3.2 Sedim entation equilibrium
Sedimentation equilibrium (SE) analytical ultracentrifugation involves the cen­
trifugation of a macromolecule at a relatively low angular velocity until a state 
of equilibrium is attained. In this situation, the net flow rate is zero throughout 
the cell, and the concentration profile is thus stationary due to the compensation 
of sedimentation and diffusion efi:ects.
Methods for analysis of sedimentation equilibrium data can be divided into 
model-independent and model-dependent approaches. Model-independent meth­
ods are most useful at the initial stages of sample analysis, when the goal is to 
survey sample behavior, or for comparative analysis of samples that are too com­
plex to be fit directly by model-dependent methods. The equation governing the 
sedimentation process for a single macromolecular species can be written as (van 
Holde, 1985)
47
2.3 A nalytical ultracentrifugation
(2.25)
where M  is the molar mass of the macromolecule, v is the specific partial volume, 
R  is the gas constant, T  is the temperature, and a(r, w,c) is the equilibrium 
concentration profile as a function of the distance to the centre of rotation r, 
the loading concentration c and the angular velocity u. Integration of Eq. 2.25 
between the meniscus and a point r inside the cell, gives
d In a{r, to, c) __ u j^M{l~vp)
dr^ 2RT  ■  ^ ^
For a single, ideal species, a graph of In a(r, w, c) versus r^ gives a straight line, 
with a slope of • Fi’om this slope, the molar mass M  can be determined,
if the partial specific volume v is known.
A typical SE experiment involves the measurement of the equilibrium con­
centration gradients of a macromolecular solution at k different concentrations 
and j  angular speeds a{r, C i ) , .., a{r, wj^ci) , ..., a(r, Wj,Ck). Usually, k 9 and 
j  = 3, which implies a total of 27 independent equilibrium profiles. Model- 
dependent analysis involve the global fitting of these k j  concentration gradi­
ents (a(r, Wi, C l ) , .., a{r, W j ,  C i ) , ..., a(r, W j , C k ) )  to mathematical functions describ­
ing various physical models, such as single ideal species, a monomer —> n-mer 
self-associating system, or an A -f- B — > C hetero-associating system, using 
nonlinear least squares algorithms. This is the method of choice for detailed 
quantitative analysis of sedimentation equilibrium data. This approach gives the 
best-fit values and the associated statistical uncertainties in the fitting param­
eters (e.g. molecular mass, oligomer stoichiometry, association constants) and 
thus provides a statistical basis to discriminate among different putative models. 
This global fitting approach helps to ensure that a unique solution is obtained 
and greatly reduces the statistical uncertainty in the parameters. In this project, 
an implementation of this approach (computer program sedphat; Schuck, 2003b) 
was employed to globally analyse the sedimentation equilibrium data. Further
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information on analytical centrifugation can be found elsewhere (Lebowitz et ah, 
2002; Richards, 1980; Schuck, 2000, 2003a; van Holde, 1985).
2.4 Fluorescence anisotropy
Spectroscopic methods such as circular dichroism (CD), UV absorption spec­
troscopy, fluorescence emission and anisotropy provide many advantages for the 
study of protein-nucleic acid interactions. Steady-state fluorescence is a rapid, 
sensitive, non-radioactive and non-invasive method that can be applied at reason­
ably low concentrations (nM range) and that allows for a continuous monitoring 
of the binding process. The time scale of the fluorescence emission process (ns) 
allows for the determination of the hydrodynamic parameters of the fluorescent 
macromolecule, which is employed to study the association/dissociation of macro- 
molecule-macromolecule interactions (Heyduk et ah, 1996; Jameson and Sawyer, 
1995; Lohman and Mascotti, 1992). It is also important to note that fluorescence 
based methods allow for the measurement of macromolecule-macromolecule bind­
ing in thermodynamic equilibrium, whereas most other methods (such as chro­
matography, ultrafiltration and gel electrophoresis) rely on separation of free and 
bound materials, and are thus limited to systems that do not re-equilibrate in 
the life-span of the experiment (which might be several hours).
In what follows, the physical basis for fluorescence anisotropy measurements 
will be described. The fluorescence emission polarisation of a fluorescent solution 
observed at right angles, both to the direction of propagation of the exciting beam 
and the direction of its electric field vector, can be expressed as
(2,27)
where 7|| and I± are the parallel and perpendicular polarised intensities of the 
fluorescence emission. The fluorescence anisotropy is defined as
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f  =  '^ 11 — ______ ?_____  ( 2  28j^ /|j + 2/x S ~ ~ P  3 ( l / P - l / 3 ) ‘  ^ ^
Perrin (1926) determined the mathematical relation existing between fluo­
rescence anisotropy, fluorescence lifetime and rotational diffusion, which can be 
written as
where tq is the intrinsic fluorescence anisotropy in the absence of depolarising 
influences such as rotation or energy tranfer, r  is the excited state lifetime and 
p the Debye rotational relaxation time, which for spherical molecules can be 
rewritten as
p -  3pV/RT,  (2.30)
where V  is the molar volume, p is the medium’s viscosity, R  is the gas constant 
and T  is the absolute temperature.
Combining Eqs. 2.29 and 2.30, gives
/  ( n l k ) -  (2.31)
which relates the fluorescence anisotropy to the particle volume. Even for non- 
spherical molecules, an increase in particle volume implies an increase in its fluo­
rescence anisotropy. In addition to depolarisation due to global rotational motion 
of the macromolecule, one must also take into account the problem of local probe 
motion (understood as any additional motion of the fluorophore with respect to 
its point of attachment). In the case of covalently bound fluorophores, these local 
motions are usually restricted by structural barriers.
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Weber (1952) demonstrated that in the case of mixtures, the fluorescence 
anisotropies of the components can be added;
where fi is the fractional contribution of the fth component to the total fluores­
cence emission intensity, and n  is the fluorescence anisotropy of the ffh compo­
nent.
In this project, steady-state fluorescence anisotropy measurements were used 
to monitor the changes in the DNA (acceptor) that accompany protein (ligand) 
binding. A titration was performed by adding certain amounts of ligand to a 
solution containing the labelled acceptor (DNA fragment). For each addition of 
protein, the FA signal (fobs) was monitored.
2.4.0.1 Analysis of binding curves
For the determination of the binding stoichiometry, the titration is done so that 
the concentration of acceptor (C'a) is at least 10 times higher that of the dis­
sociation constant of the reaction (Kd), i o. Ca ~  lOKd (higher acceptor con­
centrations make the stoichiometry determination more accurate). Under these 
conditions, the titration curve takes the shape of the dashed curve in Fig. 2.5. 
The stoichiometry is then inferred by finding the point of intersection of the 
extrapolated linear segments (see Fig. 2.5) (Winzor and Sawyer, 1995).
In order to measure the binding constant of a given acceptor-ligand associa­
tion, the titration is done so that the concentration of the acceptor is close to the 
dissociation constant (Kd) for the binding equilibrium, in which case the binding 
curve presents a rounded shape (see dotted curve in Fig. 2.5). Provided that 
each binding site in the acceptor has the same fractional contribution to the total 
fluorescence intensity, the fraction of binding sites occupied (fa) can be written 
as (Winzor and Sawyer, 1995)
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fa =  (2.33)
where fb and / /  are the fluorescence signals when the fractional occupation of 
the acceptor sites is 1 or 0, respectively. This definition coincides with that of 
the normalised fluorescence anisotropy (/^). In the case of having more than 
one binding site, the concentrations of free and bound ligand can be written in 
terms of the fractional saturation (/a) and the number of binding sites (p), by 
expressing the binding function (r) as
r =  fap. (2.34)
In this case, the concentration of free ligand (Cs) can be written as
Cs = Cs -  vCa , (2.35)
where Cs is the total concentration of ligand (which changes as the acceptor is 
titrated) and Ca the total concentration of acceptor (which only varies during 
the titration due to dilution effects). The binding data can now be plotted as 
the binding function r  versus the free ligand concentration Cs- Different models 
can be employed in order to fit the experimental data, and obtain the association 
constant Ka and the number of binding sites p.
In the case of a ligand binding to p sites on a single acceptor molecule, and 
provided that the interaction of acceptor and ligand is the same for all sites and 
occupancy-independent, the binding function r can be written as
(2.36)I P K a C s
where is the intrinsic association constant {Ka = l /K f ) .  In the case of two 
different classes of independent binding sites in the acceptor (with p and q binding 
sites each), the binding equation can be rewritten as
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Figure 2.5: Pi-actional sa tu ra tion  (fa) versus  to ta l ligand to  acceptor m olar ra tio  (Cs / C a )- 
Binding curves were generated by using Eqs. 2.36 and 2.35, w ith K d  — 10“ ® M, and acceptor 
concentrations of (A) C a  =  10“  ^ M ,(B) C a  =  10“ ® M, and (C) C a  ~  10“ ® M. The binding 
stoichiom etry can be ideally evaluated by extrapolating  the  two linear segments of each curve 
to  their point of intersection, when the  acceptor concentration (Ca ) is abou t one order of 
m agnitude higher than  the dissociation constant {Kd)- On the other hand, the  binding constant 
is ideally m easured when C a  ^  Kd-
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^^TTWKs'^TTWKs’
where and are the association constants of the class (1) and (2) binding 
sites, respectively.
Finally for p occupancy-dependent but equivalent binding sites, cooperativity 
can be quantified by using the Hill equation, which can be written as
where F , n, and are parameters of the fit. n is known as the Hill constant, and 
is a direct measure of cooperativity At the upper limit n is equal to the number 
of binding sites. The cooperativity is positive for n > 1 and negative for n < 1. 
There is no cooperativity for n =  1. A more detailed description of binding curve 
analysis methods can be found elsewhere (Winzor and Sawyer, 1995).
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M aterials and M ethods
3.1 Biological experim ents
3.1.1 Bacterial growth
The bacterial strains used for transformations, and overexpression of Tn3R and 
Tn3R mutants, are detailed in Table 3.1.
Bacteria were grown in either Luria broth (LB; 10 g bacto-tryptone, 5 g bacto- 
yeast extract, 5 g NaCl made up to 1 1 with de-ionised water, pH adjusted to 
7.5 with NaOH) or in Luria agar (LB with 15 g/1 agar). For both liquid culture
Strain (E.coli) Genotype Source
BL21 (DE3) [pLysS] hsd, gal, (A cl ts 857, indl, sam7, 
inib, Iac[/V5~T7 gene-1),
T7 lysozyme expressing plasmid, pLysS)
W. Studier
DS941 AB1157, but recF143, szipE44, lacZAM15 
lacF, galK“ .
D.J. Sheratt
Table 3.1: Description of bacterial strains used
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Antibiotic Stock solution Selective conditions
Kanamycin (Km) 100 mg/ml in H2O 50 /rg/ml
Ampicillin (Ap) 100 mg/ml in H2O 100 /j:g/ml
Chloramphenicol (Cm) 100 mg/ml in ethanol 25 /ig/ml
Table 3.2: Antibiotics used and selective concentrations
and agar plates, the temperature was kept constant at 37 °C. Agar plates were 
incubated for a minimum of 12 hours. For liquid cultures, agitation conditions 
depended on whether cells were being transformed (no agitation) or grown for 
either protein expression or large scale plasmid DNA preparation (vigorous shak­
ing at PS 200 rpm). For long term storage, overnight liquid cultures were diluted 
(1:1 v/v) with 50% glycerol and kept at -70 ‘’C.
The antibiotics employed and their selective conditions, for both liquid cul­
tures and agar plates, are summarised in Table 3.2.
3.1.2 Various other protocols
Cells were made competent and later transformed by using the calcium chloride 
protocol as described by Sambrook and Russell (2001, vol 1, p. 1.116). Small 
scale plasmid DNA was extracted and purified by using 3 ml of an overnight 
culture using the QIAGEN Spin Purification Kit (Mini-prep) according to the 
manufacturer’s instruction manual. Large scale purification of plasmid DNA was 
performed by equilibrium centrifugation in CsCl-ethidium bromide continuous 
gradients (Sambrook and Russell, 2001, vol 1, p. 1.65). DNA was purified by 
ethanol precipitation, as described by Sambrook and Russell (2001, vol 3, p. 
AS. 14).
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3.1.3 Oligonucleotides: m anufacture, purification and an­
nealing
Oligonucleotides were purchased from either MWG-Biotechnology (Germany) or 
Sigma-Genosys (UK), then resuspended in TE buffer (10 mM Tris-HCl (pH 8.4), 
0.1 mM EDTA).
3.1.3.1 Purification for fluorescence experim ents
For fluorescence experiments, a highly pure oligonucleotide solution is required. 
The protocol employed reflects this need. Oligonucleotide solutions were added 
to 1 volnme of formamide buffer (80% formamide, 100 niM EDTA), heated at 95 
° C for 10 minutes, and finally purified by denaturing polyacrylamide gel elec­
trophoresis (see Section 3.1,4). The bands were visualised by placing the gel on 
a phosphorescent screen and reflecting UV light from a hand-held UV lamp. Re­
gions with high DNA density were seen as shadows, whereas regions with no DNA 
were green. This method is less sensitive than others (e.g. ‘stains all’ staining) but 
avoids the use of chromophoric markers, which would have to be removed later in 
the purification process. DNA bands were excised, crushed in 1 ml of TE buffer in 
a light-tight Nunc tube (Camlab, UK), and finally incubated at 30 overnight 
on a rotating wheel mixer. The supernatant was loaded into a 0.22 ^m cellu­
lose acetate filter (Spin-X, Costar) in order to get rid of excess polyacrylamide. 
The flow-through was then concentrated using a ’Speedivac’ evaporator, and its 
buffer was exchanged for TE buffer with a G25 spin-column (Amersham, UK). 
Complementary oligonucleotides were annealed by mixing equal molar amounts 
in TES50 (TE buffer, 50 mM NaCl), and heating to 95 °G for 10 minutes, followed 
by slow cooling to room temperature.
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3.1.3.2 Annealing and purification for SA X S/SA N S experim ents
Because of the large amounts of sample required (ss 100 nmol) for SAXS/SASS 
experiments, the protocol for DNA purification was different from that described 
in the previous section. High pressure liquid chromatography (HPLC) or dena­
turing PAGE were employed to pre-purify the oligonucleotides when purchased. 
Oligonucleotides were then annealed as described before and re-purified by us­
ing size exclusion chromatography on two Superose-12 (Amersham Biosciences, 
Bucks, UK) columns connected in series, at a flow rate of 0.05 ml/min. Frac­
tions were concentrated using 30 kDa or 10 kDa microconcentrators (Millipore, 
UK). Monodispersity of the sample was monitored by polyacrylamide gel elec­
trophoresis and sedimentation velocity analytical ultracentrifugation (see Section 
3.2.2).
3.1.4 Gel electrophoresis m ethods
Agarose gel electrophoresis, as described by Sambrook and Russell (2001, vol 1, 
p. 5.4), was employed for purification of long DNA fragments (> 200 base pairs), 
analysis of Tn3 resolution reactions, or synapse formation assays. Denaturing 
polyacrylamide gel electrophoresis (Sambrook and Russell, 2001, vol 2, p. 10.11) 
was employed for the purification of synthetic oligonucleotides. SDS-polyacry- 
lamide gel electrophoresis (Sambrook and Russell, 2001, vol 3, p. A8.40) was 
employed to assay the purity and concentration of proteins.
3.1.5 Purification of T n3R  and Tn3R  m utants
Wild-type and mutant Tn3 resolvases were purified by a procedure based on that 
described previously (Arnold et a.L, 1999; Wenwieser, 2001).
The purification procedure for His-tagged mutants was identical to that for 
wild-type resolvase, apart from the chromatography steps. In this case, a HiTi’ap
58
3.1 Biological experim ents
(Pharmacia, UK) Ni affinity column was employed for the purification. The 
chromatographic procedure was as follows:
• The column was initially washed with 5 column volumes (CV) of filtered 
distilled water at 1 ml/min.
• One CV of 100 mM NiS04 6H2O (Sigma, UK) solution was injected, and 
the column was again equilibrated with filtered distilled water.
• The column was then equilibrated by flowing 5 CV of buffer A^is (50 mM 
sodium-phosphate buffer (pH 7.6), 8 M urea, 1 M NaCl).
• The sample was injected at 0.5 ml/min.
• The column was re-equilibrated in buffer until the optical absorbance 
at both 260 nm and 280 nm recovered the original values before sample 
injection.
• A 0-12% gradient of buffer (50 mM sodium-phosphate buffer (pH 7.6), 
8 M urea, 1 M NaCl, 0.5 M imidazole) was used to wash off impurities and 
weakly bound species.
• Lastly, a 12-100% gradient of buffer B/i^ g was used to elute the protein from 
the column.
Protein peaks were collected in 1 ml fractions, and analysed by SDS-polyacry- 
lamide gel electrophoresis. Pure fractions were pooled together and dialysed in 
buffer Bnat (20 mM Tiis-HCl (pH 7.5), 2 M NaCl, 0.1 mM EDTA, 1 mM DTT), 
concentrated to approximately 3.5 mg/ml, and finally stored at -80 °C.
Table 3.3 summarizes the different TnSR mutants purified during this the­
sis. TnSR refers to wild-type Tn3 resolvase. NM-resolvase has the following six 
mutations from the wild-type Tii3 resolvase sequence: R2A E56K GIOIS D102Y 
M1031 Q105L (Burke et ah, 2004). NMh-resolvase refers to NM-resolvase with a 
6-His-tag attached to its C-terminus. NM-SlOA resolvase has a further mutation 
SlOA with respect to the sequence of NM-resolvase.
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Resolvase
mutant
Label Chromatography
method
Concentration
(mg/ml)
Tn3R Tn3R-291001 anion exchange 3 mg/ml
Tn3R Tn3R-150402 anion exchange 3.7 mg/ml
NMh NM-061202 metal chelating 2 mg/ml
NM NM-080803 anion exchange 1.5 mg/ml
Tn3R Tn3R-030204 anion exchange 2.2 mg/ml
NM-SlOA NM-SlOA-030204 anion exchange 1 mg/ml
Tn3R Tn3R-100404 anion exchange 3.5 mg/ml
NM-SlOA NM-SlOA-100404 anion exchange 2.9 mg/ml
Table 3.3: Description of proteins purified.
3.1.6 In  vitro  recom bination by resolvase
Tn3R recombination reactions were performed in buffer TEM (20 mM Tiis-HCl 
(pH 7.5), 0.1 mM EDTA, 10 mM MgCb). After incubation with resolvase (gen­
erally 1/10 volume), all reactions contained final concentrations of 100 mM NaCl 
and 5% v/v  glycerol. A typical reaction (20 /il) contained 0.4 /ig of plasmid DNA 
with 2 fil of diluted resolvase, and was carried out at 37 °C for 1 hour. The reac­
tion was terminated by adding 5% of SDS loading buffer and heating at 70 for 
5 minutes. Recombination products were analysed by agarose gel electrophoresis. 
More details can be found in Wenwieser (2001).
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3.1.7 Purification of the X -synapse
NM-resolvase and site I DNA were mixed at a molar ratio of 30:1 in TEGGS buffer 
(20 mM Tris-HCl (pH 7.5), 0.1 mM EDTA, 20% v/v glycerol, 200 mM NaCl) plus 
4% w/v ficoll, and the mixture was incubated at 37 °C for 30 minutes. The X- 
synapse was then purified by size exclusion chromatography in TECCS buffer, 
using two Superose 12 columns (Amersham Biosciences, Bucks, UK) connected in 
series, at a flow rate of 0.05 ml/minnte. SV analysis was employed to show that 
the purified X-synapses were monodisperse (more details in chapter 6). Bandshift 
assays were performed as described by Sarkis et al. (2001).
3.2 Biophysical m ethods
3.2.1 M easurem ent and calculation of densities, viscosi­
ties and protein concentrations
Resolvase concentration was estimated by absorbance measurements, by using an 
estimated extinction coefficient at 280 nm of e — 2500 M“  ^ cm“ ^(Tn3R) or 3200 
M“  ^ cm“  ^ (NM-resolvase), obtained by using the approximations in Pace et al. 
(1995). Buffer densities were measured by using a density/specific gravity meter 
(Model DA-510, Integrated Scientific Ltd, Rotherham, UK). Buffer viscosities 
were calculated from buffer composition, using the viscosity values reported by 
Matsunaga and Nagashhne (1983) and the computer program SEDNTERP (Lane 
et a l, 1992) (see Table 3.4).
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Buffer Temperature Density Viscosity Determination
pc) [g/ml] [Poise]
H2O 4 0.999 0.0157 computational
4 0.999 “ experimental
25 0.997 - experimental
TE 4 1.001 0.0157 computational
20 0.999 0.01 computational
TES50 4 1.002 0.0157 computational
20 1.001 0.01 computational
TESlOO 4 1.004 0.0157 computational
20 1.003 0.01 computational
TESIOOO 4 1.040 0.0157 computational
20 1.039 0.01 computational
TEGGS 4 1.038 0.0316 computational
4 1.041 - experimental
25 1.036 - experimental
TEGGS43 4 1.113 0.046 computational
4 1.114 - experimental
25 1.107 - experimental
TEGGS65 4 1.136 0.048 computational
4 1.14 “ experimental
25 1.129 - experimental
Table 3.4: Densities and viscosities of the buffers employed in this project.
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3.2.2 Sedim entation velocity analytical ultracentrifugation
Sedimentation velocity experiments were performed using a Beckman Coulter 
(Palo Alto, CA, USA) Optima XL-1 analytical ultracentrifuge and an AN-60 Ti 
rotor. The experiments were carried out at a constant temperature, and at a rotor 
speed of 45000-60000 rpm. A series of scans was obtained with a radial step size 
of 0.003 cm and interference and/or absorbance optics. Sample concentration de­
pended on the specific experiment. The samples (380 fi\) were loaded onto double­
sector centrepieces. Sedimentation profiles were analysed with the computer pro­
gram SEDFIT (Schuck, 2000) (http://www.analyticalultracentrifugation.com), 
which allows the user to subtract radial and time-independent noise, and to 
directly model boundary profiles as a continuous distribution of discrete non­
interacting species (so-called c(s) analysis, see Section 2.3.1.1). The sedimenta­
tion coefficients were also evaluated by using the finite element method to find 
the sedimentation coefficient that best fitted the Lamm equations (also using 
SEDFIT).
3.2.3 Sedim entation equilibrium  analytical ultracentrifu­
gation
Sedimentation equilibrium experiments were carried out in a Beckman (Palo Alto, 
CA) Optima XL-A or XL-1 analytical ultracentrifuge. The experiments were per­
formed at 4 and at rotor speeds of 23000 and 36000 rpm. Scans were obtained 
at each speed until satisfactory overlay of traces separated by 5 h was obtained, 
thus indicating the attainment of equilibrium. Six samples of Tn3R in buffer 
TESIOOO (20 mM TMs-HCl (pH 7.5), 0.1 mM EDTA, 1 M NaCl) at concentra­
tions between 0.5 and 5.5 mg/ml were loaded into six-channel centrepieces. Scans 
were obtained in continuous mode with a 0.001 cm radial step size over the radial 
range 5.7-7.2 cm. The optical baseline was obtained by doing an overspeed run 
at 45000 rpm. The SE data were analysed as described elsewhere (Ackerman
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et al., 2003), and values for the protein molar mass and dissociation constants 
were obtained as a result of the analysis.
3.2.4 Fluorescence anisotropy
Steady-state fluorescence anisotropy (FA) measurements were used to monitor 
the changes in the ligand (DNA) that accompany protein binding. Fluorescence 
anisotropy measurements were taken with a ThermoSpectronic series 2 lumines­
cence spectroscope (Aminco-Bowman, Illinois, US). The temperature was regu­
lated using a temperature-controlled water bath (Haake, Karlsruhe, Germany). 
FA signals from fluorescein and tetramethylrhodamine were measured by setting 
the excitation wavelength at 494 or 530 nm, and the emission wavelength at 518 
or 550 nm, respectively. A titration was performed by adding certain amounts of 
ligand to a solution containing the labelled acceptor (DNA fragment), followed 
by thorough mixing. After each titration event, the FA signal was left to stabilise 
for at least 10 minutes, in order to be certain both that the equilibrium temper­
ature was reached and that the binding process was fully completed. The quartz 
cuvette employed for the essays was thoroughly washed with methanol and a 4 
M NaCl solution after each use. The FA signal was normalised by using Eq. 2.33 
(Section 2.4.0.1).
3.2.5 Small angle neutron scattering
Small angle neutron scattering (SANS) data were obtained on beam line D ll, 
at the Institut Laue-Langevin (ILL, Grenoble, Fi'ance) and on the LOQ small- 
angle diffractometer at the ISIS Spallation Neutron Source (Rutherford Appleton 
Laboratory, Didcot, UK). Experiments were performed in 1 mm (samples in H2O- 
based buffers) or 2 mm (samples with D2O) optical pathlength quartz cuvettes. 
Samples were first prepared in normal buffer and then introduced into the D2O- 
based buffer by extensive dialysis.
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On D ll, low-5 data (s =  where 26 is the scattering angle and A is
the neutron wavelength) were obtained with a wavelength of 8 Â with the two- 
dimensional detector located 5 m from the sample, whereas a wavelength of 5 A 
and a sample-to-detector distance of 2 m were used at higher 5-values. The overall 
s-range measured was 0.01 < 5 < 0.15 1/A . Data collection times were of the 
order of 8 hours per sample or buffer. At D ll neutrons scattered from the sample 
are detected on a 64x64 cm ^He multi-detector mounted on a moveable trolley 
within an evacuated detector tube. The position of the beam centre was found 
by using the program windet on a transmission file. A mask of the beam was 
then produced with the program rmask. mils was used for angular integration 
of the data, converting a 2D image into ID scattering data. xpoUy was employed 
to generate a detector response file from a vanadium sample transmission, and 
background and H2O scattering data. Buffer and sample datasets were identically 
treated and then manually substracted using PRIMUS (Konarev et al., 2003). 
More details on the data treatment procedure can be found in Ghosh et al. (1989).
At LOQ, a fixed-geometry time-of-flight instrument that uses neutrons with 
wavelengths ranging from 2 to 10 A provided an s-range of 0.02-0.2 1/A . In this 
case, data collection times were of the order of 15 hours per sample or buffer. A 
mask file was produced and employed for data reduction by using the program 
COLLETE. The same program was then employed to calculate the transmission 
of the sample, to reduce the 2D scattering data to ID by azimuthal averaging, 
and to introduce additional corrections. A detailed description of the procedure 
employed is described by King et al. (2000). Buffer and sample scattering curves 
were identically treated. The scattering of the buffer was then subtracted from 
that of the sample, and the difference curves were then scaled for concentration 
using the computer program PRIMUS (Konarev et al., 2003).
In all cases, the radius of gyration ( R g )  was determined by using the Guinier 
approximation (Section 2.2.1, Guinier and Fournet, 1955).
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3.2.6 Small angle x-ray scattering
On Beamline 2.1 at the Synchrotron Radiation Source (Daresbury, UK), beam 
currents were between 80 and 170 mA, with an electron energy of 2 GeV and a 
wavelength of 1.54 Â. The camera lengths used in the experiments were; 1.25 m 
to cover an s-range of 0.03 < s < 0.6 1/Â , and 3.25 m for 0.01 < s < 0.2 1/Â. 
The detector was calibrated using a sample of wet rat tail collagen. The experi­
mental data were collected and averaged as 30 x 60 s frames. The data were then 
normalized to the intensity of the incident beam, and corrected for the detector 
response by using the computer program XOTOKO (Boulin et al., 1988). The 
scattering of the buffer was subtracted, and the difference curves were then scaled 
for concentration using the computer program PRIMUS (Konarev et a l, 2003). 
The final scattering curve was obtained by merging the low-angle region of the 
low concentration curve with the high-angle region of the high concentration mea­
surement (using PRIMUS), in order to eliminate possible interparticle interaction 
effects in the low-angle region of the high concentration data. The particle max­
imum dimension { D m a x ) and the particle distance distribution function (p(r)) 
were obtained by using the indirect Fourier transform program GNOM (Svergun,
1992). The radii of gyration { R g )  were determined by using both the Guinier 
approximation and GNOM.
Experiments on the X33 camera of the EMBL Hamburg outstation at the 
storage ring DORIS III of the Deutsches Elektronen Synchroton (DESY) were 
performed by employing procedures similar to those used for analysing the SAXS 
data at SRS. The sample-to-detector distance used was 2.2 m, at which the 
momentum transfer range was 0.02 < s < 0.35 nm“ l  In this case, however, the 
raw data were processed by using the computer program SAPOKO, and similar 
procedures to those described in the previous paragraph. This beamline contains 
a ID linear detector, and so it was not necessary to perform a circular average 
of the scattering data. A detailed description of the methodologies employed for 
data analysis specific to this beamline can be found elsewhere (Boulin et a l, 1988; 
Koch and Bordas, 1983).
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3.3 Computational m ethods
3.3.1 H ydrodynam ic bead m odelling
High-resolution structures, when available, are of utmost utility in producing 
models with which to interpret experimental hydrodynamic measurements. How­
ever, hydrodynamic computer simulations are computationally expensive. Even 
a hydrodynamic calculation for a small structure (e.g. a 36 base pair DNA frag­
ment) would take of the order of 1 h with a modern Pentium HI processor. A 
simplified approach is thus necessary, if these calculations are to be done on a 
repetitive basis. The AtoB program (Byron, 1997) can be used to grid a struc­
ture of a macromolecule on a cubic lattice, thus producing a so-called bead model. 
New AtoB, a more extended version of this algorithm, was developed for this thesis 
(see chapter 7). This computer program was systematically employed to reduce 
the resolution of high-resolution models when performing hydrodynamic calcula­
tions.
In this implementation of new AtoB, a cubic lattice of parameter dx was gen­
erated, and the centre-of-mass (CM) of the structure was placed at the origin of 
coordinates. The coordinates of each atom t (ft) were used to determine which 
voxel ( i , j ,k )  in the lattice it occupied. The resolution of the model was reduced 
by placing a single bead for each occupied voxel (i,j, k). The coordinates of the 
bead were calculated from the CM of the atoms that it replaced. Similarly, each 
bead radius was estimated so that its volume was identical to the total volume 
of the atoms in the voxel. In order to take into account hydration effects, the 
coordinates of the beads were updated by using the rule f  — f f  (3, where (3 > 1 
is the so-called outward translation coefficient (see below). Finally, the radii 
of the beads were updated in order to eliminate bead overlaps and voids in an 
asynchronous manner (see PDB2overlap, Appendix B).
The output of newAtoB is in both BEAMS (Spotorno et ah, 1997) and HY­
DRO (Garcia de la Torre et ah, 1994) formats. In this study, only HYDRO was 
employed to calculate the hydrodynamic parameters of reduced models. The
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value of the outward translation coefficient (3 was estimated as follows: (i) the 
sedimentation coefficient of the original domain structure was calculated by using 
the computer program HYDROPRO (Garcia de la Torre et ah, 2000), which hy­
drates the macromolecule; (ii) the computer program HYDRO was then used to 
calculate the sedimentation coefficient of the bead model produced with newAtoB; 
(iii) The value of /3 was then modified and the process from (ii) restarted, until 
the sedimentation coefficient calculated from the bead model equalled that of 
the original high-resolution structure as calculated with HYDROPRO. A further 
description of this computer program can be found in Appendix B.
The amount of hydration 5 of a macromolecule is defined by (van liolde, 1985)
where Vh is the volume of the hydrated bead model, v is its partial specific 
volume of the anhydrous macromolecule, M  is its molecular weight, is the 
specific volume of the solvent, and N a is Avogadro’s number. As a last step in 
the generation of a bead model, it was verified that its value of 6 was within 
acceptable limits for protein and DNA (0,3-0.4 g water/g macromolecule; Garcia 
de la Torre, 2001; Tanford, 1961).
3.3.2 H ydrodynam ic calculations
The program HYDROPRO (Garcfa de la Torre et ah, 2000) was employed to 
calculate the hydrodynamic parameters of high-resolution models. HYDROPRO 
computes the hydrodynamic properties of rigid particles from their atomic struc­
ture (specified in a protein data bank (PDB) format file). Firstly, HYDROPRO 
produces a shell model for the surface of the macromolecule by representing it by a 
collection of minibeads of equal size. The hydrodynamic properties (translational 
diffusion coefficient, sedimentation coefficient, intrinsic viscosity, and relaxation 
times) are calculated for shell models with different minibead sizes. The appar­
ent hydrodynamic properties are estimated by extrapolation to zero minibead
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size. The effective radius of the atomic elements (AER) is set at the beginning 
of the calculation and kept constant throughout it. HYDROPRO hydrates an 
input high-resolution model by adjusting the values of the AER of the different 
molecules (e.g. aminoacid sidechains).
In this project, the effective radius of the atomic elements was fixed at 2.8 Â 
for DNA, 3.2 Â for proteins and 3.0 Â for protein-DNA complexes, as suggested 
by the authors (Garcia de la Torre et ah, 2000). All runs were performed using five 
minibead radii, producing models with 400 to 2000 minibeads. In all calculations, 
it was verified that the amount of hydration was within acceptable limits for 
protein and DNA (0.3-0.4 g water/g macromolecule; Garcia de la Torre, 2001; 
Tanford, 1961).
Similarly, HYDRO (Garcfa de la, Torre et af., 1994) calculates the hydrody­
namic parameters and other solution properties of rigid macromolecules from 
reduced bead models given the coordinates and radii of the beads comprising the 
model. HYDRO does not hydrate the model, and thus a properly hydrated model 
has to be built before using this program (see Section 3.3.1).
3.3.3 C om putation of scattering curves from structural 
m odels
The simulation of scattering curves, and their fits to experimental data were 
calculated by using the computer program CRYSOL (for SAXS) or CRYSON (for 
SANS) (Svergun et al., 1998, 1995). The maximum hydration shell scattering 
contrast was allowed to vary between 0 and 150 e nm“ ,^ and the maximum 
excluded volume allowed was increased in order to allow for higher hydration of 
the DNA samples (compared with protein). The %-value produced when fitting 
the scattering intensity of the models (/(si)) to the experimental data (A(s^)) 
was calculated by:
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X \ 3{Si) (3.2)
where Np is the number of experimental points, 5{si) are the experimental errors, 
and c is a scale factor (more details are in Section 2.2.3,1 or in Svergun et al. 
(1995)).
3.3.4 C onstruction of D N A  structures
The computer programs NAMOT (Iding and Carter, 1994) and NAB (Macke 
and Case, 1998) were employed to build nucleic acid structures from sequence. 
NAMOT was employed to constrnct the Holliday junctions, whereas NAB was 
used to generate straight DNA fragments. Kinked DNA was generated by using 
the program NAB, which inputs a set of points placed manually along the pre- 
snmed kinked DNA and interpolates the positions of the base pair origins using 
a cubic spline function. This approach was similar to that used by Strater et al. 
(1999).
3.3.5 Superposition of reconstructed m odels
Superposition of both ab initio models and high-resolution structures was per­
formed using the computer program SITUS (Wriggers et ah, 1998). Situs is a 
package for combining multi-resolution data from a variety of biophysical sources, 
including cEM, electron tomography, SAXS, and x-ray crystallography, using vec­
tor quantization techniques. A minimum of 4 codebook vectors were employed 
for any superposition. Visualisation of results was done by using the program 
VMD (Humphrey et ah, 1996).
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C hapter 4 
Tn3 resolvase in solution  and its 
interaction w ith  res
Summary
The solution properties of Tn3 resolvase (Tn3R) were studied by sedimentation 
equilibrium (SE) and sedimentation velocity (SV) analytical ultracentrifugation, 
and small angle neutron scattering (SANS). Tn3R was found to be in a monomer- 
dimer self-association equilibrium, with a dissociation constant of =  50
pM. SV and SANS demonstrated that the low-resolution conformation of dimeric 
Tn3R in solution is similar to that of qJ resolvase in the co-crystal structure 
determined by Yang and Steitz (1995), but with the DNA-binding domains in 
a rather extended conformation. In addition, the equilibrium binding properties 
of Tn3R to the individual binding sites in res were investigated in solution by 
employing fluorescence anisotropy (FA) measurements. It was found that site 
IIL and site III have the highest affinity for Tn3R, followed by site I, and finally 
by site HR. Finally, the affinity of Tn3R for non-specific DNA was assayed by 
competition experiments.
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4,1 Introduction
The Tn3 res site is composed of three individual subsites made up of inverted 
copies of an imperfectly conserved common recognition sequence (12 bp for each 
resolvase), separated by short spacers of slightly different sizes (4 bp in site I, 10 
bp in site II and 1 bp in site III). The crossover reaction has been shown to occur 
at the centre of subsite I (Reed and Grindley, 1981). The distances between the 
three binding sites vary (22 bp between sites I and II, and 5 bp between sites II 
and III). In gel-retardation studies, resolvase has been shown to form three 
separable protein-DNA complexes with 7^ res, implying the binding of one, two 
or three resolvase dimers. Under similar conditions, TnSR was found to form 
six complexes, corresponding to the binding of individual monomers of TnSR. 
The unusual differences between the individual sites in res at the sequence level 
were proposed to trigger structural differences in the way in which TnSR binds 
to them (Blake et a l, 1995; Grindley, 1994). These different binding modes 
have been proposed to be due to protein conformational flexibility or to DNA 
distortion at the centres of the binding sites (this has not been proven yet). The 
DNA bending caused by the binding of TnSR to the different binding sites in 
res has also been supposed to differ. In the case of site I, a qd resolvase-site I 
co-crystal structure (Yang and Steitz, 1995) showed that, in the crystal, site I is 
kinked by 60*^  towards the major groove. Gel mobility studies on q6 resolvase 
have shown that at sites II and III the bend is even more pronounced (Grindley, 
2002). DNase cleavage and cyclisation studies on qd resolvase showed that the 
bend in site II is directed towards the minor groove (Grindley, 2002).
Blake et al. (1995) studied the binding of Tn3R to res binding site II. It 
was shown that monomeric Tn3R binds to site II in a two-step process. A first 
monomer was found to bind to the left end of site II, followed by the cooperative 
binding of a second monomer to the right end of site II, as opposed to q4 resolvase 
which has been found to bind to site II as a dimer. The authors also reported 
that the Tn3R-site II protein-DNA complex was highly structurally asymmetric, 
and that this asymmetry was functionally essential.
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In this chapter, the oligomerisation behaviour and solution conformation of 
TnSR will be studied. Also, the properties of binding of TnSR to sites I, II, III and 
non-specific DNA will be investigated in equilibrium and in solution. The chapter 
is organised as follows. First, the study of the oligomerisation properties of TnSR 
in solution with sedimentation equilibrium analytical ultracentrifugation will be 
presented. Later, the investigation of TnSR dimeric conformation in solution 
employing sedimentation velocity analytical ultracentrifugation and small angle 
neutron scattering will be described. Finally, the study of the binding properties 
of TnSR to the individual binding sites in res by using fluorescence anisotropy 
will be introduced.
4.2 M aterials and m ethods
4.2.1 Tn3R  preparation
The methods employed for protein overexpression, purification and purity, and 
concentration assessment can be found in Section 3.1.5.
4.2.2 D N A  synthesis and purification
The synthesis and purification methods for the oligonucleotides employed in this 
study are reviewed in Section 3.1.3. The specific sequences of the oligonucleotides 
employed are as in Fig. 4.1. Plasmid DNA was purified by the CsCl method as 
described in Section 3.1.2.
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2 8  3 4  2 5 ^ f---------------T T----------
si te I 2 2  si te II 5  si te I
I I  I ......... ..........    r  ' I... I , ~ 7 1.............. I .....'...." " I  I
SI S'-CAACCGTTCGAAATATTATAAATTATCAGACATAGT
S ite I FI 5'-CAAGCGTTCGAAATATTATAAAXTATCAGACATAGT
TMRI TMR-5'-CAACGGTTCGAAATATTATAAATTATGAGACATAGT
IIL UR
511 5 '-T A qfGTCCATTAAATlCGTCATTTTdGGATAATAGAC^GAT 
Fll F -S '-T A dTGTGCATTAAATtCGTCATTTTGGCATAATAGAGACAT 
SUL S'-TAGnWgCATTAAATTGGTCATTTTGLQGYÂTÇGTQCCitGAT 
Site II FIIL F - 5 '~T
sum  5 '-T
FUR F -S ’-TAGKGtAfCGTCCCflCGTGATTTTGlGCATAATAGÂgAiCAT 
Site 111 sill 5’-TGGTGTGTGATATTGGATTTAAGGTACATTT
Figure 4 .1 : The res site and the sequences of the top  strands of the oligonucleotides employed 
in this study. F  and T M R  refer to  fluorescein and tetra-m ethyl-rhodam ine, respectively. X 
refers to  a thym ine base modified w ith a  Cc aminolinker labelled w ith fluorescein a t its end. 
The sequences of the bo ttom  strands were designed to  be com plem entary to  the  top  strands, so 
as to  obtain  a final DNA fragm ent w ith blunt ends. The left-hand boxes in site II correspond 
to  w ild-type site II sequence (SII, PII, SIIL, F IIL , solid line) or to  a  random  sequence {SIIR, 
FUR, dashed line). Similarly, the right-hand boxes correspond to  w ild-type site II sequence 
(SII, FII, SIIR, FUR, solid line) or to  the  sam e random  sequence as employed for SIIL (SIIR, 
FUR, dashed line).
74
4.3 R esults and analysis
4,2.3 Fluorescence anisotropy m ethods and binding data  
analysis
Details on the experimental methods employed to make the fluorescence anisotropy 
(FA) measurements can be found in the Materials and Methods chapter. Solu­
tions of fluorescently labelled oligonucleotide solutions were initially prepared at 
concentrations ranging from 20 to 50 nM, in buffer TES50 (20 mM Ti-is-HCl (pH 
8.4), 0.1 mM EDTA, 50 mM NaCl). Protein was added from a stock at 1 
mg/ml. A thorough description of the methods employed in the data analysis 
can be found in Section 2,4.0.1.
4.2.4 Small angle neutron scattering
SANS datasets were collected at the D ll  station at ILL, Fi'ance. All experiments 
were performed at 4 °C, at a protein concetration of 6 mg/ml, in buffer TESIOOO 
(20 mM Tris-HCl (pH 8.4), 0.1 mM EDTA, 1000 mM NaCl). Details on the 
data collection procedures and analysis of SANS datasets can be found in the 
Materials and Methods chapter.
4.3 Results and analysis
4.3.1 Behaviour of Tn3R  in solution
The solution behaviour of TnSR was investigated by sedimentation equilibrium 
(SE) and velocity (SV) analytical ultracentrifugation.
Five TnSR concentrations, ranging from 5.5 to 0.5 mg/ml, and three ro­
tor speeds, 16000, 23000 and 33000 rpm, were utilised for the SE experiment. 
A global fit of the 15 datasets was performed using a series of possible mod­
els, namely one-species, monomer-dimer equilibrium (1-2 model), and monomer-
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dimer-tetramer equilibrium (1-2-4 model). The model that best globally rep­
resented the experimental datasets was the 1-2 model, with =  50 fiM
(monomer-dimer dissociation constant). The 1-2-4 model fitted the data as well 
as the 1-2 model but the predicted total concentration of tetramer, even at the 
highest concentrations, was negligible (<!%)). A typical and representative fit to 
the SE data with a one-species and a 1-2 model are shown in Fig. 4.2B. The 1-2 
model produces a considerably better fit to the data with smaller and more ran­
domly distributed residuals (Fig. 4.2A). From the dissociation constant obtained 
from the fit to a 1-2 model, it was possible to calculate the relative distribution of 
each species assuming monomer-dimer self-association equilibrium (see Fig 4.3). 
At the highest TnSR concentration (5.5 mg/ml), the relative amount of dimer 
would be expected to represent more than 80% of the species present. At the con­
centrations used for binding experiments (< 1 /iM, see section 4,3.2), however, 
TnSR would be expected to be > 95% monomeric.
In order to confirm these findings, SV experiments were performed. At a 
TnSR concentration of 5 mg/ml, and a rotor speed of 50000 rpm, the sample 
behaved as a single species according to c(s) analysis (Fig 4.2C), with an apparent 
sedimentation coefficient of s^^2o — 2.3 S. The SV data were also fitted with a one- 
species non-interacting model by using the finite element method implemented in 
SEDFIT (Schuck, 2000). In this case, the resulting true sedimentation coefficient 
was s ^ 2o — 2.4 S.
The computer program HYDROPRO (Garcfa de la. Tori-e et a.l., 2000) was 
employed to simulate the sedimentation coefficient of a monomer and a dimer 
of 7^ resolvase, extracted from the co-crystal structure of the qi^-site I complex 
(PDB code Igdt Yang and Steitz, 1995) (Fig. 4.4B). These models were expected 
to represent the low-resolution structures of monomeric and dimeric Tn3R in 
solution, at least for the catalytic domains. The values for the simulated sedi­
mentation coefficients for the monomer and dimer species were =  1.7 and 
— 2.7 S (with a hydration of 0.4 and 0.36 g water/g protein), respectively. 
When no DNA is present, the DNA-binding domains of Tn3R are expected to be 
highly flexible and partially disordered in solution (Rice and Steitz, 1994b), thus
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Figure 4.2: Experim ental sedim entation equilibrium and velocity data for Tn3R , (B) A rep­
resentative experim ental SE profile for T n3R  at 33000 rpm (open circles) w ith  a lit produced  
by a 1 - 2  m odel (solid line) and a one-species m odel (dashed line). (A) Residuals of the fits. (C) 
Size distribution c(s) profiles from SV data analysed w ith SE D F IT  (Schuck, 2000) for T n3R  
(solid line).
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Figure 4.3: Sim ulated equilibrium monom er (solid line) and dimer (dashed line) fractional 
concentrations versus total protein concentration, assum ing a monom er-dim er self-association  
equilibrium m odel w ith  — 50 yuM.
decreasing the observed sedimentation coefficient. A second model for the confor­
mation of TnSR in solution (Tn3R-ext, Fig. 4.4C) was generated by extracting 
the protein component of Igdt and extending the DNA-binding domains so that 
they would have a more expanded conformation. The sedimentation coefficient 
of Tn3R-ext was simulated as above, resulting in a sedimentation coefficient of 
5^ 20^ ^^ =  2.31 S (with a hydration of 0.45 g water/g protein). These findings 
confirm that Tn3R is essentially dimeric at concentrations higher than 5 mg/ml, 
and would suggest that the DNA-binding domains of Tn3R in solution are rather 
elongated.
SANS experiments were performed on Tn3R in solution, at a concentration 
of 6 mg/ml (Fig. 4.4A, circles). The radius of gyration ( R g )  of Tn3R was firstly 
estimated by using the Guinier approximation to be: 34.7 ±  2 Â. The particle dis­
tance distribution function (p(r)) was calculated by using the computer program 
GNOM (Svergun, 1992). The Rg obtained from the p(r) function is 35 ±1.3 Â, 
in agreement with that from the Guinier analysis. The low-resolution structure 
of dimeric Tn3R was modelled using the protein content of Igdt, as described 
above (Fig. 4.4B). The SANS scattering curve from such a model was simulated 
by using CRYSON (Svergun et ah, 1998), producing a good agreement with the
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Figure 4.4: SANS of T n3R  in solution. Experim ental (circles) and sim ulated (dashed and 
solid lines) SA NS curves. Structural m odels for dim eric T n3R  in solution were generated by 
using the protein com ponent of the co-crystal structure Igdt (dashed line, Yang and Steitz, 
1995) (B ) and a m odified version in w hich the D N A -binding dom ains of T n3R  were extended  
in an open conform ation (solid line, T ii3R -ext, panel C).
experimentally obtained SANS curve (Fig. 4.4A, dashed line, Rg =  30.1 Â). 
This agreement was further improved by using TnSR-ext, a structure in which 
the DNA-binding domains of Tn3R are extended in an elongated configuration 
(Tn3R-ext, structural model in Fig. 4.4C and fit of the data in Fig. 4.4A, solid 
line, Rg = 35.7 Â). These findings support the SV data in that Tn3R appears to 
be dimeric in solution at high concentrations. In addition, they are, in general 
terms, consistent with the confomation of resolvase in its co-crystal structure 
with DNA (Igdt, Yang and Steitz, 1995), and with the solution NMR structure 
of the catalytic domain of 'y5 resolvase (Pan et ah, 2001). Finally, they are con­
sistent with the proposal put forward by Rice and Steitz (1994b), by which the 
DNA-binding domains of resolvase would be expected to be highly flexible and 
partially disordered in solution. Because of the low resolution of the SV and 
SANS data presented, other possible structural alterations can not be discarded.
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4.3.2 Binding to  site I
In order to investigate the equilibrium binding of TnSR to site I in solution, 
the fluorescence anisotropy of a fluorescein-labelled site I (FI) was monitored as 
the TnSR concentration was increased. The total fluorescence intensity was also 
monitored as FI was titrated, but there was no systematic change with TnSR 
concentration (data not shown). From this, it is assumed that the quantum yield 
of FI does not change upon complex formation.
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Figure 4,5: Titration  of FI (% 30 nM) w ith T n3R  at 2 0  °C (open circles) and Hill m odel best 
fit (solid curve), w ith =  40 nM and n  =  1 .2 . r  represents the binding function and C s  the 
free T n3R  concentration (see Section 2,4.0.1 and W inzor and Sawyer (1995)). FA signal varied 
from 0.015 to  0.1.
A series of titrations of FI was performed at different temperatures, ranging 
from 5 to S5 °C. The resulting binding curves were analysed by using the Hill 
model (see Section 2.4.0.1). At 20 ®C, the equilibrium dissociation binding con­
stant (ArP) was 40 nM, and there were signs of weak cooperativity in the binding 
process (n == 1.2, Fig. 4.5). As the temperature increased or decreased from 
20 °C, the dissociation binding constant increased, suggesting a decrease in the 
binding affinity (Fig. 4.6A). The degree of cooperativity (n) also varied with tem­
perature, having its maximum (1.8) at approximately 25 °C (Fig. 4.OB). From 
these experiments it is possible to conclude that the optimum temperature for
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Tn3R binding to site I is approximately 20 ^C. The following experiments were 
performed at a fixed temperature of 20 °C.
The influence of the buffer conditions in the binding of site I to TnSR was 
investigated by performing competition measurements. TnSR was added to a 
solution containing FI at 20 nM until the fluorescence anisotropy (FA) signal in­
creased to about half its saturation value. This solution was titrated with NaCl, 
and the FA signal was monitored as a function of NaCl concentration (Fig. 4.7A). 
From an initial concentration of 50 mM, the FA signal monotonically decreased 
with NaCl concentration, with half the amount of initial TnSR-FI complex at 
PS 220 mM NaCl. A similar experiment showed a sharp decrease in the amount 
of TnSR-FI complex as a function of MgCl2 concentration (Fig. 4.7B), with half 
the amount of initial TnSR-FI complex at ps 20 mM MgClg. In order to rule 
out a possible change in the FA of FI due to the interaction of fluorescein with 
the added ions, the experiments were repeated under the same conditions but 
without protein, observing no change in the FA signal (data not shown). More­
over, similar experiments using tetramethylrhodamine-site I (TMRI) as acceptor 
reproduced identical results (data not shown). These data are in agreement with 
the hypothesis that ionic interactions are important in the binding of TnSR to 
site I.
4.3.3 Binding to site II
A similar approach to that employed to measure the equilibrium binding constant 
of site I was employed for site II. A fluorescein-site II (FII) DNA fragment was 
synthesized and purified as described in Section 3.1.3. Titrations of FII with 
TnSR were performed under conditions identical to those used with FI (Fig. 4.8, 
open circles). A fit of the binding data with a Hill model produced a dissociation 
binding constant of — 20 ±  1 nM, with n — 1.5, suggesting a reasonable 
cooperativity between binding sites HL and HR in site II (see Fig. 4.1).
The binding of TnSR to these sites has been previously reported to be highly 
asymmetric (Blake et ah, 1995). In order to investigate this possibility, two
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Figure 4.6 : (A) Tem perature dependence of the dissociation binding constant and (B ) the  
degree of cooperativity n  for the binding of T n3R  to  site I DNA in solution, as observed w ith FA 
measurem ents. and n  were calculated by fitting a Hill m odel to  the binding curves produced  
at different tem peratures (data not shown). Solid lines represent spline approxim ations, and 
serve as a ‘guide to the eye’.
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Figure 4.7: C om petition titration  of the T n3R -FI com plex w ith  (A) N aCl and (B) MgCig 
(see tex t for details). P lo ts show the norm alised fluorescence anisotropy signal ( / ' )  as a func­
tion of N aCl or MgClg concentrations. D ashed curves represent spline approxim ations to the  
datapoints and serve as ‘guides to th e  eye’. T he FA signal takes values betw een 0.1 and 0.02.
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additional fluorescein-labelled DNA fragments were synthesized. FIIL had the 
wild-type sequence of the left end of site II and a random sequence replacing 
its right side end. Similarly, FUR had the wild-type sequence of the right end 
of site II and a random sequence replacing its left end side (Fig. 4.1). FIIL 
and FUR were titrated with TnSR as before (Fig. 4.8, filled circles and crosses, 
respectively). FIIL shows a much higher affinity for TnSR than FUR. The FIIL 
binding data were fitted to a Hill model, resulting in =  50 ±  S nM and
n =  1.8 (Fig. 4.8, dashed line). A one-binding-site model could not fit this 
dataset. The FUR binding data were fitted to a one-binding-site model, with 
=  140±  10 nM (Fig. 4.8, dotted line). These results show that the binding 
of TnSR to site IIL is about three times stronger than to site HR.
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Figure 4.8: T itration of FII (17 nM, open circles), FIIL (18 nM, filled circles) and FIIR  (18 
nM, crosses) w ith  T nSR  at 20 ‘’C. B inding data were fitted w ith a Hill m odel (FII and FIIL) 
or a one-species m odel (FIIR), resulting in =  20 ±  1 nM (solid line), =  50 ±  3 nM
(dashed line) and =  140 ±  10 nM (dotted  line). FA signal varied from 0.030 to 0.20
for FII, from 0.050 to % 0.19 for FII and from 0.050 to  0.19 for FIIR.
Competition experiments were performed to confirm the differences in speci­
ficity between sites HL and HR. TnSR was added to a 20 nM solution of FII 
so that the FA signal increased to half the saturation value. The solution was 
titrated with unlabelled site II (SII), site IIL (SIIL) and site HR (SIIR). The 
decrease in FA signal with increasing added amounts of competitor DNA was 
due to competition for TnSR bound to FII. The I C 5 0  was defined as the FII to
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competitor DNA molar ratio at half the FA starting signal. When SII was used 
as a competitor, the IC50 was 1 ±  0.1 (Fig. 4.9). This showed that the specifici­
ties of FII and SII are equal, so the presence of fluorescein in FII does not affect 
the binding of TnSR. The IC50S for SIIL and SIIR were 2.0 ±  0.2 and 10 ±  1, 
respectively. These findings show that the binding of TnSR to site IIL is stronger 
than to site HR, in full agreement with the binding experiments reported above. 
From the values of the binding constants and the IC50S for SIIL and
SIIR would be expected to be =  2.5, and — 7, in good agreement
with the values determined by competition experiments.
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F ig u r e  4 .9 : Experim ents to  assess the specificities o f binding of SII (filled circles, dashed line, 
IC 50 =  1.0 ± 0 .1 ) ,  SIIL (open circles, solid line, IC 50 =  2.0 ±  0.2) and SIIR (crosses, dotted  
line, ICso =  10 ±  1) to  T n3R  in com petition w ith FII (see tex t for details). T he lines represent 
spline approxim ations to th e  datapoints and serve as ‘guides to the eye’.
4.3.4 R elative site specificities
Competition experiments were performed to assess the relative specificities of 
binding of sites I, II and III. TnSR was added to a 20 nM solution of FII so that the 
FA signal increased to half the saturation value. This solution was then titrated 
with unlabelled site II, site I (SI) and site III (SHI). As above, the decrease in FA 
signal with increasing added amounts of competitor DNA was due to competition 
for TnSR bound to FII. From these experiments, it was determined that SHI is
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as specific in binding TnSR as SII, with both sites having an IC50 = 1.0 (Fig. 
4.10, solid and dashed curves). On the contrary, the specificity of binding of SI 
(IC50 =  2.0) was half that of SII or SIII (Fig. 4.10, dotted curve). These results 
agree well with those reported above for the binding constants of resolvase to 
each of these sites.
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Figure 4.10: Experim ents showing the specificities of binding of SI (crosses, dotted line, 
IC 50 =  2 .0), SII (filled circles, dashed line, IC 50 =  1.0) and SIII (open circles, solid line, 
IG50 =  1.0) to T n3R  in com petition w ith FII (see tex t for details). T he lines represent spline 
approxim ations to  the datapoints and serve as ‘guides to  the eye’.
4.3.5 Binding of Tn3R  to non-specific D N A
Competition experiments were performed under conditions similar to those re­
ported above to assess the specificity of binding of TnSR to non-specific sites in 
closed supercoiled DNA (plasmid DNA). In this case, however, TnSR was added 
to a solution of fluorescein-labelled site I (FI) until half saturation of the FA 
signal was achieved. This solution was further titrated with three different plas­
mids: pUC71K, a S900 bp plasmid with no TnSR binding site; pCOl, a 2530 
bp plasmid with only one binding site for TnSR (binding site I); and pMMl, a 
4600 bp plasmid with six binding sites for TnSR (two complete res sites). The 
FA signal was monitored as the solution was titrated with competitor DNA (Fig.
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4.11). The molar ratio of non-specific binding sites in the plasmid DNA to the 
total number of specific binding sites was calculated as
^  [ C \  X  { N b p  -  % .) -  [C] X  N s s  
[ F I ]  +  [C] X N s s
where [C] and Nbp are the molar concentration and number of base pairs in the 
plasmid DNA, N^s is the length in bp of the specific binding site, [ F I ]  is the molar 
concentration of FI, and Nss  is the number of specific binding sites in the plasmid 
DNA. X is the molar ratio of non-specific binding sites in the plasmid DNA to 
labelled sites, assuming that the specific binding sites in the plasmid DNA bind 
resolvase with the same affinity as FI. When a plasmid containing no specific 
binding site for TnSR is employed (pUC71K, Nss = 0), the FA signal drops to 
approximately half its original value when x — 1000 (this defines X50), implying 
that one specific TnSR binding site in FI had the same binding specificity as 
1000 non-specific binding sites in pUC71K (Fig. 4.11, solid line). On the other 
hand, the existence of specific TnSR binding sites in the plasmid DNA reduced 
this number to approximately 0:50 ~  100 (Fig. 4.11, dashed line). These findings 
imply that when a plasmid DNA contains binding sites specific for TnSR, the 
affinity of the non-specific binding sites is enhanced by about ten fold.
4.4 Discussion
In this chapter, the behaviour of TnSR in solution and its interaction with the 
different binding sites in res has been explored.
Sedimentation equilibrium analytical ultracentrifugation was employed to s- 
tudy TnSR oligomerisation in solution. It was found that the protein is in a 
monomer-dimer self-association equilibrium, with a dissociation constant of 50 
juM. Accordingly, the protein was found to be mostly dimeric at high concentra­
tions (> 200 ^M) and monomeric at low concentrations (< 10 juM).
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Figure 4.11: C om petition experim ents to determ ine the specificities of binding of T n3R  to  
specific and non-specific sites in plasm id D N A , by using pUC71K (open circles, solid curve, 
X50 — 1000), pCOI (crosses, dashed curve, 0:50 =  100), and pM M l (filled circles, dashed curve, 
^ 5 0  =  2 0 0 ). X is defined in the text.
SV and SANS experiments are consistent with TnSR being dimeric at high 
concentrations. The solution conformation of dimeric TnSR was modelled from 
the crystallographic and NMR high-resolution data of the catalytic domains of 
'yô resolvase (Pan et al., 2001; Sanderson et al., 1990) and a 'yô resolvase-DNA 
co-crystal structure (Yang and Steitz, 1995). SV and SANS experiments were, in 
general terms, in agreement with this model. A second model for dimeric TnSR 
in solution was built by modifying the torsion angles at the hinges between the 
three a-helices comprising the DNA-binding domains so that they would acquire 
a rather extended conformation. The existence of such conformations has been 
previously proposed by Rice and Steitz (1994b). The sedimentation coefficient 
and SANS profile simulated from this new model improved the fits to both SV and 
SANS experimental datasets. Other models, where the DNA-binding domains 
were modified in a similar fashion but to different extents, were produced. The 
data simulated from these models fitted the experimental datasets equally well. 
In accordance, the experiments presented in this chapter are consistent with an 
extension of the DNA-binding domains with respect to their positions in Igdt 
(Yang and Steitz, 1995), but are not of high enough resolution as to clearly define 
their final configurations. This extended conformation could help the protein in
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the initial stages of binding to a prospective DNA binding site. Moreover, it could 
be important for the protein to be able to adopt different configurations when 
binding to binding sites with very different geometries, such as those in res. This 
ability of the DNA-binding domains in Tn3R to adopt different conformations 
might have a role in the assembly of the synaptosome, as previously proposed by 
Blake et al. (1995).
Fluorescence anisotropy was employed to study the binding of resolvase to 
the three binding sites in res, namely sites I, II and III. It was shown that the 
highest binding affinity of Tn3R to site I is at 20 resulting in a dissociation 
binding constant of — 40 nM. At this temperature, there was only a weak 
degree of cooperativity {n 1.2) so that, in practical terms, the binding of pro­
tein monomers to the two binding sites in site I can be considered as independent 
events. Previous gel-shift assays studying the binding of Tn3R to site I revealed 
a high cooperativity of binding of Tn3R to site I (Bednarz et ah, 1990; Grindley 
et ah, 1982; Watson et ah, 1996). This conclusion was reached from the obser­
vation that, in such experiments, the site I-dimeric Tii3R complex is much more 
abundant than site I-monomeric Tn3R complexes. However, gel-shift assays can 
artefactually stabilise some of the complexes in a mixture, and thus not reflect 
their real equilibrium concentrations in solution.
The presence of cations in the buffer (Na+ or Mg^+) was shown to greatly 
affect the binding of Tn3R to site I, reflecting the existence of an electrostatic 
component in their interaction.
The equilibrium binding of TnSR to site II in solution was investigated in a 
similar fashion. In this case, TnSR was shown to have very different affinities and 
specificities for the two binding sites in site II. The binding of TnSR to site IIL 
was shown to be at least three times stronger and more specific than to site HR. 
These results agree well with those reported by Blake et al. (1995), who reported 
an asymmetric binding of TnSR to site II from gel-shift assay data. The authors 
hypothesised that the higher affinity of TnSR for site HL might be related to its 
need to assemble at res in an organised manner, to prepare the complex for its 
role in the recombination reaction.
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Figure 4.12: M odel for the equilibrium binding of T n3R  to the different binding sites in 
res. B inding site saturation is assum ed at a protein concentration ten tim es higher than the  
corresponding dissociation binding constant and a very low DNA concentration w ith respect to  
that o f Tn3R.
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Binding of Tn3R to site III was shown to be of the same affinity as that to site 
II, but twice that to site I. Based on this result, assuming binding saturation when 
the protein concentration is 10 x ifx), it is possible to design a simplified model 
for the occupancy of the sites in res at different Tn3R concentrations (Fig. 4.12). 
According to this model, at the lowest concentration Tn3R is mainly bound to 
site III and site II. Because of the high cooperativity of binding of site II, both 
sites IIL and HR are occupied at this first stage. At larger concentrations, site 
I also becomes occupied. In the latest, and arguably most accepted, structural 
model for the architecture of the synaptosome (Section 1.8) (Sarkis et al., 2001), 
it has been proposed that the resolvase monomer bound to site HR is at the centre 
of the accessory sites synapse. It could be proposed that, because of the weaker 
interaction between Tn3R and site HR, the monomer bound to this site would be 
more likely to unbind res should any structural rearrengement is required in the 
assembly of the synaptosome at the centre of the accessory sites synapse. This 
model, although vague, agrees with all the binding data for Tn3R presented in 
this chapter and previously reported in the literature (Blake et ah, 1995; Grindley 
et ah, 1982). The different affinities of Tn3R to sites I, II and HI in res might be 
also associated with the role of res as a regulatory sequence in the expression of 
the correct in vivo levels of Tn3R and Tn3 transposase.
Last but not least, the specificity of binding of TnSR to non-specific super­
coiled DNA was assayed. It was found that the specificity of binding of site I 
is equivalent to that of approximately 1000 non-specific binding sites. From this 
figure, it can be estimated that the dissociation binding constant of TnSR to 
non-specific plasmid DNA is 40 fjM. Hence, in genomic DNA, a monomer of 
TnSR would be expected to be bound in equilibrium to a region of 1000 non­
specific bp per monomer bound to a specific binding site. When plasmid DNA 
containing binding sites specific for TnSR were employed, this figure showed a 10 
fold reduction, even though the specific binding sequences in the plasmid DNA 
were considered as having an affinity to TnSR equal than that of site I DNA. Two 
possible mechanisms could account for this difference. As a first possibility, mul­
tiple TnSR monomers could be self-oligomerising at the specific binding sites in 
plasmid DNA, thus increasing the effective observed affinity of non-specific sites.
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Alternatively, the specific binding sites could be functioning as nucléation or 
landing sites for TnSR, thus indirectly increasing the observed specificity of non­
specific sites. It is so far unknown whether this could be a general phenomenon 
in the interaction of many DNA-binding proteins with DNA. In any case, both 
models are able to explain these findings, and more experiments, outwith the 
scope of this thesis, would be required to refute or confirm them.
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C hapter 5 
Low -resolution reconstruction  of  
a synthetic  D N A  H olliday  
junction
5.1 Summary
The low-resolution solution conformation of a Holliday (or 4-way) DNA junction 
was studied by using small angle x-ray scattering (SAXS), sedimentation velocity 
(SV), and computational modelling techniques. The scattering data were anal­
ysed in two independent ways: firstly, by rigid body modelling of the scattering 
data using previously suggested models for the Holliday junction (HJ), and sec­
ondly, by ab initio reconstruction methods. The models found by both methods 
agree with experimentally determined sedimentation coefficients and are compat­
ible with the results of previous studies using different techniques, but provide a 
more direct and accurate determination of the solution conformation of the HJ. 
These results show that addition of Mg^+ alters the conformation of the HJ from 
an extended to a stacked arrangement. The contents of this chapter are based on 
published material (Nollmann et ah, 2004b).
93
5.2 Introduction
5.2 Introduction
DNA recombination was originally thought of as a means for creating genetic 
diversity. However, more recently, its fundamental importance in the repair of 
double-strand breaks and for replication through DNA lesions has been estab­
lished (Cox et a l, 2000; Haber, 2000). Holliday (Holliday, 1964) first proposed 
that a 4-way junction (so-called Holliday junction, HJ) is generated as an in­
termediate in recombination when DNA strands cross over between homologous 
duplexes. HJs are substrates for proteins that induce structure-specific cleavage 
(White et ah, 1997) or branch migration (Rafferty et ah, 1996) and are also in­
termediates in site-specific recombination by the integrase family of recombinases 
(Kitts and Nash, 1987; McCulloch et ah, 1994). Proteins involved in homologous 
and site-specific recombination bind specifically to their substrate HJs (Kitts and 
Nash, 1987; McCulloch et ah, 1994; Schwacha and Kleckner, 1995) in a manner 
dependent not only on the HJ sequence but also on its tertiary structure. This 
makes the study of the three-dimensional structure of HJs essential to pave the 
way towards a deeper insight into these fundamental biological processes.
The first 4-way junctions studied were cruciform structures formed by in­
verted repeats in supercoiled DNA ( G el 1er t et ah, 1979; Lilley, 1980; Panayotatos 
and Wells, 1981). These are, however, impractical for most structural studies 
since the cruciforms are stable only when within topologically constrained cir­
cular DNA. Cloned or synthesised short DNA segments were later used to build 
more stable 4-way junctions by hybridising sequences that are incapable of ex­
tensive branch migration (Bell and Byers, 1979; Biaiichi et ah, 1989; Kallenbaeh 
et ah, 1983). Chemical probing (Furlong and Lilley, 1986; Gough et ah, 1986) 
and NMR (Weminer et ah, 1985) showed that these 4-way junctions were stable, 
and that full base-pairing was preserved.
Early attempts to model the structure of the HJ involved pairwise coaxial 
stacking of pairs of helical ‘arms^ (Calascibetta et ah, 1984; Sigal and Alberts, 
1972; Sob ell, 1972), and most placed the double-stranded helices side by side, with 
parallel alignment of the continuous strands. In the mid-eighties, it was noted
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(Gough and Lilley, 1985; Kosak and Kemper, 1990) that a HJ had an anomalously
low mobility in polyacrylamide gel shift assays, suggesting the existence of a sharp
kink or bend at the junction. The mobility was also shown to depend on the
added counterion concentration, leading to the conclusion that, in the presence
of counterions (eg Mg^+), the HJ has an ‘X’ shape; the helical arms are stacked
in coaxial pairs which are rotated with respect to each other. This arrangement
maximizes base pair stacking interactions, and reduces steric and electrostatic
interactions between the stacked arms. In the model, the continuous strands |
show an almost anti-parallel arrangement (Duckett et al., 1988; Lilley and Clegg, %
1993). In contrast, in the absence of metal ions, data from gel electrophoresis and
other techniques (Duckett et al., 1988) clearly suggest an extended square planar f
configuration of the arms. Chamberlain et al. (1998) used SANS to study the
structure of a synthetic HJ sandwiched between two tetrameric Mycobacterium 7
leprae RuvA complexes. The authors reported no change in the radius of gyration
of the HJ with Mg^ "^  concentration.
In this chapter, the low-resolution structure of a HJ in solution in the pres­
ence and absence of Mg^ "^  will be determined by using small angle x-ray scattering 
(SAXS) and sedimentation velocity (SV). Two independent methods were imple­
mented in order to analyse the scattering data, and hydrodynamic modelling was 
used to validate the models on the basis of their sedimentation coefficients. This 
study supports an extended square planar conformation in the absence of Mg^+, 
but a stacked structure in the presence of Mg^ "*".
5.3 Materials and m ethods
5.3.1 Sample preparation
The oligonucleotides forming the 4-way DNA junction were purified and annealed 
in TE buffer (10 mM Tiis-HCl (pH 8.4), 0.1 mM EDTA) as described in Section
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3.1.3.2. The sequences of the oligonucleotides (the same as those used by Fogg 
et al. (2001) in their FRET studies) are shown in Fig. 5.1.
« t c a n d  b  C G « t z r a n d  h
a '  -C C T C C Q T C C T A Q C A A aa  T G A G C G aT Q Q T T Q 7lA Q Q -3 '
3 '  “ GGAGGCAGGATCOTTCC A C T C G C C A C C A A C T T C C -5 '
etrand % T A  gtcand M
F ig u r e  5 .1 : Sequence of the synthetic H J oligonucleotides used in th is study.
5.3.2 Sedim entation velocity  and hydrodynam ic m od­
elling
Sedimentation velocity experiments were performed as described in Section 3 .2 .2 . 
The experiments were carried out at 10 in TE buffer at a rotor speed of 60000 
rpm. Both absorbance and interference optics were used in separate experiments. 
For the experiments performed with absorbance optics, a series of 40 scans, 6 
minutes apart, was obtained for each sample, in continuous mode with a 0.003 
cm radial step size and three averages. For the experiments carried out with 
interference optics, a series of 600 scans, 1 minute apart, was obtained with the 
same radial step size as before. All experiments were carried out with a HJ 
concentration of 800 nM (unless stated otherwise). The samples (380 fil) were
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loaded into double-sector centrepieces. Sedimentation profiles were analysed with 
the computer program 8 ED FIT (S chuck, 2000) (see Section 2.3.1.1).
The program HYDROPRO (Garcia de la Torre et ah, 2000) was employed 
to calculate the hydrodynamic parameters of high-resolution models constructed 
with the program NAMOT (Tung and Carter, 1994) (see Sections 3.3.2 and 3.3.4 
for details).
5.3.3 Small angle x-ray scattering
Small angle x-ray scattering (SAXS) experiments were performed on the X33 
camera of the EMBL Hamburg outstation at the storage ring DORIS HI of the 
Deutsches Elektronen Synchroton (DESY ). The scattering curves were measured 
at two sample concentrations, 25 and 100 fjM (see more details in Section 3.2.6).
The program GASBOR was employed for the reconstructions presented in this 
chapter (see more details in Section 2.2.3.2). The HJ investigated in this study 
contains 17 bases in each arm, or 68 Watson-Crick bases in the whole particle. 
Models with 280 or 840 beads were generated by using the ab initio reconstruction 
program GASBOR (Svergun et ah, 2001). These models contained 2 or 6 beads 
per base.
5.4 Results and analysis
5.4.1 Sedim entation velocity
SV was employed in order to assess the monodispersity of the purified sample 
and to complement the low-resolution SAXS-based modelling with an indepen­
dent technique. Solutions of HJs over a range of concentrations (800 nM to 8 
{iM) in a variety of buffers were examined with SV. Absorbance versus radius 
distributions at different times of the sedimentation at 60000 rpm for the 0 mM
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Mg^ "^  HJ sample and fits to tlie experimental data produced using c(s) analysis 
and residuals of the fits are shown in Fig. 5.2. When studied at low concentration 
(800 nM), the HJ displays a qualitatively different behaviour depending on the 
presence or absence of Mg^+ (see Fig. 5.3 A). At 0 mM Mg^+, the c(s) analysis 
clearly shows two peaks, corresponding to two distinct species, with apparent 
sedimentation coefficients of 2.2 and 3.9 S. In contrast, the same sample behaves 
as a single species when 50 mM NaCl is added to the solution, or when the sample 
concentration is increased by ten fold (Fig. 5.3 B). It is possible to conclude from 
these observations that, in the absence of any metal ions from the buffer, and at 
low concentrations, the HJ structure is not stable and partially dissociates into a 
secondary species whose sedimentation coefficient is consistent with that of two 
partially annealed oligonucleotides. The HJ structure is stabilised by the addition 
of either Mg^+ or Na'*' to the buffer, as shown in Fig. 5.3 A and B. An increase in 
HJ concentration, without counterions, also produces a single peak in the size dis­
tribution analysis (Fig. 5.3 A, dashed curve), by shifting the equilibrium between 
the different species towards that with higher sedimentation coefficient (and thus 
probably higher mass, presumed to be the HJ). In the presence of 10 mM Mg^+ at 
800 nM HJ concentration, a single species (presumed to be the stacked form of 
the HJ; see below) is observed. At this Mg^+ concentration, c(s) analysis yields 
identical results to the measurements at low or high sample concentrations, in 
the presence or absence of NaCl (data not shown).
The apparent sedimentation coefficients for the 0 mM and 10 mM 
Mg^ "*" samples are 3.9 S and 4.3 S (the centres of the peaks in Fig. 5.3 A). Fits 
using finite element analysis yield true sedimentation coefficients of 3.9 and 4.4 
S, and masses of 41 and 40 kDa respectively (the mass of HJ calculated from its 
composition is 41.5 kDa, without taking counterions into account), for the same 
samples (fits not shown). These experiments confirm that the method employed 
for sample purification produces a highly homogeneous HJ sample at concentra­
tions higher than 8 /xM (for SAXS experiments the sample concentration was 100 
/xM). In addition, these results confirm that the HJ undergoes a conformational 
change to a less extended structure (ie with a larger sedimentation coefficient) 
upon addition of Mg^+.
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Figure 5.2: Absorbance profiles of the sedim entation of HJ at 10 mM Mg^+. T he absorbance 
distributions were scanned at 260 nm, at tim e intervals of 6  m inutes, for a total tim e of 300 
minutes. (A) Experim ental {circles) and best-fit {solid lines) distributions constraining the 
sedim entation coefficients to Su,,2o ( l)  =  3.9 S and aw,2 0 (2) =  2 .2  S, w ith relative concentrations 
of 0.7 and 0.3, respectively. (B ) Residuals of the fit w ith a rmsd of 0.005.
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Figure 5.3: (A) Size distribution (c(s)) analysis obtained w ith SE D F IT  (Schuck, 2000) for 
the HJ (800 nM) in the absence of Mg^+ {dashed curve) and in 10 mM Mg^+ (solid curve); (B) 
c(s) analysis for the HJ ( 8  juM) in the absence of Mg^+ or N a+ ions (dashed curve) or HJ (800 
nM) in 50 mM N aCl (solid curve).
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These results also show the applicability of SV measurements to the study of 
DNA stability under different experimental conditions. The relative mass con­
centrations of the fully and partially assembled HJ can be quantified at different 
temperatures and buffer conditions, allowing for the investigation of the thermo­
dynamic stability of these molecules in solution.
5.4.2 Small angle x-ray scattering
Scattering curves for the HJs were obtained in TE buffer supplemented with 
different concentrations of Mg^+ (0, 10, 40 and 100 mM). All the analyses in 
the presence of Mg^ "*" yielded identical results. Hence, only the measurements 
at 0 and 10 mM MgClg are shown here. Additionally, scattering curves were 
acquired at three different HJ concentrations for each buffer in order to account for 
effects of interparticle interactions. At each Mg^ "** concentration, the scattering 
curves at the two lowest HJ concentrations (25 and 50 /iM) were indistinguishable, 
indicating that at these concentrations the interparticle interactions are negligible. 
The processed curves are shown in Fig. 5.4 A.
The radius of gyration {Rg) of the HJs was firstly estimated by using the 
Guinier approximation to be: 394=1 and 384=1 Â for the 0 mM and the 10 mM 
MgCl2 samples, respectively. The values of /(0 )/c  (where 4(0) is the scatter­
ing intensity at zero angle and c is the sample concentration) for these samples 
were indistinguishable within experimental error, as expected for two species with 
identical molecular mass. The particle distance distribution functions {p{r)) for 
these samples are shown in Fig. 5.4 B. The D m  a x  for the 0 mM MgCl2 sample 
is 1424=7 Â and that for the 10 mM MgCl2 sample is 1484=5 Â, indistinguishable 
within experimental error. The Rg obtained from the p(r) functions are 40±1 
and 414=2 Â, in agreement with those from the Guinier analysis. In the follow­
ing sections, analysis of these data both by direct modelling and by ah initio 
reconstruction methods will be presented.
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F igure 5.4: (A) X-ray scattering data from the HJs at 0 { s o l i d  l i n e )  and 10 mM ( c i r c l e s )  Mg^+. 
(B) Particle distance distribution functions from the scattering of the HJs at 0 mM Mg^+ ( s o l i d  
l i n e )  and 10 mM Mg^ "^ ' ( o p e n  c i r c l e s )  calculated using the program GNOM (Svergun, 1992).
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5.4.2.1 R igid-body m odelling of scattering data
Distinct structures have previously been proposed for the conformation of the 
HJ in solution at low and high concentration (Clegg et ah, 1994; Duckett
et a l, 1988). In the absence of metal ions, the HJ has an extended conformation 
presenting an open central region (the square planar model). Upon addition of 
Mg^+ (or other metal ions), the junction changes its structure into a pairwise 
stacking of helices (Lilley and Clegg, 1993; Seeman and Kallenbadi, 1994) (the 
stacked model). These models were employed as a starting point in order to 
find the structure that best fitted the experimental solution scattering data. The 
models were parametrised as shown in Fig. 5.5. To parametrise the stacked model 
the following variables were used: angle between arms as seen from the axis that 
passes through the points of strand exchange and that is perpendicular to the C2 
symmetry axis distance between the centres of the two stacked helices at 
the point of strand exchange (d), and the kink angle of the helices (V»^ ). Variation 
of these three variables within reasonable ranges allowed for the mapping of the 
stacked model parameter space. In this model, the angle between arms 1 and 
2 (see Fig. 5.5 A) is the same as that between arms 3 and 4. In addition, 
when introducing a kink, both stacked arms are symmetrically deviated from the 
helical axis by the same amount. As a convention, when ip is positive, the arms 
are kinked away from each other, whereas they get closer when ip is negative.
Similarly, the square planar model was parametrised using the angle between 
arms as seen from the axis perpendicular to the plane containing the centres of 
the first four innermost basepairs of each arm (tp^), and the kink angle between 
opposite arms {ip^) at the strand exchange point (see Fig. 5.5, C and D). In this 
instance, there were only two parameters as the out-of-plane distance between 
the helices at the point of strand exchange in this model is always zero. As for 
the stacked model, the angle between arms 1 and 2 (see Fig. 5.5 D) is the same 
as that between arms 3 and 4. However, in this case, when ip is positive the two 
arms 1 and 3 are kinked in the opposite direction to arms 2 and 4. The kink has 
the same direction in both arms when ip is negative.
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Figure 5.5: Param etrisation of HJ m odels. (A) A ngle betw een arms (y®) in the stacked model; 
(B) distance betw een centres (d) o f strand exchange in the stacked model; (C) kink angle for 
one arm and in either th e stacked or the square planar model; (D) angle between arms 
(ipP) in the square planar model.
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The scripting language of the computer program NAMOT (Tung and Carter,
1994) was used to produce high-resolution models for the HJs. The four indi­
vidual basepairs at the point of strand exchange were firstly positioned. Their 
coordinates, twist, roll and tilt angles were calculated from the parameters of the 
model to be produced. The four arms were subsequently built from these bases 
assuming B-form DNA. In order to speed up the generation of high resolution 
models, a computer program was developed {namotSscript). The user defines 
the model employed, the range of the parameters that is to be explored, and the 
number of structures in the chosen parameter range. The program then generates 
scripts in NAMOT scripting language that are used to produce structural files 
in PDB format. The scattering curves for each of these structures, and their fits 
to the experimental data were then calculated by using the computer program 
CRYSOL (Svergim et al., 1995). The maximum hydration shell scattering con­
trast was allowed to vary between 0 and 150 e nm“ ,^ and the maximum excluded 
volume allowed was increased from 44 nm^ to 65 nm^ in order to allow for higher 
hydration of the DNA (compared with protein). Finally, the steric clashes (/t) 
within each structure were estimated by using the program PDB2overlap, also 
developed by me (see Appendix B).
W ith this procedure, the parameter space defining each possible structure 
for a given model was mapped onto a scalar field representing the goodness of 
fit, or in other words, each set of given parameters was assigned a corresponding 
goodness of fit (y(ro, ip, y, d)). In summary, the parameters were mapped onto 
a scalar held (H) that takes into account how well the structural model generated 
from those parameters hts the experimental data, and penalises steric clashes 
{n(ip,<p,d)) within each structure,
H(ro, 5p, Ip, <p, d) = x(ro, 5p, ip, p, d) 4- lO6»(/v('0, p, d) - r ) ,  (5.1)
where 0{x) is a step-like function that has a value of 0 when the argument .t < 0 
and 1 when æ > 0, and r  is a steric clash threshold (dehned so that the overlap 
volume is smaller than 5% of the total model volume). The introduction of
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this penalty term did not modify the ultimate results but served to discard the 
structures containing steric clashes as possible models.
In order to find the minimum in H with respect to the model parameters, 
a simple exploration of the parameter space was performed to identify the best 
fit by visual inspection. Figure 5.6 A shows the S field as a function of and 
ifj  ^ for the 0 mM Mg^ "^  sample data analysed with the square planar model. A 
well-defined unique minimum at pg =904:20°, ipQ =  04: 10° defines the best fit to 
the experimental data (see Fig. 5.6 A). A criterion to decide how to estimate the 
uncertainties in the parameters had to be established. By visual inspection of the 
experimental scattering curves and the fits produced by parameters at the global 
minimum and nearby, it was found that fits with % < %(y)g, 'iPq)p 0.2 (where p^Q and 
ipQ define the position of the minimum in parameter space) are indistinguishable 
from the best fit. Accordingly, the contour levels are defined so that the difference 
between S at the global minimum and H at the second contour level is 0.2, and 
so the width of the lower contour level in every parameter direction defines its 
uncertainty. An identical approach was used to determine the uncertainty in the 
parameters for the stacked model. The values for the parameters in the square 
planar model that best fit the experimental data for the HJ at 0 mM Mg^ "^  are in 
full agreement with all the previous experimental data, which suggests a square 
planar conformation [ip'^  = 0) with an angle of 90° between adjacent helical arms 
{pP =  90).
A similar approach was used to find the set of parameters for the stacked 
model that best fitted the experimental data for the 0 mM Mg^+ sample (see 
Fig. 5.6 B). There is also a minimum at (^ q =  90 ±  20°, (P =  22 Â, but it is much 
shallower than that found for the square planar model, representing a poor fit to 
the data. Similar poor fits were found when the distance between arms was fixed 
at P  — 22 K and the parameter space in the directions p^ and -0 ® was explored 
(data not shown). Therefore, the data do not support a stacked structure at 0 
mM Mg^+.
In the same fashion, the mapping procedure was used to analyse the 10 mM 
Mg^+ sample scattering data with the square planar and the stacked models.
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Figure 5.6: (A) Contour plots of E as a function o f the kink angle (0^) and the angle between  
arms for the 0 mM Mg^+ HJ sam ple data  fitted with the square planar m odel. The w hite  
areas in the plots specify structures w ith overlap; (B) Contour plots of E as a function of the  
distance (d") and the angle between arms (v?*) for the 0 mM Mg^+ HJ sam ple data fitted  
w ith the stacked model; (C) Contour plots of E as a function of the kink angle (i/» )^ and the 
angle between arms {(f^) for the 10 niM Mg^+ HJ sam ple data analysed w ith the square planar 
model; (D ) Contour plots of E as a function of the distance (d**) and the angle between arms 
(v?*) for the 1 0  inM Mg^+ HJ sam ple data analysed with the stacked model, d is in units of A.
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F ig u r e  5 .7 : Comparison between best-fits for the 0 and 10 mM HJ sam ples. (A) 0 niM  
experim ental data (circles) and best fit using the stacked m odel (solid line). (B) 10 mM  
Mg^"  ^ experim ental data (circles) and best-fit using the square planar m odel (solid line). (C)  
Square difference betw een best fit and experim ental scattering curves for the 0 mM Mg^’*' HJ 
sam ple using stacked (grid) and square planar (shaded) models. (D) Square difference between  
best fit and experim ental scattering curves for the 10 mM Mg^+ HJ sam ple using stacked (grid) 
and square planar (shaded) m odels.
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Firstly, the H space defined by varying (p^  and ijj'P was explored assuming a square 
planar model (see Fig. 5.6 C). There is one extended minimum in the overlap- 
free region at (Pq — 90^  ^ (almost independent of ip^), but with an absolute value 
(S =  3.2) that does not represent an acceptable fit to the scattering data, implying 
that a square planar model cannot correctly represent the data for any reasonable 
value of (p'P and
Secondly, S was mapped as a function of (p® and d using the stacked model (see 
Fig. 5.6 D). Now, there are two narrow global minima located at (po =  ±55 ±10°, 
do — 18 ±  3 Â. These minima represent two identical low-resoiution structures 
that are related by a symmetry operation (reflection). Even though there are 
differences between these alternative structures at high resolution (due to DNA 
chirality and differences in the arm sequences), this technique is not able to 
distinguish between them. In order to find whether changes in the kink angle 
improve the fit to the experimental data, was varied between —30° and 30°, and 
cp^  from —90° to 90°, keeping the distance between the arms constant at do — 18 
Â (the position on the d-axis of the global minimum found when varying d and 
(p). In this case, a well-defined narrow minimum was found at (pg = ±55 ±  10° 
and =  0 ±  5°, confirming that, in the structure that best fits the experimental 
data, the arms are not significantly kinked.
The actual fits to the experimental data produced by the models are presented 
in Figure 5.7 A (for 0 mM Mg^+) and B (for 10 mM Mg^+). The values for the 
model coefficients at the minima are in full agreement with those previously 
measured by Duckett et al. (in the absence of Mg '^*', the HJ has a square planar 
conformation with (p — 90°; in the presence of at least 100 /rM Mg '^^, the HJ has 
a stacked conformation with p ~  60°) (Duckett et ah, 1988; Lilley and Clegg, 
1993).
5.4.2.2 A b  i n i t i o  reconstructions
The computer programs GASBOR (Svergun et; ah, 2001) and DAMMIN (Sver- 
gun, 1999) were employed to restore ab initio models of the HJ from the SAXS
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data; however, only results obtained from GASBOR will be reported here (since 
the results obtained with DAMMIN were virtually identical). Ten independent ab 
initio reconstructions were generated from the 0 mM Mg^‘*‘ scattering data, start­
ing from different random configurations and using different numbers of beads 
(leading to different packing radii). In all the runs, C4 symmetry was imposed. 
The average Rg of the generated models was 39.5±0.5 Â. The fits of the models 
to the experimental data were excellent and almost identical for all the models, 
yielding in all cases a goodness of fit smaller than 1.4 (arb. units).
Superimposition of the restored models was performed using the computer 
program SITUS (Wriggers et ah, 1998). Once superimposed, the models were av­
eraged using a computer program I developed as part of this project (pdbSaverage) 
to remove voids in the structure by the combined use of a modified version of the 
improved cube method introduced by Pavlov and Fedorov (1983) with cycles of 
expansions and contractions as implemented by Lee and Richards (1971) in their 
algorithm for calculating the accessible surface area of a protein. The program re­
cursively loads the input structures onto the same cubic lattice, calculates the cu­
mulative Gaussian electron density, performs a series of expansions/contractions 
to reduce the appearance of voids, and finally samples the protein structure using 
a Monte-Carlo algorithm. This procedure produces the average bead model that 
contains the structural features that all the individual restored models have in 
common, and eliminates the traits that are not shared between them. A similar 
procedure has been used by Petoiikhov et al. (2002).
Figure 5.8 shows side and front views of three of the reconstructions for the 
HJ at 0 mM Mg^ "^  in the same orientations in which they were averaged. The 
same running parameters were used to generate the second and third structures, 
whereas a much smaller number of beads was used for the first one. However, the 
models are remarkably similar. A mesh model of the average reconstruction, and 
the best square planar model (in CPK colour code) for the HJ at 0 mM Mg^+ 
found in the previous section are shown in Fig. 5.9. The two models are clearly in 
agreement, showing that two independent methods to interpret the experimental 
SAXS data result in essentially the same model for the HJ at 0 mM Mg^+.
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F igure 5 .8 : Front and side view s of three m odels restored from SA XS data for the 0 mM  
Mg^'^ HJ using G A SB O R  (Svergim et ah, 2001). 280 beads were used for reconstructing m odel 
(A) and 840 beads for m odels (B) and (C ). T he three reconstructions are significantly similar.
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Figure 5.9: (A) Front and (B) side view s of a  mesh model of the average reconstruction  
superim posed onto the high resolution N A M O T (Tung and Carter, 1994) m odel for the HJ at 
0 mM Mg^+ found using rigid body modelling.
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In addition to these C4 constrained simulations, models with other symmetry 
constraints, such as C2 and Ci were generated. The models made in this way 
produced fits to the experimental data that were equally as good as those of the 
reconstructions presented (data not shown), but that in all cases had physically 
unrealistic conformations. In order to restrict the number of possible reconstruc­
tions and discard unrealistic ones, a series of criteria that the reconstructions 
had to fulfil in order to be acceptable was defined: (a) because of the sequence 
complementarity of the oligonucleotides comprising the junction, the structure is 
expected to be formed by a combination of four arms representing the B-DNA 
fragments composing the HJ; (b) the models can not be disconnected; and fi­
nally, (c) the sedimentation coefficients of the models simulated with HYDRO 
(Garcia de la Torre et ah, 2000) have to agree with the experimentally deter­
mined sedimentation coefficient. All the reconstructions were tested according to 
those criteria, and only those generated with specified C 4  symmetry were able to 
satisfy all the requirements.
A similar procedure was applied to the ab initio reconstruction of the HJ at 10 
mM Mg '^"', but in this case C2 symmetry was imposed (other symmetry conditions 
will be mentioned later). The reconstructions were superimposed and averaged 
as for the 0 mM Mg^ "*" scattering data. Figure 5.10 shows a mesh model of the 
average reconstructed structure superimposed on a high resolution model that 
was generated by finding the best docking of two independent non-overlapping 
34 bp straight DNA fragments. The angle between arms in the resulting model 
is 60° and their centre-to-centre distance is 17 Â, similar to the model proposed 
in the rigid body modelling analysis. However, in this new structure the point 
of strand exchange appears slightly displaced. Even though the arm lengths are 
symmetric in some individual reconstructions, the process of averaging indepen­
dent reconstructions will inevitably accentuate the asymmetry of the arms by 
docking together reconstructions where the crossover point is displaced from the 
centre. Ultimately, these results emphasize the inherent variability of the recon­
struction process. As before, a series of simulations was performed with different 
symmetry constraints, namely Ci and C 4 ,  and the same criteria as before were
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B
Figure 5.10; (A) Front and (B) side views of a mesli model of the average reconstruction  
superim posed onto the high resolution N AM O T (^Tung and Carter, 1994) model for the H.I at 
10 mM Mg^+ found using rigid modelling.
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used to define their acceptability. In this case, only the models with C2 symmetry 
satisfied these criteria while at the same time fitting the scattering data.
5.4.3 H ydrodynam ic m odelling
The computer program HYDRO PRO (Garcia de la Torre et al., 2000) was em­
ployed to calculate the hydrodynamic parameters of high-resolution models (see 
Section 3.3.2 for details). The calculation for the square planar structure that 
best fitted the 0 mM Mg^+ sample scattering curve gave a sedimentation coef­
ficient of 3.96 8 , which is in full agreement with the sedimentation coefficient 
determined experimentally (3.9 S). The calculation for the stacked structure that 
best fitted the 10 mM Mg "^^  scattering data yielded a sedimentation coefficient of 
4.38 S, which is again in complete accordance with the experimentally determined 
value (4.4 S). Thus, the hydrodynamic properties of the SAXS-based models are 
consistent with the hydrodynamic parameters measured experimentally.
5.5 Discussion
In this chapter, the changes in the low-resolution solution conformation of a 
Holliday junction with Mg^ "*" concentration were studied by using small angle 
x-ray scattering, sedimentation velocity, and various computational modelling 
techniques. Two independent analyses of the scattering data were implemented.
The first method was based on previous models for the HJ (Lilley and Clegg, 
1993) in the absence and presence of Mg^+, and was therefore model-dependent. 
The square planar model successfully fitted the scattering data for the 0 mM 
Mg^+ HJ sample, with -0 =  0 ±  10° (kink angle) and y  =  90±  20° (angle between 
arms), whereas the stacked model could not fit the scattering data. In contrast, 
the stacked model was shown to fit the 10 mM Mg^ "^  HJ sample scattering data, 
with a distance between arms of 18±3 Â, a kink angle of 0±5°, and an angle be­
tween arms of 55±10°. In this case, a square planar model could not fit the scat-
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tering data. This rigid body modelling approach allows for the determination of 
the model parameters for each of the conformations adopted by the HJ in solution, 
providing higher accuracy than other experimental techniques, such as FRET or 
gel-shift electrophoresis assays (Lilley and Clegg, 1993). However, prior additional 
information on the possible conformation of the macromolecule under investiga­
tion is required in order to define the model and its parameters. The SANS study 
of Chamberlain et ai. (1998) on a HJ and its complex with RuvA reported no 
variation in 7(0) or Rg of the HJ sample with Mg^+ concentration. The results 
presented in this chapter confirm these findings and show that the difference in 
scattering between HJ samples in the absence and presence of Mg^ "^  appears only 
at scattering angles s > 0.4 nm~^.
The same experimental scattering data were analysed using model- 
independent ah initio reconstruction methods. These methods have recently been 
shown to be able to recreate the low-resolution structures of macromolecules (pro­
tein, DNA) in solution (Kocli et ah, 2003). The resolution of such models is not 
defined by the radii of the beads used but by the range of the scattering data fitted 
(in this study 27r/smax ~  17 Â). The reconstruction process is ambiguous, in that 
a variety of models is obtained which fit the experimental data equally well. Some 
of these models can be ruled out by specifying a set of rules based on predictable 
properties of the structure and on other experimental measurements (such as the 
sedimentation coefficient). The models that both fitted the experimental data 
and satisfied these rules were shown to differ only in fine details. This method­
ology again showed a striking agreement with both the solutions found by rigid 
body modelling and previously reported results using other techniques (Lilley and 
Clegg, 1993). The models found by both methods not only fitted the scattering 
data but also agreed with the sedimentation coefficients found experimentally.
These results provide a direct determination of the low-resolution conforma­
tion of Holliday junctions in solution. The methods applied in this chapter could 
be used for the study of the low-resolution structures of other biologically sig­
nificant nucleic acid structures such as DNA hairpins, bulges, bent sequences, 
tetraplexes, and RNA as well as their complexes with proteins. This method­
ology combined with small angle neutron scattering could also be successfully
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applied to the assignment of the individual DNA and protein components in 
protein-DNA complexes by using contrast matching.
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C hapter 6 
Solution structure o f the Tn3  
resolvase-crossover site synaptic  
com plex
Summary
Tn3 resolvase is a site-specific DNA recombinase which catalyses strand exchange 
in a synaptic complex containing twelve resolvase subunits and two res sites. Hy­
peractive mutants of resolvase can form a simpler complex (X-synapse) containing 
two shorter DNA segments at which strand exchange takes place (‘crossover site’ 
or site I), and a resolvase tetramer. The low-resolution solution structure of the 
purified, catalytically competent X-synapse was solved from small angle neutron 
and x-ray scattering data, using novel methods in which the data are fitted with 
models constructed by rigid-body transformations of a published crystallographic 
structure of a resolvase dimer bound to site I. This analysis reveals that the two 
site I fragments are on the outside of a resolvase tetramer core, and provides 
some information on the quaternary structure of the tetramer. Implications of 
this structure for the architecture of the natural synaptic complex and the mech­
anism of strand exchange are discussed. The contents of this chapter have been 
published elsewhere (Nollmann et a l, 2004a).
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6.1 Introduction
The large synaptic complex formed by Tn3 resolvase and two res sites prior to 
strand cleavage and exchange (the synaptosome, see Section 1.8) can be regarded 
as being composed of two parts. One part, that includes a rcsolvasc-biridiiig 
site (site I) from each res and four resolvase subunits, is primarily responsible for 
catalysis (the ‘X-synapse’) . A second ‘accessory’ part, that includes binding sites 
II and III of each res along with a further eight resolvase subunits, is implicated 
in the regulation of activity (Grindley, 2002). Despite the solution of a number of 
crystal and NMR structures of 7J resolvase, a close relative of Tn3 resolvase (Pan 
et ah, 2001; Rice and Steitz, 1994a,b; Sanderson et ah, 1990), and a co-crystal 
structure of a dimer of 76 resolvase bound to site I (Yang and Steitz, 1995, Fig.
6.1 A), the architectures of these synaptic complexes are currently unknown.
A B
Figure 6.1: Structural models for the X-synapse. (A) Representation of the co-crystal struc­
ture of j 6  resolvase bound to  site I (P D B  code Igdt) (Yang and Steitz, 1995). Protein is 
represented as ribbons and D N A  as surface contour. Arrows represent the approxim ate po­
sition of residue V139 in both resolvase subunits. (B) and (C) Schem atic representations of 
the D N A -out and DNA-in m odels, respectively. D NA  is shown as a grey bent cylinder, with  
protein subunits in darker grey.
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Tyrosine site-specific recombinases use a different mechanism for strand ex­
change. After formation of a synaptic complex, only one DNA strand in each site 
is cleaved; strand exchange then gives rise to a Holliday junction intermediate 
(HJ). Exchange of the two other DNA strands of the HJ completes recombination. 
Crystal structures of Ore and Flp synaptic complexes have provided important 
insights on the strand exchange mechanisms employed by the tyrosine recom­
binases (Chen and Rice, 2003; Van Duyrie, 2001). Other, non-crystallographic 
evidence suggests that the solution structures of the Flp and Cre synaptic com­
plexes might differ in some details from the crystal structures (Crisona et a l, 
1999; Huffman and Levene, 1999).
Wild-type Tii3 resolvase forms a specific dimer complex with res binding site 
I, but a 2 X site I X-synapse has not been observed (Bednarz et a i, 1990; Grindley 
et a l, 1982; Watson et a l, 1996). ‘Hyperactive’ mutants of Tn3 resolvase have 
been selected that promote recombination at site I in the absence of the res 
accessory binding sites (Arnold et a l, 1999; Burke et a l, 2004). Some of these 
mutants can form a stable X-synapse, which has been shown to contain two 
site Is and four resolvase subunits (Sarkis et a l, 2001; J. He and W. M. Stark, 
manuscript in preparation).
Two very different configurations for the X-synapse have been proposed, both 
of which have approximate D2 symmetry, consistent with the topology and in­
ferred rotational mechanism of strand exchange (Stark et a l, 1989). In the ‘DNA- 
out’ configuration, the N-terminal, catalytic domains of two resolvase dimers come 
together to form a protein tetramer that binds the DNA fragments on the outside 
(Fig. 6.IB). In the ‘DNA-in’ configuration, the two DNA duplexes come close to­
gether at the centre of the synapse, and the catalytic domains are on the outside 
(Fig. 6.1c). Models for the full 2 x res synapse have been proposed in which the 
X-synapse component has either a DNA-out (Grindley, 1994; Sarkis et ah, 2001; 
Stark et a l, 1989) or a DNA-in (Rice and Steitz, 1994a; Yang and Steitz, 1995) 
configuration. The architecture of the X-synapse has important implications for 
the mechanism of strand exchange. In the DNA-in configuration, the DNA ends 
created by resolvase-mediated cleavage would have to move only a small distance 
to effect strand exchange (Rice and Steitz, 1994a). In the DNA-out configuration.
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the sites of DNA cleavage are far apart. It is as yet unclear how resolvase could 
transport the DNA ends over the requisite large distance to bring about strand 
exchange, whilst at the same time holding the synapse together. Nevertheless, 
current experimental data lend support to the DNA-out model (Leschzirier and 
Grindley, 2003; Sarkis et al., 2001), and activating mutations that stabilise the 
X-synapse are in the part of the catalytic domain predicted to be involved in 
dimer-dimer interactions to form a DNA-out synaptic tetramer (Burke et ah, 
2004).
In this chapter, the solution structure of the X-synapse is derived from small 
angle x-ray scattering (SAXS), small angle neutron scattering (SANS) and an­
alytical ultracentrifugation sedimentation velocity (SV) data. It is concluded 
that the X-synapse has a DNA-out structure. The analysis presented uses novel 
computational methods that should be generally applicable to the structural char­
acterisation of other large protein-nucleic acid complexes.
6.2 Materials and M ethods
6.2.1 Sample preparation
The oligonucleotides used to make X-synapses for subsequent sedimentation ve­
locity or scattering studies contained a phosphorothioate modification of the scis- 
sile phosphodiesters, to avoid resolvase-mediated cleavage. Oligonucleotides were 
synthesised and purified as described in Section 3.1.3.2. The sequences of the 
top strand for the 50-mer and 36-mer oligonucleotides containing binding site 
I were respectively; CGTGACTCAACCGTTCGAAATATTATaAATTATCA- 
GACATAGTGGGGCGG and CAACCGTTCGAAATATTATaAATTATCAGA- 
GATAGT (the nucleotide with the 5’ phosphorothioate modification being in 
lower case). Tii3R and NM-resolvase were purified by a procedure described in 
Section 3.1.5. NM-GFP comprises NM-resolvase and GFPE (Brejc et a l, 1997) 
linked by the peptide sequence SGGGGS between resolvase residue 185 and GFP
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residue 1. The purification method for NM-GFP was similar to that employed for 
NM-resolvase. Protein purity was assessed using SDS-PAGE gels, and function 
by standard in vitro recombination assays (He et a l, 2002).
'I
6.2.2 X -synapse purification
X-synapse purification details can be found in Section 3.1.7. X-synapse sam- 
pies for SANS experiments were purified in TEGGS buffer and then extensively 
dialysed against the appropiate D2Ü-containing buffer.
6.2.3 Sedim entation velocity and hydrodynam ic m od­
elling
Sedimentation velocity experiments were performed as described in chapter 3.2.2. 
The experiments were carried out at 4 °C in TEGGS buffer at a rotor speed of 
45000 rpm. A series of 75 scans, 5 minutes apart was obtained, with a radial step 
size of 0.003 cm using interference optics. All experiments were carried out at an 
approximate sample concentration of 5 pM. The samples (380 /il) were loaded 
into double-sector centrepieces. Sedimentation profiles were analysed with SED- 
FIT (Schuck, 2000) as described in Section 2.3.11. Buffer density and viscosity 
measurements, and hydrodynamic simulations were as described in Section 3.3.2.
The percentage difference between experimental (sfo ,^) and modeled (s^.^,) 
sedimentation coefficients /(û , ?/,/?, Mq, T) =  100[s|,^^ -  +  s^o.w)/^]
was calculated as a function of the specific partial volume (v) of the protein- 
DNA complexes in the range 0.6 — 0.73 ml/mg for both the DNA-in^*^ and X-exp 
structural models (see Results section), and was used to evaluate the degree of 
discrepancy between experimental and modelled sedimentation coefficients.
___
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6.2.4 Small angle x-ray and neutron scattering
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SAXS and SANS experiments were performed using solutions of the X-synapse at 
concentrations >10 pM, at a temperature of 6-7 °C, using the methods described 
in Sections 3.2.6 and 3.2.5. SANS90 data (see below) were obtained on beam line 
D ll, at the Institut Laue-Langevin (ILL, Grenoble, R’ance) in buffer TEGS90 
(20 mM Tris-HCl (pH 7.5), 0.1 mM EDTA, 10% v/v glycerol, 200 mM NaCl, 
90% v/v  D2O). Datasets SANS43 and SANS65 were obtained on LOQ, a fixed 
geometry time-of-flight small angle diffractometer at the ISIS Spallation Neutron 
Source (Rutherford Appleton Laboratory, Didcot, U.K.) in buffers TEGGS43 (20 
mM Tris-HCl (pH 7.5), 0.1 mM EDTA, 20% v/v  glycerol, 200 mM NaCl, 43% 
v/v  D2O) and TEGGS65 (20 mM Tris-HCl (pH 7.5), 0.1 mM EDTA, 20% v/v  
glycerol, 200 mM NaCl, 65% v/v D2O), respectively. For these datasets, data 
collection times were of the order of 15 hours per sample or buffer.
The SAXS dataset was obtained on the Beamline 2.1 at the Synchrotron Ra­
diation Source (Daresbury, UK), and analysed by using the procedures described 
in Section 3.2.6 in buffer TEGGS (20 mM Tids-HCl (pH 7.5), 0.1 mM EDTA, 
20% v/v  glycerol, 200 mM NaCl). Scattering curves were measured at two sam­
ple concentrations, 1 ^M and 10 [iM. The scattering profiles of all structural 
models produced were calculated by using either CRYSOL or CRYSON (x-rays 
and neutrons, respectively) (Svergun et ah, 1995), as described in Sections 2.2.3.1 
and 3.2.6. The %-value produced when fitting the scattering intensity was used 
as defined in Section 3.3.3.
I developed the computer program domain-rot in order to generate the dif­
ferent structures for given values of the parameters d, p  and cr, and to calculate 
from them (as described above) the %-values that the simulated scattering curves 
produced when fitted to the experimental data.
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6.2.5 C onstruction of structural m odels
The Cartesian axes in all structures derived from the 7J resol vase/site I co-crystal 
structure (PDB code Igdt, Yang and Steitz (1995)) were defined as follows (Fig. 
6.4E): the z-axis is parallel to the line passing through the atom 04* in residue 
T19, DNA chain E (atom 4806) and atom O in residue Met 106, chain B (atom 
3124) on the same Igdt unit; the x-axis is parallel to the line passing through the 
atom CZ in residue Phe 4, chain A (atom 916) and atom CG in residue Leu 3, 
chain B (atom 2328) on the same Igdt unit. The y-axis was constructed by using 
the vector product between the z-axis and the x-axis versors in order to obtain a 
right-handed Cartesian coordinate system. The site I DNA axis was defined as 
the line joining atom 06 in residue G 1, chain C (atom 2863) and atom C2 in 
residue G 35, chain D (atom 3561) in Igdt.
DNA50o was built as a 50 bp B-DNA fragment using NAMOT (Tung and 
Carter, 1994). Site I B-DNA fragments with different kink angles (DNASOgo, 
DNA5O40, DNA50eo and DNA5O70) were built by using the computer program 
NAB (Macke and Case, 1998) with a similar procedure to that employed by 
Strater et al. (1999). Igdt50 was built using protein and DNA coordinates from 
Igdt, and the DNA was extended by adding two 7 bp B-DNA fragments to its 
ends. To model variations in the angle a (see Results section), the Igdt structure 
was cut after the protein residues V I39 (see arrows in Fig. 6.1 A) to produce two 
substructures: 1) Igdt/^TD containing the two catalytic domains of resolvase up 
to residue V139, and 2) the site I DNA fragment together with the two resolvase 
DNA binding domains (IgdtDjvA+CTjo)- Igdt^- was produced by fixing Igdt^rTD 
and rotating 1 gdt^jva+ctc by an angle a in the z-axis. The angle a is measured 
so that Igdt is recovered at a  =  0. o can be determined from a particular X- 
synapse structure as the angle between the site I DNA axis and the x-axis minus 
59.4°.
NM36 X-synapse models were assembled from a ‘fixed’ Igdt unit in the xyz 
coordinate system as shown in Fig. 6.4E, and a second ‘movable’ unit added by 
a 180° rotation around the y-axis from the position of the fixed unit. The second 
unit was then subjected to subsequent translations and/or rotations about the
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z-axis. Further models were built by translating one Igdt unit along the y-axis 
(data not shown). The distance d between the two Igdt units is defined as the 
distance between atom 05* in residue A20, DNA chain E (atom 4831) on the fixed 
Igdt unit and atom C4 in residue A20, DNA chain E (atom 4817) on the movable 
Igdt unit, p  is defined as the angle of rotation of the movable Igdt unit in the 
z-axis direction, and can be determined from a particular X-synapse structure 
by measuring the angle between x-axes of each Igdt. The angle between the 
two site I DNA fragments in any given X-synapse structure can be determined 
by measuring the obtuse angle between their axes. NM50 and NM-GFP36 X- 
synapses were assembled from lgdt50 and Igdt-GFP in an identical manner. 
The atomic coordinates of GFP were obtained from the Protein Data Bank, code 
lemb (Brejc et ah, 1997).
The DNA-out ‘back-to-back’ model of Sarkis et al. (2001) (DNA-out^^) can 
be built by using the procedure described above, using the parameters (d, p) — 
(63 Â, 0°). Similarly, the DNA-in ‘hand-shake’ model (DNA-in^*^) as proposed 
by Yang and Steitz (1995) can be built by using (d, p) — (—31Â, —75°) .
6.3 Results
6.3.1 Formation of stable X-synapse
Wild-type Tn3 resolvase forms a complex containing two protein subunits and 
one site I DNA fragment, which can be observed in a polyacrylamide gel ‘band- 
sliift’ assay (Bednarz et al., 1990; Blake et a l, 1995) (band II in lane 2, Fig. 
6.2B). Hyperactive mutants, such as NM-resolvase (which has the six mutations 
R2A E56K GIOIS D102Y M103I Q105L; Burke et a l, 2004) make, instead, an X- 
synapse with lower electrophoretic mobility, which contains four protein subunits 
and two site Is (Sarkis et a l, 2001; J. He and W. M. Stark, manuscript in prepa­
ration) (band HI, lanes 3-7 in Fig. 6.2B). The X-synapse made by NM-resolvase
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with unmodified site I is unstable, being lost following resolvase-mediated cleav­
age of its DNA (lane 4 in Fig. 6.2B). However, a stable X-synapse is observed 
if the site I DNA contains a phosphorothioate modification at both scissile phos­
phodiesters (lane 6), or if an inactive mutant of NM-resolvase (NM-SlOA) is used 
with unmodified site I (lane 3). This, and other evidence (J. He and W. M. Stark, 
manuscript in preparation) that NM-resolvase cleaves the DNA in the X-synapse 
confirms that it is in an active configuration, and is not an unproductive ‘dead 
end’.
6.3.2 Size exclusion chrom atography and analytical ultra­
centrifugation
Three versions of the X-synapse were purified, all with phosphorothioate-modified 
site I oligonucleotides, to block resolvase-mediated DNA cleavage (see above). 
NM36 contains NM-resolvase and two 36 bp blunt-ended site I DNA fragments, 
the same as were used to generate the complexes shown in Fig. 6.2B; NM50 
contains NM-resolvase and two 50 bp site I DNA fragments; and NM-GFP36 
contains NM-GFP, which has a 23 kDa green fluorescent protein (GFP) domain 
fused to the C-terminus of NM-resolvase, complexed with two 36 bp site I DNA 
fragments (see Section 6.2.1).
X-synapses were purified by size exclusion chromatography (see Section 3.1.7). 
Ti’aces in Fig. 6.2A show UV absorbance at 260 nm and 280 nm of the eluate from 
the size exclusion columns during NM36 purification. Fractions were concentrated 
and assayed by native polyacrylamide gel electrophoresis, showing that fraction 
2 (lane 7 in Fig. 6.2B) corresponds to X-synapse.
Solutions of the three X-synapses were analysed by sedimentation velocity 
(SV) analytical ultracentrifugation. SV profiles were fitted using c(s) and finite 
elements analysis with the computer program SEDFIT (Schuck, 2000). Figure 
6.20 shows c(s) profiles of a solution of the purified NM36 X-synapse (corre­
sponding to band 2 in Fig. 6.2A and band HI, lane 7 in Fig. 6.2B) compared
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Figure 6.2: X -synapse purification and characterisation. (A) Size exclusion chromatography  
optical absorbance traces versus e lu ted /to ta l colum n volume: (1) peak corresponding to  ficoll 
(400 kD a), (2) NM 36 X -synapse, and (3) site I (36 bp) DNA. V e /V r  values refer to the up­
per curve (260 nm); the lower curve (280 nm) is slightly shifted to the right. T he extinction  
coefficient o f NM -resolvase at 260 nm (2500 M “  ^ cm “ ^)) is negligible w ith respect to that of 
site I D NA  (467000 cm “ ^), and so the absorbance of the X -synapse is essentially due
to its D N A  com ponent. Re-separation of the X -synapse fraction (peak 2) by size exclusion  
chrom atography indicated that it was at least 85% pure (data not show n). (B ) N ative poly­
acrylam ide ‘band-shift’ assay of resolvase-site I com plexes. Lane 1, 36 bp site I; lane 2, site I 
incubated w ith Tn3 resolvase; lane 3, natural site I incubated w ith NM -resolvase-SlOA; lane 
4, natural site I incubated w ith NM-resolvase; lane 5, phosphorothioate-m odified 36 bp site I; 
lane 6, phosphorothioate-m odified site I incubated w ith NM-resolvase; lane 7, peak (2) fraction  
from the size exclusion purification in 6.2A . Bands I, II and III represent uncom plexed site I 
D N A , a dimer of resolvase bound to site I D N A , and NM 36 X -synapse, respectively. T he X- 
synapse is not com pletely stable during a band-shift experim ent, hence som e uncom plexed site  
I D N A  is observed in lane 7. B ecause the NM -resolvase is His-tagged and NM -resolvase-SlOA  
is not, com plex III in lane 3 runs slightly faster than in lanes 4-7. (C) Size distribution c(s) 
profiles from SV analytical ultracentrifugation data analysed w ith SE D F IT  (Schuck, 2000) for 
NM 36 X -synapse {solid line, as extracted from peak 2 in panel (A )), 36 bp site I DNA  fragment 
{dashed line) and NM -resolvase {dotted  line).
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with solutions of NM-resolvase or 36 bp site I DNA.
The c(s) profiles of the three purified X-synapses show single peaks, with 
apparent sedimentation coefficients of 5.9 S (NM36) (Fig. 6.2C), 6.4 S (NM50), 
and 7.0 S (NM-GFP36) (data not shown). Finite element analysis using a two- 
species non-interacting model yields true sedimentation coefficients of 6.0 S, 6.5 S, 
and 7.0 S respectively, for the main species (>98%), which are at concentrations 
of >1 //M.
The program HYDROPRO (Garcia de la Tori'c et a l, 2000) was employed to 
simulate the sedimentation coefficients (s2o,w) of the structures deduced from the 
scattering data (see below) and previously proposed models for the X-synapse. 
A series of simulations of the sedimentation coefficients for the X-exp[SANS43], 
X-exp[SANS65] and X-exp[SAXS] models (see below) and the DNA-in^*^ config­
uration of the NM50, NM-GFP36 and NM36 X-synapses were performed (see 
Table 6.1). For the DNA-out models of the X-synapses, the differences be­
tween experimental and modelled sedimentation coefficients (see Section 6.2.3) 
were < 18%, whereas these differences were > 28% when the DNA- 
in^^ configuration was employed. These significant differences are the result 
of uncertainties in the calculations of the partial specific volumes (ü) for the 
protein-DNA complexes (Ghalikian, 2003; Maluf and Lohman, 2003; Petry et a l, 
2001) that ultimately lead to the appearance of systematic errors in the mod­
elled sedimentation coefficients. Also, other phenomena, such as the presence of 
non-homogeneous viscosity gradients during centrifugation (Schuck, 2003a) can 
cause systematic errors in the experimental determination of the sedimentation 
coefficient. A further investigation into these systematic discrepancies is out- 
with the scope of this study. All in all, the modelled sedimentation coefficients 
agreed better with DNA-out models of the X-synapses than with their DNA-in 
counterparts.
6.3.3 Small angle scattering
Four sets of small angle scattering data were collected.
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A SA N S90
= 60±8 Â
0.150.05 0.1
B SAN S43
R, = 55±7 Â
0.09 0.120.03 0.06
s (1/A) s (1/Â)c SAN S65
c
0.160.120.04 0.08
D SAXS
R, = 52±3 Â
0.15 0.3 0.450
s (1/A) s (1/A)
Figure 6.3: Experimental SANS and SAXS intensity data { c r o s s e s ) ,  with error bars { v e r t i c a l  
b a r s )  and a Bezier approximation as a ‘guide to the eye’ { s o l i d  l i n e ) .  Radii of gyration {Rg)  
were estimated by using the Guinier approximation (Guiiiier and Pburnet, 1955). (A) Dataset 
SANS90: SANS data acquired at 90% (v/v) DgO for NM36 X-synapse. (B) Dataset SANS43; 
SANS data acquired at 43% (v/v) D2 O for NM50 X-synapse. (C) Dataset SANS65: SANS data 
acquired at 65% (v/v) D2 O for NM-GFP36 X-synapse. Rg is not quoted as the experimental 
range did not fully extend over the Guinier region. (D) Dataset SAXS; SAXS data for NM36 
X-synapse.
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X-synapse sample Experimental X-exp DNA-in^^
820,u  (S) S20,w (S) £O U t S20,uj (S) f i n
NM50 6.5 7.8 18% 8.9 31%
NM-GFP36 7.0 7.2 3% 9.9 34%
NM36 6.0 6.8 12% 7.9 28%
Table 6.1: Experimental and modelled sedimentation coefficients for the three X-synapses. 
f-values {see Section 6.2..'}) represent the percentage discrepancies between experimental and 
modelled sedimentation coefficients.
(1) Dataset SANS90: SANS was used to study the low-resolution solution 
structure of the NM36 X-synapse, in a buffer with 90% (v/v) D2O (Fig. 6.3A). 
Under these conditions, the scattering curves predicted from the DNA-in and the 
DNA-out models are markedly different only in the Guinier region (0.01 < s < 
0.03 A“ ').
(2) Dataset SANS43: The protein component of the NM50 X-synapse was 
contrast-matched by using SANS in a buffer with 43% (v/v) D2O (Fig. 6.3B). 
At this D2O concentration, most of the observed scattering is due to the DNA 
component in the X-synapse. A 50 bp DNA fragment was employed in this 
experiment in order to enhance the differences between the neutron scattering 
profiles predicted by the DNA-out and DNA-in models, as well as to increase the 
signal-to-noise ratio of the SANS profile.
(3) Dataset SANS65: The DNA component of the NM-GFP36 X-synapse was 
contrast-matched by using SANS in a buffer with 65% (v/v) D2O (Fig. 6.3C). 
At this D2O concentration the main contribution to the observed scattering is 
due to the protein component. When the DNA component is contrast-matched, 
models for the DNA-in and DNA-out configurations of the X-synapse contain­
ing NM-resolvase (not GFP-tagged) produce very similar simulated SANS curves 
(and accordingly similar R^s). The use of NM-GFP, with its large GFP domain 
attached to the NM-resolvase C-terminus, greatly increases the structural dif­
ferences between the protein components of the two configurations. A DNA-out
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model incorporating NM-GFP is more elongated and less globular than a DNA-in 
one, regardless of the exact positions of the GFP domains (see below).
(4) Dataset SAXS: SAXS was used to analyse the low-resolution solution 
structure of the NM36 X-synapse (Fig. G.3D).
The direct modelling procedure for analysis of the scattering data was sim­
ilar to that used in Section 5.4.2.1. The object under study (in this case the 
X-synapse) is parameterised by regarding it as being composed of a small num­
ber of sub-structures for which structural information is available (e.g. crystal 
structures). Model structures are then made by transformations (translations 
and rotations) of these substructures. Each structural model is thus defined by a 
small number of parameters, such as the distances and angles between the sub­
structures. A computer program domain-rot (see Section 6.2.4) is used to produce 
a large number of structures (> 2000) that map a wide range of the parameter 
space. The scattering profile and its % (fit to the experimental data) are calcu­
lated for each structure by using either CRYSOL (for SAXS) or CRYSON (for 
SANS) (Svergiin et al., 1995). The set of parameters that generates the scat­
tering profile with the best fit to the experimental data is identified by visual 
inspection of the contour plots of %. The criterion used here for estimation of the 
uncertainties in the best-fit parameters was identical to that employed in chapter 
5.4.2.1. Tn3 resolvase and 7J resolvase have 82% identity at the amino acid level, 
and are treated in this study as identical. The structural differences between 'j5 
resolvase and Tn3 resolvase, and between Tn3 resolvase and NM-resolvase, are 
likely to be insignificant at the resolution of the experiments presented here. The 
structural models that best represent the experimental datasets are defined as 
X-exp[SANS43], X-exp[SANS65] and X-exp[SAXS] (see below).
6.3.3.1 The X -synapse has a D N A -out configuration, w ith kinked 
D N A
First, the configuration of the DNA component of the X-synapse will be anal­
ysed. In dataset SANS43, the measured scattering is primarily from the DNA
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component of the NM50 X-synapse (see above). Therefore, initial models were 
built with two 50 bp site I DNA fragments. In order to test whether alter­
ation of the kink angle at the centre of site I would affect the results, a series 
of five alternative site I conformations were constructed, with kink angles of 
=  (DNA50o), i) = 20° (DNAbOgo), V =  40° (DNA5O40), 'ip = 60° (DNA50eo)
and 'ip = 70° (DNA5O70). For each simulation, models containing two copies of 
DNA50,/, were created by antiparallel alignment of the DNA fragments, followed 
by variation of distance and angular parameters (d, (p), as shown in Fig. 6.4A: 
d is the distance between the DNA fragments in the complex, whereas (p is the 
angle of rotation of one DNA50^ with respect to the other in the z-axis direction 
(y = 0° when the obtuse angle between the DNA50^ fragments is about 120°, 
becoming larger for positive 99-values; see definitions in Section 6.2.5). Parameter 
values of {d,p>) = (—31Â, —75°) generate a ‘hand-shake’ DNA-in configuration 
(DNA-in'^'^) (Yang and Steitz, 1995; see Fig. 6.1C), whereas {d^ <p) ~  (63À ,0°) 
generate a ‘back-to-back’ DNA-out configuration (DNA-out'®'®) as proposed by 
Sarkis et al. (2001) (see Fig. 6.IB). Several extended explorations of the pa­
rameter space in the ranges —180° < ip < 180° and —200 < d < 200 Â were 
performed. An example, showing contour levels of % versus d and ip for DNA5O20 
(with %p =  20°) is presented in Fig. 6.5A. The global % minimum is located at 
(d, ip) =  (75 ±  15 Â, 60 ±  90°) (Fig. 6.5A; note that the contour plot is periodic 
in ip, with period 180°), consistent with a DNA-out configuration. A secondary 
local minimum at (d, g?) =  (—100 ±  20 Â, 60 ±  90°) would represent a DNA-out 
model where the DNA fragments are kinked towards each other. However, the 
fit to the experimental data at this minimum is much poorer, and the structure 
is physically unrealistic, having a d-value so large that the two Tn3 resolvase 
subunits would not meet each other. Note that % is sensitive to variation in the 
angular parameter ip only near d =  0À. The global minimum at d = 75 A is 
thus virtually independent of ip.
Simulations using site I DNA fragments with other kink angles gave similar 
results, in that they all yielded a global minimum in y  at d — 75±15 A with little 
sensitivity to ip. Figure 6.5B shows plots of % versus d for DNA50o, DNA5O20 and 
DNA5O70 oXip = 60° (other values of ip are less informative, as seen in Fig. 6.5A).
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Figure 6.4: Diagram s showing the variables used in direct m odelling o f the S A X S/SA N S  
data. (A) Tw o D NA  fragm ents, kinked by an angle of •0, and separated by a distance d, 
are used to  m odel the NM 50 X -synapse SA N S data, in which the protein is contrast-m atched  
(dataset SA NS43); (B) T w o Igdt structures separated by a d istance d  and rotated relative 
to each other by an angle (p in the z-axis are em ployed to  model the SA X S data from NM36 
X -synapse (dataset SA X S) (see panel D for definition of a , also used in m odelling the SAXS  
data); (C) Tw o lgd t-G F P 36  structures are used to  m odel the N M -G FP36 X -synapse SA NS  
data (dataset SA NS65); (D ) a  represents the angle of rotation of the D N A  and resolvase C TD s 
w ith respect to the resolvase N T D s about the z-axis. (E) Definition of coordinate axes, as used  
in all sim ulations, w ith respect to  a representation of Igdt in which the catalytic dom ain dimer 
is shown as a ‘dom ino’, and the DNA  as a bent cylinder.
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The x~value at the global minimum varies with the kink angle ip (Figs. 6.5B and 
C), having a minimum sd, ip = 30 àz 20°. None of the DNA-in models produces 
acceptable fits to the experimental data (Fig. 6.5A, and data not shown).
NM50 X-synapse models that include the protein were built similarly, using 
both protein and DNA coordinates of a modified structure made by adding two 
straight 7 bp B-DNA fragments to the ends of the site I DNA in the co-crystal 
structure Igdt (this object is called IgdtbO). The site I DNA fragment in Igdt 
is kinked by about 60° (Yang and Steitz, 1995). Predicted scattering curves 
for the models were compared with the NM50 experimental dataset SANS43, as 
described above for the DNA-only analysis (Fig. 6.5D). The global minimum is 
located at (d, (p) =  (55 ±  10 Â,50 ±  50°). This particular model is referred to 
as X-exp[SAN843] (see the fit to the experimental data in Fig. 6.6A). Models 
that include the protein component of the X-synapse produce better fits to the 
experimental data (% =  0.85) than those that do not (% =  1.7) (compare Figs. 
6.5A and 6.5D). X-exp[SANS43] resembles the DNA-out^^ model. Again, DNA- 
in models do not produce acceptable fits to the experimental data (Figs. 6.5D 
and 6,6A).
6.3.3.2 Refinement of the model: SAXS data analysis
SAXS data were acquired for the X-synapse NM36. The procedures for comparing 
the experimental data with scattering curves generated from models, based on 
two copies of the jô  resolvase-site I co-crystal structure Igdt, were essentially 
as described above. The global minimum in % is located at (d, cp) — (64 ±  3 
Â, 25 ±  10°), and is sensitive to variation in both d and cp (data not shown). The 
minimum (% % 4.0) corresponds to a DNA-out model, in which the alignment of 
the two resolvase dimers is twisted about the z-axis by an angle (p =  25° relative 
to that of the DNA-out^^ model.
The N-terminal (catalytic) and C-terminal (DNA-binding) domains of re­
solvase in Igdt are joined by a short sequence of amino acids (V138-I146) in 
an extended conformation, which might be flexible enough to allow considerable
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Figure 6.5: Direct m odelling of small angle scattering data for NM50 (A to  D ), N M -G FP36 (E) 
and NM36 (F) X-synapses. In A, D , E and F black circles identify the position of the DNA- 
out^^  and D N A -in^^ configurations and red circles indicate the position of the structural 
models that best represent the experim ental datasets (X -exp). (A) Contour plots o f % as a 
function o f d  and ip for NM 50 X -synapse SANS data (dataset SA NS43) modeled w ith two 
D N A 20 fragments (see text for more details). (B) Variation of \  w ith d a t ip =  60" for DNA50o 
(black solid line), D N A 5 O40 (red dashed line), and D N A 5 O70 (blue dotted line). (C) %-value at 
the global minimum plotted versus the kink angle ip. (D) NM50 X-synapse SA NS data modeled 
with two lgd t50  structures. T he structure w ith minimum % is defined as X-exp[SANS43]. (E) 
N M -G FP36 X-synapse SANS data (dataset SANS65) modeled by em ploying two Igdt-G F P  
units with angles (0, <^ ) =  ( —35",5") (see text for more details). The structure w ith minimum  
X  is defined as X-exp[SANS65]. (F) NM 36 X-synapse SAXS data (dataset SA XS) was modeled 
by using two lgdtff=g units. The two m inim a in \  (w ith (p differing by 180") correspond to the 
sam e low-resolution structure, defined as X-exp[SAXS].
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freedom of movement of the DNA (and the small C-terminal domains bound to it) 
relative to the catalytic domains (see also Leschziner and Griridley, 2003). Two 
sub-structures were generated from Igdt by ‘cutting’ the protein subunits after 
residue V139 (the positions marked by arrows in Fig. 6.1 A), thereby separating 
the dimer of N-terminal catalytic domains (NTDs) and the C-terminal domains 
(CTDs) bound to the site I DNA. New Igdto- structures were then generated by 
rotation of the DNA and CTDs with respect to the NTDs about the z-axis by an 
angle a (see Section 6.2.5 for more details).
Simulations were performed by variation of a between —90° and 90° in initial 
X-synapse models with fixed values of d and ranging from 50 to 90 A and from 
0 to 90°, respectively (data not shown). The minimum % (3.6) was found when 
{d, (7, (f) =  (64 ± 3  A, 8 ±  3°, 20 ±  10). Therefore, the angle ip = 25° found when 
Igdt was used for the modelling may be regarded as being the result of two types 
of structural distortion: a twisting about the z-axis of the resolvase catalytic 
domain dimers by = 20°, relative to their positions in the DNA-out^^ model, 
and a rotation of the two site I DNA-CTD substructures by u =  8° relative to the 
NTDs in Igdt. Together, these contributions change the angle of alignment of 
the two DNA fragments from 120° in DNA-out^^ to 124°; that is, they become 
slightly closer to antiparallel (or parallel, in low-resolution terms).
Finally, X-synapse models were generated using the structural unit Igdto-^g, 
in which the site I DNA is twisted relative to the catalytic domains as indicated 
in the previous analysis, instead of Igdt. The global minimum in % was found at 
(d, (p) =  (64 ± 3  A ,20 ±  10°) (Fig. 6.5F). This refined model, with parameters 
(d, cr, y)) — (64 A, 8°, 20°) is hereafter referred to as X-exp[SAXS]. The fits to the 
SAXS experimental dataset predicted from this model, and, for comparison, to a 
‘hand-shake’ DNA-in model (DNA-in^"^), are presented in Fig. 6.6C.
Simulations were also performed to explore less symmetric models for the X- 
synapse, where the pseudo-dyad axes of the two resolvase dimers do not coincide. 
However, no good fits to the experimental data were found (data not shown).
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A SANS43
c
0.120.090.03 0.06
B SANS65
0.04 0.08 0.160.12(1/A) S (1/A)
C SAXS
0.40.1 0.2 0.30 s (1/A)
Figure 6.6: Sm all angle scattering experim ental data {crosses) w ith  error bars {vertical bars) 
and best fits w ith  the m odels. B est fits of sim ulated curves from the X -exp experim entally  
derived m odels are shown as solid lines, and fits w ith the DNA-in^^*^ m odel are shown as 
dashed lines. (A) D ataset SANS43; m odel X-exp[SA NS43]. (B) D ataset SANS65; m odel X- 
exp[SANS65]. (C) D ataset SAXS; m odel X -exp [SAXS].
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6.3.4 M odelling of the X -synapse structure containing  
GFP domains
The NM-resolvase-GFP fusion protein NM-GFP was used to make it easier to 
detect differences between DNA-out and DNA-in configurations of the protein 
component of the X-synapse (see above) The direct modelling approach was em­
ployed to analyse the SANS curve of the NM-GFP36 X-synapse (dataset SANS65, 
65% DgO, contrast-matching the DNA). In this case, the unknowns were not only 
the relative positions of the Igdt structural units in the X-synapse but also the 
relative positions and orientations of the GFPs. A two-step procedure was thus 
used to analyse this dataset.
First, the positions of the GFPs were varied (whilst constrained by their 
flexible linkage to the resolvase C-terminus), while two Igdt structural units were 
locked into either a X-exp [SAXS] or a DNA-in^'^ conformation. In this way, the 
position of the GFPs that best fitted the experimental data for each of these 
two possible X-synapse architectures was found. Calculation of the fit to the 
experimental data included a term to penalise structures in which there was 
overlap between the electron density of the GFP domains and that of other parts 
of the structure (see Section 5.4.2.1 and Appendix B). Later, having found the 
best-fit positions of the GFPs for the X-exp [SAXS] and DNA-in"^"  ^configurations, 
the GFPs were then fixed at these positions in each Igdt-GFP unit, and the 
relationship of the two Igdt-GFP units was varied (see below).
In the first approach, the structure of NM-GFP36 X-synapse was assembled 
using either X-exp [SAXS] or DNA-in^"^, and four GFP (Brejc el, ah, 1997) sub­
units. Initially, one GFP was positioned with its first residue at 15 Â from N183 
(last residue in 'j6 resolvase) and its main axis of inertia in an orientation perpen­
dicular to the plane defined by the resolvase-site I DNA molecular surface close 
to N183 (/-axis) (see Fig. 4D). The x" and y' axis are arbitrarily defined perpen­
dicular to %h A large number of positions for this GFP subunit was generated 
by applying discrete rotations (<^  and 9) about the x' and y’ axes, respectively 
(Fig. 6.7A). The other GFPs were generated by 180° rotations around the æ-, y-
138
6.3 Results
Similar simulations based on X-exp [SAXS] produced a single global minimum
(Fig. 6.7C). The scattering curve simulated from the model at the global mini­
mum fits the experimental SANS data very well (Fig. 6.6B).
and z-axis of the X-synapse, respectively. Structures in which there was overlap 
between the electron density of the GFP domains and that of other parts of the 
structure were penalised as described in Chapter 5 and in Appendix B. The 
parameters 0 and 9 were varied between -180 and 180°, and a large number of 
structures with different combinations of these parameters was calculated.
The optimal positions for the GFP subunits in a NM-GFP36 X-synapse built 
from DNA-in^"^ are (0,0) =  (30 ±  6°,—35 ±  10°) (Fig. 6.7B, shaded regions 
implying heavy overlaps). This model has a high value of %; regardless of the 
position of the GFPs, a DNA-in model for the NM-GFP36 X-synapse cannot fit 
the experimental data acceptably (Fig. 6.6B).
at {9,0) — (—35 ±  10°, 5 ±  5°) and two other local minima with higher %-values
In summary, the direct modelling presented in this section shows that a DNA- 
out model based on X-exp [SAXS] is able to fit the SANS experimental data for 
the NM-GFP36 X-synapse, whereas a model based on DNA-in^*^ does not fit the 
data.
In the second approach, the spatial relationship of the resolvase dimers was 
considered. Having found the best-fit positions of the GFPs for the X-exp[SAXS] 
configuration, the GFPs were then fixed at these positions in each Igdt-GFP unit, 
and the relationship of the two Igdt-GFP units was varied. The distance between 
the resolvase dimer units in the model with optimal fit to the experimental data 
(defining the parameters for X-exp [SANS 65]) (d) was 58 ±  8 Â, corresponding 
to a DNA-out model very similar to that deduced in the previous sections (Fig. 
6.5E, fit to experimental data in Fig. 6.6B). However, the fit at the minimum was 
insensitive to variations in the angle of alignment on the z-axis {(p). No models 
based on a DNA-in configuration could be fitted acceptably to the experimental 
data (Fig. 6.6B, and Fig. 6.7). Equivalent results were obtained when only the 
protein content of Igdt and the corresponding GFP subunits were used for the
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F ig u r e  6.7: O ptim isation o f the position and orientation of the G FP dom ains in an X-synapse 
model. (A) G FP subunits are modelled into the NM -G FP36 X -synapse structure by adding 
one G FP to each C-terminus of NM -resolvase (‘oval shape’; in the x ’y ’z ’ coordinate system ) 
using the spherical coordinates 0  and 0 (see text for more details). The site I DNA fragment is 
represented as a ‘cylinder’. (B and C) Contour p lots of % as a function o f <f> and 0 for dataset 
SANS65 w ith the G FP dom ains attached to the D N A -in^^ (B) or X-exp[SAXS] (C) model 
structure (see text for details). Areas corresponding to structures having substantial steric 
clashes are shaded.
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modelling (data not shown).
6.4 Final M odel
The final model, illustrated in Fig. (5.8B, is built by combining the parameters 
from the best models X-exp [SANS43], X-exp[SANS65] and X-exp [SAXS] (the 
new d-value was calculated as an error-weighted average of the different d-values), 
resulting in a structure with (d,cr, (/?) =  (62 Â,8°,20'^).
6.5 Discussion
The solution structure of the X-synapse has been modeled from small angle x- 
ray/neutron scattering data. In summary (see Fig. 6.8A), the data indicate 
that:
1. The X-synapse has a DNA-out structure, with the site I DNA segments 
separated by about 62 Â .
2. The site I DNA is kinked or bent by about 30'’, away from the resolvase 
catalytic domains.
3. The angle a between the dimerised resolvase catalytic domains and the site 
I DNA differs slightly from that in the crystal structure (Igdt) of a site 
I-resolvase dimer complex.
4. The two resolvase catalytic dimers are docked in a configuration distinct 
from that proposed by Sarkis et al. (2001).
5. Models with the DNA on the inside of a resolvase tetramer, or other ar­
rangements such as a side-by-side alignment of the two dimers, are not 
supported by the data presented in this chapter.
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Figure 6 .8 : T he final model for the X -synapse solution structure. (A) Schem atic representa­
tions comparing the different parameters obtained for the final model and those for DNA-out®®. 
(B) Mesh representation o f tliree views of the final model for the X -synapse produced by docking  
two Igdt structures (ribbons) using the parameters d  =  62Â, a  =  8°, and (p =  20".
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Mutation studies (Burke et al., 2004), in vitro experiments (Sarkis et al., 
2001), and crystallography-based modelling (Sarkis et a l, 2001) have previously 
been used to support a DNA-out model for the X-synapse. From in vitro studies 
with conformationally restricted DNA substrates, Lescliziner and Grindley (2003) 
proposed that the X-synapse has a DNA-out architecture, with an angle between 
the site I DNA segments of approximately 150°, in reasonable agreement with 
the results presented in this chapter, which indicate an angle of about 124* (Fig. 
6.SA). However, this study also suggested that the angular relationship between 
the dimerised catalytic domains and the site I DNA in the X-synapse is cr > 70*, 
a value inconsistent with the results presented here, which indicate cr — 8° (Fig. 
G.8A). A possible explanation for these discrepancies is that the experiments of 
Leschziner and Grindley might report on a later synaptic intermediate which has 
undergone further conformational changes after formation of the X-synapse, in 
order to initiate catalysis of strand exchange.
The method used here for structure determination, which involves fitting scat­
tering data to models built from known structural units, has implications for the 
strength of certain aspects of the conclusions made here. The approximate shape 
and relationship of the two DNA segments in the X-synapse can be assigned 
with high confidence (dataset SANS43), because it is virtually certain that the 
structure of the DNA will show only minor variations (e.g. bends) from normal 
A/B form; it can therefore be modeled reliably. Likewise, It is very likely that 
the resolvase tetramer is formed by interactions of the catalytic domains of the 
two dimers, with the C-terminal domains on the outside of the tetramer, because 
the scattering data with NM-GFP resolvase (dataset SANS65) are definitely in­
compatible with alternative models (Fig. 6.5E and 6.7). Therefore, the analysis 
of datasets SANS43 and SANS65 strongly supports a DNA-out structure for the 
X-synapse. The predictions regarding the detailed shape of the tetramer of re­
solvase N-terminal domains are less certain, because some protein conformational 
changes upon synapsis might be expected, whereas the structure has been mod­
eled by juxtaposing dimers folded as in the crystal structure of Yang and Steitz 
(1995) (Igdt), at various distances and angles. Published high-resolution struc­
tures do not reveal what structural changes might be expected upon synapsis.
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and therefore more detailed modelling would have been very speculative. Cur­
rent methods for ab initio computational determination of biomolecular structures 
from scattering data are still too primitive to make useful predictions of the shape 
of the protein in the X-synapse (see Section 2.2.3.2).
6.5.1 Im plications for synapsis and strand exchange
In order to obtain an X-synapse that was stable enough for solution structural 
analysis, a mutant version of Tn3 resolvase had to be used. The mutations in 
NM-resolvase were identified as allowing resolvase to recombine at site I, in the 
absence of the accessory resolvase-binding sites II and III (Burke et al., 2004). 
The natural X-synapse might be thermodynamically unstable in the absence of 
the remainder of the natural Tn3 synaptic complex. Alternatively, the mutations 
might remove a natural kinetic barrier to stable synapsis of two site I-resolvase 
dimer complexes. Interestingly, the wild-type Hin invertase, a recombinase related 
to resolvase, does make relatively stable synapses of two dimer-bound sites prior 
to catalysis (Heichman and Johnson, 1990). This synapse is predicted to be 
structurally very similar to the X-synapse reported here. A barrier to interaction 
of the invertase dimer-bound sites is thus apparently not an important regulatory 
feature of this system, whereas it may be so for resolvase.
The X-synapse structure deduced in this chapter, and other results (Burke 
et al., 2004; Sarkis et ah, 2001) are consistent with formation of a DNA-out X- 
synapse following an initial interaction of two dimers at a surface close to the 
mutated residues SlOl, Y102, 1103, and L105 in NM-resolvase. The analysis pre­
sented suggests that the tetramer thus formed is not greatly distorted from its 
predicted form at the initial contact of two Igdt units. In contrast, new crystallo- 
graphic structures of resolvase synaptic te tramers, whilst confirming the DNA-out 
architecture, show substantial alterations of the protein tertiary structure, as well 
as cleavage of both strands in each site I (N.D.F. Grindley, personal communica­
tion). The species studied here is an intermediate prior to DNA cleavage, which is
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presumably yet to undergo further transformations associated with the catalytic 
steps of the reaction.
A DNA-out architecture for the X-synapse is consistent with ’subunit rota­
tion’ or ’domain-swapping’ mechanisms for resolvase-mediated strand exchange, 
whereas mechanisms that require a DNA-in architecture can be eliminated (see 
also Burke et ah, 2004). The centres of the two recombining sites are about 62 
Â away from each other in the final X-synapse structure. Nevertheless, during 
catalysis the cleavages and ligations of strands at the two sites are apparently 
highly coordinated; cleaved substrate DNA is not observed under normal in vitro 
reaction conditions (Mcllwraith et a l, 1997). This suggests that there must be 
an ingenious mechanism for long-distance coupling of the cleavage and rejoining 
events. The X-synapse structure presented also confirms that the mechanism of 
strand exchange by serine recombinases must be fundamentally different from 
that of the tyrosine recombinases (see Introduction); an especially obvious dis­
tinction being the large movements of DNA segments that will be required by 
serine recombinases to reach the recombinant configuration.
The X-synapse is the catalytic moiety of the larger complex (The synapse’) 
involved in natural cointegrate resolution (see Introduction). The synapse also 
includes a regulatory part, comprising the intertwined accessory binding sites 
(II and III) of the two participating res sites, together with the presumed eight 
resolvase subunits bound to them. The X-synapse structure is broadly compatible 
with the recent model of Sarkis et a l (2001) for the full synapse (see Section 1.8), 
which proposes that the intertwined res DNA is wrapped around the outside of 
a core filament of three ‘DNA-out’ resolvase tetramers, contacting each other via 
a previously characterised 2-3’ interface.
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C hapter 7 
A  global m ulti-technique  
approach to  stud y low -resolution  
solution  structures
7.1 Summary
Finding the conformation of large macromolecular complexes has become an im­
portant problem in structural biology, not always solved by high-resolution tech­
niques such as x-ray crystallography and NMR spectroscopy. Solution biophysical 
properties, on the other hand, provide direct or indirect structural information 
on the whole complex. A general systematic approach to construct a structural 
model of the macromolecule that agrees with all the experimental solution prop­
erties is currently lacking. In this chapter, we present such an approach, where 
generalised rigid-body modelling is combined with a Monte Carlo/simulated an­
nealing optimisation method, to search over a large range of possible conforma­
tions for the structure that best fits solution experimental properties derived from 
small angle scattering, fluorescence resonance energy transfer, and analytical ul­
tracentrifugation .
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7.2 Introduction
Finding the conformation of large multi-protein complexes, DNA-protein com­
plexes and multi-domain proteins is of fundamental importance in understanding 
a large number of biologically significant problems. High-resolution techniques, 
such as x-ray crystallography and nuclear magnetic resonance (NMR), had proven 
to be paramount in unveiling the structures of many of these macromolecular 
complexes. In some cases, however, these techniques fall short in providing such 
information. Often, crystals of large macromolecular complexes are extremely dif­
ficult to obtain, or they provide information only on segments of the complexes. 
Crystal packing effects, especially in these large systems, are always a concern 
since they might substantially affect the architecture of the complex with respect 
to that in solution. Crystals of a protein in all its relevant conformations, partic­
ularly when one or more states in the functional pathway exhibit flexibility, are 
very difficult to manufacture. Similarly, NMR-derived distance information on 
large complexes, specifically distances between subunits, is very demanding and 
scarce. In addition, flexible or disordered regions may appear in many cases to be 
absent in the final structure. Such regions may involve receptor binding motifs, 
loops involved in the active site or antigenic epitopes, to cite but a few possi­
bilities, and might have a significant relevance for understanding the biological 
processes themselves.
Solution techniques, such as fluorescence resonance energy transfer (FRET) 
(Stiihmeier et ah, 2000), small angle x-ray and neutron scattering (SAXS/SANS) 
(Feigin and Svergun, 1987) and analytical ultracentrifugation sedimentation ve­
locity (Lebowitz et al., 2002) provide independent direct or indirect structural 
information on particulate systems. These techniques are well established and 
have been successful in retrieving structural information on large macromolecular 
complexes. The structure of the ribosome was studied by Svergun and Nierhaus 
(2000) using small-angle scattering (SAS), and more recently by Gilbert et al. 
(2004) using c-EM. Reconstruction of biologically significant DNA structures, 
such as Holliday junctions and DNA bulges, have been derived from FRET (Lil- 
ley and Clegg, 1993) and SAXS (Nollmann et a l, 2004b) data. Hydrodynamic
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methods and computational modelling have been employed to study the low reso­
lution conformations of human IgG subclasses by investigating the relative spatial 
orientation of their Fab’ and Fc domains (Carrasco et ah, 2001).
Ab initio methods can be used to restore the low resolution conformation of a 
particle (Chacon et ah, 1998; Heller et ah, 2003; Stuhrmann, 1970; Svergun, 1999; 
Svergun et ah, 2001) from the small angle scattering (SAS) profile. Recently, a 
computational method has been developed to add missing loops and domains to 
protein models (Petoukhov et ah, 2002). These restoration methods have been 
successfully applied to a large variety of problems (see review in Koch et ah, 
2003). When an ab initio reconstruction algorithm is run several times using the 
same initial conditions, the outcome is, at best, a family of reconstructed models 
with minor/ moderate conformational differences. In this case, the reconstruc­
tions can be overlapped and averaged, and the averaged model can be used as a 
seed for a new reconstruction (Kozin and Svergun, 2001; Svergun et ah, 2001). 
In another approach, the family of reconstructed models can be used to find a 
consensus model that captures the essential features of the individual models 
(Heller et ah, 2003). Alternatively, SV data have been employed in order to fil­
ter ab initio reconstructed models that fit the SAXS data but fail to agree with 
the experimental sedimentation coefficient (Nollmann et ah, 2004b) or to gain 
a greater level of confidence in the retrieved ab initio models (Ackerman et ah, 
2003; Scott et ah, 2002). Nonetheless, when applied to macromolecules with ani- 
sometric or hollow shapes, ab initio reconstruction methods produce a variety of 
considerably different reconstructions that fit the SAS data equally well (false 
positive reconstructions) (Heller et ah, 2003; Rosenzweig et ah, 1993; Volkov and 
Svei'gun, 2003).
Provided that the high- or low-resolution structures of the subunits comprising 
the quaternary complex are known or can be modelled, their arrangement can 
be found by searching for the quaternary conformations that best fit the SAS 
experimental data. Variations of this rigid-body modelling approach have been 
successfully applied to model SAS data (Aslam et ah, 2003; Fell et ah, 2001). The 
use of available structural information has a major advantage, with respect to ab 
initio reconstruction methods, in that the number of false positive reconstructions
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can be greatly reduced. NMR has been combined with SAXS data to determine 
the relative positionings of calmodulin (CaM) and trifluoperazine (TFP) in their 
complex (Mattinen et ah, 2002). Docking algorithms were used by de Azevedo 
et al. (2003) to generate geometrically compatible quaternary structures of purine 
nucleoside phosphorylase based on available crystallographic information. The 
best structural models were selected by finding the highest correlation between 
modelled and experimental SAXS data. These studies, however, did not take into 
account excluded volume and hydration effects in simulating the scattering data 
from models, demonstrated to have large systematic influences in the evaluation 
of SAXS profiles and consequently the radius of gyration ( R g )  (Svergun et a l,
Rigid body refinement was employed by Petoukliov et al. (2003) to improve 
models for Azospirillum brasilense glutamate synthase holoenzyme based on ab 
initio reconstructions. SAXS and SANS were used by Aslam and co-workers 
(Aslam et ah, 2003; Aslam and Perkins, 2001) to study the solution structure 
of Factor H, composed of 20 short consensus repeat domains, for which there 
were high-resolution data available. Molecular dynamics simulations (MD) were 
employed to predict the possible conformations of the linkers in solution, and 
these were subsequentially used to produce models for the whole particle. A 
large number of structures were chosen by fitting, in the Guinier region, the 
simulated scattering profiles of the models to the experimental data, and discard­
ing structures whose sedimentation coefficients were considerably different from 
the experimental one. This procedure, however, produced conformations for the 
whole macromolecule that were fundamentally restricted by the structures of the 
linkers. Most importantly, this method is not of general application and has been 
shown to generate multiple conformations equally fitting the available experimen­
tal data.
In the method presented in this chapter, the macromolecule is firstly divided 
into any number of structural domains. These domains are then combined by 
using a small number of parameters, such as interdomain distances and angles, in 
order to generate a large number of possible conformations of the macromolecule. 
The solution properties, such as SAS profiles, FRET distances and sedimentation
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coefficient, are then predicted in silico for each conformation of the macromolecule 
and compared to the experimental datasets. Finally, a general systematic method 
that searches for the parameters producing the model whose solution properties 
best fit the available experimental datasets is described.
In the methodology presented in this chapter, the different structural do­
mains comprising the macromolecule are combined, using a rigid-body approach, 
to generate a large number of possible conformations for the macromolecule. 
The solution properties of each conformation are simulated and compared to 
the experimental values. The conformation that best globally satisfies all the 
experimental datasets is found by using a search algorithm based on Monte 
Carlo/simulated annealing. As a model system to validate this methodology, 
a series of DNA molecules was chosen composed of three double-stranded DNA 
(dsDNA) helical fragments (Hie, H^ and H17, with n being either 9 or 14) with a 
single stranded loop of five adenosines (A5 bulge) between each dsDNA fragment, 
namely HieAsHgAeHiy and H16A5H14A5H17. DNA bulges may arise in natural 
DNA from recombination between imperfectly homologous DNA sequences or 
from errors in DNA replication. They play an important role in frame-shift 
mutagenesis (Stassinopoulos et ah, 1996) and in specific interactions with RNA- 
binding proteins (Weeks and Crothers, 1991). Amongst other techniques, FRET 
(Gohlke et ah, 1994) and NMR (Dornberger et ah, 1999) have established that 
a single 5-adenosine (A5) bulge introduces a defined kink into the DNA helical 
axis of about 90 ±  15*. Stuhmeier et ah (2000) employed FRET on DNA 
structures containing two A5 bulges (HigAsH^AsHi?, with 6 < n < 11), similar 
to those used in this study, and showed that the distance between DNA ends is 
the shortest in the sample with n =  9, for which the dsDNA fragments Hie and 
Hi7 were proposed to be coplanar. In this chapter, the developed methodology 
will be validated by restoring, from simulated SAXS, SV, and FRET datasets, 
the low-resolution structures of two bulged DNA samples with very distinct con­
formations.
The chapter is organised as follows. The Computational Methodology sec­
tion describes in some detail the computational algorithms and approximations 
employed. The Results section is devoted to the evaluation of the algorithm
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in restoring low-resolution structures from simulated and experimental datasets. 
Finally, a few conclusions are presented in the Discussion section.
7.3 Computational M ethodology
The macromolecular complex or macromolecule is firstly divided into a number of 
structural domains. These domains are then combined by using a small number of 
parameters, such as interdomain distances and angles, in order to generate a large 
number of possible conformations of the macromolecule. The solution properties, 
such as SAS profiles, FRET distances and sedimentation coefficient, are then 
predicted in silico for each conformation of the macromolecule and compared
to the experimental datasets. A function that measures the discrepancy between 
simulated and experimental datasets is thus calculated for each set of values of the 
parameters defining each conformation of the macromolecule. Finally, a general 
systematic method that searches for the parameters producing the model whose 
solution properties best globally fit the available experimental datasets is used.
7.3.1 Construction of the generalised rigid-body m odel
A general method for generating possible conformations for a macromolecule from 
the structures of individual domains, applicable to a large number of problems, 
was devised. The conformation of the macromolecule is generated from the struc­
tural data available, experimentally derived or computationally modelled high­
er low-resolution structures, for each of the N d individual domains comprising 
the macromolecule. The possible conformations that the macromolecule can take 
are constrained by the definition of the movements of each domain. The allowed 
movement of each domain has two components: rotations with respect to its 
centre of mass (CM), and translations and rotations of its CM.
The transformation from any given Cartesian coordinate system to another 
can be carried out by three successive rotations in a specific sequence, defined by
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the Euler angles the choice of which is, within limits, arbitrary. The convention 
employed here is that used in celestial and applied mechanics, and molecular and 
solid state physics (Goldstein, 1980). The sequence of rotations is started by 
rotating the initial coordinate system xyz  by an angle (/? counterclockwise about 
the %-axis (Fig. 7.1A). Secondly, a counterclockwise rotation, by an angle 4>, about 
the intermediate x  axis is performed (Fig. 7.IB). The.transformation is finished 
by a counterclockwise rotation by an angle 9 about the V-axis, resulting in the 
new system of coordinates x'y'z' (Fig. 7,10). The three Euler angles y, (p, and 6  
represent the three required generalised coordinates specifying the orientation of 
the x'y'z' system relative to xyz.
The rotations of a domain i around its CM in a system of coordinates x^y'^zl 
are defined by using the Euler angles (pl and 6*[. The movement of the CM 
of domain i is specified in a similar manner. A new coordinate system x ”y'(z'( is 
defined by the rotations specified by a given set of Euler angles. The CM is then 
translated in the direction of ij'l a distance r ,^ and arbitrarily rotated in the new 
coordinate system by using the Euler angles (pi and Oi (rotations around x” and 
z'i). The assignment of the ranges of variation of (/?[, </>[, 6*[, 4>i and 9i complete
the definition of the allowed movements for domain i.
Figure 7.1: T he ro tations defining the Eulerian angles
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This process is repeated for each domain i = 1 ...% . Therefore, this set 
of 6 X N d parameters f =  {ip\, (f)l, n ,  0i, ^Nd) defines a
particular configuration of the macromolecule, for which a point in configurational 
space can be assigned.
7.3.2 C om putation of S A X S /S A N S  intensities
SAXS intensities were calculated from the atomic coordinate files of the structural 
model of a particular configuration by using the computer program CRYSOL 
(Svergun et ah, 1995). CRYSOL evaluates the solution scattering of the given 
structure {I{s)) taking into account the scattering of the particle in vacuo, and 
additionally, the scattering from the excluded volume and the hydration layer 
around the particle. CRYSOL also fits the experimental scattering {Ifisi)) curve 
to the simulated one (/(s)) using the average displaced solvent volume and the 
contrast of the hydration layer as free parameters. The function provides a 
measure of the discrepancy between simulated and experimental scattering curves, 
and is defined as
-  A Yi=i I e { S i )  -  cI{Si) (7,1)
where Np is the number of experimental points, ô{si) are the experimental errors 
and c is a scale factor (more details in Svergun et al. (1995)). SANS intensities 
can be calculated in an identical manner, by employing the computer program 
CRYSON (Svergun et ah, 1998).
7,3.3 C om putation of FR ET distances
In a FRET experiment, the positions of donor and acceptor molecules are usually 
not unique. At least one, or sometimes both, dyes show a distribution of positions 
with respect to their attachment point. Molecular dynamics (MD) simulations
153
7.3 Com putational M ethodology
can be employed to find these distributions (Stiihmeier et ah, 2000), and to 
estimate from them an average dye position, referred to as the singular position. 
The experimentally determined FRET efficiency is employed to calculate the 
apparent singular distance between donor and acceptor which, combined with the 
MD simulations, can be used to estimate the distance between the attachment 
points of both dye molecules (referred to as d). For each given configuration of 
the macromolecule, the distance d between attachment points is calculated and 
compared to the experimental value.
7.3.4 C om putation of the sedim entation coefficient
The sedimentation coefficient of the macromolecule was calculated by using the 
computer program HYDRO (Garcia de la Torre et ah, 1994). Firstly, a low- 
resolution bead model of the structure of each domain comprising the macro­
molecule was produced by using a modified version of the AtoB algorithm (By­
ron, 1997), implemented in the computer program newAtoB. More details on the 
generation of bead models from high-resolution structures can be found in Section 
3.3.1.
7.3.5 Estim ation o f steric clashes
Configurations containing steric clashes between the different domains were dis­
carded. The maximum total volume (Ymaæ) of the macromolecule was estimated 
as the sum of the volumes of each domain. The volume of a particular configura­
tion (y) was calculated using the same algorithm as that used for the estimation 
of the volumes of each of the domains (see Section B.5). The configuration was 
accepted if Y > where 7 is the overlap threshold coefficient, usually set
at a value of 0.95 (for more information, see Appendix B).
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7.3.6 Search for the best configuration
The Monte Carlo simulated annealing method (MC/SA) (Kirkpatrick et ah, 1983) 
has been widely used in statistical physics (Landau and Binder, 2000) to locate 
a global mimimum in a rugged landscape containing many local minima. The 
method can be summarised as follows: (1) a random point fg in configurational 
space (space defined by the parameters) is chosen, and a quantity F(r^) (en­
ergy or scoring function) is calculated from the values of the parameters; (2) a 
random modification in one random parameter is introduced and the new energy 
F(rfi) is calculated; (3) the change is accepted with a Boltzman probability factor 
g-[E(ri)-£7(ro)]/T  ^ ’vvhei'c T  Is the Temperature’. Note that the change is always ac­
cepted if E(?q) < E{fo), but it might still be accepted even if Ei > Eq, depending 
on the value of the temperature T; (4) the process is repeated by restarting from 
step 3) for a large number of steps Ngteps- After Nsteps have been performed, the 
temperature of the system is decreased by a factor a, so that Tnew =  (with
0 < a  <  1), and the whole process is restarted from (1). The first configuration 
at this new temperature Tnew Is taken from the best configuration found at the 
previous temperature Toid-
The run is started at an initial temperature Tq and stopped when the system 
reached a predefined minimum temperature Tp, where no further decrease in 
energy is registered. It is worth noting that Tq, Tp and a are related by the 
relation =  Tf /T q, where Na is the total number of temperature updates in a 
given run.
The energy E i s a  function of all the parameters that define a given archi­
tecture and decreases as the fit to the available experimental solution properties 
improves. The functions x x  and x n  (Eq. 7.1) provide a measure of discrepancy 
between simulated and experimental SAXS/SANS curves. For an experimental 
variable with only one value, such as the sedimentation coefficient Syj^ 2o, the mea­
sure of discrepancy between experimental (5^ 20) simulated {s^^2o) values can 
be defined as
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Xs — 'tu,20 *iu,20 (7.2)
where 5s is the experimental error in Su,,2o- These measures of discrepancy between 
experimental and simulated data can be simultaneously combined in a single 
expression defining the total energy, as follows
E{r) =  rixX x{^  +  V nX n{^  +  r)FXd +  VsvXs{w,20), (7.3)
where r j x ,  Vs v  are user-defined penalties for each technique (SAXS, SANS,
FRET and SV, respectively), the determination of which is described below. In 
this way, the configuration that globally satisfies all the available experimental 
datasets can be found by minimising the total energy E(f )  as a function of the 
parameters r.
At high temperatures, the configurational space is effectively explored in the 
ranges available to each variable. A large number of different configurations for 
the quaternary structure is investigated in this regime, even if they do not produce 
acceptable fits to the experimental data. At intermediate temperatures T, the 
system will still be able to climb energy barriers smaller than T, but will tend 
to be localised in regions of low energy. Only configurations with reasonable fits 
to the experimental data are possible, but the system is still exploring all the 
accessible regions of low energy. At the lowest temperatures, only moves that 
reduce the energy would be accepted, and so the system can only descend on the 
energy landscape. Provided that Tp is low enough so that no change in E(r)  is 
observed, and that the annealing is sufficiently slow, the configuration with best 
fit to the experimental data is found.
Ideally, each different technique should be equally important in determining 
the final configuration. In other words, each separate term contributing to the 
total energy in Eq. 7.3 should take, on average, similar numerical values when the 
algorithm explores the phase space at the highest temperature Tq. In practical 
terms, this implies that the i]i can be determined so that, for all i, rjiXmax{\xi\) ^
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1, where maxQ is a function that calculates the maximum value taken by |xi| at 
temperature Tq. The values of the penalties rp were further normalised so that, 
when simultaneously employing several datasets, the fluctuations in the values 
of each variable (see below) had a similar temperature evolution. This thwarted 
the domination of a single dataset in driving the convergence to a minimum that 
only satisfied itself, and not the other datasets.
7.3.7 Param eter and configuration likelihood estim ators
For any individual simulation i, the optimum value of any given parameter rj is 
determined by its value at the lowest temperature Tp. A family of simu­
lations is a set of Nr simulations performed under the same conditions but with 
random starting values for the Np parameters. From each family of simulations, 
the average value of each parameter 77 was calculated from the final values of 
each individual run as
2 Wr
i=l
In addition, for each family of simulations, the uncertainty in the value of 
a parameter rj was calculated as
(Tr \ i=l
A family of simulations produces a set of Nr final configurations r f  {k =
I.,.Nr). In order to measure the dispersion of these configurations around a given 
fixed configuration R, a function F  was defined as follows.
N r jVp
= (7.4)^ i=l j=l
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where Np is the total number of parameters, rfj is the final value of parameter 
j  in run i, and R j  is the value of parameter j  in configuration R .  The lower 
the F-value, the closer the Nr final configurations are to configuration R .  If the 
datasets used to run the simulations were generated from a given configuration 
R ,  the success of a family of simulations in retrieving that configuration can be 
measured by calculating its F-value.
The mean value (< >) and standard deviation .(T)) of the set of
values taken by each parameter rj in accepted configurations during a particular 
run i were calculated as a function of temperature. The temperature evolution 
of the standard deviation of the parameters was used to analyse the transition 
from configurational space exploration to localisation (see below).
7.4 Results
7.4.0.1 Simulated datasets
I I I  I  I
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B lg9 B lg14
Figure 7.2: Scheme of the bulged DNA samples employed in th is study.
The methodology developed in this chapter was tested on two bulged DNA 
structures, H16A5H9A5H17 (otherwise called blg9) and H1GA5H14A5H17 (also re­
ferred to as blgl4) (Fig. 7.2), where H^ , refers to dsDNA with x  base-pairs, A5 is
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a single stranded loop of five nucleotides, and n is the number of base-pairs in the 
central dsDNA fragment between the bulges (the sequence of blg9 was identical to 
that used by Stuhmeier et al. (2000)). The possible conformations of the bulges 
were modelled by combining three dsDNA fragments of appropriate sizes (16, 9 
and 17 bp for blg9 and 16, 14 and 17 bp for blgl4) as shown in Fig. 7.3. These 
fragments are hereafter referred to as domains 1, 2 and 3. The Euler angles (p 
and 6  for domains 1 and 3 were employed to model all the possible conforma­
tions of the bulges, while domain 2 was kept fixed aligned with the zi” axis (see 
Fig. 7.3A). The in silico structures of blg9 and blgl4 were generated by using 
the angles ((^i,^i,(^3,^3) =  (0^0°,0^0°) and ((^i,^1,(^3,%  =  (0^0^,180^0''), 
respectively (see Fig. 7.3B and C). The use of these parameters was based on 
the NMR-spectroscopy and FRET data available for DNA fragments containing 
one (Dornberger et al., 1999; Gohlke et al., 1994) or two (Stuhmeier et a l, 2000)
A5 bulges. The SV, SAXS and FRET data were simulated from the structures 
of blg9 and blgl4 DNA produced in silico.
.=1
Sedimentation coefficients were simulated from the in silico structures by using 
the computer program HYDROPRO (Garcia de la Torre et a l, 2000). The results 
for the blg9 and blgl4 structures were 3.36 and 3.32 S (datasets SV9 and SV14, 
respectively).
The SAXS intensity profiles were similarly predicted from the in silico struc­
tures of blg9 and big 14by using the computer program CRYSOL (Svergun et a l,
1995) (datasets SAXS9 and SAXS14, Fig. 7.4A). Different levels of white noise 
(noise whose frequency spectrum is constant) were added to the original simu­
lated curve for blg9 (SAXS9), in order to evaluate the robustness of the method 
(datasets SAXSOgo and SAXS940, Fig. 7.IB).
Finally, FRET distances were calculated from in silico structures of blg9 and 
big 14 by measuring the distance between atom 480 in domain 1 and atom 558 in 
domain 3, both placed at the ends of the DNA fragments near the axis of the 
double helix. The average distances measured were 48 ±  5 Â for blg9 (dataset 
FRET9) and 135 ±  10 Â for blgl4 (dataset FRET14). In the case of blg9, the
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Figure 7.3: (A) Schematic representation of the parameters employed in the simulations.
The helix axes are used as reference lines to define the angles between domains. (B) and (C) 
Surface representations of the blg9 and blgl4 i n  s i l i c o  generated structures.
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proposed distance between the ends of domains 1 and 3 agrees with that reported 
by Stuhmeier et al. (2000).
7.4.1 M ethod validation
In order to validate the methodology proposed in this chapter, the structures of 
both blgO and big 14 were reconstructed by using different combinations of the 
datasets. In all simulations, the ranges of variations of the angular parameters 
were as follows: 0 ° < cjoi < 180°, 0° < < 360°, 180° < <j)2, < 360° and 0° < 3^ <
360°. Different combinations of the parameters give rise, however, to effectively 
the same low-resolution structure (for instance (^1, ^1, ^3, ^3) =  (0°, 0°, 0°, 0°) 
and (0°, 90°, 0°, 90°)). For this reason, in order to compare results from different 
runs, the four aforementioned parameters were reduced to only three parameters: 
■0J2 =  —sm (0i) representing the angle between domains 1 and 2, '023 — ~sin{(f)s) 
the angle between domains 2 and 3, and finally
013 — acos[cos{(j)i)cos{0i)cos{(f)3)cos{93) 
+cos(0i)sin(0i)cos(03)sm(^3)
+sm(0i)5w(03)l
the angle between domains 1 and 3, in a plane containing their helical axes. 
Using this convention, blg9 is defined by the angles (0 i2> Æ )  'l/’ia) — (90°, 90°, 0°), 
whereas blgl4is defined by the angles (0^2)V^23,V'lD ~  (90°,90°, 180°) (see Fig. 
7.3B and C).
Different families of simulations using only one of the possible datasets were 
performed. In addition, other families of simulations employing both SAXS and 
SV, SAXS and FRET, or SV, FRET and SAXS data were made. The settings 
utilised for the simulations are shown in Table 1. Comparison of these simulations 
was used to evaluate the advantages of using this multi-technique global modelling 
approach.
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A
c
0.1 0.15 0.2 0.25 0.3 0.35 0.4
s(1/Â)
B
c
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
s(1/A)
Figure 7.4: (A ) Sim ulated SA XS data for blg9 (dataset SA XS9, crosses, solid line) and 
big 14(dataset SA XS14, open circles, dashed line). (B) Sim ulated SA X S data for blgQwith  
0 (dataset SA XS9, solid line), 2000% (dataset SAXS920, filled boxes) and 4000% (dataset 
SAXS940, open circles) added noise. So lid /dashed  vertical lines represent error bars.
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Sample Identifier Datasets
used
Nr To Tp risv I f Vx
blg9 S9-H SV9 12 2.0 0.004 1 0 0
blg9 S9-F PRET9 10 2.0 0.004 0 1 0
blg9 S9-X SAXS9 10 2.0 0.004 0 0 1
blg9 S9-X-20 SAXS920 10 2.0 0.004 0 0 1
blg9 S9-X-40 SAXS40 10 2.0 0.004 0 0 1
blg9 S9-HX-0 SV9, SAXS9 10 6.0 0.0001 1 0 6
blg9 S9-HXF-0 SV9, SAXS9,FRET 10 6.0 0.01 1 0.1 10
blg9 S9-HXF-20 SV9, SAXS920,PaET9 10 2.0 0.004 1 1 6
blgl4 S14-H SV14 10 2.0 0.004 1 0 0
blgl4 S14-F PRET14 10 2.0 0.004 0 1 0
blgl4 S14-X SAXS14 10 2.0 0.004 0 0 1
blgl4 S14-HXF SV14, SAXS14, FRET14 10 6.0 0.004 1 0.1 10
Table 1. Settings employed for the different simulation families.
In all simulations, the annealing was performed by using at least 10 temper­
ature update cycles {Na = 10). The corresponding temperature update factor a 
was calculated from Tq, Tp and Na as described before (Section 7.3.6). At each 
temperature, Nsteps =  1500 configurations were evaluated.
IeCL
C0 
81
0.0001 0.001
T
Figure 7.5: Rejection probability versus temperature T for one run in the family of simulations 
S9-H.
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The rejection probability factor was defined as the number of rejected config­
urations over the total number of configurations evaluated at each temperature. 
As the annealing process evolves, and the temperature decreases, the rejection 
probability increased from 0, at the highest temperature, to 1 at the lowest (Fig. 
7.5). This evolution reflects the fact that, as the temperature decreases, the 
chance of a configuration with high energy being accepted decreases.
The evolution of the values taken by the parameters 0i, 0i, ^3 and 6  ^ also 
exhibited this trend. A plot of the values taken by (f}i versus those of 61 at 
high temperatures (T =  2.0, Fig. 7.6A) shows a uniform distribution. At this 
temperature, the system explored the energy landscape, and thus the values taken 
by the parameters randomly span their whole variation ranges. A similar plot at 
a lower temperature (T = 0.17, Fig. 7.6B), shows that the parameter values are 
now somewhat confined, reflecting the localisation of the system in configurational 
space. Finally, at the lowest temperatures (T =  0.01), the system is stranded in 
the global minimum, and the parameter values are completely localised (Fig. 
7.6G).
Parameter localisation was also observed by looking at the histograms of the 
values taken by each parameter in accepted configurations as the temperature de­
creases. At high temperatures (T =  2.0, Fig. 7.7A-D, dotted lines), the accepted 
configurations have parameters randomly distributed over their variation ranges. 
At lower temperatures (T =  0.17, Fig. 7.7A-D, dashed lines), the values taken by 
the parameters in accepted configurations have localised distributions. These dis­
tributions become even narrower for lower temperatures (T =  0.01, Fig. 7.7A-D, 
solid lines), for which a total localisation of the parameters at the configuration 
with minimum energy is apparent.
Meanwhile, the values of the variables, such as d and a-lso evolve 
with temperature. At high temperatures, the variables explore a wide range of 
values, limited only by the allowed configurations. For instance, at T =  2.0, the 
sedimentation coefficient Su>^ 20 varies between 2.9 S and 3.35 S, and thus takes all 
accessible values given the ranges of variation of the different parameters defining 
a configuration (Fig. 7.8B). The fluctuations in the variables, and thus their
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Figure 7.6: D em onstration o f parameter localisation. P lots of the values taken by 4>i versus  
those of 01 at tem peratures (A) 2.0, (B) 0.17, and (C) 0.01, for a single run in the S9-X family 
of sim ulations.
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Figure 7.7: Histogram s of the values taken by the parameters (A) 0 i ,  (B) 0i, (C) 0s and (D) 
6s at tem peratures T  =  2.0 {dotted lines), T  =  0.17 (dashed lines) and T  =  0.01 (solid lines), 
for a single run in th e  S9-X  fam ily of sim ulations.
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standard deviations, diminishes with decreasing temperatures, and takes their 
final values once the configuration having minimum energy has been found. This 
behaviour in the temperature evolution is observed for all variables (Fig. 7.8A-C).
Identifier ^23 < Fin silico 90° 90° 0° -
S9-H 91.4 rb 1.8° 88.8 ±  1.8° 7.0 ± 7 ° 5.8
S9-F 90.2 ±  0.3° 89.7 ±  0.45° 4.3 ±3.2° 2.7
S9-X 90.2 ±0.14° 89.7 ±0.23° 2.5 ±1.9° 1.85
S9-HX 90.1 ±0.1° 89.8 ±0.15° 1.4 ± 0 .8 ° 0.93
S9-HXF 90.09 ±  0.09° 89.8 ±0.15° 0.89 ±0.5° 0.63
Table 2. Final parameter statistics for S9 runs using the blg9 structure.
The effectiveness of each individual technique to retrieve the original param­
eters giving rise to the two bulged DNA structures, blg9 and blgl4, was first 
evaluated. The F-value (defined in section 7.3.7, the R  configuration being here 
the configuration defined by the parameters generating the in silico structures of 
blg9 and blgl4) provides a measure of the effectiveness of a family of simulations 
in retrieving the original configuration. In all cases, the structure of blg9 was 
properly reconstructed (Table 2). Simulations employing only the SV9 dataset 
was sufficient to obtain structures that resembled, at low-resolution, the structure 
of blg9 generated in silico (Fig. 7.9A-C, dotted lines, and S9-H in Table 2). This 
occurred also when only the FRET9 or the SAXS9 datasets were employed sep­
arately. In the case of the F RET 9 dataset, the final parameters also agreed with 
the parameters of blg9, but with lower F-value and uncertainties (7.9A-C, solid 
lines, and S9-F in Table 2). Finally, the final parameters obtained by using the 
SAXS9 dataset had the lowest F-value and uncertainties (7.9A-C, dashed lines, 
and S9-X in Table 2).
The combination of two techniques not only reduced the uncertainties of the 
final parameters but also decreased the F-values (Fig. 7.9D-F, dashed and dotted 
lines, and S9-HX in Table 2). This trend was even more pronounced when three 
datasets, SV9, SAXS9 and FRET9, were employed in the reconstruction process 
(S9-HXF in Table 2, and Figs. 7.9D-F, solid lines, and 7.12A). When combining
167
7.4 Results
B
10
0.1 10.10.01
3.6
3.4
2.6 0.10.001 0.01
180
160
140
120
100
80
60
40 —  0.001 100.1 10.01
Figure 7.8: Values taken by (A) xx-, (B) 5 ^,2 0 , and (C) d as a function of the annealing  
tem perature for a single run in the (A) S9-X, (B ) S9-H, and (C) S9-F  fam ily of sim ulations. 
Vertical bars represent the standard deviation  of the values taken by each variable at a fixed 
tem perature, whereas dashed lines indicate their lim its of variation.
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Figure 7.9: Final values of the param eters in different runs of sim ulations using blg9. (A )-(C ) 
Angles ■012 , 023 and 0 i 3 for S9-H (dotted line, crosses), S9-F (solid line, filled boxes) and S9-X  
(dashed line, open circles). (D )-(F ) A ngles 0 i 2 , 023 and 0 1 3  for S9-HX-0 (dotted  line, crosses), 
S9-H XF-0 (solid line, filled boxes).
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techniques, the configuration with minimum energy was also found in a smaller 
number of annealing eycles (data not shown).
The robustness of the reconstruction method in retrieving the original param­
eters was evaluated by applying different levels of noise to the simulated scattering 
data. Two additional SAXS simulated datasets, with noise added at 2000 and 
4000% of the simulated experimental uncertainty, were produced (SAXSQ^o and 
SAXS940, Fig. 7.4B). Families of runs, using these SAXS datasets, either alone 
(S9-X-20 and S9-X-40) or in combination with the SV9 and FRET9 datasets 
(S9-HX-20 and S9-HXF-20), were performed. In both S9-X-20 and S9-X-40, the 
original parameters were retrieved in all the performed runs (Table 3, Figs. 7.1,0). 
As expected, not only the difference between retrieved and original parameters 
(resulting in higher F-values) but also the parameter uncertainties augmented 
with increasing noise levels. As seen before, the inclusion of more datasets im­
proved the reconstruction process. When the SAXS920, SV9 and FRET9 datasets 
were combined, the F-value decreased and the uncertainties in the parameters 
were reduced, with respect to using only the SAXS20 dataset (S9-HXF-20, Table 
3, Fig. 7.10, solid line). Even with large noise levels, the reconstruction process 
was successful in retrieving the in silico structures of blg9 (see superpositions of 
in silico and reconstructed structures in Fig. 7.12B-C). This demonstrated the 
robustness of the method with respect to the introduction of high levels of noise 
in the datasets.
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Identifier i ’n '023 0 6 Fin silico 90° 90° 0°
89-X 90.2 ±0.14° 89.7 ±0.23° 2.5 ±1.9° 1.85
S9-X-20 90.9 ±0.8° 89.4 ±0.6° 5.5 ±3.9° 3.76
S9-X-40 91.2 ±  1.3° 89.1 ±1.5° 7.9 ±4.2° 5.3
S9-HXF-20 90.3 ±  0.2° 89.9 ±0.14° 2.6 ± 1.6° 1.74
Table 3. Final parameter statistics for simulations using blg9 with different
noise levels.
Several families of simulations were performed by using different combinations 
of the blgl4 simulated and experimental datasets. The reconstructions performed 
using only the FRET 14 dataset could not retrieve the original parameters (S14-F, 
Table 4, Fig. 7.11, dashed lines). A similar failure was observed when the SV14 
dataset was used alone (S14-H, Table 4, Fig. 7.11, thin dotted lines). These 
failures are reflected in large F-values. Without any other constraint, there were 
far too many conformations for blgl4 having an end-to-end distance of 135 Â or 
a sedimentation coefficient of 3.32 S, resulting in different runs producing very 
different final values for the parameters. This represented a typical case where 
the energy space defined by the datasets is degenerate (contains several minima), 
resulting in many conformations fitting the datasets equally well.
On the contrary, when using only the SAXS 14 dataset, the retrieved param­
eters converged towards the original ones. This is reflected by a dramatic reduc­
tion in the F~value (S14-X, Table 4, Fig. 7.11). When simultaneously using the 
SAXS14, FRET 14 and SV14 datasets, there was only a marginal improvement in 
the F-value and in the parameter uncertainties (S14-HXF, Table 4, Figs. 7.11). 
This, again, manifested the existence of many conformations of blgl4 that equally 
fit the FRET 14 and SV14 datasets. Apart from a systematic deviation in the 
final value of 0 i3 with respect to that in the in silico structure, the reconstruction 
process of big 14 was successful (Fig. 7.12D).
171
7.4 Results
B
CVJ
^  92
2 4 8 10 1260
Run #
R u n #
Run #
I
84
4 10 126 80 2
28
21
14
7
0
4 10 120 2 6 8
Figure 7.10: Final results for sim ulations using blgQwith different noise levels. (A )-(C ) 
Angles '012 ) 023 and 0 i3  for S9-X -20 (dotted  line,crosses), S9-X-40 (dashed line, open circles), 
and S9-H X F-20 (solid line, filled boxes).
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Identifier F
in silico 90° 90° 180°
S14-H 70 ±  40° 96 ± 6 ° 81 ± 7 ° 66
S14-F 123 ±  29° 56 ±  23° 85 ± 9 ° 65
S14-X 91.7 ±0.6° 88.8 ±0.7° 158.9 ±1.3° 12.4
S14-HXF 91.6 ±0.7° 88.5 ±1.3° 159.7 ±2.7° 11
Table 4. Final parameter statistics for simulations using big 14
7.5 Discussion
In this chapter, a general methodology that can be used to reconstruct the low- 
resolution solution structure of a macromolecular complex from several sources 
of experimental data has been presented. The macromolecule is firstly divided 
into domains for which structural data is available. The domains are combined 
by using a small number of parameters to produce a conformation of the macro­
molecule. The algorithm reconstructs the low-resolution shape of the macro­
molecule by finding the relative positioning of each domain so that a number 
of solution properties (SAXS/SANS profiles, SV and FRET data) are simultane­
ously satisfied. The assembly of the structure of the macromolecule in terms of its 
domains has been implemented in a generalised manner, so that the methodology 
can be applied to a large variety of problems. The MC/SA algorithm employed 
to search for the best conformation is easily scalable to problems with large num­
bers of domains. The procedure was validated against two DNA bulged samples 
with very different overall conformations. The conformations of the two sam­
ples were generated in silico from previous data (Dornberger et ah, 1999; Gohlke 
et ah, 1994; Stuhmeier et ah, 2000) by using two sets of values for the parameters. 
SAXS, SV, and FRET data were simulated from these in silico structures. The 
methodology was tested by using different combinations of the SAXS, FRET and 
SV datasets to restore the original in silico structures of the macromolecules.
In the majority of cases, each individual dataset, when used separately, was 
able to restore the original parameters. The combination of more than one dataset
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Figure 7.11: Final results for sim ulations using b lg l4 . (A )-(C ) A ngles 1/^23 and -0i3 for 
S14-F (dotted line), S14-H (thin dotted  line), S14-X  (solid line, filled boxes), and S14-H XF  
(dashed line, crosses).
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B
Figure 7.12: Final reconstructions of b lg9and b lg l4 . Each panel contains the high-resolution 
in  silico model o f blg9 (panels A-C) or b lg l4  (panel D) as blue sticks and a reconstruction with  
the final average parameters from sim ulations (A) S9-HFX, (B) S9-H XF-20, (C) S9-X-40 and 
(D ) S14-H XF (in red).
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was shown to produce better restorations, in that the final restored parameters 
were more similar to those used for the in silico simulation of the original struc­
tures of the bulges (lower F-values). The uncertainties in the values of the param­
eters in the final reconstructions were shown to diminish as more datasets were 
used for the restoration process. The introduction of noise in the original datasets 
produced similar restored parameters, but with higher F-values and uncertain­
ties. All in all, the method was able to restore the original in silico structures 
even when a considerable amount of noise was introduced into the datasets.
In most, but not all cases, the use of multiple datasets considerably improved 
the restored parameters. The ability to simultaneously fit multiple datasets gen­
erally resulted in a reduction of the parameter uncertainties and a decrease in the 
F-values (improved restored parameters). In any case, the implemented method­
ology provides a single integrated framework for finding the solution conforma­
tions that would potentially fit any individual dataset. In cases where the avail­
able datasets, when fitted individually, predict several possible models for the 
conformation of the macromolecule, the global modelling approach implemented 
in this algorithm allows one to find the model that simultaneously satisfies all the 
datasets. The fact that a single model fits, at the same time, a range of datasets 
increases its likelihood to represent the real conformation of the macromolecule 
in solution. In some circumstances, the values for the parameters predicted by 
different datasets might be contradictory. In such cases, it is very important to be 
able to fit the datasets individually and to manually compare the results provided 
by each dataset.
SAXS ab initio restoration methods are uniquely suited to producing low- 
resolution reconstructions of macromolecules whose structure is unknown. For 
simple shapes, different ab initio restorations usually differ only in minor details. 
In these cases, the reconstructed models can be superimposed and averaged in or­
der to find the consensus reconstruction (Heller et ah, 2003; Kozin and Svergun, 
2001). In some cases, however, the restoration process produces very different 
reconstructions that fit the SAS data equally well (Heller et ah, 2003; Rosen- 
zweig et oh, 1993; Volkov and Svergun, 2003). Some of these models would in 
fact be false positives. Volkov and Svergun (2003) recently showed that ab initio
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Figure 7.13: Three views of various superim posed DAMMIN reconstructions o f blg9and  
b lg l4 . Each panel contains the high-resolution in  silico  model of blg9 (panels A-C, blue lines) 
or b lg l4  (panel D, blue lines) and four DAM M IN reconstructions (represented as yellow, cyan, 
orange and green beads) from the datasets (A ) SA XS9, (B) SAXS920, (C) SA X S9 4 0  and (D) 
SAXS14.
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reconstruction methods are able to reconstruct shapes with small anisometries 
and, sometimes, with voids. Shapes with larger anisometries or smaller voids 
often cannot be reconstructed at all, even if the reconstruction process is stable 
(i.e. always reproduces a similar shape). For this situation, there is no method 
currently available that would systematically sort the reconstructed models into 
families of similar models, or that would provide a reliable measure of the prob­
ability of certain models/families of models being false positive reconstructions.
DAMMIN (Svergun, 1999), arguably the most recognised ah initio recon­
struction method, was applied to the SAXS9, SAXS920, SAXS940 and SAXS14 
datasets in order to test its ability to reconstruct the original in silica models. 
DAMMIN was able to reconstruct the blg9 model when using the noiseless SAXS9 
dataset (Fig. 7.13A). However, the reconstructed models differed greatly from the 
structure of blg9 when the noisy datasets were used (Fig. 7.13B-C). Similarly, 
DAMMIN was unable to reconstruct the structure of blgl4 (Fig. 7.13D). These 
simulations demonstrate the inability of this ah initio reconstruction method to 
deal with relatively complex macromolecular conformations or with data with 
considerable noise levels. Based on the study by Volkov and Svergun (2003), 
we expect similar findings with other ab initio approaches. The methodology 
proposed in this chapter is restricted to cases where previous structural data for 
the subunits comprising the macromolecule are available or can be modelled on 
the basis of available experimental data. However, it makes full use of these 
structural constraints and of several sources of solution properties to reduce the 
number of false positives in the reconstruction process, and increase its reliability. 
The method shown here is more suitable than ab initio reconstruction approaches 
for reconstructing macromolecular shapes of complex nature.
The generalised rigid-body algorithm presented here is unsuitable for to the 
reconstruction of macromolecules whose crystal structures differ significantly from 
their solution conformations. In such cases, ab initio shape determination proce­
dures are expected to produce more reliable results.
Ab initio reconstruction methods are able only to reconstruct particles with 
homogeneous electron density (atomic density for SANS). Accordingly, they can­
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not be used for the reconstruction of macromolecular complexes whose parts are 
inhomogeneous, such as protein-DNA or protein-polysaccharide complexes. A 
simplified version of the methodology presented here has been recently shown 
to produce excellent results when applied to the reconstruction of the solution 
conformation of a protein-DNA complex (Nollmann et ah, 2004a). The ability to 
reconstruct inhomogenous macromolecular complexes represents another advan­
tage of this approach with respect to ab initio retrieval methods.
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X -ray scattering by m atter
In this section, the principles of x-ray scattering and the equations for small angle 
x-ray scattering (SAXS) shall be reviewed. A more thorough intioduction can be 
found both in Kratky (1982) and Guinier (1963).
X-rays are transverse electromagnetic waves with wavelengths typically rang­
ing from 0.5 to 2.5 Â, between the ultraviolet (2000 Â) and the gamma (0.3 Â) 
regions of the spectrum. In the de Broglie interpretation, electromagnetic ra­
diation can behave both as waves or particles (photons); however, as SAXS is 
concerned with interference processes, only the wave nature of electromagnetic 
radiation will be manifested.
The geometrical optical properties of x-rays are rather different from those of 
visible light. The index of refraction of most substances shows variations smaller 
than 10-4 in the x-ray region, and the x-rays are almost not refracted. This essen­
tially implies that x-rays cannot be focused by means of typical lenses, but only 
by using other methods (e.g. mechanically bent Si monocrystals that actually 
act as x-ray lenses). However, x-rays can be reflected at the total reflection angle 
at grazing incidence on a solid medium, provided that its index of refi action is 
smaller than unity.
The intensitij of a light beam is defined as the flux of energy that crosses a 
unit surface area normal to the direction of propagation per unit time. In the
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case of a point source, the intensity in a given direction is defined as the flux of 
energy emitted by the source in that direction per unit solid angle per unit time.
A number of processes are responsible for the decrease in beam intensity that 
occurs when x-rays travel through matter. The x-rays can be either scattered 
(ie dispersed) or absorbed. In addition, the scattering can be elastic or inelastic. 
In the first case, the photon is scattered by the electronic cloud surrounding the 
atom, and changes its direction, but not its energy. Inelastic scattering can only 
be produced through x-rays interacting with matter by Compton processes. In 
this case, the photon interacts with an electron, changing its energy and momen­
tum. As a result, the photon changes its own energy and direction of propaga­
tion, and thus the process is incoherent and inelastic. It is worth mentioning that 
photons scattered by Compton processes cannot interfere (they have different 
wavelengths and phases), and so their contribution to the final intensity is simply 
additive.
Last but not least, the photon can be absorbed by the sample. In this case, 
an atom in the sample absorbs the photon and gets excited {photoelectric effect). 
Upon de-excitation the atom emits either an electron {Auger effect) or an x-ray 
with lower energy than the absorbed one (i.e. x-ray fluorescence).
A .0.1 Interference and scattering profile
Since SAXS is concerned with waves elastically scattered at very small angles 
with respect to the incident radiation, only elastic coherent dispersion will be 
considered (i.e. Compton processes will not be taken into account). This implies 
that the final scattered amplitude can be calculated as a sum over all the photons 
scattered by different parts of the sample (Guinier, 1963), The intensity is then 
the complex module of the scattering amplitude.
If A q is the amplitude of the incident electromagnetic field at the origin of 
coordinates (O) (Fig. A.0.1), the amplitude of the scattered wave at a distance 
r at time t can be expressed as
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Figure A.l: Scheme of a scattering process by two point centres.
where co is the frequency of the incident wave, k the Poynting vector of the 
scattered light, 'ip the scattering phase shift, and /  the seattering factor, which 
generally is a function of the angle between the incident and the scattered waves.
The interference term between two waves that were scattered by the sample 
at O and M  will be now considered. The directions of the incident and scattered 
waves will be So and S  (Fig. A.0.1), respectively (Guinier, 1963). If we assume 
that the phase shift 'ip is the same for both scatterers\ the interference term will 
be proportional to the product of the scattering amplitude coming from O and 
the complex conjugate of the amplitude of the wave scattered at M, i.e.
^This assumption is valid even if the scattering atoms are different, and breaks down only 
in exceptional cases.
182
interference oc FiF f oc (A.l)
The incident wave needs — ti more time to get to M  than to get to O. 
Taking into account that u  ~  kc (dispersion relation), this term can be rewritten 
as 2^ "  =  k{mM ), where m M  is the distance between m  and M  (Fig. A.0.1).
If we define the vector joining O and M  as d, the first phase term in Eq. A. l can 
be expressed as
uj(ti — t g )  — — kd.So.
Meanwhile, the second phase difference arises from the increased distanee (i.e. 
M n) that the wave scattered at M  has to travel with respect to the one scattered 
at O. Considering that ki = k2 = kS  and f { - 7% = d, the spatial phase difference 
can be rewritten as
(k ifi — k2T2 ) = —k S.d 
Finally, the total phase difference can be written as
( ^ - ^ )(j) =  ~27rd.' A
where A =  % is the wavelength of the incident radiation. If we define s —\k\
2 n{S  — ;%)/A, then the interference term can be expressed as
/Foe’* = /Aoe’^ *'.
The vector s plays a very important role in scattering theory. If we define the 
angle between the incident and the scattered radiation as 26, and by taking into 
account that cos(26*) =  cos'^{9) — sin^{6), the modulus of s can be shown to be
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47T . s = —  Sind
By using the same reasoning, it is possible to deduce the interference term 
from N scatterers
N
i=l
It will now be convenient to consider the continuous limit, because of the 
enormous number of scattering electrons present in a sample and the fact that 
electrons are not localized in space (Kratky, 1982). If we define p{f) as the 
number of electrons per unit volume, the volume element dV at position r will 
now contain p{f) dV  electrons, and the previous equation can be written as
F { S ) =  [  p { r ) é ^ - ^ d V  (A.2)
where the volume integral runs over all the particle volume. Now, the intensity 
is the complex square of the scattering amplitude and can be thus be written as 
(Kratky, 1982)
I{S) =  F . F *  = j  j  p(f\) p{fi)  - ’■"=) dVi dVi
Expressing the electron density p(f) by its mean p and its fluctuations Ap
p{f) =  p{j^ +  Ap(f),
with
p(fO = i  J  p{f) dV, (A.3)
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and taking into account the large dimension of the scattering volume, the scat­
tered intensity can be rewritten as
7 ( s )  =  j  J  A p ( n )  A p ( , ^ )  d V i  ( A . 4 )
This Fourier integral involves the relative distance f  = (C — r^) for every pair 
of points, and it is then convenient to divide the double integral into two parts: 
first integrating over all pairs with equal relative distanee, and then integrating 
over all relative distances, including then the phase factor. In order to do that, 
it is necessary to introduce the auto-correlation function
7(0 ^  J  Ap(n -  0  (A.5)
where V  is the particle volume. The auto-correlation function 7 (f) can be 
interpreted as the average of the product of two fluctuations at a distance 
r — \f{ — f 2 \=constant (Debye and Bueche, 1949), that is to say
7(0  =< 77(0 )77(0 ) > •
In terms of 7 the intensity is now
I(s) =  V f  7 ( r )  ( A . 6 )
As small angle scattering only measures the photons seattered at very small 
angles (~  3—5*^ ) with respect to the incident beam, and as the particles in solution 
have no preferential orientation, further simplifications can be introduced.
Fi’om the isotropic particle distribution it follows that the autocorrelation 
function will only depend on r, and not on its direction. In addition, the isotropic 
average of the phase term in A.6 will be reduced to (Debye, 1915)
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,  J l.f '^all directions— j5 r
by means of which Eq. A . G can be rewritten as
J(s) =  ^  J  r^7 (r) dr ~  47r J  p{r) dr. (A.7)
where p{r) = r^V j{r )  is the pair distance distribution function. For inhomoge­
neous particles, the p{r) function is proportional to the product of the different 
scattering lengths niUj (with Ui =  Ap(rî) d%) of two volume elements i and j  
with a centre to centre distance between r and r -h dr, summing over all pairs at 
that distance. For the discrete case, this reduces to
1 TV
P{r) -  ^  ^  /\p(ri)Ap{rj)6(\fi -  rj\ -  r), (A.8)
i,i=0
where N  is the number of electrons in the partiele, and 5{a — b) is Kronecker’s 
(5-function that is one when a = b and zero otherwise.
For homogeneous particles things are less complicated, and the p(r) function 
reduces to
1 AP(r) =  ^  ^  ^(In -  d I -  r), (A.9)
ûj=o
that is to say, a histogram of distances between pairs of points in the particle.
A further description of SAXS and its applications can be found in Section
0 0
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D eveloped  com puter program s
B,1 Summary
This chapter will give a brief description, when this has not been done in any of 
the chapters above, of the computer programs developed throughout this project. 
All the programs have been developed in the C language and run under the Linux 
platform. Working versions ean be found in the CD attached to this thesis, and 
further information will be available on request.
B.2 P D B 2 0 r ig in
This program translates a structure so that its centre of mass (CM) is at the 
origin of coordinates. This routine also determines the maximum inter-atomic 
distance [ D m a x ) m the structure.
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B.3 P D B 2M ainA xis
This program rotates a structure so that its main axes of inertia are located in 
the directions defined by the coordinate axes (xyz). Several routines from (Press 
et ah, 1995) were employed to develop this program.
B.4 gaussian-shape
The PDB structure is loaded and PDB20rigin and PDB2MainAxis are invoked. 
The structure is then enclosed in a box of size I.SHmax, which is divided into a 
3D array of smaller cubes (voxels) of side dx. The total number of voxels in the 
box is defined as Apo/ATTS, where N pqints — IBDM Ax/dx. The coordinates of 
each atom t (?y) in the structure are used to determine which voxel (i, j, k) in the 
lattice it occupies. The contribution made by an atom t to the Gaussian electron 
density (/?) at a voxel is calculated by
Plj,k =  exp l-7T\ri,j,k -  (B.l)
where is the electron density of atom t, at is the van der Walls radius of atom
t, A  is a. constant, is the coordinate vector pointing to the centre of voxel
{ i,j,k ), and ft is the coordinate vector of atom t. After looping over all the 
atoms, the total Gaussian electron density p for each voxel (%, j, k) is obtained by
N
where N  is the total number of atoms in the original PDB structure. Then, pij^k 
is thresholded so that
PiJ:k 0 if Pij^k < 9t- Pi,j,k otherwise ' ^
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where 9t is a user-defined threshold. Finally, several expansion-contraction cycles 
(6 — 10) of the p matrix were performed as in Gerstein (1992); Lee and Richards 
(1971) in order to fill holes and cavities in the gaussian electron density.
B.5 volum ePD B
The program loads a bead model or high-resolution structure in PDB format, 
calls PDB20rigin to translate it to the origin of coordinates and PDB2MainAxis 
to align its main axes of inertia with the coordinate versors. Then, it invokes 
gaussian-shape to obtain the Gaussian electron density pij^k, and calculates the 
total number of occupied voxels {No, i. e. voxels with nonzero electron density). 
The volume of the macromolecule can be estimated as
V  = No X dx^.
B.6 PDB2average
The program PDB2average is designed to load a number no of structures (ei­
ther bead or high-resolution models) and obtain from them a consensus average 
electron density. The program assumes that the models have been already su­
perimposed. At first, all the different structures are loaded and their Gaussian 
electron densities calculated, as described above. Then, the global Gaussian elec­
tron density is obtained by averaging of the individual electron densities. Finally, 
the global electron density is thresholded by a value chosen by the user, and 
one atom is placed for every node containing a non-zero electron density. Alter- 
natevely, the gloabl Gaussian electron density is populated with a user-defined 
number of atoms by using a Monte Garlo strategy.
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B.7 Overlap removal routines
A few routines were developed for the quantification and removal of overlaps 
and voids from bead models. These routines are employed in the program 
PDB2overlap but are also used by other programs.
B.7.1 Quantifying overlaps
The overlap between any two beads in the structure (i, j)  is estimated as
=  +  (B.3)
where Rj is the radius of bead j ,  Ri is the radius of bead i, fj  are the coordinates 
of bead j  and n  those of bead i. By looping over all pairs of beads in the structure, 
the total number of overlaps is counted as
N  N
N o v e r la p s  ~  ^  ^   ^ ^)>i=l j=l
where N  is the number of beads, 9{) is the Heaviside function, and © is a threshold 
usually set at 0.01 Â,
B .7 .2 Elim inating overlaps
This routine reduces the overlaps over the structure in an asynehronous manner. 
The steps are as follows. (1) The matrix is calculated. (2) The overlaps are 
sorted in ascending order and the radii of those atoms i , j  with highest overlap 
are reduced by
Ri = Ri x T ,  Rj — Rj X  r
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where V is an overlap reduction factor, usually 0.99. This reduction is only applied 
to beads with a radius higher than a predefined minimum radius, usually 0.5 Â. 
(3) If the number of overlaps is nonzero, the procedure restarts at step (1).
Finally, after there are no more overlaps in the bead model, a tangency cri­
térium is applied. The radius of each bead i is incremented until its overlap with 
any of its neightbours is exactly zero (as defined in Eq. B.3). This procedure is 
repeated for each bead i in the structure in order to reduce voids.
B .7 .3 P D B 2over lap
This program integrates the routines above. PDB2overlap loads a bead model, 
which consists of N  bead coordinates (?q) and radii (Ri), estimates the overlaps 
and eliminates them, if necessary.
B.8 newAtoB
NewAtoB was developed in order to grid a structure of a macromolecule on a 
cubic lattice, thus producing a so-called bead model with reduced resolution. 
This computer program was systematically employed to reduce the resolution of 
high-resolution models when performing hydrodynamic calculations. A detailed 
description can be found in Section 3.3,1.
B.9 nam ot2scrip t
The program generates scripts in NAMOT (l\m g and Carter, 1994) scripting 
language, each coding for a particular DNA structure. The inputs of the program 
are: the choosen model, the range of the parameters that is to be explored, and 
the number of structures in the chosen parameter range. The output file can be
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directly run in NAMOT, which generates a series of PDB models that are then 
processed through CRYSOL, CRYSON or HYDROPRO in order to calculate 
their scattering and hydrodynamic properties.
B.IO domain-rot
The hypothetical structure of a macromolecule is divided into n domains, for 
which structural data is available. Domain-rot produces myriad instances of the 
structure of the whole macromolecule from the structures of its composing do­
mains by using a small number of parameters. The permitted translations and 
rotations of these domains, as well as the ranges of variation of the parameters 
are specified by the user. For every given conformation of the macromolecule, 
domain-rot predicts its scattering profile (using CRYSOL or CRYSON) and cal­
culates the %-values that the simulated scattering curves produced when fitted to 
the experimental data. The minima are found by visual inspection of the contour 
plots of X versus the varied parameters. These minima represent the structures 
of the macromolecule that best fit the experimental scattering data.
B . l l  rayuela
This program uses generalised rigid-body modelling, combined with a Monte 
Carlo/simulated annealing optimisation method, to seareh over a large range of 
possible conformations for the structure of the macromolecule that best fits solu­
tion experimental properties derived from experimental or simulated small angle 
seattering, fluorescence resonance energy transfer, and analytical ultracentrifuga­
tion datasets. A detailed description of the algorithms involved in making this 
program can be found in Chapter 7.
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