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Abstract
This paper develops a technique to detect whether the cross
traffic competing with a flow is elastic or not, and shows how
to use this elasticity detector to improve congestion control. If
the cross traffic is elastic, i.e., made up of flows like Cubic that
increase their rate to fill up all available bandwidth, then one
should use a TCP-competitive scheme that competes well with
such traffic. If, however, the cross traffic is inelastic, then one
can use a delay-controlling scheme that maintains low delay.
Our elasticity detector modulates the flow’s rate with
sinusoidal pulses that create small traffic fluctuations at
the bottleneck link, and it estimates elasticity from the
frequency response (FFT) of the rate of the cross traffic. We
design Nimbus, a congestion control system that uses the
elasticity detector to switch between TCP-competitive and
delay-controlling algorithms. Our results on emulated and
real-world paths show that Nimbus (switching between Cubic
and a suitable delay-controlling scheme) always achieves
throughput comparable to or better than Cubic, but with delays
that are much lower when cross traffic is inelastic. Compared
to Copa, which also switches between a TCP-competitive and
a delay-controlling mode, Nimbus detects the nature of the
cross traffic more accurately; and unlike Copa, it can support a
variety of delay-controlling and TCP-competitive algorithms.
1 INTRODUCTION
Achieving high throughput and low delay has been a
primary motivation for congestion control research for
decades. To achieve these goals, researchers have proposed
many delay-controlling algorithms over the years. Unlike
loss-based methods like Cubic [12], NewReno [14], and
Compound [28], delay-controlling schemes like Vegas [3],
FAST [32], LEDBAT [26], Sprout [33], and Copa [2] reduce
their rates as delays increase to control packet delays and
avoid “bufferbloat” [11].
There is, however, a major obstacle to deploying delay-
controlling algorithms on the Internet: their throughput is
dismal when competing against loss-based senders at a shared
bottleneck. The reason is that loss-based senders increase their
rates until they observe losses, which causes queuing delays to
increase; in response to increasing delays, a competing delay-
controlling flow will reduce its rate. The loss-based flow then
grabs this freed-up bandwidth. The throughput of the delay-
controlling flow plummets, but delays don’t reduce. Because
most traffic on the Internet today uses loss-based algorithms,
it is hard to justify deploying a delay-controlling scheme.
Is it possible to achieve the benefits of delay-controlling
algorithms while ensuring that throughput does not degrade
in the presence of schemes like Cubic or NewReno? This
question has received some attention recently, with Copa
proposing an algorithm with two modes—a “default” mode
that controls delay but which competes poorly against
schemes like Cubic, and a “TCP-competitive” mode that has
no delay control but competes more aggressively.
Motivated by this question, we ask whether we can
characterize cross traffic as elastic or inelastic using only ob-
servations of packet delivery timings at a sender and receiver.
By “elastic”, we mean traffic that increases its rate when
it senses that more bandwidth is available, and decreases it
otherwise. Examples of elastic traffic include backlogged
congestion-controlled flows using either loss-based methods
like Cubic and NewReno, or delay-based ones like Vegas,
Copa, and BBR [5]. Examples of inelastic traffic, by contrast,
include constant bit-rate (CBR) flows, short TCP connections,
application-limited flows, and cross traffic bottlenecked at
a different link.
We show that setting the operating mode of a congestion
control algorithm using the output of an elasticity detector
produces robust congestion controllers. When cross traffic is
inelastic, a delay-controlling algorithm can be used to achieve
low delay, but when cross traffic is elastic, an algorithm that
competes fairly with the cross traffic without necessarily
attempting to control delay is required. We note that the
relevant aspect of cross traffic is its elasticity, and not whether
it is governed by a delay-controlling or loss-based algorithm.
A delay-controlling method may be unable to achieve a fair
share of the throughput when sharing a bottleneck with a
delay-based elastic flow; e.g., Vegas may compete fairly with
other Vegas flows, but it may get less than its fair share of
throughput against Copa.
We therefore seek to detect the absence of elastic flows in
the cross traffic, as a sufficient (but not necessary) condition
for operating in a delay-controlling mode without loss of
throughput. Our goal is to ensure throughput on par with a
baseline TCP-competitive scheme like Cubic, while exploit-
ing opportunities with no elastic cross traffic to switch to a
delay-controlling scheme. We leave the problem of how to
use a delay-controlling mode in the presence of delay-based
elastic cross traffic to future work. This requires methods
beyond elasticity detection, such as detecting the type of
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(a) Cubic: High delay
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(b) Delay-control: Throughput drops
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(c) Nimbus: Lower delay with high throughput
Figure 1: On a 48 Mbit/s link, a flow competes with one elastic long-running Cubic flow for 60 seconds (starting at t = 30 sec.), followed
by 60 seconds of inelastic traffic sending at 24 Mbit/s. We compare Cubic, a delay-controlling scheme (§4.1), and Nimbus, configured to switch
between these two methods based on cross traffic elasticity. Cubic has a large queuing delay throughout. The delay-controlling scheme achieves
low delay when the cross traffic is inelastic but suffers significant throughput loss when it competes with Cubic. Using mode switching, Nimbus
achieves the fair throughout against Cubic and lower queuing delays when the cross traffic is inelastic.
congestion control algorithm used by elastic cross traffic.
Elasticity detection. We have developed an elasticity
detector that uses only end-to-end observations to monitor
the cross traffic to determine if the cross traffic contains any
elastic flows. The sender continuously modulates its rate with
sinusoidal pulses to create small traffic fluctuations at the
bottleneck at a specific frequency (e.g., 5 Hz). It concurrently
estimates the rate of the cross traffic based on the its own
send and receive rates, and monitors its frequency response
(FFT) to determine if the cross traffic’s rate oscillates at the
same frequency. If it does, then the sender concludes that the
cross traffic contains elastic flows; otherwise, it is inelastic.
This technique relies on two assumptions. First, the sender
must be able to create sufficient pulses and observe the
impact on cross traffic over a period of time. Hence our
technique is best suited for large data transfers. Fortunately, it
is precisely for such transfers that delay-controlling schemes
can provide the most benefit, because short flows are unlikely
to cause significant queueing delay [11].
Second, pulsing is most effective when the elastic flows
in the cross traffic are sensitive to traffic fluctuations at the
bottleneck on a short timescale, for example, a few RTTs.
If an elastic flow is slow to react to bandwidth changes,
it can go undetected with small traffic pulses. While it is
possible in theory to use large pulses to detect such “sluggish”
elastic flows, this could cause congestion. Most congestion-
controlled elastic flows react to bandwidth variations on RTT
timescales. In particular, the majority of TCP traffic on the
Internet is ACK-clocked. For these flows, RTT-timescale
changes in the receive rate get reflected in similar changes
to the send rate via ACKs, thereby causing the senders to
oscillate at the same frequency as the traffic fluctuations at
the bottleneck. Our elasticity detector is targeted at detecting
ACK-clocked elastic flows, but we have also found that it
classifies fast-reacting rate-based flows as elastic.
Nimbus. We present the design and evaluation of Nimbus,
a congestion control system that uses our elasticity detector
to switch between TCP-competitive and delay-controlling
modes. Nimbus can support a variety of algorithms in each
mode. We report results with Vegas, Copa’s “default mode”,
and a simple new method that uses our cross traffic rate
estimator, as examples of delay-controlling algorithms, and
Cubic and Reno as examples of TCP-competitive algorithms.
Fig. 1 shows an example result with Nimbus.
Our elasticity detector is a building block not only
for Nimbus, but we envision it being used to solve other
problems. One example is as a sub-system for aggregate
traffic management of a traffic bundle consisting of many
flows to achieve controlled delays [1]. Another is as a
measurement and diagnostic tool to detect the nature of cross
traffic, which might shed light traffic behavior and guide the
deployment of active queue management (AQM) schemes.
We have implemented the elasticity detector and Nimbus
in Linux using CCP [23]. Our experimental results show that:
1. On an emulated bottleneck link (96 Mbit/s, 50 ms delay,
100 ms buffering) with a WAN cross-traffic trace, Nimbus
achieves throughput comparable to Cubic and BBR but
with 50 ms lower median delay.
2. For video cross traffic, on average Nimbus achieves
throughput comparable to Cubic and 37% higher than
Copa. Cubic incurs 38% higher mean delay than Nimbus.
PCC-Vivace and BBR incur higher delay and achieve
lower throughput than Nimbus.
3. Compared to Copa, Nimbus classifies cross traffic more
accurately and is more robust. For instance, Copa’s
classifier fails when the inelastic cross traffic rate exceeds
80%, and its accuracy of detecting elastic flows degrades
from 85% to 15% when the RTT ratio between the
cross traffic and Copa increases from 1 to 4. By contrast
Nimbus’s accuracy is close to 100%, dropping less then
10% when the RTT ratio is 4:1.
4. Our elasticity detector is robust to a variety of cross traffic
conditions, achieving at least 85% accuracy when: (i) the
cross traffic is a combination of varying number of elastic
flows and highly-varying inelastic short flows; (ii) the
cross traffic RTT is different from Nimbus’s RTT; (iii) the
cross traffic is composed of multiple elastic flows with
different RTTs. These results hold across a wide range
of network characteristics: buffer sizes, RTTs, bottleneck
link rates, active queue management schemes, and shares
of the bottleneck link rate controlled by Nimbus.
2
5. On real Internet paths, Nimbus (switching between
Cubic and a simple delay-controlling scheme) achieves
throughput comparable to or better than Cubic on most
of the 25 real-world paths we tested, with lower delays
in 60% of paths and similar delays in the other 40% of
paths. Compared to BBR, Nimbus achieves 10% lower
mean throughput, but at 40–50 ms lower packet delay.
2 RELATED WORK
The closest previous schemes to Nimbus are Copa [2] and
BBR [5]. These schemes periodically modulate their sending
rates, but they do not infer the elasticity of cross traffic.
Copa. Copa aims to maintain a bounded number of packets in
the bottleneck queue. Copa induces a periodic pattern of send-
ing rate that nearly empties the queue once every 5 RTTs. This
helps Copa flows obtain an accurate estimate of the minimum
RTT and the queuing delay. In addition, Copa uses this pattern
to detect the presence of non-Copa flows: Copa expects the
queue to be nearly empty at least once every 5 RTTs, provided
only Copa flows with similar RTTs share the bottleneck link.
If the estimated queuing delay does not drop below a threshold
in 5 RTTs, Copa switches to a TCP-competitive mode.
Unlike Copa, Nimbus does not look for a pattern in the
RTTs caused by its transmission pattern. Instead, it estimates
the rate of the cross traffic and observes how the cross traf-
fic reacts to the rate fluctuations it induces over a period of
time. This enables Nimbus to directly estimate the elasticity
of cross traffic. Although elasticity detection takes a few sec-
onds, our experiments show that is significantly more robust
than Copa’s method. For example, we find that Copa mis-
classifies cross traffic when the inelastic traffic rate is high,
or when elastic flows have high RTTs (§8.2). Moreover,
since Nimbus’s cross traffic estimation technique does not
rely on properties of any specific rate control algorithm (e.g.,
emptying queues every 5 RTTs), it can be applied to any com-
bination of TCP-competitive and delay-controlling schemes.
BBR. BBR estimates the bottleneck bandwidth (b) and
minimum RTT (d). It paces traffic at a rate b while capping
the number of in-flight packets to 2×b×d. BBR periodically
increases its rate over b for about one RTT and then reduces
it for the following RTT. BBR uses this sending-rate pattern
to obtain estimates of b; specifically, it tests if the bottleneck
rate exceeds the current estimate b in the rate-increase phase.
BBR does not compete fairly with other TCP flows (e.g.,
Cubic). BBR’s method to set rate can be overly aggressive
in the presence of other TCP flows. Depending on the bot-
tleneck buffer size, either the BBR-induced losses limit the
throughput of the other TCP flows (with shallow buffers), or
BBR’s hard cap on its in-flight data based on d causes it to get
lower throughput than its fair share (with deep buffers) [13].
Other related schemes. Vegas [3] and FAST [32] are
delay-based algorithms that aim to maintain small queues at
the bottleneck using different control rules. Other delay-based
Bottleneck link 
(rate = µ)
Sender S(t) ReceiverR(t)
Cross Traffic 
Receivers
Cross Traffic 
Senders
z(t)
µ – R(t)
Figure 2: Network model. The time-varying total rate of cross
traffic is z(t). The bottleneck link rate is µ. The sender’s transmission
rate is S(t), and the rate of traffic received by the receiver is R(t).
algorithms include TCP Nice [31], LEDBAT [27], and
Timely [22] (which is designed for datacenters). These
schemes generally perform poorly when competing with loss-
based algorithms. PCC-Vivace [7] uses an online learning
algorithm to adapt its sending rate to maximize a utility func-
tion that incorporates the achieved rate, delay, and loss rate.
Our experiments (§5, §8.1) show that Vivace cannot achieve
both low delay with inelastic cross traffic and compete fairly
with elastic TCP flows. Compound TCP [29] maintains both a
loss-based window and a delay-based window, and transmits
data based on the sum of the two windows. Compound does
not attempt to switch between two modes, and therefore it
incurs high queuing delays due to its loss-based window.
3 CROSS-TRAFFIC ESTIMATION
We first show how to estimate the total rate of cross traffic
(§3.1) at the sender. Then, we show how to detect whether
the cross traffic contains any ACK-clocked elastic flows,
describing the key ideas (§3.2) and a practical method (§3.3).
Figure 2 shows our network model and introduces some
notation. A sender communicates with a receiver over a single
bottleneck link of rate µ. The bottleneck link is shared with
cross traffic, consisting of an unknown number of flows, each
of which is either elastic or inelastic. S(t) and R(t) denote the
time-varying sending and receiving rates, respectively, while
z(t) is the total rate of the cross traffic. We assume that the
sender knows µ, and can use prior work to estimate it (§4.2).
3.1 Estimating the Rate of Cross Traffic
We estimate z(t) as: zˆ(t)=µ
S(t)
R(t)
−S(t). (1)
To understand why this estimator works, consider Fig. 2.
The total traffic into the bottleneck queue is S(t)+ z(t), of
which the receiver sees R(t). As long as the bottleneck link
is busy (i.e., its queue is not empty), and the router treats all
traffic the same way, the ratio of R(t) to µ must be equal to
the ratio of S(t) and the total incoming traffic, S(t)+z(t).
In practice, we can estimate S(t) and R(t) by considering
n packets at a time:
Si,i+n=
nbytes
si+n−si , Ri,i+n=
nbytes
ri+n−ri , (2)
where nbytes is the total size of the n packets, sk is the time
at which the sender sends packet k, rk is the time at which
the sender receives the ACK for packet k, and the units of
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Figure 3: Instantaneous delay measurements do not reveal elasticity.
The bottom plot shows the total queuing delay (in orange) and the self-
inflicted delay (in green). The experiment setup is the same as Fig. 1a.
the rate are packets per second. Note that measurements of
S(t) and R(t) must be performed over the same n packets.
We have conducted several tests with various patterns of
cross traffic to evaluate the effectiveness of this z(t) estimator.
The overall error is small: the 50th and 95th percentiles of
the relative error are 1.3% and 7.5%, respectively.
3.2 Elasticity Detection: Principles
We seek an online estimator to determine if the cross traffic
includes any elastic flows using only measurements at the
sender.1 A strawman approach might attempt to detect elastic
flows by estimating the contribution of the cross traffic to
queuing delay. For example, the sender can estimate its own
contribution to the queuing delay—i.e., the “self-inflicted”
delay—and if the total delay is significantly higher than the
self-inflicted delay, conclude that the cross traffic is elastic.
This simple scheme does not work. To see why, consider
again the experiment in Figure 1a, where a Cubic flow shares
a link with elastic and inelastic traffic in two separate time
periods. Figure 3 plots the self-inflicted queuing delay for
the Cubic flow in the same experiment. The self-inflicted
delay looks nearly identical in the elastic and inelastic phases
of the experiment. The reason is that a flow’s share of the
queue occupancy is proportional to its throughput, which is
roughly the same in the two phases of the experiment. The
Cubic flow gets roughly 50% of the bottleneck link; therefore,
its self-inflicted delay is roughly half of the total queuing
delay at all times. This example suggests that instantaneous
measurements cannot be used to reliably distinguish between
elastic and inelastic cross traffic.
To detect elasticity, tickle the cross traffic! Our method de-
tects elasticity by monitoring how the cross traffic responds to
induced traffic variations at the bottleneck link over a period
of time. The key observation is that elastic flows react in a pre-
dictable way to rate fluctuations at the bottleneck. Consider,
for example, long-running Cubic or Reno flows, which are
ACK-clocked. For these flows, if an ACK is delayed by a time
duration δ seconds, then the next packet transmission will also
be delayed by δ. Therefore changes in the rate of packet ar-
rivals at the receiver cause similar changes in the sending rate
after one RTT via the ACKs. By contrast, the sending rate of
inelastic flows does not depend on the receive rate.
1Receiver modifications might improve accuracy by avoiding the need to
estimate R(t) from ACKs at the sender, but would be a little harder to deploy.
75.0 75.5 76.0 76.5 77.0 77.5 78.0
Time (s)
30
35
40
45
50
55
60
65
70
Ra
te
 (M
bp
s)
z S
(a) Elastic traffic
75.0 75.5 76.0 76.5 77.0 77.5 78.0
Time (s)
30
35
40
45
50
55
60
65
70
Ra
te
 (M
bp
s)
z S
(b) Inelastic traffic
Figure 4: Cross traffic’s reaction to pulses. The pulses change the
inter packet spacing for cross traffic. Elastic traffic reacts to these
changes after a RTT. Inelastic cross traffic is agnostic to these changes.
We use this observation to detect elasticity by inducing
changes in the inter-packet spacing of cross traffic at the
bottleneck link. We transmit data in pulses, taking the desired
sending rate, S(t), and sending at a rate first higher, then
lower than S(t), while ensuring that the mean rate remains
S(t). Sending in such pulses (e.g., modulated on a sinusoid)
changes the inter-packet spacing of the cross traffic departing
the bottleneck link in a controlled manner. If the cross traffic
contains elastic flows, then because of the explicitly-induced
changes in the ACK clocks of those flows, their rates will
react to our pulses. In particular, when we increase our rate
and transmit a burst, the elastic cross traffic will reduce its rate
in the next RTT; the opposite will happen when we decrease
our rate. If enough of the cross traffic is elastic, then we can
measure and detect these fluctuations in the cross traffic rate.
Fig. 4a and Fig. 4b compares the responses of a long-
running Cubic flow (elastic) and a constant-bit-rate flow (in-
elastic), when the sender transmits data in sinusoisal pulses at
frequency fp=5 Hz. In the plots, S(t) is the sender’s rate, and
z(t) is the estimated cross traffic rate computed using Eq. (1).
The elastic flow’s sending rate after one round-trip time of
delay is inversely correlated with the pulses in the sending
rate, while the inelastic flow’s sending rate is unaffected.
3.3 Elasticity Detection: Practice
To produce a practical method to detect cross traffic using
this idea, we must address three challenges. First, pulses
in our sending rate must induce a measurable change in z,
but must not be so large as to congest the bottleneck link.
Second, because there is natural variation in cross-traffic, as
well as noise in the estimator of z, it is not easy to perform
a robust comparison between the predicted change in z and
the measured z. Third, because the sender does not know the
RTTs of cross-traffic flows, it does not know when to look
for the predicted response in the cross-traffic rate.
The first method we developed measured the cross-
correlation between S(t) and z(t). If the cross-correlation was
close to zero, then the traffic would be considered inelastic, but
a significant non-zero value would indicate elastic cross traffic.
We found that this approach works well (with square-wave
pulses) if the cross traffic is substantially elastic and has a simi-
lar RTT to the flow trying to detect elasticity, but not otherwise.
The trouble is that cross traffic will react after its RTT, and
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Figure 5: Cross traffic FFT for elastic and inelastic traffic. Only
the FFT for elastic traffic has a pronounced peak at fp (5 Hz).
thus we must align S(t) and z(t) using the cross traffic’s RTT,
which is not easy to infer. Moreover, the elastic flows in the
cross traffic may have different RTTs, making the alignment
even more challenging and rendering the method impractical.
From time to frequency domain. We have developed a
method that overcomes the three challenges mentioned above.
It uses two ideas. First, the sender modulates its packet
transmissions using sinusoidal pulses at a known frequency
fp, with amplitude equal to a modest fraction (e.g., 25%)
of the bottleneck link rate. These pulses induce a noticeable
change in inter-packet times at the link without causing
congestion, because the queues created in one part of the
pulse are drained in the subsequent part, and the period of the
pulses is short (e.g., fp=5 Hz). Specifically, by using short
pulses, we ensure that the total burst of data sent in a pulse
is a small fraction of the bottleneck’s queue size.
Second, the sender looks for periodicity in the cross traffic
rate at frequency fp, using a frequency domain representation
of the cross-traffic rates. We use the Fast Fourier Transform
(FFT) of the time series of the cross traffic estimate z(t) over
a short time interval (e.g., 5 seconds). Detecting periodicity
in the frequency domain is more robust than the time-domain,
for the same reason that frequency modulation provides
better signal-to-noise ratio than amplitude modulation [25]:
it is less affected by variations in the cross traffic rate and
measurement noise. Further, observing the cross-traffic’s
response at a known frequency, fp, yields a method that
is robust to the presence of multiple ACK-clocked flows
with different RTTs. All the elastic flows in the cross traffic,
irrespective of their RTTs and congestion control protocol,
will exhibit rate oscillations at the frequency fp. As a result,
there will be an overall response at frequency fp in the
cross traffic, equal to superposition of the responses of the
individual elastic flows at frequency fp.2
Fig. 5 shows the FFT of the z(t) time-series estimate
produced using Eq. (1) for examples of elastic and inelastic
cross traffic, respectively. Elastic cross traffic exhibits a pro-
nounced peak at fp compared to the neighboring frequencies,
while for inelastic traffic the FFT magnitude is spread across
many frequencies. The magnitude of the peak depends on
how much of the cross traffic is elastic; the more elastic the
cross traffic, the sharper the peak at fp. Therefore, rather
2In theory, the response of flows with different RTTs may cancel each
other out, but this is very unlikely since it requires specific combinations of
RTTs. We have not seen this problem occur in our experiments (§8.2).
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Figure 6: Distribution of elasticity with varying elastic fraction of
cross traffic. The cross traffic consists of an elastic Cubic flow and
inelastic Poisson-distributed traffic with different average rates. Com-
pletely inelastic cross traffic has elasticity values close to zero, while
completely elastic cross traffic exhibits high elasticity values. Cross
traffic with some elastic fraction also exhibits high elasticity (η>2).
Figure 7: Asymmetric sinusoidal pulse. The pulse has period
T =1/ fp. The positive half-sine lasts for T/4 with amplitude µ/4, and
the negative half-sine lasts for the remaining duration, with amplitude
µ/12. The two half-sines cancel out each other over one period.
than compare the peak at fp to a pre-determined threshold,
we compare it to the magnitude of the nearby frequencies.
Specifically, we define the elasticity metric, η, as follows:
η=
|FFTz( fp)|
max f∈( fp,2 fp)|FFTz( f )|
(3)
Eq. (3) compares the magnitude of the FFT at frequency
fp to the peak magnitude in the range from just above fp
to just below 2 fp. We use a hard-decision rule for elasticity
detection: if η is less than a threshold ηthresh(≥1), then the
cross traffic is considered inelastic; otherwise, it is elastic.
3.4 Setting Parameters for Elasticity Detection
Detection threshold. In practice, cross traffic is unlikely
to be purely elastic or inelastic, but will be a mix. In such
scenarios, we want our detector to be sensitive to the
presence of any elastic flows, since even one elastic flow can
eventually grab all the link bandwidth from a well-behaved
delay-controlling flow. A large value of ηthresh will ensure
that purely inelastic traffic will always be classified correctly,
but cross traffic with small elastic components will be
mis-classified. Fig. 6 shows the CDF of elasticity (η) as
the fraction of bytes belonging to elastic flows in the cross
traffic varies. The median values range from η=1 for purely
inelastic traffic to η=10 for purely elastic traffic. We choose
a fixed threshold ηthresh=2 corresponding to classifying 25%
elastic cross traffic correctly 75% of the time.
FFT duration. Computing FFTs over a small duration results
in a protocol that is very responsive to changes in cross traffic;
however, it also increases errors due to noise. Variations in
the inelastic cross-traffic over small periods can result in
false peaks at fp in the FFT, resulting in mis-classification as
elastic. In this paper, we choose an FFT duration of 5 seconds.
Pulse shaping. Rather than a pure sinusoid, we use an asym-
metric sinusoidal pulse, as shown in Fig. 7. In the first one-
5
quarter of the pulse cycle, the sender adds a half-sine of a
certain amplitude (e.g., µ/4) to S(t); in the remaining three-
quarters of the cycle, it subtracts a half-sine with one-third of
the amplitude used in the first quarter of the cycle (e.g., µ/12).
The reason for this asymmetric pulse is that it enables senders
with low sending rates, S(t), to generate pulses. For example,
for a peak amplitude of µ/4, a sender with S(t) as low as µ/12
can generate the asymmetric pulse shown in Fig. 7; a symmet-
ric pulse with the same peak rate would require S(t)>µ/4.
Our pulses produce an observable pattern in the FFT when
the cross traffic is elastic. Using asymmetric sinusoidal pulses
creates harmonics at multiples of the pulse frequency fp.
However, these harmonics do not affect η (Eq. (3)), which
only uses the FFT in the frequency band [ fp,2 fp).
Pulse duration. What should the duration, T , of the pulse
be? The answer depends on two factors: first, the interval
over which S and R are measured (with which the sender
estimates z), and second, the amount of data we are able to
send in excess of the mean rate without causing congestion.
If T were smaller than the measurement interval of S and R,
the perturbation to the cross traffic rate during one part of
the pulse will be averaged out during the rest of the pulse,
resulting in no impact on the estimated z(t). But T cannot be
too large because the sender transmits in excess of the mean
rate S(t) for T/4. In particular, the size of the burst sent in
a pulse is 2pi
µ
4
T
4 =
T µ
8pi ≈0.04µT . If T is equal to the RTT, this
amounts to 4% of the bandwidth-delay product (BDP).
We set T to a large RTT value observed on the Internet, for
example T =200 ms, with the rationale that router buffers are
typically provisioned to avoid packet losses for one such RTT,
and the fact that our implementation measures S and R over
one RTT. We measure rates over an RTT because sub-RTT
measurements are confounded by burstiness in packet
transmissions (e.g., caused by ACK compression [17]).
Note that if the cross traffic reacts slower than the pulse
duration, our elasticity detector might misclassify those
flows. A longer pulse duration, corresponding to the response
timescale of the elastic traffic, could detect such flows.
However, longer pulses would also send more traffic into
the network and might cause congestion. We evaluate this
alternative for detecting PCC-Vivace, a rate-based scheme
(not ACK-clocked), in Appendix F.
4 NIMBUS
Nimbus is a congestion control system that uses mode
switching. It has a TCP-competitive mode in which the
sender transmits using a TCP-competitive congestion control
algorithm (e.g., Cubic), and a delay-control mode that uses
a delay-controlling algorithm (e.g., Copa). Nimbus switches
between the two modes using the elasticity detector described
in the previous section.
4.1 Mode Switching
At any given time, Nimbus transmits data at the time-varying
rate dictated by the congestion control algorithm running at
that time. It modulates this rate with asymmetric sinusoidal
pulses (Fig. 7). Nimbus uses the pulsing parameters described
in §3.4, calculating S and R over one window’s worth of
packets. It computes the FFT for the z measurements reported
in the last 5 seconds to calculate elasticity (η) using Eq. (3),
and it picks the mode by comparing η to ηthresh=2 (§3.4).
We support Cubic and NewReno for the TCP-competitive
mode and Copa’s default mode and Vegas for the delay-
control mode. We also implemented a basic delay-controlling
algorithm, BasicDelay, using our cross traffic rate estimator.
Let S be the sending rate and z be the cross traffic rate,
both estimated over the last window of packets. Also, let x
be the current RTT, and xmin be the minimum observed RTT.
Upon receiving an ACK, BasicDelay sets its current rate to:
Rate←S+α(µ−S−z)+βµ
x
(xmin+dt−x), (4)
where α and β are constants smaller than 1, and dt is a target
queuing delay. The term (µ−S−z) is the sender’s estimate of
the spare capacity in the last RTT. By adding an α-fraction of
the spare capacity to S(t), BasicDelay tries to get closer to the
ideal rate. The second term in the above rule seeks to maintain
a specified queuing delay, dt , to prevent the queue from both
growing too large or going empty. Recall that our cross traffic
estimator, Eq. (1), requires a non-empty queue to estimate z.
The rate must be initialized carefully when switching to
TCP-competitive mode. Nimbus sets the rate (and equivalent
window) to the rate that was used 5 seconds ago because the
elasticity detector takes 5 seconds (FFT Duration) to detect
elastic cross traffic. During this time, the elastic traffic causes
the delay-control mode’s rate to decrease. Hence, Nimbus
resets its rate to the rate at the beginning of the 5-second
detection period.
4.2 Implementation
We implemented Nimbus using CCP [23], which provides
a convenient way to express the signal processing operations
in user-space code while achieving sending rates of up to 10
Gbit/s. It uses estimates of S, R, the RTT, and packet losses
TCP reports every 10 ms.
Calculating z requires an estimate of the bottleneck link
rate (µ). There has been much prior work [8, 9, 15, 16, 18–20]
in estimating µ, any of which could be incorporated in
Nimbus. Like BBR, our current implementation uses the
maximum received rate, taking care to avoid incorrect
estimates due to ACK compression.
5 VISUALIZING NIMBUS
We illustrate Nimbus on a synthetic workload with time-
varying cross traffic. We emulate a bottleneck link in
Mahimahi [24], a link emulator. The network has a bottleneck
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link rate of 96 Mbit/s, a minimum RTT of 50 ms, and 100
ms (2 BDP) of buffering. We compare two mode-switching
protocols, Nimbus (Cubic+BasicDelay) and Nimbus (Cu-
bic+Copa), with Linux implementations of Cubic, BBR, Ve-
gas and PCC-Vivace, our implementation of Compound atop
CCP, and an implementation of Copa provided by the authors.
The cross-traffic varies over time between elastic, inelastic,
and a mix of the two. We generate inelastic cross-traffic using
Poisson packet arrivals at the specified mean rate. Elastic
cross-traffic uses Cubic, via iperf [30].
Fig. 8 shows the throughput and queuing delays for the var-
ious algorithms, as well as the correct fair-share rate over time.
Throughout the experiment, both mode-switching algorithms
achieve their fair share rate and low (≤15 ms) queuing delays
in the presence of inelastic cross-traffic. With elastic cross-
traffic, both algorithms switch to competitive mode within 5
s and achieve close to their fair-share rate. The delays during
this period approach the buffer size because the competing
traffic is buffer-filling; the delays return to their previous
low value (15 ms) within 5 s after the elastic cross-flows
complete. Nimbus stays in the correct mode throughout the
experiment, except for one interval in the competitive period.
Cubic experiences high delays (100 ms) throughout the
experiment. BBR’s throughput is often significantly higher
than its fair share with high delays even against inelastic
cross-traffic; this is consistent with prior work [2, 13].
Vegas suffers from low throughput in the presence of
elastic cross-traffic as it reacts to the large delays. Compound
ramps up its rate quickly when it detects low delays, but
behaves like TCP Reno otherwise. Hence, it attains lower
than its fair-share rate in the presence of Cubic flows, and
suffers from high delays even with inelastic cross-traffic.
Copa generally uses the correct mode but it frequently
switches mode unnecessarily. Copa’s frequent mode switches
lower its overall throughput (55 Mbit/s) compared to
Nimbus (68 Mbit/s) and the fair-share rate (e.g., see 20–40
s). Further, by draining queues periodically, Copa incurs
underutilization against inelastic traffic (e.g., 120–140 s).
Copa also experiences occasional high delays from operating
in the incorrect mode.
At times, PCC-Vivace fails to maintain low delays against
inelastic cross traffic (e.g., see 160–180s). In these cases,
Vivace incurs heavy packet loss. Vivace also competes
unfairly with elastic traffic.
6 MULTIPLE NIMBUS FLOWS
What happens when a bottleneck is shared by multiple
Nimbus flows? Ideally, we want all the Nimbus flows to
remain in delay-control mode when there is no elastic cross
traffic, and compete well with elastic cross traffic otherwise.
One approach is for the Nimbus flows to all pulse at the
same frequency. However, in this case, they will all detect a
peak in the FFT at the oscillation frequency. They will all then
stay in TCP-competitive mode and won’t be able to maintain
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Figure 8: Performance on a 96 Mbit/s Mahimahi link with 50 ms
delay and 2 BDP of buffering while varying the rate and type of
cross traffic as denoted at the top of the graph. xM denotes x Mbit/s
of inelastic Poisson cross-traffic. yT denotes y long-running Cubic
cross-flows. The solid black line indicates the correct time-varying
fair-share rate that the protocol should achieve given the cross-traffic.
For each scheme, the solid line shows throughput and the dotted
line shows queuing delay. For Nimbus and Copa, the shaded regions
indicate TCP-competitive periods.
low delays, even when there is no elastic cross traffic. A sec-
ond approach is for different Nimbus flows to pulse at differ-
ent frequencies. But this approach cannot scale to more than
a few flows, because the set of distinguishable frequencies is
limited (recall that the pulse period T cannot be too small).
The pulser and the watchers. We propose a third approach.
One of the Nimbus flows assumes the role of the pulser, while
the others are watchers. The coordination between them in-
volves no explicit communication; in fact, each Nimbus flow
is unaware of the identities, or even existence, of the others.
The pulser sends data by modulating its rate with asymmet-
ric sinusoids. The pulser uses two different frequencies, fpc in
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TCP-competitive mode, and fpd in delay-control mode. The
values of these frequencies are fixed and agreed upon before-
hand; we use fpc=5 Hz and fpd =6 Hz in our experiments.3
A watcher infers whether the pulser is pulsing at frequency
fpc or frequency fpd by computing the FFT of its receive
rate, R, at these two frequencies. It then picks the mode
corresponding to the larger peak to match the pulser’s mode.
Note that since a watcher is not pulsing, it can detect the
pulser’s pulses in its own receive rate, R; i.e., it does not even
need to estimate z. The pulser, on the other hand, cannot look
at its own R to detect pulses in the cross traffic, since it will
end up detecting its own pulses.
For multiple Nimbus flows to maintain low delays during
times when there is no elastic cross traffic on the link, the
pulser must classify watcher traffic as inelastic. Note that
from the pulser’s perspective, the watchers flows are part
of the cross traffic; thus, to avoid confusing the pulser, the
rate of watchers must not react to the pulses of the pulser.
To achieve this goal, a watcher applies an exponentially
weighted moving average (EWMA) filter to its transmission
rate before sending data. The EWMA filter cuts off all
frequencies in the sending rate that exceed min( fpc, fpd).
Pulser election. A decentralized and randomized election
process decides which flow is the pulser and which are
watchers. If a Nimbus flow determines that there is no pulser
(by seeing that there is no peak in the FFT at the two potential
pulsing frequencies), then it decides to become a pulser with
a probability proportional to its transmission rate:
pi=
κτ
FFT Duration
×Ri
µ
. (5)
Each flow makes decisions periodically, e.g., every τ=10 ms,
κ is a constant, and Ri is the receive rate of the ith flow. This
rule ensures that the expected number of flows that become
pulsers over the FFT duration is at most κ. To see why, note
that the expected number of pulsers is equal to the sum of
the probabilities in Eq. (5) over all the decisions made by
all flows in the FFT duration. Since ∑iRi≤µ and each flow
makes (FFT Duration/τ) decisions, these probabilities sum
up to at most κ.
It is also not difficult to show that the number of pulsers
within an FFT duration has approximately a Poisson
distribution with a mean of κ [10]. Thus the probability that
after one flow becomes a pulser, a second flow also becomes
a pulser before it can detect the pulses of the first flow in
its FFT measurements is 1− e−κ. Therefore, κ involves a
tradeoff: a smaller κ will lead to fewer conflicts but will take
longer to elect a pulser.
For any value of κ, there is a non-zero probability of more
than one concurrent pulser. If there are multiple pulsers,
then each pulser will observe that the cross traffic has more
variation than the variations it creates with its pulses. This can
be detected by comparing the magnitude of the FFT of the
cross traffic z(t) at fp with the FFT of the pulser’s receive rate
3These values are in accordance with bounds on T and f described in §4
Cross Traffic Elastic ACK-Clocked Classification
Cubic Yes Yes Elastic
Reno Yes Yes Elastic
Copa Yes Yes Elastic
Vegas Yes Yes Elastic
BBR Yes If CWND-limited Elastic*
PCC-Vivace Yes No Inelastic*
Fixed window Yes Yes Elastic
App. limited No No Inelastic
Const. stream No No Inelastic
Table 1: Classification by the elasticity detector
R(t) at fp. If the cross traffic’s FFT has a larger magnitude
at fp, Nimbus concludes that there must be multiple pulsers
and switches to a watcher with a fixed probability.
Remark. This scheme for coordinating pulsers is similar
to receiver-driven layered multicast (RLM) congestion con-
trol [21]. In RLM, a sender announces to the multicast group
that it is conducting a probe experiment at a higher rate, so any
losses incurred during the experiment should not be heeded by
the other senders. In contrast, in Nimbus, there is no explicit
coordination channel, and the pulsers and watchers coordinate
via their independent observations of cross traffic patterns.
7 LIMITATIONS
Table 1 summarizes elasticity classification by our detector
for a variety of traffic classes. Our method relies on the cross
traffic responding to variations induced by pulses on an RTT
timescale. This is true of all ACK-clocked protocols. For
example, the detector does not always classify BBR cross
traffic as elastic. When the buffer is large, BBR becomes
ACK-clocked and is elastic. However, when the buffer is
small, BBR responds on time-scales longer than an RTT; here,
Nimbus classifies it as inelastic and uses its delay-control
mode. Nonetheless, we find that Nimbus (with Cubic as the
TCP-competitive protocol) achieves similar throughput to
Cubic when competing against BBR (which is known to be
unfair), regardless of buffer size (Appendix §C).
Rate-based protocols (e.g., PCC-Vivace) may not react on
RTT timescales. For example, the detector classifies PCC-
Vivace as inelastic because it does not react quickly enough
to Nimbus’s pulses. For such flows, on increasing the pulse
duration, the elasticity detector correctly classifies them as
elastic (see Appendix F). Increasing the pulse duration might
of course also increase queuing delays. Since most elastic
traffic today is ACK-clocked, we use a small pulse duration by
default. In the future, if rate-based protocols become widely
deployed, the pulse duration could be adjusted accordingly.
The detector also assumes that the flow has a single bot-
tleneck. Multiple bottlenecks can add noise to Nimbus’s rate
measurements, preventing accurate cross-traffic estimation.
The challenge is that the spacing of packets at one bottleneck
is not preserved when traversing the second bottleneck.
While the elasticity detector can detect presence of elastic
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Figure 10: Copa’s throughput drops in presence of elastic flows.
flows, it cannot detect the specific congestion protocol used
by competing flows. If the TCP-competitive protocol Nimbus
uses is different from that of the cross traffic, there could be
unfairness. Conversely, if elastic cross traffic is using a delay-
controlling scheme like Vegas, then running a buffer-filling
TCP-competitive algorithm can cause unfairness and grow de-
lays unnecessarily. Detecting the congestion control protocols
used by competing elastic flows remains an open question.
8 EVALUATION
We evaluate our elasticity detection method and a specific
protocol using Nimbus: Cubic+BasicDelay, as in §4.1. We
use the Mahimahi emulator and measure the performance
benefits (§8.1), robustness (§8.2), and fairness (§8.3) of
elasticity detection with realistic traffic workloads. We also
evaluate the performance of Nimbus on real Internet paths
(§8.4). All experiments use our Linux implementation (§4.2).
8.1 Performance Of Elasticity Detection
Throughput and delay with WAN cross-traffic. We evalu-
ate the delay and throughput benefits of mode switching using
trace-driven emulation. We generate cross-traffic from an em-
pirical distribution of flow sizes derived from a wide-area
packet trace from CAIDA [4]. This packet trace was collected
at an Internet backbone router on January 21, 2016 and con-
tains over 30 million packets recorded over 60 seconds. We
generate Cubic cross-flows with flow sizes drawn from this
data, with flow arrival times generated by a Poisson process
to offer a fixed average load to fill 50% of the link (48 Mbit/s).
Since the flow size distribution is heavy-tailed, the traffic trace
consists of periods with a mix of elastic and inelastic cross-
traffic, along with periods with only inelastic cross-flows.
One backlogged flow running a fixed algorithm (Nimbus,
Cubic, Vegas, Copa, PCC-Vivace or BBR) and the WAN-like
cross-flows share a 96 Mbit/s Mahimahi bottleneck link with
a propagation RTT of 50 ms and a buffer size of 100 ms. For
BasicDelay we used α=0.8, β=0.5 and dt =12.5ms.
Fig. 9 shows throughput (over 1-second intervals) and
packet delays of various schemes. Nimbus achieves a through-
put distribution comparable to Cubic and BBR. Unlike Cubic
and BBR, however, Nimbus also achieves low RTTs, with
a median only 10 ms higher than Vegas and > 50 ms lower
than Cubic and BBR. Vegas suffers from low throughput.
We also evaluated a mode-switching protocol that employs
Copa’s default mode as its delay-control algorithm (instead
of BasicDelay). We find that its throughput and delay are
very similar to Nimbus; henceforth, we only report results for
Nimbus (Cubic+BasicDelay) for the rest of the experiments.
Comparison with Copa and PCC-Vivace. Because of mode
switching, Nimbus and Copa both achieve low delays while
maintaining an overall high throughput. Copa enjoys a slightly
smaller delay than Nimbus at the median. However, Copa has
lower throughput than Nimbus about 20% of the time (lowest
20th percentile in the rate distribution) because it makes
incorrect mode switches during periods where the cross traffic
includes large elastic flows. Fig. 10 shows throughput for
Nimbus and Copa during a 60-second interval. There are pro-
longed periods when Copa experiences unfairness and poor
throughput (e.g., see 130–140 s) in the presence of elastic
cross-traffic. In contrast, Nimbus competes fairly against elas-
tic cross-flows over the entire duration. Since the flow sizes
are fixed, fair co-existence of Nimbus with elastic cross-flows
increases the lifetimes of those flows relative to Copa. This
results in Nimbus achieving lower (but fair-share) throughput
than Copa during certain periods (e.g., see 120–130s) when
an elastic flow has completed in Copa, but not in Nimbus.
We find that PCC-Vivace achieves significantly higher
delays that any other scheme; the median delay is 90 ms
higher than Nimbus. More importantly, PCC-Vivace’s is very
unfair to the background flows. It grabs significantly more
bandwidth than all the other schemes and keeps the buffer
near-full more than half the time. The result is that many
background flows do not complete, and their completion
times are over 100× worse than with other schemes.
We also measure the flow completion time (FCT) of
cross-flows in the presence of each of these transport
algorithms. In addition to achieving high throughput and low
delays, Nimbus benefits cross traffic. Nimbus reduces the
95th percentile FCT for cross traffic flows by 3-4× compared
to BBR, and 1.3× compared to Cubic for short (≤ 15 KB)
flows. Appendix B provides details.
Throughput and delay with video cross-traffic. A large
fraction of Internet traffic is video streaming [6]. We evaluate
the performance of transport algorithms in the presence of
cross-traffic consisting of DASH-based video streams. We
run two experiments with different video qualities, 4k and
1080p, using a 48 Mbit/s link with 50 ms propagation delay.
Fig. 11 summarizes the performance of the various
schemes. A DASH video stream can be application- or
network-limited at different points in its lifetime; however, we
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Figure 12: The elasticity metric, and hence Nimbus’s mode,
closely tracks the prevalence of elastic cross-traffic (ground truth
measured independently using the volume of ACK-clocked flows).
Green-shaded regions indicate inelastic periods.
find that the 1080p video stream is largely application-limited
(inelastic) and that the 4K stream is network-limited (elastic),
given the bottleneck rate. Indeed, we find that Nimbus stays
in delay mode and TCP-competitive mode respectively in
the two cases. With 1080p video cross-traffic, all schemes
achieve similar throughput but the delay-controlling schemes
enjoy significantly lower delays. In particular, Nimbus has a
throughput similar to Cubic with a 50 ms smaller mean delay.
With the 4K video, Nimbus achieves similar throughput and
delay as Cubic, but both Copa and Vegas cannot compete
with the aggressive video cross-flow and achieve close to zero
throughput. BBR and PCC-Vivace achieve lower throughput
and higher delay than Nimbus.
Elasticity metric η vs. the “true” elasticity of cross-traffic.
How well does the detector’s decision correlate with the
true proportion of elastic traffic? We illustrate the efficacy
of elasticity detection for a single experiment over time using
our WAN traffic trace. We classify a cross-flow in the trace as
elastic if it is guaranteed to have ACK-clocked packet trans-
missions over its lifetime, i.e., flows with sizes higher than
the initial congestion window of 10 packets (in Linux 4.10).
The top chart in Fig. 12 shows the fraction of bytes
belonging to elastic flows as a function of time. The bottom
chart shows the output of the elasticity detector with the
dashed threshold line at η=2. The green shading corresponds
to periods when Nimbus is in delay-control mode. Green
regions correlate well with the periods when the true fraction
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Figure 13: At low cross-traffic loads, Nimbus’s queueing delay
approaches that of Vegas while its throughput approaches that of
Cubic. At high loads, Nimbus behaves like Cubic. Increasing pulse
size improves switching accuracy and performance.
of elastic traffic is low (e.g., < 0.3), while white regions
correlate well with periods when the elastic fraction is high.
The overall accuracy of our elasticity detector is over 90%.
8.2 Robustness of Elasticity Detection
Impact of offered traffic load as a fraction of link rate.
Is elasticity detection effective solely when a flow controls
a large fraction of the link rate? We measure Nimbus’s
throughput and delay relative to other algorithms when the
cross-traffic (from our WAN traffic trace) offers varying traf-
fic loads as fractions of the link rate. We set the cross-traffic’s
offered load at 50% and 90% of the link rate, and measure
throughput and delay for two pulse sizes: 0.125µ and 0.25µ.
Fig. 13 shows our findings. In all cases, Nimbus lowers
delay without hurting throughput. The delay benefits are
most pronounced when cross traffic is low, but Nimbus’s
throughput-delay benefits persist even when the cross-traffic
uses a large fraction (90%) of the link rate. As cross traffic
increases, Nimbus’s delay improvements decrease, because
it must stay in TCP-competitive mode more often. Third,
Nimbus’s behavior is better at the larger pulse size, but it
retains benefits even at 0.125µ.
However, elasticity detection is less accurate with smaller
pulse amplitude (0.125µ), causing more errors in mode
switching. Thus, with the smaller pulse, Nimbus is less
effective at medium load (50%) when switching correctly
matters more for good performance.
Comparison with Copa. We now compare the classification
accuracy of Nimbus with Copa. First, we generate inelastic
cross traffic at different rates and measure the fraction of the
time a Nimbus and Copa flow operate in the correct mode.
We use a 96 Mbit/s bottleneck link with a 50 ms propagation
delay and a 100 ms drop-tail buffer (2 BDP). We consider
both constant-bit-rate (CBR) and Poisson cross traffic.
Fig. 14 (left) shows that Nimbus has high accuracy in all
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Figure 15: Nimbus classifies purely elastic and inelastic traffic with
accuracy greater than 98%. For a mix of elastic and inelastic traffic,
the average accuracy is greater than 80% in all cases.
cases, but Copa’s accuracy drops sharply when the cross
traffic occupies over 80% of the link. This result highlights
a pitfall of Copa’s approach: setting an operating mode based
on the absolute value of queueing delays is problematic. With
a high inelastic cross-traffic load, Copa is unable to drain the
queue quickly enough (i.e., every 5 RTTs), which throws off
its detector. In contrast, Nimbus estimates elasticity through
delay variations caused by its pulses, and is more robust.
Next, we ran a backlogged Nimbus or Copa flow competing
against a backlogged NewReno flow. We vary the RTT of the
NewReno flow between 1−4× the RTT of the Nimbus/Copa
flow. Fig. 14 (right) shows that Copa’s accuracy degrades as
the RTT of the cross traffic increases; Nimbus’s accuracy is
much higher, dropping only slightly when the cross traffic
RTT is 4× larger than Nimbus. An elastic cross-flow with a
large RTT increases its rate slowly enough to evade detection
by Copa. Therefore, Copa drains the queue as it expects and
concludes the absence of non-Copa cross-traffic. This behav-
ior continues until the cross-flow has grown to offer a load
close to the link rate, when it starts interfering with Copa’s
queue draining. By contrast, Nimbus’s elasticity detection is
more robust since it is based on the time series of variations
of the cross traffic rate. App. D shows the throughput and
queueing delay dynamics of Copa and Nimbus.
Impact of cross-traffic RTT. Now we study how sensitive
elasticity detection is to the RTT of the cross-traffic. Unless
specified otherwise, we run Nimbus as a backlogged flow on
a 96 Mbit/s bottleneck link with a 50 ms propagation delay
and a 100 ms drop-tail buffer (2 BDP). We supply Nimbus
with the correct link rate for these experiments. We consider
three categories of synthetic cross-traffic sharing the link with
Nimbus: (i) fully inelastic traffic (Poisson); (ii) fully elastic
traffic (backlogged NewReno flows); and (iii) an equal mix of
inelastic and elastic. The duration of each experiment is 120
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Figure 16: Multiple competing Nimbus flows. Multiple Nimbus
flows achieve fair sharing of a bottleneck link (top graph). There is
at most one pulser flow at any time; identified by its rate variations.
Together, the flows achieve low delays by staying in delay mode for
most of the duration (bottom graph). The red background shading
shows when a Nimbus flow was (incorrectly) in competitive mode.
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Figure 17: Multiple Nimbus flows and other cross-traffic. There
are 3 Nimbus flows throughout. Cross traffic in duration 30-90 s is
elastic and made up of three Cubic flows. Cross traffic in duration
90-150 s is inelastic and made up of a 96 Mbit/s constant bit-rate
stream. Multiple Nimbus flows achieve their fair share rate (top) while
maintaining low delays in the absence of elastic cross traffic (bottom).
seconds. We vary the cross-traffic’s base RTT from 10 ms
(0.2× that of Nimbus) to 200 ms (4× that of Nimbus). The
main performance metric is accuracy: the fraction of time that
Nimbus correctly detects the presence of elastic cross-traffic.
Fig. 15 shows the mean accuracy across 5 runs of each
category of cross-traffic. We find that varying cross-traffic
RTT does not impact detection accuracy. For purely inelastic
and purely elastic traffic, Nimbus achieves an average
accuracy of more than 98% in all cases, while for mixed
traffic, Nimbus achieves a mean accuracy of 85% in all cases
(a random guess would have only achieved 50%).
A mix of RTTs in the cross-traffic. We vary the number
of elastic cross traffic flows from 1 to 5, where the RTT of
nth flow in 20 ·n ms. For purely elastic and inelastic traffic,
Nimbus achieves an average accuracy of 98% across 5 runs,
while for mixed traffic, the mean accuracy is greater than 90%
in all cases. In other words, heterogeneity in RTTs of cross-
flows does not degrade the accuracy of elasticity detection.
Impact of pulse size, link rate, and offered load. We
perform a multi-factor experiment varying Nimbus’s pulse
size from 0.0625×—0.5× the link rate, Nimbus’s fair share
of the bottleneck link rate from 12.5%—75%, bottleneck
link rates set to 96, 192, and 384 Mbit/s, with three different
traffic mixes: (1) purely elastic, (2) purely inelastic, and (3)
a 50-50 mix of elastic and inelastic cross-traffic. Appendix E
provides detailed results and descriptions; we summarize our
results here. The accuracy for purely elastic cross-traffic is
11
lll ll
Cubic Nimbus
Vegas
BBR
0
20
40
100120140160180
Mean Delay (ms)
Th
ro
ug
hp
ut
 (M
bp
s)
(a) EC2 California to Host A
l ll ll l
Cubic Nimbus
Vegas
BBR
0
25
50
75
100
90110130150170
Mean Delay (ms)
Th
ro
ug
hp
ut
 (M
bp
s)
(b) EC2 Ireland to Host B
l llll lll
Cubic
Nimbus
Vegas
BBR
0
10
20
30
95100105110
Mean Delay (ms)
Th
ro
ug
hp
ut
 (M
bp
s)
(c) EC2 Frankfurt to Host C
Figure 18: Performance on three example Internet paths. The x axis is inverted; better performance is up and to the right. On paths with
buffering and no drops, ((a) and (b)), Nimbus achieves the same throughput as BBR and Cubic but reduces delays significantly. On paths with
significant packet drops (c), Cubic suffers but Nimbus achieves high throughput.
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Figure 19: Paths with queuing. Nimbus reduces the RTT compared
to Cubic and BBR (40-50 ms lower), at similar throughput.
always higher than 95%, while the average accuracy over all
the points for the other two traffic mixes is more than 90%.
In general, increasing pulse sizes improves accuracy (Nimbus
can create more easily observable change in cross-traffic);
increasing link rates improves accuracy (variance of inelastic
cross-traffic reduces, resulting in smaller false peaks in
the FFT); and decreasing Nimbus’s share of the link rate
improves accuracy (same reason as the last).
Buffer size, RTT, and Active Queue Management(AQM).
We vary the bottleneck buffer size (drop-tail) from 0.25 BDP
to 4 BDP for three categories of cross traffic as in the earlier
experiments, with propagation delays of 25 ms, 50 ms, and 75
ms. We also measured classification accuracy when the bottle-
neck link implements the PIE AQM scheme at two target de-
lays (0.25 BDP and 1 BDP) with a propagation delay of 50 ms.
Appendix E provides detailed results. In summary, with
purely elastic or inelastic traffic, Nimbus has an average
accuracy (across 5 runs) of 98% or more in all cases but two,
while with mixed traffic, the accuracy is always 85% or more.
In all cases (including low accuracy ones), Nimbus achieves
its fair-share throughput and low delays.
8.3 Fairness With Elasticity Detection
Can multiple flows run elasticity detection and share a
bottleneck link fairly with each other and with cross-traffic?
We run Nimbus with Vegas as its delay-control algorithm
and supply it with the correct link rate. Fig. 16 demonstrates
how Nimbus flows react as other Nimbus flows arrive and
leave (there is no other cross-traffic). Four flows arrive at a
link with rate 96 Mbit/s and round-trip time 50 ms. Each flow
begins 120 s after the last one began, and lasts for 480 s. The
top half shows the rates achieved by the four flows over time.
Each new flow begins as a watcher. If the new flow detects a
pulser (t=120,240,360 s), it remains a watcher. If the pulser
goes away or a new flow fails to detect a pulser, one of the
watchers becomes a pulser (t = 480,720 s). The pulser can
be identified visually by its rate variations.
The flows share the link rate equally. The bottom half of
the figure shows the achieved delays with red background
shading to indicate when one of the flows is (incorrectly) in
competitive-mode. The flows maintain low RTTs and stay
in delay-mode for most of the time.
Fig. 17 demonstrates multiple Nimbus flows switching
in the presence of cross-traffic. We run three Nimbus flows
on an emulated 192 Mbit/s link with a propagation delay
of 50 ms. The cross-traffic is synthetic. In the first 90 s, the
cross-traffic is elastic (three Cubic flows), and for the rest
of the experiment, the cross-traffic is inelastic (96 Mbit/s
constant bit-rate). The top graph shows the total rate of the
three Nimbus flows, along with a reference line for the fair-
share rate of the aggregate. The graph at the bottom shows
the measured queuing delays. Nimbus shares the link fairly
with other cross-traffic, and achieves low delays by staying
in the delay mode in the absence of elastic cross-traffic.
8.4 Performance on Internet Paths
We ran Nimbus on the public Internet with a test-bed of five
servers and five clients, 25 paths in all. The servers are Ama-
zon EC2 instances located in California, London, Frankfurt,
Ireland, and Paris, and are rated for 10 Gbit/s. We verified
that the bottleneck in each case was not the server’s Internet
link. We use five residential hosts in different ASes as clients.
To understand the nature of cross traffic on these paths,
we ran experiments with Nimbus’s delay-control algorithm
(without mode-switching) and Cubic each performing bulk
transfers over a three day period. The results showed that
scenarios where cross traffic is predominantly inelastic are
common. We believe that delay-based algorithms can be
effective on the Internet (see Appendix A for details).
Next, on each path, we initiated bulk data transfers
using Nimbus, Cubic, BBR, and Vegas. We ran one minute
experiments over five hours on each path, and measured the
achieved average throughput and mean delay. Fig. 18 shows
throughput and delays over three of the paths. The x (delay)
axis is inverted; better performance is up and to the right.
We find that Nimbus achieves high throughput comparable
to BBR in all cases, at noticeably lower delays. Cubic attains
high throughput on paths with deep buffers (Fig. 18a and
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Fig. 18b), but not on paths with packet drops or policers
(Fig. 18c). Vegas attains poor throughput on these paths due to
its inability to compete with elastic cross-traffic. These trends
illustrate the utility of elasticity detection on Internet paths:
it is possible to achieve high throughput and low delays over
the Internet using delay-control algorithms with the ability
to switch to a different competitive mode when required.
Fig. 19 summarizes the results on the paths with queueing.
Nimbus’s throughput is similar to Cubic and 10% lower than
BBR but at much lower delay (40-50 ms lower than BBR).
9 CONCLUSION
This paper showed a method for detecting the elasticity of
cross traffic and showed that it is a useful building block for
congestion control. The detection technique uses a carefully
constructed asymmetric sinusoidal pulse and observes the
frequency response of cross traffic rates at a sender. We
presented several controlled experiments to demonstrate
its robustness and accuracy. Elasticity detection enables
protocols to combine the best aspects of delay-control
methods with TCP-competitiveness. We found that our
proposed methods are beneficial not only on a variety of
emulated conditions that model realistic workloads, but also
on a collection of 25 real-world Internet paths.
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A IS CROSS TRAFFIC EVER IN-
ELASTIC?
Our experiments on more than 25 Internet paths show that sce-
narios where cross traffic is predominantly inelastic are com-
mon. Figure 20 shows the average throughput and delay for
100 runs of a loss-based scheme (Cubic) compared to a delay-
based scheme (Nimbus delay, described in §4) on one of these
paths. The delay-controlling scheme generally achieves much
lower delays than Cubic, with similar throughput. This shows
that there is an opportunity to significantly improve delays
using delay-controlling algorithms, provided we can detect
loss-based TCPs and compete with them fairly when needed.
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Figure 20: Loss-based vs. delay-based congestion control. The
plot shows the average throughput and delay for 100 experiments with
Cubic and the Nimbus delay-control algorithm (§4). The experiments
were run between a residential client (location redacted for anonymity)
and an EC2 server in California. Each experiment lasted one minute.
B DOES MODE SWITCHING HELP
CROSS-TRAFFIC?
Using the same setup as §8.1, we measure the flow comple-
tion time (FCT) of cross-flows. Fig. 21 compares the 95th
percentile (p95) cross-flow FCT for cross-flows of different
sizes. The FCTs are normalized by the corresponding value
for Nimbus at each flow size.
BBR and PCC-Vivace exhibits much higher cross-flow
FCT at all sizes compared to all the other protocols, consistent
with the observation of unfairness (§5).
For small cross-flows (≤ 15 KB), the p95 FCT with
Nimbus and Copa are comparable to Vegas and lower than
Cubic. With Nimbus p95 FCT of cross traffic at higher flow
sizes are slightly lower than Cubic because of small delays in
switching to TCP-competitive-mode. At all flow sizes, Vegas
provides the best cross-flow FCTs, but its own flow rate is
dismal; Copa is more aggressive than Vegas but less than
Nimbus, but at the expense of its own throughput (§8.1).
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Figure 21: Using Nimbus reduces the p95 FCT of cross-flows
relative to BBR at all flow sizes, and relative to Cubic for short flows.
Vegas provides low cross-flow FCT, but its own rate is low.
Figure 22: Nimbus’s performance against BBR is similar
to that of Cubic. Both Nimbus and Cubic compete against
1 BBR flow on a 96 Mbit/s link. For various buffer sizes,
Nimbus achieves the same throughput as Cubic.
C HOW WELL DOES NIMBUS
COMPETE WITH BBR?
We now evaluate how well a Nimbus flow competes with
a BBR flow. In this experiment, the cross traffic is 1 BBR
flow and the bottleneck link bandwidth is 96 Mbit/s. We
vary the buffer size from 0.5 BDP to 4 BDP. Fig. 12 shows
the average throughput of Nimbus and Cubic flows while
competing with BBR over a 2-minute experiment. Nimbus
achieves the same throughput as Cubic for all buffer sizes.
When the buffer size is≤ 1 BDP, BBR is not ACK-clocked,
and Nimbus classifies it as inelastic traffic. As a result,
Nimbus gets a relatively small fraction of the link bandwidth.
In this scenario, Cubic also gets a small fraction of the link,
because BBR sends traffic at its estimate of bottleneck link
and is too aggressive.
When the buffer size is ≥ 1 BDP, BBR becomes ACK-
clocked because of the cap on its congestion window.
Nimbus now classifies BBR as elastic traffic. Nimbus stays
in competitive mode, behaving like Cubic and achieving the
same throughput as Cubic.
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D UNDERSTANDING SCENAR-
IOS WHERE COPA’S MODE
SWITCHING MAKES ERRORS
We explore the dynamics of Nimbus and Copa in a few
experiments from the scenarios described in §8.2. Recall that
the link capacity is 96 Mbit/s, the propagation RTT is 50 ms,
and the buffer size is 2 BDPs.
D.1 Constant Bit Rate Cross Traffic
Fig. 23 shows throughput and delay profile for Copa and
Nimbus while competing against inelastic Constant Bit
Rate (CBR) traffic. We consider two scenarios (i) CBR
occupies a small fraction of the link (24 Mbits/s, 25%) and
(ii) CBR occupies majority of the link (80 Mbit/s, 83%).
When the CBR traffic is low (Fig. 23 a and b), both Copa and
Nimbus correctly identify it as non buffer-filling and inelastic
respectively and achieve low queuing delays.
When the CBR’s share of the link is high (Fig. 23 c), Copa
incorrectly classifies the cross traffic as buffer-filling and as
a result stays in competitive mode, leading to high queuing
delays. Copa relies on a pattern of emptying queues to detect
whether the cross traffic is buffer-filling or not. However,
when the rate of cross traffic is z, the fastest possible rate at
which the queue can drain is µ−z, even if Copa reduces its
rate to zero. For 80 Mbit/s of cross traffic, this implies:
max(−dQ
dt
)=µ−z (6)
=0.17×µ
=0.17× BDP
RT T
.
Therefore, if the queue size ever exceeds 5×0.17BDP, then
Copa won’t be able to drain the queue in 5 RTTs, and it will
misclassify the cross traffic as buffer-filling. The queue size
can grow large due to a transient burst or if Copa incorrectly
switches to competitive mode. Once Copa is in competitive
mode, it will drive the queues even higher and can therefore
get stuck in competitive mode.
In contrast (Fig. 23 d), Nimbus doesn’t rely on emptying
queues and correctly classifies cross traffic as inelastic,
achieving low queuing delays.
D.2 Elastic cross traffic
Fig. 24 shows throughput and delay over time for Copa and
Nimbus while competing against an elastic NewReno flow.
We consider two scenarios: (1) both flows have the same prop-
agation RTT, and (2) the cross traffic’s propagation RTT is
4× higher than the Copa or Nimbus flow. When the RTTs are
the same (Fig. 24 a and b), both Copa and Nimbus correctly
classify the cross traffic, achieving a fair share of throughput.
When the cross traffic RTT is higher (Fig. 24 c), the
NewReno flow ramps up its rate slowly, causing Copa to
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Figure 23: Queuing delay and throughput dynamics for
inelastic CBR cross traffic. When the CBR traffic is low (a),
Copa classifies the traffic as non buffer-filling and is able
to achieve low queuing delays. But when the CBR traffic
occupies a high fraction (c), Copa incorrectly classifies the
traffic as buffer-filling, resulting in higher queuing delays. In
both the situations (b and d), Nimbus correctly classifies the
traffic as inelastic and achieves low queuing delays.
misclassify the traffic and achieve less than its fair share of
the throughput. Here, Copa achieves 27 Mbit/s but its fair
share is at least 48 Mbit/s (and 77 Mbit/s if one considers the
RTT bias). In contrast (Fig. 24 d), Nimbus correctly classifies
the cross traffic as elastic, achieving its RTT-biased share of
throughput.
16
050
100
Th
rou
gh
pu
t
(M
bp
s)
0 10 20 30 40 50 60
Time (s)
0
25
50
75
100
Qu
eu
ing
De
lay
 (s
)
(a) Copa: Cross Traffic RTT = 1× Flow RTT
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(c) Copa: Cross Traffic RTT = 4× Flow RTT
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Figure 24: Queuing delay and throughput dynamics for
elastic cross traffic. When the elastic cross traffic increases
fast enough (a), Copa classifies it as buffer-filling and is able
to achieve its fair share. But, when the elastic cross traffic
increases slowly (c), Copa incorrectly classifies the traffic
as non buffer-filling, achieving less throughput than its fair
share. In both the situations (b and d), Nimbus correctly
classifies the traffic as elastic and is able to achieve its fair
share of throughput.
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Figure 25: Nimbus is robust to variations in link bandwidth and
fraction of traffic controlled by it. Increasing pulse size increases
robustness.
E ROBUSTNESS OF ELASTICITY
DETECTION: MULTI-FACTOR
EXPERIMENTS
E.1 Pulse size, link rate, and offered link load
We perform a multi-factor experiment varying Nimbus’s
pulse size, link rate, and link share as described in §8.2.
Fig. 25 shows the average detection accuracy over five runs
of the other two categories of cross-traffic. Nimbus achieves
an accuracy of more than 90% averaged over all the points. In
general, increasing the pulse sizes improves accuracy because
Nimbus can create a more easily observable change in the
cross-traffic sending rates. An increase in the link rate results
in higher accuracy for a given pulse size and Nimbus link
share because the variance in the rates of inelastic Poisson
cross-traffic reduces with increasing cross-traffic sending rate,
reducing the number of false peaks in the cross-traffic FFT.
For the same reason, decreasing Nimbus’s share of the link
also results in higher accuracy in general. However, at low
link rates, Nimbus has low accuracy (∼60%) when it uses
high pulse sizes and controls a low fraction of the link rate.
We believe that this is due to a quirk in the way the Linux
networking stack reports round-trip time measurements under
sudden sending rate changes.
E.2 Buffer size, RTT, and Active Queue
Management (AQM) schemes
This experiment and its main results are summarized in §8.2.
Here, we discuss cases with low classification accuracy.
First, with shallow buffers of size less than the product of
the delay threshold xt and the bottleneck link rate (e.g., 0.25
BDP when the round-trip time is 50 ms), Nimbus classifies
all traffic as elastic. Second, with the bottleneck link imple-
menting PIE with small target delay (e.g., corresponding to
0.25 BDP), Nimbus classifies all traffic as elastic. In both
cases, Nimbus can incur heavy losses in delay-control mode
as Nimbus’s target queuing delay of 0.25 BDP is comparable
to the drop-tail buffer size or target delay of PIE. These
losses interfere with the cross-traffic estimator leading to
classification errors (in delay-control mode). However, low
accuracy does not impact the performance of Nimbus as it
achieves its fair-share throughput and low delays (bounded
17
Figure 26: By modifying the Nimbus pulse frequency, the detector
will classify PCC Vivace, a rate based protocol, as elastic.
by the small buffer size for a drop-tail queue and the delay
control threshold of PIE). Further, classification accuracy
decreases when Nimbus’s RTT exceeds its pulse period.
Since Nimbus’s measurements of rates are over one RTT, any
oscillations over a smaller period cannot be observed.
F DETECTING NON-ACK-
CLOCKED ELASTIC CROSS
TRAFFIC
Recall that by default our elasticity detector aims to detect
ACK-clocked elastic flows that react quickly to changes in
available bandwidth on RTT timescales. This experiment
demonstrates our elasticity detector’s ability to also detect
slow-reacting elastic cross traffic by tuning the pulse fre-
quency. We ran a Nimbus flow against a PCC-Vivace flow on
a 96Mbit/s link with 100ms of buffering. Fig. 26 shows that
CDF of elasticity metric for 2 different pulse frequencies ( fp).
PCC-Vivace is not ACK-clocked and does not react to the elas-
ticity detector’s pulses at 5Hz. As a result the elasticity metric,
η, is below the threshold most of the time. Reducing the pulse
frequency to 2Hz creates pulses with a longer duration. PCC-
Vivace reacts to these slower variations in available bandwidth
and is thus correctly classified as elastic (η > ηT hresh).
Changing the pulse frequency involves a trade-off.
Increasing the pulse duration might temporarily increase
queuing delays, hurting performance. Since most of the
elastic traffic is ACK-clocked and hence fast reacting, we
propose using a small pulse duration (e.g., 200ms). In the
future, if slowly-reacting protocols become widely deployed,
the elasticity detector could be configured accordingly by
adjusting the pulse duration.
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