We investigate convergence properties of discrete-time semigroup quantum dynamics, including asymptotic stability, probability and speed of convergence to target pure states and subspaces. These are of interest in the analysis of uncontrolled evolutions as well as in the engineering of dynamics for quantum information processing. Two Hilbert space decompositions that allow to check stability of the target and estimation of the speed of convergence are constructed. When the target is not attractive, a formula for computing its asymptotic probability is provided.
I. INTRODUCTION
Completely-Positive and Trace-Preserving (CPTP) maps on operator spaces have long been studied: they gained a central role in quantum open-system theory [1, 2] , especially in the operator-algebra formulation [3] , and more recently in quantum information theory and applications [4] . In essence, CPTP maps represent the most general evolution maps for the statistical description of quantum systems and thus are the main tool for describing the action of noise and the environment in quantum dynamical systems as well as quantum information processing protocols. In the control of quantum systems, open-system dynamics are needed whenever noise or measurements enter the model: CPTP evolutions are then associated to controlled open systems, in open or closed loop, and filtering equations [5] .
In terms of the qualitative analysis of the dynamics, the main difference between CPTP maps and unitary (or coherent) evolutions, is that the former allow for contractive dynamics. Two types of dynamical effects associated with CPTP dynamics are typically studied for uncontrolled dynamics: decoherence and ergodicity. Decoherent dynamics describe the decay of the quantum correlations between orthogonal elements in a preferred basis and have been the main focus of research concerned the action of noise on quantum systems [6] . However, if we are interested in the engineering of some desired open quantum dynamics, the task is typically to ensure convergence towards a target unique state, pure and possibly entangled, or to a subspace [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] .
In this work, we develop analysis tools that address the issues emerging in problems of dynamical engineering. We consider a target invariant subspace of the quantum system's Hilbert space, which we assume to be finite-dimensional. More precisely, we assume that the set of operators with support limited with that subspace is invariant. The class of dynamical models we focus on is associated to iteration of a given CPTP map, i.e. a discretetime quantum dynamical semigroup in the language of [10, 21] . We thus investigate whether the evolution converges towards the target, how fast the convergence is and, in the case that sure convergence cannot be guaranteed, what is the probability of converging. Clearly, convergence to a pure state, be it entangled or not, can be seen as a particular case of convergence to a (one-dimensional) subspace.
Some of these problems have been partially addressed for continuous-time CPTP semigroups, notably in the work of Baumgartner and Narnhofer [22, 23] and Ticozzi et al. [24] , using linear-algebraic approaches. We here build on these ideas and develop the analysis directly in the discrete-time case. This is more general, as not all discrete-time semigroup can be seen as "sampled" continuous-time semigroups [25] , and has its own peculiarities.
We employ an approach based on Perron-Frobenious theory that allows to follow the same path taken in the study of the analogous classical Markov chain properties. We first propose two alternative methods, both based on suitable Hilbert space decompositions in "transient subspaces", to analyse convergence. The first is based on the spectral structure of the linear CPTP map, while the second on the "dissipative links" between the subspaces. They both provide constructive tests for the attractivity of the target subspace, and ways to estimate the asymptotic speed of convergence to it. Both the approaches build on existing ergodicity results and representations of CPTP dynamics [10, 26] . In the spirit of [24] , we do not assume that the target subspace collects all the invariant sets of states, so the algorithms can be used as tests for the asymptotic stability of the target sets.
If the target is not asymptotically stable, they both allow to extend the target to an attractive subspace. The dissipation-induced decomposition, which is initially pre-sented in Schrödinger's picture, is further developed and clarified in the dual picture. Finally, we propose some explicit formulas to compute convergence to invariant, yet non attractive subspaces. These build on similar results for Markov chains, and suitable map decompositions.
Sections II and III presents the key definitions, notations and some basic results on CPTP maps and invariant structures. The two main decompositions and their properties are described in Sections IV and V, respectively. Section VI contains the derivations of the formulas for the asymptotic convergence probabilities, while an illustrative example is presented in Section VII.
II. PRELIMINARIES A. Definitions and Notations
Consider a finite-dimensional Hilbert space H ∼ C d . Let B(H) be the (complex) space of linear operators on H, and H(H) the (real) space of hermitian operators. A linear map T : H(H) → H(H) is said to be CPTP if it is:
1. Trace preserving (TP):
2. Completely positive (CP): ∀n ∈ N, T ⊗ id n is positive, where id n is the identity map on the operators of an Hilbert space of dimension n.
All physically-admissible evolutions are TPCP [4] . Consider the set of density operators on H, or quantum states, D(H), namely the set of self-adjoint, positive semi-definite operators with trace one. Clearly, if T is a TPCP map, it leaves D(H) invariant. Hence, T can be seen as the generator of a (discrete) Quantum Dynamical Semigroup (QDS) in Schrödinger picture by considering iterated applications of the map:
for any ρ(0) ∈ D(H). The Stinespring-Kraus representation theorem [2] ensures that a linear map is CP (not necessarily CPTP) if and only if it admits an Operator-Sum Representation (OSR):
for some M k ∈ B(H), where M † is the adjoint of M . For T to be also CPTP it is easy to see, using the cyclic property of the trace, that it is necessary and sufficient to require that:
where I is the identity operator on H.
As for any linear map T , it is possible to consider its Jordan decomposition:
where P k is the projection onto the generalized eigenspace in H(H) relative to the eigenvalue λ k , and N k is nilpotent with index
. The eigenvalues coincides with the roots of the characteristic polynomial of T :
The nilpotent index d k is determined by the multiplicities of λ k as a root of the minimal polynomial of T , ψ T (λ), i.e. the one with minimal degree among the polynomials p(λ) such that p(T ) = 0. Moreover, the positivity of the map allows for a generalization of Perron-Frobenius theory [26] , which guarantees that the set of eigenvalue contains its spectral radius. Let H(H) be the (real) space of symmetric elements of B(H). The space H(H) is a Hilbert-Space if endowed with the Hilbert-Schmidt inner product:
Let T * be the dual of T with respect to the above inner product. Given an OSR for T , it follows from (7) that T * acts on an element A ∈ H(H) by:
Thus, the dual of a CP map is still CP. However, it is immediate to show that the dual of a CPTP map does not need to be TP, but it must be unital, since (4) holds.
B. Block representations
To our aim, it is useful to introduce appropriate "block" representations of maps and operators with respect to a decomposition of the underlying Hilbert space. Consider a decomposition of the H into two orthogonal subspaces:
If we choose a basis:
where {|φ S l } is a basis for H S and {|φ R l } for H R , a block structure is induced on any matrix representing an element X ∈ B(H):
and in particular on the matrices M k appearing in an OSR of T . Moreover, we can decompose the symmetric space H(H) in three orthogonal subspaces:
We use the notation H + S for the PSD elements in H S , and similarly for H + R . From (9) and (12) it is possible to construct three "reduced" linear maps:
Notice that these maps can be defined without explicitly referring to an OSR of T , by considering e.g.
where Π S is the orthogonal projection on H S .
III. INVARIANT AND ASYMPTOTICALLY STABLE SUBSPACES

A. Definitions
Given an X ∈ B(H), its support is defined as:
and coincides with its range if X ∈ H(H). Moreover, given a set W ⊂ H(H), its support can be defined as the minimal subspace of H that contains the supports of all the elements in W :
where ∨ stands for the sum between subspaces. A decomposition like (9) is instrumental to study the properties of invariant subspaces: H S is said invariant if any trajectory starting from an operator with support in it, has its support in H S for all times, or equivalently:
A particular class of invariant subspaces, is that one of Globally Asymptotically Stable (GAS), which are defined as the invariant subspaces to which the state tends, i.e. the ones that verify:
∀ρ ∈ D(H).
B. Invariant Faces for CPTP maps
We begin by recalling some basic properties of invariant sets for CPTP maps acting on the cone of Positive Semi-Definite PSD operators H + (H). In particular we shall focus on faces of the cone.
Given a CP map T , a face F is invariant if
It is well-known that any face corresponds to the set of PSD operators with support on a subspace. Moreover, the correspondence between faces and subspaces is a lattice isomorphism [27] . Using this correspondence, it is easy to verify that a face is invariant if and only if the corresponding subspace is so. The next Lemma shows that in fact to any invariant set corresponds an invariant face.
Lemma 1 Let T be a positive map with
Proof. Let W be the convex hull of W , so supp( W) = supp(W), W is invariant and contains an element A such that supp( W) = supp(A). Thus supp(
The next property characterizes the invariance in terms of the OSR of a CP map T , and slightly extends some results of [10] .
Proposition 1 Suppose T is a CP map on H(H) and H = H S ⊕ H R then i) H S is invariant if and only if in any OSR for T the
matrices M k have the block structure:
ii) H S is invariant if and only if H S ⊕ H SR is invariant under the action of T .
Proof.
i) Fix an OSR for T and let
By applying T we obtain:
Since it is a sum of positive elements, all summands must be zero, irrespective of A S . This implies that M k,Q = 0 for any k. Conversely, if M k,Q = 0 for any k then for any A ∈ H + S , T (A) ∈ H + S since all the others blocks are zero as well, and H S is invariant.
ii) If H S ⊕ H SR is invariant and T is positive, then the intersection
If we now apply T and use the OSR structure we derived in (21) we obtain the following structure:
and so H S ⊕ H SR is invariant.
Using this result we can infer some properties for the reduced maps (13) and (14) . Assuming that H S is invariant, T S is just the restriction of T to H S , while T R is its effect (pinching) on H R . Then, from the proposition it follows that that the product of the characteristic polynomials of T S and T R divide the characteristic polynomial of T , while their minimal polynomials divide that one of T . In particular the eigenvalue of T S and T R are eigenvalue of T too and, moreover, the index of an eigenvalue of T S or T R is lesser or equal than the index of the same eigenvalue with respect to T .
IV. NESTED-FACE DECOMPOSITION
We are now ready to focus on the main objective of this paper: studying the convergence features of an iterated CPTP map T by identifying "transient" faces of the PSD operator cone. The first tool we propose mainly relies on the spectral properties of T as a positive linear map. This decomposition starts from an invariant subspace H S , viewed as an invariant face of the cone of PSD matrices, and then constructs a nested sequence of larger faces, which contain the first and are invariant as well. These nested faces correspond to eigenvalues of decreasing modulus, and allow to check if the whole cone is attracted to the smallest face, corresponding to the original subspace.
A. Construction
To start assume H S1 = H S , the initial invariant subspace, and H R1 = H R = H ⊖ H S . The general construction step of H Ri+1 and H Si+1 from H Ri and H Si can be carried out as follows:
1. Define
where
, and σ(T Ri ) is the spectral radius of T Ri . Since T Ri is CP, D i contains elements different from zero [26] . Furhtermore D i is the intersection of two invariant sets for T Ri , so it is invariant. By Lemma 1 H Ti is then invariant as well;
Notice that by construction this is an invariant subspace for T ;
, and iterate.
Since at any step H Ti is not the zero space, H Si+1 has dimension strictly larger than the dimension of H Si , so in a finite number of steps its dimension must reach the dimension of H and the construction stops. When this is the case, we have obtained a chain of subspaces with the following properties:
Alternatively, by using the H Ti we introduced in Equation (26) of the iterative construction, this decomposition can be rewritten as
It is then easy to see that, in a basis that reflect this structure, the matrices M k are in a block upper-triangular form, with the first diagonal block corresponding to H S and each other diagonal block corresponding to one of the H Ti . 
The proof is based on two lemmas. The first one shows that an eigenvector for a reduced map on the complement of an invariant subspace can always be extended to a generalized eigenvector of the whole map corresponding to the same eigenvalue.
Lemma 2 Let T be a linear map on a vector space
and the lemma is proved if the equation in ξ
has solution. Since η 2 is an eigenvector of T 3 , (T 3 − σI) d η 2 = 0 and (34) reduces to
If σ is not an eigenvalue of T 1 , this system is clearly solvable in ξ 1 . In the other case it is solvable only if T 2 η 2 belongs to the image of (T 1 − σI) d i.e. if T 2 η 2 has no component with respect to the generalized eigenspace relative to σ. Since generalized eigenspaces are in direct sum, T 2 η 2 admits a unique decomposition as sum of generalized eigenvectors of T 1 :
where any v k is relative to a different eigenvalue λ k , with λ j = λ i if j = i. Also, due to the invariance of V 1 , any v k can be (trivially) extended to a generalized eigenvector w k for T, also relative to λ k . We can thus write:
Notice that if σ is an eigenvalue of T 1 , as it is in the case we are discussing, then it is also an eigenvalue of T since V 1 is invariant. It is thus apparent that none of the w k can be a generalized eigenvalue corresponding to σ: in fact, due to the Jordan structure of T , T − σI restricted to the generalized σ-eigenspace is a nilpotent matrix of order at most d, and hence any generalized σ-eigenvector for T is mapped to zero after d applications of T − σI. This allows us to conclude that none of the v k is relative to σ and the system (34) is always solvable.
Lemma 3 Let H be a finite dimensional Hilbert space, and
with Z R > 0 and X ∈ H(H) is such that
with X S > 0, then there exists a scalar c > 0 such that
Proof. Considering the block form induced by the decomposition of H, if |ϕ = |ϕ S ⊕ |ϕ R then
Since X S > 0 exists a c 1 such that c 1 X S + Z S > 0, so that redefining c = c ′ + c 1 :
for any |ϕ S . The set of vectors |ϕ S ⊕ |ϕ R , under the condition ϕ S |ϕ S = ϕ R |ϕ R = 1, is compact and ϕ R |Z † P |ϕ S + ϕ S |Z P |ϕ R is a real continuous function, then exists m > 0 such that
if |ϕ S | = |ϕ R | = 1. So for |ϕ S and |ϕ R with |ϕ S | = 0 and |ϕ R | = 0
By positiveness of X S and Z R
for some a 1 , a 2 > 0 (for example the roots of their minimum eigenvalues).
Suppose
so cX + Z > 0.
Proof of proposition 2. Suppose by contradiction that σ = σ(T Ri ) = σ(T Ri+1 ). It would be then possible to find
is invariant and, being A ∈ H(H T ′ ) is an eigenoperator for T T ′ , it is thus possible to apply Lemma 2 to extend A to a generalized eigenoperator of T ′ R , of the form This decomposition thus provides us with a nested sequence of faces to which the cone of PSD matrices asymptotically converge. In fact, if each of the H Ti is characterized by a spectral radius strictly lesser than one, these subspaces tend to correspond to zero probability asymptotically. The next proposition shows how this is naturally related to attractivity.
Proposition 3
The invariant subspace H S is GAS if and only if σ(T R1 ) < 1. If this is not the case, H S2 = H S ⊕ H T1 is then the minimal GAS subspace containing H S .
Proof. If σ(T R ) < 1 the support of any fixed points for T is contained in H S so by the results in [10] H S is GAS. If σ(T R ) = 1 then σ(T R2 ) < 1 and H S2 is GAS. Moreover there exist a density operator ρ with supp(ρ) = H Ti and T R (ρ) = ρ, where the last is a consequence that for T 1 has only simple eigenvectors [26] and so the same holds for T R , by this any GAS subspace must contain H T1 .
We conclude the section with two remarks. First, all the construction is based on the maps T Ri , which do not depend on a particular OSR, but only on the (whole) map T . Secondarily, if H S is taken to be the support of the whole fixed points subspace, the above construction is similar in principle to the decomposition in "transient subspaces" that has been proposed in [23] for continuous time evolutions. However, beside being developed for discrete-time semigroups, our results differs from the above in the following aspects: (i) we allow for the initial subspaces to be any invariant subspace, a generalization that is of interest in many control and quantum information protection tasks [7-9, 24, 28, 29] ; (ii) we investigate the structure and the spectral properties of the emerging H Ti ; (iii) we use the latter as tool for deciding asymptotic stability of the subspace.
V. DID DECOMPOSITION
The second decomposition we study is the discretetime version of a decomposition first proposed in [24] for continuous quantum dynamical semigroups. The starting point is again a "target" invariant subspace, but in this case we construct a chain of subspaces that have to be "crossed" by the state trajectory in order to reach the invariant subspace H S , when the initial state has support only on one of the following subspaces in the chain. We show that the last subspace in the decomposition allows us to establish if the target subspace is in fact attractive.
A. Construction
Fix an OSR {M k } for T . To start let H S1 = H S , the initial invariant subspace, and H R1 = H R = H ⊥ S . We proceed iteratively: at each step we start from a decomposition of the form
Let M k,P ′ i and M k,Ri be the P -and R-blocks in (21), with respect to the decomposition (48). First H Ri+1 is defined as follows
Three cases are possible:
In this case H Ti = H Ri , so that H Si+1 = H, and the construction terminates.
2. H Ri+1 = {0}: in this case the construction is successfully concluded. Again H Ti = H Ri .
If none of the above cases applies, we choose as H
Since degenerate cases have been dealt separately, both H Ti and H Ri+1 have positive dimension and then H Ri+1 has dimension strictly less than H Ri . Define H Si+1 = H Si ⊕ H Ti and iterate.
Notice that at any step the dimension of H Ri strictly decreases, or the procedure is halted. Thus, in a finite number of steps the procedure terminates. When the algorithm stops the subspace is decomposed in a direct sum of the form
We shall call this the discrete-time Dissipation-Induced Decomposition (DID). When we choose a basis according to the DID, the block structure of the M k depends on which case has stopped the construction.
If the DID terminates successfully, as in case two, then we get:
with ∩ k ker(M k,Pi ) = 0 for i = 1, . . . N . If instead the decomposition is terminated due to case one, we obtain:
In this case, the first N −1 zero blocks in the last column, on top of M k,TN , for all k, imply the invariance of the last subspace, H TN .
B. DID Properties
As in the previous case, the obtained decomposition allows us to decide the asymptotic stability of the face.
Proposition 4 H S is GAS if and only if the DID is terminated successfully.
Proof. If the DID is not terminated successfully the matrices have the structure (54). By a reordering of the basis, and hence of the blocks, and by using Proposition 1, is easily seen that H TN is invariant. Hence H S cannot be GAS.
If instead the DID is terminated successfully it is possible to verify that no fixed point has support in H R , and by the results of [10] this is equivalent to show that the target subspace is attractive. Suppose by contradiction that ρ is a density operator with support in H R and a fixed point for the map, i.e.:
Then there exists a maximal j between 2 and N (note that the next subspace is minimal) such that
Then ρ Tj (the block of ρ corresponding to H Tj , when it is decomposed accordingly to the DID) is not zero, otherwise, due to positiveness of ρ, the corresponding columns and rows should be zero and (56) would hold with j + 1. Using the block structure (53) and the fact that ρ is a fixed point, we must have:
This is a sum of PSD matrices so any terms must be zero. If ρ Tj = CC † with C ∈ B(H Tj ) using the last
for any k, then the columns of C should be in ∩ k ker(M k,Pi ) which is impossible by construction, since at each step we choose ∩ k ker(M k,Pi ) = {0}.
Suppose now that the DID is completed successfully, and that we are interested in estimating the convergence speed to the target subspace. Fix a state ρ, with support in a fixed H Ti , i.e that verify:
if Π i is the orthogonal projection onto H Ti . Consider the probability of finding the system in the preeceding subspace H Ti−1 after one application of T :
where Π Ti−1 is the orthogonal projection onto H Ti−1 . It is possible to obtain bounds on the growth of this prob-ability (recall it was zero before the action of the map):
In fact, the increment in probability is at least
if γ i is the least eigenvalue of k M † k,Pi M k,Pi , as is seen putting k M † k,Pi M k,Pi in its diagonal form. In the same way it is possible to give an upper bound for (60) by the maximum eigenvalue of k M † k,Pi M k,Pi . Note that these bounds are always meaningful:
Pi is positive definite by construction, so its lowest eigenvalue cannot be zero. Moreover, exists a density operator (e.g. the projection on the subspace generated by an eigenvector corresponding to γ i ) for which the lower bound is reached, and the same is true for the upper bound (this shows also that the maximum eigenvalue is less than or equal to one).
In the light of these observations, the γ i are indications of the (maximal and minimal) probabilities that a transition from H Ti to H Ti−1 occurs. Knowing all these probabilities we can use the minimal ones to find the convergence bottlenecks, and estimate the worst-case time needed to reach H S starting from any state.
It should be the bounds derived are significant only when (59) holds, due to the possible presence of blocks which connect the subspaces H Ti in the opposite way, namely making probability flow down the chain. However, since we assume H S to be GAS, the transitions towards it "dominates" the dynamics, so the γ i can be effectively used to estimate the convergence speed.
C. Dual Characterization
The DID can be also studied, and in fact characterized, in the Heisenberg picture. In this dual framework some properties become more explicit, e.g. its independence from the chosen OSR. The following characterization of invariant subspaces which refers to the dual map will be needed later.
Proposition 5 Let T be a CPTP map, and T * its dual. A subspace H S is invariant for T if and only if for any
Proof. By unitality of the dual map we have
Given
, which has support only on H R . Hence, for (64) to be true, it must be
Applying n-times T * and using the invariance of H R for the dual map, we thus have:
Since T * n R (T * SR (Π S )) ≥ 0 for any n, the sequence T * n (Π S ) is non decreasing. Suppose now
Let H R be the orthogonal complement of H S so that
and then
Corollary 1 Let T be a CPTP map and H S a subspace: i) H S is invariant if and only if
The first point is already known, and projections satisfying this property are called sub-harmonic [26] . Using these results, we can give a dual characterization of the DID.
Proposition 6 Let T be a CPTP map, H S a GAS subspace and consider the decomposition induced by the DID.
and for n > N the support is the whole H.
Proof. We shall prove that (77) holds by induction on n.
First consider the case n = 1. By using the matrix blockdecomposition provided in (53), it is easy to show that:
Recall that by (76)
so, by (78), it suffices to show that H T1 is contained in supp(T * (Π S )). Choosing a set of vector |ϕ 1,h in H T1 , applying T * (Π S ) results in:
(80) By a proper choice of |ϕ 1,h , it is possible to obtain that the |φ 1,h are a basis for H T1 , since by construction the range of k M M k,P l is strictly positive, we prove that the desired property (77) holds for l as well. Finally, the last statement follows directly from the first and the hypothesis of H S being GAS, which in turn implies that the DID algorithm runs to completion and
So the DID is determined by, and is in fact equivalent to, the sequence of supports (77). Since it depends only from the form of T * we readily obtain that the DID is independent from the chosen OSR. From the last result another useful property is also obtained.
Corollary 2 Suppose H S is an invariant subspace for the CPTP map T . Then it is GAS if and only if the sequence supp(T
* n (Π S )) is strictly increasing until it covers the whole space.
Proof. One implication is just a restatement of the last proposition. For the converse, it suffices to follow the proof, taking into account that the failure of the DID returns the block structure of the form (54), from which the sequence supp(T * n (Π S )) cannot cover the whole space.
VI. ASYMPTOTIC PROBABILITIES
The two decompositions we introduced in the previous Sections essentially study the transient structure and dynamical behavior of a subspace H R , complementary to H S , when the last one is invariant. When H S is GAS, we can further investigate its "internal" asymptotic behavior, and understand where the system will converge to, and with which probability.
If a subspace H S is GAS, it must contain the supports of all fixed points. It is well known (see e.g. [26, 30] ), that for a CPTP map T the subspace of fixed points has a structure of the form:
where U is a unitary operator, M d k stands for the full algebra of complex matrices on C d k and ρ k are positive definite density matrices. When the action of T is restricted to the convex, invariant set of density operators, to find the invariant sets it is enough to substitute the full algebras with the sets of density operators contained in the M d k . This highlights a direct-sum structure for the minimal GAS subspace:
with all the H Si invariant, being supports of invariant states. It is possible then to derive explicit formulas for the asymptotic probabilities to find the state in one of the H Si , i.e. to evaluate
given the initial state ρ, where Π Si is the orthogonal projection on H Si . In the same way, we can estimate the probability of converging to any invariant face, corresponding to an invariant subspace of (86). A key preliminary result is represented by the following Lemma.
Lemma 4 Let T be a CPTP map, H = H S ⊕ H R with
H Si and any of the H Si invariant. If Π Si is the orthogonal projection on H Si then for any i
Letting n go to infinity
where the last equality follows from the fact that since
By using the relation:
we get the statement.
In conclusion, the asymptotic probability of converging to an invariant subspace inside the the minimal GAS subspace is given by the sum of two terms: the initial probability of finding the state there (the term Tr(Π Si )), plus a (linear) term that can be computed explicitly knowing the map decomposition as in (14)- (15).
VII. A TOY EXAMPLE
In this section we put our results at work, showing how they can be employed to study the dynamical behavior of different faces of the positive cone and their asymptotic probabilities.
A. Description of the dynamics
Consider a 7 level quantum system associated to the Hilbert space H = span({|j } 7 j=1 ), on which, within each fixed time step, one of the following "noise actions" may occur:
i) with probability γ 1 < 1, level 1, 3 and 2, 4 are swapped,
ii) with probability γ 2 < 1, level 3 decays to 1 and 4 to 2,
iii) with probability γ 3 ≪ 1, level 5 decays to level 4 and 3 in the same proportion, iv) with probability γ 4 < 1, level 6 decays to 5, v) with probability γ 5 < 1, level 7 decays to 5;
where i γ i = 1, γ i > 0 for any i and γ 3 < γ 4 < γ 5 . An OSR for the map T jointly describing these processes can be obtained by the following matrices, associated to each of the processes in the ordered basis for H given above (see e.g. [4] , Chapter 8 for details on phenomenological description of noise actions): 
Knowing that H S is GAS, it is possible to use the results in section VI, to evaluate the asymptotic probabilities of the two subspaces H S1 and H S2 . In order to find the form of the fixed-point set, it is useful to note that representing the dynamics restricted to H S in the basis {|1 , |3 , |2 , |4 }, one directly obtains a tensor structure. In fact, by relabeling these four states as
With respect to this decomposition the matrices that generates the dynamics inside H S can be written as:
Any of the B i factorizes in an operator proportional to the identity on H N times another on H F , this is a sufficient condition for H N to be a Noiseless Subsystem [8, 29] . Moreover in this decomposition projecting onto the the subspaces H S1 and H S2 , defined above, correspond to projecting onto the states |0 N and |1 N . Thus evaluating the trace of the state projected onto one of them returns the probability of having prepared the corresponding state in H N . To do this in the asymptotic limit we can use the results of Section VI, since both subspaces are invariant. Turning to the asymptotic probabilities, it is convenient to evaluate the limits of the projections, as is done in the proof of Proposition 7, and then apply them to the initial state: By these, if the initial state is ρ 0 = 
VIII. CONCLUSIONS
A thorough understanding of open system dynamics, and specifically iterated CPTP maps, plays a central role in the development of quantum information and control methods. Their asymptotic behavior reveals the effectiveness of error protection and correction strategies [28, 30] as well as protocols for state preparation [10] .
In this work we presented a rich set of linear-algebraic tools for analyzing the convergence features of a discretetime QDS generated by a given CPTP map. The work complements known results on the decomposition of the peripheral eigen-operators of a CPTP map, and the emerging Hilbert-space structure [26, 31] , by introducing decompositions of the "decaying" part of the Hilbert space that highlight the mechanism and speed of convergence. Similarly to those results, our results build on a generalization of Perron-Frobenius theory. With respect to the existing results in continuous-time, the discretetime is more general, and has direct applications in the study of engineered dynamics in quantum "digital" simulators [17] .
Our tools include Hilbert space decompositions in "transient" subspaces. The nested-face decomposition is based on the spectral properties of the reduced maps, and it is composed by invariant subspaces, while the DID is based on the directed dynamical links between subspaces that are not necessarily invariant. The first one is more natural from a mathematical perspective, however the second is more likely to highlight the physical mechanisms leading to convergence [24] .
Both decomposition associate subspaces with different decay speeds: eigenvalues of the map in the nested-face decomposition, or transition speeds in the DID. These speeds can help identifying bottlenecks for the convergence, typically associated to a particular physical process, as we illustrated in the example. Hence, the proposed analysis tools can serve in the re-design of engineered evolution for quantum control and quantum information processing. Lastly, these methods should provide suitable tools for analyzing the convergence speed of quantum information protocols based on dissipation, including entanglement preparation and computation [15, 16, 32, 33] .
