Spatial channel covariance information can replace full knowledge of the entire channel matrix for designing analog precoders in hybrid multiple-input-multiple-output (MIMO) architecture. Spatial channel covariance estimation, however, is challenging for the hybrid MIMO architecture because the estimator operating at baseband can only obtain a lower dimensional pre-combined signal through fewer radio frequency chains than antennas. In this paper, we propose two approaches to covariance estimation based on compressive sensing techniques. One is to apply a time-varying sensing matrix, and the other is to exploit the prior knowledge that the covariance matrix is Hermitian. We present the rationale behind the two ideas and validate the superiority of the proposed methods by theoretical analysis and numerical simulations. We conclude the paper by extending the proposed algorithms from narrowband MIMO systems with a single receive antenna to wideband systems with multiple receive antennas.
I. INTRODUCTION
O NE way to increase coverage and capacity in wireless communication systems is to use a large number of antennas. For instance, millimeter wave systems use large antenna arrays to obtain high array gain, thereby increasing cellular coverage [1] , [2] . Sub-6 GHz systems are also likely to equip many antennas at a base station (BS) to increase cellular spectral efficiency by transmitting data to many users simultaneously via massive MIMO systems [3] , [4] . Using a large number of antennas in a conventional MIMO architecture, however, results in high cost and high power consumption because each antenna requires its own RF chain [5] . To solve this problem, hybrid analog/digital precoding reduces the number of RF chains by dividing the linear process between the analog RF part and the digital baseband part. Several hybrid precoding techniques have been proposed for The authors are with the Wireless Networking and Communication Group, Department of Electrical and Computer Engineering, The University of Texas at Austin, Austin, TX 78701 USA (e-mail: swpark96@utexas.edu; rheath@utexas.edu).
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Digital Object Identifier 10.1109/TWC.2018.2873592 single-user MIMO [6] - [9] and multi-user MIMO [10] - [14] in either sub-6 GHz systems or millimeter wave systems. Most prior work on hybrid precoding assumes that full channel state information at the transmitter (CSIT) for all antennas is available when designing the analog precoder. Full CSIT of the entire channel matrix for all antennas, however, is difficult to obtain even in time-division duplexing (TDD) systems if the hybrid structure is employed. This is because the channel estimator at baseband can only see a lower dimensional representation of the entire channel through fewer RF chains than antennas. Although some channel estimation techniques for the hybrid architecture were proposed by using compressive sensing techniques that exploit spatial channel sparsity [15] - [17] , these techniques assume that channel does not change during the estimation process which requires many measurements over time. Consequently, these channel estimation techniques can be applied only to slowly varying channels.
Unlike the hybrid precoding techniques that require full CSIT, there exists another type of hybrid precoding that uses long-term channel statistics such as spatial channel covariance instead of full CSIT in the analog precoder design [13] , [14] , [18] , [19] . This approach has advantages over using full CSIT. First, the spatial channel covariance is well modeled as constant over many channel coherence intervals [18] , [20] . Second, the spatial channel covariance is constant over frequency in general [21] , so covariance information is suitable for the wideband hybrid precoder design problem where one common analog precoder must be shared by all subcarriers in wideband OFDM systems [9] . For these reasons, spatial channel covariance information is a promising alternative to full CSIT for hybrid MIMO architecture.
Although several techniques have been developed to estimate spatial channel covariance or its simplified version such as subspace or angle-of-arrival (AoA) for hybrid architecture, these methods have practical issues. For example, the sparse array developed in [22] and the coprime sampling used in [23] reduce the number of RF chains for the covariance or AoA estimation as they disregard some of the antennas by exploiting redundancy in linear arrays of equidistant antennas. These methods, however, have a limitation on the configuration of the number of RF chains and antennas. In [24] , various estimation methods were proposed based on convex optimization problems coupled with the coprime sampling. The proposed methods, though, require many iterations to converge. A subspace estimation method using the Arnoldi iteration was proposed for millimeter wave systems in [25] . The estimation target of this method is not the subspace of a spatial channel covariance matrix but that of a channel matrix itself, and the channel matrix must be constant over time during the estimation process. Consequently, it is difficult to apply the method in [25] to time-varying channels. The subspace estimation method proposed in [26] uses neither the Hermitian property of the covariance matrix nor the slowly varying property of AoAs. We will show later that using these properties leads to performance improvement. An AoA estimation method for the hybrid structure was proposed in [27] , but it does not exploit the sparse property of millimeter wave channels. In addition, the method was focused on the so-called subarray structure rather than general hybrid structures. In [16] and [28] , AoA estimation methods for the hybrid structure were proposed by applying compressive sensing techniques with vectorization but do not fully exploit the slowly varying AoA property. Instead of using a vector-type compressive sensing, matrix-type compressive sensing techniques were developed for so-called multiple measurement vector (MMV) problems [29] - [32] . Most prior work on the MMV problems, however, assumes that the sensing matrix is fixed over time to model the problem in a matrix form, which is not an efficient strategy when the measurement size becomes as small as the sparsity level.
In this paper, we propose a novel spatial channel covariance estimation technique for the hybrid MIMO architecture. Considering spatially sparse channels, we develop the estimation technique based on compressive sensing techniques that leverage the channel sparsity. Between two different approaches in the compressive sensing field (convex optimization algorithms vs. greedy algorithms), we focus on the greedy approach because they provide a similar performance to convex optimization algorithms in spite of their simpler complexity [33] . Based on well-known greedy algorithms such as orthogonal matching pursuit (OMP) and simultaneous OMP (SOMP), we improve performance by applying two key ideas: one is to use a time-varying sensing matrix, and the other is to exploit the fact that covariance matrices are Hermitian. Motivated by the fact that SOMP is a generalized version of OMP, we develop a further generalized version of SOMP by incorporating the proposed ideas. The algorithm modification is simple, but the performance improvement is significant, which is demonstrated by numerical and analytical results.
We first develop the spatial channel covariance estimation work for a simple scenario where a mobile station (MS) has a single antenna in narrowband systems. Preliminary results were presented in the conference version of this paper [34] . In this paper, we add two new contributions to our prior work. First, we present theoretical analysis to validate the rationale of the two proposed ideas and show the superiority of the proposed algorithm. The theoretical analysis demonstrates that the use of a time-varying sensing matrix dramatically improves the covariance estimation performance, in particular, when the number of RF chains is not so large and similar to the number of channel paths. The analytical results also disclose that exploiting the Hermitian property of the covariance matrix provides an additional gain. Second, we extend the estimation work to other scenarios. Considering that an MS as well as a BS has hybrid architecture with multiple antennas and RF chains, we modify the proposed algorithm to adapt to the situation where analog precoders as well as analog combiners change over time. We also modify the algorithm for the wideband systems by using the fact that frequency selective baseband combiners do not improve the estimation performance.
We use the following notation throughout this paper: A is a matrix, a is a vector, a is a scalar, and A is a set. a 0 and a 2 are the l 0 -norm and l 2 -norm of a vector a. A F denotes a Frobenius norm. A T , A C , A * , and A † are transpose, conjugate, conjugate transpose, and Moore-Penrose pseudoinverse.
[A] i,: and [A] :,j are the i-th row and j-th column of the matrix A. [A] :,S denotes a matrix whose columns are composed of [A] :,j for j ∈ S. If there is nothing ambiguous in the context, [A] :,j , [A] :,S , [A t ] :,j , and [A t ] :,S are replaced by a j , A S , a t,j , and A t,S . A \ B is the relative complement of A in B, diag(A) is a column vector whose elements are the diagonal elements of A, and |A| is the cardinality of A. A ⊗ B, A B, and A B denote the Kronecker product, the Hadamard product, and the column-wise Khatri-Rao product. A (K) B is the generalized Khatri-Rao product with respect to K partitions, which is defined as A
II. SYSTEM MODEL AND PRELIMINARIES: COVARIANCE ESTIMATION VIA COMPRESSIVE SENSING BASED CHANNEL ESTIMATION
In this section, we present the system model and briefly overview prior work on compressive sensing based channel estimation followed by covariance calculation.
A. System Model
Consider a TDD system where a BS with N antennas and M RF chains communicates with an MS as shown in Fig. 1 . We focus on a narrowband MIMO system where an MS has a single antenna; we extend the work to the multiple-MSantenna case and the wideband case in Section V. Let L be the number of channel paths, g t, be a time-varying channel path gain of the -th channel path at the t-th snapshot, and a(φ ) ∈ C N ×1 be an array response vector associated with the AoA of the -th channel path φ . Assuming that AoAs do not change during T snapshots, the uplink channel at the t-th snapshot can be represented as
Considering spatially sparse channels, the channel model in (1) can be approximated in the compressive sensing framework as
where A ∈ C N ×D is a dictionary matrix whose D columns are composed of the array response vectors associated with a predefined set of AoAs, and g t ∈ C D×1 is a sparse vector with only L nonzero elements whose positions and values correspond to their AoAs and path gains. Let d t be a training symbol with |d t | = 1, and z t be a Gaussian noise with CN (0, σ 2 I). The received signal can be represented as
Combined with an analog combining matrix W t ∈ C M×N , the received signal multiplied by d * t at baseband is expressed as
where Φ t = W t A denotes an overall sensing matrix and n t = d * t z t ∼ CN(0, σ 2 I). By letting R g = E[g t g * t ], the spatial channel covariance matrix is expressed as
The goal is to estimate R h with given y 1 , . . . , y T . Since we assume a TDD system, the estimated spatial channel covariance matrix in the uplink can be used for the hybrid precoding design in the downlink due to channel reciprocity. Even in frequency-division duplexing (FDD) systems, there is a possibility that the uplink spatial channel covariance can also be used for the downlink precoding design because the spatial information is known to be congruent. (see [35] and references therein).
B. Preliminaries: Covariance Estimation via Compressive Sensing Based Channel Estimation
Some prior work developed compressive channel estimators for the hybrid architecture [15] - [17] . Once the channel vectors are estimated, the covariance can be calculated from the estimated channels. In this section, we overview two estimation approaches to make a comparison.
A baseline technique to estimate the channel vector at each time is formulated as
This optimization problem is known as a single measurement vector (SMV) problem and can be solved by the OMP algorithm described in Algorithm 1, which is a simple but efficient approach among various solutions to the SMV problem [36] .
Algorithm 1 OMP Input: Φ, y, and L Initialize: v = y, S = ,ĝ = 0 for = 1 :
Once the g t 's are estimated during T snapshots, then the covariance matrix of the channel can be calculated aŝ
In contrast to SMV, another compressive sensing technique called MMV [29] exploits the observation that g 1 , . . . , g T shares a common support if the AoAs do not change during the estimation process. Taking into account that the sensing matrix Φ must be common over time in this MMV problem format, we fix the analog combiner during the estimation process, i.e., W 1 = · · · = W T = W. Let the fixed sensing matrix be Φ = WA. Then, the received signal vectors y t for t = 1, . . . , T in (4) are collected to form a matrix as
where Y = y 1 · · · y T , G = g 1 · · · g T , and N = n 1 · · · n T . The optimization problem in the MMV is formulated as
where G row,0 represents the row sparsity defined as G row,0 = | t supp ([G] :,t )|. This optimization problem can be solved by the SOMP algorithm described in Algorithm 2 [37] , [38] . Regarding the selection rule of SOMP, the 2 -norm in Algorithm 2 can be replaced by the 1 -norm because there is no significant difference between the two in terms of performance [30] . We use 2 -norm throughout this paper for analytical tractability. Although SOMP is known to outperform OMP in general, SOMP still needs improvement, particularly when the number of RF chains is small, as will be discussed in Section III-A.
III. COVARIANCE ESTIMATION FOR HYBRID ARCHITECTURE: TWO KEY IDEAS
In this section, we present two key ideas to improve covariance estimation work based on compressive sensing techniques. First, we develop an estimation algorithm by applying a time-varying sensing matrix. Second, we propose another algorithm that exploits the Hermitian property of the covariance matrix. Finally, we combine the two proposed algorithms.
A. Applying a Time-Varying Sensing Matrix
Although compressive sensing can reduce the required number of measurements, there is a limitation on reducing the measurement size. This lower bound is known to be
for both SMV and MMV when the sensing matrix satisfies the restricted isometry property (RIP) condition [39] . Note that the term "measurement size" here is defined in the space domain and thus indicates the number of RF chains. One possible solution to overcome this limitation on the number of RF chains is to increase the measurement size by extending the measurements into the time domain, i.e., gathering the measurement vectors of multiple snapshots with different sensing matrices over time. The same approach is also used in [15] and [36] , where the measurements are stacked together as ⎡ ⎢ ⎣
Note that the key assumption in (9) is that g is constant during the estimation process. Consequently, this technique can be applied only to static channels, not time-varying channels. It is worthwhile to compare the MMV signal model in (7) with the signal model where the time-varying combining matrix is used for the static channel as shown in (9) . In (7), y t 's are stacked in columns due to the fact that g t changes over time but Φ is fixed. In contrast, the signal model in (9) adopts a row-wise stack of y t because Φ t changes over time but g is fixed. If both Φ t and g t change over time, we cannot stack y t 's in either columns or rows and thus need another approach. Regarding this scenario, two questions arise: 1) is it useful to employ a time-varying sensing matrix for a timevarying channel? 2) how can we recover the data in this timevarying sensing matrix and time-varying data? We will show that the time-varying sensing matrix can increase the recovery success rate especially when M is not much larger than L by analysis in Section IV and simulations in Section VI. In this subsection, we develop a recovery algorithm to answer the problem of recovery with a time-varying sensing matrix.
To apply the time-varying matrix concept to SOMP, we first focus on the fact that SOMP is a generalized version of OMP. The reason is that the optimization problem of MMV in (8) can be rewritten as
Note that SOMP is equivalent to OMP when T = 1.
Unlike the original formulation in (8) , this reformulated form gives an insight into how to apply the time-varying sensing matrix. We can further generalize the optimization problem in (10) by replacing Φ with Φ t to reflect the time-varying feature of the sensing matrix. Noting that the selection rule of SOMP in Algorithm 2 is equivalent to
version of SOMP, which we call dynamic SOMP (DSOMP), is described in Algorithm 3. Note that we regard path gains as short-term fading and AoAs as long-term fading. Consequently, we assume that path gains are time-varying while AoAs are static as in the MMV problems. If the AoAs change during the estimation process, the spatial channel covariance will also change during that time. In this case, we may need a different type of technique: covariance tracking rather than covariance estimation. We leave the covariance tracking issue for future work.
B. Exploiting the Hermitian Property of the Covariance Matrix
The covariance estimation techniques using OMP, SOMP, and DSOMP in the previous subsections employ a two-step approach where the channel gain vectors g t 's (and thus channel vectors h t 's) are estimated and then the covariance matrix is calculated from (6) . If it is not the channel but the covariance that needs to be estimated, the first step estimating the channel explicitly is unnecessary. In this subsection, we take a different approach that directly estimates the covariance R g without estimating the instantaneous channel gain vectors.
The relationship between R g and R y is given by
If we consider a special case where R g is assumed to be a sparse diagonal matrix as in Fig. 2(c) , the relationship between R g and R y in (11) can be rewritten as by using vectorization and the column-wise Khatri-Rao product, then OMP can be directly applied to this reformulated problem without any modification [40] . This approach, however, has a limitation in application to realistic scenarios because the covariance R g is not a diagonal matrix in general [34] . Instead of assuming that R g is a sparse diagonal matrix, we consider R g to be a sparse Hermitian matrix as in Fig. 2(d) . As MMV uses the fact that G is a matrix with sparse rows as in Fig. 2 (b), we exploit the Hermitian property of the covariance matrix R g . The optimization problem is represented in a matrix form like MMV,
. Note that both MMV and our approach use prior knowledge of the special structure of the sparse matrix. If the target matrix is an unstructured sparse matrix as in Fig. 2(a) , a simple OMP method with vectorization can be directly applied without any performance loss, which is not the case for the structured sparse matrix.
A greedy approach similar to OMP and SOMP can be applied to find a suboptimal solution. At each iteration step, the algorithm needs to find the solution to the following subproblems as
where R X is a Hermitian matrix whose dimension is less than or equal to L. By using the least squares method along with vectorization, the optimal solution to (14) is given by
is also Hermitian. The proposed algorithm using (15) , which we call covariance OMP (COMP), is described in Algorithm 4. Note that the proposed COMP uses quadratic forms instead of linear forms.
The time-varying sensing matrix concept in Section III-A can also be applied to COMP. The generalization of COMP, however, requires a careful modification. LetR y = 1 T T t=1 y t y * t andR g = 1 T T t=1 g t g * t denote the sample covariance matrix of the measurement vectors y 1 , . . . , y T and that of the channel path gain vectors g 1 , . . . , g T . In covariance estimation based on COMP, the calculation ofR y is followed
by the estimation ofR g . This is becauseR y can be represented as a function ofR g aŝ
If the sensing matrix changes over time,R y cannot be represented as a function ofR g becausê
For this reason, instead of usingR y , we use a per-snapshot y t y * t , which can be regarded as a one sample estimate of the sample covariance matrix. Note that this extreme sample covariance is not a diagonal matrix in general even when the channel paths are uncorrelated. Using the fact that y t y * t for all snapshots are sparse Hermitian matrices sharing the same positions of nonzero elements, we develop the dynamic COMP (DCOMP) from COMP in a similar way that we develop DSOMP from SOMP, which is described in Algorithm 5. Note that DCOMP becomes equivalent to
IV. THEORETICAL ANALYSIS OF THE PROPOSED ALGORITHMS
In this section, we analyze the benefit of the time-varying sensing matrix and compare SOMP, DSOMP, and DCOMP. These greedy algorithms share the same structure: the algorithms recover the L elements in the support set S one by one for L iteration steps. At every iteration step, which is denoted by the index in Algorithm 3 (and in the other algorithm descriptions), one element in S is determined. In this section, we analyze the probability of successfully recovering one of the elements in S at the -th iteration step for each algorithm.
The main results in this section can be summarized as follows. The recovery success probability of SOMP, DSOMP, and DCOMP increases as the number of measurements T increases. The recovery success probability of SOMP, however, saturates and does not approach one as T goes to infinity even in the noiseless case if the number of RF chains M is not much larger than the number of channel paths L. In contrast to SOMP, the recovery success probability of DSOMP and DCOMP approaches one as T increases for any M and L. In other words, DSOMP and DCOMP can guarantee perfect recovery even when the number of RF chains is so small that both OMP and SOMP fail to recover the support even in the noiseless case. Finally, we will show that DCOMP has a higher recovery success probability than DSOMP.
Let us first consider how to design the sensing matrix Φ. For analytical tractability, we confine the dictionary size to D = N in this section. The algorithms, however, can be applied to more general cases such as D > N. The sensing matrix can be represented as Φ = φ 1 · · · φ N = WA. One possible option for the sensing matrix is to use a random analog combining matrix W = W RF such that each element in W RF has a constant amplitude and a random phase with an independent uniform distribution in [0, 2π]. Since the elements in the sensing matrix designed in this way have a sub-Gaussian distribution, this simple random sensing matrix Φ satisfies the RIP condition [33] . There are other desirable features that the sensing matrix needs to have. For example, it is desirable for the sensing matrix to have a small mutual coherence defined as ρ = max i =j [33] . The mutual coherence has a lower bound
, which is known as Welch bound. This bound can be achievable if the column vectors in Φ constitute an equal-norm equiangular tight frame, i.e., Φ satisfies that 1) φ i = c 1 , ∀i, 2) |φ * j φ i | = c 2 , ∀j = i, and 3) ΦΦ * = c 3 I. It is impossible for a sensing matrix Φ that is designed with a random phase analog combining matrix W RF to meet these three conditions at all times. Nevertheless, it is possible to meet the tight frame condition for any random analog combining matrix W RF if the baseband combining matrix W BB is employed such that
It is worthwhile to note that W BB has a similar form to the optimal downlink BS baseband precoder in [9] , which can be directly applied to the uplink BS baseband combiner [15] . If the baseband combining matrix is designed as (18) , the columns in the overall sensing matrix Φ constitute the tight frame because it satisfies
Consequently, any sensing matrix can be transformed to satisfy the tight frame condition by using
The following theorem provides the exact condition for the perfect recovery condition at each iteration step of the DSOMP algorithm. Note that OMP and SOMP are special cases of DSOMP.
Theorem 1: Let S ⊂ N = {1, 2, . . . , N} be an optimal support set with |S| = L and G be an ideal channel gain matrix. Suppose that S o ⊂ S with |S o | = L o was perfectly recovered at the L o -th iteration step in the DSOMP algorithm. In the noiseless case, one of the elements in the optimal support S can be perfectly recovered at the (L o + 1)-th iteration step if and only if
identifies the exact condition for the perfect recovery condition, its dependence on the input data G makes this metric less attractive. Some prior work takes an approach to find upper bounds of certain coherence-related metrics for any random input data [41] , but the bounds are loose, which can be regarded as a worst case analysis. In addition, those upper bounds are meaningful only for the case where M is significantly larger than L. In the extreme case where M and L are similar in value, the upper bounds are too loose to give a useful insight.
Instead of an upper bound, we focus on the distribution of ρ (DS) (S, S o , Φ 1 , . . . , Φ T , G) considering S, S o , Φ 1 , . . . , Φ T , and G as random variables. While the exact distribution depends on the distribution of G, Proposition 1 and Theorem 2 show that ρ (DS) (S, S o , Φ 1 , . . . , Φ T , G) converges to a value that does not depend on G as T becomes larger.
Proposition 1: Suppose that g t,i are independent random variables with zero mean and unit variance. Let
In the OMP case, ρ (DS) (S, S o , Φ 1 , . . . , Φ T , G) becomes equivalent to
where
Since the addition of a random variable X j results in increasing the variance of the metric at j, the maximum values in both the numerator and the denominator for the OMP case are likely to be larger than those of the SOMP case. Compared with the SOMP case, the relative rate of increase in the numerator is higher than that of increase in the denominator with high possibility because |ψ j | 4 is larger than |ψ * j ψ i | 2 for i = j in general for a random sensing matrix. Consequently, we can infer that the normalized coherence metric of SOMP is likely to be less than that of OMP. We validate this inference by simulations for random Φ, S, and S o in Section VI-A. Note that we assume that channel path gains g t,i are independent and thus uncorrelated. If the path gains are correlated, then ρ (S) (S, S o , Φ, G) does not converge to a value that does not depend on G. In a special case where the correlation of g t,i over time is one, i.e., g 1,i S o , Φ, g) , which implies that SOMP becomes the same as OMP.
Although SOMP outperforms OMP for time-varying channels, we can see that the probability of ρ (S) T →∞ (S, S o , Φ) < 1 does not become one in general. This means that SOMP cannot guarantee the perfect recovery even when an infinite number of snapshots are measured for the recovery.
Unlike SOMP, DSOMP can always guarantee perfect recovery as T becomes larger as shown in the following theorem. 
and this upper bound is always less than or equal to one for any N ≥ M ≥ L > L o , i.e,. perfect recovery is guaranteed. Proof: See Appendix C. In Section VI, we show by simulations that a reasonably small T can provide a significant gain over SOMP even in the extreme case when M = L. In addition, the converged value of DSOMP ρ Similar to the DSOMP case, DCOMP can also guarantee the perfect recovery. The perfect recovery condition of the DCOMP case is shown in the following theorem.
Theorem 3: Let S be an optimal support set with |S| = L and G be an ideal channel gain matrix. Suppose that S o ⊂ S with |S o | = L o was perfectly recovered at the L o -th iteration step in the DCOMP algorithm. In the noiseless case, one of the elements in the optimal support S can be perfectly recovered at the (L o + 1)-th iteration step if and only if
. Proof: From the definition of the residual matrix V t in Algorithm 5, the selection rule of DCOMP can be written as
and this completes the proof.
Let Q
t,S,So , then Theorem 3 becomes identical to Theorem 1. It is also worthwhile to note that both DSOMP and DCOMP select the same support at the first iteration step because Q 
for any N ≥ M ≥ L > L o . Proof: See Appendix D. Until now, we considered a time-varying analog combiner and its associated baseband combiner. One question arises: if the analog combiner is fixed and only the baseband combiner is time-varying, does this time-varying property of the baseband combiner improve the recovery performance? The following proposition shows that the time-varying baseband combining matrix itself does not improve the performance when the analog combining matrix is fixed.
for a fixed W RF and a random unitary matrix U t ∈ C M×M such that Φ t = W BB,t W RF A constitutes a tight frame for any t. Then, ρ (DS) 
Each term in both the numerator and the denominator in (52) becomes because Φ t = U t Φ 0 and P t,So = U t P 0,So U * t for all t. Since this is the same as in the SOMP case where Φ 1 = · · · = Φ T = Φ 0 , the proof is completed.
The result in Proposition 2 is beneficial especially to the wideband case where the analog combining matrix must be fixed over frequency. According to Proposition 2, we will use the frequency-invariant baseband combining matrix when modifying the algorithm for the wideband case. This will be discussed in more detail in Section V-B.
V. EXTENSION TO OTHER SCENARIOS
In Section III, we considered a narrowband system and assumed that an MS has a single antenna. In this section, we first extend the work to the multiple-MS-antenna case and then to the wideband case.
A. Extension to the Multiple-MS-Antenna Case
In this subsection, we extend the work in Section III to the case where the MS has hybrid architecture with multiple antennas and RF chains. We consider an uplink control region in a TDD system where an MS equipped with N T antennas and M T RF chains transmits a training signal to a BS equipped with N R antennas and M R RF chains. We assume that consecutive M T training symbols are used in each frame as shown in Fig. 3 , and the symbol index per frame is denoted by s. We assume that the duration of M T symbols is less than the channel coherence time, i.e., the channel is invariant during M T consecutive symbol transmission. Let θ be the angle of departure (AoD) of the -th path. The channel model for the single-MS-antenna case in (1) can be extended to the multiple-MS-antenna case as
Similarly to (2) , this can also be represented in the compressive sensing framework as H t = A R G t A * T , where A R ∈ C NR×DR and A T ∈ C NT×DT are dictionary matrices associated with AoA and AoD, and G t ∈ C DR×DT is a sparse channel path gain matrix with L nonzero elements.
We assume that spatial multiplexing is not applied to the training symbols; only one training signal is precoded and transmitted through N T antennas at each symbol s in frame t. Let W t,s and f t,s be a combiner at the BS and a precoder at the MS with respect to frame t and symbol s. Assuming that the training symbol is known to the BS, thereby omitted as in the single-MS-antenna case, the received signal at baseband is represented as
There are four different types with respect to how to apply W t,s and f t,s within a frame: 1) fixed W t,s and fixed f t,s , 2) time-varying W t,s and fixed f t,s , 3) fixed W t,s and timevarying f t,s , and 4) time-varying W t,s and time-varying f t,s . In the first approach, all the precoders are the same within a frame, and so are the combiners such that f t,1 = · · · = f t,MT = f t and W t,1 = · · · = W t,MT = W t . Since the combiners and precoders are fixed within a frame, averaging the received signals at baseband within a frame can increase the effective signal-to-noise ratio (SNR). The averaged received signal is represented as
wheren t = 1
MT MT s=1 n t,s . Note thatn t ∼ CN 0, σ 2 MT I , which means that this process averages out the noise, increasing the effective SNR. The signal model in (31) can be transformed intō
In the second approach, where only combiners vary and precoders are fixed within a frame such that f t,1 = · · · = f t,MT = f t , the first step is to stack y t,1 , . . . , y t,MT in rows. This row-wise stack yields a M R M T × 1 vector per frame,
T . The signal model in (33) can be rewritten as
The third approach changes only precoders, and combiners are fixed within a frame such that W t,1 = · · · = W t,MT = W t . In contrast to the second approach, y t,1 , . . . , y t,MT are stacked in columns. This column-wise stack makes the aggregate signal model per frame as
whereỸ t,agg = y t,1 · · · y t,MT ,F t,agg = f t,1 · · · f t,MT , andÑ t,agg = W t n t,1 · · · n t,MT . By using vectorization, the matrixỸ t,agg in (35) can be transformed into a vector form as
For the last approach, both precoders and combiners change within a frame. Like the second approach, we stack y t,1 , . . . , y t,MT in rows. Then, the row-wise stacked vector y t,agg becomes
Let g t,agg = vec(G t ) and A agg = A C T ⊗ A R . Then, the signal models for all four different approaches in (32) , (34) , (36) , and (37) can be generalized as
where Θ t,agg denotes the effective combining/precoding matrix per-frame depending on each approach. Similarly to the single-MS-antenna case, the effective sensing matrix Θ t,agg A agg in (38) can be designed to satisfy the tight frame condition when the precoders are varying within a frame. It can be proved that Θ t,agg A agg constitutes a tight frame if the combiner W t,s is constructed in the same way as in (18) and the precoder f t,s is constructed as f t,s =F t,agg,RF f t,s,BB , whereF t,agg,RF ∈ C NT×MT is a random analog precoding matrix and f t,s,BB = F * t,agg,RFF t,agg,RF
Since the generalized signal model in (38) has the same format as that of the single-MS-antenna case in (4), the algorithm proposed for the single-MS-antenna (e.g., DCOMP) can be used without any modification in the multiple-MSantenna case regardless of different approaches. The matrix size of Θ t,agg , however, depends on which approach is employed. While Θ t,agg becomes an M R × N T N R matrix in the first approach, all the other approaches make Θ t,agg an M T M R × N T N R matrix. This means that varying the sensing matrix within a frame increases the measurement size by M T times, which results in both improved performance and increased complexity. Note that the fourth approach where both the combiner and the precoder are time-varying does not increase complexity compared to the second or third approach in which either of them is time-varying because the dimensions of the effective sensing matrix do not increase.
B. Extension to Wideband Systems
In this subsection, we extend our work in the narrowband case into the wideband case. Since the same algorithm can be used for both the single-MS-antenna case and the multiple-MS-antenna case as shown in Section V-A, we focus on the single antenna case for the sake of exposition.
Compared to the narrowband channel model in (1), we adopt the delay-d MIMO channel model for the wideband OFDM systems with K subcarriers [42] , [43] . Let T s be the sampling period, τ be the delay of the -th path, N CP be the cyclic prefix length, and p(t) denote a filter comprising the combined effects of pulse shaping and other analog filtering. The delay-d MIMO channel is modeled as
and the channel frequency response at each subcarrier k can be expressed as
. This can be cast in the compressive sensing framework as h t,k = A (g t c k ), where g t and c k are sparse vectors with L nonzero elements associated with g t, and c k, . Note that g t and c k share the same support for all t and k.
An analog combiner W RF,t at frame t must be common for all subcarrier k. Since Proposition 2 shows that changing baseband combiners does not impact the performance as long as the analog combiner is fixed, we use a common sensing matrix W t = W BB,k W RF,t for all subcarriers at frame t. Then, the signal part of the received signal in the baseband at frame t and subcarrier k is given by r t,k = W t A (g t c k ).
The problem of finding g t c k is similar to the narrowband case in Section III because g t c k share the same support for all t and k. Therefore, the DCOMP algorithm in Section III can be directly applied to this problem. This fails, however, to exploit a useful property of sparse wideband channels. At a fixed subcarrier k = k 0 , the time domain average of r t,k0 r *
Since (41) has a similar form to (17) of the narrowband case, DCOMP can be used for this time domain operation. The frequency domain average of r t0,k r * t0,k at a fixed frame t = t 0 can be expressed differently from (41) as
which is similar to (16) of the narrowband case. Since COMP is developed based on the signal model in (16) , COMP can be used for the frequency domain operation in the wideband case. The different features between the time and frequency domain motivate us to apply different approaches to each domain, i.e., COMP to the frequency domain and DCOMP to the time domain. This combination of two algorithms, which we call WB-DCOMP, is described in Algorithm 6. It is worthwhile to compare WB-DCOMP to the direct extension of COMP and DCOMP. If the sensing matrix Φ is varying over both time and frequency, the direct extension of DCOMP provides the best performance. However, if Φ is varying only in the time domain and fixed over frequency, WB-DCOMP, which is the combination of DCOMP and COMP, can outperform the direct extension of each algorithm in the wideband case. This is demonstrated in Section VI.
VI. SIMULATION RESULTS
In this section, we validate our analysis in Section IV in terms of the recovery success probability in the noiseless Algorithm 6 Wideband DCOMP (WB-DCOMP) Input: Φ 1 , . . . , Φ T , y 1,1 , . . . , y T,K , L Initialize: V t =R y,t = 1 K K k=1 y t,k y * t,k , S = ,R g = 0 for = 1 : case especially when M has a similar value to L. We also present simulation results to demonstrate the performance of the proposed spatial channel covariance estimation algorithms for hybrid architecture.
A. Theoretical Anaylsis in the Noiseless Case
We compare OMP and SOMP in terms of the cumulative distribution function (CDF) of the newly defined metric ρ (S) (S, S 0 , Φ, G) in (21) . Fig. 4 shows how the CDF of ρ (S) (S, S 0 , Φ, G) changes according to T and L o . In Fig. 4(a) , Pr(ρ (S) (S, S 0 , Φ, G) < 1) becomes higher as T gets larger. In addition, as shown in Proposition 1, the CDF converges to T →∞ (N, M, L, L o ) in (24) for any sensing matrices Φ 1 , . . . , Φ T as T increases as shown in Fig. 5(a) . The simulation results also indicate that ρ (DS) T →∞ (N, M, L, L o ) has an upper bound as shown in (24) , which is consistent with the analytical result in Theorem 2. Simulation results in Fig. 5(a) show that a reasonably small value of T ∞ can ensure a perfect recovery. Fig. 5(b) compares DSOMP and DCOMP. As discussed in Section IV, both select the same support at the first iteration step, and the superiority of DCOMP over DSOMP starts from the second iteration step. In Fig. 5(b iteration step, i.e., L o = 7. The figure shows that the CDF of the DCOMP case is located on the left side of that of the DSOMP case, which means DCOMP has a higher success probability than DSOMP.
Although we assume that the channel gains are independently changing over time in the paper, the proposed algorithms can also be applied to temporally correlated channels. Fig. 6 shows the effect of temporal channel correlation on the algorithms. We generated the channel gain as g t = ρ time g t−1 + x t where ρ time denotes the time correlation and x t ∼ CN 0, 1 − ρ 2 time I . The figure shows that the proposed algorithms have the opposite trend to SOMP; the recovery probabilities of DSOMP and DCOMP increase with ρ time while that of SOMP decreases. This different trend is determined by whether the sensing matrix is fixed or timevarying. For ρ time = 1 (i.e., static channels), if the sensing matrix is fixed, all the measurements y t 's are the same as well, and thus there is no additional information compared to OMP. This explains why SOMP converges to OMP as ρ time → 1. On the contrary, the time-varying sensing matrix allows multiple snapshots to constitute an extended SMV problem with a larger measurement size by stacking y t 's as shown in (9) . As ρ time → 1, both DSOMP and DCOMP move toward this ideal measurement stacking case of ρ time = 1, which explains the tendency in Fig. 6 . Note that this measurement stacking can be applied only to static channels unlike our proposed algorithms. It may be possible to further improve recovery accuracy for highly correlated channels if the correlation is known to a BS. We leave this for future work.
Simulation results with respect to the success probability per iteration step is shown in Fig. 7 . As expected, the success probability at the first iteration step is identical for both DSOMP and DCOMP, but the success probability of DCOMP becomes higher than that of DSOMP from the second iteration step, leading to the higher success probability in total.
B. Performance Evaluation on the Covariance Estimation for Hybrid Architecture
In this subsection, we evaluate the performance of the spatial channel covariance estimation. The performance metric [24] where U R h and UR h are the matrices whose columns are the eigenvectors of the ideal covariance R h and the estimated covarianceR h . Note that 0 ≤ η ≤ 1 and a larger η indicates a more accurate estimation. Fig. 8 shows simulation results when N = 64, D = 256, L = 8, and SNR = 10 dB for the single-MS-antenna case in narrowband systems. In the fixed combining matrix case in Fig. 8(a) where M = 16, we can see that the proposed COMP outperforms OMP and SOMP. Combined with the time-varying analog combining matrix, DSOMP and DCOMP have more gain over other techniques with a fixed combining matrix. The gap between DSOMP and DCOMP, however, is marginal in this case. Fig. 8(b) shows the results with 8 RF chains instead of 16 RF chains. As discussed in Section IV, none of the algorithms using a fixed analog combining matrix such as OMP, SOMP, and COMP work properly. Moreover, SOMP even yields worse performance than OMP. In contrast, DSOMP and DCOMP that use a time-varying sensing matrix have a remarkable gain compared to those that use a fixed sensing matrix. In addition, DCOMP, which exploits the Hermitian property of covariance matrices, has a considerable gain compared to DSOMP. These results are consistent with the analysis in Section IV.
Regarding the extension of the proposed work to the multiple-MS-antenna case, the four different approaches explained in Section V-A are compared in Fig. 9 . As expected, the use of time-varying precoding and combining matrices at both BS and MS improves covariance estimation. Fig. 10 shows the extension to the wideband case. As shown in the figure, the combination of COMP and DCOMP outperforms the direct extension of COMP or DCOMP. In addition to the efficiency metric shown in Fig. 9 (a) and Fig. 9(b) , we evaluate the loss caused by covariance estimation error in terms of spectral efficiency of hybrid precoding. The rate loss in Fig. 9(b) and Fig. 10(b) is defined as SEest−SE ideal SE ideal in percentage where SE est and SE ideal are the spectral efficiency of the estimated and ideal covariance case under the assumption that the analog precoding matrix is composed of the dominant eigenvectors of the estimated or ideal spatial channel covariance matrix. The figures show that the trend in the rate loss is consistent with that in the efficiency metric although the rate does not only depend on the efficiency metric but also on other factors such as the type of MIMO techniques and the number of streams.
VII. CONCLUSIONS
In this paper, we proposed spatial channel covariance estimation techniques for the hybrid MIMO structure. Based on compressive sensing techniques that leverage the spatially sparse property of the channel, we developed covariance estimation algorithms that are featured by two key ideas. One is to apply a time-varying sensing matrix, and the other is to exploit the Hermitian property of the covariance matrix. Simulation results showed that the proposed greedy algorithms outperform prior work, and the benefit of adopting the two ideas becomes more significant as the number of RF chains becomes smaller. We also analyzed the performance of the proposed algorithms in terms of recovery success probability. The theoretical analysis indicated that the success probability approaches one as the number of snapshots increases if a timevarying sensing matrix is applied. The analysis also proved that using the structured property of the covariance matrix improves the estimation performance, which is consistent with the simulation results. APPENDIX A PROOF OF THEOREM 1 Let P t,So = Φ t,So Φ † t,So . Then, the support selection criterion at the (L o + 1)-th iteration step in the DSOMP shown in Algorithm 3 becomes
where (a) comes from Φ t,S g t,S = Φ t,So g t,So + Φ t,S\So g t,S\So and (I − P t,So ) Φ t,So = 0, and (b) comes from (I − P t,So ) 2 = I − P t,So due to the characteristics of the orthogonal projection matrix P t,So . Consequently, one of the elements in the optimal support S is selected, i.e., j (opt) ∈ S \ S o at the (L o + 1)-th iteration step if and only if (20) is satisfied.
APPENDIX B PROOF OF PROPOSITION 1
where (a) comes from the fact that g t,i for i ∈ S are independent random variables with zero mean and unit variance. (20) can be written as
where X t,j = i1∈S\So i2∈S\So i2 =i1 g t,i1 g * t,i2 ψ * t,j ψ t,i1 ψ * t,i2 ψ t,j . In (45), (a) comes from the fact that ψ * t,i ψ t,i for all i are identical random variables with non-zero mean, ψ * t,j ψ t,i for all j = i are identical random variables with zero-mean, and g t,i for i ∈ S are independent random variables with zero mean and unit variance. Now let us look at E ψ * t,i ψ t,i 2 and E ψ * t,j( =i) ψ t,i 2 .
Let Ω t = Ψ * t,N \So Ψ t,N \So , then the trace of Ω t becomes Tr(Ω t ) = Tr Φ * t,N \So (I M − P t,So ) 2 Φ t,N \So
where (a) comes from Φ t,So Φ * t,So + Φ t,N \So Φ * t,N \So = N I N due to the tight frame property, and (b) comes from (I − P t,So ) Φ t,So = 0. From (46), the lower bound of E ψ * t,i ψ t,i 2 is given by
where (a) comes from the fact that E[|X| 2 ] ≥ (E[|X|]) 2 for any random variable X. Now, let us look at the squared Frobenius norm of Ω t that is given by
In addition, E Ω t 2 F can be represented differently as
From (47)-(49), the upper bound of E ψ * t,j( =i) ψ t,i 2 can be obtained as
By using the lower bound of E ψ * t,i ψ t,i 2 and the upper bound of E ψ * t,j( =i) ψ t,i 2 , it can be shown that the con- 
whereQ (DS) t,S,So = (I M − P t,So ) Φ t,S\So Φ * t,S\So (I M − P t,So ) and (a) comes from the fact that g t,S and Φ t are independent and g t,i for i ∈ S are independent random variables with zero mean and unit variance.
In a similar way, ρ (DC) (S, S o , Φ 1 , . . . , Φ T , G) in (25) converges as
Since the terms in the expectation in (52) and (53) are independent random variables with respect to t, we omit the time slot index t for simplicity. The difference between the inner parts of the denominators in (52) and (53) becomes
Note that both P So and I − P So can be represented as the production of two semi-unitary matrices, and thus Φ * S\So P So Φ S\So and Φ * S\So (I − P So ) Φ S\So become positive semidefinite matrices. Since the trace of the product of two semidefinite matrices is larger than or equal to zero, (54) becomes 
where (a) can be proved by using Φ N \S Φ * N \S = N I M − Φ So Φ * So − Φ S\So Φ * S\So and P So (N I M − Φ So Φ * So )(I M − P So ) = 0. From the two inequalities in (55) and (56), the converged value in (52) is always larger than or equal to that in (53), and this completes the proof.
