Ratiometric fluorescent indicators are becoming increasingly prevalent in many areas of biology. They are used for making quantitative measurements of intracellular free calcium both in vitro and in vivo, as well as measuring membrane potentials, pH, and other important physiological variables of interest to researchers in many subfields. Often, functional changes in the fluorescent yield of ratiometric indicators are small, and the signal-to-noise ratio (SNR) is of order unity or less. In particular, variability in the denominator of the ratio can lead to very poor ratio estimates. We present a statistical optimization method for objectively detecting and estimating ratiometric signals in dual-wavelength measurements of fluorescent, ratiometric indicators that improves on standard methods. With the use of an appropriate statistical model for ratiometric signals and by taking the pixel-pixel covariance of an imaging dataset into account, we are able to extract user-independent spatiotemporal information that retains high resolution in both space and time.
INTRODUCTION
Ratiometric fluorescent indicators are used extensively in biological imaging to measure changes in Ca ++ concentrations, voltages, and a range of other variables of interest. They have become particularly important in biological imaging for a number of reasons:
1. Illumination variability, photobleaching, and other artifacts may be eliminated by taking the ratio of signals at two different wavelengths.
2. Ratiometry results in quantitative estimates of physiological variables of interest [1] . 3 . A large number of extrinsic dyes such as the calcium indicators Fura-2,3,4F and Indo-1,5F [2] and voltage indicators Di-4,8-Anepps (Molecular Probes) as well as genetically encoded calcium [3] and voltage indicators [4] [5] [6] [7] based on fluorescent resonant energy transfer (FRET) are ratiometric.
4. Genetically encoded FRET indicators are seeing increased application [8, 9] since they are nontoxic and may be noninvasively introduced and accurately targeted to specific brain regions.
With ratiometric techniques, fluorescence is measured via either excitation [10] or emission [11] at two different wavelengths. With these techniques, an anticorrelated signal occurs when, in one channel, fluorescence increases when the variable of interest increases and in the other channel, fluorescence decreases. Because the two measurements are made simultaneously or quasisimultaneously, photon path length and volume factors are eliminated from the ratio [10] [11] [12] . This means that photobleaching and the effect of a fluctuating excitation source are removed from the signal.
Because of calcium's central role in cellular physiology, calcium imaging is used extensively to measure a wide variety of cellular processes in both prokaryotic and eukaryotic cells. Measurements of intracellular free calcium may be made by wide-field fluorescence imaging or by confocal or multiphoton microscopy, which permit better optical sectioning. Particularly with confocal or multiphoton techniques, it is easiest to excite with a single laser. Therefore, emission ratiometry is preferred in this case. The majority of visible-wavelength small-molecule calcium indicator dyes available are either nonratiometric (for example, fluo-2,3,4; Oregon green BAPTA; rhod-2) or are suitable for excitation ratiometry (fura-2, bis-fura-2) [11] . Indo-1 is an emission ratiometric dye, and can be used to do emission ratiometry in confocal microscopes [13] . However, indo-1 bleaches extremely rapidly [11] . A solution to these problems is to mix nonratiometric dyes to form a ratiometric one. For example, one may simultaneously load cells with fluo-3 or fluo-4 and Fura-red. Fluo-3 and fluo-4 are calcium indicators whose fluorescence increases with increasing ͓Ca ++ ͔, and Fura-red's fluorescence decreases with increasing ͓Ca ++ ͔ [14] [15] [16] . A remaining problem with this approach is that differential bleaching, compartmentalization, or clearance of the two dyes may give rise to ratiometric signals that are partially independent of changes in ͓Ca ++ ͔ i [14] ; these problems are all exacerbated in extended time-course experiments.
The extent of dye compartmentalization, clearance, and bleaching, can all be readily evaluated by examining and quantifying the fluorescent images at the two component wavelengths before the formation of the ratiometric image. A variety of schemes have been devised to inhibit dye compartmentalization and clearance, ranging from lowtemperature loading [17, 18] to the use of anion transport inhibitors such as probenecid [19] , or to the use of dextran-conjugated indicators [20] . In the case of differential bleaching, the options are more limited: the medium can be made hypoxic [11] or illumination can be minimized. Since many cells will suffer under long-term hypoxia, minimizing exposure is often the only practical option. In the case of coloaded fluo-4 and Fura-Red, minimizing exposure is made more difficult because the quantum efficiency of Fura-Red is quite low (0.013 in the Ca ++ free form [21] ), so the Fura-Red fluorescence can be quite dim unless high concentrations of dye are used (which can exacerbate compartmentalization and buffering of ͓Ca ++ ͔ i ). The use of dual-dye ratiometric analysis for time-course studies therefore constrains the investigator to work with very low-light-level images. Using low-light-level images for ratiometry, however, presents a different set of problems. A ratio formed with low pixel intensities may be wildly inaccurate (see e.g. Fig. 4 (B), below) largely due to fluctuations in the ratio when the denominator is close to zero. As a consequence, ratiometric analyses of low-intensity data have necessitated subjective thresholding and extensive data averaging. This is done either in space where a region of interest (ROI) is typically chosen (e.g., Higashijima et al. [8] ) or in time where pixel time-courses are averaged [22] . For analysis of slow indicators, such as calcium indicator dyes, temporal averaging is often preferred, since it does not entail a loss of spatial resolution in the resultant images.
Temporal averaging can be applied either during image acquisition or post hoc, by the use of a low-pass filter, viz., a boxcar average. However, the amount of temporal averaging must be limited to a (small) finite number of frames, since excessive averaging can oversmooth the data and mask fast dynamics that may be of interest. As a consequence, signal-to-noise considerations limit signal detection in temporally averaged ratiometric imaging data to events that have a ⌬F / F 0 of 0.4 or more [23] . If one is willing to sacrifice spatial information, the situation may be improved by choosing ROIs within which to average time series. This method of signal detection is effectively a spatial filtering method and represents the other extreme of temporal averaging. By averaging over a ROI one sacrifices spatial information, but retains temporal information. ROI time-courses can, of course, also be temporally averaged for further smoothing.
Because the data are noisy, statistical methods, such as the averaging techniques just mentioned, are needed to detect and estimate the signal. These standard methods may be improved on by using more of the latent information in the data. In the physiological context, signals of interest are usually spatially correlated. Therefore, the best detection and estimation can often be done with multivariate, statistical optimization methods that take into account the full covariance matrix of the data [24] [25] [26] .
In this paper, we present a statistical optimization method for the analysis of ratiometric imaging data. Our method results in the detection of a subspace of the datasets from each channel that is maximally anticorrelated. After finding this subspace, the datasets are projected into it, thereby denoising the measurements in both channels. The time course of the datasets into the anticorrelated subspace is a filtering method based on a statistical model of ratiometric signals. Instead of filtering pixels (using a ROI) or filtering in time (using a boxcar filter) we filter in the space of anticorrelated eigenimages. We call our method SOARS, for statistical optimization analysis for ratiometric signals.
A principal advantage of our method is that the anticorrelated subspace is determined in a user-independent (objective) way. We find weighted masks (eigenimages resulting from an optimization problem) that indicate where anticorrelated activity is occurring in the dataset. This is preferable to user-defined ROIs since, particularly with noisy data, active regions may go undetected by the eye. The eye can typically detect contrast differences only at the 2% level [27] or above. Furthermore, since the eigenimages are generated by linearly transforming the data, their projections in the data (i.e., time courses) are normally distributed by the central limit theorem. Therefore standard statistical tests may be applied to them.
We note that our methods are applicable to measurements of ratiometric signals wherever they are imaged, in neuronal, cardiac, or other tissues, in vivo or in vitro.
MATERIALS AND METHODS

A. Experimental Setup
Cultured PC12 cells on 25 mm circular coverglasses were bulk loaded immediately before imaging with 1 M fluo-4 (Invitrogen/Molecular Probes, Eugene, Oregon, USA, F14217) and 10 M Fura-Red (Invitrogen/Molecular Probes, F3021) acetoxymethyl (AM) ester fluorescent indicator dyes in Hanks' balanced salt solution (HBSS) [28] , 0.04% Pluronic F-127 (Invitrogen/Molecular Probes, P6867) for 20 min at room temperature. After loading, the cells were rinsed with HBSS and mounted in a DvorakStotler chamber (Lucas-Highland, Chantilly, Virginia, USA). The cells were periodically stimulated (2 min off/ 2 min on) for ten periods (40 min total) followed by 5 min of perfusion with a control solution of ionomycin+ EGTA (low calcium clamp) to reduce calcium to base levels, followed by 5 min of perfusion with ionomycin+ 10 mM Ca ++ . Fluorescence and optical images were acquired with a Leica SP2 confocal microscope on a DM RXE upright microscope platform (Leica Microsystems, Bannerbrook, Illinois, USA) at a frame rate of 1 Hz. Then 256ϫ 256 pixel images (1 m per pixel) were taken of cultured PC12 cells and their neurites. Because of computational memory limitations, images were subsequently binned to 128 ϫ 128 pixels. Fluo-4 and Fura-Red were both excited at 488 nm. Simultaneous images were acquired in three bands: 515-535 nm for fluo-4 fluorescence emission, 620-660 nm for Fura-Red fluorescence emission, and transillumination images for detection of any motion of the cells. For experiments, cells were plated on 25 mm circular coverglasses (Fisher Scientific, Atlanta, Georgia, USA) that had been coated with 0.7% polyethyleneimine [29] , and postcoated with collagen. Before each experiment these cells were differentiated for 5 days in RPMI 1640 supplemented with 4% horse serum, 2% fetal bovine serum, and 100 ng/ ml of 7S nerve growth factor (Grade 2, Alomone Laboratories, Jerusalem, Israel.)
C. Temporal Averaging
Temporal averaging was performed in the following standard way: a temporally averaged dataset X ta was formed by replacing a frame in the original dataset X͑t͒ at time t by the symmetrical average of n frames about time t, i.e., in the range ͕t − n /2,t + n /2͖. Therefore,
X͑t͒. ͑1͒
At the boundaries, the dataset was padded with zeros, giving rise to boundary effects that may be seen in the first and last n / 2 frames in the averaged data. Since the average is performed without weighting, the profile of the window being averaged is boxlike. For this reason, this kind of averaging is often called 'boxcar' averaging. The transfer function (Fourier transform) of the boxcar function has most of its support at low frequencies, therefore boxcar averaging acts to "low-pass filter" the data. Better low-pass filters are available, such as Gaussian windows and Slepian functions, but we do not use them here, since most of the literature uses boxcar filtering.
D. Statistical Optimization Analysis
Our analysis begins with the consideration of the following statistical model for one pixel of a ratiometric signal:
͑2͒
Here, X 1,2 ͑t͒ denote time varying signals in two wavelength bands of a ratiometric signal; ␣ and ␤ denote scalar multiplicative constants that may be due to differences in the amplitude of the signal at different wavelengths because of filters, etc.; b͑t͒ denotes a multiplicative, time varying background accounting for changes in the concentration of fluorophores (e.g., a decrease in fluorophore concentration due to bleaching would be a multiplicative effect); and f͑t͒ denotes an anticorrelated change in the background fluorescence due to a ratiometric, fluorescent indicator (this is the signal of interest). The opposite trend in the fluorescence at the two wavelengths (anticorrelation) leads to the minus sign for the f͑t͒ term in the first equation of Eqs. (2) and the plus sign in the second. 1 ͑t͒ϳN͑0,␣ 2 ͒ and 2 ͑t͒ ϳ N͑0,␤ 2 ͒ denote additive white noise in the signal. In typical data that we have analyzed, ␣ and ␤ are close to being equal.
It should be noted that if one of the f͑t͒ terms in one of the equations in Eqs. (2) were deleted, our results would still hold. This altered model would represent the second standard way of doing ratiometry, in which one conditionindependent fluorophore is used as an internal reference.
The key feature of a ratiometric signal is that, in the absence of noise (i.e., 1 ͑t͒ = 2 ͑t͒ = 0), the ratio
eliminates dependence on the background b͑t͒ and is solely a function of f͑t͒, the signal of interest. For ratiometric indicators, this ratio is typically tabulated and quantitative estimates of the concentrations of physiological variables of interest (e.g., voltage, calcium concentration) may be obtained (see, for instance, [1] ). Our approach is to consider the null hypothesis ͕H 0 : f͑t͒ =0͖. We first standardize X 1 and X 2 :
where X i denotes the sample mean and V i denotes the sample standard deviation of X i with i =1,2. This provides us with two time courses that should lie on top of each other if there is no anticorrelation in them. Then the difference ͑t͒ϵX 1 Ј͑t͒−X 2 Ј͑t͒ has expectation value
and, due to cancellation of the background terms, ͑t͒ is the sum of two normally distributed random variables, and therefore is also normally distributed. We have just described what to expect for a single pixel, independent of any information that we might have from other pixels in the dataset. Now, we will consider the situation in which there are many pixels in the dataset, i.e., multivariate imaging data. Given the above discussion, under the null hypothesis, for the ith pixel, i ͑t͒ is normally distributed. Therefore, considered as a vector, ⑀͑t͒ = ͓ 1 ͑t͒ , 2 ͑t͒ , ... , P ͑t͔͒ T is distributed as a P-dimensional, multivariate normal distribution ⑀͑t͒ϳN P ͑0 , ⌺͒, where P denotes the number of pixels in the dataset and superscript T the vector transpose, and the distribution has 0 mean and covariance matrix ⌺.
An important property of a P-variate normally distributed variable X ϳ N͑ , ⌺͒ is that its projection · X = T X on any P-dimensional vector is univariate and normally distributed [30] ; that is,
A further important property of the signal of interest, f͑t͒ = ͓f 1 ͑t͒ , f͑2͑t͒ , ... ,f P ͑t͔͒ T , is that physiologically related fluorescence changes are typically correlated across many pixels in the dataset. Therefore, the pixel-pixel covariance matrix of f͑t͒ will not be diagonal, and for measure-ments of responses to typical stimulus protocols (including ours) will not be normally distributed. This means that if f͑t͒ 0, then we will be able to find at least one vector whose projection will be nonnormally distributed.
This leads us to the following procedure for finding anticorrelation in our data: We first perform a singular value decomposition (SVD) on ⑀͑t͒ = ͚ n=1 P n n a n ͑t͒. This will lead to two desirable results: First, if the null hypothesis holds, all of the ͕a n ͑t͖͒ will be normally distributed. Second, if the null hypothesis does not hold, a group of singular eigenvectors with nonnormal distributions will be identifiable that contain spatially correlated information concerning the temporally anticorrelated part of the signal f͑t͒. We will subsequently refer to the ͕ i ͖ as eigenimages and to the ͕a i ͑t͖͒ as time courses.
The eigenimages ͕ i ͖ associated with nonnormal distributions may be interpreted as a set of orthogonal masks that denote spatially correlated regions with temporally anticorrelated information. The data may be denoised by projection into the subspace defined by the masks ͕ i ͖:
͑7͒
With the results of Eqs. (7), we may invert the standardization procedure (4) in the denoised subspace to form an improved estimate of the ratio
where X i,j = ͗X͑t͒ i,j ͘ t denotes the estimated sample mean from the ith wavelength band and the jth pixel and similarly for the sample standard deviation
RESULTS
A. Standard Analyses of Ca ++ Imaging Data To establish a basis for comparison, we will first show results of the analysis of our data using standard methods. For the experiments presented here, we chose to use PC12 cells, which are widely used as a model of an excitable neuronlike cell and have been extensively used in calcium imaging studies. PC12 cells were loaded with fluo-4 and Fura-Red (Fig. 1) . The cells were imaged with single-photon excitation at 488 nm with a confocal microscope. We measured fluorescence emission for fluo-4 and Fura-Red as well as transmitted light while continuously exposing cells to a perfusing solution (see Subsection 2.A). Transmitted light was measured in a transmission photomultiplier tube (PMT) and used to detect any motion in the PC12 cells. Our experimental switching paradigm was checked by replacing the stimulating solution with fluorescein and measuring changes in fluorescence in the imaging chamber (Fig. 1C) . For stimulation experiments, two solutions, a nonstimulating and a stimulating solution, were periodically perfused through a closed chamber containing the PC12 cells. The nonstimulating solution was standard HBSS containing calcium and magnesium. The stimulating solution was an isotonic modified Hanks' solution containing calcium and magnesium but with varying levels of NaCl replaced by KCl. The fluorescence response to Ca ++ was calibrated by exposing the cells to an ionomycin solution successively containing ethylene glycol tetracetic acid (EGTA) (low calcium clamp), then 10 mM Ca ++ . The characteristic (anticorrelated) changes in fluo-4 and Fura-Red fluorescence from a typical experiment using 50 mM KCl are shown in Fig. 1B . Plotted are raw and superimposed averaged fluorescence traces from fluo-4 and Fura-Red channels. The superimposed traces make clear the anticorrelation of the signals in the two channels. Although the cells contain some compartmentalized dye, the dye does not respond to high-K + stimulation and therefore does not contribute to the ratiometric signal. For all data shown in this paper, no periodic motion corresponding to our stimulus paradigm was observed in the transmission PMT channel.
Reconstructing Temporal Dynamics: Averaging over Pixels
To quantitate temporal changes in imaging data, most researchers determine a ROI and average all pixel time courses within the ROI. Ratios are then calculated by dividing the ROI time courses resulting in a ratio as a function of time. Some ROI analysis methods also set pixels below a user-defined threshold to zero (cf. RATIOPLUS plugin for ImageJ [31] ). This is a nonlinear manipulation of the data that can severely bias estimates of lowamplitude fluorescence changes and we avoid such procedures. Figure 2 shows an ROI analysis of one of our datasets. We show an optical image of a field primarily containing neurites (A) and the mean fluo-4 fluorescence image ͑AЈ͒ with a ROI chosen from the bright pixel region shown in Fig. 2AЈ . The ratio from the ROI is plotted in Fig. 2B . While this method provides quantitative estimates of the ratio in time, it sacrifices spatial information and is ad hoc from the point of view that ROIs are typically chosen subjectively by the user. Biologically relevant information can be lost if the user fails to choose an appropriate ROI.
Because of the noise in the ratio estimate, it is difficult to see any real structure in the ratio with this choice of ROI. On the other hand, picking a ROI along one of the neurites gives more evidence of a response to stimulus (see Figs. 4C, 4G, 4K, and 4O and corresponding text).
Reconstructing the Spatial Distribution of the Signal: Temporal Averaging
In Fig. 2 , we averaged spatial regions in the data to better visualize temporal dynamics. By contrast, temporal averaging allows us to visualize the spatial structure of the neuritic response to stimulation. In Figs. 3B-3D and 3F, we show spatially resolved dynamics of the response of neurites to stimulation as made evident by temporal boxcar averaging. Frames at 20 s increments after stimulation onset are shown with peak response at 100 s. Sharp temporal features are smoothed out in the dynamics; however, the spatial distribution of the responding neurites may be seen. By comparing with the optical image (Fig. 3A) , we can see that only a subset of neurites is responding. The neurite network structure becomes most evident at peak response (e.g., Fig. 3F ). Note that a network of neurites is evident here, whereas spatial information was averaged over in the ROI analysis shown in Fig.  2 . It is important to realize that, although to the eye, the neurite network is evident, the eye is using spatial correlations across many pixels to make sense of the picture. Individual pixel time courses, when plotted, are still very noisy, and the quantitation of the ratio in this data is poor (see Figs. 4A, 4E, 4I, and 4M, and text). Figure 4 compares ROI, temporal averaging, and SOARS analyses. For the sake of consistency, we use the dataset analyzed above. SOARS was designed to extract spatially correlated and temporally anticorrelated information from the dataset and provide an optimal filter that leads to improved spatiotemporal estimates of the ratio. Because this method is not user dependent, it provides objective criteria for analyzing ratiometric data.
B. Comparison of SOARS with Current Analysis Techniques
The figure shows analyses of three different userdefined ROIs and a SOARS analysis for three different boxcar filters (no filter, 10, and 100 frame averaging). For each of the ROI analyses, an image of the mean fluorescence in the fluo-4 channel is shown, overlaid with a ROI. For the SOARS analysis, an eigenimage whose time course was used in the ratio reconstruction is shown. Note that only pixel covariance information and no spatial or morphological information was used to calculate the eigenimage; therefore, the network of neurites visible in the image is confirmation of neuritic response to stimulus that was derived from the dataset.
For the ROI analyses, the time courses were arrived at in the following way: (1) pixels were spatially averaged within the ROI for each wavelength; (2) either no temporal filtering (panels E-G), a 10-frame boxcar average (panels I-K), or a 100-frame boxcar average (panels M-O) was applied to the resulting time courses; then (3) the time courses were ratioed. For the SOARS analysis, a single eigenimage was chosen for the ratio reconstruction (a full reconstruction will be shown later). Time courses of an individual pixel from the reconstruction are shown in Figs. 4H, 4L, and 4P. Boxcar averaging in time was performed on the time courses ͓ , X 1,2 ͑t͔͒ before ratioing.
We designed our experiment to establish an independent criterion for evaluating the data analysis methods. Ideally, a signal analysis method will faithfully reveal the initial periodicity and the final ionomycin/EGTA low calcium clamp. Note that by these criteria, for any amount of temporal averaging, the SOARS analysis results in the best SNR. The initial periodicity and low calcium clamp are evident in the results of the SOARS analysis for any amount of temporal averaging of the signal. However, the ROI analyses, particularly the ROI of the bright fluorescent region, clearly have a much smaller SNR and require extensive temporal averaging in order to see good evidence of a response to stimulation. To illustrate this, we replot the data from Fig. 2 in Figs. 4B and 4F , and to compare against temporal averaging and SOARS results, we present temporally filtered ratios in panels J and N. In the ROI analysis along a neurite (panels C, G, K, O), the response to stimulus is more readily visible to the eye in the first few periods of stimulation, but is swamped by high-frequency noise as the response decreases in amplitude. The results of a temporal averaging analysis may be seen in panels A, E, I, M, in which a single pixel time course is averaged. Here, even for boxcar averaging of 100 frames, the response to stimulation is consistent with filtered noise. As we noted in the discussion of temporal averaging analysis, the reason that temporal averaging Because SOARS is a multivariate analysis technique, the ratio reconstruction has information from across the entire imaging region. For comparison with the ROI analyses, we plot the time course of the pixel depicted in D (inset). I-L, As with E-H, except temporally filtered (before ratioing) with a 10-frame boxcar average. M-P, As with E-H, except filtered with a 100-frame boxcar average. Fig. 2D ). These frames show baseline-topeak response to stimulus. Obvious neuritic structures start to become evident by 60 s after stimulus onset. For temporal averaging, a boxcar window of 100 frames was used.
helps to visualize the spatial distribution of the signal is that the eye finds correlations between pixels and uses this information to reject noise.
C. Obtaining More Detailed Information on the Ratiometric Response
A ratiometric calcium signal can include information that varies in both space and time. For example, upon fertilization, Ca 2+ waves propagate in oocytes [32] . Ca 2+ waves have also been seen in other cells and systems of cells [33] . As long as the signal is large enough that the eigenimages from a SOARS analysis are statistically significant, these dynamics may be captured. To demonstrate that SOARS can capture spatially varying dynamics, we investigate pixel time courses from a SOARS analysis. A cluster of PC12 cells with associated neurites was imaged using the experimental paradigm described above. For this reconstruction, we used a Gaussian filter on the pixel time courses (20 frame FWHM). This filter has better frequency concentration properties than the boxcar filter used in Figs. 3, 4 , and 6 and provides better smoothing. The ratio presented here was reconstructed with three statistically significant eigenimages.
In a SOARS analysis, the ratio is reconstructed from the set of statistically significant eigenimages and their time courses. This means that the ratio at a given pixel in the reconstruction will vary depending on what the particular combination of eigenimages is at a given time. Differences in this spatial response may be seen in Fig. 5 . For instance, subcellular variation in the Ca 2+ response amplitude may be seen within the cell bodies in Fig. 5B . Cell nuclei may be made out as the low amplitude (dark) regions within each cell. In Fig. 5C , we show time courses of the Ca 2+ response from pixels in a sequence starting from a cell body then extending down a neurite.
The first eigenimage (with the largest variance) contained most of the periodic response to the stimulus. The periodic contribution to the response is dominant in the cell body and may be seen in pixel 1 denoted in Fig. 5 (panels A and B with time course shown in C). The second eigenimage contained long-wavelength temporal variation that lasted for the entire periodic stimulation, but did not extend into the ionomycin treatment. This gives an arclike trajectory to some of the time courses. This feature is particularly visible in the response within the neurites (time courses associated with pixels 2 through 5). In the distal region of the neurite, e.g., pixel 6, the amplitude of both the arc and the periodic component is small and the periodic component is inverted relative to the phase of the other time courses. The contribution of both of these components varies for different locations in the neurite. These results provide good evidence that SOARS is able to detect and reconstruct relatively subtle spatial variations in dynamical ratiometric imaging data.
Although no wave behavior was evident in this data, the differences in response amplitude and dynamics between the cell body and neurites are evident. Similar differences in response would be expected if wave behavior were present, but phase lags would be evident in the time courses. For complex waves, more eigenvectors would be required to reconstruct the response (see Section 4, Discussion).
D. Conducting a SOARS Analysis
A SOARS analysis consists of four main steps: (1) standardization and subtraction of the fluorescence signals from two wavelengths; (2) performance of an SVD on the standardized, subtracted data; (3) Statistical selection of eigenimages; and (4) reconstruction of the ratio using only statistically significant eigenimages (a denoised, or optimally filtered, ratio). 2+ response was stronger in the cytoplasm. The dark areas are cell nuclei. Numbers in A and B denote pixels whose time courses are depicted in C. The numbered pixels start in the cell body and extend along a neurite. The periodic response is seen to be strongest in the cell body and to become increasingly weaker along the neurite.
In Fig. 6 , we present intermediate results from steps 2 and 3 of a SOARS analysis of the same data that were presented in Figs. 2-4 . We present five eigenimages and associated statistical information representative of typical signal components in our experimental setup. The first column (panels A-E) depicts eigenimages 1, 2, 4, 10, and 15, respectively. The eigenimages are ordered in descending amount of variance in the dataset. The first two eigenimages (Figs. 6A and 6B) show evidence of obvious varicosities and neuritic structures (arrows). The fourth eigenimage (panel C) shows optical diffraction fringes resulting from partial overlap of the excitation laser wavelength with the fluo-4 emission band. These diffraction fringes are seen only in the fluo-4 channel. The tenth eigenimage (panel D) shows three putative punctate regions (arrowheads). Finally, the fifteenth eigenimage (panel E) has no evident spatial structure.
Time courses ͓ , X 1,2 ͑t͔͒ of the eigenimages in the standardized, subtracted data are presented in Figs. 6F-6J . Whereas the first two standardized time courses exhibit periodicity, the others do not.
The In the fourth column, we present information that may be used to select the statistically significant eigenimages to be used for a reconstruction of the ratio. According to the null hypothesis (see Subsection 2.D), if there is no signal, these distributions should be normally distributed.
To check normality, we plot a histogram estimate of the distribution of the time courses shown in the second column and compare it against the normal distribution given by the mean and standard deviation from the data. A statistically significant violation of the null hypothesis will be seen as a histogram that does not conform to the normal distribution plotted in a thin solid curve (red online). As can be seen, the first two histograms are distinctly nonnormal. Subsequent eigenimages become better approximations to normality.
The two standardized datasets are both assumed to be normally distributed under the null hypothesis. Therefore, another way to approach the question of statistical significance is to investigate the joint probability of the time courses of the eigenimage on each of the standardized datasets ͓ , X 1,2 ͑t͔͒. Numerical experiments on simulated normally distributed data demonstrate that under the null hypothesis, these joint probabilities are normally distributed with major axis along the xy axis (data not shown). In the fifth column (panels U-Y), we plot the joint probabilities from the dataset. In these plots, the diagonal axis is plotted as a white line. As expected, the joint probabilities of the first two eigenimages are distinctly nonnormal. Eigenimage 4 gives a distribution that is skewed relative to the diagonal axis. Eigenimage 10 gives a distribution that is slightly skewed relative to the diagonal axis. And by the fifteenth eigenimage, the distributions are all on the diagonal axis and therefore represent noise.
DISCUSSION
A. SOARS: User-Independent Method for Reconstructing Ratio Dynamics
We have gone to some lengths to compare SOARS with standard ratiometric analysis methods used in most laboratories. Beyond the accurate ratio estimation provided by SOARS, its most important feature is independence from user subjectivity. Often biologically meaningful signal fluctuations may go unnoticed because in the absence of edges the human eye can detect contrast differences of only about 2% [27] . Particularly when choosing ROIs in fluorescence data, the user will be drawn to regions with large background fluorescence. This can be fatal in some contexts. For instance, it is known that calcium levels vary more in neurites than in cell bodies in neuronal cultures [34] , and we have seen this in PC12 cells as well (data not shown). However, cell bodies often fluoresce more brightly (as may be seen in Fig. 1 ). Although a calcium response may exist somewhere in the data, the user may choose the cell body for the ROI and miss important changes in neurites.
These considerations become even more important in investigations of neural circuitry in slice and whole brain preparations, where the whole imaging field is occupied by a dense network of neurons and the appropriate biologically relevant features may be difficult to identify. Furthermore, in cases where dye is compartmentalized into vesicular or other structures, vesicularized dye may be brighter than free cytoplasmic dye, but will not contribute to the ratiometric signal. Because SOARS automatically reflects the anticorrelated information in the dataset, excellent estimates may be obtained, even when compartmentalization or differential localization might be a problem for other methods.
We have used SOARS to detect and reconstruct ratios in cultured zebrafish spinal neurons expressing the genetically-encoded cameleon Ca 2+ indicator [35] . By using a SOARS analysis, we were able to obtain much more detailed information about the Ca 2+ response than with other methods. SOARS avoids the above pitfalls with the use of a statistical model of the optical characteristics of ratiometric dyes. An optimization method is used to find masks that contain as much anticorrelated activity as possible across the entire dataset, optimizing the likelihood that, if an anticorrelated signal exists somewhere in the data, it will be found, even if it is not where the user expected.
Another problem concerning user-defined ROIs is that they sacrifice spatial information within the ROI by averaging time courses over the pixels within the masked region. SOARS again avoids this problem by providing multiple, orthogonal, weighted masks. Therefore, in a ratio reconstruction from SOARS, wavelike activity or other spatially distributed changes may be captured via the superposition of spatial information in the various weighted masks combined with their time courses.
An important point to make about SOARS is that it also works for the other common ratiometric technique in which only one of the fluorophores being imaged changes fluorescence due to the variable of interest. In fact, it is for this reason that the refraction fringes, which are present only in the fluo-4 data, show up as statistically significant eigenimages in Figs. 6C, 6H, 6M, and 6R.
B. When the Noise Deviates from the Model
Sometimes, the noise in the data may not be normally distributed. For instance, in the dataset that we analyzed for Figs. 2-4 and 6, the variance in the dataset tends to decrease slightly as a function of time (i.e., is not completely stationary). This leads to small wings in the distribution of "noisy" time courses. They are not exactly normally distributed. In this case, a Kolmogorov-Smirnov test is more appropriate for testing the equivalence of the distributions of the standardized time courses. For instance, the time course of the 15th eigenimage has the same distribution as all other time courses, except those of the 1st through 8th and the 10th eigenimages. This indicates that we can accept as "noise" all time courses other than these eigenimages for this dataset, since they have the same distribution. The first ten time courses are then statistically significant deviations from the null hypothesis and represent anticorrelation in the dataset.
Empirically, we have found that testing whether the joint probability lies diagonally in the joint probability distribution is more robust to deviations from a normal distribution.
C. Controlling for Motion
Ratiometry is often invoked as a method for suppressing motion artifacts in fluorescent imaging data. This has been documented in imaging studies of the beating heart [36] . However, it is clear that this is not true in general. Particularly with high-resolution microscopic methods such as confocal and two-photon microscopy, motion artifacts can creep into data even when the motion is only of order of a few micrometers. SOARS cannot eliminate these artifacts. Therefore, in order to control for these factors, we took the following steps: (1) we imaged a volume around the focal plane of interest and determined the sig-nal that we would expect if the focal plane happened to change during the experiment by performing a SOARS analysis as a function of Z position (as opposed to a SOARS analysis as a function of time); (2) we imaged transmitted light in a separate channel and investigated this dataset for motion in the XY plane. In the datasets that we present in this study, we were able to ensure that the signals that we were seeing were due to changes in Ca ++ concentration within the cells and not due to motion artifacts.
D. Application of SOARS to Measurements of Moving Preparations
The SOARS method employs an SVD in order to identify spatially correlated, temporally anti correlated information in the standardized dataset. An SVD is a decomposition of a dataset into a sum of separable products of eigenvectors and time courses with each product in the sum scaled by a singular value. Therefore, the best case scenario for a SOARS analysis, in the sense that the statistical power will be greatest in this case, is that the signal be separable. If the signal is separable, then all of the statistical power will be in the first eigenvector and its time course. In the results presented here, the data were not separable, but the preparation did not move and there were a limited number of eigenvectors that captured the response. In general, nonmoving preparations are more likely to give rise to separable data than moving preparations, which by definition give rise to nonseparable data. If the signal is not separable it will require more eigenvectors to capture the signal. This will have the effect of distributing the statistical power among more than one eigenvector with the result that the SNR per eigenvector will decrease, making it more difficult to detect a signal. Nonetheless, the SOARS approach will still retain the features that make it preferable to ROI analyses, since statistical power will also decrease in a fixed ROI if the signal moves away from it.
