














































































































適応に用いるテキストとして，登録された URL の Web
ページ本文と，タグ一つ一つに関して Yahoo 検索 [?] を用
いて検索した結果の上位 200 位の Web ページの文書を用
いた．なお，ブックマークはWeb閲覧と同時に行われるた


















れを N-gramに適用するために Unigram Scalingを用いた。
















表 2 PLSAによる unigram作成条件
条件 PLSA modeling PLSA weighting
条件 I NIKKEI NET キーワードクロール
条件 II NIKKEI NET 仮認識
条件 III NIKKEI NET 閲覧履歴
条件 IV タグクロール 仮認識
条件 V タグクロール 閲覧履歴
率算出」の 2つの過程がある．両者を各々 PLSA modeling
と PLSA weightingと呼ぶことにする．





























件を Table 1に示す．被験者は 20代の男子学生 2人で，「最
近気になるニュース」という設定で Table 1 に沿った条件
で収録を行った．この収録で得られたWeb 履歴は 39 ペー
ジ，ソーシャルブックマークはタイトル・URL・タグで 10





1. Table 2 の各条件のもとで，PLSA modeling および
PLSA weightingを行い，単語 unigramを得る．
2. ステミングを行い語彙変化を正規化する







を PLSA 言語モデルに適用したものである．また，条件 II




　手法 Corr. (%) Acc. (%)
ベースライン 45.47 40.19
条件 I 46.02 40.82
条件 II 46.26 41.13
条件 III 46.26 41.06
条件 IV 46.65 41.13
条件 V 46.73 41.29
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