Electrochemical impedance spectra were obtained for polyaniline membranes in weak and strong acid electrolytes. The measurement model approach for error analysis was used to show that the standard deviation of the real and imaginary parts of the impedance were equal, even for systems containing a large solution resistance with respect to the polarization impedance. These results were confirmed using analogue RC circuits that did not require use of the measurement model approach. A model for the error structure is proposed that is in agreement with data obtained for large and small values of the solution resistance.
Background
Interpretation of impedance spectra in terms of physical properties and processes is usually accomplished by regressing deterministic models to experimental data. While it is generally recognized that the weighting used for a regression can have a great influence on the regression results,'-5 selection of a proper regression strategy is particularly important for interpretation of impedance spectra because the value of the impedance can vary by many orders of magnitude over an experimental frequency range. The importance of the weighting used for regression of impedance data has been recognized, 6 -" but, until recently, lack of experimental assessment of the error structure prevented weighting in accordance with the stochastic noise.
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The discussion of error structures in impedance spectroscopy had, therefore, been limited to a priori predictions of measurement noise based on instrument noise' 6 and to standard assumptions concerning the error structure such as constant or proportional errors.6 8 Macdonald, 8 ""' 2 Boukamp, ? Zoltowski,"9, Orazem et al.,' 4 and Agarwal et al. 5 ' 7 ' 9 have discussed the importance of selecting a proper weighting strategy for regression of models to electrochemical impedance data. A weighted least squares strategy that includes the errors in the real and imaginary parts of the impedance is given by minimization of
where Zk and Zj,k represent the real and imaginary parts of the data, respectively, the caret signifies the corresponding model value, and (rk and arjk are the standard deviations of the real and imaginary parts of the impedance, respectively. The use of the variance to weight data ensures that data points with "low noise" content are emphasized and the data points with "high noise" content are de-emphasized. While there is general agreement that the weighting strategy should take into account the variance of the impedance, there is disagreement of the structure that this error should take. Macdonald 8 '' " ' has been the leading advocate for use of modified proportional weighting on the basis that the stochastic noise in complex impedance measurements is likely to be proportional to the respective component of the measurement. Boukamp' supported use of modulus weighting in regression of impedance data. Use of modulus weighting implies that the real and imaginary components for the impedance measurement have the same level of stochastic noise. To support use of modulus weighting, Zoltowski performed repeated impedance measurements for a series of electrical circuits. 6 The calculated standard deviation of the real and imaginary parts of the impedance were found to be correlated, but not equal. Zoltowski's results, therefore, did not provide conclusive support for use of modulus weighting.
The manner in which errors propagate through the Kramers-Kronig relations suggests that it may be reasonable to assume that the real and imaginary components for the impedance measurement have the same level of stochastic noise. Macdonald presented the results of a Monte Carlo analysis with synthetic data that showed that the standard deviation of the impedance component predicted by the Kramers-Kronig relations was equal to that of the input component." Because the Kramers-Kronig transformation of errors in synthetic data does not account for uncertainties and errors associated with measurement instrumentation, such as a potentiostat or frequency response analyzer, the result of Macdonald was considered to be a property of the Kramers-Kronig relations rather than one of experimental data. The regressions presented by Macdonald in this and subsequent papers continued to employ a modified proportional weighting strategy. 20 - 2 2 The controversy over the form taken by the stochastic errors in impedance spectra should, in principle, be resolvable on experimental grounds. For example, the error structure for most radiation-based spectroscopic measurements such as absorption spectroscopy and light scattering can be readily identified. 4 ' 5 The error analysis approach has been successful for some optical spectroscopy techniques because these systems lend themselves to replication and, therefore, to the independent identification of the different errors that contribute to the total variance of the measurements. In contrast, the stochastic contribution to the error structure of electrochemical impedance spectroscopy measurements cannot generally be obtained from the standard deviation of repeated measurements because even a mild nonstationary behavior introduces a nonnegligible time-varying bias contribution to the error.l Attempts to weight regressions by standard deviations determined from repeated impedance scans have not been very successful because the standard deviation obtained in this way includes both experimental bias and stochastic contributions to the error structure."
A distinction is drawn in the present work between stochastic errors which are randomly distributed about a mean value of zero, errors caused by the lack of fit of a model, and experimental bias errors that are propagated through the model. The problem of interpretation of impedance data is therefore defined to be one of identification of experimental errors, which includes assessment of consistency with the Kramers-Kronig relations, and fitting, which entails model identification, selection of weighting strategies, and examination of residuals. The error analysis provides information that can be incorporated into regression of process models. The experimental bias errors, as referred to here, may be caused by a changing base line or by instrumental artifacts. The emphasis of the present work is on identification of stochastic experimental errors.
The measurement model approach, widely used for identification of error structures of spectroscopic measurements, 4' ' 4 was recently used to filter experimental bias errors from estimates of the standard deviation of electrochemical impedance measurements. 2 In this work, the standard deviation of the real part of the impedance response was found to be equal to that of the imaginary part. Although this result was observed for a wide variety of experimental systems, the systems studied shared the common characteristic of a solution resistance that was small in comparison to the asymptotic value of the real impedance at low frequency.
The regression procedure described by Orazem et al., 13 ' 14 and Agarwal et al.' 5 " ' 9 represents a weighted least squares strategy where the weighting is derived from an independent assessment of the error structure. Their approach is significantly different from the standard weighted least squares approach where modulus, proportional, or constant weighting is used because it does not rely on standard assumptions of error structures. The common weighting strategies can be described in the context of the error structure implied by the assumptions used.
Macdonalds has suggested that, when the components of the impedance are very different in magnitude, the variance of the impedance measurement should take the form Vr = a = ar + rZl 2 0 t Vj =f = U2 + p2l2l2% [la] or, in terms of the standard deviation [lb]
a'j = Ja r + I2r{ZI2°w
here a,, 3r, and 5t are adjustable parameters. An extreme example of a case where the components of the impedance are very different in magnitude would be provided by systems which have a solution resistance that is much larger than the polarization impedance. The standard deviations of the real and imaginary components given by Eq. 1 are not equal unless 30, = 0.
In contrast, use of modulus weighting suggests that
where a is a constant, often chosen on the basis of an a priori estimate of noise characteristics. A value of a = 0.03 is commonly assumed. Using the measurement model concept to filter lack of replicacy in repeated experiments, Orazem et al. 3 and Agarwal et al. 1 5 ' 7 " 9 identified the standard deviation of the stochastic noise for a number of systems which had a negligibly small solution resistance. They suggested that the standard deviation of stochastic errors in impedance measurements could be modeled by [3] where a, [3, and y are constants, and Rm is the value of the current measuring resistor. This model was modified in subsequent work applied to electrohydrodynamic impedance spectroscopy to allow for an additive constant 25 IZI+ aj = ra, = a = alZjl + plZr + y-+8 k1 [4] While parameters a, A, y, and 8 depend, in principle, on the experimental system and on the specific instruments used for impedance measurements, the error structure model parameters for a given instrumentation were found to be independent of the systems studied. The only exception reported was for LaNi, electrodes at potentials where gas evolution was favored.13 26 The significance of the assumed stochastic error structure is illustrated in Fig. 1 where experimental data are presented for an electrical circuit analogue with a solution resistance that is ten times larger than the polarization impedance. Equation 2 suggests that experimental determination of the imaginary part of the impedance response would be difficult to achieve for systems that have a large series resistance, e.g., a large solution resistance. If the noise in the measurement were characterized by a standard deviation that is 3% of the modulus value, almost all of the imaginary component would fall below the noise level, and the resulting signal-to-noise level would be very small. Even for a standard deviation of 1% of the modulus, the imaginary part of the impedance could not be resolved for frequencies lower than 3 Hz and higher than 100 Hz. The errors predicted by Eq. 3 are smaller, but still represent a significant portion of the imaginary part of the impedance response. The error structure associated with Eq. 1 with parameter values reported by Macdonald 8 (r = 0.001, O = 0.1, and t = 1) yields standard deviations for the real and imaginary components of the impedance that are one order of magnitude below the respective measured values.
Equations 2-4 suggest that measurement of the imaginary part of the impedance in resistive media should be extremely difficult, yet, as shown in Fig. 1 , the imaginary part of the impedance can be determined experimentally in resistive media with low levels of noise. The success of such measurements supports Macdonald's argument that Eq. 1 should be used when the components of the impedance are very different in magnitude. While Eq. 1 is in conflict with experimental observation that the real and imaginary parts of the impedance have the same standard deviation,'' ,2" 9 22 2 3 these observations have been made only for systems containing a solution resistance that was small as compared to the polarization impedance.
Three results of Orazem et al.. ' 25 and Agarwal et al.' 5 1 7-192 are examined here in the light of experimental measurements for systems with a large series resistance as compared to the polarization impedance: 2. The standard deviation can be represented by a threeparameter model of the form given as Eq. 3 or a four-parameter model of the form given as Eq. 4.
3. In the absence of internal sources of noise such as bubble generation, the stochastic noise is largely determined by the instrumentation. Thus, a single set of parameters a, p, , and should be sufficient to describe all impedance measurements conducted in a similar manner on a given instrument.
The object of this work was to explore the error structure for impedance measurements for a class of experimental systems in which the ohmic resistance is a sizable fraction of the total impedance. Results are presented for two experimental systems. The impedance response of an equilibrated freestanding polyaniline membrane is presented for a series of electrolytic environments. The error analysis presented here is an integral part of the data analysis which is to be presented in subsequent papers. The results of this work with respect to the error structure were confirmed in subsequent measurements conducted on electrical circuits.
Freestanding Polyaniline (PANI) Membrane
As a consequence of its potential-dependent optical and electrical properties, polyaniline has potential application in electrochromic devices and in rechargeable batteries. The conductivity of polyaniline is also known to be very sensitive to the pH of the aqueous solutions with which the film has been equilibrated. 27 In earlier work, impedance techniques were used to study the transport and reactive properties of PANI-modified electrodes 2 " and of freestanding PANI membranes. 2 The study of the freestanding films (Ref. 26 ) was preliminary in the sense that only graphical interpretation of spectra was presented in the absence of a quantitative model to be regressed. Following the recent development of a quantitative model for freestanding membranes, 3 ' the objective of this effort was to provide a firm statistical foundation for a more sophisticated regression-based interpretation of the impedance response of freestanding PANI films in terms of the model parameters.
Experimental details.-A schematic representation of the experimental system used is presented in Fig. 2 . Potential was controlled by a Solartron 1186 potentiostat and driven by a Solartron 1250 frequency response analyzer. Impedance measurements were collected under galvanostatic modulation at the open-circuit condition. Impedance measurements were collected frequency-by-frequency from high frequency to low. The long integration feature of the frequency response analyzer was used, which terminated measurement at a given frequency when a 1% closure error was achieved on the potential channel. The amplitude of the perturbation was adjusted for each system to maximize the signal-to-noise ratio while staying within the linear regime.
The experimental setup parallels closely that described by Deslouis et al. 2 Polyaniline membranes were prepared by evaporation of emeraldine base solutions in an nmethyl-2-pyrrolidinone solvent according to the method of Angelopoulos et al. 3 The emeraldine base was dissolved in the solvent at a concentration of 20 g/liter and kept in an oven at 70°C for 2 days. The membrane was removed from the drying dish by addition of distilled water. The resulting membrane had a thickness of 20 to 100 p.m, depending on the amount of solution evaporated. After preparation, the membrane was immersed in the acid solution until it was equilibrated.
Electrolytic solutions were prepared by adding the appropriate amount of the respective reagent-grade acid to distilled water. No other ionic species were added. The cell configuration, presented in Fig. 2 , was similar to that described in Ref. 20 . The diameter of the membrane in contact with solution was 0.5 cm; thus the superficial exposed cross-sectional area was 0. reference electrodes were silver. Four-electrode galvanostatic experiments were conducted in which the impedance response was obtained from the potential difference across the membrane in response to a current perturbation. Six repeated measurements were obtained for each electrolyte composition after the membrane was equilibrated with its environment. The time of immersion required to achieve equilibration was over 24 h. The results, presented in the subsequent section, revealed a large change in the impedance response with environment.
Error analysis with measurement models-While the repeated measurements were close in value, they were not strictly replicate. The standard deviation of repeated measurements therefore contained contributions from both stochastic and experimental bias errors. The measurement model approach of Agarwal et at. was used to filter lack of replicacy in order to obtain estimates for the stochastic noise that were free of bias errors.'9 The procedure is summarized below:
1. For each experimental condition, repeated impedance measurements were obtained over identical frequency ranges. Equilibration of the membrane was assumed to have been achieved when six such measurements agreed within 3% (i.e., the standard deviation for the real and imaginary components, respectively, was less than 3% of the modulus at each frequency). ber of parameters used in the regression (two for each Voigt element) was increased in a stepwise manner until the 95.4% (2) confidence interval for one of the parameters included zero. The number of line shapes was then decreased by one. This procedure resulted in the maximum number of statistically significant parameters. The nonzero parameter estimate is important because, when the confidence interval for a parameter estimate includes zero, the regressed value is not statistically significant. This result could be obtained if the experimental range is insensitive to the parameter or if the stochastic or bias errors in the measurement are too large to allow parameter identification. The influence of stochastic errors on parameter estimation provides a motivation for studying the error structure of impedance measurements.
3. The measurement model was regressed to each of the six spectra using the same number of line shapes. If fewer line shapes could be identified for one of the spectra, the number of line shapes was reduced for all the spectra. In other words, the same number of line shapes was used for all the regressions to a given set of repeated measurements, and none of the regressions were allowed to yield parameter estimates which included zero.
4. The standard deviation of the residual errors for the regressions was calculated at each frequency. This approach was assumed to yield the bias-free standard deviation for the stochastic component of the impedance response (see Ref 17, 19 , and 25).
5. Similar calculations were performed for all experimental conditions used in this work. Files containing the standard deviations calculated in the manner described above were obtained for each electrolyte and concentration. Models for the error structure were then regressed to the standard deviation files (see Ref. 17, 19, and 25) . Equation 4 could not provide a good fit to the data, although a modified form given as 0=Tr=O1+IZrRJ+Y-+3 [5] was found to be satisfactory. The regression procedure is described in some detail in Ref. 19 . The estimate for the solution resistance R. used in Eq. 5 was obtained from regression of the measurement model.
Stochastic error structure.-While the impedance data were very sensitive to electrolytic composition, the error structure for the impedance measurements could be grouped into two classes. PANI in strong acids.-The data collected in HC1, given in Fig. 3 , showed a solution resistance that was roughly five times larger than the polarization impedance in the pH Frequency, Hz range of 0 to 2 (HC1 concentration between 1 to 0.01 M). The shape of the impedance-plane curves suggests that a masstransfer Warburg impedance corresponding to diffusion in a finite system may be present. Such a point was discussed theoretically in Ref. 30 and further applied to PANI in strong acids. 3 3 The impedance increased with increasing pH, and the characteristic time constants for the processes changed such that the high-frequency phenomena could not be resolved within instrumental constraints. The Warburg behavior was not evident at pH values between 3 and 7 (HC1 concentration between 10 -3 to 10 -7 M). While the magnitude of the impedance and the dominant phenomena were strong functions of electrolyte composition, the same model parameters in Eq. 5 could be used to fit the resulting measurement error structure. The real and imaginary parts, respectively, of the impedance response and the resulting standard deviation are presented in Fig.  4a for a PANI membrane in HC1 at a pH equal to 0. Even though the real part of the impedance was several orders of magnitude larger than the imaginary part, the respective standard deviations were indistinguishable. Equality of the standard deviations for the real and imaginary parts of the impedance response was observed for all experimental conditions. The same model for the error structure was found to apply for all the data collected in HC1. Results are presented in Fig. 4b for pH 2, and in Fig. 4c for pH 4. The error structure model parameters used are given as case A in Table I . Even though the impedance response was significantly different for the different pH values (as seen in Fig. 3 ), the same model and the same model parameters PANI in weak acids.-While similar sensitivity to pH was observed for the weak acid H3P04 (Fig. 5) , a single set of parameters could not be used to model the resulting error structure. As seen in Fig. 6a for the more acidic condition for H3P04 (1 M), the line corresponding to the error structure model parameters obtained for HC1 (case A in Table I) underpredicts slightly the measured standard deviations and does not capture the peak seen between 0.1 and 1 Hz.
The failure of the error structure model parameters obtained for HC1 (solid line) to conform to the experimentally determined noise level was more evident at a concentration of 10_i M, a condition which is close to the dissociation constant for the acid (see Fig. 6b ). The dashed line in Fig. 6b represents the same model for the error structure as used for the strong acids (i.e., Eq. 5), but the regressed parameters were those given as case B in Table I . The noise level returned to that given as case A for a concentration z of l0_2 M, as shown in Fig. 6c .
Similar sensitivity to concentration was observed for H2S04 ( Fig. 7) , which is also a weak acid. As seen in Fig. 8a for a concentration of 10_i M, the more acidic condition for H2S04 (1 and 0.1 M) shared the same error structure as was obtained for HC1 (case A in Table I ). As seen in Fig. 8b , at a concentration of 0.01 M the noise level was signif icantly higher than the solid line representing the error structure for strong acids. This concentration is close to the second dissociation constant for H2S04. The error structure parameters corresponding to the dashed line are given as case B in Table I . At higher pH values, the noise level was less than predicted by the parameters of case A . The mean impedance and error structure for H3P04. Open circles and triangles represent the real and imaginary ports fo the stochastic contribution to the error structure, respectively. Filled circles and triangles represent the mean real and imaginary parts of the impedance (averaged over six sequential measurements), respectively. The solid line represents the model for the error structure (Eq. 5) with parameters given as case A in Table I . The dashed line in Fig. 6b represents the same model wth parameters given in case B in Table I (see Fig. 8c ). The error structure parameters given as case C in Table I applied for data collected in H2S04 at concentrations of i0, 10-, and 106 M.
Electrical Circuit Analogues
Experiments were conducted using electrical circuit analogues to verify that the standard deviation of the real and imaginary parts of the impedance were equal, even when the real part of the impedance was much larger than the imaginary. The stationarity of the nonelectrochemical system allowed direct calculation of the standard deviations without use of the measurement model as a filter for lack of replicacy. Thus, this work could be used to confirm that the equality of the standard deviation for real and imaginary components of the impedance was not a consequence of the measurement model filtering technique.
Experimental details-Schematic representations of the circuit analogues used are presented in Fig. 9 .
Potential was controlled by a Solartron 1186 potentiostat and driven by a Solartron 1250 frequency response analyzer. Impedance measurements were collected under galvanostatic modulation at the open-circuit condition.
Impedance measurements were collected frequency-byfrequency from high frequency to low. The long-integration feature of the frequency response analyzer was used, which terminated measurement at a given frequency when a 1% closure error was achieved on the potential channel.
Experimental results.-Six repeated measurements were obtained for each circuit. The standard deviations of the real and imaginary parts of the impedance were calculated directly. A single model was found to give acceptable fits to the standard deviations obtained from the different circuits. The error structure model parameters are given as case D in Table I . Frequency. Hz Fig. 8 . The mean impedance and error structure for 11)504. Open circles and triangle5 represent the real and imaginary parts of the stochastic contribution to the error structure, respectively. Filled circles and triangles represent the mean real and imaginary parts of the impedance (averaged over six sequential measurements), respectively The solid line represents the model for the error structure (Eq. 5) with parameters given as case A in Table I . The dashed line in Fig. 8b represents the same model with parameters given as case B in Table I . The dashed line in Fig. 8c represents the same model with parameters given as case C in Table I The data obtained from circuit 1 are presented in Fig. lOa . The ratio Ro/R was equal to 10, which meant that the real part of the impedance was at least 20 times larger than the imaginary part of the impedance at all frequencies and was almost 2,000 times larger at the lowest frequency measured (0.1 Hz). The significant departure from RC circuit behavior seen at frequencies above 2,000 Hz was attributed to potentiostatic limitations. The data at frequencies above this point were found by the methods of Ref. 34 to be inconsistent with the Kramers-Kronig relations.
In spite of the three-orders of magnitude difference between the real and imaginary parts of the impedance, the standard deviations of the repeated measurements were indistinguishable except in two frequency regimes. The standard deviations were found to be different in value in the higher (greater than 2,000 Hz) frequency range where instrument limitations affected the measurement. The standard deviations were also found to be different in value in the frequency range between 10 and 200 Hz. In this frequency range, the calculation of the standard deviation of the real part was constrained by the five digits reported by the FRA. The dashed line in Fig. lOa represents a value corresponding to 0.5 parts in 105. The dashed line can be interpreted as being the standard deviation one would expect if the last significant digit reported had a value of x + 1 for half of the observations in an infinitely large sample. This line drops an order of magnitude at the frequency of 180 Hz where the measured real part of the impedance changes from 1000.0 to 999.99 (Q. For data points marked by an x, all five digits for six repeated measurements were identical, and a standard deviation of 0 was calculated. In other words, the standard deviations for the real and the imaginary parts of the impedance were equal unless the number of significant digits reported by the FRA were inadequate to calculate a, unless potentiostatic limitations influenced the result. The solid line represents the model for the error structure obtained for the different circuits tested.
A similar result was obtained when the resistors were switched such that Ro/R, was equal to 0.1 (Fig. 0lob) . The standard deviations for the real and imaginary parts were found to be indistinguishable. In this case, the potentiostatic limitations were observed at higher frequencies. The standard deviation for the real part of the impedance was very close to the round-off limit of the FRA. In the absence of a solution resistance (Ro/R, = 0, Fig. 1Oc ), similar behav- Fig. 9. Test circuit and parameter values used. ior is seen for the standard deviations for the real solution resistance accounts well for the changes in circuit configuration. A general fit of this nature could not be seen using Eq. 1-4.
Circuits were constructured using larger resistors in order to confirm the generality of the results. As seen in Fig. 11 , the standard deviations for the real and the imaginary parts of the impedance were equal unless the number of significant digits reported by the FRA were inadequate to calculate or or unless the measured values for the imaginary impedance showed that potentiostatic limitations had influenced the result. With a common set of parameters 3, y, and 8, the model presented here as Eq. 5 provided a good description for the error structure for all the circuits tested.
Discussion
In conjunction with the mounting evidence obtained for systems with small solution resistances, 1 ' ' 2223 this work provides experimental verification that the standard deviations for the real and imaginary components of the impedance are equal, even when the real part of the impedance is much larger than the imaginary part. There were two exceptions to this observation.
1. The standard deviations for the real and imaginary parts were unequal when the standard deviation of the imaginary part became sufficiently small that the number of significant digits reported by the instrumentation were insufficient to calculate the standard deviation of the real part.
2. The standard deviations for the real and imaginary parts were unequal when instrumental limitations constrained the measurement.
The first condition suggests that the equality could have been achieved if a larger number of significant digits for the real part of the impedance were available. The second condition may be expected to be associated with a violation of the Kramers-Kronig relations. The work presented here suggests, not only that the standard deviation for the real and imaginary parts are equal, but that this equality may be a fundamental result associated with the manner in which errors are propagated through the KramersKronig relations. The hypothesis that the propagation of errors through the Kramers-Kronig relations yields standard deviations that are equal is addressed in subsequent papers. 3 2 33 The model for the error structure given as Eq. 4 could not describe the stochastic part of the error structure associated with systems containing large solution resistances. Equation 5 provided a satisfactory model for the error structure and, in the limit that the solution resistance tends toward zero, approaches the model proposed by Orazem et al. 3 23 The error structure implicit in the use of modulus or proportional weighting could not describe the observed error structure.
The previously reported observation that a single set of parameters could describe the error structure for non-gasevolving systems was found not to be general. The present work shows, however, that broad classes of experimental systems can be found for which a single set of error structure model parameters is appropriate. In this work, the selection of groupings was by trial-and-error. As an alternative to grouping data sets, it is possible to identify separate sets of error structure parameters for each experiment, but the reduced range of impedance values makes it difficult to obtain a complete set of error structure model parameters. The resulting fit often provides a less satisfactory representation of the error structure than obtained by using a larger and more varied pool of data.
The observation that a specific system has an error structure that is much larger than other systems may provide physical insight into the processes occurring within that system. The larger noise level associated with PANI in weak acids suggests that a stochastic process within the membrane may create a noise level larger than that caused by the instrumentation. relationship between the noise of measurements conducted in the frequency domain and electrochemical noise observed in the time domain. Conclusions
There is now strong experimental evidence that the standard deviation of the stochastic component is the same for real and imaginary parts of the impedance response. In addition to the results presented here for PANI and an RC circuit, the equality of the standard deviations for real and imaginary parts of the impedance has been observed for the impedance response of solid-state systems (GaAs Schottky diodes, ZnO varistors, ZnS electroluminescent panels),13"8'19 corrosion of copper in seawater (under either potentiostatic or galvanostatic modulation),'119 electrochemistry at metal hydride electrodes (LaNi5 and mischmetal),"2' and the electrohydrodynamic impedance response for reduction of ferricyanide and oxidation of ferrocyanide on Pt rotating disks. 25 The error structure analysis reported here has recently been extended to measurement of the frequency-dependent complex viscosity of viscoelastic fluids, and the standard deviations for real and imaginary parts of the viscosity were found to be equal.3' As the previous work was done on systems that have a negligible solution resistance, the work described in the present manuscript was undertaken to examine whether the standard deviation of the stochastic component is the same for real and imaginary parts of the impedance response even when the solution resistance is very large as compared to the polarization resistance, The E results presented here confirm that the standard deviations for the real and imaginary parts of the impedance are equal, even at frequencies sufficiently high or low that the imaginary part of the impedance asymptotically approaches zero.
The equality of the real and imaginary standard deviations has implications for the regression of models to impedance data. The fact that the information content of the imaginary part of the impedance can be obscured by noise at the asymptotic tails influences the manner in which the Kramers-Kronig relations can be applied to assess the bias contribution to the measurement. In addition, the equality of the real and imaginary standard deviations becomes a criterion for selection of appropriate weighting strategies. Among the commonly applied weighting strategies, for example, proportional weighting does not conform to this observation, but no weighting and modulus weighting do conform and may be useful weightings for preliminary regressions.
The results presented here confirm that impedance measurements are heteroskedastic (in the sense that the standard deviations are functions of frequency), though this dependence is much weaker for the galvanostatically modulated impedance data presented here than for the potentiostatically modulated data presented in Ref. resistance is negligible, and, thus, it also provides a suitable model for the error structure for the data presented in Ref. 13, 17, 19, 25, and 26 . Equation 5 appears to be a suitable and general model for the stochastic part of the error structure of impedance measurements and should be useful for developing strategies for weighting regressions.
The striking extent to which the standard deviations for the real and imaginary parts of the impedance are found to be equal provides a motivation for investigating the manner in which errors are propagated through the KramersKronig relations. Macdonald 2 presented the results of Monte Carlo simulations which showed that, when synthetic data containing additive or proportionally superimposed noise are processed through the Kramers-Kronig transforms, the standard deviation of the resulting quantity is equal to the standard deviation of the input. Similar results were obtained by Garcia-Rubio et al. 3 6 While references 20 and 36 address the manner in which an assumed error structure is propagated through application of the Kramers-Kronig relations to synthetic or experimental data, an analytic approach can be used to yield an explicit relationship between Ur and j with the only requirement that the errors be stationary in the sense of replication at the measurement frequency and that the Kramers-Kronig relations be satisfied. The results of that investigation, which have direct relevance to the properties of stochastic errors in experimental data, are reported separately. 
Introduction
The detection of enzymatic reactions by amperometric methods is widely used in biosensor devices. Enzymes convert the substances of interest (analytes) to electrochemically active products which subsequently are oxidized or reduced at the electrode surfaces. Soluble mediators such as ferrocene derivatives ' -3 or conducting polymers 4 -8 facilitate electron transfer and thereby improve the detection limit of enzymatic measurements. However, the leaking of mediators'" and the slowing down of mass transport by polymers are recognized to be major problems for the performance of these biosensors. ' 2 Therefore, the best way to enhance stability and sensitivity of amperometric biosensors is to place the biological recognition element as close as possible to the electrode surface.
The use of antibodies as specific recognition elements is of great importance in bioanalytical methods. 3 In commercial assays, the binding of an antibody to the corresponding antigen is measured by optical (enzyme-linked immunosorbent assay, ELISA) or radiochemical (radioimmunoassay, RIA) detection methods. The disadvantages of both methods are relatively long analysis times and the need of detection equipment which is usually not available for on-site measurements. The development of immunosensors should result in small integrated devices which automatically measure the antibody-antigen binding, thus allowing portable detection systems. Integrated systems relying on electrochemical detection are very promising, because accurate current measurements can be done using relatively simple equipment. Since neither antigens nor * Electrochemical Society Active Member.
antibodies are electrochemically active, labeling is necessary, e.g., using small redox-active molecules such as ferrocene derivatives. 4 In order to obtain a current from bound redox-labeled antibodies, a voltage has to be applied to an electrode placed in close proximity. The best sensitivity can be expected when the distance of electrode and redox centers is in the range of a few nanometers in order to allow direct tunneling of electrons.
Recently, nanotechnological methods have been developed which allow the production of surfaces aimed at direct wiring of immobilized recognition elements. For biosensor applications, there is no need to individually address the recognition elements but to reach an ensemble of molecules via a wiring system. Therefore, no ordered arrangement of the wiring is required and random processes can be used to produce the required conducting structures.
The nanostructuring used for our investigations is based on the masking of a surface using a suspension of monodisperse particles having the size of the intended final structures followed by the evaporation of a metal film and subsequent lift-off of the particles. In such an approach, the size of the structures is not determined by the resolution of photolithographic techniques but only by the size of the masking particles. Ideally, the process yields conducting metal films with openings wide enough to immobilize the recognition elements (i.e., >20 nm) but small enough to result in close contact of the immobilized biomolecules and the metal. Furthermore, the density of openings should be as high as possible in order to reach a high density of immobilized biomolecules, but the formation of electrically unconnected metal islands has to be avoided.
