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Abstract In this paper we construct discrete quasi-interpolants based on C2 cubic
multi-box splines on uniform Powell-Sabin triangulations of a rectangular domain. The
main problem consists in finding the coefficient functionals associated with boundary
multi-box splines (i.e. multi-box splines whose supports overlap with the domain) in-
volving data points inside or on the boundary of the domain and giving the optimal
approximation order.
They are obtained either by minimizing an upper bound for the infinity norm of the
operator w.r.t. a finite number of free parameters, or by inducing the superconvergence
of the gradient of the quasi-interpolant at some specific points of the domain.
Finally, we give norm and error estimates and we provide some numerical examples
illustrating the approximation properties of the proposed operators.
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1 Introduction
Let Ω = [0,m1h]× [0,m2h], m1,m2 ≥ 5, be a rectangular domain divided into m1m2
equal squares, each of them subdivided into two triangles by its main diagonal and then
each of these two triangles subdivided into six subtriangles by its medians, obtaining
the Powell-Sabin triangulation T PSm1,m2 [18], see Fig. 1.
Let S23(Ω, T
PS
m1,m2) be the space of C
2 cubic splines on T PSm1,m2 . According to [6],
the dimension of this space is
dimS23(Ω, T
PS
m1,m2) = 2m1m2 + 4(m1 +m2) + 6,
and it is spanned by dilation/translation of the vector ϕ = [ϕ1, ϕ2]
T of multi-box
splines (see [5,14–16]). There are (m1 + 1)(m2 + 1) shifts of ϕ1, denoted by ϕ1,α,
α ∈ A1, A1 = {(i, j), 0 ≤ i ≤ m1, 0 ≤ j ≤ m2} and (m1 + 3)(m2 + 3)− 2 shifts of ϕ2,
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2Fig. 1 The Powell-Sabin triangulation
denoted by ϕ2,α, α ∈ A2, A2 = {(i, j), −1 ≤ i ≤ m1 + 1, −1 ≤ j ≤ m2 + 1; (i, j) 6=
(m1+1,−1), (−1,m2+1)} whose supports overlap with or are included in the domain,




m1,m2)+2. Therefore, the generators
of S23(Ω, T
PS
m1,m2) are linearly dependent, however, this fact is not important for quasi-
interpolation.
Since ϕ1 and ϕ2 are centered at the origin (see Figs. 3 and 4) we define their scaled
translates in the following way:
















whose supports are centered at the points cα = ci,j = (ih, jh).
In the space S23(Ω, T
PS






where, in order to satisfy the partition of unity in Ω, ϕ¯ = [ϕ¯1, ϕ¯2]













[λ1,α(f), λ2,α(f)], α ∈ A2
¯
is a family of linear functionals which are
local, in the sense that they are linear combinations of values of f at some points
lying inside Ω and in the neighbourhood of the supports of ϕ¯α. Moreover, they are
constructed in order that Q is exact on the space P3(R
2) of bivariate polynomials of
total degree at most three.
The data points used in the definition of λ1,α(f), λ2,α(f) are the vertices of each
square, Aα = Ak,l = (kh, lh), with α ∈ A = {(k, l), k = 0, . . . ,m1, l = 0, . . . ,m2}, see
Fig. 2, and fα denotes the value of the function f at the point Aα, i.e. fα = f(Aα).
In [11], the authors proposed two kinds of differential and discrete quasi-interpolants
on the whole plane R2. If we use them on a bounded domain, the coefficient functionals
associated with boundary multi-box splines (i.e. multi-box splines whose supports over-
lap with the domain) make use of data points outside Ω. Therefore, in order to obtain
a discrete quasi-interpolant of the form (1) using data points inside or on the bound-
ary of Ω, the aim of this paper is to define new coefficient functionals for boundary
multi-box splines.
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Fig. 2 Data points
Here is an outline of the paper. In Section 2 we recall the main results on multi-
box spline generators and the differential and discrete quasi-interpolants defined on the
whole plane and proposed in [11]. In Sections 3 and 4 we construct two different discrete
quasi-interpolants on bounded domains: near-best dQIs, obtained by minimizing the
infinity norm of each coefficient functional, and dQIs with superconvergence properties
for the gradient. Finally, in Section 5 we give norm and error estimates and, in Section 6
we provide some numerical examples illustrating the approximation properties of the
proposed dQIs.
2 C2 cubic splines on uniform Powell-Sabin triangulations and
quasi-interpolants on R2
The space of C2 cubic splines on uniform Powell-Sabin triangulations of the plane R2
has been recently studied in [6,7], where it is shown that any element of this space
can be expressed as linear combination of a pair of refinable generators ϕ = [ϕ1, ϕ2]
T .
In [5] Chap.6, the author identifies ϕ1, ϕ2 as particular examples of multi-box splines,
introduced in [16], on the six-directional mesh shown in Fig. 1 and defined by the
direction vectors
e1 = (1, 0), e2 = (0, 1), e3 = (1, 1),
e4 = (−1, 1), e5 = (2, 1), e6 = (1, 2).
The support of ϕ1 is the unit hexagon with vertices {±e1,±e2,±e3}, see Fig. 3(a),



















and the support of ϕ2 is the hexagon with vertices {±e4,±e5,±e6}, see Fig. 4(a).
The functions ϕ1, ϕ2 are defined by their Fourier transforms. Setting ϕ = [ϕ1, ϕ2]
T ,
z1 = e
−iu1 , z2 = e
−iu2 , the Fourier transform is equal to
ϕˆ(u1, u2) = [ϕˆ1(u1, u2), ϕˆ2(u1, u2)]
T =
[u1, u1 + u2]R(z1, z2)
u1u2(u1 + u2)(u1 − u2)(u1 + 2u2)(2u1 + u2)









Fig. 3 The support (a) and the graph (b) of ϕ¯1

















P1(z1, z2) P2(z1, z2)
Q1(z1, z2) Q2(z1, z2)
–
,
whose elements are given by the following Laurent polynomials with real coefficients










































In [11] the authors propose two differential quasi-interpolants, exact on P3(R
2) of








5where bλ1,α(f) = fα + h26 ∆∗fα,bλ2,α(f) = fα − h26 ∆∗fα,




























From these differential quasi-interpolants, two different discrete quasi-interpolants


















6 (fα±e1 + fα±e2) +
1





6 (fα±e1 + fα±e2)−
1





54 (fα±e1 + fα±e2 + fα±e3)






54 (fα±e1 + fα±e2 + fα±e3)
+ 5432 (fα±2e1 + fα±2e2 + fα±2e3) ,
(8)




































































































































































































































































































































































































































































































Fig. 5 Functionals associated with ϕ¯1 (a) and ϕ¯2 (b) in Q∗
These operators are exact on P3(R
2) and the approximation order is 4 for smooth
functions, i.e. f−Q∗f and f−Q∗∗f are O(h4) . Furthermore they satisfy the following
superconvergence properties: the approximation order of the gradient is 4 and ∇(f −
Q∗f), ∇(f − Q∗∗f) are O(h4) for smooth functions, at the following points (see Fig.
7):

















































































































































































































































































































































































































































































































Fig. 6 Functionals associated with ϕ¯1 (a) and ϕ¯2 (b) in Q∗∗
- the centers of squares Mk,l = ((k −
1
2 )h, (l −
1
2 )h), (k, l) ∈ Z
2,
- the midpoints Ck,l = ((k −
1
2 )h, lh) of horizontal edges Ak−1,lAk,l, (k, l) ∈ Z
2,
- the midpoints Dk,l = (kh, (l −
1
2 )h) of vertical edges Ak,l−1Ak,l, (k, l) ∈ Z
2.












































































































































































































































Fig. 7 Points of superconvergence
Using the method presented in [19], we are interested in the construction of two

















τv,α(β)f(Aβ), v = 1, 2
where, for v = 1, 2, the finite sets of points
˘




Aβ , β ∈ Gv,α
¯
, Fv,α,
Gv,α ⊂ A lie in some neighbourhood of supp ϕ¯v,α ∩Ω and such that Qvf ≡ f for all
f in P3(R
2).
The construction of such coefficient functionals is related to the differential quasi-
interpolant exact on P3(R
2) and defined on the infinite plane, given by (2).
7We propose two different ways of constructing functionals associated with the scaled
multi-box splines whose supports are not entirely inside Ω: the first leads to functionals
(denoted by µv,α) of near-best type, and the second leads to functionals (denoted by
λv,α) inducing superconvergence of the gradient at some specific points of the domain.
In the interior of the domain, for i = 1, . . . ,m1 − 1, j = 1, . . . ,m2 − 1, our quasi-
interpolants make use of the same inner functionals defined by (5) and (6).
We have not proposed quasi-interpolants with inner functionals of type (7) and
(8), instead of (5) and (6), because, in this case, we would have to construct a greater
number of functionals. Indeed, only for i = 2, . . . ,m1 − 2, j = 2, . . . ,m2 − 2 the data
points involved in (7) and (8) lie inside or on the boundary of the domain, therefore,
for i = 1,m1 − 1, j = 1, . . . ,m2 − 1 and i = 2, . . . ,m1 − 2, j = 1,m2 − 1, we would
have to consider other coefficient functionals.
3 Construction of near-best boundary functionals
In this section we construct convenient boundary coefficient functionals, called near-
best functionals, giving the optimal approximation order as in the case of the whole
space R2 (see Section 2).
In the definition of functionals, we consider more data points than the number of
conditions we are imposing, thus we obtain a system of equations with free parame-
ters and we choose them by minimizing an upper bound for the infinity norm of the
operator.
The method used in this subsection is closely related to the techniques given in [1–3,
17] to define near-best discrete quasi-interpolants on type-1 and type-2 triangulations
(see also [4,19,21]).
From (9) it is clear that, for ‖f‖∞ ≤ 1 and α ∈ A2, |µv,α(f)| ≤ ‖σv,α‖1, where
σv,α is the vector with components σv,α(β). Therefore, since the sum of scaled trans-










Now we can try to find a solution σ∗v,α ∈ R
card(Fv,α) of the minimization problem (see




card(Fv,α), Vv,ασv,α = bv,α
o
, v = 1, 2
where Vv,ασv,α = bv,α is a linear system expressing that Q1 is exact on P3(R
2). In our
case we require that the coefficient functionals coincide with the differential ones for
f ∈ P3(R
2).
This problem is a l1-minimization problem and there are many well-known tech-
niques for approximating the solutions, not unique in general (cf. [23] Chap.6). Since
the minimization problem is equivalent to a linear programming one, here we use the
simplex method.
Before giving the explicit expressions of each coefficient functional, we propose
a general method to find a ‘good direction’ for minimizing the infinity norm. The
exactness of Q1 on P3(R
2) gives ten conditions (or six in case of symmetry of the
support w.r.t. the line y = x). Thus we start with a scheme for the coefficient functionals
8containing ten (or six) unknown parameters. Therefore the resulting linear system has
an equal number of equations and unknowns.
In order to reduce the infinity norm, we consider a new functional scheme obtained
from the preceding one by adding a new parameter. We consider several schemes and in
each of them the new parameter is associated with different data points. We compute
the infinity norm of each new functional and we select as new scheme the one having
the smallest norm.
We explain this method in detail in the cases µ1,(0,0) and µ2,(−1,−1). For the other
cases we follow the same logical scheme (see [20] for detail).
3.1 Example 1: the functional µ1,(0,0)
We consider the 9-point linear functional, defined using 6 unknowns
µ1,(0,0)(f) = a1f0,0 + a2(f1,0 + f0,1) + a3(f2,0 + f0,2) + a4f1,1
+a5(f3,0 + f0,3) + a6f2,2,
and we impose µ1,(0,0)(f) ≡ (f +
h2
6 ∆
∗f)(c0,0), c0,0 = (0, 0), for f ≡ 1, x, x
2, xy, x3,
x2y. Due to the symmetry of the support of ϕ1,(0,0) w.r.t. the line y = x, we have only
6 conditions to impose (the monomials y, y2, xy2 and y3 can be excluded). This leads
to the system:
a1 + 2a2 + 2a3 + a4 + 2a5 + a6 = 1, a2 + 2a3 + a4 + 3a5 + 2a6 = 0,
a2 + 4a3 + a4 + 9a5 + 4a6 = 1/3, a4 + 4a6 = 1/6,
a2 + 8a3 + a4 + 27a5 + 8a6 = 0, a4 + 8a6 = 0,













, a5 = −
1
6




with a norm ‖µ1,(0,0)‖∞ ≈ 6.42.
If we want a functional with a smaller norm, we can add a parameter: a7. For
example we consider the following coefficients
µ′1,(0,0)(f) = µ1,(0,0)(f) + a7(f2,1 + f1,2), (11)
µ′1,(0,0)(f) = µ1,(0,0)(f) + a7(f4,0 + f0,4), (12)
µ′1,(0,0)(f) = µ1,(0,0)(f) + a7f3,3. (13)
In each example the parameter a7 is associated with different data points.
Solving the corresponding systems and minimizing the norm ‖µ′1,(0,0)‖∞, we obtain
the values
case (11): ‖µ′1,(0,0)‖∞ ≈ 5.92,
case (12): ‖µ′1,(0,0)‖∞ ≈ 4.33,
case (13): ‖µ′1,(0,0)‖∞ ≈ 3.07.




, a2 = 0, a3 =
1
8
, a4 = −
5
6










and with discrete support shown in Fig. 8(a).
93.2 Example 2: the functional µ2,(−1,−1)
We consider the 9-point linear functional, defined using 6 unknowns
µ2,(−1,−1)(f) = a1f0,0 + a2(f1,0 + f0,1) + a3(f2,0 + f0,2) + a4f1,1
+a5(f3,0 + f0,3) + a6f2,2,
and we impose µ2,(−1,−1)(f) ≡ (f −
h2
6 ∆
∗f)(c−1,−1), c−1,−1 = (−h,−h), for f ≡ 1,
x, x2, xy, x3, x2y. Due to the symmetry of the support of ϕ2,(−1,−1) w.r.t. the line
y = x, we have only 6 conditions to impose (the monomials y, y2, xy2 and y3 can be
excluded). This leads to the system:
a1 + 2a2 + 2a3 + a4 + 2a5 + a6 = 1, a2 + 2a3 + a4 + 3a5 + 2a6 = −1,
a2 + 4a3 + a4 + 9a5 + 4a6 = 2/3, a4 + 4a6 = 5/6,
a2 + 8a3 + a4 + 27a5 + 8a6 = 0, a4 + 8a6 = −1/3,










, a4 = 2, a5 = −
2
3




with a norm ‖µ2,(−1,−1)‖∞ ≈ 30.92.
If we want a functional with a smaller norm, we can add a parameter: a7. For
example we consider the following coefficients
µ′2,(−1,−1)(f) = µ2,(−1,−1)(f) + a7(f2,1 + f1,2), (14)
µ′2,(−1,−1)(f) = µ2,(−1,−1)(f) + a7(f4,0 + f0,4), (15)
µ′2,(−1,−1)(f) = µ2,(−1,−1)(f) + a7f3,3. (16)
In each example the parameter a7 is associated with different data points.
Solving the corresponding systems and minimizing the norm ‖µ′2,(−1,−1)‖∞, we
obtain the values
case (14): ‖µ′2,(−1,−1)‖∞ ≈ 27.92,
case (15): ‖µ′2,(−1,−1)‖∞ = 22,
case (16): ‖µ′2,(−1,−1)‖∞ ≈ 12.56.




, a2 = −
5
12













In the same manner, we add the parameter a8, considering for example
µ′′2,(−1,−1)(f) = µ2,(−1,−1)(f) + a7f3,3 + a8(f2,1 + f1,2), (17)
µ′′2,(−1,−1)(f) = µ2,(−1,−1)(f) + a7f3,3 + a8(f4,0 + f0,4), (18)
µ′′2,(−1,−1)(f) = µ2,(−1,−1)(f) + a7f3,3 + a8f4,4. (19)
Solving the corresponding systems and minimizing the norm ‖µ′′2,(−1,−1)‖∞, we obtain
the values
case (17): ‖µ′′2,(−1,−1)‖∞ ≈ 12.56,
case (18): ‖µ′′2,(−1,−1)‖∞ = 12.5,
case (19): ‖µ′′2,(−1,−1)‖∞ = 8.125.
10
Therefore we choose the functional proposed in (19), where
a1 =
1351
432 , a2 = 0, a3 = −
5





27 , a6 = 0, a7 =
139
108 , a8 = −
73
144 .
and with discrete support shown in Fig. 9(a).
For the other cases we use the same technique: we start with an initial scheme
containing an equal number of conditions and unknowns and then, in order to reduce
the infinity norm, we add points searching the ‘good direction’.
The ‘good direction’ for which we have the smallest norm is given by the vertical
line x − ih = 0, i.e. the vertical line through the center of the support, or, in special
cases of functionals symmetric with respect to x and y, the diagonal line x− y = 0 (or
x+ y−m1h = 0), on which we choose the data points. We obtain the functionals with
discrete supports shown in Figs. 8÷11.
By the functional construction (see e.g. the construction of µ2,(−1,−1)), we notice
that the infinity norm of the coefficient functionals reduces when more parameters are
added, but this reduction slows down as the number of parameters increases. It would
be interesting to analyse in detail the convergence of this reduction.
The method proposed for the construction of near-best boundary coefficient func-
tionals is a heuristic technique that proceeds gradually adding at each step one new
parameter and taking into account the ‘good position’ of the parameters obtained in
the previous step.
Another technique consists in the search of the very best solution (i.e. with the
smallest infinity norm out of all possible combinations of data points) for a fixed number
of parameters, that can be formulated as a single integer programming problem. We
have decided to solve this sequence of linear programming problems because is simpler











































































































































































































































































































































































































































































































































































































































































































Fig. 8 Near-best functionals associated with ϕ¯1,(0,0) (a), ϕ¯1,(1,0) (b) and ϕ¯1,(m1,0) (c)









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Fig. 10 Near-best functionals associated with ϕ¯2,(m1,−1) (a) and ϕ¯2,(0,0) (b)
giving the expression of its coefficient functionals. Thanks to symmetry properties, only

















8 (fm1−2,0 + fm1,2)−
5
6fm1−1,1









24 (f2,0 + f0,2)−
95
36f1,1




















































































































































































































































































































































































































































































































































































































































































8 (f2,0 + f0,2) +
5
6f1,1









12 (fm1−1,0 + fm1,1) +
1
3fm1−1,1




48 (fm1−4,0 + fm1,4).























































and analogous formulas for the three other edges and vertices of Ω. In the interior of
the domain, for i = 1, . . . ,m1 − 1, j = 1, . . . ,m2 − 1, the coefficient functionals are
























fi+1,j+1 + fi−1,j−1 − fi+1,j−1 − fi−1,j+1
´
.
In Table 1 we give the values of the infinity norms of the coefficient functionals.
A valid choice as boundary coefficient functionals is also represented by the initial
ones with schemes containing an equal number of conditions and unknowns, where






6 (f1,0 + f0,1) +
17
24 (f2,0 + f0,2) +
1
3f1,1







2 (fm1−1,0 + fm1,1) +
5
8 (fm1−2,0 + fm1,2)−
1
3fm1−1,1



















































3 (f1,0 + f0,1) +
25
8 (f2,0 + f0,2) + 2f1,1















































6 (f1,0 + f0,1)−
17
24 (f2,0 + f0,2)−
1
3f1,1







2 (fm1−1,0 + fm1,1)−
5
8 (fm1−2,0 + fm1,2)
+ 13fm1−1,1 +
1
6 (fm1−3,0 + fm1,3)−
1
24fm1−2,2.























































and analogous formulas for the three other edges and vertices of Ω. In the interior of
the domain, for i = 1, . . . ,m1 − 1, j = 1, . . . ,m2 − 1, the coefficient functionals are





In fact, in order to determine the coefficient functionals µ¯1,(i,0), µ¯2,(i,−1), µ¯2,(i,0),
although the number of conditions and unknowns is the same, one parameter is free
and a minimization problem has to be solved.
14
4 Construction of boundary functionals inducing superconvergence
In this section we construct boundary coefficient functionals inducing superconvergence
of the gradient of the quasi-interpolantQ2f at some specific points of the domain. Using
the notations
s0 = 0, si = (i−
1
2 )h, 1 ≤ i ≤ m1, sm1+1 = m1h,
t0 = 0, tj = (j −
1
2 )h, 1 ≤ j ≤ m2, tm2+1 = m2h,
these specific points are (see Fig. 7):
- the vertices of squares Ak,l = (kh, lh), k = 0, . . . ,m1, l = 0, . . . ,m2,
- the centers of squares Mk,l = (sk, tl), k = 1, . . . ,m1, l = 1, . . . ,m2,
- the midpoints Ck,l = (sk, lh) of horizontal edges Ak−1,lAk,l, k = 1, . . . ,m1, l =
0, . . . ,m2,
- the midpoints Dk,l = (kh, tl) of vertical edges Ak,l−1Ak,l, k = 0, . . . ,m1, l =
1, . . . ,m2.
We construct the boundary coefficient functionals λ1,α(f) and λ2,α(f) so that they







for f ∈ P3(R
2).
Since the differential quasi-interpolant (2) is exact on P3(R
2), the discrete quasi-
interpolant that we are constructing is also exact on P3(R
2), therefore the approxima-
tion order is 4 and the approximation order of the gradient is 3 for smooth functions,
i.e. f −Q2f = O(h
4) and ∇(f −Q2f) = O(h
3).
If we want superconvergence of the gradient at some specific points, i.e. ∇(f −
Q2f)(M) = O(h
4), we have to require that, for f ∈ P4(R
2), the gradient of the quasi-
interpolant ∇Q2f interpolates the gradient of the function ∇f at those points. So we
impose ∇(Q2f)(M) = ∇f(M) for f ∈ P4(R
2)\P3(R
2), with M a specific point of the
domain.
This leads to a system of linear equations. We consider systems with additional free
parameters and we choose them by minimizing the infinity norms ‖λ1,α‖∞, ‖λ2,α‖∞
and solving the corresponding l1-minimization problems.
We remark that on the whole plane R2, the two operators Q∗ and Q∗∗, defined
by (3) and (4), show superconvergence properties for the gradient at the points above
specified (see [11]), i.e. ∇(f − Q∗f)(M) = O(h4) and ∇(f − Q∗∗f)(M) = O(h4) for
smooth functions and for any point M of the type Ak,l, Mk,l, Ck,l or Dk,l.
Hereinafter we analyse the coefficient functionals near the origin of Ω, the other
ones can be obtained in a similar way near the other vertices. We consider schemes
for these coefficient functionals containing a number of points greater than or equal
to the number of imposed conditions and such that those points are included in a
neighbourhood of the support of the corresponding scaled multi-box spline. In the
selection of points we take into account the comments made in the previous section on
the ‘good direction’.
We remark that in order to construct functionals inducing superconvergence near
the origin, we have to impose the interpolation of the gradient at the specific points
above defined. Therefore we start at the points where only one kind of boundary
functional is involved, i.e. the points ( 32h,
3
























































































where ϕ¯1,(1,1), ϕ¯1,(2,2), ϕ¯2,(1,1), ϕ¯2,(2,1), ϕ¯2,(1,2), ϕ¯2,(2,2), ϕ¯2,(3,2), ϕ¯2,(2,3) are as-
sociated with coefficient functionals of inner type defined by (5), (6) and ϕ¯2,(1,0),
ϕ¯2,(0,1) are associated with boundary coefficient functionals. The supports of ϕ2,(1,0)
and ϕ2,(0,1) are symmetric w.r.t. the line y = x, therefore we only construct the func-
tional λ2,(1,0), because λ2,(0,1) can be obtained by symmetry. Thus we impose the
interpolation condition for the gradient at these points and construct λ2,(1,0).
Then we consider the points (h, h), ( 32h, h): following the same logical scheme
above explained and imposing the interpolation condition at these points, we construct






2 ): imposing the interpola-
tion condition at these points, we construct λ2,(1,−1), λ1,(1,0) and we continue using
the same method.
Here we use more data points than in the near-best case, because now we have
more conditions to impose.
We analyse the cases λ2,(1,0) and λ2,(0,0). For the other cases we follow the same
logical scheme (see [20] for detail). We obtain the functionals with discrete supports
shown in Figs. 12÷15.
4.1 Example 1: the functional λ2,(1,0)
Consider the 13-point linear functional
λ2,(1,0)(f) = a1f0,0 + a2f1,0 + a3f2,0 + a4f0,1 + a5f1,1 + a6f2,1 + a7f0,2+
+a8f1,2 + a9f2,2 + a10f0,3 + a11f1,3 + a12f2,3 + a13f1,4,
obtained from the scheme of the corresponding near-best coefficient functional by
adding the points A0,3 = (0, 3h) and A2,3 = (2h, 3h).
We require that:
(i) λ2,(1,0)(f) ≡ (f −
h2
6 ∆
∗f)(c1,0), c1,0 = (h, 0) for f ∈ P3(R
2), i.e. for f ≡ 1, x, y,
x2, xy, y2, x3, x2y, xy2, y3;
(ii) ∇(Q2f)(M) = ∇f(M) for f ∈ P4(R
2)\P3(R
2), i.e. for f ≡ x4, x3y, x2y2, xy3, y4
and M = ( 32h,
3
2h), (2h, h), (2h,
3
2h).
This leads to a system whose solution depends on one parameter: if we minimize
the norm ‖λ2,(1,0)‖∞ we obtain
a1 = −
31
72 , a2 =
37
36 , a3 = −
7
72 , a4 =
7
12 , a5 =
11
12 , a6 = 0,
a7 = −
11
24 , a8 = −
13
12 , a9 = −
1
8 , a10 =
5





18 , a13 = −
1
6 ,
with a norm ‖λ2,(1,0)‖∞ ≈ 5.72 and discrete support shown in Fig. 12(a).
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4.2 Example 2: the functional λ2,(0,0)
We consider the 15-point linear functional, defined using 10 unknowns
λ2,(0,0)(f) = a1f0,0 + a2(f1,0 + f0,1) + a3(f2,0 + f0,2) + a4f1,1 + a5(f3,0 + f0,3)
+a6(f2,1 + f1,2) + a7(f4,0 + f0,4) + a8f2,2 + a9f3,3 + a10f4,4,
obtained from the scheme of the corresponding near-best coefficient functional by
adding the points A0,4 = (0, 4h), A4,0 = (4h, 0), A1,2 = (h, 2h), A2,1 = (2h, h) and
A4,4 = (4h, 4h).
We require that:
(i) λ2,(0,0)(f) ≡ (f −
h2
6 ∆
∗f)(0, 0) for f ∈ P3(R
2);
(ii) ∇(Qf)(M) = ∇f(M) for f ∈ P4(R
2)\P3(R
2) and M = (h, h), ( 32h, h).
Solving the corresponding system and minimizing the norm we obtain
a1 =
23
36 , a2 = 0, a3 = −
7
24 , a4 =
19





12 , a7 = −
1
24 , a8 = −
31
24 , a9 =
23
36 , a10 = −
1
8 ,















































































































































































































































































































































































































































































































































































































































Fig. 12 Functionals inducing superconvergence associated with ϕ¯2,(1,0) (a) and ϕ¯2,(0,0) (b)





giving the expression of its coefficient functionals. Thanks to symmetry properties, only









36 (f3,0 + f0,3)
+ 112 (f2,1 + f1,2) +
1











3 (fm1−1,0 + fm1,1) +
31
24 (fm1−2,0 + fm1,2)
− 76fm1−1,1 −
3
4 (fm1−3,0 + fm1,3) +
5
12 (fm1−2,1 + fm1−1,2)
+ 16 (fm1−4,0 + fm1,4)−
1
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































27 (f3,0 + f0,3)
− 596 (f4,0 + f0,4)−
1








































































36 (f3,0 + f0,3)
− 112 (f2,1 + f1,2)−
1
























































































































































































































































































































































































































































































































































































































































































































































24 (fm1−2,0 + fm1,2) +
17
12fm1−1,1
+ 1736 (fm1−3,0 + fm1,3) +
1
12 (fm1−2,1 + fm1−1,2)
















































































and analogous formulas for the three other edges and vertices of Ω. In the interior of
the domain, for i = 1, . . . ,m1 − 1, j = 1, . . . ,m2 − 1, the coefficient functionals are
























fi+1,j+1 + fi−1,j−1 − fi+1,j−1 − fi−1,j+1
´
,
In Table 2 we give the values of the infinity norms of the coefficient functionals.
5 Norm and error estimates
In order to study the infinity norms of both operators, Q1 and Q2, we express them in




































































Table 2 Infinity norms of the coefficient functionals of Q2
and we compute the infinity norm of their Lebesgue functions. The computation of a




α |‖∞, v = 1, 2.
This process is quite complex, but we know that for bounded functions f , a first
upper bound for the infinity norm of a discrete quasi-interpolant can be obtained
by taking the largest norm of its coefficient functionals. Therefore we can prove the
following theorem.









Proof For ‖f‖∞ ≤ 1, taking into account (10) and Tables 1-2, we bound above the
infinity norm of the operator Q1 by the infinity norm of the functional µ2,(m1,−1) and









Note that the actual infinity norms of Q1 and Q2 are smaller than these values.
Standard results in approximation theory (see also [11]) allow us to deduce the
following theorem, where Dβ = Dβ1β2 = ∂
|β|
∂xβ1∂yβ2
, with β1 + β2 = |β|.
Theorem 2 Let f ∈ C4(Ω) and |γ| = 0, 1, 2, 3. Then there exist constants Kv,γ > 0,





In this section we present some numerical results obtained by computational procedures
developed in a Matlab environment. These procedures are constructed by adapting
those proposed in [8,9].
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We approximate the following functions
f1(x, y) = (y − x
2)2 + (1− x)2, on the square [−2, 2]× [−2, 2],
f2(x, y) = ln(1 + x
2 + y2), on the square [−1, 1]× [−1, 1],




























(9x− 4)2 + (9y − 7)2
””
on the square [0, 1]× [0, 1].
6.1 Approximation of functions
For each test function, using a 300×300 uniform rectangular grid G of evaluation points
in the domain, we compute the maximum absolute error Ef = max(u,v)∈G |f(u, v) −
Qf(u, v)|, Q = Q1, Q¯1, Q2, Q
∗, Q∗∗ (defined by (20), (21), (22), (3) and (4), respec-
tively), for increasing values of m1 and m2, and the logarithm of the ratio between two
consecutive errors, rf , see Table 3.
We recall that the quasi-interpolantQ∗ andQ∗∗ use data points outside the domain.
Q1 Q¯1 Q2 Q
∗ Q∗∗
m1 = m2 Ef rf Ef rf Ef rf Ef rf Ef rf
f1
32 5.1(-4) 2.4(-4) 1.6(-4) 1.6(-4) 3.2(-5)
64 3.2(-5) 4.0 1.5(-5) 4.0 9.9(-6) 4.0 9.9(-6) 4.0 2.0(-6) 4.0
128 2.0(-6) 4.0 9.4(-7) 4.0 6.2(-7) 4.0 6.2(-7) 4.0 1.2(-7) 4.0
256 6.7(-8) 4.9 3.9(-8) 4.6 3.9(-8) 4.0 3.9(-8) 4.0 7.7(-9) 4.0
f2
32 1.2(-5) 1.2(-5) 1.2(-5) 1.2(-5) 3.0(-6)
64 7.7(-7) 4.0 7.7(-7) 4.0 7.7(-7) 4.0 7.7(-7) 4.0 1.8(-7) 4.1
128 4.8(-8) 4.0 4.8(-8) 4.0 4.8(-8) 4.0 4.8(-8) 4.0 1.1(-8) 4.0
256 3.0(-9) 4.0 3.0(-9) 4.0 3.0(-9) 4.0 3.0(-9) 4.0 6.7(-10) 4.1
f3
32 8.8(-4) 8.8(-4) 8.8(-4) 8.8(-4) 3.7(-4)
64 6.0(-5) 3.9 6.0(-5) 3.9 6.0(-5) 3.9 6.0(-5) 3.9 1.7(-5) 4.5
128 3.9(-6) 4.0 3.9(-6) 4.0 3.9(-6) 4.0 3.9(-6) 4.0 9.2(-7) 4.1
256 2.4(-7) 4.0 2.4(-7) 4.0 2.4(-7) 4.0 2.4(-7) 4.0 5.5(-8) 4.1
Table 3 Maximum absolute errors and numerical convergence orders
We observe that the best performances are achieved by Q∗∗, while the behaviour
of the other four operators is similar. Moreover for Q1, Q¯1 and Q2 only data points
inside or on the boundary of the domain are required.
Comparing the three operators proposed in this paper, if we look at the results
obtained with the function f1, we can notice that they are comparable and the best
ones are achieved by Q2.
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6.2 Approximation of gradients
For each test function, using the same uniform rectangular grid G, we also compute the










, Q = Q1, Q¯1, Q2, Q
∗, Q∗∗, for increasing values of m1 and m2, and the
logarithm of the ratio between two consecutive errors, denoted by ∇rf , see Table 4.
m1
= Q1 Q¯1 Q2 Q∗ Q∗∗
m2 ∇Ef ∇rf ∇Ef ∇rf ∇Ef ∇rf ∇Ef ∇rf ∇Ef ∇rf
f1
32 4.2(-2) 1.2(-2) 1.7(-3) 1.7(-3) 1.0(-3)
64 5.2(-3) 3.0 1.5(-3) 3.0 2.1(-4) 3.0 2.1(-4) 3.0 1.3(-4) 3.0
128 6.6(-4) 3.0 1.8(-4) 3.0 2.6(-5) 3.0 2.6(-5) 3.0 1.6(-5) 3.0
256 8.3(-5) 3.0 2.3(-5) 3.0 3.3(-6) 3.0 3.3(-6) 3.0 2.0(-6) 3.0
f2
32 5.9(-4) 5.9(-4) 2.8(-4) 2.8(-4) 2.0(-4)
64 6.2(-5) 3.2 6.2(-5) 3.2 3.5(-5) 3.0 3.5(-5) 3.0 2.5(-5) 3.0
128 7.6(-6) 3.0 7.6(-6) 3.0 4.0(-6) 3.1 4.0(-6) 3.1 2.9(-6) 3.1
256 9.6(-7) 3.0 9.6(-7) 3.0 5.4(-7) 2.9 5.4(-7) 2.9 3.8(-7) 2.9
f3
32 8.9(-2) 8.9(-2) 4.5(-2) 4.5(-2) 3.5(-2)
64 8.9(-3) 3.3 8.9(-3) 3.3 5.4(-3) 3.0 5.4(-3) 3.0 4.0(-3) 3.1
128 9.0(-4) 3.3 9.0(-4) 3.3 6.8(-4) 3.0 6.8(-4) 3.0 4.9(-4) 3.0
256 9.8(-5) 3.2 9.8(-5) 3.2 8.6(-5) 3.0 8.6(-5) 3.0 6.1(-5) 3.0
Table 4 Maximum gradient errors and numerical convergence orders
Also for the approximation of the gradient the same comments given in Section 6.2
on the performances of the proposed operators are valid.
If we evaluate the error at the points where superconvergence holds for the gradient,
we observe that with the operators Q2, Q
∗ and Q∗∗ the error is O(h4), see Table 5.
Furthermore, since f1 is a polynomial of degree four, the operators Q2, Q
∗ and Q∗∗
interpolate the function f1 at the points Ak,l, Mk,l, Ck,l or Dk,l.
7 Final remarks
In this paper we have defined and analysed C2 cubic discrete quasi-interpolants, con-
structing their coefficient functionals in several ways, comparing them and giving norm
and error estimates. Interesting applications for these quasi-interpolants are in the sec-
ond stage of the two-stage methods (see e.g. [10,22]) or in the approximation of critical
points and curvatures of a surface (see e.g. [13] for quadratic splines).
Acknowledgements The author is grateful to Prof. C. Dagnino and Prof. P. Sablonnie`re
for helpful discussions and comments. The author also thanks the referees for their useful
suggestions and remarks which improved this paper.
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m1
= Q1 Q¯1 Q2 Q∗ Q∗∗
m2 ∇Ef ∇rf ∇Ef ∇rf ∇Ef ∇rf ∇Ef ∇rf ∇Ef ∇rf
f1
32 4.2(-2) 1.2(-2) 2.8(-13) 2.3(-13) 2.3(-13)
64 5.3(-3) 3.0 1.5(-3) 3.0 5.7(-13) – 4.5(-13) – 4.7(-13) –
128 6.6(-4) 3.0 1.8(-4) 3.0 1.3(-12) – 9.7(-13) – 9.9(-13) –
256 8.3(-5) 3.0 2.3(-5) 3.0 2.3(-12) – 1.9(-12) – 1.9(-12) –
f2
32 5.9(-4) 5.9(-4) 8.9(-5) 6.4(-5) 2.2(-5)
64 6.2(-5) 3.2 6.2(-5) 3.2 4.7(-6) 4.2 4.0(-6) 4.0 1.3(-6) 4.1
128 7.6(-6) 3.0 7.6(-6) 3.0 2.7(-7) 4.1 2.5(-7) 4.0 7.9(-8) 4.0
256 9.6(-7) 3.0 9.6(-7) 3.0 1.6(-8) 4.1 1.6(-8) 4.0 4.9(-9) 4.0
f3
32 8.9(-2) 8.9(-2) 3.4(-2) 3.4(-2) 1.7(-2)
64 8.9(-3) 3.3 8.9(-3) 3.3 2.4(-3) 3.8 2.4(-3) 3.8 8.9(-4) 4.3
128 9.0(-4) 3.3 9.0(-4) 3.3 1.6(-4) 3.9 1.6(-4) 3.9 5.1(-5) 4.1
256 9.8(-5) 3.2 9.8(-5) 3.2 9.8(-6) 4.0 9.8(-6) 4.0 3.1(-6) 4.0
Table 5 Maximum gradient errors at specific points (Section 4) and numerical convergence
orders
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