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ABSTRACT 
 
 
The common objectives in permutation flowshop scheduling problem are to minimize 
the total completion time or formally called as makespan and tardiness. Artificial Bee 
Colony (ABC) algorithm is one of the methods used to solve the flowshop scheduling 
problem but only a few researches have been found using this method in this area. 
Therefore, ABC algorithm is proposed to solve the flowshop scheduling problem in this 
research. The main objective of this research is to develop a computer program with 
capability of manipulating the onlooker bee approaches in ABC Algorithm for solving 
flowshop scheduling problem. The research also analyzes the performance of the ABC 
algorithm using three different onlooker bee approaches. A simulation computer 
program was developed using Visual Basic Editor in Microsoft excel 2007. In this 
simulation, onlooker bees as the important bee make decision to choose the specific 
method. The performance of the ABC algorithm was evaluated through three different 
onlooker approaches i.e. method 3+0+0 (three onlooker bees are dedicated to the best 
employee bee), method 2+1+0 (two onlooker bees are dedicated to the best employee 
bee and one onlooker bee is dedicated to second best employee bee) and method 1+1+1 
(one onlooker bee is dedicated to each employee bee). All the average percentage 
makespan difference from three onlooker approaches was compared and the lowest 
average percentage makespan difference was selected as the best method. The 
simulation results indicated that method 2+1+0 produces best result at low iterations of 
102 and below. At high iterations of 204 and above, method 3+0+0 dominates the best 
performance. Based on this finding, the selection of the best method can be decided 
based on the iteration time available. If iteration available is long, method 3+0+0 is more 
appropriate, otherwise method 2+1+0 is the best choice. The findings from this research 
can be used by system developer or computer programmer to search the optimum 
sequence during the manufacturing process and improve the flowshop scheduling.                      
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ABSTRAK 
 
 
Objektif yang biasa ditetapkan dalam menyelesaikan masalah penjadualan susun atur 
ialah mengurangkan jumlah masa untuk menyiapkan sesuatu produk atau juga dikenali 
sebagai ‘makespan’dan masalah kelewatan penghasilan produk. ‘Artificial Bee Colony 
(ABC) Algorithm’ adalah satu algoritma baru yang boleh digunakan untuk 
menyelesaikan masalan dalam penjadualan susun atur, di mana hanya beberapa kajian 
telah dijumpai. Oleh sebab itu, algoritma ABC dicadangkan untuk menyelesaikan 
masalah susun atur dalam kajian ini. Objektif utama kajian ini adalah untuk membentuk 
satu program komputer dengan pendekatan memanipulasi keupayaan lebah ‘onlooker’ 
menggunakan algoritma ABC untuk menyelesaikan masalah penjadualan susun atur. 
Kajian ini juga menganalisis prestasi algorithma ABC dengan menggunakan tiga 
pendekatan lebah ‘onlooker’ yang berbeza. Simulasi program computer ini dibuat 
menggunakan ‘visual basic editor’ dalam ‘microsoft excel 2007’. Prestasi algorithma 
ABC ini dinilai menggunakan pendekatan lebah ‘onlooker’ yang berbeza iaitu kaedah 
3+0+0 (3 ekor lebah ‘onlooker’ didedikasikan untuk lebah ‘employee’ yang terbaik), 
kaedah 2+1+0 (2 ekor lebah ‘onlooker’ didedikasikan untuk lebah ‘employee’ yang 
terbaik dan seekor lebah ‘onlooker’ didedikasikan untuk lebah ‘employee’ kedua 
terbaik) dan kaedah 1+1+1 (setiap lebah ‘onlooker’ didedikasikan untuk setiap lebah 
‘employee’). Semua purata peratus perbezaan makespan dibandingkan dan dinilai. 
Perbezaan makespan yang terendah talah dipilih sebagai kaedah yang terbaik. Hasil 
kajian ini menunjukkan kaedah 2+1+0 telah menghasilkan keputusan yang baik pada 
iterasi 102 dan kurang. Pada iterasi 204 dan lebih, kaedah 3+0+0 menunjukkan prestasi 
yang lebih baik. Daripada keputusan ini, pemilihanan kaedah yang terbaik boleh dipilih 
berdasarkan masa iterasi yang ada. Sekiranya masa iterasi adalah lama, kaedah yang 
terbaik ialah 3+0+0, jika tidak kaedah 2+1+0 adalah yang terbaik. Hasil daripada kajian 
ini boleh digunakan oleh pemaju sistem dan seseorang pengaturcara untuk mencari 
urutan optima semasa proses pembuatan dan menambahbaik penjadualan susun atur. 
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CHAPTER 1 
 
 
 
 
INTRODUCTION 
 
 
1.1 Research Background 
 
Scheduling is a decision making process used in manufacturing and services industries. 
One of the main objectives of scheduling applications in both industries is to minimize 
the maximum completion time or makespan. It is important to minimize the makespan 
because it ensures high productivity to production line in manufacturing industries. This 
objective can also be reached in permutation flowshop scheduling problem. 
 One of the methods to solve the permutation flowshop scheduling problem is 
using Artificial Bee Colony Algorithm. Artificial Bee Colony (ABC) Algorithm is the 
concept proposed by Karaboga in 2005. Artificial bee colony algorithm concept is 
simple, easy to implement, fewer control parameters setting (Bonabeau et al., 1999), 
(Bao & Zeng, 2009) and is known to be better than other algorithm for global 
optimization (Karaboga & Basturk, 2008), (Mala et al., 2010), (Karaboga & Akay, 
2009), (Marinakis, et al., 2009). This algorithm use the concept based on the foraging 
behavior of honey bee swarms.  
 Bee swarm consists of three group i.e. employee bees, onlooker bees and scout 
bees. Employee bee is responsible to search the new food source. Employee bee used 
waggle dance to communicate with other bees. Onlooker bees will wait in the hive and 
receive the information from employee bee. Onlooker bee is responsible for making 
decision to choose the best food source. Scout bee is responsible to find the new food 
source randomly.  
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 The best food source is selected by using greedy selection process. Greedy 
selection process means the best food source found will replace the old food source if a 
new food source is better than old food source. In ABC algorithm, the new food source 
that bee found will replace the old food source if the new food source is better than 
before. The old food source will be maintained if the old food source is better than the 
new food source.  
 
 
1.2 Problem Statement  
 
The most common objectives function in flowshop scheduling problem are to minimize 
makespan, bottleneck and tardiness. This research is focused to minimize the makespan 
for the flowshop scheduling problem. Flowshop scheduling involves a few jobs to be 
processed in a set of machines. In order to solve the flowshop problem with the 
makespan criterion, the best permutations have to be obtained. However, it is 
complicated to find the best permutation for a problem with many jobs and machines.  
 Several heuristics have been developed to solve the permutation flowshop 
problem such as NEH Heuristics (Nawaz et al., 1983), Gupta Heuristics (Gupta, 1971), 
Palmer Heuristics (Palmer, 1965) and others. Nowadays, the trend is changing to used 
swarm intelligent concept to solve the flowshop scheduling problem. One of the method 
that used swarm intelligence concept is Artificial Bee Colony (ABC). The ABC have 
been used to solve the flowshop scheduling problem, which can be found in Yan & San, 
(2011) that developed Hybrid Discrete Artificial Bee Colony (HDABC) Algorithm for 
the permutation flowshop scheduling. Before that, a Discrete Artificial Bee Colony 
(DABC) algorithm (Fatih et al., 2010a) was developed to solve the permutation 
flowshop scheduling problem. However, it is difficult and takes a long time to find the 
minimum makespan. Besides that, the makesan value obtained is not the best makespan 
to solve the permutation flowshop scheduling problem.    
 ABC algorithm is relatively very new area being studied for the flowshop 
scheduling. There were not many literatures found explaining the thorough concept and 
detail analysis of the ABC performance. Therefore, this research will be focused to use 
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the ABC algorithm and study its characteristics and performance for solving the 
flowshop scheduling. Based on the basic ABC algorithm, this research will propose new 
procedure in ABC algorithm by using three different onlooker bee approaches to find the 
minimum makespan. This is because, onlooker bee have important parts in ABC 
algorithm, which is to produce new solutions based on the probability of the solution 
found by the employee bee (Karaboga and Basturk, 2007). Therefore, the various 
approaches of the onlooker bees and its related performance have been investigated to 
choose the best approaches of the onlooker bees.  
 
 
1.3 Objectives 
 
The main objectives of this research are: 
 
1. To develop a computer program with capability of manipulating the onlooker 
bees approaches in ABC Algorithm for solving flowshop scheduling problem. 
2. To analyze the performance of the ABC algorithm using three different onlooker 
bees approaches.  
 
 
1.4 Project Scope 
 
To achieve the objective stated above, the boundary is setup for the element involved in 
the project as the following: 
 
1.4.1 Scheduling  
a) This project has been used for six jobs and three machines. 
b) The sample data for this project is generated randomly. 
c) The type of manufacturing flow is flowshop.  
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1.4.2 Artificial Bee Colony system development 
a) The system is developed and analyze using Microsoft excel 
b) The performance of ABC is evaluated using 100 sets of randomly 
generated data. 
 
 
1.5 Project Justification 
 
This research investigates three different approaches of onlooker bees that affect the 
performance of the ABC algorithm in flowshop scheduling. The findings of this 
investigation have contributed to the area of flowshop scheduling using ABC algorithm.  
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CHAPTER 2 
 
 
 
 
LITERATURE REVIEW 
 
 
2.1 Introduction 
 
 This chapter presents the literature review of the project. The literature reviews for this 
study were extracted from the books and research journals. The areas described in this 
chapter are the flowshop scheduling problem, Artificial Bee Colony heuristics and 
application of Artificial Bee Colony algorithm.   
 
 
2.2 Flowshop scheduling  
 
Scheduling is considered to be a major task for shop floor productivity improvement. 
Scheduling is the allocation of resources applying the limited factor of time and cost to 
perform a collection of tasks. Flowshop in scheduling can be briefly described as a series 
of m machine in manufacturing. Each job has to be processed on each one of the m 
machine. All the jobs need to follow the same route. Flowshop scheduling used first in 
first out disciplines in which the job cannot go to another machine while waiting in 
queue.  
Haller (1959) classifies the flowshop as a conservative assembly line with 
several different characteristics. The first characteristic of flowshop scheduling is that it 
has to be prepared to handle a variety of jobs compared with standard products produce 
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by an assembly line. The second characteristics of the flowshop are a job in flowshop 
does not need to be processed on all machines. This means a job can skip some 
operations according to its technology requirements. However, all jobs are necessary to 
be moved from one station to another without skipping any work station.  
The third characteristics of the flowshop is that each machine is independent of 
other machine and can be loaded independently, where in assembly line operations, each 
work station depends on the preceding one. The last characteristic of the flowshop is 
each job has its own processing time on the machine in a flowshop. However, all units 
of a product have a standard time at each work station in assembly line (Ashour, 1972).  
 
 
2.2.1 Flowshop scheduling problem 
 
In manufacturing industries, flowshop scheduling is one of the most prevalent problems 
in deterministic scheduling (Cheng et al., 2009). The main problem in flowshop 
scheduling is to minimize the total completion time or makespan. The flowshop 
scheduling problem consists of ‘M’ machines and ‘N’ jobs. The order in which the 
machines are required to process a job is called process sequences of that job. The 
process sequence of all job are the same but the processing time for various job maybe 
different.  
A few of the problems that frequently encountered in the production systems are 
when the machine needs to move from one part to another part of the processing system, 
setup time and cost incurred to change accessories and machine setting. Several 
heuristics have been developed to solve this problem. In 1983, Nawaz et al. (1983) 
proposed a constructive heuristics known as NEH heuristics. In 1971, Gupta (1971) 
proposed new heuristics known as Gupta heuristics. Another heuristics had been 
developed to solve flowshop scheduling problem is Palmer heuristics (Palmer, 1965) 
created by Palmer in 1965.  
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Figure 2.1: An instance of a flowshop, left: Processing times, right: Optimal schedule. 
(Alexander et al., 2014) 
 
Figure 2.1 shows the example of flowshop scheduling problem. The left side 
shows the processing times for four machines and four jobs, and in the right side is the 
optimal schedule for this flowshop. Alexander et al.(2014) defined the makespan value 
for schedule as critical path, which a sequence of conservative operations on the same 
machine. A critical path can be decomposed in maximal blocks of operations that are 
executed in the same machine.   
 
 
2.2.2 Permutation flowshop scheduling problem 
 
The permutation flowshop scheduling find the best permutation to minimize the 
maximum completion time or formally called as makespan. Solution to permutation 
flowshop scheduling problem is represented by the permutation of n jobs. There is a set 
of n jobs, π = π1, π2, …, πn. Each job processed on m operations. Every operation 
performed by different machine. The processing time pij for job j and using machine i is 
given. The best permutation for jobs π* = {π1
*, π2
*, …, πn
*
} to be processed on each 
machine and can be found using the permutation flowshop scheduling. Let, C(πj,m) 
denotes the completion time for the job πj using machine m. Given the job permutation 
π, the completion time for the n job, m machine problem is calculated as follows.  
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c(π1, 1) = ρπ1, 1            (2.1) 
c(πj, 1) = c(πj – 1, 1) + ρπj,1 j = 2, …, n         (2.2) 
c(π1, i) = c(π1 ,i – 1) + ρπ1,i i = 2, …, m         (2.3) 
c(πj, i) = max[ c(πj – 1, i), c(πj ,i – 1)] + ρπj,i        (2.4) 
j = 2, …, n I = 2, …, m 
 
The makespan for a permutation π is equal to the completion time for the last job 
πn using the last machine m. The completion time for the permutation π is cmax(π)=c(πn, 
m) (Yan & San, 2011).  
 
 
2.3 Artificial Bee Colony heuristics 
 
Artificial bee colony is an algorithm that use swarm intelligence as a base to solve a 
problem. Application based on swarm intelligence means trial to create any algorithm to 
solve problem based on behavior of social insect colony or other animal societies.  For 
artificial bee colony, it uses behavior of honeybees as a model to find the solution for 
any problem, especially to solve the numerical optimization problem (Adil et al., 2007). 
 Heuristics refers to experience based on the techniques for problem solving, 
learning and discovery. Heuristic methods are used to speed up the process of finding a 
good enough solution, where an exhaustive search is impractical.  
Lately, several heuristics were developed to solve the permutation flowshop 
problem. This heuristics applied the same concept as artificial bee colony. Palmer (1965) 
develops Palmer Heuristics based on swarm intelligence concept. Gupta developed the 
Gupta Heuristics (Cheng et al., 2009) and Nawaz developed the NEH heuristic 
(Bonabeau et al., 1999). Until today, NEH heuristic is one of the best constructive 
heuristics. After that, Bao & Zeng (2009) proposed the improvement for NEH heuristics 
for the permutation flowshop problem in 2008. 
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2.3.1 Behavior of honeybees.  
 
Bee algorithms were created based on behavior of honeybees. Overall, the behaviors of 
honeybees can be divided into three different groups. The names of the groups are 
foraging behavior, marriage behavior and queen bee concept (Adil et al., 2007). 
Foraging behavior is related to the feeding process of honeybees. It includes different 
aspects such as division of labor and specialization. This behavior uses the waggle dance 
as means of communication with other bees to send the information. This type of 
communication is applied to find the new food source.  
The second behavior of honeybees is marriage behavior. This behavior starts 
with a waggle dance of the queen. After that, the queen and the drones mate during her 
mating flight. The sperm from the different drones deposited in the queen spermatheca 
to form the genetic pool for the hive. Finally, the sperm retrieve from the spermatheca 
randomly for every fertilized egg from the queen. For this behavior, the queen is able to 
mate more than once but the drone only mates once and die after the mating dance.  
The last behavior of the honeybees is the queen bee. The queen bee is the only 
bee that mates with other bees. The best solution in the group is selected to crossbreed 
with other bees. This behavior is also applied to genetic algorithms.  
 
 
2.3.2 Foraging behavior  
 
A branch of nature inspired algorithms which are called as swarm intelligence is focused 
on insect behavior in order to develop some meta-heuristics which can replicate insect 
problem solution abilities. Interaction between insects contributes to the collective 
intelligence of the social insect colony. These communication systems between insects 
have been adapted to the scientific problem (Karaboga & Basturk, 2007). 
 One of the examples of interactive behavior is the waggle dance of bees during 
the food procuring. By performing this dance, successful foragers share the information 
about the direction and distance to patches of flower and the amount of nectar within this 
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flower with their hive mates. This is a successful mechanism which foragers can recruit 
other bees in their colony productive locations to collect various resources. Bee colony 
can quickly and accurately adjust its searching pattern in time and space according to 
exchanging nectar sources.  
Foraging behavior is one of the behaviors of honeybees. Refering to Biesmeijer 
and Seeley (2005), foraging is the way that honey bee use to find the food source. In this 
process, quality food source is selected based on the group decision making by the 
honey bee swarm. This behavior is focused on process to search the nectar in flower by 
honeybees. The honeybees in this behavior focus on the area with high amounts of food 
source. 
The process when the honeybees search the nectar in the flower has been seen as 
an optimization process. There are three important components in foraging behavior and 
can be seen in Figure 2.2. The first component is food source, the second component is 
employed bee and the last component is unemployed foragers. 
 
 
 
Figure 2.2: Basic elements of foraging behavior (Adil et. al., 2007). 
 
The value of the food source depends on many factors, such as the proximity to 
the hive, the concentration of food and how easy to extract the food. It is possible to 
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represent the profitability of a source in a single numerical value for simplicity using its 
fitness.  
The second component in foraging behavior is employed bee. The employed 
bees share the information like location and profitability of the food source with other 
employed bees. This employed bees share the information through the waggle dance. 
Waggle dance is a term that used to show the behavior of honey bees. Successful forager 
can share with other members of the colony information about the direction and distance 
to new food source, water resources or the location for the new house using this dance.  
The longer duration of waggle dance shows the most profitable food source. The 
angle with respect to the sun showed the location of the food source and the number of 
zigzag movement during the dance show the distance of food source. Example of 
waggle dance that bee used is shown in Figure 2.3. 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.3: Example of waggle dance (Riley et al., 2011) 
 
The last component in foraging behavior is unemployed foragers. There are two 
type of unemployed foragers i.e. onlooker bee and scout bee. Onlooker bees wait in the 
hive and choose the food source after getting the information from the employee bee. 
The onlooker bees make the decision to choose the food source. Scout responsibility is 
to find the new food source randomly. According to Adil et al. (2007), the scout bee 
search the new food source without any knowledge, and the percentage of scout bees 
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varies from 5% to 30% according to the information into the hive. When a food source 
becomes empty, the employed bees become the unemployed bee. The employed bees 
have to choose to become a scout bee or onlooker bee.  
 
 
2.3.3 Artificial Bee Colony Algorithm 
 
Karaboga developed an Artificial Bee Colony (ABC) algorithm in 2005 to solve the 
numerical optimization problem (Karaboga & Basturk, 2007). Nowadays, the ABC 
algorithm has become more popular and is applied to solve the problems in industry. 
This is because ABC showed good convergence properties (Karaboga & Basturk, 2008).  
 There are three important components in ABC algorithm after the foraging 
process. Among them are food source, fitness value and bee agents. Food source 
represents a feasible solution in an optimization problem. Fitness value represents the 
profitability of a food source. In other words, it is represented as a single quantity related 
to the objective function of a feasible solution. The last components of ABC algorithm, 
Bee agents refer to a set of computational agents.  
The agents in ABC algorithm are categorized into three groups of bees i.e. 
employed bees, onlooker bees and the last group is scout bees. The employed bee is 
assigned to one of the sources. The number of the food source is equal to the number of 
employed bees. The bees have calculated a new solution by means of flying to another 
nearby food source and retain the best solution when reaching the source. Onlooker bees 
wait in the hive and make the decision to choose the food source based on information 
from employed bees. Number of onlooker bees is the same as the employed bees and 
they allocated the food source based on their probability. 
Scout bees are responsible for finding new food source, the new nectar and 
carrying out random searches. The scout bees were calculated a new solution randomly 
when the source does not improve after certain number of iterations. Source that scout 
bee found has been replaced the existing solution if the profitability is more than before 
replacement. Besides that, the scout bees also control the exploration process while 
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employee bees and onlooker bee carry out the exploitation process in the search space 
(Karaboga & Basturk, 2007).  
ABC algorithm is divided into two parts, one part of the colony consists of 
employee bee and the second part is onlooker bees. There is only one employee bee for 
each food source and this employee bee can becomes a scout bee when the food source 
is consumed by the employee bee and onlooker bee (Xiujuan et al., 2010).    
The colony in the ABC algorithm is equally separated into employee bees and 
onlooker bees. Each solution in the search space consists of a set of optimization 
parameters. It means this colony represented a food source or location for the food 
source. In this process, each employee bee get a food source and sent the food source to 
the onlooker bees. At the end of this process, the number of employee bees is equal to 
the number of food source (Anan et al., 2012). Figure 2.4 shows a graphical 
representation of the elements in ABC algorithm by using the elements of the foraging 
behavior of honeybees.  
 
   
 
 
Figure 2.4: Graphical representation of the elements of the ABC algorithm (Adil et al., 
2007). 
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Refering to Karaboga and Basturk (2007), there are three control parameters 
used in the basic ABC. Briefly they can be described as the number of the food sources 
equal to the number of employee bee (EB) or onlooker bee (OL) involved during 
searching food source process (SN), the value of limit and the maximum cycle number 
(MCN).  
According to the basic ABC algorithm, the employee bees generate food sources 
in the neighborhood of their current positions. The common operators used to generate 
neighboring solution is insert and swap (Ruiz & Stutzle, 2007). The insert operators 
removes a job from its original position j of a permutation π, and then the insert this job 
into another position k such that   1,  jjk , whereas the swap operator produces a 
neighbor by interchanging two jobs of permutation π.  
Example using of common operators swap can be seen in Figure 2.5. The first 
table in the Figure 2.5 is the old sequence job before using swap command. The new 
sequence of job after using swap command is in the second table in Figure 2.5, whereas, 
Agent 1 has swapped with Agent 3. Position for other Agents do not changed.  
 
Agent 1 Agent 2 Agent 3 Agent 4 Agent 5 
Job 1 Job 5 Job 2 Job 6 Job 13 
Job 3 Job 8 Job 12 Job 9 Job 14 
  Job 11 Job 4 Job 10 Job 7 
 
 
Agent 3 Agent 2 Agent 1 Agent 4 Agent 5 
Job 2 Job 5 Job 1 Job 6 Job 13 
Job 12 Job 8 Job 3 Job 9 Job 14 
Job 4 Job 11   Job 10 Job 7 
 
Figure 2.5: Example using of common operators swap (Anan et al., 2011). 
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Figure 2.6 shows the example of sequence that use insert command to change the 
position for the food source. The first table in the Figure 2.6 is the old sequence job 
before using insert command. The new sequence of job after using insert command is in 
the second table in Figure 2.6. Position for Agent 5 before insert process is in the last 
position, after the insert process the position for Agent 5 changes between Agent 1 and 
Agent 2. The new sequence can be seen in the second table in the figure 2.6. Position for 
other jobs also changed when using insert command. 
 
 
Agent 1 Agent 2 Agent 3 Agent 4 Agent 5 
Job 1 Job 5 Job 2 Job 6 Job 13 
Job 3 Job 8 Job 12 Job 9 Job 14 
  Job 11 Job 4 Job 10 Job 7 
 
 
 
Agent 1 Agent 5 Agent 2 Agent 3 Agent 4 
Job 1 Job 13 Job 5 Job 2 Job 6 
Job 3 Job 14 Job 8 Job 12 Job 9 
  Job 7 Job 11 Job 4 Job 10 
 
Figure 2.6: Example using of common operators insert (Anan et al., 2011). 
 
 One advantage of the ABC algorithm is the low number of parameters required, 
as shown in Table 2.1. The parameter SN is the number of solutions or food source, it is 
also the number of employed bees and the number of onlooker bees. MCN is the total 
number of cycles or iterations of the algorithm. Limit is the number of cycles that a non 
improved solution kept before being replaced by a new solution generated by the scout 
bee mechanism. The colony size, the total number of employed bee and onlooker bees is 
2 * SN as each group has SN individuals.  
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Table 2.1:  ABC algorithm parameters (Wei and Wan, 2011). 
 
Parameter  Symbol  Description  
Solution Number  SN Total number of solutions, employed bees 
and onlooker bees.  
Maximum Cycle Number  MCN Total number of cycles.  
Limit  limit  Number of cycles a non improved solution 
kept before being replaced by a new 
solution generated by the scout bee 
mechanism.  
 
Wei and Wan (2011) reported that ABC algorithm starts using randomly 
generated initial population P (G =0) of SN solutions (food source positions). Each 
solution  SNix i ,,2,1   is a dimensional vector of D (dimension). D means the 
number of optimization parameters.  
Let  niiii xxxX ,2,1, ,,,    represent the i solution in the population. SN is the 
solution number for population, which means the total number of solution i.e. food 
source. The population is calculated using the formulae below.  
 
      jjjji LBUBrLBx ,                 (2.5) 
Where 
i = 1, 2, … , SN 
j = 1, 2, … , n 
r refer to random number in the range [0, 1] 
UBj – LBj refer to upper and lower bound for the j dimension. 
  
Second stage is when the employed bee exploiting the food source. The 
employed bees send the information to the onlooker bee. This stage means to produce a 
candidate solution or a new solution,  niiii yyyy ,2,1, ,,,    from the neighborhood of 
old ones. The formula below is used to create the new solution. 
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 
jkjijiji xxxy ,,,,            (2.6) 
  
Where,  
k = 1, 2, …, SN (k also must not same with i). 
j = 1, 2, …, n is randomly choose of index. 
  = random number between [-1.1]. 
 
If the solution cannot be further improved through a predetermined number of 
trials limit, the solution is abandoned, and the corresponding employee bee becomes a 
scout bee. The onlooker bee choose a food source depending on the probability value of 
the food source, pi,. Below is the formula use to calculate the probability value for the 
food source.  
 
 
 

SN
n n
i
i
fit
fit
p
1
      (2.7) 
 
Where, ifit  is the fitness value of the solution i evaluated by employee bee 
which is proportional to the nectar amount of the food source in the position i. SN in this 
formula means the number of food source which is equal to the number of employee 
bee.  
After each solution yi is produced and then evaluated by the artificial bee, the 
performance comparison with the old food source. If the new food source has equal or 
better nectar than the old food source, it replace the old food source. Otherwise, the old 
food source is retained.  
The fitness of each food source f(x) is determined by the inverse of its makespan 
value (cmax(x)), which is calculated using the formula below.  
 
 
 1max
1
1
xc
xf           (2.8) 
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Where,  
 maxc  = Total completion time or makespan.  
  
Figure 2.7 shows the mapping between the food source and operation scheduling 
list where f(x)=1/  maxc that was designed by Anan et al.(2012).  
  
 
 
Figure 2.7: Mapping between the food sources and operation scheduling list where 
f(x)=1/  maxc  (Anan et al., 2012). 
 
The next process after initialization is the population of the position or solutions 
is subjected to repeated cycles (C = 1,2, …, Cmax ) of the searching process by employed 
bees, onlooker bees and scout bees. The employed bees and onlooker bees produced a 
modification on the position or solution in her memory to find a new food source and 
test the nectar amount i.e. fitness value of the new source (new solution). 
The scout bee search the new food source if the food source received from 
employed bee and onlooker bee is not satisfied. The scout bee discover the new source 
using the formula below.  
  xxx jjji randx minmaxmin 1,0        (2.9) 
 
Where,  
 x
j
min
= lower bound of the searching area. 
x
j
max
 = upper bound of the searching area.  
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Karaboga and Basturk (2007) have described the procedure for ABC algorithm 
and all the procedure can be seen in Figure 2.8. The first steps in this ABC algorithm is 
initialize the population by using the formula (2.5) and evaluate the population. After 
that, the new solution using formula (2.6) produced and evaluated the new solution. The 
decision making process started after the bee evaluated the new solution using the 
greedy selection process.  
The next step is to calculate the probability values for the population by using the 
formula (2.7). After that, the new solution for the onlooker bees produced. This new 
solution produced from the solution generated by employed bee and this solution is 
chosen from the probability value. The new generated solution also needs to evaluate 
and applied the greedy selection process. The next step is to determine the abandoned 
solution for the scout bee, if exists, it replaced with a new randomly produced solution 
by scout bee by using formula (2.5). If a termination is not satisfied, repeat the 
procedure from second step. Otherwise stop the procedure and output is the best food 
source found so far.  
 
Figure 2.8: Procedure of ABC algorithm (Karaboga and Basturk, 2007) 
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2.3.4 Flow chart of the ABC algorithm 
 
Figure 2.9 shows the flow chart of the ABC algorithm. At the initialization step, position 
of food source is randomly produced and the values of control parameters of the 
algorithm are assigned. The nectar amount of an initial food source counted. This step 
means that the quality of initial solutions is calculated. After obtaining the quality value 
of the initial solution, employee bees move to her food source area to determining a new 
food source. Employee bees come back into the hive and share the information about the 
nectar amount of their source with onlooker bee after completed their searching. 
Onlooker bees wait on the dance area and receive the information from employee bees.  
After receiving the information from employee bee, all onlooker bees memorize 
the position of the best food source. The next step is to determine a neighbor food source 
position for the onlooker bees. Then, the nectar amount for a new food source has been 
calculated again. The step for onlooker bees was repeated until all the onlooker bees 
were distributed for all food sources.  The new nectar amount is evaluated and compared 
with the previous nectar amount. If the new nectar amount is higher than previous 
nectar, the new nectar amounts were kept.  
The next step is to find the abandoned food source and produce new position for 
the exhausted food source. All the nectar amount in the whole process compared before 
the termination process. If the termination criteria for this process are not satisfied, this 
process repeated from the third step i.e. to determine the new food positions for the 
employee bees until the termination criteria is satisfied. Finally, the ABC algorithm 
terminated and final food positions achieved.     
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Figure 2.9:  Flow chart of the ABC algorithm (Nurhan, 2009) 
 
Yes  
Yes  
All onlookers distributed? 
 
Initial food source positions  
Calculate the nectar amounts 
Determine the new food positions for 
the employee bees  
Calculate the nectar amounts 
 
Memorize the position of the best food 
source   
Find the abandoned food source 
Produce new position for the exhausted 
food source   
Is the termination 
criterion satisfied?  
Final food positions  
Determine a neighbour food 
source position for the onlooker    
Select a food source for the 
onlooker     
No  
No  
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2.3.5 Summary for the ABC algorithm process  
 
Figure 2.10 shows the summary for the ABC algorithm process based on the research 
journals and books. It begins by initializing the solutions corresponding to the initial 
food source (being SN the number solutions, one of the parameters of the algorithm). 
These solutions are evaluated and a cycle that repeats MCN times starts, where MCN is 
the maximum number of cycles. This cycle starts with the employed bees assigned to the 
food source and they calculated new candidate solutions using  jkjijiji xxxy ,,,,    
formula. Then, apply greedy selection process i.e. selected the best solution between the 
food source and their candidate solution.  
 Based on the fitness of the food sources that are retained after the previous step, 
it is determined which solutions visited by onlooker bees. Onlooker bees visited this 
solution and generate candidate solution using 
 
jkjijiji xxxy ,,,,    formula. After 
that, it apply the greedy selection process same as the process of employed bees.  
 Next, it is to determine whether there is any abandoned solution. This happen 
when a solution is not improved or not replaced by a candidate after a number of cycles 
set by the variable limit, which the value is given by the formula (SN * D) where SN is 
the number of solutions and D is the number of variables of the problem. Those 
abandoned sources are replaced with the new source found by scout bees, which means 
the new solution calculated randomly within the search space.  
 Lastly, the best solution found during the cycle is compared with the best 
solution found so far, and if it has a better fitness, it replaced it. The cycle is repeated 
MCN times.  
 
1 Begin  
2  Initialize the solution population xi, i=1, …,SN 
3  Evaluate population  
4  cycle = 1 
5  Repeat  
6   Generate new solutions vi for the employed bees using (2.2) formula and 
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evaluate them  
7   Keep the best solution between current and candidate  
8   Select the visited solution for onlooker bees by their fitness 
9   Generate new solutions vi for the onlooker bees using (2.2) formula and 
evaluate them 
10   Keep the best solution between current and candidate 
11   Determine if exist an abandoned food source and replace it using a scout bee 
12   Save in memory the best solution so far 
13   cycle = cycle  + 1 
14  Until cycle = MCN 
15 End  
 
Figure 2.10: ABC algorithm 
 
 
2.4 Application of ABC algorithm in flowshop scheduling problem 
 
Chow et al. (2013) developed a simple model for ABC algorithm to identify the 
effectiveness of the ABC algorithm for solving flow shop scheduling problem. They 
discuss the flow of the application ABC algorithm in flowshop scheduling and test the 
concept in 6 jobs and 6 machine environments. The ABC simulator is written using C 
programming language on Microsoft Visual Studio 2010 and complied using MinGW5 
compiler found in C-free Professional 5 software. The result for this simulation were 
compared with other common flowshop scheduling approach and model including 
shortest processing time, first-come-first-serve, apparent tardiness cost, critical ratio 
rule, local search, shift bottleneck etc. The result shows the ABC model is capable of 
producing best makespan in flowshop problem tested.  
 Fatih et al. (2011b) proposed a discrete ABC (DABC) algorithm hybridized with 
a variant of iterated greedy algorithms to find the permutation that gives the smallest 
total flowtime. Iterated greedy algorithms are comprised of local search procedures 
based on insertion and swap neighborhood structures. They tested the performance of 
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DABC by using Taillard’s benchmark suite that is commonly used in the scheduling 
literature. The performance for DABC is highly competitive with the best performing 
estimation distribution and genetic local search algorithm.  
Yu et al. (2011) used ABC algorithm for solving the blocking flowshop problem 
with the objective of minimizing makespan. They proposed an improved ABC (IABC) 
algorithm utilizes discrete job permutations to represent solutions and applies insert and 
swap operators to generate new solutions for the employed and onlooker bees. The 
differential evolution algorithm is to obtain solutions for the scout bees. An initialization 
scheme based on the problem specific heuristics was presented to generate an initial 
population with a certain level of quality and diversity. They compared the performance 
of the IABC with the existing hybrid discrete differential evolution and discrete ABC 
algorithm. Table 2.2 shows the application of the ABC algorithm to solve the scheduling 
problem.  
Table 2.2: Application of the ABC algorithm in scheduling problem.  
 
Author Proposal Purpose Advantages Disadvantages 
Chow et 
al. 
(2013) 
To develop a 
simple model of 
ABC algorithm 
in flowshop 
scheduling.  
To identify the 
effectiveness of 
the ABC 
algorithm for 
solving flow 
shop scheduling 
problem. 
ABC model is 
capable generating 
a feasible schedule 
with minimum 
makespan in 
flowshop problem 
tested. 
The possibility 
that the 
makespan value 
is not the best 
makespan to 
solve flowshop 
scheduling 
problem.   
Fatih et 
al. 
(2011b) 
A discrete ABC 
(DABC) 
algorithm 
hybridized with 
a variant of 
iterated greedy 
algorithms 
To find the 
permutation that 
gives the 
smallest total 
flowtime. 
Highly competitive 
with the best 
performing 
estimation 
distribution and 
genetic local search 
algorithm.  
Long 
computation 
time.  
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