





I would like to thank my supervisor, Dr. Sabri Mahmoud, for having helped me
realize this research and for guidance during the course of this work. I also thank him
for the time and effort he put into reading many drafts of this thesis and for his
extensive and valuable advice.
Special thanks to the other members of my thesis committee Dr. Radwan Abdel-
Aal and Dr. Wasfi Al-Khatib.
I would like to acknowledge the partial support provided by King Abdul-Aziz City
for Science and Technology (KACST), under project no. AT – 30 – 53, through King




TABLE OF CONTENTS............................................................................................................. VI
LIST OF TABLES ....................................................................................................................... IX







1.4. THESIS ORGANIZATION .....................................................................................4
CHAPTER 2 BACKGROUND AND LITERATURE REVIEW........................................5
2.1. PREPROCESSING ...................................................................................................5
2.2. DOCUMENT ANALYSIS ..................................................................................... 10
2.2.1. DOCUMENT SEGMENTATION................................................................. 10
2.2.2. DOCUMENT CONTENTS’ CLASSIFICATION ........................................ 19
2.3. SCRIPT IDENTIFICATION................................................................................ 26
vii
CHAPTER 3 DOCUMENT ANALYSIS AND CLASSIFICATION ............................... 30
3.1. PREPROCESSING ................................................................................................ 30
3.2. DOCUMENT SEGMENTATION ........................................................................ 31
3.2.1. INTRODUCTION.......................................................................................... 31
3.2.2. PROPOSED SEGMENTATION ALGORITHM........................................ 31
3.2.3. EXISTING SEGMENTATION METHODS................................................ 42
CHAPTER 4 SCRIPT IDENTIFICATION...................................................................... 53
4.1. INTRODUCTION ................................................................................................. 53
4.2. BLOCK TEXTURE PATCH................................................................................. 53
4.3. WORD TEXTURE PATCH ................................................................................. 54
4.3.1. LINES EXTRACTION................................................................................... 54
4.3.2. EXTRACTING WORDS ............................................................................... 55
4.3.3. NORMALIZING WORDS VERTICALLY .................................................. 56
4.3.4. GENERATING WORD TEXTURE PATCHES ......................................... 56
4.4. GABOR FILTER.................................................................................................... 57
CHAPTER 5 EXPERIMENTAL RESULTS..................................................................... 60
5.1. DATA AND TOOLS.............................................................................................. 60
5.2. EVALUATION CRITERIA .................................................................................. 61
5.2.1. PAGE SEGMENTATION EVALUATION CRITERIA ............................. 62
viii
5.2.2. ZONE CLASSIFICATION EVALUATION CRITERIA............................. 63
5.2.3. SCRIPT IDENTIFICATION EVALUATION CRITERIA ........................ 65
5.3. EXPERIMENTAL WORK ................................................................................... 66
5.3.1. DOCUMENT SEGMENTATION................................................................. 68
5.3.2. ZONE CLASSIFICATION............................................................................. 69
5.3.3. SCRIPT IDENTIFICATION: ....................................................................... 93







Table 1: The Distribution of document images across PATDB.................................. 61
Table 2: Comparing our implemented XY Cut with Shafait et. al.’s implemented XY
cut on Zone-Level Ground Truth. Where the total number of the zones are
24247. ............................................................................................................... 67
Table 3: Comparing our implemented RLSA with Shafait et. al.’s implemented
RLSA on Text-Line-Level Ground Truth. Where the total number of the
text lines are 105443. ...................................................................................... 67
Table 4: Threshold Values Used for Each Algorithm in the Evaluation ................... 67
Table 5: Comparing the Page Segmentation algorithms............................................. 68
Table 6: The initial information of Zone Classification .............................................. 70
Table 7: Results of each feature of the proposed approach using the NN classifier.
The features are ranked (best at top) ........................................................... 71
Table 8: : Results of each feature of the XY Cut approach using the NN classifier.
The features are ranked (best at top) ........................................................... 72
Table 9: Results of each feature of the RLSA approach using the NN classifier. The
features are ranked (best at top) ................................................................... 74
Table 10:  The proposed, XY cut, and RLSA approaches selected features ............. 76
Table 11: Summary Result of evaluating the proposed algorithm compared with XY
cut and RLSA.................................................................................................. 81
Table 12: The results of the features selection on the proposed approach based on
SFFS method using the NN classifier ........................................................... 82
Table 13: The results of the features selection on the XY approach based on SFFS
method using the NN classifier...................................................................... 83
Table 14: The results of the features selection on the RLSA approach based on
SFFS method using the NN classifier ........................................................... 85
Table 15: The results of the features selection on the proposed approach based on
SBFS method using the NN classifier ........................................................... 86
Table 16: The results of the features selection on the XY cut approach based on
SBFS method using the  NN classifier .......................................................... 87
xTable 17: The results of the features selection on the RLSA approach based on
SBFS method using the NN classifier ........................................................... 89
Table 18: The results of using K-NN and SVM classifiers to evaluate the best
features selected by SFFS .............................................................................. 91
Table 19: The results of using K-NN and SVM classifiers to evaluate the best
features selected by SBFS .............................................................................. 92
Table 20: The Result of script identification at the block level using K- NN with
K=1, NM, NN, SVM, Decision Tree, and Tree Boost  classifiers ............... 96
Table 21: The Result of script identification at the word level using K- NN with
K=1, NM, NN, SVM, Decision Tree, and Tree Boost  classifiers ............... 97
xi
LIST OF  FIGURES
Figure 1: the current pixel and its neighbors. ................................................................ 7
Figure 2: Chou et al.’s method  (a) Parallel scan lines with skew angles 0º, and 6º;
(b) Original image; (c) Parallelograms constructed at skew angle 0º; (d)
Parallelograms constructed at skew angle at 6º [Chou07] ........................... 9
Figure 3: Polar form of the Hough Transform for the line, = + .... 10
Figure 4: Gorman’s method a) Original portion of table of contents page. b) Nearest
neighbors. c) Find text lines. d) Structural blocks [Gorm93]..................... 12
Figure 5: The smearing method: a) Original page. b) Smearing horizontally. c)
Smearing vertically. d) Combined (b) & (c) by a logical “and” operator
[Wong82]. ........................................................................................................ 13
Figure 6: spreading of ink method a) Original page. b) After preprocessing. c) The
result of simulating the ink spread effect. d) Mask generated for making
output. e) Final Result [Shir05]..................................................................... 17
Figure 7: Bukkari et al.’s method: (a) the original image (Arabic document); (b) the
non-text components extracted from (a) [Bukh11]. .................................... 25
Figure 8: The normalized projection profiles [Elga01]: a typical The normalized
projection profiles The normalized projection profiles profile for Arabic
text line. Where are the top and bottom of the text line. 28
Figure 9: The Proposed Segmentation Algorithm ....................................................... 32
Figure 10: an example of rescaling the images with 3*3 window............................... 33
Figure 11: the proposed algorithm for segmentation; (a) a sample image; (b), and
(c)are the result images after applying the first and second steps, and (d)
shows the boundaries of the resulting regions ............................................. 35
Figure 12: Illustrates the four directions. (a) Horizontal; (b) vertical; (c) left-
diagonal; (d) right-diagonal........................................................................... 38
Figure 13: RLSA Algorithm .......................................................................................... 43
Figure 14: samples of applying  smearing method: (a) Original page. (b) Smearing
horizontally. (c) Smearing vertically. (d) logical of b&c ............................. 47
Figure 15: XY cut Algorithm; (a) The XY cut  main algorithm, (b) The XY cut
Secondary algorithm ...................................................................................... 50
xii
Figure 16: samples of applying XY cut algorithm;(a) the original image; (b)  the
result of applying XY cut algorithm ............................................................. 52
Figure 17: Examples of Latin and Arabic zones with theirs horizontal projections 55
Figure 18: An Example of Extracting Words of Line ................................................. 56
Figure 19 Arabic and Latin Samples of applying Text blocks Normalization .......... 57
Figure 20: Merged Zones Error Measure; (a) the ground truth zones where the
ground truth are text zones and is non text. (b) a merged
zone error; the shaded rectangle denotes segmented merged zone. .......... 62
Figure 21: Missed Zones Error Measure (a) the ground truth. (b) a missed zone
error; solid-line rectangles show the segmented zones while the shaded
area represents the missed zone .................................................................... 63
Figure 22: Some Misclassified Samples at word level ................................................. 98
Figure 23: Some Misclassified Samples at region level ............................................... 99















































































































