This letter proposes performance evaluation of phase-only correlation (POC) functions using signal-to-noise ratio (SNR) and peak-tocorrelation energy (PCE). We derive the general expressions of SNR and PCE of the POC functions as correlation performance measures. SNR is expressed by simple fractional function of circular variance. PCE is simply given by squared peak value of the POC functions, and its expectation can be expressed in terms of circular variance.
Introduction
Phase-only correlation (POC) functions have been widely used for evaluating similarity between two signals. They have been applied for in many fields, such as image registration [1] - [3] , pattern recognition [4] , [5] , motion estimation [6] , [7] , and so on. In order to clarify the effects of stochastic phase-spectrum differences on the POC functions, our group proposed statistical analysis of the POC functions with stochastic phase-spectrum differences [8] - [10] . In Ref. [9] , we proposed statistical analysis method for the POC functions with stochastic phase-spectrum differences based on directional statistics. We assume phasespectrum differences between two signals to be random variables with some circular probability distributions.
On the other hand, signal-to-noise ratio (SNR) and peak-to-correlation energy (PCE) are commonly used for correlation performance measures [5] . SNR is the ratio of the square of average correlation peak to its variance. PCE is a peak sharpness measure of correlation functions. We have considered that these performance measures are applicable for also the POC functions.
This letter proposes performance evaluation of the POC functions using SNR and PCE. We derive the general expressions of SNR and PCE of the POC functions as correlation performance measures. SNR is expressed by simple fractional function of circular variance. PCE is simply given by squared peak value of the POC function, and its expecta- tion can be expressed in terms of circular variance.
Phase-Only Correlation (POC) Functions

Definition
Consider complex discrete-time signals x(n) and y(n) of length N. The discrete Fourier transforms of x(n) and y(n) are given by X(k) = |X(k)|e jθ k and Y(k) = |Y(k)|e jφ k , respectively, where θ k and φ k are phase spectra of x(n) and y(n), respectively. The POC function r(m) between two signals x(n) and y(n) is defined by the inverse discrete Fourier transform of normalized cross-power spectrum between two signals x(n) and y(n) as follows:
where W N = exp(− j2π/N) is the twiddle factor, and α k = θ k − φ k are phase-spectrum differences.
Properties
If two input signals are completely equal, phase spectra of two signals are equal, that is, α k = θ k − φ k = 0. In this case, the POC function r(m) is the delta function δ(m). This property has been exploited in many matching techniques. However, in practical signal processing scene, it is quite unrealistic that the two input signals are equal. In most practical case, input signals are corrupted by noise, which causes corrupted phase spectra. Figure 1 shows simple numerical examples of the POC functions for stochastic phase-spectrum differences. We set length of signals to be N = 32. We assume that phasespectrum differences α k 's follow wrapped Gaussian distribution [10] with mean direction 0 and circular variance v, and calculate POC functions in Eq. (1) for circular variance v = 0, 0.2, 0.4, 0.6, 0.8, 1. We can observe that |r(0)| decreases as the circular variance v increases. On the other hand, |r(m 0)| tend to increase as the circular variance v increases. In order to clarify the statistical properties of POC functions, we have to give some theoretical evidence for these experimental results of the POC functions with stochastic phase-spectrum differences. Behavior of peak value |r(0)| can be described by expectation of the POC function r(m). On the other hand, energy in sidelobe Copyright c 2018 The Institute of Electronics, Information and Communication Engineers |r(m 0)| can be described by variance of the POC function r(m).
Statistical Analysis of the POC Functions Based on Directional Statistics
We proposed statistical analysis of phase-only correlation functions with stochastic phase-spectrum differences based on directional statistics [9] .
Basis of Directional Statistics
Directional statistics is statistics for circular data, such as wind directions, directions of migrating birds, arrival times of patients at a casualty unit in a hospital, and so on [11] , [12] . For circular probability variables α ∈ [−π, π), qth trigonometric moment A q is defined by A q = E[e jqα ] where q = ±1, ±2, · · · . In terms of first-order trigonometric moment A 1 , mean resultant lengthR and mean direction α ∈ [−π, π) are defined bȳ
Furthermore, circular variance v is defined by Figure 2 shows a simple example for geometric interpretation of mean direction and circular variance of probability variables α 1 and α 2 . From Fig. 2 
where A, µ and v are the first-order trigonometric moment, mean direction and circular variance of phase-spectrum differences α k 's, respectively. 
Correlation Performance Measures for POC Functions Based on Directional Statistics
In order to evaluate correlation performance of the POC functions, we newly derive the general expressions for correlation performance measures of the POC functions. In this section, the POC function r(m) is assumed to have its peak at the origin m = 0, without loss of generality.
Signal-to-Noise Ratio (SNR)
Following the general definition of SNR, as correlation performance measures [5] , we have defined SNR of the POC function by
Substituting Eqs. (5) and (6) into Eq. (7), we have general expressions for SNR of the POC functions as follows: Figure 4 shows SNR of the POC function r(m) versus mean resultant length |A|. We can show from Eq. (8) Figure 5 shows SNR of the POC function r(m) versus circular variance v. We can show from Eq. (9) and Fig. 5 that SNR monotonically decreases from +∞ to 0 as circular variance v increases from 0 to 1. Furthermore, we can show that SNR is in proportion to signal length N.
Peak-to-Correlation Energy (PCE)
Following the general definition of PCE, as correlation performance measures [5] , we have defined PCE of the POC function r(m) by
It has been known that POC functions r(m) always satisfy
which can be proved by Parseval's theorem. Therefore, PCE of the POC function r(m) is simply given by
We can show from Eq. (12) that peak sharpness of the POC functions can be simply evaluated from only the squared peak value. We next derive the expectation of PCE. Substituting Eq. (1) into Eq. (12), PCE of the POC function r(m) can be expressed by
By taking the expectation of Eq. (13), the expectation of PCE is given by
In the right side of Eq. (14), E[e jα k e − jα l ] is given by Substituting Eq. (15) into Eq. (14), we have general expressions for the expectation of PCE of the POC functions as follows: Figure 6 shows the expectation of PCE of the POC function r(m) versus mean resultant length |A|. We can show from Eq. (16) and Fig. 6 Figure 7 shows the expectation of PCE of the POC function r(m) versus circular variance v. We can show from Eq. (17) and Fig. 7 
Conclusions
In this letter, we derived general expressions for SNR and PCE of the POC functions for performance evaluation. We derived the general expressions of SNR and PCE of the POC functions as correlation performance measures. SNR is expressed by simple fractional function of circular variance. PCE is simply given by squared peak value of the POC function, and its expectation is expressed in terms of circular variance.
These correlation performance measures are quite important in signal matching techniques based on POC functions, since they would give us useful criteria for discriminant between peak and sidelobe of the POC functions. In order to theoretically determine the optimal threshold value, we have to clarify the probability distributions of the POC functions based on directional statistics as our future works.
