Abstract. Using the mathematical background for algorithmic complexity developed by Kolmogorov in the sixties, Cilibrasi and Vitanyi have designed a similarity distance named normalized compression distance applicable to the clustering of objects of any kind, such as music, texts or gene sequences. The normalized compression distance is a quasi-universal normalized admissible distance under certain conditions. This paper shows that the compressors used to compute the normalized compression distance are not idempotent in some cases, being strongly skewed with the size of the objects and window size, and therefore causing a deviation in the identity property of the distance if we don't take care that the objects to be compressed fit the windows. The relationship underlying the precision of the distance and the size of the objects has been analyzed for several well-known compressors, and specially in depth for three cases, bzip2, gzip and PPMZ which are examples of the three main types of compressors: block-sorting, Lempel-Ziv, and statistic.
compressor must be invariant with respect to the size of the objects. This condition doesn't hold for some well-known compressors such as bzip2, gzip, pkzip and many others if the object size exceeds the window size. However, as shown by our results, in the range of usefulness of these compressors, the NCD is very good for its purposes.
We determine the precision up to which NCD(x, y) = 0 ⇐⇒ x = y holds for different compressors. For compressors using a certain window size, or block size, we obtain NCD(x, x) close to 1 once we significantly exceed the window size, as the compressors no longer compress. Trivially, in computing the NCD(x, y) the concatenation xy should comfortably fit the window size or block size. Note that the behavior on (x, x) is possibly different from that on (x, y), with respect to window size. Namely, a window of size |x| sliding over xx has mostly all of x in the window (suffix of first instance, prefix of the next instance). The way in which the identity (of the metric) and the idempotency (of the compressor) are related is the following:
These deficiencies observed when measuring identical objects (the easiest scenario)
are obviously generalized to any pair of objects. In this way, speaking about identityidempotency problems is the same as speaking about deficiencies in the whole distance.
In sections 2 and 3 we summarize the formalism around the distance: the conditions that the compressors must hold and the properties of the distance. Section 4 describes the materials we have used to perform our experiments. Section 5 presents our results for the bzip2 and gzip compressors, and the anomalous behavior of the distance is analyzed in detail. Finally, in our conclusions, we provide empirical advice for the correct use of the NCD.
Definitions. The following definitions describe the conditions under which
the NCD is a quasi-universal normalized admissible distance.
Definition 1. A compressor C is normal if it satisfies, up to an additive O(log n) term, with n the maximal binary length of an element involved in the (in)equality

Triangular inequality: d(x, y) ≤ d(x, z) + d(z, y).
4. Density constraint as in [2] . 
Normalized Compression Distance.
A universal distance is the final goal for universal clustering, because in principle it will be as good as any other distance specialized in measuring some specific feature.
Reference [3] proposes an incomputable distance that fulfills that goal, the normalized information distance (NID):
Inspired by this incomputable distance, the following normalized compression distance was designed, which would make the role of a quasi-universal distance:
is the compressed size of the catenation of x and y. NCD generates a nonnegative number 0 ≤ NCD(x, y) ≤ 1. Distances near 0 indicate similarity between objects, while those near 1 they reveal dissimilarity. If x = y, NCD becomes
As mentioned in the introduction, there exists an obvious linkage between the idempotency and the identity properties. Assume the compressor is normal. By the idempotency property (Definition 1) C(xx) − C(x) = O(log |x|) and thus replacing in the Equation 6 results: [2] ).
The last theorem states that, if the compressor is chosen carefully, then the NCD is a quasi-universal normalized distance, a golden standard for clustering. 
Materials.
Results.
In our experiments, all the objects are considered strings of bytes. If n. On the other hand, the strong dependence is logarithmic and almost without fluctuations. Both dependencies indicate that the distance is skewed by the size of the objects and therefore displays idempotency-identity deviations (see Definitions 1 and 2).
The bzip2 compression algorithm uses three main ideas. In the first stage of the compression, the data suffers a Burrows-Wheeler transform; in the second, the move to front coding is applied to the output of the transformation; finally a statistical compressor (usually Huffman) is used for redundancy extraction. The default block size of the bzip2 compressor is 900 Kbytes which means that, if the sizes of the objects add to more than 900 Kbytes, the catenated object is divided into parts smaller than 900 Kbytes before being compressed. A more detailed explanation of the algorithms in bzip2 can be found in [6] .
Let's start with the weak dependency, which can be observed in the [1 Kbyte,
450 Kbytes] interval, exactly the half size of the block. In this zone, the size of the catenated objects is smaller than 900 Kbytes, thus they don't need to be split.
A simplified example will show how the weak dependency works. Let us assume that the block size is 16 bytes and the object to compress is the string "drdobbs". We need to compute the distance:
The size of the catenated string is 14 bytes, so it fits in a single block. Let's analyze the algorithm step by step:
Burrows-Wheeler transform:
A rotation matrix is created from the string "drdobbsdrdobbs" (Figure 2 ). It can be observed that the lower half of the matrix is a repetition of the upper half. Then the matrix is lexicographically sorted and the output for the transformation is the last column of the matrix "oobbrrssddddbb" (Figure 3 ). move to front coding: the coding is applied and the output is "20103040400030" (see [6] ).
Huffman coding:
The frequencies of the characters are measured as 0:8, 1:1, 2:1, 3:2, 4:2 and the compressed string is built using 26 bits (see [7] ).
Using the same scheme, the string "drdobbs" is compressed using 17 bits, so the distance is NCD = 26−17 17 = 0.529. Now another symbol "w" is added to the string, so that the new string whose distance with itself we want to measure is "drdobbsw". When the rotation matrix of "drdobbswdrdobbsw" is built and ordered, the first row whose last column has the "w" value will be followed by another row that ends in "w" (in fact both rows will be identical). Just by looking at the string (even without constructing the rotation matrix)
we can see that, when the string is coded using move to front, the second "w" of "drdobbswdrdobbsw" will get the value 0. This means that the cost of adding "w" to the string will be the cost of coding the first "w" plus the cost of coding the second (only one bit), due to the symmetry of the rotation matrix.
In this way, when we add a symbol π to a string x giving y, the expected difference Let's now explain the strong dependency. The objects in this zone have a size greater than 450 Kbytes, therefore the catenated object has a size greater than the block size of bzip2 (900 Kbytes). In our explanation, we will assume that the block size is 8 bytes, and will use a string that, catenated to itself, is bigger than that size.
We use the string "drdobbs" again, so when compressing "drdobbsdrdobbs" it must be split in the two strings "drdobbsd" and "rdobbs". Let's apply the compression Figures 6 and 7 ). There is a big difference between having the whole string in one block or in two: the upper-lower half symmetry is lost due to the splitting, and much redundancy achieved in the weak dependence zone is not achieved here. The outputs are "obsrdddb" and "obrdsb", whose equal characters are much less grouped 4 than in the previous example "oobbrrssddddbb".
move to front coding: The coding of both strings is "21444003" and "213343". If the string is divided in two blocks, the expected compression cost of adding a symbol π to x will be 2 log(
, therefore an expected increase of log(
. This explains the logarithmic growth of the strong dependency zone.
In order to compare both dependencies, it should be remembered that the expected compression cost of adding one symbol is log( the --fast option rather than the --best option (see Figure 8) . In this case, the block size used by the compressor can be seen to be much smaller (about 100 Kbytes, vs. 900 in the --best case) which means that files over 50 Kbytes are not properly managed.
Even the small files in our examples suffer now from this effect and show a strong dependency region. Figure 9 , together with many more similar experiments we have performed, show that NCD(x, x) is between 0.0 and 0.1 in the region where gzip can be used properly, while it gives values which grow to 1 outside that region.
gzip. The plots in
The experimental results obtained using the gzip compressor in the NCD are displayed in Figure 9 . We can observe an initial slow-fluctuating growth with n, followed by a strong discontinuity, with a jump to 0.9 at 32 Kbytes, and finally a new slow (but slightly faster) growth, until the distance saturates in 1. We'll call again the two zones weak dependency and strong dependency, for analogy with the previous section.
The kernel of gzip [8] uses a variant of the LZ77 algorithm [9] for preprocessing and a statistical compressor (usually Huffman) as post-processing. The skew with the object size is fully explained by the compression scheme of the LZ77 algorithm 5 .
As in the previous subsection, the two modes will be explained by means of three simple examples. The string to be compared with itself is again "drdobbs". This compressor: the sliding window and the lookahead window. The sliding window W S is a buffer that contains the previous |W S | characters to the character that is being compressed. On the other side, the lookahead window W L is the buffer that contains the next |W L | characters that follow the character being coded. The LZ77 algorithm searches the longest string that begins in the current coding character and is contained in both windows.
In our first example, let's assume that |W S | = |W L | = 7 bytes. Remember that we want to compute
C(xx)−C(x) C(x)
. The LZ77 algorithm is applied to the string "drdobbsdrdobbs". The sliding window and the lookahead window were large enough, and the compressor realized that the second half of the string is an exact repetition of the first. Let's assume that each compression chunk offset length has a size of 2 bytes A new scenario is proposed: now |W S | = 7 and |W L | = 3 (see Figure 11) . In this example, the compressor was unable to extract all the redundancy from the string, due to the insufficient size of the lookahead window. Rather than detecting that the second half of the string is identical to the first, the compressor only detects three substrings identical to three other substrings in the sliding window. This is what underlies the weak dependency. For the Calgary Corpus, the window size (32 Kbytes) is larger than the size of the object, but the lookahead window is smaller. This is why the NCD increases slightly with n in this zone: C(xx) − C(x) is proportional to |x| |WL| . In our example, the distance has significantly increased: NCD = 20−14 14 = 0.428. This is a deviation in the distance, which depends little on the size of the objects.
It remains to explain the most important feature, the discontinuity point at 32
Kbytes. In this point, the size of the catenated object overflows the size of the sliding window. In our last example, we will assume that |W S | = 6 and |W L | = 7. The results are shown in Figure 12 . The insufficient size of the sliding window causes the first byte of the string to be unreachable by the compressor, which loses all the redundancy detection. A very small change (only 1 byte) in the sliding window size can cause the compressor to be absolutely blind (the NCD calculation in this example gives 28−14 14 = 1. This is what causes the discontinuity at 32 Kbytes. When the size of the object is one byte more than the sliding window, the first byte of the first object is lost, and the compressor becomes unable to detect the full redundancy of the catenation, giving rise to an NCD value near to absolute dissimilarity (0.9 for almost all files in the Calgary Corpus).
The purpose of using the LZ77 algorithm in the NCD is based on the fact that it can use the sequences that appear in the first object to make the coding of the second object less expensive. If the size of the sliding window is significantly smaller than the size of any of the objects, the blind effect will outperform the redundancy detection task. From our experiments (those described in this paper and others) we can We have also repeated our experiments with gzip, by selecting the --fast option rather than the --best option (see Figure 13 ). In this case, the size of the sliding window used by the compressor does not change, so the results obtained are very similar to those with the --best option. Only the compress ratio obtained is affected (see Figure 15 ). 6. Conclusions. In this paper, we have reviewed the concept of normalized compression distance (NCD), which uses compressors to provide a measure of the distance between two objects of any kind and can be used for clustering applications.
We have analyzed the impact on the NCD quality of some features of two compressors: the block size in bzip2, and the sizes of the two windows (sliding and lookahead) used by gzip. The well-known Calgary Corpus has been used as a benchmark. Any similarity distance should measure a 0 distance (or, at least, a very small value) between two identical objects. The empirical results obtained with both compressors for the Calgary Corpus reveal that the NCD is skewed by the size of the objects, independently of their type. For object sizes smaller than certain values (related to the block and window sizes in the compressors), the distance between two identical objects is usually quite small, which proves that the NCD is a good tool for this purpose. However, for larger sizes, when the inner limitations of the compressors are violated, obviously the distance between two identical objects grows to very high values, making the NCD practically unusable. Other widely used compressors (such as winzip and pkzip) also show the same limitations.
The use of block and window sizes in the compressors aims to increasing the computation speed at the expense of the compression ratio. This paper proves that this balance between quality and speed should be treated carefully for clustering, where quality is tantamount. When considering clustering problems, all considerations about speed should be left apart if they imply exceeding the system parameters.
The proper use of this powerful distance depends on selecting compression algorithms without limiting factors related to the size of the objects like, such as the high compression Markov predictive coder PPMZ [1] , which does not set any window or block limit, but is much slower than those mentioned above. The results of using PPMZ in our experiments are shown in Figure 14 and are coherent with our conclusions: the distance computed with PPMZ does not depend on the size of the objects and is always between zero and a very small value (0.1043). On the other hand, this also confirms that the NCD is a very good distance measurement, when used in the proper way.
In the case of bzip2 and gzip, the block, the sliding window and the lookahead window should be at least as large as the sum of the sizes of the objects to be compared.
The table in Figure 15 summarizes the results obtained for all three compressors under different circumstances, both as regards the compression ratio obtained and the size limits where the use of the NCD is acceptable for each. 
