Abstract. Let R and S be Artin algebras and Γ be their triangular matrix extension via a bimodule S MR. We study totally acyclic complexes of projective Γ-modules and obtain a complete description of Gorenstein projective Γ-modules. We then use this to construct some examples of Cohen-Macaulay finite and virtually Gorenstein triangular matrix algebras.
Introduction
Let A be a not necessarily commutative ring with nonzero unity, ModA (resp. modA) be the category of all (resp. finitely generated) left A-modules, and Proj(A) (resp. proj(A)) be the full subcategory of all (resp. finitely generated) projective A-modules. Following [8] , an A-module X is said to be Gorenstein projective if it is a syzygy of a totally acyclic complex of projective A-modules, i.e. an exact complex of projective A-modules which will be left exact under applying Hom A (−, P ) for every projective A-module P . Throughout the paper GProj(A) (resp. Gproj(A)) denotes the category of all (resp. finitely generated) Gorenstein projective A-modules; Gorenstein injective A-modules are defined dually.
Regardless of their role as a foundation of Gorenstein homological algebra, Gorenstein projective modules usually receive particular importance from several points of view. They are used in the theory of singularities (see e.g. [14] for a standard text) and in Tate cohomology of algebras ( [1] , [3] ). Also Cohen-Macaulay finite algebras, having recently been of particular attention ( [5] , [7] , [11] ), are defined in terms of Gorenstein projective modules; recall that an Artin algebra Λ is said to be of finite Cohen-Macaulay type (C.M. finite for short) provided it has only finitely many, up to isomorphism, indecomposable finitely generated Gorenstein projective modules, that is to say, the subcategory Gproj(Λ) is of finite type.
This article aims at studying Gorenstein projective modules over triangular matrix rings. Such modules have been studied in some special cases, see for example [10] , [13] , and [15] . The approach we will take here is to study totally acyclic complexes of projective modules and regard Gorenstein projective modules as their syzygies. So throughout the rest of this paper, we fix a formal triangular matrix ring
where R and S are two associative not necessarily commutative rings with unity and S M R is an S − R bimodule. It is well-known that when R and S are k-Artin algebras, k being a commutative artinian ring, and M is finitely generated over k which acts centrally on M , then Γ is a k-Artin algebra. Therefore whenever Γ is discussed from representation-theoretic aspects, we are assuming that it is an Artin algebra. We then will use these information to construct some accessible examples of Cohen-Macaulay finite Artin algebras; namely, Cohen-Macaulay finite triangular matrix Artin algebras. In particular, we will deal with how Γ inherits C.M. finiteness from R and S and vice versa. Finally, Gorenstein projective Γ-modules are used to study how virtually Gorensteinness may transfer from R and S to Γ; this is a concept which is closely related to the notion of Cohen-Macaulay finiteness.
Gorenstein Projective Modules
Keep the notations of the previous section. Recall (e.g. from [2] ) that the category ModΓ may be identified with the category C consisting of all triples (X, Y ) ϕ where X ∈ ModR, Y ∈ ModS and ϕ : M ⊗ R X −→ Y is an S-linear map. Using this, we define two evaluation functors e 1 : ModΓ −→ ModR and e 2 : ModΓ −→ ModS in the following way: e 1 ((X, Y ) ϕ ) = X and e 2 ((X, Y ) ϕ ) = Y , for every Γ-module (X, Y ) ϕ and with the obvious rules over the morphisms. It is well-known that these functors both admit left and right adjoints. The subscriptions λ and ρ are reserved respectively to denote the left and right adjoint functors.
Before defining these adjoint functors we need to recall that any Γ-module could also be represented as (X, Y ) ϕ where X ∈ ModR, Y ∈ ModS, and ϕ : X −→ We need to extend these pairs to the corresponding homotopy categories. So we briefly recall that K(R), the homotopy category of R, has all complexes of Rmodules as objects and its morphisms are the homotopy equivalence classes of the chain maps. K(Proj R) is the homotopy category formed by all complexes of projective R-modules and K ac (Proj R) (resp. K tac (Proj R)) is the full subcategory of K(Proj R) of all acyclic (resp. totally acyclic) complexes. Note that they are standard examples of triangulated categories [12] and that extending the aforementioned adjoint pairs to the homotopy categories, a procedure that may be done in a natural way, leads in triangulated functors denoted by k 1 , k 2 (the extended evaluation functors) and k 
(ii) X ∈ Proj(R) and Coker(ϕ) ∈ Proj(S).
It should be pointed out that an analogous description for injective Γ-modules, which will be used in Theorem 2.8, has been included in [9] .
Let E ∈ K(Proj Γ). According to the definitions, we represent E as 
which we denote by CokerE.
Before stating the following lemma, we recall that the symbol ⊥ is reserved to denote the (left and right) orthogonal classes with respect to the functor Ext 1 (−, −). Also, Add( S M ) contains all S-modules which are direct summands of arbitrary direct sums of copies of M .
(i) Assume that the functor M ⊗ R − takes every acyclic complex of projective R-modules to an acyclic complex of S-modules. Then E ∈ K tac (Proj R) if and only if k
Proof. Since the functors e 1 λ and e 2 λ preserve projective modules, the proof follows easily from Lemma 2.1 and the adjointness properties. Note that the assumption on M in the first statement yields that k 1 λ (E) ∈ K ac (Proj Γ) whenever E ∈ K tac (Proj R). Likewise, in the second one, the assumption gives that when E ′ ∈ K tac (Proj S),then for any projective R-module P , the complex Hom S (E ′ , M ⊗ R P ) is acyclic from which the desired result might be deduced in conjunction with Lemma 2.1.
As established in the above lemma, the following statements are crucial throughout the rest of this paper:
(1) The functor M ⊗ R − takes every acyclic complex of projective R-modules to an acyclic complex of S-modules.
(
We just refer to them by mentioning their assigned numbers.
The following proposition provides a complete description of totally acyclic complexes of projective Γ-modules. Proposition 2.3. Let the statements (1) and (2) hold and let E ∈ K(Proj Γ). Then E ∈ K tac (Proj Γ) if and only if
Proof. Assume first that E ∈ K tac (Proj Γ). Then the complexes k 1 (E) and k 2 (E) are acyclic. Since, by (1), M ⊗ k 1 (E) is acyclic, the acyclicity of CokerE follows. Then there exists a triangle
. Apply the homological functor Hom K(Proj Γ) (−, k 2 λ (Q)) on ( * ) to obtain the obvious long exact sequence. Since for any R-module U and S-module V , Hom K(Proj Γ) (k
The rest of the claim follows from the above triangle and another application of Lemma 2.2; the converse may be proved using a similar argument. We are now in the position to prove the main result, which is a complete description of Gorenstein projective Γ-modules. Proof. The sufficiency follows from the exact sequence
in conjunction with Lemma 2.4. If, conversely, (X, Y ) ϕ is a Gorenstein projective Γ-module, then it is, say, the 0-th syzygy of some E ∈ K tac (Proj Γ). Note that by Proposition 2.3, CokerE ∈ K tac (Proj S) and
. Hence the statement (a) follows. That ϕ is a monomorphism follows because M ⊗ k 1 (E) is an exact complex.
In the sequel, we will proceed in the reverse direction. Namely, we will examine how close we are to the statements (1) and (2) by knowing that the above description for all Gorenstein projective Γ-modules is valid.
Remark 2.6. Suppose that all Gorenstein projective Γ-modules can be classified as mentioned in the above theorem. We first show that (2) holds. To this end, it is enough to prove that for any index set I, ⊕ I M ∈ (GProj(S)) ⊥ or, equivalently, any short exact sequence
with G Gorenstein projective S-module splits. From the hypothesis, it follows that (⊕ I R, D) α is a Gorenstein projective Γ-module. So it is the 0-th syzygy of some E ∈ K tac (Proj Γ). Hence we get a short exact sequence 
to show that the sequence at the beginning of the argument is split. Next, we prove that Tor R 1 (M, P ) = 0 for any Gorenstein projective R-module P . So let P be such a module. Then, by the hypothesis, (P, M ⊗ R P ) 1 is Gorenstein projective and so is the 0-th syzygy of some E ∈ K tac (Proj Γ). Hence we get a short exact sequence
Since, by the assumption, ψ is a monomorphism it follows that ω is a monomorphism, implying that Tor R 1 (M, P ) = 0. It is straight forward to check that this is equivalent to saying that M ⊗ R − preserves every totally acyclic complex of projective R-modules.
Recall that the T 2 -extension of a ring R is given by
and that every module over T 2 (R) is a homomorphism X ϕ −→ Y of R-modules. We include the following corollary of Theorem 2.5. It is worth noting that the dual version of the above arguments may be applied to deduce a corresponding classification for Gorenstein injective modules over Γ. So we skip the proofs and record the dual version of Theorem 2.5. Just note that the following conditions which are, in some sense, dual to (1) and (2) should be fulfilled.
(3) The functor Hom S (M, −) takes every acyclic complex of injective S-modules to an acyclic complex of R-modules.
(4) Hom S (M, I) ∈ ⊥ GInj(R), for all injective S-module I. 3 C.M. Finiteness And Virtually Gorensteinness 3.1. C.M. finiteness. We will now deal with how C.M. finiteness may transfer from the algebras R and S to the triangular matrix algebra Γ. We start with the following easy observation. Assume that (1) and (2) are satisfied and Γ is of finite CohenMacaulay type. For an indecomposable finitely generated Gorenstein projective Rmodule X, it is routine to verify that e 1 λ (X) = (X, M ⊗ R X) 1 is an indecomposable finitely generated Γ-module which is Gorenstein projective by Lemma 2.4. Since Γ is C.M. finite one has only finitely many, up to isomorphism, choices for X, that is, R should be of finite Cohen-Macaulay type. A similar argument applies to deduce that S is also of finite Cohen-Macaulay type.
Therefore Γ C.M. finite implies R and S C.M. finite while there are examples for which the converse fails. For, let k be an algebraically closed field and consider the self injective k-algebra Λ t = k[x]/(x t ) with t > 5. By [5, Example 4 .17], the T 2 -extension of Λ t
is of infinite Cohen-Macaulay type while Λ t itself is an algebra even of finite representation type. However the material prepared in the previous section makes it possible to overcome this defect in some cases. Recall that an Artin algebra Λ is said to be CohenMacaulay free if Gproj(Λ) = proj(Λ). (ii) Let S be C.M. free. Then Γ is of finite Cohen-Macaulay type if and only if so is R.
(iii) Γ is C.M. free if and only if so are R and S.
Proof. (i) Let (X, Y ) ϕ be an indecomposable finitely generated Gorenstein projective Γ-module. Consider the short exact sequence ( * * ) (in the proof of Theorem 2.5) in ModΓ. One may apply Theorem 2.5 to deduce that X ∈ Gproj(R) = proj(R), that is, (X, M ⊗ R X) 1 is a finitely generated projective Γ-module by 2.1. On the other hand, it follows from Theorem 2.5 that (0, Cokerϕ) 0 ∈ Gproj(Γ), i.e., the sequence ( * * ) splits. Since (X, Y ) ϕ is indecomposable, either (X, Y ) ϕ = (0, Cokerϕ) 0 or (X, Y ) ϕ = (X, M ⊗ R X) 1 . It follows that in the first case Cokerϕ is an indecomposable finitely generated Gorenstein projective S-module while in the second one X is an indecomposable finitely generated projective R-module. This gives the sufficiency; the necessity follows from the above remarks and the proof of (ii) is similar. Also (iii) can be deduced directly from Lemma 2.1 and Theorem 2.5.
Note that important examples arise when R or S are algebras of finite global dimension since for such algebras projectives and Gorenstein projectives coincide.
The following example illustrates an application of Theorem 2.5.
Example 3.2. Let A n be the quiver v 1 → · · · → v n . Then RA n , the path algebra of A n over the Artin algebra R, is the lower triangular n × n matrix algebra defined inductively as
where N = R ⊕ R · · · ⊕ R (n − 1 copies), as a right R-module, whose left RA n−1 = T n−1 (R)-structure corresponds to the representation R → · · · → R of A n−1 and T 1 (R) = R. Since N is projective both as R-and T n−1 (R)-module, from Theorem 2.5 we deduce that any Gorenstein projective T n (R)-module is of the form (X, Y ) ϕ where X ∈ GProj(R), ϕ : N ⊗ R X −→ Y is a monomorphism with Cokerϕ ∈ GProj(T n−1 (R)). Assume now that T n−1 (R) is of finite Cohen-Macaulay type for some n ≥ 1 and pick a module Z with add(Z) = Gproj(T n−1 (R)). Set Λ = End(Z) op . Following [10] , we let C be the subcategory of the morphism category of proj(Λ) consisting of all monomorphisms f : P 2 −→ P 1 with Cokerf ∈ proj ≤1 Ω(Λ) where the latter is the subcategory of all torsionless modules of projective dimension at most 1; see pages 1809-1811 of [10] for the details. Moreover, put C ′ be the subcategory of C consisting of all f : P 2 −→ P 1 satisfying the extra assumption P 2 = Hom Tn−1(R) (Z, N ⊗ R X) where X is a Gorenstein projective R-module; it is closed under direct summands and the functor Hom Tn−1(R) (Z, −) provides an embedding Gproj(T n (R)) ֒→ C ′ . Therefore by the proof of [10, Theorem 1.2] if proj ≤1 Ω(Λ) is of finite type, the subcategory C ′ , and so Gproj(T n (R)) is of finite type, that is, T n (R) is of finite Cohen-Macaulay type. This provides an inductive procedure to relate C.M. finiteness of T n (R) to that of T m (R) for m < n.
Virtually Gorensteinness.
Recall that the concept of virtually Gorenstein algebras was defined in [6] as a natural generalization of Gorenstein algebras. By definition, an Artin algebra Λ is said to be virtually Gorenstein provided GProj(Λ) ⊥ = ⊥ GInj(Λ) where GInj(Λ) is the subcategory of all Gorenstein injective Λ-modules and the orthogonal classes are defined with respect to Ext 1 . Such algebras have been illuminated to be in close relationship with C.M. finite algebras; see [5] for more information. Theorem 2.5 then prepares a good tool to prove the following theorem. ⊥ . (Note that the latter isomorphism follows by considering a projective resolution of U and applying the functor e 1 λ , which is exact in view of statement (1) , to obtain a projective resolution of e 1 λ (U ).) The other statement follows similarly. The converse is an immediate consequence of the adjoint isomorphisms and the short exact sequence ( * * ) (in the proof of Theorem 2.5) which is valid for every Gorenstein projective Γ-module. One may apply a dual argument and Theorem 2.8 to elicit a similar statement concerning ⊥ GInj(Γ). These, in particular, yield that Γ is virtually Gorenstein if and only if R and S are.
Example 3.4. Let R be an algebra. Clearly the T 2 -extension of R, T 2 (R), satisfies the hypothesis of the above proposition. Hence, T 2 (R) is virtually Gorenstein if and only if so is R. In particular, T 2 (R) is virtually Gorenstein if R is of finite representation type.
