Abstract. In many biological examples of biased random walks, movement statistics are determined by state dynamics that are internal to the organism or cell and that mediate responses to variable environments. Internal state dynamics are an essential element of such behaviors because they provide a "memory" mechanism for retaining effects of previous environments over multiple iterations of the random walk, and because they impose constraints on the gradient-climbing movements that can result. When spatial gradients in individual density and in environmental properties are small, the timescales characterizing redistribution of populations over large spatial scales are typically much larger than those characterizing equilibration in the internal state and in orientation. Taking advantage of this difference in timescales, an advection-diffusion equation is derived that approximates the long-term spatial redistribution of individuals performing a velocity-jump process in which turning probabilities are mediated by complex internal state dynamics. The coefficients in the approximation are functions of the environment and are specified by the solution to a reduced set of internal state-related differential equations. This paper addresses the special case of a single space dimension and a single internal state variable. Two types of internal state dynamics are considered explicitly: those in which fluxes are described by advection-diffusion equations, represented by simplified models of receptor-mediated bacterial taxis and kinesis; and those described by hyperbolic equations with nonlocal changes or "jumps" in state-space, represented by a model of foraging behavior mediated by cognitive or physiological assessments of habitat quality. For these cases, analytical expressions for the coefficients can be obtained. The analysis also gives an estimate of the state-distribution at all points in space and time, from which other biologically meaningful statistics can be derived. The parabolic approximation is much more tractable analytically and numerically than the original hyperbolic model. This tractability makes it possible to address a variety of biological questions that are otherwise prohibitively computation-intensive.
Introduction.
Biased random walk behaviors such as taxes, area-restricted searches, and kineses are used by a wide variety of organisms to climb environmental gradients and to aggregate in favorable parts of their habitats. Random walks are widespread because many organisms face a mismatch between the spatial scales of sensory perception and those of environmental variation-they can evaluate and respond to their environments only at relatively small spatial scales, while their resources fluctuate at spatial scales that are orders of magnitude larger. Biased random walks are effective strategies for overcoming this mismatch, because they require only local information in order to locate globally favorable parts of resource distributions and other environmental variability.
In most organisms (and in many cells moving within organisms), dynamic changes in internal states mediate the behavioral responses to environmental conditions that underlie aggregation: the environment changes the internal state; the internal state then changes the behavior. Examples of internal states used by organisms to regulate movement characteristics include cognitive assessments of environmental quality [16] , [15] , [8] , physiological conditions such as gut fullness or energy reserves [12] , [13] , [22] , and signal transduction mechanisms displaying sensory adaptation [3] , [32] , [33] , [2] . Internal state dynamics play a fundamental role in biased random walks by providing a mechanism for historical effects of encounters with resources to propagate over multiple iterations of the movement behaviors. Analyses of simpler idealized random walks, such as spatially varying position-jump and velocity-jump processes [23] without internal state dynamics, have shown that historical effects may have important long-term consequences for population distributions. For example, movements being decided by conditions at the individual's point of departure or point of arrival can determine whether a position-jump process leads to aggregation in high-or lowmovement areas or not at all [27] , [7] , [20] , [28] , [9] . These findings suggest that even seemingly minor changes in internal state dynamics, or the dependence of movement on them, may nonetheless alter the resulting population distributions substantially.
However, few analyses of the long-term, large-spatial scale effects on population distributions of biased random walks have explicitly considered the historical effects of internal state dynamics. Instead, most analytical biased random walk models are one of two types: (i) random walk behaviors whose movement statistics are specified to vary in space but have no relationship to an internal state [24] , [23] ; or (ii) behaviors in which movements are determined by internal states, but these internal states are "forgotten" (i.e., reset to some locally uniform value) at turns [14] , [1] , [10] , [9] . Neither of these model types provides a quantitative understanding of how internal state dynamics transduce environmental signals into population distributions. Such a quantitative analysis is essential to place random walk behaviors in their proper ecological and physiological contexts. Recently, however, an elegant and comprehensive analysis in [6] made a major contribution to the study of biological random walks by deriving an approximate description for population movements with explicit internal state dynamics.
In this paper, a Boltzmann equation approach is used to model the detailed internal dynamics of organisms performing state-mediated biased random walks. Like the analysis in [6] , this analysis includes independent variables and dynamical terms that represent responses of internal states to environmental properties and the dependence of behavior on those states. This exact model, which is a linear hyperbolic PDE for organisms' probability density function (p.d.f.) , is valid for all time and space but is high dimensional and is analytically and numerically intractable. Our goal is to approximate this difficult PDE with a low-dimensional parabolic advection-diffusion equation (ADE) for total population distribution that is accurate for long-timescale movements over large spatial scales and that is amenable to a variety of analytical and numerical approaches [29] , [19] , [9] , [18] . The overall approach is similar to that of [6] . However, compared to their analysis, the derivation in this paper is less comprehensive but more transparent. Furthermore, while the examples developed in [6] assumed behaviors in which individual orientation and internal state were continuous (described by stochastic differential equations), the detailed comparisons in this paper between individual-based simulations and the parabolic model show that the general approach also applies to behaviors in which large "jumps" in orientation and internal state (corresponding to integral redistribution terms) can occur.
In the ADE, the diffusion and advection coefficients are functions of space and time via the resource density distribution. This approximation decouples the calculation of internal state dynamics and turning behavior from the calculation of spatial redistribution. The result is a concise and tractable description of the spatial redistribution that implicitly retains the underlying behavioral mechanisms. The approximation is accurate when environmental gradients are sufficiently small, i.e., when the timescales of internal state dynamics and reorientation are small compared to those of environmental change, as perceived by randomly walking individuals. When this criterion is met, the derivation also provides an accurate estimate of the local internal state distribution at any point in space. Thus the parabolic approximation allows a reconstruction of virtually all the information in the exact hyperbolic model, but with a very substantial savings in computational effort. The ADE approximation is useful from a biological perspective because the biological interest often focuses primarily on the large time and space scales for which the approximation is most accurate and for which the intractability of the exact model is most obtrusive.
The organization of the paper is as follows. Section 2 examines a simple spatially varying velocity-jump process and uses heuristic arguments to derive an approximating ADE. This section provides an intuitive basis for the two-timescale behavior that typifies the spatial redistribution of organisms when spatial gradients are small. Section 3 presents a more rigorous two-timescale analysis for internal state-mediated velocity-jump processes that results in an ADE approximation for this more complex behavior. This analysis focuses on one spatial and one internal state dimension and on internal state dynamics in which fluxes are described by advection-diffusion equations. Higher-dimensional systems are not considered explicitly here, but would likely follow a similar approximation procedure [6] . Section 4 demonstrates the use of the approximation, with two examples of advection-diffusion internal state dynamics intended as idealized but suggestive models of bacterial "run-and-tumble" random walks. In the first of these, reorientation rates are determined by the fraction of surface receptors bound to an attractant. This behavior is an example of kinesis (see [31] for an explanation of the taxonomy of random walks). In the second example, receptor dynamics (and ultimately turning rates) are determined by the attractant gradient, and so it is an example of taxis. Section 5 develops a model of foraging behavior in which the internal state dynamics are hyperbolic and contain an integral redistribution term. This behavior is an example of area-restricted search for discrete, randomly distributed resource items in which the forager updates its assessments of local habitat quality as a function of its recent foraging success. The final section summarizes the results and discusses their broader application and biological utility.
2. Heuristic approximation of a spatially varying velocity-jump process. As a preliminary to analyzing the dynamics of velocity-jump processes mediated by internal state, it is informative to first consider a simpler and more intuitive random walk process in which individuals have spatially and directionally variable turning rates [26] . For this random walk behavior, it is straightforward to obtain an approximate ADE describing the resulting population fluxes using heuristic arguments. Telegraphers' and diffusion equation approximations for related velocity-jump behaviors were discussed in [24] , [1] , and [23] .
The behavior considers individuals moving in one dimension (along the x-axis) at a constant speed, V , and with randomly occurring reversals of direction. The full hyperbolic model governing the p.d.f. of these individuals is given by the Boltzmann
where p + (t, x), p − (t, x) ≥ 0 are the densities of right-and left-moving individuals, respectively, at position x ∈ X = [x min , x max ] at time t. λ + (x) and λ − (x) are the turning rates for right-and left-moving individuals at position x. Note that λ + (x), λ − (x) ≥ 0. The heuristic derivation proceeds as follows: In (1), the total population density, P , and density flux, J, are given by
It is convenient in the manipulations that follow to rewrite the turning rates, without loss of generality, as
where
Substitution of (2)-(3) into the sum and difference of (1) yields
Consider the behavior of (4) and (5) under the special condition that all spatial gradients are small (a precise definition of what "small" means will be given in the next section). The right-hand side of (4) is small; therefore P t is small and P varies on a slow timescale. Equation (5) is an inhomogeneous differential equation for J. The essential behavior of J is an exponential approach towards the instantaneous value of the forcing terms on the right-hand side. This approach occurs on a timescale of 1 2λ0
(regardless of spatial gradients) and represents a local equilibration of the densities of right-and left-moving individuals through turning. The inhomogeneous terms in (5) are P -containing terms; these must vary on a slow timescale. If spatial gradients are sufficiently small, the timescale of changes in J, which is associated with redistribution in direction, is fast compared to the timescale of changes in P , which requires spatial redistribution. Thus, when spatial gradients are small, J will closely approach its instantaneous equilibrium value.
After a short initial transient, J will have approached a quasi-equilibrium in which
Substituting this approximate value of the density flux into (4) gives an estimate for the rate of change of total population density,
Note that this heuristic argument has led from a hyperbolic equation, in which information can propagate at most at speed V , to a parabolic approximation in which information instantaneously propagates throughout the domain. Therefore, the approximation must be inaccurate in leading edge regions propagating from sharp initial distributions (and beyond them). The argument suggests, however, that where spatial gradients are sufficiently small the numerical errors in using (7) to approximate (1) are also small after a rapid initial transient. Note also that (7) is much more tractable analytically and numerically than (1), so there are strong computational motivations to use the parabolic approximation in preference to the exact hyperbolic model.
A numerical example of this basic scenario-a relatively rapid transient in which flux converges to a local quasi-equilibrium, after which the remaining long-term spatial dynamics are well approximated by the parabolic equation (7)-is given in Figures  1 and 2 . These figures show the fast-and slow-timescale evolution of the total population distribution according to the full hyperbolic model (1) . The accuracy of (7) in predicting population fluxes is assessed in this example by comparing the instantaneous time derivatives of total density in the exact and approximate models. Figures  1 and 2 are calculated on a periodic domain with smooth initial conditions, so there is no singular leading edge behavior. In this calculation, the population is initially distributed with moderate variation in space, but with large deviations from local equilibrium in the densities of right-and left-moving individuals. During the initial transient (Figure 1 ), which (as predicted) is of order 1 2λ0 in duration, (7) is a poor estimate of the true time derivative. However, after the initial transient disappears (Figure 2 ), (7) is a very accurate approximation to the time rate of change of total population density in the hyperbolic model.
3.
Velocity-jump behaviors mediated by internal state dynamics. The p.d.f. of individuals performing a one-dimensional velocity-jump process with constant velocity V and with turning rate λ * mediated by an internal state variable y * is governed by the Boltzmann equation
In (8) forager's assessment of habitat quality with increasing time since the last encounter with resources. In the remainder of the paper, I assume that the attractant distribution is temporally constant, i.e., ∂ t * S * = 0. This assumption can be relaxed, for example, to analyze experiments in which rapid concentration changes are produced to characterize rate-dependent turning behaviors, but I do not pursue this issue here. The internal state dynamics are subject to no-flux boundary conditions
reflecting the fact that no individuals are created or lost through the internal state dynamics.
Internal state and turning dynamics.
A key assumption is that, in the absence of spatial variation (i.e., with all ∂ x * terms equal to zero), the internal state , from (1) together with the estimated time derivative (dashed lines) from (7) . The total population density distribution changes substantially on the slow timescale; this redistribution is well-approximated by (7) , as shown by nearly indistinguishable actual and estimated time derivatives.
and turning dynamics are such that there is a unique, globally attracting equilibrium distribution of probability density for any fixed values of S * and d t * S * . In this special case of no spatial variation,
Changing variables and adding and subtracting as before, we obtain
To proceed with the analysis, it is helpful to specify the timescales of convergence to the global equilibrium. In this section of the paper, I restrict my attention to a large and important class of internal state dynamics, i.e., those that are described by advection-diffusion equations. Related internal dynamics are discussed in [6] . The flux of an internal state governed by advection-diffusion dynamics is given by the linear operator
where the coefficients D and U are functions of the attractant concentration. Substituting into (11) and looking for exponential solutions of the form
. ., each of these solutions is governed by
Multiplying by the integration factor (15) and rearranging give
Equations (16) are in canonical Sturm-Liouville form [25] from which (together with the boundary conditions (9)) it can be concluded that, in general, for advectiondiffusion-type internal state dynamics, γ * i and η * i are real eigenvalues. Furthermore, ξ * i and φ * i form orthonormal sets with the weighting function ψ,
where δ ij is the Kronecker delta.
The total probability density in (13) is
Because there is no spatial variation,P * is constant in time, and the state distribution approaches its globally attracting equilibrium. By symmetry, the fluxJ * must approach zero. Consequently, there must be a single zero eigenvalue for (13) , with all other eigenvalues in (13) and (14) being negative:
Furthermore, the eigenfunction corresponding to the zero eigenvalue must be nonnegative, and the higher modes of (18) must have zero mass:
Equation (10) can be nondimensionalized using the variables
where the characteristic scales are
T 0 is the timescale of decay of the slowest mode in the eigenfunction expansion (13) . p * + and p * − are scaled by a constantP chosen such that P = p * + + p * − /P is of order unity, and similarly S = S * /S, whereS is a constant chosen to make S locally of order unity.
The nondimensional form of (11) is
With this scaling, the dynamics approach the equilibrium distributions, P = a 0 ξ 0 and J = 0, from an arbitrary initial distribution in y and in direction over a nondimensional timescale of t ∼ O(1).
Slow spatial variation.
As in section 2, I now assume that variations in space are slow . Specifically, I assume a small parameter 1 can be found such that
The characteristic "fast" length scale V T 0 is the maximum distance traveled by a cohort of individuals while their state-space distribution approaches the equilibrium distribution. For (24) to hold, spatial variations must occur on the much larger "slow" length scale −1 (V T 0 ). The nondimensional form of the internal state dynamics flux is
Expanding the internal state flux terms in gives
Substitution into the nondimensional form of (8) gives
Equation (28) summarizes the changes in the state-space probability density distribution of individuals performing a velocity-jump process with turning rates mediated by internal state dynamics under the special initial condition where the spatial scale of variations in individual density and attractant concentration is much larger than that of individual movements. The remainder of the analysis seeks to answer the following questions about the coupled hyperbolic PDEs in (28) : Does the internal state-mediated velocity-jump behavior undergo the same transition from hyperbolic to parabolic dynamics as seen in the simpler random walk of section 2? If so, what are the diffusion and advection coefficients that correspond to the detailed individual behaviors in (28) , and is it possible to recover additional information on the state distribution once the spatial distribution is known?
To address these questions, I use a two-timescale analysis with the fast time variable
and the slow time variable
In the next two subsections, I use these variables to investigate separately the "inner" dynamics of the initial transient and the "outer" dynamics of long-term redistribution in state and space.
Fast-timescale dynamics.
The fast-timescale total probability density, P (τ 1 , x, y), and density flux,Ĵ(τ 1 , x, y), are given bŷ
Expanding these solutions in a regular perturbation aŝ
substituting into (31) , and collecting terms of like order, we obtain
The O(1) equations are a recapitulation of the nonspatial dynamics in (23) . From the earlier discussion,P
Assuming expansions for the O( ) solutions of the form
for i = 0, 1, 2, . . ., substituting into (34), and using the orthogonality relations (17) give
In (39), the expansions on the right-hand sides represent the inhomogeneous terms involvingP 0 andĴ 0 from (34).
The magnitude of the only mass-containing mode, ξ 0 , inP is given by
(using the fact that γ 0 = 0). The other modes obey
Recall that the analysis in section 3.1 shows that almost all the terms in the expansions in (41) approach zero on a rapid timescale. Thus the general behavior of the system is described by
To recapitulate, c i (τ 1 ) and d i (τ 1 ) are the coefficients in the eigenfunction expansions ofP 1 andĴ 1 , in the O( ) equations (34). The right-hand sides represent forcing by the O(1) terms,P 0 andĴ 0 . For initial conditions far from equilibrium in the statedirection distribution,P 0 andĴ 0 themselves undergo a rapid transient, after which they approach a quasi-equilibrium distribution. Equation (41) While the analysis can be developed for higher-order solutions, these results already establish a qualitative similarity with the spatial velocity-jump process in section 2: in both cases, a rapid initial transient occurs during which the p.d.f. distribution approaches a local quasi-equilibrium distribution (in the internal state variable y and direction in this case; in direction alone in section 2). These rapid state-direction dynamics give way to spatial redistribution of population that occurs on a much slower timescale. This slow-timescale process of redistribution in space is analyzed in the next section.
Slow-timescale dynamics.
The outer solution, operating on the slowtimescale τ 2 , obeys
An approximate solution to these equations is found by regular perturbation expansions of the form
The goal of the analysis is to obtain an approximate expression for the rate of change of total population density,
Substituting and collecting like orders of yields the following:
O (1):
O(
2 ):
From the O(1) equations and the preceding discussion, we must have
At O( ), integrating the first equation in (47) over Y then gives P 0τ 2 = 0 (50) from which A 0 is constant in τ 2 . From the remaining term in this equation,
From the second equation in (47),
After rearrangement,
where the functions g(S, y) and h(S, y) are solutions to
where as before,
The first equation of O( 2 ), on integration, gives
In (57), D is a diffusion coefficient, and χ is referred to as the taxis coefficient. Analytical expressions for the functions g and h are
However, in many cases it may be more convenient to obtain D and χ by directly solving (54) for g and h using numerical methods.
Finally, returning to the original time variable, t, and with the substitutionP
In dimensional variables,
The primary mathematical result of this paper is the taxis equation, (60), which is a parabolic approximation to the long-term, large spatial scale dynamics of total probability (or population) density in the internal state-mediated velocity-jump process (8) .
The equilibrium distribution, ξ * 0 (y * , S * ), is a first approximation (accurate to O( )) to the local internal state distribution of the complete hyperbolic model. Other useful statistics can be estimated from this distribution. For example, the mean local value of the internal state variable is given bȳ
The mean local turning rate is
In general, if the internal state variable can be related to biologically meaningful currencies such as energy reserves or physiological condition, a variety of evolutionarily and ecologically useful statistics can be derived.
In the next section, I present examples of how this analysis can be applied to the types of complex internal state-mediated behaviors observed in real organisms.
Examples:
Receptor-based kinesis and taxis. Two important classes of biased random walk behaviors are kinesis and taxis. Kinetic random walks are those in which movement statistics are determined by the local concentration of the attractant, i.e., by nondirectional responses [31] . Tactic random walks are those in which movement statistics are determined by the attractant's concentration gradient, i.e., by directional responses. In practice, these classes of behavior can be difficult to distinguish experimentally. Nonetheless, kineses and taxes have essential mathematical differences and also may have different implications for population-level movements. From a mathematical perspective, therefore, it is important to demonstrate that the parabolic approximation (60) is accurate for both kinesis-like and taxis-like behaviors (see also the discussion in [6] ). In the next two subsections, I consider examples of each of these behavior classes and compare the population distributions from individualbased simulations to those predicted by the taxis equation (60). These comparisons support the claim that the ADE descriptions are accurate approximations to the individual-based models.
The examples are inspired by the chemotactic behaviors used by bacteria to climb gradients of attractants (e.g., amino acids and sugars in the case of E. coli ) and to avoid repellent substances (e.g., oxygen in the case of anaerobic bacteria [14] , [1] , [17] ). Bacterial taxes are among the most well-studied biological random walks and have been particularly well characterized in E. coli , for which considerable information is available regarding both movement statistics and the internal state dynamics [3] , [30] , [2] . E. coli movements have been described as a sequence of "runs" in which speed and direction are roughly constant, punctuated at random intervals by "tumbles" in which a new orientation is chosen randomly, with a slight directional correlation before and after reorientation. Tumbling is the result of flagellar reversals; the frequency of these reversals, and consequently the rates of reorientations in the velocity-jump process, are modulated by a family of Che-proteins that relay the dynamic states of receptors on the cell surface to the flagellar motor. This behavior conforms quite closely to the idealized assumptions of the internal state-mediated velocity-jump process in (8) , with the exception that the internal state dynamics in E. coli involve multiple state variables.
Receptor-based kinesis.
A simple kinetic behavior that incorporates internal state dynamics reminiscent of bacterial kineses is a velocity-jump process in which responses to attractant concentration are mediated by surface receptors that bind reversibly to the attractant (see Figure 3) . The bound fraction of these receptors follows mass-action kinetics, 
In this example, the dependence of the turning rate on the unbound receptor fraction is
An individual-based simulation of the kinetic behavior specified by (65) and (66) is shown in Figure 4 . This simulation shows that the internal state-mediated behaviors are capable of producing the type of two-timescale dynamics exhibited by the spatially varying velocity-jump process in section 2 and assumed in the derivation in section 3: a rapid approach to local quasi-equilibrium in the state-direction distribution, followed by a much slower spatial redistribution.
A standard method of approximating the discrete transition process (64) with a continuous PDE approximation is a Fokker-Planck equation (see, e.g., [19] ). If the 
From spatially uniform initial conditions, distributions in the fraction of bound receptors, y, approach a local quasi-equilibrium in a rapid initial transient that is largely complete by t = 1. In contrast, the spatial distribution is almost unchanged over this short time interval. Over a much longer timescale, there is substantial population movement in space, as shown by the spatial distribution at t = 160. Note that the local state distribution at each x-position is almost unchanged from that at t = 1, although the total local density of individuals has changed substantially. These simulation results illustrate the two-timescale dynamics that underlie the derivation of the ADE approximation, (70).
transitions are sufficiently localized, i.e., if the moments
are identically zero for i > 2, then the continuous p.d.f. evolves according to
For the transition process in (65), the coefficients in (68) are given by
Note that (68) is the form of advection-diffusion operator assumed in section 3.1. As the number of receptors N → ∞, the diffusion coefficient approaches zero and (68) approaches deterministic mass-action dynamics.
Figures 5-7 present a detailed comparison between the individual-based simulation and the state-space distributions predicted by the ADE approximation (60). Figure 5 shows the diffusion and taxis coefficients corresponding to this behavior. Also shown are equilibrium state distribution for selected attractant concentrations, as well as mean state and turning rates. Figure 6 presents histograms showing the spatial distribution of total population density at successive times in the individualbased simulation. For comparison, the spatial distribution predicted by the PDE model is also shown. In this example, the PDE model is a very good approximation to the long-timescale spatial distribution in the individual-based simulation. In Figure 7 , the state-space distribution at t = 160 from the individual-based simulation is compared with the estimated state-space distribution from the PDE (constructed using the equilibrium state distribution, ξ * 0 (y * , S * )). This comparison suggests again that the parabolic approximation does indeed capture the first order dynamics of the complete hyperbolic system in the case of kinesis. A numerical examination of convergence as → 0 of (59) to the p.d.f. distribution in the exact hyperbolic PDE in the case of receptor-mediated kinesis behavior is presented elsewhere [21] .
Receptor-based taxis.
The second example is intended to demonstrate that the approximation in (60) is also applicable to behaviors modulated by concentration derivatives. To make this demonstration as clear as possible, I isolate responses to the gradient by choosing somewhat artificial receptor dynamics: a population of receptors in state y changes reversibly to state y , with rate constants that are functions of the concentration gradient,
[y]
In (70), v is a direction vector taking on a value of −1 or 1 to indicate an individual facing in the positive or negative x-direction. Thus, the dynamics in (70) represent internal states that respond directionally to relative perceived concentration gradients. Using the same Fokker-Planck approach as for the kinetic behavior, the ADE coefficients for the state p.d.f. are
Figures 7-9 present the individual-based simulation and ADE approximation for the tactic velocity-jump process defined by (8) , (66), and (70). Figure 8 shows the diffusion and taxic coefficients corresponding to this behavior. Note that because there is no direct dependence of the internal state on S, the diffusion coefficient is constant. This is also reflected in the equilibrium state distribution and its statistics, which are also invariant in S. However, because S modulates sensitivity to taxis coefficient does show an S-dependence. Figures 9 and 10 show the long-timescale population movements and state-space distributions for the two models. These figures suggest that the parabolic approximation accurately captures the first order dynamics of the complete hyperbolic system for tactic behaviors.
Generalization to other internal state dynamics. In Dickinson and
Tranquillo [6] and the previous sections of this paper, parabolic approximations for the state-space distributions of populations at large space and timescales are developed for internal state dynamics that are described by advection-diffusion equations of the form (12) . In many biological examples of biased random walks, the internal state dynamics are of a different mathematical form. For example, many plausible internal state mechanisms are better described by hyperbolic equations, and finite "jumps" in state-space may occur. For these forms of internal state dynamics, orthogonality properties such as (17) may be impossible to prove or may not hold at all. Thus, the specific results in section 3 that depended on orthogonality do not apply to these types of internal state dynamics.
However, these internal dynamics may nonetheless satisfy the key assumptions of section 3 that there is a unique globally attracting equilibrium probability density distribution in the absence of spatial gradients and that the timescale of approach to this equilibrium is much smaller than the timescale associated with redistribution over large spatial scales. In this section, I consider these generalized forms of internal state dynamics. In at least some of these cases, heuristic arguments and numerical results both suggest that the two-timescale analysis developed in section 3 nonetheless yields an accurate and useful parabolic approximation.
Specifically, I consider a Boltzmann equation of the form
In (72), α(y * , S * ) is the rate at which jumps in state occur, and T * (y * , y * ) is a transition kernel that specifies the conditional probability of a transition from y * to y * , given that a state change occurs. Because T * (y * , y * ) is a probability distribution in y * , we must have
The nondimensional form of (72) is (74) ∂p
This scaling is the same as in section 3.1 except that T 0 is, in this case, defined more generically as the equilibration timescale of the nonspatial system rather than explicitly as the slowest converging eigenvalue. Assuming slow spatial variation as in section 3 and adding and subtracting (72) to obtain equations for P and J, the slow-timescale dynamics are
Expanding as in (32) , and collecting terms of like order in , give
O(
etc.
Proceeding analogously to section 3.2.2, we again have
from which A 0 is constant in τ 2 . In this case, ξ 0 satisfies
Following the preceding development,
where now the functions g(S, y) and h(S, y) are solutions to
Equations (81)- (83) give the parabolic approximation for spatial changes in population density operating at large timescales for individuals whose exact spatial redistribution is given by (74). Unlike the derivations for internal dynamics with advectiondiffusion form given in section 3, the derivation in this section does not prove uniqueness, convergence, etc. In this sense, the derivation in this section should be considered heuristic, as was the derivation in section 2. There are undoubtedly pathological models of internal dynamics for which the approximation will fail. However, in many biologically relevant cases, uniqueness, convergence, and other necessary properties follow from "physical" arguments. In such cases, the parabolic approximation may be a useful extension of the preceding theory.
In the next subsection, I give an example of a biased random walk foraging behavior, in which the internal state dynamics are hyperbolic rather than parabolic, and in which finite jumps occur in the internal state. Despite these rather profound differences between this behavior and the parabolic internal state dynamics for which the more rigorous derivation in section 3 was obtained, a comparison with individualbased simulations shows that the same approximation, (81)-(83), gives an accurate estimate of the long-term state-space distribution. A feature of this behavioral model that may make it useful to biologists is that analytical expressions can be obtained for equilibrium state distribution, diffusion and taxis coefficients, and mean turning rate and mean internal state statistics.
A foraging kinesis model.
Consider an idealized foraging behavior in which resources occur in discrete packages, such as items of food, that are randomly distributed with a density S(x). Individuals travel to the right or left at speed V and maintain an internal assessment of the "quality" of the local habitat, y ∈ [0, 1], that determines their turning rate. The internal assessment may be thought of as a cognitive memory (e.g., see related foraging models in [15] , [4] , [5] ) or may be a physiological property that reflects recent foraging success (such as gut contents in ladybird beetles [13] ). Upon encounter with a food particle, the internal assessment of local quality is increased (say, to y = 1). In between encounters, the internal assessment of local quality decreases (in this case, it exponentially approaches y = 0 with a time constant κ). This behavior is given by (74), together with
α 1 is a proportionality constant between the resource density S and the rate of detecting resource items, equal to the product of the foragers' speed and an effective "detection width" within which foragers can detect resources. The turning rate is modulated as a function of the forager's habitat quality assessment, y, according to
In the usual case, λ 0 and λ 1 are both positive so that turns are relatively frequent when the local habitat is assessed to be of good quality and relatively infrequent when the local habitat is assessed to be of poor quality. This behavior corresponds to the foraging and search strategies, known in the biological literature as area-restricted searches, that lead to aggregation in high-resource areas.
The equilibrium state distribution for this foraging behavior is
From this expression, it follows that the mean internal state is
The mean local turning rate isλ (S) = λ 0 + λ 1ȳ . Figure 11 shows the diffusion and taxis coefficients in the parabolic approximation for the area-restricted search foraging behavior, together with the mean internal state and turning rates and the equilibrium internal state distributions for selected values of S. A comparison between an individual-based simulation and the ADE defined by (82)-(90) shows that the parabolic approximation again gives accurate and useful predictions of the spatial distribution of total population ( Figure 12 ) and of the internal state distribution (Figure 13 ) in the individual-based model.
Summary.
The central point of this paper is to present a general strategy for incorporating velocity-jump processes with internal state dynamics into an advectiondiffusion approximation framework. The essential step is casting the taxis and diffu- sion coefficients in terms of solutions to reduced PDEs, as in (54). Equations (54), (57), and (60), and their generalized form in section 5, represent a standard mathematical procedure for deriving a tractable, low-dimensional approximation to highdimensional, intractable models of random walk movements, while retaining the effects of behavioral memory and of spatially nonuniform populations and environments. The present analysis deals with internal state-mediated velocity-jump processes in the special case of a single space dimension and a single movement speed. Detailed comparisons were made between individual-based simulations and the advection-diffusion approximation for three types of internal state dynamics: kinesis and taxis biased random walk behaviors in which internal state dynamics are modeled by advectiondiffusion equations; and an area-restricted search model of foraging behavior, in which internal state dynamics are modeled by a hyperbolic equation with an integral term representing large "jumps" in internal state. For these cases, analytical expressions for many of the relevant dynamical terms are obtained. Previous work by Dickinson and Tranquillo [6] and Grünbaum [11] strongly suggests that the same basic strategy can be applied to a wide variety of biologically important biased random walk behaviors.
The analytical and computational advantages of the ADE approximation over the exact velocity-jump model are of critical importance from the perspective of biological applications. Typical biological questions to which random walk models might be applied are: What are the effects of sensory limitation on the ecological dynamics of predator-prey systems? What behaviors are evolutionarily favored in spatially heterogeneous resource distributions? How are mechanisms of cell motility reflected at the organismal level in immune system function, wound healing, and morphogenesis? Biologists seeking to answer questions like these by using either individual-based simulations or numerical solutions of the exact model typically find these methods prohibitively cumbersome and computation-intensive. Moreover, this burdensome computational overhead is largely tied up in detailed information that is usually not of biological interest (e.g., the identity and fate of individuals in a simulation that is designed to calculate population-level effects). In contrast, these questions are readily addressed using the ADE approximation. The ADE approach is well tailored to focus computational resources on providing the information needed by biologists and presents it in the form of compact, relevant summary statistics.
