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Abstract
A path cover of a graph G = (V ,E) is a family of vertex-disjoint paths that covers all vertices
in V. Given a graph G, the path cover problem is to ﬁnd a path cover of minimum cardinality. This
paper presents a simple O(n)-time approximation algorithm for the path cover problem on circular-
arc graphs given a set of n arcs with endpoints sorted. The cardinality of the path cover found by the
approximation algorithm is at most one more than the optimal one. By using the result, we reduce
the path cover problemon circular-arc graphs to theHamiltonian cycle andHamiltonian path problems
on the same class of graphs in O(n) time. Hence the complexity of the path cover problem on circular-
arc graphs is the same as those of theHamiltonian cycle andHamiltonian path problems on circular-arc
graphs.
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1. Introduction
All graphs considered in this paper are ﬁnite and undirected, without loops or multiple
edges. Throughout this paper, let n and m denote the numbers of vertices and edges of
graph G, respectively. A Hamiltonian cycle in a graph is a (simple) cycle in which each
vertex of the graph appears exactly once. A Hamiltonian path in a graph is a (simple)
path with the same property. The Hamiltonian cycle problem involves testing whether or
not a graph contains a Hamiltonian cycle. The Hamiltonian path problem involves test-
ing whether or not a graph contains a Hamiltonian path. These two problems are NP-
complete for general graphs [16]. The same holds true for bipartite graphs [27], split
graphs [17], circle graphs [10], undirected path graphs [2] and grid graphs [26]. However,
polynomial time algorithms exist for the Hamiltonian cycle or Hamiltonian path prob-
lem on some special classes of graphs, such as interval graphs [1,7], permutation graphs
[13,36], cocomparability graphs [12,14], Ptolemaic graphs [8] and distance-hereditary
graphs [19,22,25].
A path cover of a graph G = (V ,E) is a family of vertex-disjoint paths that covers all
vertices in V. Given a graph G, the path cover problem is to ﬁnd a path cover of minimum
number, denoted by (G), of paths. This problem is NP-hard for arbitrary graphs [16] since
it contains theHamiltonian path problemas a special case. Polynomial-time algorithmswere
known only for a few special classes of graphs including trees [34], block graphs [5,41,42],
interval graphs [1,7], cographs [30], bipartite distance-hereditary graphs [43], bipartite per-
mutation graphs [38], cocomparability graphs [12] and distance-hereditary graphs [24].
The path cover problem has found some applications in database designing, networking,
establishing ring protocol, VLSI designing, code optimization [3], and mapping parallel
programs into parallel architectures [34,35].
A circular-arc family F is a collection of arcs in a circle. A graph G is a circular-arc
graph if there exist a circular-arc family F and a one-to-one mapping of the vertices of G
and the arcs in F such that two vertices in G are adjacent if and only if their corresponding
arcs in F intersect. For a circular-arc family F, G(F) denotes the graph constructed from F.
Circular-arc graphswere introduced as a generalization of interval graphs (similarly deﬁned,
except that intervals on a real line are used instead of arcs on a circle) [17]. If there exists
a point on the circle such that no arc of F covers it, then G(F) is an interval graph. Both
classes of graphs have a variety of applications involving trafﬁc light sequencing, VLSI
design, scheduling [17] and genetics [40].
Arikati and Rangan presented anO(n+m) time algorithm to solve the path cover problem
on interval graphs [1]. Chang et al. proposed O(n)-time algorithms for both the Hamiltonian
cycle and path cover problems on interval graphs given a set of n sorted intervals [7]. Dam-
aschke presented an algorithm for the Hamiltonian path problem on circular-arc graphs that
runs in O(n5) time [11]. Shih et al. proposed an O(n2 log n) time algorithm for the Hamilto-
nian cycle problem on circular-arc graphs [37]. The algorithm proposed by Bonuccelli and
Bovet for solving the path cover problem on circular-arc graphs [4] contains a ﬂaw which
is pointed out in [37]. Some researchers [6,28,29] claimed that O(n)-time algorithms exist
for the Hamiltonian cycle problem and the path cover problem on circular-arc graphs given
n sorted arcs as an arc family, but they have not yet succeeded in proving the correctness of
their algorithms.
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We can reduce the path cover problem on circular-arc graphs to the Hamiltonian cycle
and Hamiltonian path problems on the same class of graphs. Let G be a circular-arc graph
andKp be a complete graph of p vertices, whereG andKp are disjoint. The joint graph ofG
and Kp, denoted by G⊗Kp, is the graph obtained by connecting every vertex of G with all
vertices ofKp. Clearly,G⊗Kp is a circular-arc graph for any p0. IfG has a Hamiltonian
cycle, then (G)=1.Assume thatG has noHamiltonian cycle. IfG⊗Kp has a Hamiltonian
cycle, then we can ﬁnd a path cover of G of size p by dropping all vertices of Kp from
a Hamiltonian cycle of G ⊗ Kp. It is easy to see that G ⊗ Kp has no Hamiltonian cycle
iff p< (G) and G ⊗ Kp has a Hamiltonian cycle iff p(G). Hence we can compute
(G) through ﬁnding the minimum p such that G ⊗ Kp has a Hamiltonian cycle if G
has no Hamiltonian cycle. Since (G)n, (G) can be computed using the binary search
technique. Thus, the path cover problem on circular-arc graphs can be solved by calling
O(log n) times an algorithm solving the Hamiltonian cycle problem on circular-arc graphs.
Similarly, we can reduce the path cover problem on circular-arc graphs to Hamiltonian path
problem on the same class of graphs. In this paper, we present an O(n)-time approximation
algorithmwhich ﬁnds at most one pathmore than the optimal one for the path cover problem
on circular-arc graphs given a set of n sorted arcs. Using this result, the path cover problem
on circular-arc graphs can be solved by calling once an algorithm solving the Hamiltonian
cycle or Hamiltonian path problem on circular-arc graphs. Hence, the path cover problem
on circular-arc graphs can be solved by an algorithm whose time complexity is the same as
that of the most efﬁcient algorithm for the Hamiltonian cycle or Hamiltonian path problem
on circular-arc graphs.
The paper is organized as follows. In Section 2, we deﬁne some notations and review a
greedy algorithm on interval graphs. We also prove some observations on this algorithm to
be used in proving the correctness of our algorithm. In Section 3, we present an O(n)-time
approximation algorithm for the path cover problem on circular-arc graphs and show that
the cardinality of the path cover found by the algorithm is at most one more than the optimal
one. The result of the paper is summarized in Section 4.
2. Preliminaries
Tucker presented an O(n3) time algorithm for testing whether a graph is a circular-arc
graph [39]. Hsu proposed an O(mn) time algorithm to recognize circular-arc graphs [20].
Eschen and Spinrad proposed an O(n2) time recognition algorithm for circular-arc graphs
[15]. McConnell presented an O(n+m) time recognition algorithm for circular-arc graphs
[33]. An arc family F can be obtained by these recognition algorithms in the afﬁrmative
case. Hence, researchers studying circular-arc graphs sometimes assume that a set of arcs
with endpoints sorted is given [7,9,18,21,23,32]. If endpoints of arcs are not sorted, then
O(n log n) sorting preprocessing time will be sufﬁcient. In the following, we assume that
endpoints of arcs in F are sorted. Denote an arc x that begins at endpoint p and ends at
endpoint q in clockwise direction by (p, q). We call p the head, denoted by h(x), and q
the tail, denoted by t (x), of arc (p, q). The contiguous part of the circle that begins with
an endpoint c and ends with an endpoint d in clockwise direction is referred to as segment
(c, d), denoted by seg(c, d), of the circle. We use “arc” to refer to a member of F and
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“segment” to refer to a part of the circle between two endpoints.A point on the circle is said
to be contained in arc (or segment) (p, q) if it falls within the interior of seg(p, q). An arc
or segment x is said to contain another arc or segment y if x contains every point of y. Two
arcs, or two segments, or an arc and a segment intersect if and only if they share a point in
common. Without loss of generality, assume that (1) all endpoints are distinct, (2) no arc
covers the entire circle, and (3) an arc (segment) does not include its two endpoints, i.e., it
is an open segment of the circle. Note that G(F) is an interval graph if there exists a point
on the circle such that no arc of F contains it.
Deﬁnition 2.1. A path P, denoted by v1 → v2 → · · · → v|P |, is a sequence (v1, v2,
. . . , v|P |) of vertices, each appearing exactly once, on which vi and vi+1 are adjacent for
1 i |P | − 1. The ﬁrst vertex and last vertex visited by path P are called the path-start
and path-end of P, denoted by start(P ) and end(P ), respectively. We use vi ∈ P to denote
“P visits vi”. In addition, we will use P to refer to the set of vertices visited by path P if it
is understood without ambiguity.
Deﬁnition 2.2. For any two sets X and Y, let X\Y denote the set of elements of X that
are not in Y. Let G = (V ,E) be a graph. For any S ⊆ V , deﬁne the graph G\S to be the
subgraph of G induced by V \S, i.e., G\S = G[V \S].
A subsetC of vertices of a graphG is called a cutset if the removal ofC fromG disconnects
G. The following proposition was given in [37].
Proposition 2.1 (Shih et al. [37]). Assume C is a cutset of graph G and g is the number of
connected components in G\C. Then, (G)g − |C|.
Deﬁnition 2.3. Let S and C be two disjoint subsets of vertices in graph G = (V ,E) such
that S is nonempty. We say that S is an island with respect to C in G or an island in G\C if
no vertex in S is adjacent to any vertex of V \(C ∪ S) in G.
By the above deﬁnition, an island S with respect to C in G is not empty and it contains at
least one connected component in G\C.
Our approximation algorithm for the path cover problem on circular-arc graphs reduces
the problem to the same problem on interval graphs. Arikati and Rangan presented an
O(n+m) time algorithm for the path cover problem on interval graphs [1]. This algorithm
can be implemented in O(n) time given a set of sorted intervals [7]. The correctness of their
algorithm is based upon the following theorem. The proof of this theoremwill be given later.
Theorem 2.2. Let G be an interval graph. Then, there exist a path cover PC of G and a
cutset C of G such that G\C has |PC| + |C| connected components.
It follows immediately from Proposition 2.1 that a path cover satisfying the constraint
given by Theorem 2.2 is an optimal path cover. In the following, we show how to ﬁnd a
path cover and a cutset satisfying the constraint given by Theorem 2.2 for an interval graph
G(I) given a set I of intervals.
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Fig. 1. A family I of twelve intervals.
In the rest of this section, let I be a set of intervals on the real line. Every interval in I is
deﬁned by its left endpoint and its right endpoint. Without loss of generality, assume that
(1) no two distinct intervals in I have endpoints in common and (2) the left endpoint and
right endpoint of every interval in I are distinct, i.e., the left endpoint of an interval is to the
left of its right endpoint. In the following, assume intervals in I are labelled by integers from
1 to n in the increasing order of their right endpoints. Notice that we do not distinguish an
interval from its label.
Deﬁnition 2.4. Let x be an interval in I. Denote by left(x) and right(x) the left endpoint
and right endpoint of x, respectively.
Deﬁnition 2.5. Let x and y be two distinct intervals in I. We say that x is smaller than y,
denoted by x <y, if right(y) is to the right of right(x). Denote by s(I ) the interval in I with
the leftmost right endpoint. Moreover, we say that y is to the right of x, denoted by x  y,
if left(y) is to the right of right(x).
Manacher et al. presented a greedy algorithm for solving the Hamiltonian path problem
on interval graphs [31]. This algorithm is the major procedure used in the algorithm for the
path cover problem on interval graphs. It can be implemented in O(n) time given a set of
n sorted intervals [7]. For readers’ convenience, we describe the algorithm as follows. It
uses a greedy approach to computing a path P called the greedy path [31]. Initially, P visits
s(I ) only, i.e., start(P ) = end(P ) = s(I ). Let I = I\P . While there exists a neighbor of
end(P ) in I , the neighbor of end(P ) in I with the leftmost right endpoint is chosen and P
is extended to cover it. The algorithm is formally presented as follows:
Algorithm GP
Input: A set I of n intervals labelled from 1 to n in the increasing order of their
right endpoints.
Output: A path P called the greedy path.
Method:
1. P = s(I ); I = I\{s(I )};
2. while there exists a neighbor of end(P ) in I do
3. let z be the neighbor of end(P ) in I with the leftmost right endpoint;
4. P = P → z, i.e., z becomes the path-end of P;
5. I = I\{z};
6. output P.
To simplify the notation, we denote the output of Algorithm GP by GP(I ). For instance,
given the set of intervals shown in Fig. 1, Algorithm GP outputs the greedy path GP(I ) =
P = 1 → 2 → 3 → 4 → 6 → 5. The following lemma was given in [31].
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Lemma 2.3 (Manacher et al. [31]). GP(I ) is a Hamiltonian path of G(I) if and only if
G(I) has a Hamiltonian path.
Notice that the path-start of the greedy path is s(I ). We will prove some observations
on Algorithm GP to be used in proving the correctness of our approximation algorithm.
Though they have appeared elsewhere, we present them for the paper to be self-contained.
The following proposition is easy to verify.
Proposition 2.4. The following two statements hold:
(1) All intervals in I other than s(I ) are either neighbors of s(I ) or to the right of s(I ).
(2) If left(x) is to the left of left(s(I )), then all intervals other than x are either neighbors
of x or to the right of x.
Lemma 2.5. During the execution of Algorithm GP, the following invariant holds:
All intervals in I are either neighbors of end(P ) or to the right of end(P ).
Proof. Initially, end(P ) = s(I ) and the invariant is true following Statement (1) of
Proposition 2.4. If z = s(I ), then the invariant holds after the greedy path P is extended to
visit z following Statement (1) of Proposition 2.4. On the other hand, if z = s(I ), then s(I )
is to the right of the end(P ) of the current path and left(z) is to the left of left(s(I )). Hence,
the invariant holds after the greedy path P is extended to visit z following Statement (2) of
Proposition 2.4. 
Lemma 2.6. During the execution of Algorithm GP, the following invariant holds:
If x ∈ P and end(P )< x, then x contains end(P ).
Proof. The invariant holds initially since s(I ) is the only vertex in P. Suppose there exists
an interval x ∈ P such that z<x right after z becomes the path-end of the greedy path P.
Let y be the predecessor of x in P, i.e., the greedy path P visits y right before x. When y
becomes the path-end of P, z is in I and is not a neighbor of y. Otherwise, P should visit z
next y instead of x since Algorithm GP visits the neighbor of y in I with the leftmost right
endpoint immediately after it visits y. It follows from Lemma 2.5 that y  z. Therefore, x
contains z since x and y are adjacent, y  z, and z<x. 
The following lemma can be proved from Lemma 2.5 and will be used in proving
Lemmas 2.11 and 2.12.
Lemma 2.7. Let P be the greedy path output by Algorithm GP. If intervals x and y do not
intersect and P visits both x and y, then P visits x before y if and only if y is to the right of x.
Proof. Suppose P visits x before y. Let Px be a proper sub-path of P with start(Px) =
start(P ) and end(Px) = x. Then, y is in I\Px . By Lemma 2.5, x  y since y does not
intersect x. On the other hand, suppose that x  y. We will show that P visits x before y.
Assume by contradiction that P visits y before x. Let Py be a proper sub-path of P with
start(Py) = start(P ) and end(Py) = y. By assumption, x is in I\Py since P visits y before
x. By Lemma 2.5, y  x, a contradiction. Hence, P visits x before y if x  y. 
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Lemma 2.8. When Algorithm GP stops, the left endpoints of all intervals in P are to the
left of right(end(P )).
Proof. Let P = p1 → p2 → · · · → p where |P | = . Then, end(P )= p. We ﬁrst prove
that the lemma holds if |P |2. If |P | = 1, then the lemma holds trivially. Assume that
|P | = 2. Note that p1 = s(I ). By deﬁnition, right(p1) is to the left of right(p2). Since p1
intersects p2, left(p1) is to the left of right(p2). Hence, the lemma holds if |P | = 2.
In the following, we prove that the lemma holds for |P |> 2. Clearly, left(p) is to the
left of right(p). We will show that the left endpoints of all intervals pi for 1 i − 1
are to the left of right(p) by induction. It is easy to see that left(p1) is to the left of
right(p) following that p1 = s(I ). Assume that the left endpoints of all intervals pj for
1j i − 2 are to the left of right(p). We will show that left(pi+1) is to the left of
right(p). Assume by contradiction that p  pi+1. Since pi intersects pi+1 and left(pi) is
to the left of right(p), pi intersects both pi+1 and p. Hence, there exists an interval px in
P such that i + 1<x and px <pi+1. By the greedy rule, Algorithm GP will choose px
to extend the greedy path right after pi instead of pi+1, a contradiction. Hence, left(pi+1)
is to the left of right(p). 
Deﬁnition 2.6. Let Z be a path of G(I). Use L(Z) to denote the set {x|x ∈ Z and
end(Z)<x}.
For the set I of intervals shown in Fig. 1 and two paths Z1 =1 → 2 → 3 → 4 → 6 → 5
and Z2 = 7 → 8 → 9 → 10 → 12 → 11 of graph G(I), L(Z1) = {6} and L(Z2) = {12}.
Lemma 2.9. Let P be the greedy path output by Algorithm GP given a set I of intervals.
Then, the following four statements hold:
(1) x ∈ I = I\P if and only if x is to the right of end(P ).
(2) x ∈ P if and only if left(x) is to the left of right(end(P )).
(3) x ∈ L(P ) if and only if x contains right(end(P )).
(4) x ∈ L(P ) if and only if x contains end(P ).
Proof. When Algorithm GP stops, end(P ) has no neighbors in I . By Lemma 2.5, all
intervals in I are to the right of end(P ). On the other hand, if x is to the right of end(P ),
then left(x) is to the right of right(end(P )). By Lemma 2.8, x /∈P and hence, x ∈ I . Hence,
Statement (1) holds.
Statement (2) follows immediately from Statement (1).
Next we prove Statement (3). If x contains right(end(P )), then end(P )< x and left(x)
is to the left of right(end(P )). By Statement (2), x ∈ P . By deﬁnition of L(P ), x ∈ L(P ).
On the other hand, if x ∈ L(P ), then x contains right(end(P )) by deﬁnition.
The correctness of Statement (4) follows immediately from Statement (3) and
Lemma 2.6. 
Lemma 2.10. SupposeP is the greedy path output byAlgorithmGPgiven a set I of intervals
such that P is not a Hamiltonian path of G(I). If L(P ) = ∅, then G(I) is disconnected
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and G(P ) is a connected component of G(I). Otherwise, I = I\P is an island with respect
to L(P ) in G(I).
Proof. Assume L(P ) = ∅. Since P is not a Hamiltonian path of G(I), I = ∅. By
Lemma 2.9, all intervals in I are to the right of end(P ), all left endpoints of intervals
in P are to the left of right(end(P )), and there exists no interval containing end(P ). Hence,
no interval in P intersects any interval of I . Therefore, G(I) is disconnected. Since P is a
Hamiltonian path of G(P ), G(P ) is a connected component of G(I). On the other hand,
assume that L(P ) = ∅. By Lemma 2.9, all intervals in I are to the right of end(P ) and all
intervals in P \L(P ) are to the left of right(end(P )). Hence, no interval in I intersects any
interval in P \L(P ). Therefore, I is an island with respect to L(P ) in G(I). 
Lemma 2.11. SupposeP is the greedy path output byAlgorithmGPgiven a set I of intervals
and L(P ) = ∅. Let P = p1 → p2 → · · · → p, where {pi |1 i} is the set of intervals
visited by P, and I = I\P . Let h be the largest number such that 1h< and p <ph.
Assume that P =P ′ → ph → ̂P , where P ′ =p1 → p2 → · · · → ph−1 and ̂P =ph+1 →
ph+2 → · · · → p. Then, the following three statements hold:
(1) P ′ and ̂P are nonempty.
(2) L(P ) ⊆ L(P ′) ∪ {ph}.
(3) IfL(P ′)=∅, then P ′ and ̂Pare disjoint islands with respect to {ph} inG(I); otherwise,
̂P is an island with respect to L(P ′) ∪ {ph} in G(I).
Proof. Clearly, ̂P visits p and hence ̂P is nonempty. If P ′ is empty, then ph = p1. It
contradicts that p1 = s(I ). Hence, P ′ visits p1 = ph and Statement (1) holds true.
By assumption, all intervals in ̂P are smaller than ph and they are not neighbors of ph−1;
otherwise, one of them will be visited by P right after ph−1 instead of ph. By Lemma 2.7,
we have
(a1) all intervals in ̂P are to the right of ph−1 and ph−1  p.
By Statement (1) of Lemma 2.9, all intervals in I are to the right of p. Following (a1),
we have
(a2) all intervals in I are to the right of ph−1.
We then prove Statement (2). Since every interval in ̂P \{p} is smaller than p, L(P ) ∩
̂P=∅. Hence, if an interval is inL(P ) then it is inP ′∪{ph}=P \̂P .Assume x ∈ L(P )\{ph}.
Then, p <x and x ∈ P ′. By (a1), ph−1  p and hence, ph−1 <x. Thus, x ∈ L(P ′) and
Statement (2) holds.
Finally, we show that Statement (3) holds. Assume that L(P ′) = ∅. Then, all intervals
in P ′\{ph−1} are smaller than ph−1. By Statement (2), L(P ) = {ph}. By (a1) and (a2), no
intervals in P ′ intersect any interval of I\(P ′ ∪ {ph}) and no intervals in ̂P intersect any
interval of I\(̂P ∪ {ph}). Thus, P ′ and ̂P are disjoint islands with respect to {ph} in G(I).
On the other hand, assume that L(P ′) = ∅. Then, all intervals in P ′\L(P ′) are smaller than
end(P ′) = ph−1. By Statement(1) of Lemma 2.9, all intervals in I are to the right of p.
By (a1), all intervals in ̂P are to the right of ph−1. Hence, no intervals in̂P intersect any
interval of I\(̂P ∪ L(P ′) ∪ {ph}); that is, ̂P is an island with respect to L(P ′) ∪ {ph} in
G(I). Thus Statement (3) holds. 
84 R.-W. Hung, M.-S. Chang / Discrete Applied Mathematics 154 (2006) 76–105
Lemma 2.12. SupposeP is the greedypath output byAlgorithmGPgivena set I of intervals.
Then, there exists a proper subsetC(P )={c1, c2, . . . , ck},where k=|C(P )|, of P satisfying
the following conditions:
(1) C(P ) = ∅ if L(P ) = ∅; and C(P ) = ∅ otherwise.
(2) P =P1 → c1 → P2 → c2 → · · · → ck → Pk+1 if C(P ) = ∅; and P =P1 otherwise.
(3) L(P ) ⊆ C(P ).
(4) For 1 ik, L(P ) ⊆ L(˜Pi)∪{ci, ci+1, . . . , ck} where ˜Pi =P1 → c1 → P2 → c2 →
· · · → ci−1 → Pi .
(5) For1 ik,Pi+1, Pi+2, . . . , Pk+1 are islandswith respect toL(˜Pi)∪{ci, ci+1, . . . , ck}
in G(I) where ˜Pi = P1 → c1 → P2 → c2 → · · · → ci−1 → Pi .
(6) P1, P2, . . . , Pk+1 are islands with respect to C(P ) in G(I).
(7) Intervals visited by Pj are to the right of intervals visited by Pi if and only if 1 i < j
k + 1.
(8) L(˜P1) = ∅ and L(˜Pi) = ∅ for 1< ik + 1.
Proof. First, we consider the case of L(P ) = ∅. By Lemma 2.10, P = P1 is a connected
component of G(I) if L(P ) = ∅ and therefore P1 is an island with respect to C(P ) = ∅
in G(I). Thus, all the eight conditions are satisﬁed if L(P ) = ∅. In the following, assume
that L(P ) = ∅. We prove that the lemma holds in this case by induction on |P |. Clearly,
the lemma holds in case of |P | = 1 since L(P ) = ∅. Assume that the lemma holds for
1 |P |< by induction hypothesis. We show that the lemma holds if |P | = . Assume that
P ′, ̂P , and ph are as deﬁned in Lemma 2.11. By Statement (1) of Lemma 2.11, P ′ and ̂P
are nonempty. There are two cases:
Case 1: L(P ′) = ∅. By Statement (2) of Lemma 2.11, L(P ) = L(P ′) ∪ {ph} = {ph}.
Let C(P ) = {c1 = ph}. Clearly, L(P ) ⊆ C(P ) and P = P1 → c1 → P2 where P1 = P ′
and P2 = ̂P . Therefore, Conditions (1)–(3) are satisﬁed. By Statement (2) of Lemma 2.11,
Condition (4) is satisﬁed. By Statement (3) of Lemma 2.11, we can easily verify that Condi-
tions (5) and (6) are satisﬁed. It follows from Condition (6) and Lemma 2.7 that Condition
(7) is satisﬁed. Condition (8) is satisﬁed since ˜P1 = P ′ and ˜P2 = P .
Case 2: L(P ′) = ∅. Let I ′ = I\(̂P ∪ {ph}). It is easy to see that, given I ′, Algorithm
GP outputs P ′. By induction hypothesis, there exists a set C(P ′)={c1, c2, . . . , ck′ }, where
|C(P ′)| = k′, of P ′ satisfying all the following eight conditions:
(i) C(P ′) = ∅ if L(P ′) = ∅; and C(P ′) = ∅ otherwise.
(ii) P ′ = P1 → c1 → P2 → c2 → · · · → ck′ → Pk′+1 if C(P ′) = ∅; and P ′ = P1
otherwise.
(iii) L(P ′) ⊆ C(P ′).
(iv) For 1 ik′,L(P ′) ⊆ L(˜Pi) ∪ {ci, ci+1, . . . , ck′ } where ˜Pi = P1 → c1 → P2 →
c2 → · · · → ci−1 → Pi .
(v) For 1 ik′, Pi+1, Pi+2, . . . , Pk′+1 are pairwise disjoint islands with respect to
L(˜Pi) ∪ {ci, ci+1, . . . , ck′ } in G(I ′) where ˜Pi = P1 → c1 → P2 → c2 → · · · →
ci−1 → Pi .
(vi) P1, P2, . . . , Pk′+1 are pairwise disjoint islands with respect to C(P ′) in G(I ′).
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(vii) Intervals visited by Pj are to the right of intervals visited by Pi if and only if
1 i < jk′ + 1.
(viii) L(˜P1) = ∅ and L(˜Pi) = ∅ for 1< ik′ + 1.
Let k = k′ + 1, ck = ph, Pk+1 = ̂P , and C(P )=C(P ′)∪ {ck}. Then, Conditions (1) and
(2) are satisﬁed.
By Statement (2) of Lemma 2.11, L(P ) ⊆ L(P ′)∪ {ph = ck}. By (iii), L(P ′) ⊆ C(P ′).
Hence, L(P ) ⊆ C(P ) and Condition (3) is satisﬁed. By (iv), for 1 ik′, L(P ′) ⊆
L(˜Pi) ∪ {ci, ci+1, . . . , ck′ }. Hence, L(P ) ⊆ L(˜Pi) ∪ {ci, ci+1, . . . , ck′ } ∪ {ck} = L(˜Pi) ∪
{ci, ci+1, . . . , ck′ , ck} for 1 ik = k′ + 1. Thus, Condition (4) is satisﬁed.
By Statement (3) of Lemma 2.11, ̂P is an island with respect to L(P ′) ∪ {ph} in G(I).
Since P ′ = ˜Pk , Pk+1 = ̂P , and ph = ck , Pk+1 is an island with respect to L(˜Pk) ∪ {ck}
in G(I). By (iv) and that Pk+1 is an island with respect to L(˜Pk) ∪ {ck} in G(I), Pk+1
is an island with respect to L(˜Pi) ∪ {ci, ci+1, . . . , ck′ , ck} in G(I) for 1 ik′ = k − 1.
By (v), for 1 ik′, Pi+1, Pi+2, . . . , Pk′+1 are pairwise disjoint islands with respect to
L(˜Pi)∪{ci, ci+1, . . . , ck′ } inG(I ′).We claim that they are also disjoint islands with respect
to L(˜Pi) ∪ {ci, ci+1, . . . , ck′ , ck} in G(I). Therefore Condition (5) is satisﬁed if the claim
holds.Assume by contradiction that the claim does not hold. Then, there exist two intervals
x and y such that x ∈ Pj , y ∈ Pk+1, and x intersects y, where i < jk′ + 1 = k. This
contradicts that Pk+1 is an island with respect to L(˜Pi) ∪ {ci, ci+1, . . . , ck′ , ck} in G(I).
Therefore, the claim holds and Condition (5) is satisﬁed.
By Statement (1) of Lemma 2.11, Pk+1 = ̂P is nonempty. By Statement (3) of
Lemma 2.11, Pk+1 = ̂P is an island with respect to L(P ′) ∪ {ph = ck} in G(I). Therefore,
Pk+1 = ̂P is an island with respect to C(P ) in G(I). By Lemma 2.10, I\P is an island with
respect to C(P ) in G(I) since L(P ) ⊆ C(P ). Immediately following (vi) and that both
Pk+1 = ̂P and I\P are islands with respect toC(P ) inG(I), P1, P2, . . . , Pk+1 are pairwise
disjoint islands with respect to C(P ) in G(I). Therefore, Conditions (6) is satisﬁed.
It follows immediately from Condition (6) and Lemma 2.7 that Condition (7) is satisﬁed.
Since ˜Pk+1 = P and L(P ) = ∅, L(˜Pk+1) = ∅. Hence Condition (8) is satisﬁed.
By induction, the lemma holds. 
It follows immediately from Lemmas 2.10 and 2.12 that the following corollary holds:
Corollary 2.13. Suppose P is the greedy path output by Algorithm GP given a set I of
intervals. Then, there exists a subset C(P ) of intervals visited by P such that C(P ) ⊂ P ,
L(P ) ⊆ C(P ), and the removal ofC(P ) from P results in |C(P )|+1 nonempty and disjoint
sub-paths and each of them is an island with respect to C(P ) in G(I). Besides, I = I\P is
an island with respect to C(P ) in G(I) if I = ∅.
In fact the proof of Lemma 2.12 is a constructive proof. It gives a recursive algorithm to
construct C(P ) satisfying all conditions given in Lemma 2.12. For instance, given the set I
of intervals shown in Fig. 1, the greedy path output byAlgorithm GP is P =1 → 2 → 3 →
4 → 6 → 5. The recursive algorithm given in the proof of Lemma 2.12 ﬁnds C(P ) = {6},
P1 = 1 → 2 → 3 → 4, and P2 = 5.
Now, we are ready to prove Theorem 2.2.
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Proof of Theorem 2.2. We prove the theorem by induction on |I |. In case of |I |=1, we let
C=∅ andPC={P }whereP is the path visiting the only interval in I. Thus the theoremholds
in case of |I |=1. Now, assume that the theorem holds for 1 |I |<k and we will prove that
the theorem holds if |I |=k. Let P be the path output byAlgorithm GP given I. Let I =I\P .
Assume that I =∅. Then,P is a Hamiltonian path ofG(I). LetPC={P } andC=∅. Clearly,
the theorem holds. In the following, assume that I = ∅. By induction hypothesis, there exist
a cutsetC ofG(I) and a path coverPC ofG(I) such that the removal ofC from I results in
|PC|+|C| connected components inG(I). By Corollary 2.13, there exists a subsetC(P ) of
P such thatC(P ) ⊂ P ,L(P ) ⊆ C(P ), and the removal ofC(P ) fromP results in |C(P )|+1
nonempty sub-paths and all sub-paths are disjoint islands with respect to C(P ) in G(I).
Besides, I is an islandwith respect toC(P ) inG(I). LetPC={P }∪PC andC=C(P )∪C.
Then, all islands with respect to C(P ) in G(I) obtained by removing C(P ) from P are also
islands with respect to C in G(I). Besides, all of them are nonempty and pairwise disjoint.
Since I is an island with respect to C(P ) in G(I), all connected components in G(I\C)
are islands with respect to C in G(I). Hence, G(I\C)=G((P \C(P ))∪ (I\C)) has at least
|C(P )| + 1 + |PC| + |C| = |C| + 1 + |PC| = |C| + |PC| connected components. By
induction, the theorem holds. 
In fact the proof of Theorem 2.2 is a constructive proof. It gives a recursive algorithm
for ﬁnding a path cover PC of G(I) and shows how to ﬁnd a cutset C of G(I) satisfying
the constraint given by Theorem 2.2. For instance, given the set I of intervals shown in
Fig. 1. The greedy path output by Algorithm GP is P = 1 → 2 → 3 → 4 → 6 → 5.
Let I = I\P . The minimum path cover PC of G(I) is {7 → 8 → 9 → 10 → 12 → 11}.
Then, C(P ) = {6} and C = {12}. Let PC = {P } ∪ PC and C = C(P ) ∪ C = {6, 12}.
The removal of C from I results in 4 = |PC| + |C| connected components in which they
contain 4 disjoint paths 1 → 2 → 3 → 4, 5, 7 → 8 → 9 → 10, 11. Hence, PC and C
satisfy the constraint given by Theorem 2.2. By Proposition 2.1, PC is a minimum path
cover of G(I).
3. The approximation algorithm
In this section, we present an O(n)-time algorithm that ﬁnds a path coverPC∗ for G(F)
given a set F of sorted arcs and show that there exists a cutset C of G(F) such that G(F\C)
has at least |PC∗|+|C|−1 connected components. It follows immediately fromProposition
2.1 that |PC∗|(G(F ))+ 1. Hence, this algorithm is an approximation algorithm for the
path cover problem on circular-arc graphs and the cardinality of the path cover found by
the algorithm is at most one more than the optimal one.
Deﬁnition 3.1. Let q be a point on the circle. An arc v containing point q can be di-
vided into two open segments (h(v), q) and (q, t (v)), called the head portion and the tail
portion of arc v with respect to q, respectively, by removing q from v. Denote the head
portion and the tail portion of arc v with respect to q by head(v, q) and tail(v, q), re-
spectively. For a set B of arcs containing q, let head(B, q) = {head(v, q)|v ∈ B} and
tail(B, q) = {tail(v, q)|v ∈ B}.
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a12
a13
a14
a11
Fig. 2. A set F of 14 arcs.
Deﬁnition 3.2. For a point q on the circle, let Bp(q) be the set of all arcs in F containing
point q. For an arc u in F, let Ba(u) be the set of all arcs in F containing arc u.
Deﬁnition 3.3. For a point q on the circle and a subsetB ofBp(q), letF(B, q)=(F\Bp(q))
∪ tail(B, q) ∪ head(Bp(q)\B, q). For any arc v ∈ F , either v ∈ F(B, q), or head(v, q) ∈
F(B, q), or tail(v, q) ∈ F(B, q). We refer to the portion of arc v in F(B, q) as arc v in
F(B, q).
For instance, given a set F of arcs shown in Fig. 2, F({a2}, h(a1)) and F({a2}, t (a9)) are
shown in Figs. 3 and 4, respectively.
Notice that arcs are open segments. It is easy to see that G(F(B, q)) is an interval graph
since no arcs in F(B, q) contain point q. Apparently, G(F(B, q)) is a spanning subgraph
of G(F). We can convert arcs in F(B, q) into a set Ic(F (B, q)) of intervals in clockwise
direction starting from point q on the circle such that G(Ic(F (B, q))) and G(F(B, q)) are
isomorphic and the left endpoints of intervals corresponding to arcs in tail(B, q) are the
leftmost endpoints in Ic(F (B, q)). We refer to such a conversion as clockwise conversion
starting from point q. For instance, by a clockwise conversion starting from point h(a1)
we convert F({a2}, h(a1)) (as shown in Fig. 3) into a set Ic(F ({a2}, h(a1))) of intervals
as shown in Fig. 5. We can convert arcs in F(B, q) into a set Icc(F (B, q)) of intervals in
counterclockwise direction starting from point q on the circle such that G(Icc(F (B, q)))
and G(F(B, q)) are isomorphic and the right endpoints of intervals corresponding to the
arcs in tail(B, q) are the rightmost endpoints in Icc(F (B, q)).We refer to such a conversion
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Fig. 3. F({a2}, h(a1)).
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a12a13
a14
Fig. 4. F({a2}, t (a9)).
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Fig. 5. The set Ic(F ({a2}, h(a1))) of intervals obtained by a clockwise conversion starting from h(a1) given
F({a2}, h(a1)) shown in Fig. 3.
a14
a13 a12 a9
a10
a8
a11 a7 a5 a3 a2
a4 a1
a6
Fig. 6. The set Icc(F ({a2}, h(a1))) of intervals obtained by a counterclockwise conversion starting from h(a1)
given F({a2}, h(a1)) shown in Fig. 3.
a14
a13 a12a9
a10
a8
a11 a7 a5 a3 a2
a4 a1
a6
Fig. 7. The set Icc(F ({a2}, t (a9))) of intervals obtained by a counterclockwise conversion starting from t (a9)
given F({a2}, t (a9)) shown in Fig. 4.
as counterclockwise conversion starting from point q. For instance, by a counterclockwise
conversion starting from point h(a1) we convert F({a2}, h(a1)) (as shown in Fig. 3) into
a set Icc(F ({a2}, h(a1))) of intervals as shown in Fig. 6. By a counterclockwise conver-
sion starting from point t (a9), we convert F({a2}, t (a9)) (as shown in Fig. 4) into a set
Icc(F ({a2}, t (a9))) of intervals as shown in Fig. 7. By deﬁnition, there is a one-to-one
mapping between the sets of arcs of F and F(B, q). There is also a one-to-one mapping
between the set F(B, q) of arcs and the set Ic(F (B, q)) of intervals (resp. F(B, q) and
Icc(F (B, q))). Therefore there is also a one-to-one mapping between the set F of arcs and
the set Ic(F (B, q)) of intervals (resp. F and Icc(F (B, q))).
Deﬁnition 3.4. Let q be a point on the circle,B be a subset of Bp(q), and let ̂F =F(B, q).
Let I be either Ic(̂F) or Icc(̂F). Let x be an arc in F and let X be a subset of F. We use ̂F(x)
to denote the portion of arc x in ̂F and use ̂F(X) to denote {̂F(x)|x ∈ X}. We use I (x) to
denote the interval corresponding to arc x in I and I (X) to denote {I (x)|x ∈ X}. Let y be
an interval in I and letY be a subset of I. We use F(y) and ̂F(y) to denote the arcs in F and
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̂F , respectively, corresponding to y. We use F(Y ) and ̂F(Y ) to denote {F(y)|y ∈ Y } and
{̂F(y)|y ∈ Y }, respectively. For an arc z ∈ ̂F , we use F(z) and I (z) to denote the arc in F
and the interval in I, respectively, corresponding to z. For a path P and a path cover PC in
G(I), we use F(P ) and F(PC) to denote the path and path cover in G(F) corresponding
to P and PC, respectively.
For simplicity, we will use x to refer to an arc x in F, ̂F(x), and I (x), use P to refer to a
path P in G(I), ̂F(P ), and F(P ), and usePC to refer to a path coverPC in G(I), ̂F(PC),
and F(PC) if they are understood without ambiguity.
Now, we present an O(n)-time approximation algorithm for the path cover problem on
circular-arc graphs given a set F of n sorted arcs. The details of the algorithm are as follows:
Algorithm ApproxPC
Input: A set F of arcs with endpoints sorted.
Output: PC∗, a path cover of G(F) and ∗(F ) = |PC∗|.
Method:
1. select an arc u that does not contain any other arc in F;
2. compute F1 = F(Ba(u), h(u));
3. convert F1 into a set I1 of intervals by a clockwise conversion starting from
h(u), i.e., I1 = Ic(F1);
4. call Algorithm GP to compute GP(I1);
5. let P = GP(I1) and let v be the arc corresponding to end(P ), i.e.
v = F(end(P ));
6. if P is a Hamiltonian path of G(I1), then output PC∗ = {P }, ∗(F ) = 1, and stop;
7. compute L(P ) and let B= Bp(t (v))\F(L(P ));
8. compute F2 = F(B, t (v));
9. convert F2 into a set I2 of intervals by a counterclockwise conversion
starting from t (v), i.e., I2 = Icc(F2);
10. if u = v, then call the greedy algorithm in [1,7] to compute an optimal
path coverPC of G(I2) and outputPC∗ =PC, ∗(F ) = |PC|, and stop;
11. call Algorithm GP to compute GP(I2);
12. let Q = GP(I2) and let w be the arc corresponding to end(Q), i.e. w = F(end(Q));
13. if Q is a Hamiltonian path of G(I2), then output PC∗ = {Q}, ∗(F ) = 1,
and stop;
14. compute an optimal path cover PC of G(I2\Q) by using the greedy algo-
rithm for interval graphs [1,7];
15.output PC∗ =PC ∪ {Q}, ∗(F ) = |PC| + 1, and stop.
In the rest of this section, F1 and F2, I1 and I2, arcs u, v, and w, paths P and Q, are as
deﬁned in Algorithm ApproxPC.
We give an example to illustrate Algorithm ApproxPC as follows. Consider the set F
of arcs shown in Fig. 2. Let u = a1. The set F1 = F(Ba(a1), h(a1)) of arcs is shown in
Fig. 3. The set I1 of intervals obtained from F1 by a clockwise conversion starting from
h(a1) is shown in Fig. 5. The greedy path P output by Algorithm GP(I1) is a1 → a2 →
a4 → a3 → a6 → a5 → a10 → a7 → a8 → a11 → a9 which is not a Hamiltonian
path of G(I1). Clearly, v = a9. It is straightforward to verify that L(P ) = {a10, a11}. Then,
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B = Bp(t (a9))\F(L(P )) = {a2}. The set F2 = F(B, t (a9)) of arcs is shown in Fig. 4.
The set I2 of intervals obtained from F2 by a counterclockwise conversion starting from
t (a9) is shown in Fig. 7. Obviously u = v and the algorithm does not stop at Line 10. The
greedy path output by Algorithm GP(I2) is Q = a9 → a11 → a8 → a7 → a10 → a5 →
a6 → a3 → a4 → a2 → a1 → a14 → a13which is not a Hamiltonian path of G(I2).
The optimal path cover of G(I2\Q) consists of one path Q1 = a12 only. Therefore, the path
cover output by our algorithm is {Q,Q1}. It is straightforward to verify that the path a1 →
a14 → a13 → a2 → a12 → a11 → a9 → a10 → a7 → a8 → a6 → a5 → a4 → a3 is a
Hamiltonian path of G(F). Hence, (G(F )) = 1 and ∗(F ) = 2.
We ﬁrst give some observations on the relationship among F, F1, F2, I1, and I2. They are
important in proving the correctness of Algorithm ApproxPC. The following propositions
can be seen from the deﬁnition of F, F1, F2, I1, and I2. Sometimes we use them in the proof
implicitly for simplicity.
Proposition 3.1. Both G(F1) and G(F2) are spanning subgraphs of G(F). Let x and y be
two arcs in F. Arc x intersects arc y if F1(x) (resp. F2(x)) intersects F1(y) (resp. F2(y)).
Proposition 3.2. G(F1) (resp. G(F2)) and G(I1) (resp. G(I2)) are isomorphic. Let x and
y be two arcs in F. Arc F1(x) (resp. F2(x)) intersects arc F1(y) (resp. F2(y)) if and only if
interval I1(x) (resp. I2(x)) intersects interval I1(y) (resp. I2(y)).
Proposition 3.3. Let x and y be two arcs in F. If arc x intersects arc y but F1(x) does not
intersect F1(y), then x ∈ Bp(h(u)) or y ∈ Bp(h(u)).
Proposition 3.4. Let x and y be two arcs in F. If arc x intersects arc y but F2(x) does not
intersect F2(y), then x ∈ Bp(t (v)) or y ∈ Bp(t (v)).
Proposition 3.5. Let x be an arc in F. If x ∈ Ba(u), then left(I1(x)) is to the left of the right
endpoint of any interval in I1.
Proposition 3.6. Let x be an arc in F. If x ∈ Bp(h(u))\Ba(u), then the left endpoint of any
interval in I1 is to the left of right(I1(x)).
Proposition 3.7. Let x be an arc in F. If x ∈ Bp(t (v)) but I1(x) /∈L(P ), then (1) the left
endpoint of any interval in I2 is to the left of right(I2(x)); and (2) F2(x) = tail(x, t (v)).
Proposition 3.8. Let x and y be two arcs in F. Let p be the tail of F1(x) and let q be the
head of F1(y). Then, the following statements hold:
(1) q is contained in seg(p, h(u)) if and only if I1(y) is to the right of I1(x).
(2) If x ∈ Ba(u), then arc F1(y) contains p if and only if I1(y) contains right(I1(x)).
Proposition 3.9. Let x and y be two arcs in F. Let p be the head of F2(x) and let q be the
tail of F2(y). Then, the following statements hold:
(1) q is contained in seg(t (v), p) if and only if I2(y) is to the right of I2(x).
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Fig. 8. The relative positions of arcs u, v,w, and arcs inBa(u),F(L(P )) andF(L(Q))when u = v,F\F(P ) = ∅,
and F\F(Q) = ∅.
(2) If I1(x) ∈ L(P ), then (i) left(I2(x)) is to the left of the right endpoint of any interval in
I2; and (ii) arc F2(y) contains p if and only if I2(y) contains right(I2(x)).
Proposition 3.10. If F1(X) (resp. F2(X)) is an island with respect to F1(C) (resp. F2(C))
in G(F1) (resp. G(F2)) where X and C are two disjoint subsets of F and Bp(h(u)) ⊆ C
(resp. Bp(t (v)) ⊆ C), then X is an island with respect to C in G(F).
We then show the correctness of Algorithm ApproxPC in the following theorem.
Theorem 3.11. Given a set F of n sorted arcs, Algorithm ApproxPC ﬁnds a path cover of
size ∗(F ) in O(n) time with that ∗(F )(G(F )) + 1.
Proof. All lemmas mentioned in the following will be proved later. Obviously, ∗(F ) =
(G(F ))=1 if the algorithm stops at either Line 6 or Line 13 since bothG(I1) andG(I2) are
spanning subgraphs of G(F). Lemma 3.12 proves that G(F) and G(I2) are isomorphic if
u=v. Hence, ∗(F )=(G(F ))=(G(I2)) if the algorithm stops at Line 10. In the follow-
ing, assume that u = v and neither P is a Hamiltonian path of G(I1) nor Q is a Hamiltonian
path ofG(I2). Hence, F\F(Q) = ∅.We will show that there exists a cutsetC ofG(F) such
thatG(F\C)has at least∗(F )+|C|−1 connected components.Hence,∗(F )(G(F ))+
1 follows immediately from Proposition 2.1. By Lemmas 3.14 and 3.21, we have the fol-
lowing claim:
Claim 1. seg(h(u), t (v)) properly contains arc u and seg(h(w), t (v)) contains seg(h(u),
t (v)) as shown in Fig. 8.
It follows immediately from Lemma 3.23 that the following two claims hold:
Claim 2. An arc x is in F\F(Q) if and only if it is contained in seg(t (v), h(w)).
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Claim 3. An arc x is in F(Q) if and only if x intersects seg(h(w), t (v)).
By the deﬁnition of I2 and Claim 2, we can easily verify the correctness of the following
claim.
Claim 4. G(I2\Q) and G(F\F(Q)) are isomorphic.
By Claims 2 and 3, F\F(Q) is an island with respect to Bp(t (v)) ∪ Bp(h(w)) in G(F).
Lemma 3.22 shows that Bp(t (v))∪Bp(h(w))=F(L(P ))∪F(L(Q)). Therefore, we have
the following claim:
Claim 5. F\F(Q) is an island with respect to F(L(P )) ∪ F(L(Q)) in G(F).
Assume that F(L(P ))∪F(L(Q))= ∅. Then any arc in F(Q) is contained in seg(h(w),
t (v)) and any arc in F\F(Q) is contained in seg(t (v), h(w)). Thus no arc in G(F\F(Q))
intersects any arc in G(F(Q)). Hence, G(F) is disconnected. In addition, G(F(Q)) is a
connected component ofG(F) since pathQ is a Hamiltonian path ofG(F(Q)). By Claim 4,
PC computed by Line 14 ofAlgorithmApproxPC is an optimal path cover ofG(F\F(Q)).
Hence, ∗(F )=|PC|+1=(G(F )). In the following, assume thatF(L(P ))∪F(L(Q)) =
∅. Lemma 3.28 proves the following claim:
Claim 6. If F(L(P )) ∪ F(L(Q)) = ∅, then there exists a cutset CQ ⊂ Q such that
F(L(P ))∪F(L(Q)) ⊆ F(CQ)andG(F(Q\CQ))has at least |CQ| connected components.
By Claim 4, PC computed by Line 14 of Algorithm ApproxPC is an optimal path
cover of G(F\F(Q)). By Theorem 2.2, there exists a cutset C of G(F\F(Q)) such that
G(F\F(Q)\C) has |PC| + |C| connected components. By Claim 5, these connected
components are also islands with respect to C ∪ F(L(P )) ∪ F(L(Q)) in G(F). Since
F(L(P ))∪F(L(Q)) ⊆ F(CQ), these connected components are also islands with respect
to C ∪ F(CQ) in G(F). Let C = C ∪ F(CQ). Then, G(F\C) has at least |PC| + |C| +
|CQ| = |PC| + |C| connected components. Since ∗(F )= |PC| + 1, G(F\C) has at least
∗(F ) + |C| − 1 connected components. It follows immediately from Proposition 2.1 that
∗(F )(G(F )) + 1. 
In the rest of the section, we will prove all lemmas mentioned in the proof of
Theorem 3.11. Notice that arcs are open segments, no arc in F covers the entire circle,
and arc u does not contain any other arc in F. It is important to be aware of the position of
t (v) relative to arc u on the circle in proving the following lemmas.
Lemma 3.12. If u = v, then G(F) and G(I2) are isomorphic.
Proof. Suppose u = v. We claim that no arcs in F contain t (v), i.e., Bp(t (v)) = ∅. By the
claim, it is easy to see that F2 = F . By Proposition 3.2, G(F2) and G(I2) are isomorphic.
Hence, G(F), G(F2), and G(I2) are isomorphic. Assume by contradiction that there exists
an arc x ∈ F containing t (u) = t (v). By deﬁnition, I1(u) = s(I1). Since u = v, P visits
I1(u) only. Therefore, no intervals in I1 intersect I1(u). Thus, no arcs in F1 intersect F1(u)
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and hence F1(x) does not intersect F1(u). By Proposition 3.3, x ∈ Bp(h(u)) since arc
x intersects arc u and F1(x) does not intersect F1(u). Clearly, x /∈Ba(u). Hence, x ∈
Bp(h(u))\Ba(u). By deﬁnition, F1(x) = head(x, h(u)) and arc u contains tail(x, h(u)).
Since F1(x)= head(x, h(u)) does not intersect F1(u)= u and arc u contains tail(x, h(u)),
arc x does not contain t (u) = t (v), a contradiction. 
Lemma 3.13. If arc u contains t (v), then P is a Hamiltonian path of G(I1).
Proof. Suppose arc u contains t (v). Since arc u does not contain any other arc in F, v ∈
Bp(h(u))\Ba(u). By Proposition 3.6, all the left endpoints of intervals in I1 are to the left
of right(I1(v)). Notice that I1(v) = end(P ). By Statement (2) of Lemma 2.9, the greedy
path P visits all intervals in I1. Therefore, P is a Hamiltonian path of G(I1). 
If arc u does not contain t (v), then either t (u) = t (v) (i.e., u = v) or seg(h(u), t (v))
contains t (u). By the above lemma, arc u does not contain t (v) if P is not a Hamiltonian
path of G(I1).
Lemma 3.14. Assume u = v and P is not a Hamiltonian path ofG(I1).Then, the following
two statements hold:
(1) seg(h(u), t (v)) contains t (u), and
(2) either F1(v) = v or F1(v) = seg(h(u), t (v)); and t (F1(v)) = t (v).
Proof. Statement (1) follows immediately from Lemma 3.13. Next we prove Statement
(2). By Statement (1), either v ∈ Ba(u) or v /∈Bp(h(u)). By deﬁnition of F1, F1(v) =
seg(h(u), t (v)) if v ∈ Ba(u); and F1(v) = v otherwise. Clearly, t (F1(v)) = t (v). 
Fig. 8 depicts the relative positions of h(u), t (u), and t (v) under the assumption that
u = v and P is not a Hamiltonian path of G(I1). Next we will prove some lemmas used in
proving Lemma 3.21.
Lemma 3.15. Assume u = v and P is not a Hamiltonian path of G(I1). If arc x contains
t (v), then x ∈ Ba(u) ∪ F(L(P )), i.e., Bp(t (v)) ⊆ Ba(u) ∪ F(L(P )).
Proof. Assume arc x contains t (v) and x /∈Ba(u). By Statement (2) of Lemma 3.14, either
F1(v) = v or F1(v) = seg(h(u), t (v)); and t (F1(v)) = t (v). Consider the following two
cases:
Case 1: x /∈Bp(h(u)). In this case, F1(x) = x. Hence, F1(x) contains t (v).
Case 2: x ∈ Bp(h(u))\Ba(u). Since arc u does not contain t (v) by Statement (1) of
Lemma 3.14, head(x, h(u)) contains t (v). Since F1(x) = head(x, h(u)), F1(x) contains
t (v).
We have shown that F1(x) contains t (v) = t (F1(v)) in both cases. Therefore I1(x)
contains right(end(P ))= right(I1(v)). By Statement (3) of Lemma 2.9, I1(x) ∈ L(P ), i.e.,
x ∈ F(L(P )). 
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Lemma 3.16. Assume u = v and P is not a Hamiltonian path of G(I1). Then, P visits
I1(x) if and only if either x = u or arc x intersects seg(t (u), t (v)).
Proof. By the assumption of the lemma and Statement (1) of Lemma 3.14, seg(h(u), t (v))
contains t (u).
If part: Clearly, I1(u) is the ﬁrst one visited by P since I1(u)= s(I1). Thus, P visits I1(x)
if x=u.Assume that arc x intersects seg(t (u), t (v)) and x = u.We ﬁrst show the claim that
F1(x) intersects seg(t (u), t (v)). Consider the following three cases: Case 1, x ∈ Ba(u). By
deﬁnition, F1(x) contains arc u and hence the claim holds. Case 2, x ∈ Bp(h(u))\Ba(u).
In this case, F1(x) = head(x, h(u)) and arc u contains tail(x, h(u)). Since arc x inter-
sects seg(t (u), t (v)), F1(x) intersects seg(t (u), t (v)). Case 3, x /∈Bp(h(u)). By deﬁnition,
F1(x) = x. Clearly the claim holds in this case. Therefore, the claim that F1(x) intersects
seg(t (u), t (v)) holds. Next, we claim that left(I1(x)) is to the left of right(I1(v)). Assume
the contrary, that the claim does not hold, i.e., left(I1(x)) is to the right of right(I1(v)). By
Statement (2) of Lemma 3.14, t (v) is the tail of F1(v). Therefore, seg(t (v), h(u)) contains
F1(x) and hence F1(x) does not intersect seg(t (u), t (v)), a contradiction. Thus, left(I1(x))
is to the left of right(I1(v)). By Statement (2) of Lemma 2.9, P visits I1(x).
Only if part: In this part, we prove that if x = u and arc x does not intersect seg(t (u), t (v)),
then P does not visit I1(x). By Statement (2) of Lemma 3.14, t (F1(v))= t (v). Since x = u
and arc x does not intersect seg(t (u), t (v)), either F1(x) = x or F1(x) = head(x, h(u))
depending on whether arc x contains h(x) or not. In either case, h(F1(x)) = h(x). Since
arc u does not contain any other arc in F, h(F1(x)) is contained in seg(t (v), h(u)). Hence,
left(I1(x)) is to the right of right(I1(v)). By Statement (2) of Lemma 2.9, P does not visit
I1(x). 
Lemma 3.17. Assume u = v, P is not a Hamiltonian path of G(I1), and x is an arc in
Bp(t (v)). Then, the following two statements hold:
(1) If x ∈ Ba(u) and I1(x) /∈L(P ), then seg(t (u), t (v)) contains t (x), F2(x) = seg(t (v),
t (x)), F2(x) contains seg(t (v), t (u)), and F2(x) contains F1(x).
(2) If there exists another arc y in F such that F1(x) intersects F1(y) but F2(x) does not
intersect F2(y), then I1(x) ∈ L(P ).
Proof. Weﬁrst prove Statement (1). By Statement (1) of Lemma 3.14, seg(h(u), t (v)) prop-
erly contains arc u. By the assumption of the lemma and Statement (2) of
Lemma 3.14, t (F1(v)) = t (v). Assume that x ∈ Ba(u) and I1(x) /∈L(P ). By deﬁnition,
F1(x) = seg(h(u), t (x)) since x ∈ Ba(u). By Proposition 3.5, left(I1(x)) is to the left
of the right endpoint of any interval in I1. By Statement (2) of Lemma 2.9, I1(x) ∈ P .
By Statement (3) of Lemma 2.9, I1(x) does not contain right(I1(v)) since I1(x) /∈L(P ).
Hence, right(I1(x)) is to the left of right(I1(v)). Thus, seg(h(u), t (v)) containsF1(x). Since
t (F1(x)) = t (x) and F1(x) contains u, seg(t (u), t (v)) contains t (x). Since x ∈ Bp(t (v))
and I1(x) /∈L(P ), by Proposition 3.7 we have that F2(x) = tail(x, t (v)) = seg(t (v), t (x)).
Since seg(t (u), t (v)) contains t (x) and x ∈ Bp(t (v)), we can see that F2(x) contains
seg(t (v), t (u)). Clearly, F2(x) contains F1(x).
Next we prove Statement (2) by contradiction. By Lemma 3.15, x ∈ Ba(u) or I1(x) ∈
L(P ) since x ∈ Bp(t (v)).Assume by contradiction that I1(x) /∈L(P ). Then, x ∈ Ba(u). By
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Statement (1), seg(t (u), t (v)) contains t (x), F2(x) = seg(t (v), t (x)), and F2(x) contains
F1(x). Consider the following two cases of arc y:
Case 1: y ∈ Bp(t (v)). Assume that I1(y) /∈L(P ). By Lemma 3.15, y ∈ Ba(u). By
Statement (1), F2(y) contains F1(y). Hence, F2(y) intersects F2(x), a contradiction. In
the following, assume that I1(y) ∈ L(P ). By deﬁnition of F2, F2(y) = head(y, t (v))
since I1(y) ∈ L(P ). We ﬁrst claim that head(y, t (v)), i.e. F2(y), contains t (x). By
the claim and F2(x) = seg(t (v), t (x)), F2(y) intersects F2(x), a contradiction. Now we
prove the above claim. By Statement (3) of Lemma 2.9, I1(y) contains right(I1(v)) =
right(end(P )) since I1(y) ∈ L(P ). Therefore, F1(y) contains t (F1(v)). By Statement
(2) of Lemma 3.14, t (F1(v)) = t (v). Thus arc F1(y) contains t (v). Consider the follow-
ing two subcases: Case 1.1, y ∈ Ba(u). In this subcase, F1(y) = seg(h(u), t (y)). Since
F1(y) contains t (v), F1(y) contains seg(h(u), t (v)). Since seg(t (u), t (v)) contains t (x),
head(y, t (v)) contains t (x). Case 1.2, y /∈Ba(u). In this subcase, either F1(y) = y or
F1(y) = seg(h(y), h(u)) depending on whether arc y contains h(u) or not. Clearly, y = u
since y ∈ Bp(t (v)). Since seg(t (u), t (v)) contains t (x), arc y contains t (v), and F1(x)
intersects F1(y), we have that head(y, t (v)) contains t (x). This concludes the proof of the
claim.
Case 2: y /∈Bp(t (v)). By deﬁnition of F2, F2(y) is the whole portion of arc y, i.e.,
F2(y)=y. Thus,F2(y) containsF1(y). SinceF1(y) intersectsF1(x),F2(x) containsF1(x),
and F2(y) contains F1(y), we have that F2(y) intersects F2(x), a contradiction.
By arguments given in the above two cases, I1(x) ∈ L(P ). 
Lemma 3.18. Assume u = v, P is not a Hamiltonian path of G(I1), and I1(x) ∈ L(P ).
Then, arc x contains t (v), i.e., x ∈ Bp(t (v)).
Proof. By Statement (3) of Lemma 2.9, I1(x) contains right(end(P ))=right(I1(v)). Thus,
F1(x) contains t (F1(v)). By Statement (2) of Lemma 3.14, t (F1(v)) = t (v). Hence, arc x
contains t (v). 
Lemma 3.19. Assume that u = v, P is not a Hamiltonian path of G(I1), x, y are two
distinct arcs in F, and that F1(x) intersects F1(y) but F2(x) does not intersect F2(y). Then,
either (x ∈ Bp(t (v)), I1(x) ∈ L(P ), and y ∈ F\F(P )) or (y ∈ Bp(t (v)), I1(y) ∈ L(P ),
and x ∈ F\F(P )).
Proof. By Statement (1) of Lemma 3.14, arc u does not contain t (v). SinceF1(x) intersects
F1(y), arc x intersects arc y. By Proposition 3.4, x ∈ Bp(t (v)) or y ∈ Bp(t (v)) since arc x
intersects arc y but F2(x) does not intersect F2(y). Suppose both x and y are in Bp(t (v)).
By Statement (2) of Lemma 3.17, both I1(x) and I1(y) are in L(P ). By deﬁnition of F2, it
is easy to see from Statement (4) of Lemma 2.9 that F2(x) intersects F2(y) if both I1(x)
and I1(y) are in L(P ), a contradiction. Thus, exactly one of x and y is in Bp(t (v)). Assume
that x ∈ Bp(t (v)) but y /∈Bp(t (v)). By Statement (2) of Lemma 3.17, I1(x) ∈ L(P ). It
follows immediately from Lemma 2.9 that I1(y) /∈L(P ). Since y /∈Bp(t (v)), we have that
F2(y) = y.
In the following, we show that y ∈ F\F(P ) by contradiction. Assume by contradiction
that I1(y) ∈ P . By Statement (2) of Lemma 2.9, left(I1(y)) is to the left of right(I1(v)).
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By Statement (3) of Lemma 2.9, I1(y) does not contain right(I1(v)) since I1(y) /∈L(P ).
Thus, right(I1(y)) is to the left of right(I1(v)). By the assumption of the lemma and State-
ment (2) of Lemma 3.14, t (F1(v))= t (v). Therefore, F1(y) is contained in seg(h(u), t (v)).
Consider the following two cases of either x ∈ Ba(u) or not:
Case 1: x /∈Ba(u). In this case, the head portion of arc x with respect to t (v), i.e.
head(x, t (v)), intersects F1(y) since F1(y) is contained in seg(h(u), t (v)). Since F2(x) =
head(x, t (v)) and F2(y) = y contains F1(y),F2(y) intersects F2(x). This contradicts the
assumption of the lemma that F2(y) does not intersect F2(x).
Case 2: x ∈ Ba(u). By Proposition 3.5, left(I1(x)) is to the left of the right endpoint of any
interval in I1. By Statement (3) of Lemma 2.9, I1(x) contains right(end(P ))=right(I1(v)).
By Statement (2) of Lemma 3.14, t (F1(v)) = t (v). Hence F1(x) contains seg(h(u), t (v)).
Thus head(x, t (v)) contains seg(h(u), t (v)). Therefore, F2(x) = head(x, t (v)) contains
seg(h(u), t (v)) and hence F2(x) intersects F1(y). Since F2(y) = y contains F1(y), F2(y)
intersects F2(x). This contradicts the assumption of the lemma that F2(y) does not intersect
F2(x).
In either case, we conclude that a contradiction occurs. Thus, I1(y) /∈P and hence
y ∈ F\F(P ).
On the contrary, assume that y ∈ Bp(t (v)) but x /∈Bp(t (v)). By symmetry, we can prove
that I1(y) ∈ L(P ) and x ∈ F\F(P ). This concludes the proof. 
Bydeﬁnition ofF2, eitherF2(w)=w, orF2(w)=head(w, t (v)), orF2(w)=tail(w, t (v)).
The following lemma shows that F2(w) = tail(w, t (v)) and hence h(F2(w))=h(w) under
the assumption that u = v and neither P nor Q is a Hamiltonian path of G(F).
Lemma 3.20. Suppose u = v and neither P is a Hamiltonian path of G(I1) nor Q is a
Hamiltonian path of G(I2). Then, the following two statements hold:
(1) either F2(w) = w or F2(w) = head(w, t (v)); and
(2) h(F2(w)) = h(w).
Proof. By the deﬁnition of F2, one of the following holds: (w /∈Bp(t (v)) and F2(w)=w),
(w ∈ Bp(t (v)) and F2(w)= tail(w, t (v))), or (w ∈ Bp(t (v)) and F2(w)= head(w, t (v))).
Assume by contradiction that w ∈ Bp(t (v)) and F2(w) = tail(w, t (v)). Then, the left end-
points of all intervals in I2 are to the left of right(I2(w)). By Statement (2) of
Lemma 2.9, Q is a Hamiltonian path of G(I2), a contradiction. Thus, Statement (1) holds.
Statement (2) follows immediately from Statement (1). 
Lemma 3.21. Suppose u = v and neither P is a Hamiltonian path of G(I1) nor Q is a
Hamiltonian path of G(I2). Then, either u = w or seg(t (v), h(u)) contains h(w).
Proof. By Lemma 3.20, either F2(w) = w or F2(w) = head(w, t (v)); and h(F2(w)) =
h(w). By Statement (1) of Lemma 3.14, arc u does not contain t (v). By deﬁnition of F2,
F2(u) = u and hence h(F2(u)) = h(u). Note that right(I2(w)) corresponds to h(F2(w))
and right(I2(u)) corresponds to h(F2(u)). Consider the following three cases of the relative
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positions between right(I2(w)) and right(I2(u)):
Case 1: right(I2(w)) = right(I2(u)). Since h(F2(w)) = h(w), h(F2(u)) = h(u), and all
endpoints of arcs in F are distinct, we have u = w.
Case 2: right(I2(w)) is to the right of right(I2(u)). In this case, h(F2(w)) is contained
in seg(t (v), h(u)). Since h(F2(w)) = h(w), seg(t (v), h(u)) contains h(w).
Case 3: right(I2(w)) is to the left of right(I2(u)). We will prove that contradictions exist
in this case to conclude the proof of the lemma. Consider the following two subcases:
Case 3.1: I2(u) contains right(I2(w)). By deﬁnition of F2, F2(u)=u since u /∈Bp(t (v)).
We also observe that F2(u) does not contain any other arc in F2 and therefore I2(u) does
not contain any other interval in I2. By Statements (3) and (4) of Lemma 2.9, I2(u) ∈ L(Q)
and I2(u) contains I2(w), a contradiction.
Case 3.2: right(I2(w)) is to the left of left(I2(u)), i.e., I2(w)  I2(u). In this case,
seg(t (u), t (v)) contains F2(w). Since h(F2(w)) = h(w), we have that seg(t (u), t (v))
contains seg(h(w), t (v)). By Statement (2) of Lemma 2.9, the left endpoint of every
interval in Q is to the left of right(end(Q))= right(I2(w)). Hence, every arc in F2(Q) inter-
sects seg(h(w), t (v)). Thus every arc ywith that I2(y) ∈ Q intersects seg(t (u), t (v)). There-
fore, I1(y) ∈ P for all arc y ∈ F with that I2(y) ∈ Q by Lemma 3.16. Let P = I2(P )\Q.
Then, P contains I2(u) since I2(u) /∈Q by Statement (1) of Lemma 2.9. Therefore, P is not
empty. By Corollary 2.13, there exists a set C(Q) such that C(Q) ⊂ Q, L(Q) ⊆ C(Q),
and the removal of C(Q) from Q results in |C(Q)| + 1 nonempty and disjoint sub-paths
and each of them is an island with respect to C(Q) in G(I2). By Corollary 2.13,I2\Q is
also an island with respect to C(Q) in G(I2). Since P ⊂ I2\Q and P = ∅, no inter-
vals in P intersect any interval of Q\C(Q). Thus, P is an island with respect to C(Q)
in G(I2(P )). In other words, there are |C(Q)| + 2 disjoint islands with respect to C(Q)
in G(I2(P )). Therefore, the removal of C(Q) from G(I2(P )) results in at least |C(Q)| +
2 connected components. By Proposition 2.1, G(I2(P )) has no Hamiltonian path. But,
I2(P ) is a Hamiltonian path of G(I2(P )) which follows immediately from Lemma 3.19, a
contradiction. 
Lemma 3.22. Suppose u = v and neither P is a Hamiltonian path of G(I1) nor Q is a
Hamiltonian path of G(I2). Then, Bp(t (v)) ∪ Bp(h(w)) = F(L(P )) ∪ F(L(Q)).
Proof. ByStatement (1) of Lemma 3.14, arc u does not contain t (v). By Lemma 3.20, either
F2(w)=w or F2(w)= head(w, t (v)); and h(F2(w))=h(w). We ﬁrst prove Claim (1) that
x ∈ F(L(P )) ∪ F(L(Q)) if arc x contains h(w), i.e. x ∈ Bp(h(w)). Suppose x contains
h(w). Consider the following two cases: Case 1, F2(x) contains h(w). In this case, I2(x)
contains right(I2(w)) = right(end(Q)). By Statement (3) of Lemma 2.9, I2(x) ∈ L(Q).
Case 2, F2(x) does not contain h(w). Since x ∈ Bp(h(w)) and F2(x) does not contain
h(w), we have that x ∈ Bp(t (v)). Since h(F2(w)) = h(w) and F2(x) does not contain
h(w), I2(x) does not contain right(I2(w)) = right(end(Q)). By Statement (3) of Lemma
2.9, I2(x) /∈L(Q). By Lemma 3.15, either I1(x) ∈ L(P ) or x ∈ Ba(u) sincex ∈ Bp(t (v)).
Assume by contradiction that I1(x) /∈L(P ). Then, x ∈ Ba(u). By Statement (1) of Lemma
3.17, F2(x) contains seg(t (v), t (u)). By Lemma 3.21, either u = w or seg(t (v), h(u))
contains h(w). Hence, F2(x) contains h(w), a contradiction. Therefore, I1(x) ∈ L(P ) if
F2(x) does not contain h(w).
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Next we prove Claim (2) that x ∈ F(L(P )) ∪ F(L(Q)) if arc x contains t (v), i.e.
x ∈ Bp(t (v)). Suppose x ∈ Bp(t (v)). By Lemma 3.15, I1(x) ∈ L(P ) or x ∈ Ba(u).
Assume that I1(x) /∈L(P ). Then, arc x is in Ba(u). By Statement (1) of Lemma 3.17, F2(x)
contains seg(t (v), t (u)). By Lemma 3.21, either u = w or seg(t (v), h(u)) contains h(w).
Thus, F2(x) contains h(w) and hence x ∈ Bp(h(w)). By Claim (1), Claim (2) follows.
Now we prove Claim (3) that x ∈ Bp(h(w)) if I2(x) ∈ L(Q). By Statement (3) of
Lemma 2.9, I2(x) contains right(end(Q))= right(I2(w)). Thus, F2(x) contains h(F2(w)).
By Lemma 3.20, h(F2(w)) = h(w). Hence, arc x contains h(w).
By Claims (1) and (2), Bp(t (v)) ∪ Bp(h(w)) ⊆ F(L(P )) ∪ F(L(Q)). By Lemma 3.18
and Claim (3), F(L(P ))∪F(L(Q)) ⊆ Bp(t (v))∪Bp(h(w)). Thus,Bp(t (v))∪Bp(h(w))=
F(L(P )) ∪ F(L(Q)). 
Lemma 3.23. Suppose u = v and neither P is a Hamiltonian path of G(I1) nor Q is a
Hamiltonian path of G(I2). An arc x is in F\F(Q) if and only if seg(t (v), h(w)) contains
arc x.
Proof. By Lemma 3.20, either F2(w) = w or F2(w) = head(w, t (v)); and h(F2(w)) =
h(w). Therefore arc F2(x), and hence arc x, contains h(w) if I2(x) contains right(I2(w)).
Suppose that arc x is contained in seg(t (v), h(w)). Since x /∈Bp(t (v)), F2(x) = x. Then,
seg(t (v), h(w)) also contains F2(x). Hence, I2(x) is to the right of I2(w). By Statement
(1) of Lemma 2.9, I2(x) ∈ I2\Q. In other words, arc x is in F\F(Q). On the other hand,
suppose that arc x is in F\F(Q), i.e., I2(x) is not visited by Q. By Statement (1) of Lemma
2.9, I2(x) is to the right of I2(w). Therefore, F2(x) is contained in seg(t (v), h(w)). Clearly,
arc x is contained in seg(t (v), h(w)) if x /∈Bp(t (v)). Assume by contradiction that x ∈
Bp(t (v)). By deﬁnition, F2(x) is either head(x, t (v)) or tail(x, t (v)) depending on whether
I1(x) is in L(P ) or not. Since F2(x) is contained in seg(t (v), h(w)), F2(x)= tail(x, t (v)).
Therefore, I1(x) /∈L(P ). By Lemma 3.15, x ∈ Ba(u). By Statement (1) of Lemma 3.17,
F2(x) contains seg(t (v), t (u)). This contradicts that F2(x) is contained in seg(t (v), h(w)).
Hence, x /∈Bp(t (v)) and arc x is contained in seg(t (v), h(w)). 
Lemma 3.24. Assume u = v, P is not a Hamiltonian path of G(I1), and L(P ) = ∅.
Let C(P ) = {c1, c2, . . . , ck} be the proper subset of P satisfying all conditions given in
Lemma 2.12 and P = P1 → c1 → P2 → c2 → · · · → ck → Pk+1. If I1(x) ∈ Pi where
2 ik + 1, then F1(x) = x, seg(t (u), t (v)) contains arc x, and x /∈Bp(t (v)).
Proof. By Statement (1) of Lemma 3.14, arc u does not contain t (v). By Statement (2) of
Lemma 3.14, t (F1(v)) = t (v). By Condition (6) of Lemma 2.12, all P1, P2, P3, . . . , Pk+1
are islands with respect toC(P ) inG(I1). By Condition (3) of Lemma 2.12,L(P ) ⊆ C(P ).
Hence, I1(x) /∈L(P ). By Statements (2) and (3) of Lemma 2.9, either right(I1(x)) is to the
left of right(I1(v)) or I1(x) = I1(v). Since I1\P = ∅, there exists an interval I1(y) inI1
such that left(I1(y)) is to the right of right(I1(x)). By Condition (7) of Lemma 2.12, I1(x)
is to the right of I1(end(P1)). Hence, I1(x) is to the right of I1(u) since I1(u) is the ﬁrst
interval visited by P1 and L(P1)=∅ by Condition (8) of Lemma 2.12. Since I1(x) is to the
right of I1(u) and either right(I1(x)) is to the left of right(I1(v)) or I1(x)= I1(v), F1(x) is
contained in seg(t (u), t (v)). If x ∈ Ba(u), then left(I1(x)) is to the left of the right endpoint
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of any interval in I1, a contradiction. If x ∈ Bp(h(u))\Ba(u), then the left endpoint of any
interval in I1 is to the left of right(I1(x)), a contradiction too. Thus, x /∈Bp(h(u)) and hence
F1(x) = x. Therefore seg(t (u), t (v)) contains arc x, and clearly x /∈Bp(t (v)). 
Lemma 3.25. Assume u = v, P is not a Hamiltonian path of G(I1), and L(P ) = ∅.
Let C(P ) = {c1, c2, . . . , ck} be the proper subset of P satisfying all conditions given in
Lemma 2.12 and P = P1 → c1 → P2 → c2 → · · · → ck → Pk+1. Then, all F2(Pj ) for
2jk + 1 are islands with respect to F2(C(P )) in G(F2).
Proof. By Statement (1) of Lemma 3.14, arc u does not contain t (v). By Condition (6) of
Lemma 2.12, all P1, P2, P3, . . . , Pk+1 are islands with respect to C(P ) in G(I1). Assume
by contradiction that there exists an index j, 2jk + 1, such that F2(Pj ) is not an island
with respect to F2(C(P )) in G(F2). Then, there exist arcs x and y such that x ∈ F(Pj ),
y /∈F(Pj ∪C(P )), and F2(x) intersects F2(y). By Lemma 3.24, F1(x)= x is contained in
seg(t (u), t (v)) and x /∈Bp(t (v)). By deﬁnition, F2(x) = x is contained in seg(t (u), t (v)).
Thus,F2(y), and hence arc y, intersects seg(t (u), t (v)). Notice that either I1(y) ∈ Ph where
h = j and 2hk + 1, or y ∈ F\F(P ), or I1(y) ∈ P1.
Assume that I1(y) ∈ Ph whereh = j and2hk+1.ByLemma3.24,F2(y)=F1(y)=y
is contained in seg(t (u), t (v)) too. Thus, F2(y) does not intersect F2(x) since F1(x) does
not intersect F1(y). This contradicts the assumption.
Next assume that y ∈ F\F(P ). By Lemma 3.16, arc y is contained in seg(t (v), t (u)).
Clearly, y /∈Bp(t (v)). By deﬁnition of F2, F2(y) = y. Since F2(x) = x is contained in
seg(t (u), t (v)) and F2(y) = y is contained in seg(t (v), t (u)), F2(y) does not intersect
F2(x). This contradicts the assumption too.
Finally we assume that I1(y) ∈ P1. Since all P1, P2, P3, . . . , Pk+1 are islands with
respect to C(P ) in G(I1), I1(x) does not intersect I1(y). Consider the following two cases:
Case 1: y /∈Bp(h(u)). In this case, F1(y) = y. Thus, F1(x) does not intersect F1(y).
Therefore, arc x does not intersect arc y since F1(x) = x and F1(y) = y. It contradicts the
assumption that F2(x) intersects F2(y).
Case 2: y ∈ Bp(h(u)). Since y ∈ Bp(h(u)), y = u. By Lemma 3.16, arc y intersects
seg(t (u), t (v)). By the assumption that F2(x) intersects F2(y), arc x intersects arc y. Thus
arc y intersects seg(t (u), t (v)) since F1(x) = x is contained in seg(t (u), t (v)). Consider
the following two subcases: Case 2.1, y ∈ Bp(h(u))\Ba(u). In this subcase, tail(y, h(u))
is contained in arc u. Thus head(y, h(u)) intersects arc x since arc y intersects arc x. Thus,
arc y contains t (v), i.e. y ∈ Bp(t (v)); and tail(y, t (v)) does not intersect arc x. Since
y ∈ Bp(t (v)) and I1(y) /∈L(P ), F2(y)= tail(y, t (v)) by Proposition 3.7. Then, F2(y) does
not intersect F2(x) = x. This contradicts the assumption that F2(x) intersects F2(y). Case
2.2, y ∈ Ba(u). In this subcase, F1(y)= tail(y, h(u)). Since I1(y) does not intersect I1(x),
F1(y) does not intersect F1(x) = x. Since arc y intersects arc x and arc x is contained in
seg(t (u), t (v)), we have y ∈ Bp(t (v)). It is not hard to verify that tail(y, t (v)) does not
intersect arc x. Since y ∈ Bp(t (v)) and I1(y) /∈L(P ), F2(y) = tail(y, t (v)) by Proposition
3.7.Then, F2(y) does not intersect F2(x) = x. This contradicts the assumption that F2(x)
intersects F2(y). 
Lemma 3.26. Assume u = v, P is not a Hamiltonian path of G(I1), and L(P ) = ∅. Let
C(P )= {c1, c2, . . . , ck} be the proper subset of P satisfying all conditions given in Lemma
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Fig. 9. The relative locations of arcs corresponding to intervals of I1 in P1, P2, . . . , Pk+1 on the circle when
u = v and F\F(P ) = ∅.
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ck-1
ck
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P2 F\F(P). . . . . .
Fig. 10. The relative locations of intervals of I2 corresponding to arcs of P1, P2, . . . , Pk, Pk+1, and F\F(P )
when u = v and F\F(P ) = ∅.
2.12 and P = P1 → c1 → P2 → c2 → · · · → ck → Pk+1. Then, no arc in F(Pi)
intersects an arc in F(Pj ) for i = j and 2 i, jk + 1.
Proof. Assume by contradiction that there exist two arcs x and y such that x ∈ F(Pi),
y ∈ F(Pj ), and x intersects y, where i = j and 2 i, jk + 1. By Lemma 3.25, F2(x)
does not intersect F2(y). By Lemma 3.24, x /∈Bp(t (v)) and y /∈Bp(t (v)) since I1(x) ∈ Pi
and I1(y) ∈ Pj . By deﬁnition of F2, F2(x)= x and F2(y)= y. Since arc x intersects arc y,
F2(x) intersects F2(y). This contradicts that F2(x) does not intersect F2(y). 
By Condition (7) of Lemma 2.12, intervals visited by Pj are to the right of intervals
visited by Pi in G(I1) for k + 1j > i1. By Lemma 3.26, no arc in F(Pi) intersects
an arc in F(Pj ) for i = j and 2 i, jk + 1. Fig. 9 shows the relative locations of
arcs visited by P1, P2, . . . , Pk+1 on the circle. Fig. 10 depicts the relative locations of
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I2(P1), I2(P2), . . . , I2(Pk+1), and I2(F\P). We can see that intervals in I2(Pi) are to the
right of intervals in I2(Pj ) for k + 1j > i1 and intervals in I2(F\P) are to the right
of intervals in I2(P2). By Lemma 3.21, either w = u or seg(t (v), h(u)) contains h(w).
Hence, I2(w) ∈ I2(F\P) ∪ I2(P1) and path Q visits all intervals in I2(P ). Therefore Q
visits intervals in I2(Pj ) before intervals in I2(Pi) for 1 i < jk + 1. Since all intervals
in I2(F\P) ∪ I2(P1) are to theright of any interval of I2(Pi) for 2 ik + 1 and path
Q visits all intervals in I2(P ), path Q visits all intervals in I2(Pi) for 2 ik + 1 before
intervals in I2(F\P)∪ I2(P1). Thus, Q can be divided into two sub-paths QP and QP such
that Q = QP → QP and the set of arcs in QP is the set of arcs in P \P1. Hence, we have
the following lemma:
Lemma 3.27. Assume u = v, P is not a Hamiltonian path of G(I1), and L(P ) = ∅. Let
C(P )= {c1, c2, . . . , ck} be the proper subset of P satisfying all conditions given in Lemma
2.12 andP=P1 → c1 → P2 → c2 → · · · → ck → Pk+1.Then, pathQcan be divided into
two sub-pathsQP andQP such thatQ=QP → QP ,QP =I2(P \P1), andQP =P ′k+1 →
ci1 → P ′k → ci2 → · · · → cik−1 → P ′2 → cik where I2(C(P )) = {ci1 , ci2 , . . . , cik }.
Besides, I2(x) ∈ P ′i if and only if I1(x) ∈ Pi for arc x ∈ F and 2 ik + 1.
Lemma 3.28. Suppose u = v and neither P is a Hamiltonian path of G(I1) nor Q is a
Hamiltonian path of G(I2). Assume L(P ) ∪ L(Q) = ∅. Then, there exists a set CQ ⊂ Q
such that F(L(P )) ∪ F(L(Q)) ⊆ F(CQ) and G(F(Q\CQ)) has at least |CQ| connected
components.
Proof. Let C(P ) = {c1, c2, . . . , ck} be the proper subset of P satisfying all conditions
given in Lemma 2.12 and P = P1 → c1 → P2 → c2 → · · · → ck → Pk+1. Let
C(Q)={d1, d2, . . . , dh} be the proper subset of Q satisfying all conditions given in Lemma
2.12 andQ=Q1 → d1 → Q2 → d2 → · · · → dh → Qh+1. ByLemma 3.27, we have that
Q = QP → QP , where QP = P ′k+1 → ci1 → P ′k → ci2 → · · · → cik−1 → P ′2 → cik as
stated in Lemma 3.27. Let D=C(Q)∩QP ={dp, dp+1, . . . , dh} and CQ = I2(C(P ))∪D.
Thus, Q = P ′k+1 → ci1 → P ′k → ci2 → · · · → cik−1 → P ′2 → cik → Z → dp →
Qp+1 → dp+1 · · · → Qh → dh → Qh+1,whereZmay be an empty path andZ∩C(Q)=∅
by deﬁnition.
We ﬁrst prove Claim (1) thatL(Q) ⊆ CQ. Let ˜Qi denote pathQ1 → d1 → Q2 → d2 →
· · · → di−1 → Qi . By deﬁnition, ˜Qp = P ′k+1 → ci1 → P ′k → · · · → P ′2 → cik → Z.
By Condition (4) of Lemma 2.12, L(Q) ⊆ L(˜Qp) ∪ {dp, dp+1, . . . , dh}. If L(˜Qp) ⊆
I2(C(P )), then L(Q) ⊆ CQ. Therefore, we will prove that L(˜Qp) ⊆ I2(C(P )). Assume
by contradiction that there exists an arc x such that I2(x) ∈ L(˜Qp) but I2(x) /∈ I2(C(P )).
Then, either I2(x) ∈ Z or I2(x) ∈ P ′j for some j where 2jk + 1. By deﬁnition,
Z ∩ C(Q) = ∅. Thus, I2(x) ∈ P ′j for some j where 2jk + 1. Since I2(x) ∈ L(˜Qp),
I2(x) intersects interval dp. Thus, F2(x) intersects F2(dp). By Lemma 3.25, all F2(Pj )
for 2jk + 1 are islands with respect to F2(C(P )) in G(F2), a contradiction. Thus,
L(˜Qp) ⊆ I2(C(P )).
Next we prove Claim (2) that P ′k+1, P ′k, . . . , P ′2,Qp+1, . . . ,Qh,Qh+1 are connected
components in G(I2\CQ). By Condition (5) of Lemma 2.12, Qp+1, . . . ,Qh,Qh+1 are
islands with respect to L(˜Qp) ∪ {dp, dp+1, . . . , dh} in G(I2). Since L(˜Qp) ⊆ I2(C(P )),
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we have that (L(˜Qp) ∪ {dp, dp+1, . . . , dh}) ⊆ CQ. Thus, they are islands with respect
to CQ in G(I2). By Lemma 3.25, all F2(Pj ) for 2jk + 1 are islands with respect to
F2(C(P )) in G(F2). Therefore, P ′k+1, P ′k, . . . , P ′2 are islands with respect to I2(C(P )) in
G(I2). Clearly they are connected components in G(I2\CQ).
By Condition (3) of Lemma 2.12, L(P ) ⊆ C(P ). By Claim (1), L(Q) ⊆ CQ. Hence,
I2(L(P )) ∪ L(Q) ⊆ I2(C(P )) ∪ L(Q) ⊆ CQ; that is, F(L(P ) ∪ L(Q)) ⊆ F(CQ).
ByClaim (2),F2(P ′k+1), F2(P ′k), . . . , F2(P ′2), F2(Qp+1), . . . , F2(Qh), F2(Qh+1) are con-
nected components in G(F2\F2(CQ)). By Lemma 3.23, we have that (i) an arc is in F(Q)
if and only if it intersects seg(h(w), t (v)); and (ii) F\F(Q) is an island with respect to
Bp(t (v))∪Bp(h(w)) in G(F). By Lemma 3.22, Bp(t (v))∪Bp(h(w))=F(L(P )∪L(Q)).
Since Bp(t (v)) ∪ Bp(h(w)) = F(L(P ) ∪ L(Q)) ⊆ F(CQ), we have that (1) F2(x) =
F(x) for any x ∈ F2(P ′k+1) ∪ F2(P ′k) ∪ · · · ∪ F2(P ′2) ∪ F2(Qp+1) ∪ · · · ∪ F2(Qh) ∪
F2(Qh+1);and (2) F2(x) intersects F2(y) if and only if F(x) intersects F(y) for any
x, y ∈ F2(P ′k+1)∪F2(P ′k)∪ · · · ∪F2(P ′2)∪F2(Qp+1)∪ · · · ∪F2(Qh)∪F2(Qh+1). Thus,
F(P ′k+1), F (P ′k), . . . , F (P ′2), F (Qp+1), . . . , F (Qh), F (Qh+1) are connected components
in G(F\F(CQ)). 
4. Conclusions
This paper presents a simple O(n)-time approximation algorithm for the path cover
problem on circular-arc graphs given a set of n arcs with endpoints sorted. The cardinality
of the path cover found by the approximation algorithm is at most onemore than the optimal
one. Let ∗(F ) be the cardinality of the path cover found by the approximation algorithm
given a family F of arcs on the circle. If ∗(F ) = 1, then (G(F )) = 1. Otherwise, let
p = ∗(F ) − 1. Then, (G(F )) = p if and only if G(F) ⊗ Kp has a Hamiltonian cycle
since (G(F ))∗(F ) − 1. Similarly, (G(F )) = p if and only if G(F) ⊗ Kp−1 has a
Hamiltonian path. Therefore, the following theorem concludes the result of the paper.
Theorem 4.1. Thepath cover problemoncircular-arc graphs canbe solvedbyanalgorithm
whose time complexity is the same as that of the most efﬁcient algorithm for the Hamiltonian
cycle and Hamiltonian path problems on circular-arc graphs.
The Hamiltonian cycle problem on circular-arc graphs can be solved in O(n2 log n) time
[37]. Hence, the path cover problem on circular-arc graphs can be solved in O(n2 log n)
time too. Whether there exists an efﬁcient algorithm whose time-complexity is better than
O(n2 log n) for solving the Hamiltonian cycle or Hamiltonian path problem on circular-arc
graphs remains open.
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