Imaging the band-to-band photoluminescence of silicon wafers is known to provide rapid and high-resolution images of the carrier lifetime. Here, we show that such photoluminescence images, taken before and after dissociation of iron-boron pairs, allow an accurate image of the interstitial iron concentration across a boron-doped p-type silicon wafer to be generated. Such iron images can be obtained more rapidly than with existing point-by-point iron mapping techniques. However, because the technique is best used at moderate illumination intensities, it is important to adopt a generalized analysis that takes account of different injection levels across a wafer. The technique has been verified via measurement of a deliberately contaminated single-crystal silicon wafer with a range of known iron concentrations. It has also been applied to directionally solidified ingot-grown multicrystalline silicon wafers made for solar cell production, which contain a detectible amount of unwanted iron. The iron images on these wafers reveal internal gettering of iron to grain boundaries and dislocated regions during ingot growth.
I. INTRODUCTION
Iron is a common and important impurity in solar-grade silicon materials such as ingot-grown multicrystalline silicon.
1- 4 The concentration of interstitial iron ͓Fe i ͔ can laterally vary across a wafer 5 and along the length of an ingot 4 and can also dramatically change during cell processing due to precipitate formation or dissolution and impurity gettering. 2, [6] [7] [8] [9] [10] [11] It is therefore of considerable interest to be able to map changes in the iron concentration both laterally and during processing.
Several techniques have been developed over the years to perform this task, based on the measurement of carrier lifetimes, or diffusion lengths, before and after dissociation of FeB pairs. 12 However, these techniques are relatively slow since they must measure these parameters point by point. The use of lifetime "imaging" methods rather than point-bypoint "mapping" methods would reduce the time required to obtain a high-resolution iron map from up to several hours to just minutes. This is in principle made possible by the recent advent of methods for rapid imaging of carrier lifetimes in silicon wafers, namely, infrared-lifetime mapping ͑ILM͒, 13 also referred to as carrier density imaging, 14 and photoluminescence ͑PL͒ imaging. 15 In fact, Henze et al. 16 recently used ILM to image interstitial iron concentrations in Ga-doped multicrystalline silicon wafers, revealing interesting effects near the grain boundaries.
In this paper, we introduce a method for such "iron imaging" using photoluminescence images taken before and after dissociation of FeB pairs. This approach offers the advantage that lifetime images can be obtained very rapidly ͑on the order of one second͒, 15 which reduces the amount of FeB pair breaking during the initial measurement ͑an important consideration for accurate iron imaging͒. Secondly, the PL images are immune to minority carrier trapping artifacts, 17 which are prevalent in solar-grade silicon materials such as multicrystalline silicon. This means that the technique can be applied at low injection levels, further reducing the amount of pair breaking during the first measurement. Coupled with a generalized analysis that takes account of variations in injection level from pixel to pixel and within each pixel after pair breaking, this technique can produce accurate, fast, and high-resolution images of the interstitial iron concentration.
II. EXISTING IRON MAPPING TECHNIQUES
There are two main existing methods that can map the interstitial iron concentration in silicon wafers. The first, based on a method developed by Zoth and Bergholz, 12 uses scanning surface-photovoltage ͑SPV͒ measurements of the low-injection carrier diffusion length. 9, 18, 19 Later, based on the same principle, microwave-detected photoconductance decay ͑W-PCD͒ maps of high-injection carrier lifetimes were used to generate iron maps, as shown for example, in Ref. 5 . Both these approaches use point-by-point mapping and are hence quite slow. In addition, SPV is often limited to cases where the diffusion length is shorter than the wafer thickness ͑which would not lead to a very efficient solar cell͒. The W-PCD mapping technique is also subject to some uncertainty regarding variations in injection level, as discussed in detail below. Iron mapping based on infrared photothermal radiometry has also been recently developed. the interstitial iron concentration ͓Fe i ͔ can be found via measurement of the carrier lifetime ͑or, equivalently, the diffusion length͒, before and after breaking FeB pairs in a borondoped p-type silicon sample. The iron concentration is determined by 10, 12 
where 0 and 1 are the lifetimes measured before and after breaking the FeB pairs. The conversion factor C depends on the energy level and capture cross sections of the Fe i and FeB states and the doping concentration.
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A critical consideration is that, in general, C also depends on the injection level, or excess carrier density ⌬n, at which the two lifetime measurements are taken. 10 Like many other techniques, SPV measurements are performed with the same generation rate for the two measurements before and after splitting the FeB pairs. This means that the injection level changes after splitting the FeB pairs, as indicated by the diagonal arrow labeled "SPV" in Fig. 1 . However, in the case of the SPV technique, this does not complicate the determination of C. Because SPV operates under true lowinjection conditions, the lifetimes due to Fe i and FeB pairs are injection independent, as can be seen in Fig. 1 at the lowest-injection levels. This results in a C value that is also injection independent, significantly simplifying the application of the technique in the case of SPV measurements. In practice, the effective lifetime under low injection may still be affected by injection-dependent surface recombination. The low-injection levels used for SPV also help us to ensure that minimal FeB pair splitting occurs during the measurements themselves.
In contrast, techniques such as ILM and W-PCD must operate at higher injection levels since they are prone to carrier trapping and other trappinglike effects. 17 In fact, they generally operate above the so-called "crossover point," shown in Fig. 1 , and which occurs at an excess carrier density of around 1 ϫ 10 14 cm −3 for 1 ⍀ cm B-doped material. 21 In the regime above the crossover point, the carrier lifetime increases after pair dissociation. Figure 1 indicates the region in which W-PCD measurements for Fe mapping are usually performed. It is clear that in this region, there is a strong injection dependence in the Fe i lifetime and also due to the impact of Auger recombination. This means that, in principle, the conversion factor C strongly depends on the local excess carrier density and therefore must be evaluated for each pixel since the injection level changes after pair dissociation and may vary from pixel to pixel. Since PL imaging is immune to trappinglike artifacts, it can in principle be used in the true low-injection regime as for SPV. In practice though, PL imaging is better used at moderate injection levels, where the signal-to-noise ratio of the relatively weak luminescence is higher. In this work, we have taken PL images at excess carrier densities below the crossover point, as indicated again in Fig. 1 . This was necessary because of the limited power of the laser diode array over a large area, which capped the available generation rate. However, the lower generation rate was also essential to avoid significant breaking of FeB pairs during the initial measurement. Note that the much higher-injection levels usually used for W-PCD measurements do not necessarily cause excessive pair breaking during measurement because the illumination is only present for a fraction of a second. By contrast, with PL or ILM imaging, which are steady-state techniques, the illumination must remain for seconds to minutes.
Nevertheless, at the moderate injection levels used for PL imaging, it is still necessary to account for the impact of changing injection levels on the C factor. In this work, we therefore developed and applied a generalized method for calculating the local ͓Fe i ͔, pixel by pixel, taking these effects into account. It also accounts for the influence of Auger recombination and is therefore applicable to W-PCD iron mapping as well.
Note that an alternative to this approach is to simplify the determination of C by ensuring that the two lifetime measurements are taken at the same value of ⌬n. This is illustrated in Fig. 1 by the vertical line labeled "QSSPC." This represents the excess carrier density at which quasi-steadystate photoconductance ͑QSSPC͒ lifetime measurements 22 are usually taken at in order to determine area-averaged iron concentrations ͑over a few square centimeters, the size of the sense head on this apparatus͒. 10 This is not generally possible with mapping or imaging methods.
Finally, it is important to note that, whichever technique is used to measure the lifetimes, it should be performed at carrier densities not too close to the crossover point since then the change in lifetime is very small and the technique is largely insensitive to iron. This may require different generation rates to be used for samples with very different lifetimes.
III. A GENERALIZED APPROACH TO IRON MAPPING AND IMAGING
Consider two steady-state lifetime measurements performed before and after FeB pair dissociation using the same generation rate G. During the initial measurement, the local excess carrier density ⌬n 0 is related to the initial lifetime 0 where Auger0 and Auger1 are the Auger lifetimes 23 at ⌬n 0 and ⌬n 1 , calculated according to the general parametrization in Ref. 23 , and other0 and other1 are the lifetimes due to all other recombination channels at ⌬n 0 and ⌬n 1 . If we make the approximation that other0 Ϸ other1 and subtract Eq. ͑1͒ from Eq. ͑2͒, the terms involving other cancel out. We may then use the Shockley-Read-Hall expressions 10, 24, 25 for Fe i and Fe B , followed by some rearrangement and simplifications due to the specific values of the capture cross sections and energy levels, to find an expression for the local interstitial iron concentration ͓Fe i ͔,
where
where v th is the thermal velocity, is the capture cross sections ͑for electrons or holes and for FeB or Fe i ͒, and p 1 and n 1 have their usual meanings in the Shockley-Read-Hall model. We have assumed a value of 1.1ϫ 10 7 cm/ s for v th . 26 The capture cross sections and energy levels for FeB and Fe i are taken from Ref. 21 , except for n Fe i for which we have used a value of 1.3ϫ 10 −14 cm 2 . We have found that this value gives a better agreement with the implanted doses in the single-crystal float-zone ͑FZ͒ sample. Note that since we are operating below the crossover point in this case, our data are much more sensitive to this capture cross section than ͓Fe i ͔ measurements performed at higher injection, for example, with the QSSPC tool or with W-PCD. This is because the capture cross section for minority carriers ͑elec-trons in p-type silicon͒ dominates the carrier lifetime at lower injection levels for deep levels such as Fe i , whereas at higher injection levels, the smaller majority carrier capture cross section of Fe i is dominant.
The parameters that are to be determined from the PL images then are ⌬n 0 and ⌬n 1 and 0 and 1 . The method for converting the local PL count rates into local ⌬n values is described in the following section. The values are then determined using ⌬n = G, assuming that the excess carrier density profile is approximately uniform throughout the sample thickness at any given point on the wafer.
Using the expressions above to calculate the local ͓Fe i ͔ pixel by pixel accounts for the changing injection level and Auger recombination. These considerations are not generally taken into account in the application of W-PCD to produce iron maps. Indeed, it may be difficult to do so since, being a differential lifetime technique, the true value of ⌬n is not always known. This would probably lead to some errors in Fe maps determined in this way, although the errors would hopefully be small.
Finally, it is worth noting that one of the most powerful aspects of the Zoth and Bergholz technique for determining iron concentrations is that the impact of other recombination channels, represented by other , is subtracted out when the two recombination rates ͑inverse lifetimes͒ are subtracted. This means that iron measurements can be taken even on samples that contain other significant sources of recombination. However, this approach is only valid if these other channels are not altered by the FeB pair breaking process. It is also only strictly valid if the two lifetimes 0 and 1 are measured at the same value of ⌬n since only then can we be certain that the value of other is the same in both cases. As discussed above, however, all mapping and imaging techniques necessarily use the same generation rate before and after pair splitting, meaning that the local ⌬n value itself changes. Hence, there is no way to reliably subtract the impact of other . This problem is, in principle, impossible to avoid for any method based on two lifetime measurements performed under the same generation rate, whether using W-PCD, ILM, or PL imaging. We can therefore only hope that such uncertainties remain small. This would certainly be true in the cases where the lifetime is dominated by iron, as is the case here, and when other recombination mechanisms and their injection dependence thus play a minor role. In cases where the injection dependence of other is thought to distort the results, a comparison of two pairs of measurements with different generation rates could be used to reveal the presence of such an effect.
We firstly applied our generalized pixel-by-pixel analysis, coupled with PL imaging, to generate iron images of a single-crystal float-zone wafer with distinct regions of varied but known concentrations of implanted iron. This allowed us to verify that the technique generates reasonably accurate iron concentrations. We subsequently applied the method to "as-cut" multicrystalline silicon wafers from a directionally solidified ingot made for solar cell production. Such wafers contain a detectible amount of "natural" interstitial iron that arises from contamination from the crucible. 2, 4, 27 The interstitial iron concentration in this material significantly varies across a wafer due to precipitation at internal crystal defects during ingot growth, thus providing an interesting application for the iron imaging technique.
IV. EXPERIMENTAL METHODS
A deliberately iron-contaminated single-crystal silicon sample was prepared by ion implantation using 0.9 ⍀ cm boron-doped p-type float-zone silicon. After initial surface etching and cleaning, the sample was subjected to three separate implantations of 70 keV Fe ions. Each implantation covered an area of 30ϫ 30 mm 2 , and the doses used were 1 ϫ 10 11 , 3ϫ 10 11 , and 6 ϫ 10 11 cm −2 . The sample was lowered by 10 mm in between each implantation, causing the implanted regions to overlap, and resulting in five distinct regions with total Fe doses of 1 ϫ 10 11 , 4ϫ 10 11 , 10ϫ 10 11 , 9 ϫ 10 11 , and 6 ϫ 10 11 cm −2 , each having a 10ϫ 30 mm 2 in size. After further surface cleaning, the sample was then annealed at 1000°C for 40 min in oxygen, growing a thin oxide that acts as a surface passivating layer. The wafer had a thickness of 0. 025 which was intended to avoid precipitation of Fe during annealing. However, for safety reasons, the furnace was allowed to cool ͑over several minutes͒ to 900°C before unloading, at which temperature the solubility limit is closer to 4 ϫ 10 13 cm −3 . It is therefore possible that some precipitation may have occurred in the regions with the highest doses. Note that the low ion energy and doses used here have previously been shown to leave negligible crystal damage after annealing at high temperature. 29 The directionally solidified multicrystalline silicon ͑mc-Si͒ samples were standard, commercially grown p-type boron-doped 1.5 ⍀ cm ͑approximately͒ wafers, 125 ϫ 125 mm 2 in size, and approximately 0.028 cm thick. After surface etching and cleaning, the samples were subjected to plasma-enhanced chemical vapor deposition of SiN films on both surfaces at 400°C to provide surface passivation, while avoiding significant dissolution or precipitation of the naturally occurring iron in the wafers.
PL images were obtained with the system developed at UNSW, described in detail elsewhere. 15 Steady-state carrier generation during imaging was achieved with an 815 nm laser diode array, the intensity of which could be varied. In this work, we used an incident photon flux of 2.5 ϫ 10 17 cm −2 s −1 , corresponding approximately to 1 sun illumination strength. The band-to-band PL intensity radiating from the wafer was monitored by a one megapixel silicon charge-coupled device camera. PL images were collected for a duration of 1 s. FeB pair dissociation was achieved by illuminating the wafers with the laser diode array for 1 min with 10 sun intensity before a second PL image was taken.
To create an iron image from the PL images, it is necessary to convert the measured PL count at each point into a local excess carrier density ⌬n. In this work, we achieved this by comparison to area-averaged carrier lifetime measurements performed with the QSSPC technique. 22 Among other things, this method allows direct measurement of the average ⌬n value under a given generation rate or photon flux. Comparison of this average ⌬n value to the averaged PL count rate over the same region allows the linear conversion factor between the local PL count rate and the local ⌬n value to be determined. For the conditions used here, this conversion factor was typically around 1 ϫ 10 10 cm −3 /count. Note that our assumption that ⌬n scales linearly with the PL intensity is valid if ⌬n is significantly less than N A since in general the PL intensity scales in proportion to ⌬n͑N A + ⌬n͒. 30 ͑in order to remain below the crossover point, as described above͒. It is important to note that calibrating PL counts by comparison with QSSPC data can lead to systematic errors of up to 20% due to photon reabsorption. 31, 32 This would lead to a comparable uncertainty in the interstitial iron concentration, in addition to uncertainties from other sources. Figure 2 shows the initial PL image of the implanted FZ sample before FeB pair dissociation, taken for 1 s under a generation rate of 1 sun. The five regions of different Fe doses are evident, with the lightest dose on the right ͑highest lifetime and therefore highest PL count rate͒, and the heaviest Fe dose in the middle ͑lowest lifetime and PL count rate͒. The carrier lifetime in this sample varied from 1.1 s in the center to 4.9 s on the right, as determined from the PL intensities. Figure 3 shows a line scan of the PL count rate through this sample, from left to right, both before and after FeB pair dissociation. Note that the count rate has dramatically dropped after pair dissociation, indicating that the lifetime has also dropped, to 0.3 s in the center and 1.6 s on the right. This is consistent with the fact that the excess carrier densities were in the range of 2 ϫ 10 12 -5 ϫ 10 13 cm −3 , well below the crossover point. By contrast, higher generation rates resulting in ⌬n values above the crossover point caused an increase in the PL intensity after FeB pair dissociation, as expected. However, it proved difficult to avoid significant dissociation of FeB pairs during the first measurement when using illumination intensities significantly greater than 1 sun for this sample. This can dramatically reduce the accuracy of the technique. Although the additional pair breaking can be partly offset by reducing the data collection time, unfortunately the FeB dissociation rate increases approximately quadratically with intensity. 33 It is therefore more accurate to perform iron imaging with PL at ⌬n values below the crossover point, as we have done here. This also suggests that to improve the signal to noise ratio in the luminescence detection, it is advisable to use longer exposure times with low light intensity since the count rate is linear with exposure time, rather than opting for higher illumination intensities. Figure 4 shows the PL data converted into an iron image using the expressions presented above. The ͓Fe i ͔ data are noisier than the raw PL data in Fig. 2 mainly because the second PL image, taken after pair dissociation, was noisier than the first ͑because of the reduced lifetime͒. Nevertheless, the regions of different Fe concentration are visible, although there is some blurring between the regions due to lateral diffusion of Fe during the annealing. The Fe concentrations obtained in each region were averaged ͑only taking data from the center of each region where the Fe concentrations were nearly constant͒ and are plotted again in Fig. 5 versus the Fe concentration expected from the implantation dose ͑solid symbols͒. In general, the measurements are in reasonable agreement with the expected values, although there appears to be a slight systematic underestimation of ͓Fe i ͔ for the two highest dosees. This is likely due to precipitation of some Fe i during cooling after annealing, as discussed above.
V. RESULTS AND DISCUSSION
Also shown in Fig. 5 is the data from multicrystalline silicon wafers containing natural iron ͑open symbols͒. For these wafers, we have averaged the interstitial iron concentration from the PL iron image over a region of several cm 2 . This has then been plotted against the iron concentration measured over the same region by a pair of area-averaged QSSPC lifetime measurements taken before and after pair dissociation. 10, 34 The QSSPC ͓Fe i ͔ values were determined at an excess carrier density of 1 ϫ 10 15 cm −3 , as is typical for this technique. Although this is above the crossover point, as opposed to the PL images, the agreement between the two techniques is encouraging. Figure 6 shows the initial PL image of one of these mc-Si wafers before pair dissociation. This wafer was from approximately 20% above the bottom of the ingot, i.e., a region which usually contains significant quantities of iron. The PL data indicates that there are narrow regions near the grain boundaries that actually have higher lifetimes than deeper within the grains. However, the grain boundaries themselves have a lower lifetime, as indicated by the thin dark lines within the brighter regions. These observations indicate that internal gettering of impurities to the grain boundaries has occurred during ingot cooling, as has often been observed in this type of material.
35-39 Figure 7 shows the corresponding Fe image generated from the pair of PL images. This shows that the interstitial iron concentration is dramatically reduced near the grain boundaries and highly dislocated areas, confirming that interstitial iron is indeed one of the impurities that are inter- nally gettered. In the other parts of this wafer, the interstitial Fe concentration is surprisingly uniform from grain to grain. This may reflect the fact that these wafers are supersaturated with Fe during ingot cooling, 4 and that the final intragrain Fe i concentration is driven largely by the solid solubility limit and precipitation energetics, which are common from grain to grain. The average value of ͓Fe i ͔ in the iron image of Fig.  7 is 9 ϫ 10 12 cm −3 . This compares well with the average ͓Fe i ͔ measured on this wafer using the QSSPC technique which was 7 ϫ 10 12 cm −3 . Figure 8 shows a line scan of the PL count rate along the vertical line shown in Fig. 6 , both before and after FeB pair dissociation, in analogy to Fig. 3 for the FZ sample. Again, it is evident that the images were taken at excess carrier densities well below the crossover point. Note that the PL intensity is greatest and changes the least upon dissociation, near the grain boundaries, reflecting the lower Fe i concentrations there.
Finally, it is striking to notice the strong anticorrelation between the two images in Figs. 6 and 7-regions of low lifetime correspond to regions of high ͓Fe i ͔. This would suggest that Fe i has a strong impact on the carrier lifetime in wafers from this region of a mc-Si ingot. Indeed, we know this to be true from other measurements of ͓Fe i ͔ based on QSSPC lifetime measurements. 34 
VI. CONCLUSIONS
A technique for imaging the interstitial iron concentration across p-type silicon wafers based on band-to-band photoluminescence imaging has been developed. The method is rapid and offers high spatial resolution. It is suited to studying the behavior of iron, and by analogy other metal impurities, in photovoltaic silicon materials such as multicrystalline and ribbon silicon during ingot growth and cell processing. With the advent of less pure, solar-grade, silicon feedstock materials, such techniques will become increasingly useful. An important feature of PL imaging for the generation of iron images is the speed with which the PL images can be generated ͑1 s under 1 sun was used here͒. This enables the initial measurement to be carried out with minimal breaking of FeB pairs. While applied to iron in boron-doped silicon here, the technique could in principle be extended to other metal-acceptor pairs in silicon, such as CrB, MnB, and FeGa, for example. Fig. 6 , from top to bottom, before and after FeB pair dissociation.
