We give some results about the dynamics of a particle moving in Euclidean three-space under the influence of the gravitational force induced by a fixed homogeneous circle. Our main results concern (1) singularities and (2) the dynamics in the plane that contains the circle. The study presented here is purely analytic.
In what follows we consider the fixed homogeneous circle C contained in the xy-plane and centered at the origin. Also, by rescaling we can consider the circle with radius equal to one (see section 1.3) . Then the mass M of C is given by M = 2πλ. A quick examination of the problem shows that (see section 1.2 for more details) the z-axis, the horizontal plane (i.e. the xy-plane, which contains the circle) and any vertical plane (i.e any plane that contains the z-axis) are invariant subspaces of our problem. Also, any radial line (i.e. any line in the xy-plane that passes through the origin) is an invariant subspace. Here by an invariant subspace Λ we mean that any solution that begins tangentially in Λ is totally contained in Λ. The restriction of the problem to the z-axis is a one dimensional problem which is not difficult to treat. In fact it is a special case of a problem studied by Sitnikov (see [1] , [5] ). Our two next results discuss the dynamics restricted to the horizontal plane. This problem is a central force problem. For r ∈ IR−{1} define the function V (r) = V (ru), where u is any vector in the xy-plane of length one (note that we are using the same letter V for two different functions). This restricted problem has two cases: inside the circle and outside the circle. It is a classical result that using the polar coordinates (r, θ) of a point (x, y) in the horizontal plane it can be proved that system 0.1 is equivalent to:
. θ = K r 2 (see [2] ). Here the constant K is the angular momentum of the solution. Hence this problem can be reduced in a canonical way to a problem with one degree of freedom (the variable r(t)) and once we know r(t), we can obtain θ(t) by integration. Note that K = 0 if and only if the solution lies in a radial line (i.e. θ(t) is constant). Equation where U denotes the effective potential U (r) = K 2 2r 2 + V (r). Note that U (r) depends on K, that is for each K we may have different functions U (r) (maybe we should write U K (r) but we do not want to complicate our notation). Hence the dynamics is determined once we know the behavior of the effective potential for all values of K. Note that outside the circle the effective potential is defined for 1 < r < ∞ and inside the circle the effective potential is defined for 0 < r < 1 (for K = 0) and for −1 < r < 1 (for K = 0).
Theorem B. The effective potential U (r) inside the circle has the following properties:
i. ii. lim r→1 − U (r) = −∞.
iii. For K = 0 we have lim r→0 + U (r) = ∞.
iv. For K = 0 we have that U (r), −1 < r < 1, is even.
The following are direct consequences of the Theorem above. Note that for K = 0, U (r), −1 < r < 1, has an absolute maximum value E 0 = U (0) = V (0) = −M = −2πλ , at r = 0. Hence r ≡ 0 or, equivalently r(t) = 0, t ∈ IR, is an equilibrium solution.
2. By (i) of the Theorem, the force inside the circle is repulsive.
3.
As mentioned before, for K = 0 a solution r(t) (with polar coordinates (r(t), θ(t)) stays in a radial line, i.e. θ is constant. Without loss of generality we can assume that this radial line is the x-axis, that is θ = 0. Hence r(t) = (x(t), 0, 0), where x(t) = r(t). Let E = E(x,ẋ) denote the energy of r(t) = (x(t), 0, 0). It follows that the phase portrait (i.e the level curves of E = E(x,ẋ) in the xẋ-plane) has the following form:
Consequently, depending on the energy the particle behaves in the following way. If E < E 0 the particle comes from the point p = (±1, 0, 0) in the circle, stops before reaching the origin and then turns back to the point p. If E > E 0 the particle comes from the point p in the circle, and goes all the way to the point −p.
If E = E 0 we have three cases: the particle comes from the point p in the circle and converges to the origin (in infinite time), or comes from the origin (in infinite time) and converges to p, or stays at rest in the origin.
4.
For K = 0 we have that a solution r(t) never passes through the origin. By Theorem B, this solution comes from the circle and returns to it (in finite time, by Theorem A). Note that there is a unique t 0 such that r(t 0 ) is the closest point to the origin. Sinceṙ(t 0 ) = 0 we have thaṫ r(t) is perpendicular to r(t). We say that r(t) is normalized if r(t 0 ) lies in the positive y-axis. Note that, by symmetry, any solution (inside the circle) with K = 0 can be obtained from a normalized one by a rotation. (See Fig. 0.2 It follows from this Proposition that the intervals of definition (a, b) of solutions inside the circle are as follows: (1) for K = 0 we have that a and b are both finite (2) for K = 0 and E = E 0 we also have a and b are finite (3) for K = 0 and E = E 0 either a = −∞ and b = ∞ or exactly one of a and b is finite. We now state the results concerning the effective potential U (r) for the case r > 1, that is outside the circle.
Theorem C. The effective potential U (r), r > 1 (outside the circle) has the following properties:
iii. lim r→∞ U (r) = 0.
Also there are K 0 > 0, r 0 , 1 < r 0 < 2, and continuous functions r 1 = r 1 (|K|), r 2 = r 2 (|K|) defined for |K| ≥ K 0 , with 1 < r 1 ≤ r 0 ≤ r 2 such that:
viii. r 1 is a decreasing function and lim K→∞ r 1 = 1.
ix. r 2 is an increasing function and lim K→∞ r 2 = ∞.
Remark. The special value r 0 does not depend on the density λ (or on the mass M ) of the circle. Since Note that for K / ∈ [−K 0 , K 0 ] the function U (r) has a local maximum at r 1 and a local minimum at r 2 . By (x.) of Theorem C, the local maximum value U (r 1 ) at r 1 is eventually (as K → ∞ and r 1 → 1 − ) a global maximum and U (r 1 ) → +∞. The following are direct consequences of Theorem C.
1.
The force outside the circle is attractive.
2.
We discuss the stability of circular solutions. By a stable solution we mean the following. A solution is stable if solutions with initial conditions close to the initial conditions of r(t) stay close to r(t). Recall that for a fixed K, a circular solution with radius r has momentum K if and only if r is a critical point of U (r). Hence for K ∈ (−K 0 , K 0 ) there are no circular solutions with momentum K. For every K / ∈ [−K 0 , K 0 ] there are exactly two circular solutions with radii r 1 (|K|) and r 2 (|K|). The circular solution with radius r 1 is not stable and there are "spiral" solutions approaching it from the inside and the outside. The circular solution with radius r 2 is stable and has no "spiral" solutions approaching it. For K = K 0 there is exactly one circular solution with radius r 0 . This circular solution is unique among all circular solutions. It is unstable and have spiral solutions approaching it only from the inside. Also it can be approximated by stable circular orbits from the outside (with varying momenta K). It follows that a circular solution with radius r is stable if and only is r > r 0 . Note that a non-circular solution with momentum K 0 either collides to the circle, escapes to infinity or is the solution that approaches the circle (in infinite time).
3. Let E = E(r,ṙ) denote the energy of r(t). Using Theorem C we can deduce the face portraits. We have three cases:
. In this case all solutions either collide to the circle or escape to infinity.
(ii) K = K 0 . In this case all solutions (different from the unique circular solution of radius r 0 ) either collide to the circle or escape to infinity or converge to the circular solution with radius r 0 . 
. We have also three cases: E > 0, E < 0, E = 0. Note that, by (iv.), (vii.) and (x.) of Theorem C all three cases do happen. For E > 0 we have: In region I (see figure 0.6 below) the solutions are bounded, and converge to the circle. In region II the solutions are unbounded, come from infinity and converge to the circle. In region III the solutions are unbounded, come from to the circle and escape to infinity. In region IV the solutions are unbounded, approach the circular solution (with radius r 1 ) and escape to infinity.
In region V the solutions are bounded, and stay close to the circular solution (with radius r 2 ).
In figure 0.6 the solution represented by γ 3 converges to the unstable circular solution (with radius r 1 ). The solution represented by γ 2 comes from the circular solution (with radius r 1 ) and converges to the circle. The solution represented by γ 4 comes from the circular solution (with radius r 2 ) and escapes to infinity. We mentioned above that a circular solution of radius r in the horizontal plane is stable (among solutions in the horizontal plane) if and only if r > r 0 . The following question arises: are these solutions stable in IR 3 ? The answer is affirmative, but before we state this result we have some comments. Since our original problem (in IR 3 ) is invariant by rotations around the z-axis, the problem can be reduced in a canonical way to a problem with two degrees of freedom (see section 5). In fact, every solution r(t) = (x(t), y(t), z(t)) can be written as r(t) = (r(t)cosϕ(t), r(t)sinϕ(t), z(t)), i.e the cylindrical coordinates of r(t) are (r(t), ϕ(t), z(t)), and (r(t), ϕ(t), z(t)) satisfy a system of equations (system (5.6)). Moreover, once we know r(t) we can obtain ϕ(t) by integration. We say that (r(t), z(t)) is the canonical projection solution of r(t). That is, the canonical projection solution is obtained from the solution by the map (x, y, z) → (r, z), r = x 2 + y 2 . We have that (r(t), z(t)) satisfy the first two equations of (5.6). Note that under this projection the circle C projects to a point x C with rz coordinates (1,0). We say that a solution is circular if its canonical projection solution (r(t), z(t)) is an equilibrium position of the system formed by the first two equations of (5.6). and density λ. We write W (x, z; ǫ) for the restriction of this potential to the xz-plane. Define ∇W (x, z; 0) := 64 λ (x,z) x 2 +z 2 , (x, z) = (0, 0). Let ∇W (x, z; ǫ) be the gradient of W (x, z; ǫ) with respect to the variables x and z. Also, let A = { (x, z; ǫ) ; (0, 0) = (x, y) = ( 2 ǫ , 0) }. Thus ∇W (x, z; ǫ) is defined on A.
Proposition 4. ∇W is continuous on A.
Note that ∇W (x, z; 0) = 64λ∇ln( √ x 2 + z 2 ) and recall that 2λ ln( √ x 2 + z 2 ) = λln(x 2 + z 2 ) is the potential induced by the infinite wire (with constant density λ and infinite mass) orthogonal to xz-plane intersecting the xz-plane at the origin. Hence the problem of the fixed homogeneous circle with large radius, constant density λ, and centered at ( 1 ǫ , 0, 0)) can be regarded as a perturbation of the problem of the infinite homogeneous straight wire with density 32λ. (To obtain the same density λ, instead of 32λ, it is enough to take circles with radius
There are a few textbooks where it is claimed that the potential function of fixed homogeneous circles with large radii "converge" to the potential function of the infinite straight wire, but we have not found satisfactory proofs of these claims. In fact, it seems that in order to avoid the problems with the infinities, we have to work with the gradients, instead of the potentials. This necessity seems to be related to the fact that if we try to calculate the potential of the infinite straight wire by integrating V (p) = +∞ −∞ dx p−(x,0,0) we obtain infinity, but the integral for the gradient does converge (or can be computed easily from Gauss formula).
Finally we present our last result. The potential V of our problem at P can be written as 
Proposition 5. We have the following formulas:
This paper has 7 sections. In section 1 we give some preliminary results that will be needed later. These include some basic facts about symmetry, elementary properties of the potential function as well as some identities related to the potential function. In sections 2, 3 and 5 we prove Theorems A, B and C, respectively. At the end of section 5 we prove Proposition 3 and also prove that the only equilibrium position is the origin. By symmetry it is clear that the origin is an equilibrium position but it is not too trivial to prove that it is the only one. In section 4 we prove Propositions 1 and 2. Finally in sections 6 and 7 we prove Propositions 4 and 5, respectively. This problem was proposed by H. Cabral. We are grateful to him. As before consider the fixed homogeneous circle C with constant density λ and radius ρ, contained in the xy-plane, and centered at the origin. The mass M of C is 2πλρ. We denote by P = (x, y, z) the coordinates of the position of a particle in IR 3 \ C and let V (P ) be the potential at P induced by C. Let D = D(P ) and d = d(P ) denote the maximum and minimum distances from the particle P to the circle. We have the following expressions for these distances:
It was proved by Gauss (see [6] ) that
. Then we have
It was also proved by Gauss (see [6] ) that
Remark 1.1 Recall that the arithmetic-geometric mean σ(m, n) of two positive numbers m, n is defined in the following way. Set m 1 = m+n 2 and n 1 = √ mn and define inductively the sequences
It can be shown that lim m i = lim n i . This common limit was called by Gauss the arithmeticgeometric mean σ(m, n) of m and n.
Remarks.
, where K is the elliptic integral of the first kind.
(1 − t) n . This series can be obtained from the power series of K (see [6] ).
Lemma 1.2 (i) f is a decreasing function and f
′ is an increasing function. (ii) σ(d, 1) ≥ √ d (iii) f (t) ≤ π 2 1 4 √ t (iv) |f ′ (t)| ≤ 1 2 f (t) t (v) |f ′ (t)| ≤ π 4 1 t 5/4 (vi) lim t→0 + f (t) = +∞ (vii) lim t→0 + tf ′ (t) = − 1 2 Proof. (i) f ′ (t) = − 1 2 π 2 0 sin 2 θdθ (cos 2 θ+tsin 2 θ) 3/2 < 0, which implies that f is a decreasing function. f ′′ (t) = 3 4 π 2 0 sin 4 θdθ (cos 2 θ+tsin 2 θ) 5/2 > 0, which implies that f ′ is an increasing function. Note that f (n) (t) < 0, if n is odd, and f (n) (t) > 0, if n is even. (ii) By the definition of σ, we have that σ(d, 1) ≥ (geometric mean of d and 1) = √ d. (iii) Setting D = 1, d 2 = t,
and applying (ii), we obtain (iii). (iv) |f
. A change of variable shows
We have the following power series for the elliptic integral of the first kind K(k) (see [6] , p. 203), 
Symmetries of the potential.
In this section we study the symmetries of the fixed homogeneous circle problem and determine the invariant subspaces. As before, we are considering the fixed homogeneous circle C, contained in the xy-plane and centered at the origin. We call the xy-plane, that contains C, by horizontal plane, and any plane that contains the z-axis by vertical plane.
By a symmetry of our problem we mean a transformation IR 3 − C → IR 3 − C that preserve V . The symmetries of V are evident from the geometry of the problem: they are the rigid transformations of IR 3 that preserve C:
Proposition 1.3 The potential V is invariant by: (i) Rotations about the z-axis, (ii) Reflection with respect to the horizontal plane, (iii) Reflections with respect to a vertical plane.
Proof. It follows from (1.3) and from the expressions of D and d (see section 1.1).
Corollary 1.4 The gradient field ∇V is invariant by: (i) Rotations about the z-axis, (ii) Reflection with respect to the horizontal plane, (iii) Reflections with respect to a vertical plane.
Proof. Since all symmetries above are isometries of IR 3 \ C (with the canonical flat metric), the Corollary follows from the Proposition above and from a classical result in the elementary theory of mechanical systems on riemannian manifolds. Proof. It follows from the following facts:
-the z-axis is the invariant space of all the symmetries in (i), -the horizontal plane is the invariant space of the reflection in (ii), -a vertical plane is the invariant space of a refection in (iii).
Note that a radial line (i.e. any line in the xy-plane that passes through the origin) is also an invariant subspace since it is the intersection of the horizontal plane with a vertical plane.
Properties.
We will need to consider circles with variable radius and mass. Write V (r, ρ, M ) to denote the potential induced by C, contained in the xy-plane and centered at the origin, with radius ρ and mass M , and ∇V (r, ρ, M ) to denote the gradient (with respect to r) of V (r, ρ, M ).
Lemma 1.7
The potential V of the fixed homogeneous circle problem satisfies the following identities: Proof. It follows from Lemma 1.7, by a direct calculation. Remark 1.9 Note that if r(t) and s(t) are as above, then they have the same qualitative properties. For instance, if r(t) is periodic then s(t) is also periodic (with period
, where T is the period of r(t)).
Note that Lemma 1.7 and Corollary 1.8 imply that in the study the fixed homogeneous circle problem we can assume the mass and the radius to be equal to one.
2 Singularities: Proof of Theorem A.
To prove Theorem A we first show the following Proposition, which is of general nature. In the next Proposition dist denotes "Euclidean distance".
. Since the total energy E = E(r(t)) = V (r(t)) + 1 2 ||ṙ(t)|| 2 is constant, we have that ||ṙ(t)|| = 2(E − V ), with V = V (r(t)) and E constant. Then we have ||ṙ(t)|| ≤ 2(E − v 0 ), for t ∈ [t * i , s * i ]. Since the length of the curve r(t) between [t * i , s * i ] is larger than the distance
Since we have an infinite number of disjoint intervals
In what follows of this section let C be the fixed homogeneous circle in IR 3 centered at the origin, contained in the horizontal plane and with constant density λ and radius 1. Also let V be the potential induced by C and r(t) be a solution of
To prove this Proposition we need the following Lemmas. Let {r n } n∈IN ⊂ IR 3 − C.
Lemma 2.3 lim n→+∞ V (r n ) = 0 if and only if lim n→+∞ ||r n || = +∞.
Proof. Suppose first that ||r n || → +∞. For all u ∈ C, we have ||u|| = ρ. Hence, for ||r|| > ρ, and u ∈ C, we have ||r − u|| ≥ |||r|| − ||u||| = |||r|| − ρ| ≥ ||r|| − ρ.
where M = C λ du is the mass of C. It follows that lim n→+∞ V (r n ) = 0. Suppose now that V (r n ) → 0. Since ||u|| = ρ, for u ∈ C, we have Proof. Suppose that lim n→+∞ V (r n ) = −∞. Since 0 < dist(r n , C) ≤ ||r n −u||, for all u ∈ C, we have 0
Proof of Proposition 2.2. First note that, by the two Lemmas above, V −1 (c) is compact, for all c < 0. Now, let r(t), t ∈ (a, b), b < +∞, be a maximal solution of ..
r = −∇V (r).
Then lim t→b − V (r(t)) exists (it could be finite or infinite), otherwise, by the continuity of V we could choose two sequences (t n ), (s n ) such that t 1 < s 1 < t 2 < s 2 < . . . , t i , s i ∈ (a, b), with V (r(t i )) = v 0 , V (r(s i )) = v 1 , v 0 < v 1 . Since V −1 (v 0 ) and V −1 (v 1 ) are disjoint compact and non-empty, we have that dist(V −1 (v 0 ), V −1 (v 1 )) > 0. Hence, by Proposition 2.1 we would have that b = +∞, a contradiction.
Since image V ⊂ (−∞, 0), it follows that lim t→b − V (r(t)) is either 0, or it is a number v * = 0, or it is equal to −∞. We show that the two first possibilities do not happen. It will then follow that lim t→b − V (r(t)) = −∞ and therefore, by Lemma 2.4, we would have that lim t→b − dist(r(t), C) = 0, which proves the Proposition.
If lim t→b − V (r(t)) = 0, then there exists t 0 such that for all t > t 0 , v 0 < V (r(t)) < 0, with v 0 = V (r(t 0 )). On the other hand by Lemma 2.3, we have that ||r(t)|| → +∞ when t → b − . Moreover, since E = V (r(t)) + 1 2 ||ṙ(t)|| 2 , E is constant then ||ṙ(t)|| < 2(E − v 0 ), for all t ∈ (t 0 , b), that is, the velocity is bounded in this interval. We also have that
Since V −1 (v 0 ) is compact, there exists r > 0 such that V −1 (v 0 ) ⊂ B(0, r) and since ||r(t)|| → +∞, given n > 0, there exists t n such that for all t ∈ [t n , b), r(t) / ∈ B(0, n). This implies that, d t = dist(r(t), V −1 (v 0 )) > n−r, for all b > t ≥ t n . In particular, d tn ≥ n−r, and for b > t n > t 0 ,
. Hence, lim n→∞ t 0 + n−r Finally suppose that lim t→b − V (r(t)) = v * , with v * ∈ (−∞, 0). Hence, given ε > 0, there exists t ε such that for all t > t ε , V (r(t)) ∈ (v * − ε, v * + ε). Let v 0 = v * − ε, v 1 = v * + ε; we can suppose that 0 < ε < |v * |, hence v 1 < 0. Clearly the set V −1 ([v 0 , v 1 ]) is not empty and since V is continuous, this set is closed in IR 3 \ C. Moreover, by Lemma 2.4, this set is closed in IR 3 , and by Lemma 2.3 it is bounded (because v 1 < 0). Hence,
On the other hand, from the energy equation, we have ||ṙ(t)|| 2 = 2(E − V (r(t))), therefore, for all t > t ǫ , we have ||ṙ(t)|| ≤ 2(E − v 0 ) = c 2 . Hence the maximal solution (r(t),ṙ(t)), t ∈ (a, b), of the system of first order differential equations
is contained in the compact V −1 ([v 0 , v 1 ]) × B(0, c 2 ), for t ∈ (t ǫ , b). It follows from a classical result in the elementary theory of differential equations (see [4] ) that b = +∞, a contradiction. This proves the Proposition.
Proof of Theorem A. Let r(t), t ∈ (a, b), b < +∞, be a maximal solution of .. r = −∇V (r). By Proposition 2.2, we have that lim t→b − dist(r(t), C) = 0. To prove that lim t→b − r(t) = r * ∈ C, we write this system in cylindrical coordinates (r, θ, z) in (IR 3 \ {z − axis}). We have (see equations (5.6) of section 5):
.. 2 , where K is constant and V (r, z) = V (r cosθ, r sinθ, z). Since the circle in cylindrical coordinates is given by C = {(ρ, ϕ, 0), ϕ ∈ IR}, we have that showing lim t→b − r(t) = r * ∈ C is equivalent to showing lim t→b − r(t) = ρ, lim t→b − z(t) = 0 and lim t→b − θ(t) = θ 0 , for some θ 0 . The two first limits follow from the fact that lim t→b − dist(r(t), C) = 0. We will now prove that lim t→b − θ(t) = θ 0 . If K = 0, θ(t) is constant, and we have nothing to prove. Suppose then that K > 0. Hence θ(t) is an increasing function. Thus, to prove that the limit of θ(t) exists, it is enough to prove that θ(t) is bounded above, for t in a neighborhood of b.
Since r(t) → ρ, there exists t 0 such that, for t > t 0 , r(t) >
< +∞ for all t ∈ (t 0 , b). Therefore, the limit of θ(t) when t → b − exists. This proves the Theorem.
3 The Dynamics Inside the Circle: Proof of Theorem B.
In this section we consider again the fixed homogeneous circle C contained in the xy-plane, centered at the origin and with radius 1 and constant density λ. Let r = (x, y) be the position of the particle in this plane, under the influence of the gravitational attraction induced by C. Let r = ||r|| and θ be the polar coordinates of r = (x, y). Also, let D and d be as in section 1. In the horizontal plane we have D 2 = (r + 1) 2 and d 2 = (r − 1) 2 = (1 − r) 2 . Hence the expression for the potential (1.3) becomes
Since V depends only on r, we have a central force problem and (see [2] , ch.3) the system of equations .. r = −∇V (r) (restricted to the horizontal plane) is equivalent to the system:
where K = r ×ṙ, e 3 = xẏ −ẋy is the angular momentum. Note that
where U (r) = K 2 2r 2 + V (r). The function U (r) is called the effective potential . 
Proofs of Propositions 1 and 2.
First we prove Proposition 2, but before we give some remarks. Let r(t) be as in the statement of Proposition 2. Without loss of generality we can assume that t 0 = 0 (see definition of a normalized solution).
(1) Recall that the curvature of the curve r(t) is by definition
where n(t) = (−ẏ(t),ẋ(t)) ||(−ẏ(t),ẋ(t))|| andṙ ⊥ (t) = ṙ(t) n(t) = (−ẏ(t),ẋ(t)).
(2) Note that k(t) is continuous and is never zero because if k(t) = 0 for some t, then .. r (t)⊥ n(t) and follows thatṙ(t) is radial (because .. r (t) is always radial), and then the solution r(t) would be radial, that is K = 0, a contradiction. r (0)|| 2 > 0, withc > 0. In this case, since k is continuous and is always non-zero, we have that k > 0, for all t.
Proof of Proposition 2. Let r(t) = (x(t), y(t)) be as in the statement of Proposition 2 and recall that we are assuming t 0 = 0. Let (a, b) be the maximal interval on which r(t) is defined. Then a < 0 < b.
Claim.ẋ(t) = 0, for all t ∈ (a, b).
We prove thatẋ(t) = 0, for all t ∈ [0, b), the proof for t ∈ (a, 0] is similar. Suppose that there exists t 0 ∈ [0, b) such thatẋ(t 0 ) = 0. Let t 0 = min{t ≥ 0 ;ẋ(t) = 0}. Sinceẋ is continuous andẋ(0) > 0, it follows that t 0 > 0. Thenẋ(t) > 0, for t ∈ [0, t 0 ). We havė r(t 0 ) = (ẋ(t 0 ),ẏ(t 0 )) = (0,ẏ(t 0 )), withẏ(t 0 ) = 0, becauseṙ(t) = 0, for all t. We can writė r(t) = a(t)(cosϕ(t), sinϕ(t)), with a(t) = ṙ(t) > 0 and ϕ(0) = 0, ϕ continuous. Differentiating:
.. r (t) =ȧ(t)(cosϕ(t), sinϕ(t))+a(t)φ(t)(−sinϕ(t), cosϕ(t)).
. Because the curvature is positive (see Remark (3) above) this shows thaṫ ϕ(t) > 0 and ϕ(t) is an increasing function. Sinceẋ(t 0 ) = 0, ϕ(t 0 ) = π 2 (henceẏ(t 0 ) > 0), or ϕ(t 0 ) = 3π 2 (henceẏ(t 0 ) < 0). Since ϕ is an increasing function we have that ϕ(t 0 ) = π 2 , which implies thatẏ(t 0 ) > 0. Since x is increasing on (0, t 0 ), we have that x(t 0 ) > 0. Recall that .. r (t) is radial and expansive, that is,
Therefore there is no t 0 such thatẋ(t 0 ) = 0. This proves the claim.
It follows from the claim thatẋ(t) > 0, a < t < b. Hence x(t) is a increasing function. In this way the function t → x(t) is one-to-one and it follows that x(t) possesses an inverse t = t(x). Define f (x) = y(t(x)). Note that the graph of f is equal to the trace of r. Differentiating f with respect to x, we have
.
Differentiating again we have
r, ||ṙ|| n = k||ṙ|| 3 x 3 > 0 becauseẋ > 0 and k > 0. Hence the trace of r(t) is given by the graph of a convex function f . By the symmetry of the problem, the solution r(t) is symmetric with respect to the y-axis.
Hence the function f is even.
Proof of Proposition 1. Let r(t) and (a, b) be as in the statement of Proposition 1. Let r(t) = ||r(t)||. Then r(t) satisfies
. Suppose that r(t) → 1 − , when t → b − . By Theorem B we have lim t→b − U (r(t)) = lim r→1 − U (r) = −∞. Thus there exists t 0 such that U (r(t)
2(E−U (r))
and it follows that t(r) = r r 0 dr √
+ t 0 , r 0 ≤ r < 1. In this way
(1 − r 0 ) + t 0 < +∞. This proves part (1) of Proposition 1.
We now prove part (2) of Proposition 1. Again, let r(t) = (x(t), y(t)) and (a, b) be as in the statement of Proposition 1. Assume r(t) → 1, when t → b − . We have E =
Without loss of generality suppose that r(t) converges to the point (1, 0) of the circle, that is x(t) → 1 and y(t) → 0 when t → b − .
We shall show thatṙ(t) becomes horizontal as
x(t) → 0 when t → b − . First, note thatẋ(t) = 0 for t close to b. Moreover,ẋ(t) → +∞ when t → b − . To see this suppose that there exists a sequence t n → b − with |ẋ(t n )| < M for some M . Then |ẏ(t n )| → +∞ (because ||ṙ(t n )|| → +∞). Hence |K| = |ẋ(t n )y(t n ) −ẏ(t n )x(t n )| → +∞, a contradiction because K is constant. Now, suppose that 5 Dynamics Outside the Circle: Proof of Theorem C.
As in section 3 we consider the fixed homogeneous circle C contained in the xy-plane, centered at the origin and with radius 1 and constant density λ. Also r will denote the position of a particle in this plane, under the influence of the gravitational attraction induced by C. Let r = ||r||. This proves (i) of Theorem C. When r → 1 + we have that the particle tends to the circle. To prove (c.) we compute the first two derivatives of g(r). A direct calculation shows:
It follows that Note that r 0 does not depend on λ even though g(r) does. From the Lemma above we can have an idea how the graph of g(r) looks like:
. From the Lemma follows that the restriction of g(r) to the interval (1, r 0 ] is a decreasing function. Also g(r) restricted to the interval [r 0 , ∞) is an increasing function. Hence the same is true for the function g(r). Therefore the functions
have inverses which we call r 1 and r 2 respectively. It is not difficult to verify that (iv), (v), (vii), (viii), (ix) hold for r 1 and r 2 . Next we prove (vi).
. Since
tends to −2πλ when r → ∞, then for large r we have that U (r) is negative. This together with (ii), (iii) of the statement of Theorem C and the fact that U (r) has exactly two critical points at r 1 and r 2 imply that d dr U (r) > 0 for 1 < r < r 1 and r > r 2 . To prove that d dr U (r) < 0 for r 1 < r < r 2 it is enough to prove that
Finally we prove (x). Since K 2 = r (r 2 1 −cos 2 θ) 3/2 dθ, where the last equality is obtained by a change of variable.
Since r 1 → 1 + when K → ∞ (by viii), it is enough to prove that lim r→1
2cos 2 θ−1 sin 3 θ dθ is finite, it is enough to prove that lim r→1
(r 2 −cos 2 θ) 3/2 dθ = ∞. We can assume r < 0 dθ
We now prove Proposition 3, but before we need some definitions and comments. Since V (r), r ∈ IR 3 − C, is invariant by rotations around the z-axis we can reduce our problem in a canonical way to a problem with two degrees of freedom. Using cylindrical coordinates (r, ϕ, z), the Lagrangian in these coordinates can be written as: L(r, ϕ, z,ṙ,φ,ż) = 1 2 (ṙ 2 +r 2φ2 +ż 2 )−V (r, z), where V (r, z) = V (r), r = (rcosϕ, rsinϕ, z). Then it is straightforward to verify that the system .. r = −∇V (r) in these coordinates is given by:
where K is the (constant) angular momentum. Note that the first two equations of system (5.6) can be rewritten as (
..
x,
) is a solution of the first two equations of (5.6), defining ϕ(t)
, we have that (r(t), ϕ(t), z(t)) is a solution of (5.6). Then (r(t) cosϕ(t), r(t) sinϕ(t), z(t)) is a solution of s = −∇U (s). If 1 < r < r 0 we know that the corresponding circular solution is not stable. To prove that the circular solution that corresponds to (r, 0), r > r 0 , is stable it is enough to prove that (r, 0) is a strict local minimum of U .
Since (r, 0) is a critical point of U , we have that r is a critical point of U , and since r > r 0 , r = r 2 (K) for some K. Hence r is a strict local minimum of U (r). But an easy calculation from the definition of V shows that V (r, 0, 0) ≤ V (r, 0, z), for all r, z, (r, z) = (±1, 0), which implies that U (r) = U (r, 0) ≤ U (r, z). Therefore r = r 2 (K) is a strict local minimum of U .
To finish this section we prove that the origin is the only equilibrium position. Note that by symmetry it is a simple matter to show that the origin is in fact an equilibrium position. 
Proof of Proposition 4.
Consider the fixed homogeneous circle with constant density λ, contained in the xy-plane and passing through the origin, with radius 
Lemma 6.3
If (x n , y n , ǫ n ) → (x, y, 0) = (0, 0, 0), with ǫ n = 0, (x n , y n ) / ∈ C ǫn , then lim n→+∞ h(x n , y n ; ǫ n ) = 64λ.
Proof. First note that lim n→+∞ h 2 (x n , y n ; ǫ n ) = −32λ. Also lim n→+∞ . Therefore lim n→+∞ h(x n , y n , ǫ n ) = lim n→+∞ (x 2 n +y 2 n )( ǫ 2 n tn )(f ′ (t n )t n )h 2 (x n , y n ; ǫ n ) = (x 2 + y 2 ) 4 x 2 +y 2 (− 1 2 )(−32λ) = 64λ, where we are using the fact that lim t→0 + tf (t) = − Define ∇W (x, y; 0) := 64 λ (x,y) x 2 +y 2 , (x, y) = (0, 0). Hence ∇W (x, y; ǫ) is defined on A = { (x, y; ǫ) ; x 2 + y 2 = 0, (x, y) = ( 2 ǫ , 0) }, and for each ǫ, E is analytic.
Proof of Proposition 4. Clearly ∇W is continuous in (x, y, ǫ), with ǫ = 0. Let { (x n , y n , ǫ n ) } be a sequence in A, with (x n , y n , ǫ n ) → (x, y, 0), (x, y) = (0, 0), ǫ n = 0. Thus C = { (x n , y n ), n ∈ IN } ∪ { (x, y) } is compact and (0, 0) / ∈ C. By Lemma 6.2 there exist n 0 and K C > 0, such that |h i ((x n , y n , ǫ n )| < K C , for n ≥ n 0 , i = 1, 2, 3. Therefore, lim n→+∞ ∇W (x n , y n , ǫ n ) = lim n→+∞ h(x n , y n ; ǫ n ) (xn,yn) x 2 n +y 2 n = 64λ (x,y)
x 2 +y 2 .
7 Proof of Proposition 5. 
Remark.
