In this paper we present some approaches to classi cation of almost complex structures and to construction of local or formal pseudoholomorphic mapping from one almost complex manifold to another. The corresponding criteria are given in terms of Nijenhuis tensors and their generalizations.
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Introduction 2 1 Nijenhuis tensor as the rst obstruction to the construction of pseudoholomorphic mapping 5 2 The pseudoholomorphic mapping construction on a higher jet level If M = C j a (nontrivial) pseudoholomorphic mapping u : L ! M is called a complex coordinate and in general case there is no such a coordinate (moreover if on a manifold L 2l there exist l independent local complex coordinates then it is complex). For l = 1, i.e. when (L; j L ) is a Riemann surface, PH-mappings do exist and moreover the family of such mappings possesses the manifold structure (under some additional conditions, see Gr1] , MS]). If l > 1 then for an almost complex structure j L of general position such a mapping does not exist even locally. An obstruction is the Nijenhuis tensor. It is well-known ( NN], NW]) that if the Nijenhuis tensor equals zero identically then the almost complex manifold is complex and for a pair of such manifolds L and M there exists a local holomorphic mapping u : (L; x) ! (M; y) (for more see K] ). In this paper we consider the existence conditions of formal and local pseudoholomorphic mappings for general almost complex structures.
It is worth mentioning that the existence of a (nontrivial) pseudoholomorphic mapping is a rare situation for mappings u : L ! M between almost complex manifolds (L 2l ; j L ) and (M 2m ; j M ) in general position unless l = 1. For example, for any N 1 the pseudoholomorphic imbedding to the standard complex space (L 2l ; j L ) ! (C j N ; j 0 ) exists if and only if the structure j L is integrable, i.e. complex, which is of course not the case of general position. This rigidity result exhibits a great di erence between almost complex 2 structures and some other tensor elds such as Riemannian metrics. Recall that according to the Nash's theorem N] any Riemannian manifold admits an isometric imbedding (V; g) ! (IR N ; g 0 ) to the Euclidean space of some big dimension N 1 (see also Gr2] ). Thus any pseudoholomorphic mapping (L 2l ; j L ) ! (M 2m ; j M ), l > 1, is very unstable under the perturbation of almost complex structures, and hence due to the strict rigidity of local pseudoholomorphic mappings the problem generally goes onto the formal level.
The structure of the paper is the following. In chapter 1 we prove a necessary and su cient condition for the existence of a prolongation of a pseudoholomorphic on 1-jet level mapping of one almost complex manifold to another to a pseudoholomorphic mapping on 2-jet level. In other words we describe the rst prolongation of the corresponding Cauchy-Riemann equation on the 1st-jet level. In this case the Cauchy-Riemann equation is the commutation condition of the required mapping u di erential = du at a point with the almost complex structures: j M = j L . We introduce the space of k-jets of pseudoholomorphic mappings which does not have the manifold structure in general case but does have for formally integrable "completed" Cauchy-Riemann equations. Here by "completion" we mean an addition of de ning relations, i.e. a contraction from the point of view of jet spaces ( KLV] ). The Cauchy-Riemann equation for mappings of one almost complex manifold to another is formally integrable in the integrable case only, i.e. when the manifolds are complex. In general case this equation must be "completed". The rst term of "completion" is the commutation condition of the required mapping di erential with the Nijenhuis tensors:
In chapter 2 we consider the question of formal integrability, introduce a new invariant | Nijenhuis tensor of the second order N (2) j and write down the next term of "completion": N (2)
In chapter 3 we prove the solvability criterion for the Cauchy-Riemann equation on the higher jet spaces. As a corollary we get the formal part of the well-known Newlander-Nirenberg theorem on the integrability of almost complex structures. We also use this criterion to nd formal normal forms of almost complex structures.
In chapter 4 we introduce the space of linear Nijenhuis tensors and consider the recovery question for liner complex structure by a Nijenhuis tensor. In chapter 5 we de ne the notion of the Nijenhuis tensors of general posi-tion. We call an almost complex structure the structure of general positions if the corresponding Nijenhuis tensor is in general position. For the manifold equipped with such structures the necessary and su cient condition for existence of a pseudoholomorphic mapping may be formulated in terms of Nijenhuis tensors only, which forms the statement of theorem 6.
In section 6.1 we present a classi cation of almost complex structures of general positions on four-dimensional manifolds in terms of distributions. In section 6.2 we introduce the notion of Lie almost complex structure and present a classi cation of such structures of general position.
In appendix we prove that the notion general position for the Nijenhuis tensors, introduced in chapter 3, actually satis es the general position properties.
Chapters 4{6 do not use the results and methods of chapters 1{3 and might be read independently.
The author is grateful to prof. V. V. Lychagin for a warm attention to the work and helpful discussions. Let us denote by = x the ideal in the ring of functions C 1 (L) vanishing at the point x. The power of this ideal k is the ideal in the ring of functions vanishing at the point x together with their derivatives of the order < k: k = ffj@ f(x) = 0; j j < kg. Let's denote by k = k T(p; q) We apply the Cartan's method of prolongations-projections ( ALV] ) to obtain a criterion of existence of a formal PH-mapping. Denote by E k the image of the projection Im k;1 PH J 1 PH J 1 (L; M). One may consider these subsets in the 1-jet spaces as di erential equations of the rst order. The problem of formal pseudoholomorphic mapping construction is reduced to the contraction of the equation | to the nding of a projective limit 
Notations. For the proof of this and further theorems we need the calculations in jet spaces. For this purpose we introduce the following constructions.
De nition 1. Let 
From (1) we have:
Lemma 1: The tensor P de ned by a symmetric tensor (2) by the formula (2) satis es the equations
Lemma 2: Every tensor satisfying the system (4)-(5) may be represented in the form (2) where (2) is a symmetric tensor.
Proof of lemma 2. Since any bilinear map is decomposed to the sum of (j Lj M -)linear and antilinear by the rst argument maps it follows from (4) 
Under substitution of equation (3) into (5) 
Multiplying this equality by j M and using (8) and the identity N j ( ; ) = ?dj(j ; ) ? dj( ; j ) + dj(j ; ) + dj( ; j );
(9) we get the equation N j M ^2 = N j L , and the theorem is proved. 2
Thus the theorem gives the equations at a point (on T x L) determining the possibility of pseudoholomorphic mapping construction on 2-jet level.
Let us introduce the linear space of Nijenhuis tensors at the complex linear space (C j n ; j) (further it will be shown in theorem 5 (chapter 4) that every tensor from this space can be realized as the Nijenhuis tensor of some almost complex structure): (11) which associate to each tensor its orbit under the full group of complex linear transformations. The Cartan's approach to formal integrability (and also one of Spencer, see Goldshmidt's theorem in KS], ALV]) assumes to nd by the prolongations-projections method the equation E (1) E 2 J 1 PH , which prolongs to the 2-jet space and the symbols of which form a bundle. In particular, one needs to require that (E 2 ) x 0 ;y 0 6 = 0 for all x 0 2 L, y 0 2 M.
For example, it is so if one requires the constancy of the natural mappings Chapter 2 The pseudoholomorphic mapping construction on a higher jet level
In chapter 1 we found an algebra of invariants A 2 j =< j; N j > generated relative to commutator by the elements j, N j , and such that E 2 x;y = f :
Applying the prolongation-projection method (see chapter 1) we contract the equation E 2 onto the equation E 1 and nd an algebra of invariants A 1 j such that E 1 x;y = f : T x L ! T y M j A 1 j M ^? = A 1 j L g. As it is shown in remark 7 (section 6.2) neither the algebra A 2 j nor its closure under di erential Nijenhuis bracket (see FN], ALV]) | the Nijenhuis algebra A N j | coincides with the algebra A 1 j looked for, i.e. A N j 6 = A 1 j =< j; N j ; : : : > . Below we construct an invariant coming from a higher jet space and being a new (the third) generator of A 1 j . Note that performing further computations one could nd other generators. In general case this invariant is the rst among generating invariants from A 1 j distinguishing structures j and (?j) (see remark 4).
Proof. As it is shown in theorem 3 for the equationẼ 1 = E 2 J 1 PH the projectionsẼ k = E k+1 . So instead of consideration the problem on projections of higher prolongations of the equation E 1 , which leads to a formally integrable equation (see chapter 1), one may consider the problem of nding out the projections of higher prolongations of the new equationẼ 1 , and at the rst step, the problem of lifting on one level. The solution on 1-jet level of the equationẼ 1 prolongs to the solution on 2-jet level i there holds equality (1) and:
From (1) and (14) we have: 
Since (2) is a symmetric tensor then for the tensor N (2) j ( ; ; ; ) = R j ( ; ; N j ( ; )) ? R j ( ; ; N j ( ; )) (k) is equal to the similar tensor constructed by B, and lemma 2 k is proved. Note that the proposed construction slightly di ers from the construction of lemma 2 (k = 2) in theorem 1. For the case k = 3 we have: B 1; = B 1;0;0 + (B 1;0;1 + B 1;1;0 ) + B 1;1;1 :
The tensor B 1;1;1 is symmetric, and B 1;0;0 is symmetric by the last two arguments ( ; ). Hence if is a cyclic permutation of arguments, ( ; ; ) = ( ; ; ), then B 1;0;0 and B 1;0;0 2 are j L -j M -linear by the rst argument, and the tensor (B 1;0;0 + B 1;0;0 + B 1;0;0 2 ) is symmetric. The tensor B 1;1;0 is symmetric by the arguments ( ; ) due to (ii 3 ). So B 1;1;0 ( ; ; ) = A( ; ; ) + A( ; ; ) for some tensor A j L -j M -antilinear by the rst two arguments and linear by the last. Moreover, the tensor B 1; is invariant under the permutation of the last two arguments, ( ; ; ) = ( ; ; ). Therefore B 1;0;1 ( ; ; The substitution of expression (21) into (i 3 ) and (iii 3 ) gives the identity according to formulae (8) and the formula d 2 j(j ; ; ) = ?jd 2 j( ; ; ) ? dj(dj( ; ); ) ? dj(dj( ; ); ): (22) Let us substitute expression (21) into (ii 3 ) and use formulae (1), (8), (22) (2) If for almost any vector : dimN j ( ; T x ) = 2n ? 2, i.e. the tensor N j is of general position, =o N j = 2 almost everywhere, in the sense of de nition 4 from chapter 4, then from N j (j@ 2r?1 ; @ 2r ) N j (j@ 2s?1 ; @ 2s ) 0 it follows that a 2r 2s a 2r 2s?1 a 2r?1 2s a 2r?1 2s?1 0 for all r 6 = s, i.e. by de nition N j (@ 2r ; @ 2s ) = 0; contradiction. Let us suppose now that there is a subspace K 1 T x (dimK 1 4) such that N j j^2 K 1 0, and we also suppose that K 1 is maximal satisfying this property. Extending K 1 by a ne shifts in the xed coordinate system to a neighborhood of the point x we obtain a foliation K 1 , dimK 1 = dimK 1 , j-invariant according to N j (j ; ) = ?jN j ( ; ) = 0 for ; 2 T K 1 , and the restrictions of j to bers of which are integrable, N j j K 1 0. In an additional subspace let's choose a maximal degenerate relative to N j subspace K 2 , and construct the foliation K 2 by it and so on.
Finally, we are lead to the situation when the almost complex structure j in a neighborhood O(x) is represented as a direct sum of complex structures on the bers of the standard foliations K i , which are obtained from the summand of the complex decomposition T x = K i . Now it is easy to obtain contradiction with the condition dN j 0, if j is not globally integrable.
Let us note however that there are nontrivial connections r such that d r (N j ) 0. Actually, if one takes for r an almost complex connection ( L] Let us suppose that we constructed normal forms of almost complex structures modulo k : J k = fj 1 ;:::; k?1 g. Here 1 ; : : : ; k?1 are parameters determining elements J k . Consider those of the structures that prolong to almost complex structures modulo k+1 , i.e. those J k 2 J k that there exists an automorphism of the tangent bundle J k 2 k for which the structure J k + J k is almost complex modulo k+1 ; let us call such structures k-compatible. If J k is almost complex structure modulo k+1 and J k 2 k , then J k + J k is almost complex structure modulo k+1 i j 0 J k + J k j 0 2 k+1 , where j 0 = J k (mod ) is the linearization of the structure J k . 2 Thus, k-compatible almost complex structures j 1 ;:::; k?1 from J k de ne normal forms of almost complex structures modulo k+1 j 1 ;:::; k from J k+1 , where the parameter k takes values in the symbols of k-jets of the compatibility Nijenhuis tensors
(compare the values space with the term k+2 in the complex from the proof of theorem 3).
So we have constructed normal forms of almost complex structures modulo k+1 : J k+1 = fj 1 ;:::; k g, i.e. we have found such structures that for every almost complex structure (modulo k+1 ) j : O(x) ! O(x) there 23 exists a di eomorphism ' k : O(x) ! O(x) and a collection of parameters 1 ; : : : ; k , which satisfy the identity ' k j j 1 ;:::; k (mod k+1 ):
Let's call the tree of almost complex structures the hierarchy J 1 = fj 0 g, J 2 = fj 1 g, J 3 = fj 1 ; 2 g, and so on. Let's call a branch of the tree any sequence of prolonging each other almost complex structures from the tree j 0 , j 1 , j 1 ; 2 , j 1 ; 2 ; 3 , : : :; let us denote such a sequence by the symbol j f i g 1 
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The theorem states that under arbitrary choice of the constants c i s;t , 1 i 2n, 1 s < t n, equation (24) It is easy to show that the condition in de nition 4 is really a condition of general position: the set of tensors N 2 N j with =o N ( ) = 2 for a.e. is open due to semicontinuity and everywhere density is easily proved by using example 3 below (this is proved in details in appendix).
Example 3. Let us consider a bilinear skew-symmetric map A :^2(IR n ) ! IR n , de ned by the formula:
i e i ; n+1 = 1 ; n+1 = 1 :
The tensor A satis es the property that for a.e. vector it follows from the condition A( ; ) = 0 that vectors and are parallel.
De ne a complex structure j on IR 2n = IR n 1 IR n 2 by the formula j( ) = Hence one might de ne complex independency of vectors using a Nijenhuis tensor N of general position: vectors 1 ; : : :; r are complex independent if for any vector from the linear span =< 1 ; : : :; r > and any number s the equality N( s ; ) = 0 implies = const s , or the same for a small perturbation of . Moreover, from any complex independent collection of n = dim C j V vectors in V one can canonically construct by means of the tensor N a decomposition on complex lines V = n i=1 C j , associating to each vector its (two-dimensional) N-annihilator (or doing the same after a small perturbation and then taking the limit when the perturbation vanishes).
Proposition 2 Let N 2^2V V be a skew-symmetric tensor, antilinear regardness two almost complex structures j 1 and j 2 on a complex linear space V , N 2 N j 1 \ N j 2 . If N is a tensor of general position then j 1 = j 2 . Proof. Let us consider arbitrary complex line C j V , i.e. two-dimensional complex space, the restriction of the Nijenhuis tensor N on which vanishes, if we suppose that it is complex generated by the vector such that =o N ( ) = 2, this is the case of general position due to de nition 4; the invariance of this space regarding to j 1 and j 2 follows automatically. There exists a vector 6 = 0 on this line such that the vectors j 1 and j 2 are parallel. Actually, up to dilations, the complex multiplication j k acts on a complex line by rotations:
' 7 ! ' + k (') 7 ! ' + ; ' 2 S 1 = IR 1 (mod 2 ): Changing j 2 by (?j 2 ), if needed, one may suppose that 1 ('); 2 (') 2 (0; ).
Neither of inequalities 1 (') < 2 ('), 1 (') > 2 (') could be true for all ' since j 2 1 = j 2
For any vector = 2 C j = C j we have: N( ; j 1 ) = N(j 1 ; ) = N( j 2 ; ) = N( ; j 2 );
i.e. N( ; j 1 ? j 2 ) = 0. But j 1 2 C j and j 2 2 C j (see the remarks before the proposition that C j depends not on the structures j 1 and j 2 ), and also C j \ C j = f0g. So due to the condition that =o N ( ) = 2 almost everywhere we have j 1 = j 2 for any vector = 2 C j , and hence, by continuity, also for any 2 V . Thus, j 1 = j 2 , from where = 1.
2
Let us consider a linear space V , two complex structures j 1 and j 2 on it and arbitrary Nijenhuis tensor N 2 N j 1 \ N j 2 , not necessary of general position. Suppose that N 6 0. Then there exists a vector = N( ; ) 6 = 0. Note that j 1 j 2 = N(j 1 ; j 2 ) = j 2 j 1 . Therefore the subspace = < ; j 1 ; j 2 ; j 1 j 2 > is j 1 -and j 2 -invariant. Note that is decomposed into the sum of invariant subspaces: In this chapter we study the general properties of Nijenhuis tensors and simplify the corollary from theorem 3 (chapter 3) for almost complex structures of general position.
De nition 5. We say that an almost complex structure j on O(x) is of general position at a point x, if for the jet of the Nijenhuis tensor the following separability property holds: for almost every vector 2 T x there exists a number k = k( ) 0 such that with some trivial connection r it follows from d k r N j ( ; ;~ (k) ) = 0, 2 T x , for all~ (k) 2 S k T x , that 2 C j =< ; j >. Note that (T x ; j x ) ' (T x ; ?j x ), and N ?j = N j , from where it follows that j ' (?j) (mod 2 x ) on O(x), but almost always j 6 ' (?j) (mod 3 x ) and the tensor N (2) j is the rst generating invariant in A 1 j , which distinguish, in general case, almost complex structures j and (?j). 2
Example 5. Consider the almost complex structure in IR 4 , de ned by the equalities:
j@ 1 = @ 2 ; j@ 3 = @ 4 + (x 2 ) 2 @ 1 + "(x 3 ) 2 @ 2 ;
j@ 2 = ?@ 1 ; j@ 4 = ?@ 3 ? (x 2 ) 2 @ 2 + "(x 3 ) 2 @ 1 :
For " = 0 almost complex structures j and (?j) are isomorphic, and for " 6 = 0 are not. It's easy to see that the given almost complex structure for any " 6 = 0 is of general position. 
