We propose HAMSI, a provably convergent incremental algorithm for solving large-scale partially separable optimization problems that frequently emerge in machine learning and inferential statistics. The algorithm is based on a local quadratic approximation and hence allows incorporating a second order curvature information to speed-up the convergence. Furthermore, HAMSI needs almost no tuning, and it is scalable as well as easily parallelizable. In large-scale simulation studies with the MovieLens datasets, we illustrate that the method is superior to a state-of-the-art distributed stochastic gradient descent method in terms of convergence behavior. This performance gain comes at the expense of using memory that scales only linearly with the total size of the optimization variables. We conclude that HAMSI may be considered as a viable alternative in many scenarios, where first order methods based on variants of stochastic gradient descent are applicable.
Introduction
We propose a distributed incremental method for solving problems of the form
where each component function f i for i ∈ I of the overall objective function f are twice continuously differentiable functions and I ≡ {1, 2, . . . , |I|} is an index set with typically a very large cardinality |I|. Additionally, in many applications, each f i depends only on a subset of the elements of x; that is, f i (x) = f i (x αi ). Then, the objective function in (1) is called partially separable. Here α i are index sets such that for all i ∈ I, α i ⊆ J ≡ {1, 2, . . . , |J |}. Then, each singleton j ∈ J corresponds to a unique component of x, denoted as x j . Thus, when α = {j 1 , j 2 , . . . , j A }, we have (Middle) First subset k = 1 with S k,1 = {1}, S k,2 = {4, 6} and α k,1 = {1, 4}, α k,2 = {2, 3, 5}, (Right) Second subset k = 2 with S k,1 = {3, 5}, S k,2 = {2}, α k,1 = {2, 3, 4} and α k,2 = {1, 5}. Note that each partition renders separable subproblems.
a vector x α = (x j1 , x j1 , . . . , x j A ). This notation allows us to rewrite our overall problem as
The rather generic form given by (2) covers various optimization problems arising in machine learning, data mining or inferential statistics. A simple example clarifies the notation. where · F is the Frobenius norm. Then using our notation, the objective function becomes i∈I f i (x αi ) = (y 1 − x 1 x 4 ) 2 + (y 2 − x 1 x 5 ) 2 + · · · + (y 6 − x 3 x 5 ) 2 ,
where I = {1, 2, . . . , 6} and J = {1, 2, . . . , 5} with the subsets α 1 = {1, 4}, α 2 = {1, 5}, α 3 = {2, 4}, α 4 = {2, 5}, α 5 = {3, 4}, and α 6 = {3, 5}.
The dependency structure can be represented by a bipartite graph G (a factor graph [1] ) that represents the relation j ∈ α i ; formally G = (I, J , E) with vertex sets I, J and edge set E such that for i ∈ I and j ∈ J we have {i, j} ∈ E when j ∈ α i . This is illustrated in Figure 1 , left.
In this paper, our aim is to come up with a distributed and parallel algorithm. To serve this purpose, we further define a two level partitioning of the component functions. Formally, we let
where
Our distributed algorithm relies on the fact that the objective function in (3) is separable over the second summation indexed by the block index b. This important point becomes clear, if we define
This construction leads to the final form of our optimization problem that we shall consider in the subsequent part of our discussion:
The problem (5) is generally hard to solve because all or some of the terms in the objective function are non-convex. Due to lack of convexity, we can at best hope finding a local minimum to this problem. Still, several standard unconstrained optimization methods like gradient descent can be employed to obtain a local solution. However, in many applications, the cardinalities of the index sets I and J are very large, that makes even evaluating the objective function very costly.
In such settings (random) incremental and incremental aggregated methods can be used as the objective function is the sum of a finite number of functions [2, 3, 4, 5, 6] . Most of these studies apply to the minimization of convex objective functions. It has been shown that for convex functions, incremental methods can achieve sublinear convergence rate [2] , and aggregated methods can achieve a linear rate under the strong convexity assumption [6] . Convergence of incremental methods for nonconvex functions has been studied, for example in [4] , where a weak convergence result is shown without strong assumptions like the gradient growth condition.
Incremental optimization methods are particularly useful in large-scale matrix factorization (MF) problems. The popularity of MF is due to the computational efficiency and predictive accuracy of low-rank approximations for dealing with the ever increasing size of available data [7, 8] . MF models have been shown to be successful at efficiently handling large-scale, distributed relational data and provide a good trade-off between realistic modeling and computational efficiency thanks to the partially-separable nature of the problem.
Even though there is a huge literature on the inference methods on small-to-medium-scale MF problems, parallel and distributed inference methods for large-scale problems have started to be explored more recently. Liu et al. [9] have developed a distributed inference framework for non-negative matrix factorization models. They carefully partition the observed data in such a way that the computations could be run in parallel. By following similar partitioning ideas, Gemulla et al. [10] have proposed a distributed stochastic gradient descent (DSGD) framework that can handle a large variety of objective functions and gracefully scale-up to very large-scale data. A similar approach has been proposed by Recht and Ré [11] , where the problem is formulated in an asynchronous incremental optimization setting that is advantageous in shared-memory settings. Recently, Beutel et al. [12] have extended DSGD to coupled matrix and tensor factorizations. All these methods use only gradient information and can be considered first order methods.
It is well known in optimization, that second order methods such as Newton's method enjoy far better properties in terms of convergence speed, however are rather impractical for medium to largescale problems as they typically require the estimation of a Hessian matrix and solving a large linear system. Quasi-Newton methods provide a practical alternative by incorporating local curvature information without inverting a large Hessian matrix. Yet these methods are batch methods that need explicit knowledge of the exact objective.
The idea of second order incremental methods has been investigated before. Bertsekas proposed such a method specifically designed for the least squares problem [13] . His proposal is an incremental version of the Gauss-Newton method. An extension of this method for general functions has recently been proposed by Gürbüzbalaban et al. [14] . They have shown linear convergence for the method under strong convexity and gradient growth assumptions. Moreover, their method requires the computation and inversion of exact Hessian matrices of component functions. In another study, an incremental aggregated quasi-Newton algorithm has been proposed, where the main idea is to update the quadratic model of one component function at each iteration [15] . Applying a quasiNewton method with incremental (or stochastic) gradients is not straightforward as it may cause a data consistency problem (cf. [16, 17] ).
We propose an incremental and parallel algorithm that incorporates (approximate) curvature information for distributed large-scale optimization. Our experiences have confirmed that using second order information can help fast convergence even with incremental gradients. To gather second order information, the inner problems of our algorithm are modeled by quadratic functions. Similar to Algorithm 1: HAMSI (Hessian Approximated Multiple Subsets Iteration)
t ← t + 1 13 until convergence or t > max_epochs incremental and aggregate methods, our algorithm exploits the structure of the objective function, as characterized conveniently by the bipartite graph G, and evaluates the gradient only for a subset of the component functions at each iteration, and it chooses the subsets of component functions in a way that provides separability of the inner problems. This helps to distribute the computations over a cluster of computers and enables doing step computations on subdomains in parallel. Consequently, modern distributed and multicore computer systems can be easily utilized.
We make the following contributions: (i) We propose a quite generic algorithm that incorporates second order information while being applicable to a large-class of problems, such as; matrix-tensor factorization, regression, and neural network training. (ii) We establish convergence properties of the algorithm with a proof. This is significant as some other convergent algorithms may be derived in the future. (iii) We give a particular implementation with a well-known quasi-Newton approach and employ L-BFGS [18] updates by paying special attention to the consistency and parallelization issues. (iv) Finally, we test our algorithm on large-scale distributed matrix factorization problems of varying sizes and obtain faster convergence with superior solutions given a fixed computation time when compared to state-of-the-art first order methods [10] .
Proposed Algorithm
The proposed algorithm uses incremental gradients and incorporates a second order information into the optimization steps. This second order information comes from an approximation to the Hessian of the objective function. As we also work on multiple subsets of |I| functions, the algorithm is aptly called Hessian Approximated Multiple Subsets Iteration (HAMSI).
The key idea of the algorithm is using a local convex quadratic approximation
for step computation. Here, g is an incremental gradient, H is (an approximation to) the Hessian of the objective function. The parameter β is crucial not only to bound the step length but also to control the oscillation of the incremental steps.
Algorithm 1 gives the generic form of HAMSI. We denote the k th inner iterate of the t th outer iteration with z (t,k) , and x (t) are the outer iterates. It is important to note that the inner loop in Algorithm 1 (lines 8-9) computes the blocks of each inner step in parallel. The algorithm passes through the subsets of component functions in a cyclic manner. Once a cycle is complete, one outer iteration is finished and the outer iterate is updated (line 11). Note that the same (approximate) matrix H (t) is employed at all inner iterations during the t th cycle. However, the inner iterations use different blocks of
The parameter β (t) is also constant during the inner iterations and then it is updated with each outer iteration (line 4).
Algorithm 2: HAMSI with L-BFGS updates. The operators tril(A), diag(A), and triu(A) denote the lower triangular, diagonal, and upper triangular parts of the matrix A, respectively.
Above description of the algorithm overlooks several important implementation details; in particular, how to construct the quadratic approximation and how to solve the corresponding subproblems. Before presenting an implementation, where we exemplify these details, we first show in the next theorem the convergence properties of HAMSI under the quite generic setting given in Algorithm 1. We give a sketch of the proof of the theorem. The details along with the assumptions are given in Appendix A.
Theorem 2.1 Consider the iterates x (t) of Algorithm HAMSI. Suppose that β (t) → ∞ as t → ∞, and β (t) increases slowly enough so that
PROOF SKETCH. The proof of this theorem depends on two intermediate results given by two lemmas. The first one establishes a bound on the difference between the true gradient of a block at x (t) and the evaluated gradients at z (t,k) . The second lemma gives a bound on the error committed by taking incremental steps at inner iterates z (t,k) instead of the exact Newton step at x (t) . The final X12   X13   X23  X22  X21  X11   X12   X13   X23  X22  X21  X11   X12   X13   X23  X22  X21  Y11  Y12  Y13   Y23  Y22  Y21   Y31  Y32  Y33   Node 3 Node 2 Node 1 Figure 2 : Illustration of the subsets and the blocks. Given the blocks in a subset, the corresponding blocks in X 1 and X 2 become conditionally independent, as illustrated in different textures.
theorem uses the boundedness of the objective function f and obtains the desired result by simple contradiction.
Note that the condition on β (t) can be satisfied by choosing for instance
We give an example implementation of HAMSI in Algorithm 2. Here, the approximate Hessian matrices H (t) are obtained using BFGS quasi-Newton update formula. In particular, the compact form of limited memory BFGS (L-BFGS) [18] is used in inner iterations to form the quadratic models, and to obtain their analytical solutions directly. L-BFGS allows the computation of (H (t) + β (t) I) −1 v for a given vector v without forming any |J | × |J | matrices, and without any O(|J | 2 ) operations. Moreover, the memory requirement is only O(M |J |), where M is the memory size. Quasi-Newton approximations require data pairs; a step in z and the corresponding change in the gradients. A limited memory quasi-Newton algorithm uses a collection of M such pairs to update the approximate Hessian; we denote the corresponding memory matrices of size |J | × M as Z and G. Since our algorithm requires the update to be done in blocks, the memory matrices are also held in blocks (see lines 11 and 12). The computations in lines 13-22 are nothing else but the direct use of compact form formulas; we refer to [18] for details. The algorithm sets the initial Hessian approximation to a multiple of the identity θI, this is why incremental gradient steps are taken in the first cycle; i.e. when t = 1 (line 24). We should also note that the condition in line 10 ensures that the memory (therefore H (t) ) is updated once in a cycle, and the differences are computed by using the same component function to provide consistency. Finally, the reduce primitive appearing in the algorithm, accumulates local data from each node and distributes the results back.
Application on Distributed Matrix Factorization
In this section, we present the performance of the proposed algorithm on a large-scale, distributed matrix factorization application. The aim of a MF model is to decompose an observed data matrix Y ∈ R I×J in the form: Y ≈ X 1 X 2 , where X 1 ∈ R I×P and X 2 ∈ R P ×J are the factor matrices, known typically as the dictionary and the weight matrix, respectively. A typical example with quadratic error is given as follows::
The relation to problem (1) becomes clear as we set |I| = IJ,
, where vec(·) is the vectorization operator. Figure 2 illustrates the partitioning schema that we use in our implementation. Resulting partitions allow us to immediately realize separable subproblems. Since we are in a distributed setting, we use a different texture for each computation node. This idea of partitioning has already been studied previously in the literature [9, 10, 11] . In Figure 2 , the observed matrix Y is partitioned into K = 3 disjoint subsets, where each subset is further partitioned into B 1 = B 2 = B 3 = 3 blocks. The latent factors X 1 and X 2 are partitioned accordingly into 3 blocks each. For each subset, k = 1, 2, 3 and blocks b = 1, 2, 3, the index sets S k,b correspond to the shaded blocks in the observed matrix Y . For a certain subset k and a block b, the index set α k,b is the combination of the blocks of X 1 and X 2 . Note that this partitioning approach is similar to the one presented in Example 1.1. The memory matrices Z b and G b in Algorithm 2 (lines 11 and 12) are also distributed across the nodes. Thus, we also construct the submatrices Z 1b and Z 2b as well as G 1b and G 2b . At each iteration, node n transfers the submatrices X 2b , Z 2b , and G 2b to a neighboring node. The submatrices X 1b , Z 1b , and G 1b are kept in the same node throughout the optimization. We consider a distributed architecture that contains two main components: (i) data nodes that store the blocks of Y ; (ii) computation nodes that complete the inner HAMSI iterations in parallel. We have chosen to implement HAMSI by a low-level message passing protocol in C using the Open-MPI library. Though, an implementation using higher level distributed computation primitives, like Hadoop MapReduce, is also possible.
In our implementation, each subset has the same number of blocks B k = K, where K is also the number of available nodes. As illustrated in Figure 3 , throughout the optimization, the submatrices X 1b , Z 1b and G 1b are local to each computation node. On the other hand, at the end of each iteration each node transfers the corresponding submatrices X 2b , Z 2b and G 2b to its neighboring node in a cyclic fashion.
We conduct our experiments on a cluster with 15 interconnected computers each of them with 8 Intel Xeon 2.50GHz CPUs and 16 GB of memory. Therefore, provided that the memory is sufficient, we are able to run 120 concurrent processes.
We evaluate HAMSI on three large movie ratings datasets, namely MovieLens 1M, MovieLens 10M, and MovieLens 20M (grouplens.org). MovieLens 1M contains 1 million ratings applied to I = 3883 movies by J = 6040 users, resulting in a sparse data matrix Y with 4.3% non-zero entries. For MovieLens 10M, we have 10 million ratings applied to 10681 movies by 71567 users with 1.3% non-zero entries. Finally, in MovieLens 20M, there are 20 million ratings applied to 27278 movies by 138493 users with 0.5% non-zero entries. In all our experiments, we set latent dimension, P = 50 and memory size, M = 5.
In our first set of experiments, we compare HAMSI with the state-of-the-art distributed optimization algorithm for MF, namely, the distributed stochastic gradient descent (DSGD) [10] . In this experiment, on each dataset, we report the root mean squared error (RMSE) between Y and X 1 X 2 after running each algorithm for a fixed computation time. For DSGD, we choose the step-size as (η DSGD /t) γDSGD . For each method, we tried several values for the algorithm parameters (η, γ, θ, η DSGD , γ DSGD ) and report the typical results selected among the best performing ones. Figure 4 shows the RMSE values of HAMSI and DSGD on the three datasets as function of wallclock time. The parameters used to obtain these results are given in Table 1 . Since, HAMSI coincides with DSGD until the memory matrices are full (line 24, Algorithm 2), we observe the same behavior from both algorithms at the beginning of each experiment. When the memory matrices are filled after M iterations, HAMSI starts to incorporate the approximate curvature information. A single iteration of HAMSI is computationally heavier than DSGD: First, the compact form L-BFGS update requires more computation than simple gradient evaluation. Formally, this over- However, the use of second order information compensates quickly for this slight increase in computational complexity as it helps HAMSI converge much faster than DSGD. This is clearly seen in Figure 4 by the significant gap in RMSE values between the two methods.
In our second experiment, we demonstrate the favorable scalability property of HAMSI. In different computational experiments, we vary the number of nodes from 5 to 120 and run the algorithm for 100 iterations in each setting. Figure 5 is then of size 170896 × 1145072 with 160 million non-zero entries. For each dataset, the number of computation nodes is also increased in line with the data matrices to keep the data-to-processor ratio constant. Consequently, for each data matrix, the number of computation nodes matches K. Figure 5(b) shows the total running times of HAMSI after 10 iterations for varying data sizes and the number of nodes. The observed results are typical. For the smaller datasets, the wall-clock time stays roughly the same. However, for the larger datasets the communication becomes a key bottleneck due to the increasing traffic on the network.
Conclusion
We have proposed HAMSI, a provably convergent distributed incremental quasi-Newton algorithm for unconstrained optimization. HAMSI is particularly suited for large-scale optimization problems where the overall objective function can be written as the sum of a large number of component functions, and each component function depends only on a subset of the optimization variables. Such structured non-separable problems are ubiquitous in machine learning; besides matrix factorization problems, maximum a-posteriori state estimation in certain exponential family graphical models have also this form. Our approach is based on a local quadratic approximation to various subsets of the component functions and is reminiscent to an incremental quasi-Newton algorithm operating in mini-batches. The algorithm needs almost no tuning, is scalable as neither the exact gradient nor an approximate Hessian matrix of the original objective is explicitly required and is easily parallelizable on modern distributed computing infrastructures.
In large-scale simulation studies with the MovieLens datasets, we have illustrated that a specific instance of HAMSI based on L-BFGS is superior to popular distributed stochastic gradient descent methods in terms of convergence behavior while having a memory requirement that scales linearly with the total size of the optimization variables. It needs to be noted, that the algorithm is rather general and alternative second order approximations other than L-BFGS (see [18] ) and may also be used. Our main conclusion is that HAMSI may be considered as a viable alternative in many scenarios where first order methods based on variants of stochastic gradient descent are applicable. While we have proved convergence results only for the unconstrained case, extensions of our approach using projection steps are applicable to constrained cases, such as for computing nonnegative decompositions [8] . A convergence proof is yet to be developed. In this paper, we have also not elaborated on load balancing issues that are important for efficient distributed processing. For sparse problems, the underlying factor graph G can be used for finding a suitable partitioning of I that admits efficient computation.
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A Convergence Proof
We reserve this appendix to show that Algorithm HAMSI converges. Our demonstration follows a similar construction as in [19] . To simplify our exposition, we define
Our subsequent discussion is given under the following assumptions:
A.1 The twice differentiable objective function f is bounded below.
A.2 The Hessian matrices for the component functions are uniformly bounded at every outer iteration t. That is, for every S k and t, we have
where L is the well-known Lipschitz constant.
A.3 The eigenvalues of the approximation matrices H (t) are bounded so that
holds. Here, U t and M t are known constants with 0 < M ≤ U .
A. 4 The gradient norms are uniformly bounded at every outer iteration t; i.e., for every S k we have
where C is a known constant.
Lemma A.1 At outer iteration t and inner iteration k of Algorithm HAMSI, we have
PROOF. We use induction to prove this result. Clearly
Now suppose that (8) holds for k = 1, . . . , p − 1 and consider
Note again by the induction hypothesis that 
Using now Lemma A.2, we obtain
where B ≡ LCK 2 (1 + LM −1 ) K . The above inequality further simplifies to
, and β (t) = o( ∇f (x (t) ) −1 ) for t large enough, we have
Suppose for contradiction that lim t→∞ inf ∇f (x (t) ) > 0.
Then, for some > 0, there existst such that f (x (t+1) ) − f (x (t) ) ≤ − for all t ≥t.
Therefore, for anyt >t, we have
Note that in the right-hand-side of the last inequality, the differencet −t becomes arbitrarily large whent → ∞. However, f is bounded below due to our assumption. Hence, we arrive at a contradiction. This implies the desired result lim t→∞ inf ∇f (x (t) ) = 0.
