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V proizvodnji stremimo k največji zanesljivosti in ponovljivosti vseh procesov, s čimer 
dosežemo čim manjše zastoje in s tem zmanjšamo izmet. Osnovni procesi v avtomatizirani 
liniji v sklopu Industrije 4.0 so zlaganje, razvrščanje in ločevanje različnih izdelkov in 
sestavnih delov, predvsem zaradi stremenja k mešanim linijam, kjer želimo na eni liniji 
izdelovati več izdelkov. Za izvedbo takšnega procesa se uporablja robote v kombinaciji s 
strojnim vidom in primernimi algoritmi za krmiljenje procesa.  
 
Namen diplomskega dela je razviti algoritem, ki bo v robotovem delovnem prostoru 
prepoznaval naključno orientirane oblike in barve ter jih zložil na vnaprej določeno mesto. 
  
Za preizkus algoritma smo uporabili preizkuševališče s fiksno USB digitalno kamero za 
zajemanje pozicije in barve ter z uArm robota za manipulacijo kosov. Preizkuševališče 
simulira stoječ tekoči trak, na katerem do robota pridejo različni raznobarvni naključno 
orientirani kosi. S kamero se zajame sliko, ki jo z razvitim algoritmom analiziramo, da 
dobimo podatke o barvi, orientaciji in poziciji posameznih kosov. Podatke se nato pošlje 
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In production, we are striving for the highest reliability and repeatability of all processes, 
thus achieving as little congestion as possible and thus reducing wastes. One of the basic 
processes in the automated line within Industry 4.0 is the stacking, sorting and separation of 
various products and components, mainly due to the striving for mixed lines where we want 
to produce more products on one line. To carry out such a process, robots are used in 
combination with machine vision and suitable algorithms for process control. 
 
The purpose of this diploma is to develop an algorithm that will recognize randomly shaped 
shapes and colors in the robot working space, and put them in a predetermined place. 
 
To test the algorithm we used a test station with a fixed USB digital camera, for position and 
color capture, and an uArm robot for manipulating pieces. The test station simulates the 
standing conveyor belt, in which different colors randomly oriented pieces come to the robot. 
The camera captures the image, and analyzed it with the developed algorithm to obtain 
information on the color, orientation and position of individual pieces. The data is then sent 
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Seznam uporabljenih simbolov 
Oznaka Enota Pomen 
   
r mm koordinata razdalje 
φ ° koordinata kota zasuka 






Seznam uporabljenih okrajšav 
Okrajšava Pomen 
RGB Red Blue Green –  oblika zapisa barve 
BW Black and White – črnobela slika 
USB Universal serial buss – univerzalno serijska vodila 
BLOB Binary large object – binarno velik objekt 
MJPEG Motion–JPEG – slikovni format za zajem videoposnetka 
WMV Windows media video – windowsov format za videoposnetke  






1.1 Ozadje problema 
V industriji se stremi k čim višji stopnji avtomatizacije montaže na procesih, kjer je ročna 
montaža neprimerna za delavca oz. sam proces ne omogoča hitre oz. kvalitetne ročne 
montaže. S tem skrajšamo čas montaže in predvsem vzpostavimo konstantni proizvodni 
proces, zato se v industriji vedno več uporabljajo roboti in manipulatorji na vseh stopnjah 
proizvodnega procesa. 
 
Da lahko robote vpeljemo v vse procese, se je pokazala potreba po možnosti prilagajanja 
robota na naključno postavljene kose v določenem prostoru, na primer tekočem traku. V 
takih primerih se uporablja strojni vid. To je le ena izmed preprostejših aplikacij strojnega 
vida, lahko ga uporabljamo tudi za kontrolo ali analizo predmetov, montažo naključno 
orientiranih kompleksnejših predmetov in vse podobne aplikacije, ki zahtevajo sprotno 
korekcijo poti robota. 
 
Pri sestavljanju kompleksnejših sistemov, kjer kose ali podsestave dobivamo v naprej 
določeno območje, na primer tekoči trak, je avtomatizacija samo z manipulatorjem ali 
robotom zelo kompleksna ali nemogoča. Zato poleg robota na delovno mesto postavimo 
strojni vid. S tem in z uporabo primernega programa zagotovimo, da bo robot vedno pravilno 



















Glavni cilj zaključne naloge je izdelava algoritma, ki na osnovi barve in dimenzije prepozna 
naključno orientirane objekte in jih s pomočjo robota zloži na vnaprej določeno mesto in 
zaporedje. Za prikaz delovanja algoritma in upravljanja programa bomo uporabili šest 
predmetov, tri večje z izrezi in tri manjše, ki ustrezajo izrezom. Po dva ujemajoča se 
predmeta sta v isti barvi.  
 
Program bo iz zajete slike prepoznal barvne pare objektov in njihovo postavitev ter 
orientacijo v prostoru. Predmete bo nato zložil na vnaprej določeno območje, manjše v izreze 







































2 Teoretične osnove  
2.1 Industrija 4.0 
Industrija 4.0 stremi k vpeljavi inteligentnih omrežij v industrijo. S tem pridobimo večjo 
fleksibilnost, hitrejše prilagajanje linije na nove izdelke in boljšo komunikacijo med 
posameznimi stroji. V trenutni industriji prevladujejo togi, fiksni proizvodni sistemi, ki so 
med seboj s krmilniki povezani preko žičnih povezav. Na takih proizvodnih linijah so 
prilagoditve novim izdelkom dolgotrajne in povezane z logističnimi ovirami in postavitvijo 
samih strojev. Trg se ves čas spreminja in vedno več je zahtev po hitri prilagoditvi 
spremembam zahtev trga. S tem namenom je bila ustvarjena ideja industrije 4.0. Temeljni 
sestavni deli te industrije so mobilnost in vizualizacija, infrastruktura v oblaku, virtualne 
mreže in analiza v realnem času.
 
Mobilnost in vizualizacija sta vedno hitreje naraščajoči tehnologiji, ki bosta ključni tudi v 
pametnih tovarnah. Nove proizvodne linije bodo mobilne, modularne in brezžične. 
Tehnologija v oblaku bo skrbela, da bodo vse potrebne informacije vedno dostopne, ne pa 
samo na določenih PC-jih. Virtualne mreže bodo skrbele za sodelovanje in komunikacijo 
med vsemi programskimi komponentami. Ukazi za na primer robote ne bodo prihajali preko 
centralnega računalnika, temveč preko virtualne mreže od samega izdelka. Za zanesljivo 
delovanje celotne tovarne pa bo potrebna tudi analiza vseh podatkov v realnem času, 
filtriranje pomembnih informacij in prenašanje samo pomembnih podatkov, kot na primer 
avtomatsko naročanje surovin. Bistvo industrije 4.0 je povečati fleksibilnost proizvodnje in 






 Slika 2. 1: Današnja proizvodnja in ukrepi za njeno optimizacijo v industriji 4.0 [2] 
 
Za fleksibilno kontrolo ali montažo kosov je edina možnost vpeljava strojnega vida in 
robota. Za konstantno montažo lahko uporabimo tudi manipulator, vendar je v tem primeru 
linija namenjena samo enemu izdelku. V redkih primerih je možno, da na isti liniji 
montiramo ali kontroliramo več različnih izdelkov, vendar so take menjave zamudne in 
zahtevne. V primeru uporabe robota, strojnega vida in algoritma se linija lahko veliko hitreje 
prilagodi novim kosom. Robot lahko s pomočjo dodatnih senzorjev sam zazna izdelke, si 
prilagodi pot gibanja, upošteva dodatne zahteve, kose odloži na posebej zanje namenjeno 
mesto ali ločuje nepopolne kose glede na prebrane tolerance iz omrežja. Del linije, ki 
vključuje robota, se torej sam prilagodi novim kosom brez dodatnega nastavljanja s strani 
odgovorne osebe. [2] 
2.2 Robot 
Je povratno zančno krmiljen stroj, ki ga nadzoruje računalnik in je sposoben samostojnega 
opravljanja vnaprej definiranih nalog. Robote največ uporabljamo v industriji za 
avtomatizacijo procesa ali opravljanje dela, ki je za človeka nevarno ali zdravju škodljivo.  
 
2.2.1 Vrste robotov 
Roboti se ločijo glede na več različnih kriterijev. Glede na možnost programiranja jih ločimo 
na robote in manipulatorje. Manipulatorji so lahko avtomatski ali ročni. Avtomatski 
manipulatorji lahko delujejo samostojno po vnaprej napisanem programu. Ročni 
manipulatorji delujejo skupaj s človekom, lahko samo kot pomoč pri premikanju težjih 
kosov ali podajanju kosov za ročno sestavljanje. Roboti prav tako delujejo po programu, 
vendar lahko program sami sproti spreminjajo. Roboti imajo sposobnost prejemanja 





2.2.2 Zgradba robotov 
Roboti so sestavljeni iz členkov in togih elementov. Število členkov robota je enako številu 
prostorskih stopenj industrijskega robota. Poznamo linearne in rotacijske členke, na podlagi 
tega delimo robota glede na prostorske stopnje oziroma njegov delovni prostor.  
Delovni prostor je območje, v katerem robot lahko obratuje. Delovni prostor je pri 
kartezičnih robotih v obliki kocke, v obliki valja pri cilindričnih robotih in v obliki krogle 
pri členkastih robotih. Posebne izvedbe robotov imajo tudi delovni prostor specifične oblike. 






            
 
Slika 2.2: Konstrukcijske izvedbe robotov [1] 
Za povečanje prostorskih stopenj robota uporabljamo tako imenovana zapestja. Le-ta 





Slika 2.3.2: Prikaz zapestja robota in njegovih prostorskih stopenj [1] 
2.2.3 Aplikacija robota 
Zaradi nižjih cen in dostopnosti so roboti v proizvodnih sistemih postali standard. Uporaba 
se je začela za preprosta, vendar človeku nevarna opravila v industriji, od tam so se razširili 
tudi v vsakdanje življenje. Uporabljamo jih v postopkih izdelave ali sestave kosov ter 
sestavov, za raziskovanje človeku nevarnih ali nedostopnih področij, skratka uporabljamo 
jih povsod, kjer lahko človeku olajšajo določeno opravilo. 
 
 




















2.3 Strojni vid 
Pod pojmom strojni vid razumemo tehnologijo in potrebno opremo za avtomatsko analizo 
slik v določenih procesih. Strojni vid se uporablja za vodenje robotov, optično kontrolo 
kosov, zlaganje in sortiranje izdelkov v industrijskih procesih. [4] 
 
Vsa industrija stremi h kvalitetni in predvsem stabilni izdelavi izdelkov. Pomemben del 
kvalitetnih kosov je tudi kontrola. Kontrolo oblike, barve ali toleranc lahko izvajamo že 




Slika 2.5: Uporaba strojnega vida za pregled dolitosti [4] 
 
 
Ko v delovni proces uvedemo strojni vid, moramo vnaprej vedeti točno, kakšno funkcijo 
bomo izvajali, in pripraviti delovno mesto v skladu z zahtevami. Preverjamo lahko vizualne 
nepravilnosti, pravilnost oznak/nalepk, konstrukcijske napake, orientiranost kosov. Te 
podatke lahko shranimo, s tem si zagotovimo točen popis vseh napak in lažje odstranjevanje 
napak na celotni seriji. [6] 
 
Strojni vid nam poda samo informacijo o kontroliranem izdelku, če pa želimo na podlagi te 
informacije tudi ukrepati že znotraj istega delovnega mesta, pa potrebujemo dodatni 
manipulator (robotsko roko, pnevmatski cilinder ipd.). S tem dobimo delovno mesto (slika 
2.5), ki ima možnost zaznave napak in na podlagi vnaprej v algoritmu zapisanih zahtev 





Slika 2.6: Kontrolna linija za avtomatski izmet z uporabo strojnega vida in izmetnega sistema [7] 
 
 
Predvsem pri vizualni kontroli ali kontroli barv je zelo pomembna konstantna osvetlitev 
kosov. [8] Algoritem se ne more prilagajati pogojem zunanje osvetlitve, zato v praksi 
navadno dodamo osvetlitev, ki je dovolj močna, da raven zunanje osvetlitve nima vpliva na 
zajeto sliko. V določenih primerih je lažje izolirati merilno mesto zunanje svetlobe in 
uporabljati samo dodatno konstantno umetno osvetlitev. Če želimo spremljati obliko ali 
orientacijo kosov, je primerna uporaba presvetlitve, kar pomeni, da se kos nahaja med 
kamero in virom osvetlitve. Barvo ali nepravilnosti na površini lažje opazujemo z odbojno 
metodo, kar pomeni, da je svetilo na isti strani kosa kot kamera. Pri odbojni metodi je zaželen 
kontrast med kosom in podlago, na kateri se nahaja v trenutku zajema slike. 
 
 
2.3.1 Obdelava slike 
Sliko lahko obdelamo v različnih programih. V našem primeru smo se odločili za uporabo 
programskega orodja MATLAB, saj nam omogoča obdelavo slik, krmiljenje robota preko 
serijske povezave in izdelavo algoritma. Za zajem slike smo uporabili vgrajen MATLAB-
ov vmesnik, ki se imenuje »Image Aqusition Tool«. 
 
Znotraj programa lahko izberemo napravo in ločljivost ter format, v katerem želimo, da nam 
sliko posname (1). Nastavljamo lahko kontrast, število zajetih slik, območje zajema in 
osvetljenost (3). Vse popravke lahko spremljamo direktno na sliki, ki jo spremljamo na 
osrednjem oknu (2). Koda za zajem slike z nastavljenimi parametri se nam generira v desnem 
spodnjem oknu (4). Le-to kopiramo v naš algoritem za obdelavo slike. 













Slika 2.7: Posnetek zaslona vmesnika za zajetje slike v programu MATLAB 
Po zajetju je potrebno sliko še dodatno obdelati, da lahko iz nje razberemo vse potrebne 
informacije. Ker želimo kose razlikovati tudi po barvi, najprej uporabimo MATLAB-ovo 
orodje »Color Treshold«. Vanj vnesemo shranjeno sliko (1) ter izberemo območje z željeno 
barvo (2). Nato je potrebno še nekaj ročnega prilgajanja vrednosti poasmeznih osnovnih barv 
















3 Metodologija raziskave 
3.1 Opis celotnega procesa 
 
Blokovna shema na naslednji strani prikazuje celoten potek procesa, ki smo ga želeli izvesti 
na našem preizkuševališču. Po tem ko so kosi naključno postavljeni v delovno območje 
robota, mu damo signal in s tem zaženemo algoritem. Vsi ukazi pridejo iz programa, 
napisanega v MATLAB-u. Robot najprej dobi točko, na katero se premakne in se s tem 
odmakne iz območja zajema kamere. Zatem kamera dobi signal za zajetje slike. Slika se nato 
naloži v program in obdela s pomočjo vgrajenih MATLAB-ovih funkcij. Iz črnobele slike 
posameznih kosov dobimo koordinate njihovega težišča in vrednosti zasukov glede na 
koordinatni sistem kamere. Dobljene vrednosti se nato pretvorijo v koordinatni sistem robota 
in zapišejo v tekstovno datoteko. Dodamo še ukaze za prijemanje in pobiranje posameznih 
predmetov, vrstni red in lokacijo odlaganja. V naslednjem koraku programa se vrednosti iz 
tekstovne datoteke pošlje v robota, ki nato izvede celotno zaporedje točk in ukazov za 
prijemalo. S tem robot najprej pobere večje predmete in jih odloži na vnaprej določene 
pozicije, nato manjše odloži v barvno ustrezne izreze večjih. Zadnja točka za robota je izven 
območja zajema kamere, s tem smo pripravljeni na ponovno izvedbo analize. 
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3.2 Preizkuševališče za testiranje razvitega algoritma 
3.2.1 Robotska roka uArm 
Za izvedbo algoritma smo uporabili robotsko robo uArm Metal proizvajalca uFactory. To je 
manjši štiriosni namizni robot, ki ga krmilimo preko »uArm control board« krmilnika.  
Robot je sestavljen iz aluminijaste roke (1) s priseskom za prijemanje (2), zračne črpalke, ki 
nam zagotavlja prijemalni tlak, in servomotorjev (4) za premik roke. Robot deluje v območju 
med 140 in 300 mm od svojega vrtišča in lahko dvigne do 500 g težke kose. Njegova 
natančnost je odvisna od hitrosti giba in teže kosa, natančnost krmilnika pa je v območju 
5 mm okrog podane točke. [9] 
 
 
Slika 3.2: Robot uArm [8] 
3.2.1.1 Delovno območje 
Delovno območje robota je območje, v katerem robot s premikanjem vseh osi lahko doseže 
poljubno točko. Popišemo ga za translacijo in rotacijo vseh togih delov robota, tako da 
zavzema različne oblike glede na zgradbo robota.Navadno robota krmilimo v določenem 
koordinatnem sistemu, v našem primeru cilindričnem. To pomeni, da robotu pošiljamo 
želene vrednosti posamezne koordinate znotraj njegovega delovnega območja (sliki 3.2 in 
3.3), program pa vrednosti točk nato preračuna v potrebne vrednosti premikov za vsak sklep 








Slika 3.3: Delovno območje v ravnini x,z [8] 
 
















Robot je zasnovan na osnovi Arduino mikrokrmilnika, kar pomeni, da ga lahko upravljamo 
preko več različnih vmesnikov. Krmiljenje robota je odprtozančno, torej robot nima povratne 
informacije, ali je gib izveden ali ne. 
 
Komunikacija z robotom je v našem primeru potekala preko računalnika, možna pa je tudi 
komunikacija preko dodatnega mikrokrmilnika. Povežemo ga lahko z USB priključkom, 
vendar moramo na računalnik naložiti ustrezne gonilnike, ki nam krmilnik robota prikažejo 
kot serijski vhod na računalniku. Druga možnost pa je preko »BT« priključka oziroma 
»Bluetooth« oddajnika, ki nam omogoča brezžično povezavo z računalnikom ali drugim 
mikrokrmilnikom. 
 
uArm uporablja 8-bitno povezavo z dodatnim bitom za konec ukaza. Hitrost take povezave 
je 9600 bitov na sekundo. Kodiranje v taki obliki je po navadi zapisano kot 9600 baud 8N1 
kodiranje, to pomeni, da potrebujemo 9 bitov, da zapišemo en byte informacije [9]. 
Koordinate posameznih točk robotu pošiljamo v tekstovni datoteki. Podatki se nahajajo 
znotraj bloka informacij, imenovanega »data frame«. V tekstovni datoteki vsaka vrstica 
predstavlja svojo točko, torej svoj blok informacij. [10] 
 
 




10.59 60.07 0 60 2 1 
10.59 60.07 –43.5 60 2 0.3 
10.59 60.07 –43.5 60 1 0.3 
10.59 60.07 0 60 0 1 
63 53 10 –28 0 1 
63 53 –28 –28 0 0.3 
63 53 –28 –28 2 0.3 
63 53 10 0 2 1 
–11.51 162.92 0 60 2 1 
–11.51 162.92 –49.6 60 2 0.3 
–11.51 162.92 –49.6 60 1 0.3 
–11.51 162.92 0 60 0 1 
45 95 10 –96 0 1 
45 95 –35 –96 0 0.3 
45 95 –35 –96 2 0.3 
 
 
Tabela 2: Vrednosti pomikov, ki jih pošljemo v robota 
 
V prvem stolpcu je vrednost zasuka φ, v drugem stolpcu je vrednost iztega roke, torej r 
koordinata v cilindričnem koordinatnem sistemu, v tretjem pa z. Prvi trije stolpci skupaj so 
torej koordinate posamezne točke v cilindričnem zapisu. Četrti stolpec nam poda zasuk 
prijemala v kotnih stopinjah, peti stolpec nam nadzoruje zračno črpalko in posledično 
prijemalo, šesti stolpec pa nam poda hitrost premikanja roke. 







Ker gre za prikaz delovanja, zadošča uporaba digitalne spletne kamere za osebni računalnik. 





Slika 3.5: Genius FaceCam 1000x [11] 
 
Lastnosti kamere: 
– 3-kratni digitalni zoom 
– ročno ostrenje slike 
– slikovni senzor 720 p HD pixel CMOS 
– video resolucija 720 p HD do 30 fps 
– maksimalna slikovna resolucija 1 MP, 1280 × 720 slikovnih pik 
– priključek USB2.0  
– format zajema slike: MJPEG/WMV 











3.2.3 Konstrukcija preizkuševališča 
Da lahko pretvarjamo koordinate med koordinatnim sistemom robota in koordinatnim 
sistemom, moramo najprej zagotoviti, da se nam medsebojni zamiki ne spreminjajo. To 




Slika 3.6: Slika preizkuševališča 
 
Robot (1) je preko svojega podstavka z vijakom fiksno pritrjen na ploščo. Kamera (2) je na 
podlago fiksno vpeta preko nosilca, ki je sestavljen iz 45 x 45 mm velikih aluminijastih 
profilov. Aluminijasta profila sta med seboj pravokotna in vijačena, na spodnjem delu pa 
pritrjena na ploščico, ki je pritrjena v podlago.  
 
 Za minimaliziranje popačenja zaradi različne razdalje med kamero in kosom smo kamero 
postavili na sredino podlage in jo obrnili pravokotno na podlago. Kamera ni širokokotna, 
zato ne pride do izrazitejšega popačenja v robovih območja zajema. 
 
 
V preizkuševališču imamo tudi računalnik (3), ki izvaja algoritem celotnega sistema, in luč 
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3.3 Strojni vid 
3.3.1 Zajemanje in obdelava slike 
Sliko smo zajeli z uporabo MATLAB-ove vgrajene funkcije »image aqusition tool box«. 
Aplikacija nam ponuja izbiro formata slike ali videa ter ločljivost zajema. Preko aplikacije 
lahko tudi konfiguriramo nastavitve kamere. Nastavljamo lahko osvetlitev, kontrast in 
področje zajema znotraj vidnega kota kamere. [12] 
 
Podatkovni format zajema slike je odvisen od kamere, v našem primeru imamo možnost 
izbire med MJPG in YUY2, izberemo pa lahko tudi med različnimi barvnimi formati slike, 
kot so YUV, RGB in sivinski. Odločili smo se za RGB format, ki ga nato znotraj programa 
pretvorimo v sivinskega. Za zajem slike samo v določenem trenutku moramo uporabiti 
dejansko stikalo ali aktivator znotraj MATLAB kode. 
 
Potrebujemo samo eno sliko, saj robot kose odlaga na vnaprej določene pozicije. Iz zajete 
slike potrebujemo informacijo o lokaciji težišč posameznih kosov in njihovi orientaciji. 
Signal za zajem je v našem primeru del kode. Da zagotovimo, da je robot tudi ob prvem 
zagonu programa izven območja zajema kamere, se znotraj našega programa najprej pošlje 
točka, kamor želimo, da se robot odmakne. Šele nato kamera naredi posnetek z vnaprej 
določenimi parametri. 
 
3.3.1.1 Analiza oblik 
Programsko orodje MATLAB nam ponuja več vgrajenih vmesnikov, s katerimi si lahko 
pomagamo pri obdelavi zajete slike. [13] 
 
Na kameri smo nastavili, da nam sliko v računalnik pošlje v formatu MJPG. Sliko nato 
obdelamo s pomočjo barvnih filtrov, ki smo jih ustvarili s pomočjo MATLAB-ovega orodja 
»Color Treshold«, nato jo pretvorimo v dvobitno. Dobimo tri nove slike, na posamezni sliki 
pa se nahajata samo kosa v posamezni barvi. Nato s pomočjo metode »Blob Analysis« 
dobimo podatke posameznih likov na slikah. Funkcija nam na posamezni dvobitni sliki 
popiše koordinate težišča, površino, orientacijo glavne osi in dimenzijo lika v posamezni osi. 
Vse dobljene vrednosti so podane v slikovnih pikah. [14] 
 
Zanimata nas koordinata težišča lika in zasuk njegove glavne osi glede na X-os. Prejete 
podatke moramo pretvoriti v cilindrični koordinatni sistem, da jih lahko pošljemo robotu. 









Program lahko analizira samo vrednosti bitov v sliki, zato našo sliko (slika 3.8) najprej 
filtriramo po barvah, nato pa vsako sliko posebej pretvorimo v dvobitno (BW – samo črna 
in bela slika). Dobljeno sliko (slika 3.9) nato najprej dodatno obdelamo, da se znebimo 
majhnih pack, ki so lahko posledica različnih osvetlitev. To naredimo tako, da v program 
vstavimo filter, ki nam odstrani vse objekte, ki so manjši od nastavljene vrednosti.  





Slika 3.8: RGB slika iz kamere  
 










3.4.1 Pridobitev koordinat 
Največja izziva diplomske naloge sta pridobitev in pretvorba koordinat, da robot vedno 
pravilno pobere naključno orientirane kose. 
 
Najprej smo s fiksnim preizkuševališčem zagotovili, da se korelacija kamere in robota ne 
spreminja. V nasprotnem primeru pretvorba koordinat ne bi bila mogoča, saj bi imeli vsakič 
drug, neznan premik koordinatnega izhodišča. Kamero smo na preizkuševališče postavili 
tako, da sta se pokrili Y os koordinatnega sistema kamere in R os koordinatnega sistema 
robota. S tem smo se izognili zasuku osi pri pretvorbi koordinat. Izhodišče koordinatnega 
sistema kamere se nahaja v enem izmed kotov območja zajema.  
 
Prvi korak v pridobitvi pravilnih vrednosti za robota je ugotovitev medsebojne razdalje obeh 
izhodišč koordinatnih sistemov. Izhodišče koordinatnega sistema robota je izven območja 
zajema kamere. Z ročnim postavljanjem predmetov, ki smo jih zajeli s kamero in pridobili 
njihove podatke, smo dobili velikost posamezne slikovne pike za naše preizkuševališče in 
nastavljeno resolucijo kamere. Razdaljo med obema izhodiščema smo pomerili in dobljeno 
vrednost pretvorili v slikovne pike.  
Naslednje težava je bila potreba robota po cilindričnih koordinatah kosov, kjer so vrednosti 
podane v kotnih stopinjah in milimetrih. Iztegnjenost robotske roke ozirom R koordinato 
robot zahteva podano merjeno od dejanske minimalne razdalje, na kateri robot še lahko 
pobere kose. Torej je izhodišče koordinatnega sistema robota za zasuk v vrtišču robota, za 
iztegnjenost roke pa določena razdalja v smeri zasuka 0°. 
 
Za pravilne informacije, da robot lahko pobere naključno postavljene predmete znotraj 
določenega območja, je torej potrebnih več korakov. Najprej smo dobljenim koordinatam v 
slikovnih pikah prišteli oziroma odšteli določeno vrednost, da smo dobili koordinate iste 
točke, gledano z izhodišča robota. Nato smo izračunali koordinato zasuka posameznih težišč 
kosov, vrednosti pa pustili v slikovnih pikah, saj ni bilo potrebe po pretvorbi. Pri izračunu R 
koordinate pa je bila potrebna pretvorba vrednosti koordinat v milimetre, da smo dobili 
pravo vrednost za robota. Končni zamik izhodišča za iztegnjenost roke smo upoštevali s 
ponovno korekcijo samo R koordinate težišča posameznih predmetov. Postopek smo izvedli 
za vsak predmet posebej, končne cilindrične koordinate težišč pa smo zapisali v txt datoteko. 
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3.4.2 Algoritem za krmiljenje robota uArm 
Robot je priključen na zunanje napajanje za pogone elektromotorjev in zračne črpalke. Z 
računalnikom je povezan preko USB kabla za prejem ukazov za premike. Ukaze za 
posamezne točke mu pošiljamo v cilindričnem koordinatnem sistemu.  
 
MATLAB najprej ustvari tekstovno datoteko, v katero vstavi cilindrične koordinate željenih 
prijemališč posameznih predmetov in serijo vnaprej določenih ukazov, ki so odvisni od teh 
koordinat.  
 
V tekstovni datoteki je v vsaki vrstici zapisana koordinata posamezne točke v prostoru, 
kamor želimo, da se robot premakne. Vrstni red vrstic, višina in hitrost posameznega giba 
so vnaprej določeni v kodi programa MATLAB. Zadnja točka je nastavljena izven zornega 
kota kamere, da se robot odmakne in kamera lahko ponovno zajame novo razporeditev novih 
kosov. 
Po pridobitvi vseh koordinat robot pobere večje predmete in jih postavi na vnaprej določeno 
pozicijo in orientacijo. Potreben zasuk prijemala robota izračunamo na podlagi orientacije 
predmeta, potrebnega zasuka vrtišča robota in željene končne orientacije kosa. Nato robot 









Delovanje našega algoritma in preizkuševališča smo preizkusili z dvajsetimi zaporednimi 
cikli, kjer smo predmete po vsakem ciklu ročno naključno postavili v območje zajema 
kamere. Izkazalo se je, da program ne razlikuje, na kateri strani od težišča kosa se nahaja 
izrez za manjši kos. Če smo torej predmete obrnili z izrezom levo od težišča, gledano s strani 
robota, potem je algoritem deloval po pričakovanjih. Če so bili predmeti zavrteni za 180°, 
robot ni pravilno vstavljal manjših predmetov v izreze. 
 
Uporabili smo šest različnih predmetov, par predmetov v modri, par v rdeči in par v rumeni 
barvi. Test je potekal tako, da smo vseh šest predmetov naključno postavili znotraj območja 
zajema kamere in preko računalnika zagnali algoritem. Po končanem ciklu smo predmete 
ponovno naključno postavili v osnovno območje in dali signal preko računalnika. 
 
Na spodnji sliki 4.1 je graf prikaza rezultatov dvajsetih zaporednih ciklov, kjer smo vse 
predmete obračali z izrezom levo od težišča. Predmete smo vedno pravilno in v celoti 






































































Zlaganje predmetov v industriji zahteva natančnost in ponovljivost, kar smo z našim 
preizkuševališčem dosegli. Takoj se je izkazalo, da izdelan sistem deluje samo znotraj 
določenih pogojev, vendar tudi v industriji pogosto dobimo kose vsaj generalno podobno 
orientirane. Pomanjkljivost bi lahko odstranili tudi programsko, vendar potem naletimo na 
težavo omejitve vrtenja prijemala robota. 
 
Znotraj določenih parametrov je celoten sistem v sedemnajstih primerih deloval brez napake. 
Do napake je v dveh primerih prišlo zaradi napačne zaznave kamere. Kljub konstantni 
osvetlitvi kamera ni pravilno zaznala predmetov določene barve in posledično robot ni dobil 
pravilnih podatkov za te predmete. Težavo bi morda rešili z uporabo močnejše, umetne, bolj 
razpršene osvetlitve z več strani, da bi se znebili senc in bolj osvetljenih območij znotraj 
zajema kamere. Napako bi odpravili tudi z uporabo boljše kamere. 
 
V enem primeru je bila napaka posledica natančnosti robota, ki je 5 mm. Ker je premer 
manjših predmetov le 7 mm večji od premera prijemala, je že 4 mm zamik robota pomenil, 
da prijemalo ni v celoti nasedlo na predmet. Napako bi lahko rešili z bolj natančnim robotom 










1) Izdelali smo algoritem za prepoznavanje oblik in barv ter določitev njihove pozicije in 
orientacije. Algoritem podatke nato v primerni obliki pošlje v robota. 
 
2) Predmete po prepoznavi s pomočjo razvitega algoritma preko robota postavljamo na 
vnaprej določene pozicije. Določena je točna končna lokacija in orientacija vsakega 
predmeta. Natančnost pozicioniranja se preverja z vstavljanjem v ustrezne izreze. 
 
3) Dobljeni rezultati prikazujejo uspešno delovanje algoritma. V dvajsetih zaporednih 
ciklih ni prišlo do programske napake v algoritmu, vse napake so bile posledica fizičnih 
komponent preizkuševališča.  
 
4) Ugotovili smo, kako preizkuševališče izboljšati in dobiti boljšo ponovljivost. Naredili 
smo tudi načrt izboljšanja ponovljivosti z uporabo boljših fizičnih komponent, 
predvsem kamere. 
 
Iz rezultatov diplomskega dela smo ugotovili, da je izdelava sistema za prepoznavanje in 
manipulacijo, ki sestoji iz robotskega manipulatorja, strojnega vida in algoritma, za 
preproste operacije zlaganja z nizko toleranco enostavna. Zanesljivost, natančnost in 
ponovljivost celotnega sistema so odvisne od natančnosti in kvalitete vse elementov znotraj 
sistema. Ponovljivost bomo v prihodnje dodatno izboljšali z zamenjavo fizičnih elementov, 
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