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Abstract
We obtain an existence and uniqueness result to Frémond’s phase transition model which take
into account microscopic movements and accelerations. Moreover, the irreversible evolution of the
phase variable is considered. Next, we perform an asymptotic analysis on the solution to the above
problem, as the power of the microscopic acceleration forces goes to zero.
© 2005 Elsevier Inc. All rights reserved.
Keywords: Phase changes; Microscopic accelerations; Existence and uniqueness results; Asymptotic analysis
1. Introduction
We mean that a two-phase material undergoes to an irreversible evolution, when, once
one phase is attained, it will never pass to the other, no matter the temperature will change.
The liquid glue that becomes solid is a typical example of the everyday life. As far as
we know, the first analytical investigation and formalization is given in the paper [8]. It
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the same after the critical temperature has been attained once by a modification of the
energy-temperature relationship. When the functional setting is not so weak as in [8], one
can impose a sign condition on the time derivative of the phase (see [2,3]), however the
phase transition model has been introduced.
On the other hand, the well-known phase-field [6] and phase relaxation [10] models
have been widely investigated in their various versions. After them a further phase transi-
tion model was firstly derived in [3]. Its main feature relies on the consideration that the
microscopic movements give rise to the phase change at the macroscopic level. It can take
into account the case of the irreversible evolution (see [3]), like the previous models. In the
present paper, we deal with a refined version of Frémond’s model introduced in [4] (see
also [9] for a complete discussion).
Now, we recall here briefly the framework of such a model and the system of PDE’s
governing the thermal evolution of the two-phase material under consideration.
We assume that the material is located in a bounded domain Ω ⊂R3 during a finite time
interval [0, T ], T > 0 and we focus on the state variables θ (absolute temperature) and χ
(the so-called phase field, for instance, the local proportion of one of the two phases). We
require that the variables θ and χ fulfill the following relations:
cs∂t θ + L
θc
θ∂tχ − kΔθ = μ(∂tχ)2 + ξ∂tχ, (1.1)
μ∂tχ + ξ − νΔχ + η = L
θc
(θ − θc), (1.2)
where
η ∈ ∂I[0,1](χ) and ξ ∈ ∂I[0,+∞[(∂tχ) (1.3)
almost everywhere in the space–time domain. The coefficients cs , L, θc, k, and μ stand
for positive physical constants, while ν is nonnegative (see [3] for their physical mean-
ing; e.g., θc represents the critical temperature). We have denoted by ∂I[0,1] (respectively
∂I[0,+∞[) the subdifferential of the (nonsmooth) indicator function I[0,1] (respectively
I[0,+∞[), which compels the phase variable to assume only the values between 0 and 1
and to have irreversible evolution. Moreover, note that the term ξ∂tχ vanishes in (1.1),
thanks to the definition of ∂I[0,+∞[(∂tχ).
Many efforts have been recently directed to the analysis of Cauchy–Neumann problems
related to different possible simplified versions of the system above. The small perturba-
tions assumption (θ close to θc and μ(∂tχ)2 ≈ 0) is considered in [3]. The existence of
solutions is proved by introducing a suitable regularization procedure together with a time
discretization scheme and deriving some careful a priori estimates. Such a result also holds
in the limit case μ = 0 and when the subdifferentials are replaced by general maximal
monotone graphs. The uniqueness holds under some stronger assumptions.
In [14] a further step is done in the direction of dealing with the whole system (1.1)–
(1.3), assuming only μ(∂tχ)2 ≈ 0 and allowing the temperature θ to be far from the critical
value θc. An existence result is obtained via a regularization—a priori estimates—passage
to the limit procedure; it must be noted that the role of the irreversibility is crucial in the
proofs, since it allows the use of maximum principle arguments.
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is established in [7]. The proof is performed by introducing a regularization procedure
combined with a truncation. The derivation of some bounds of the unknowns is a key step
and is obtained via maximum principle and monotonicity arguments.
The paper [15] proves the existence of a solution to the system (1.1)–(1.2) in the special
case where a finite maximum speed λ > 0 is imposed to the phase transition process. As
for the analytical device, (1.3) is replaced by
η ∈ ∂I[0,1](χ) and ξ ∈ ∂I[0,λ](∂tχ). (1.4)
Clearly, such an a priori bound on ∂tχ is very useful in the analytical investigation but, on
the other hand, the highly nonlinear term ξ∂tχ in (1.1) is no more vanishing.
Finally, the result of [15] is used to show that the full problem turns out to have a global
strong solution in the one-dimensional setting [12] and a local (in time) one in the three-
dimensional case [16].
Now, it must be noted that (1.2) is derived by means of the virtual power principle,
neglecting the power of the acceleration forces. The latter is taken into account in the
refined version of Frémond’s model provided in [4]. Roughly speaking, (1.2) is replaced
by the equation
ρ0∂ttχ + μ∂tχ − νΔχ + ξ + 12
(
χ3 − χ)= L
θc
(θ − θc), (1.5)
where ρ0 > 0 is proportional to the (constant) mass of the microscopic links and ξ still
belongs to ∂I[0,+∞[(∂tχ). Note that the constraint I[0,1](χ) is replaced here by the usual
double-well potential 18 (χ
2 − 1)2 (as in the Caginalp [6] model). Note that (1.5) can be
viewed as a hyperbolic inequality (think θ as a datum) with a constraint on the time deriva-
tive of the unknown function χ . It is well known that a (further) constraint on the unknown
function is very difficult to deal with (see, e.g., [13] and the references therein). Since we
are interested in the analytical study, we confine ourselves to (1.5).
The local (in time) well-posedness is established in [4, Theorem 2.2] for a Cauchy–
Neumann problem related to (1.1)–(1.5) and
ξ ∈ ∂I[0,+∞[(∂tχ) (1.6)
by the means of a regularization and fixed point procedures.
Next, it is interesting to consider the case when the power of the acceleration forces is
no more relevant, i.e., to take the limit as ρ0 ↘ 0 in (1.5), obtaining (still coupled with
(1.1) and (1.6))
μ∂tχ − νΔχ + ξ + 12
(
χ3 − χ)= L
θc
(θ − θc). (1.7)
The method should be straightforward: consider the solutions obtained in [4] for any
ρ0 > 0, deduce suitable a priori estimates, and pass to the limit as ρ0 ↘ 0. This does not
work, since the lifetime of the solutions depends on ρ0 and it can vanish as ρ0 ↘ 0. Thus,
we derive here an alternative proof which provides existence and uniqueness of the solu-
tion to (1.1)–(1.5)–(1.6) in a time interval independent of ρ0 (see Theorem 2.1 below). We
are able to do it by requiring some slightly stronger assumptions on the initial data. Thus,
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problem related to the system (1.1)–(1.5)–(1.6) and then to perform an asymptotic analy-
sis of such a solution, as ρ0 ↘ 0. We will actually prove a local existence and uniqueness
result for the limit problem (the Cauchy–Neumann problem related to (1.1)–(1.7)–(1.6)).
The outline of the paper is as follows. The next section is devoted to the assumptions,
the notation, and the statements of the results. By the means of an approximation—a priori
estimates—passage to the limit procedure, we prove in Section 3 the local well-posedness
of the problem accounting for microscopic accelerations (Theorem 2.1). Finally, Sec-
tion 4 concerns the asymptotic analysis which recovers, in particular, a local existence
and uniqueness result for the limit problem (Theorems 2.2 and 2.3).
2. Statement of the results
We start by fixing some notation. Let Ω ⊂R3 be a bounded domain with smooth bound-
ary ∂Ω . We set Qt := Ω × ]0, t[ for t ∈ ]0, T [ and Q := Ω × ]0, T [. Letting n stand for
the outward normal unit vector to ∂Ω , we set
H := L2(Ω), V := H 1(Ω),
W := {u ∈ H 2(Ω), such that ∂nu = 0 on ∂Ω},
and identify H with its dual space H ′, so that W ↪→ V ↪→ H ↪→ V ′ ↪→ W ′, with dense and
compact embeddings. We use the same symbol for the norm of a space of scalar functions
and the norm of the space of corresponding vector-valued functions. For instance, ‖ · ‖V
means the norm of both V and V 3. Let the symbol ‖ · ‖ indicate the norm of H (or H 3).
Henceforth, we denote by 〈·,·〉 the duality pairing between V ′ and V , by (·,·) the scalar
product in H and by ((·,·)) the scalar product in V . Then, the associated Riesz isomorphism
J :V → V ′ and the scalar product in V ′, denoted by ((·,·))∗, can be specified by
〈Jv1, v2〉 := ((v1, v2)), ((u1, u2))∗ :=
〈
u1, J
−1u2
〉
for vi ∈ V, ui ∈ V ′, i = 1,2.
In the sequel, we make the following assumptions:
φ :R→ [0,+∞] is convex and lower-semicontinuous, φ(0) = 0; (2.1)
α = ∂φ ⊂R×R. (2.2)
Moreover, D(α) will denotes the effective domain of α and, for any y ∈ D(α), α0(y) will
indicate the element of α(y) having minimum modulus.
Let us consider
Problem (Pε). Let ε > 0 be given. Let θ0, χ0, χ1 satisfy
θ0 ∈ V and θ0  0 a.e. in Ω; (2.3)
χ0 ∈ H 3(Ω) and ∂nχ0 = 0 on ∂Ω; (2.4)
χ1 = (Id + α)−1
(
Δχ0 − 12
(
χ30 − χ0
)+ θ0) (where Id denotes the identity);
(2.5)
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χ1 ∈ D(α) a.e. in Ω and α0(χ1) ∈ H. (2.7)
Find (θε,χε, ξε) such that
θε ∈ H 1(0, T ;H) ∩ C0
([0, T ];V )∩ L2(0, T ;W), θε  0 a.e. in Q, (2.8)
χε ∈ W 2,∞(0, T ;H) ∩ W 1,∞(0, T ;V ) ∩ L∞(0, T ;W), (2.9)
∂t θε + θε∂tχε − Δθε = (∂tχε)2 a.e. in Q, (2.10)
ε∂ttχε + ∂tχε + ξε − Δχε + 12
(
χ3ε − χε
)= θε a.e. in Q, (2.11)
ξε ∈ α(∂tχε) a.e. in Q and ξε ∈ L∞(0, T ;H), (2.12)
θε(·,0) = θ0 a.e. in Ω, (2.13)
χε(·,0) = χ0 a.e. in Ω, (2.14)
∂tχε(·,0) = χ1 a.e. in Ω. (2.15)
Bearing in mind an asymptotic analysis on Problem (Pε) as ε tends to 0, from now on,
we let ε vary, say, in (0,1). In view of the results in [4], we can hope to establish only
the local (in time) well-posedness of Problem (Pε). As mentioned in the Introduction, as
starting point of our asymptotic study, we derive here a result (see Theorem 2.1 below)
which provides existence and uniqueness of the local solution to Problem (Pε) during
a time interval independent of ε.
Theorem 2.1. Let the assumptions (2.1)–(2.7) hold. Then there exists a final time T̂ , 0 <
T̂  T such that for any 0 < ε < 1 there exists and is unique the triplet (θε,χε, ξε) solving
Problem (Pε) during the time interval ]0, T̂ [.
Remark 2.1. The (local) Lipschitz continuous dependence could be proved by using the
same tools of the forthcoming uniqueness proof, under some restrictions on the final time.
The asymptotic behaviour of the solution to Problem (Pε), as ε ↘ 0 is established in
the following theorem.
Theorem 2.2. Let (θε,χε, ξε) be given by Theorem 2.1. Then, there exists a triplet (θ,χ, ξ)
such that the strong, weak or weak∗ convergences listed below hold:
θε
∗
⇀θ in L∞(0, T̂ ;V ), (2.16)
θε ⇀ θ in H 1(0, T̂ ;H) ∩ L2(0, T̂ ;W), (2.17)
θε → θ in C0
([0, T̂ ];H )∩ L2(0, T̂ ;V ), (2.18)
χε
∗
⇀χ in L∞(0, T̂ ;W), (2.19)
∂tχε
∗
⇀∂tχ in L∞(0, T̂ ;V ), (2.20)
∂ttχε ⇀ ∂ttχ in L2(0, T̂ ;H), (2.21)
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([0, T̂ ];H )∩ C0([0, T̂ ];V ), (2.22)
ξε ⇀ ξ in L2(0, T̂ ;H), (2.23)
ε∂ttχε → 0 in L∞(0, T̂ ;H), (2.24)
as ε ↘ 0. Moreover, (θ,χ, ξ) solves the limit problem
θ ∈ H 1(0, T̂ ;H) ∩ C0([0, T̂ ];V )∩ L2(0, T̂ ;W), θ  0 a.e. in QT̂ , (2.25)
χ ∈ H 2(0, T̂ ;H) ∩ W 1,∞(0, T̂ ;V ) ∩ L∞(0, T̂ ;W), (2.26)
∂t θ + θ∂tχ − Δθ = (∂tχ)2 a.e. in QT̂ , (2.27)
∂tχ + ξ − Δχ + 12
(
χ3 − χ)= θ a.e. in QT̂ , (2.28)
ξ ∈ α(∂tχ) a.e. in QT̂ and ξ ∈ L∞(0, T̂ ;H), (2.29)
θ(·,0) = θ0 a.e. in Ω, (2.30)
χ(·,0) = χ0 a.e. in Ω. (2.31)
Let us stress that Theorem 2.2 provides, in particular, a local existence result to the
(unstudied) limit problem (2.25)–(2.31), where θ0 and χ0 are as in Theorem 2.3 below.
Actually, for the limit problem, the following global uniqueness result holds.
Theorem 2.3. Let θ0 ∈ V , θ0  0 a.e. in Ω and χ0 ∈ H 3(Ω), ∂nχ0 = 0 on ∂Ω be given.
Let (θ,χ, ξ) be a triplet of functions satisfying (2.25)–(2.31) during some interval ]0, T̂ [.
Then such a pair is unique on the whole interval ]0, T̂ [.
Remark 2.2. We warn that, in the proofs, we employ the same symbol c for different
constants, even in the same formula, for the sake of simplicity.
Finally, we recall the Young inequality which will be useful in the sequel:
ab δap + 1
q
(δp)−q/pbq (2.32)
for all a, b ∈R+, δ > 0 and p > 1, q < ∞ such that 1
p
+ 1
q
= 1.
3. Proof of Theorem 2.1
We approximate here Problem (Pε) as follows: regularize the maximal monotone graph
α and the initial datum χ1, add a viscosity term in the motion equation (2.11). More pre-
cisely, for any h > 0, consider αh the Lipschitz continuous Yosida approximation of α,
and φh a convex, continuously differentiable approximation of φ for which the following
properties hold (see [5, p. 28 and p. 39]):
αh = φ′h = ∂φh, ∀h > 0,
0 φh(y) φ(y), ∀h > 0 and lim φh(y) = φ(y),h→0
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for any y ∈ D(α), where α0(y) is the element of α(y) having minimum modulus.
Next, we approximate the initial datum χ1 ∈ V (cf. (2.3)–(2.5)) by a family {χ1h}h>0
obtained by the following regularization procedure: for any h > 0, let χ1h ∈ W be the
solution to
χ1h − hΔχ1h + αh(χ1h) = Δχ0 − 12
(
χ30 − χ0
)+ θ0 a.e. in Ω. (3.2)
Taking also the monotonicity of αh into account, we can easily infer that χ1h satisfies
‖χ1h‖V 
∥∥∥∥Δχ0 − 12(χ30 − χ0)+ θ0
∥∥∥∥
V
, (3.3)
h1/2‖Δχ1h‖
∥∥∥∥Δχ0 − 12(χ30 − χ0)+ θ0
∥∥∥∥
V
, (3.4)
∥∥αh(χ1h)∥∥ c
∥∥∥∥Δχ0 − 12(χ30 − χ0)+ θ0
∥∥∥∥, (3.5)
for some positive constant c independent of h.
Thanks to (3.3) and (3.5), there exist χˆ1 ∈ V and ξˆ ∈ H such that, at least for subse-
quences
χ1h → χˆ1 in H, αh(χ1h) ⇀ ξˆ in H,
as h ↘ 0. Thus, applying [1, Proposition 1.1, p. 42], we obtain readily ξˆ ∈ α(χˆ1) a.e. in Ω .
Observing now that the problem
χˆ1 + ξˆ = Δχ0 − 12
(
χ30 − χ0
)+ θ0 a.e. in Ω,
ξˆ ∈ α(χˆ1) a.e. in Ω,
admits a unique pair of solutions, we conclude
χˆ1 = χ1 a.e. in Ω
(recall that χ1 is defined in (2.5)) and then
χ1h → χ1 in H as h ↘ 0. (3.6)
Now, we are ready to formulate the regularized version of Problem (Pε).
Problem (Pεh). Let 0 < h < 1 and 0 < ε < 1 be given. Let the assumptions (2.1)–(2.7)
hold. Moreover, let {χ1h}0<h<1 ⊂ W defined in (3.2).
Find (θεh,χεh) such that
θεh ∈ H 1(0, T ;H) ∩ C0
([0, T ];V )∩ L2(0, T ;W), θεh  0 a.e. in Q, (3.7)
χεh ∈ W 2,∞(0, T ;H) ∩ H 2(0, T ;V ) ∩ W 1,∞(0, T ;W), (3.8)
∂t θεh + θεh∂tχεh − Δθεh = (∂tχεh)2 a.e. in Q, (3.9)
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(
χ3εh − χεh
)= θεh
a.e. in Q, (3.10)
θεh(·,0) = θ0 a.e. in Ω, (3.11)
χεh(·,0) = χ0 a.e. in Ω, (3.12)
∂tχεh(·,0) = χ1h a.e. in Ω. (3.13)
The result [4, Proposition 4.1] ensures that the regularized Problem (Pεh) admits
a unique solution (θεh,χεh) in the whole time interval ]0, T [.
Now, we will establish some a priori estimates (independent of both the parameters h
and ε), concerning the solution of problem (3.7)–(3.13), holding in some interval ]0, T̂ [,
with 0 < T̂  T .
In the present section, c will denote any positive constant possibly dependent on data of
the problem but not on h or ε.
First a priori estimate. We multiply (3.10) by ∂tχεh; we add the resulting equation to
(3.9) and we integrate over Qt with 0 < t < T . Noting that some terms cancel, and taking
into account the monotonicity of αh, we have∫
Ω
θεh(t) dx + ε2
∥∥∂tχεh(t)∥∥2 + h‖∇∂tχεh‖2L2(0,t;(L2(Ω))3) + 12
∥∥∇χεh(t)∥∥2
+ 1
8
∫
Ω
(
χ2εh(t) − 1
)2
dx

∫
Ω
θ0 dx + ε2‖χ1h‖
2 + 1
2
‖∇χ0‖2 + 18
∫
Ω
(
χ20 − 1
)2
dx. (3.14)
Now, owing to (3.7) and (3.3), we deduce, in particular, the upper bounds
‖θεh‖L∞(0,T ;L1(Ω))  c, (3.15)
‖χεh‖L∞(0,T ;V )  c (3.16)
for some positive constant c independent of h and ε.
Second a priori estimate. We multiply (3.9) by 2(θεh + ∂t θεh), and we integrate over
Qt with 0 < t < T . Using the Hölder inequality, (2.32), and recalling the continuous em-
beddings V ↪→ Lp(Ω) with 1 p  6, we obtain∥∥θεh(t)∥∥2V + 2‖∂t θεh‖2L2(0,t;H) + 2‖∇θεh‖2L2(0,t;(L2(Ω))3)
 ‖θ0‖2V +
1
2
‖∂t θεh‖2L2(0,t;H) + c
t∫
0
∥∥θεh(s)∥∥4V ds + c
t∫
0
∥∥∂tχεh(s)∥∥4V ds + c.
(3.17)
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similar arguments, we get
ε‖∂ttχεh‖2L2(0,t;H) +
1
2
∥∥∂tχεh(t)∥∥2 + ∫
Ω
φh
(
∂tχεh(t)
)
dx + h
2
∥∥∇∂tχεh(t)∥∥2
 1
2
‖χ1h‖2 +
∫
Ω
φh(χ1h) dx + h2‖∇χ1h‖
2
+
∫ ∫
Qt
(
Δχεh − 12
(
χ3εh − χεh
)+ θεh)∂ttχεh
 1
2
‖χ1h‖2 +
∫
Ω
φh(χ1h) dx + h2‖∇χ1h‖
2 + 1
4
‖∂ttχεh‖2L2(0,t;H)
+ c
t∫
0
(∥∥Δχεh(s)∥∥2 + ∥∥θεh(s)∥∥2 + ∥∥χεh(s)∥∥6V + ∥∥χεh(s)∥∥2)ds. (3.18)
In order to prove that the right-hand side of (3.18) is bounded independently of h and ε,
we recall that (using also the definition of αh = ∂φh)∫
Ω
∣∣φh(χ1h) − φ(χ1)∣∣dx

∫
Ω
(∣∣αh(χ1h)∣∣+ ∣∣αh(χ1)∣∣)|χ1h − χ1|dx + ∫
Ω
∣∣φh(χ1) − φ(χ1)∣∣dx → 0,
as h → 0, (3.19)
thanks to (3.6), (3.5), and (3.1).
Next we multiply (3.10) by −Δ∂tχεh and we integrate over Qt with 0 < t < T . Arguing
in a similar way, we get
ε
2
∥∥∇∂tχεh(t)∥∥2 + ‖∇∂tχεh‖2L2(0,t;(L2(Ω))3)
+
∫ ∫
Qt
α′h(∂tχεh)|∇∂tχεh|2 + h‖Δ∂tχεh‖2L2(0,t;H) +
1
2
∥∥Δχεh(t)∥∥2
= ε
2
‖∇χ1h‖2 + 12‖Δχ0‖
2 +
∫ ∫
Qt
(
1
2
(
χ3εh − χεh
)− θεh)Δ∂tχεh
 ε
2
‖∇χ1h‖2 + 12‖Δχ0‖
2 + ‖∇θεh‖2L2(0,t;(L2(Ω))3) +
1
4
‖∇∂tχεh‖2L2(0,t;(L2(Ω))3)
+ c(‖χεh‖2L∞(0,T ;V ) + 1)
t∫ ∥∥∇χεh(s)∥∥2L6(Ω) ds + 14‖∇∂tχεh‖2L2(0,t;(L2(Ω))3)0
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‖∇χ1h‖2 + 12‖Δχ0‖
2 + ‖∇θεh‖2L2(0,t;(L2(Ω))3) +
1
2
‖∇∂tχεh‖2L2(0,t;(L2(Ω))3)
+ c(‖χεh‖2L∞(0,T ;V ) + 1)‖χεh‖2L2(0,t;W). (3.20)
Now, we differentiate (3.10) formally with respect to time. For the rigorous procedure
we should strengthen the regularity stated in [4, Proposition 4.1], owing to the better as-
sumptions on the initial data. We multiply the resulting equation by ∂ttχεh and we integrate
over Qt with 0 < t < T to obtain
ε
2
∥∥∂ttχεh(t)∥∥2 + ‖∂ttχεh‖2L2(0,t;H)
+
∫ ∫
Qt
α′h(∂tχεh)(∂ttχεh)2 + h‖∇∂ttχεh‖2L2(0,t;(L2(Ω))3) +
1
2
∥∥∇∂tχεh(t)∥∥2
 ε
2
∥∥∂ttχεh(0)∥∥2 + 12‖∇χ1h‖2 +
∫ ∫
Qt
∣∣∣∣−12(3χ2εh − 1)∂tχεh + ∂t θεh
∣∣∣∣|∂ttχεh|
 ε
2
∥∥∂ttχεh(0)∥∥2 + 12‖∇χ1h‖2 + 12‖∂ttχεh‖2L2(0,t;H) + ‖∂t θεh‖2L2(0,t;H)
+ c(‖χεh‖2L∞(0,T ;V ) + 1)
t∫
0
∥∥∂tχεh(s)∥∥2V ds. (3.21)
We recover the initial value of ∂ttχεh from (3.10) (see (3.11)–(3.13)). Thanks to (3.2),
we have (again formally)
∂ttχεh(0) = 0 in Ω (3.22)
for any 0 < h < 1 and any 0 < ε < 1.
Finally, we add (3.17), (3.18), (3.20) and (3.21), accounting for (3.19), (3.3), (3.16), and
(3.22). We apply a generalized local version of the Gronwall lemma (see, e.g., [18, p. 33])
and we conclude that there exists a final time T̂ , with 0 < T̂  T such that the following
upper bounds hold:
‖θεh‖L∞(0,T̂ ;V )∩H 1(0,T̂ ;H)  c, (3.23)
‖χεh‖H 2(0,T̂ ;H)∩W 1,∞(0,T̂ ;V )∩L∞(0,T̂ ;W)  c, (3.24)
h1/2‖Δ∂tχεh‖L2(0,T̂ ;H)  c, (3.25)
ε1/2‖∂ttχεh‖L∞(0,T̂ ;H)  c, (3.26)∥∥φh(∂tχεh)∥∥L∞(0,T̂ ;L1(Ω))  c. (3.27)
By comparison with (3.9), thanks to (3.23)–(3.24), we also have
‖Δθεh‖L2(0,T̂ ;H)  c
and hence, by elliptic regularity results,
‖θεh‖ 2 ̂  c. (3.28)L (0,T ;W)
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(3.10) owing to (3.23)–(3.26))
‖ξεh‖L2(0,T̂ ;H)  c. (3.29)
Let us stress that T̂ involved in the generalized version of Gronwall lemma is indepen-
dent of ε (besides of h) and it is crucial in the asymptotic analysis carried out in the next
section.
Passage to the limit with respect to h. We collect here convergence results which follow
from the previous estimates. Thanks to (3.23)–(3.26), (3.28), and (3.29), well-known weak
and weak∗ compactness results allow us to deduce the following convergences, at least for
subsequences:
θεh
∗
⇀θε in L∞(0, T̂ ;V ), (3.30)
θεh ⇀ θε in H 1(0, T̂ ;H) ∩ L2(0, T̂ ;W), (3.31)
χεh
∗
⇀χε in L∞(0, T̂ ;W), (3.32)
∂tχεh
∗
⇀∂tχε in L∞(0, T̂ ;V ), (3.33)
∂ttχεh
∗
⇀∂ttχε in L∞(0, T̂ ;H), (3.34)
ξεh ⇀ ξε in L2(0, T̂ ;H), (3.35)
hΔ∂tχεh → 0 in L2(0, T̂ ;H), (3.36)
as h ↘ 0.
Moreover, from (3.30), (3.31) and from (3.32)–(3.34), using a classical compactness
argument (see [11]) and the generalized Ascoli theorem (see [17, Corollary 4]), we also
obtain the following strong limits:
θεh → θε in C0
([0, T̂ ];H )∩ L2(0, T̂ ;V ), (3.37)
χεh → χε in C0
([0, T̂ ];V ), (3.38)
∂tχεh → ∂tχε in C0
([0, T̂ ];H ). (3.39)
Thanks to the above and also to (3.6), the triplet (θε,χε, ξε) satisfies (2.8)–(2.11) as well
as the initial conditions (2.13)–(2.15). Note that the strong convergence (3.37) guarantees
the nonnegativity of θε , since it holds for θεh.
In order to prove (2.12), it is enough to show that
lim
h→0
∫ ∫
QT̂
ξεh ∂tχεh =
∫ ∫
QT̂
ξε ∂tχε, (3.40)
which holds thanks to (3.35) and (3.39). In view of [1, Proposition 1.1, p. 42], (3.40) en-
sures the inclusion in (2.12). Moreover, the further regularity for ξε specified in (2.12)
follows by comparison in (2.11), owing to (3.23), (3.24), and (3.26). This prove that
(θε,χε, ξε) solves Problem (Pε) in the time interval ]0, T̂ [. Finally, in order to complete
the proof, we have to show that such a solution is unique. To this aim, we can argue, e.g.,
as in [4, Theorem 2.2] (for the details, see also the proof of Theorem 2.3 below, in the next
section).
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The present section is devoted to the asymptotic behaviour of (θε,χε, ξε) satisfying
(2.8)–(2.15), as ε ↘ 0. The a priori bounds useful to pass to the limit are the same of the
previous section (remind that (3.23), (3.24), (3.26), (3.28), and (3.29) are independent of ε
too).
Thus, proceeding as in the derivation of (3.30)–(3.33), (3.35), (3.37)–(3.40), we can
prove the existence of a triplet (θ,χ, ξ) satisfying all the convergences listed in (2.16)–
(2.24), as well as (2.25)–(2.31).
Finally, in order to prove Theorem 2.3, we have to show that such a triplet is unique.
Let us stress that such a uniqueness result holds in any interval where the solution exists.
We proceed by contradiction. We denote by θ˜ = θ1 − θ2, χ˜ = χ1 − χ2, ξ˜ = ξ1 − ξ2,
being (θ1, χ1, ξ1) and (θ2, χ2, ξ2) two solutions of the limit problem during some interval
]0, T̂ [,0 < T̂  T .
We consider the difference between the corresponding equations (2.28), we multiply it
by ∂t χ˜ and we integrate over Qt with 0 < t < T̂ . Using the Hölder inequality and recalling
the continuous embedding W ↪→ L∞(Ω), we get
‖∂t χ˜‖2L2(0,t;H) +
∫ ∫
Qt
ξ˜ ∂t χ˜ + 12
∥∥∇χ˜ (t)∥∥2
 c‖χ˜‖L2(0,t;H)‖∂t χ˜‖L2(0,t;H) + ‖θ˜‖L2(0,t;H)‖∂t χ˜‖L2(0,t;H), (4.1)
with c depending also on ‖χ1‖L∞(Q) and ‖χ2‖L∞(Q). Taking the monotonicity of α into
account and applying (2.32), we can write (4.1) as follows:
‖∂t χ˜‖2L2(0,t;H) +
1
2
∥∥∇χ˜(t)∥∥2
 3
4
‖∂t χ˜‖2L2(0,t;H) +
1
2
‖θ˜‖2
L2(0,t;H) + c
t∫
0
‖∂t χ˜‖2L2(0,s;H) ds. (4.2)
Next, we multiply the difference between the corresponding equations (2.27), we add
(in both sides) θ˜ , we multiply by J−1θ˜ and we integrate over Qt with 0 < t < T̂ . By
similar arguments, we can obtain
1
2
∥∥θ˜ (t)∥∥2
V ′ + ‖θ˜‖2L2(0,t;H)
 1
8
‖∂t χ˜‖2L2(0,t;H) +
1
4
‖θ˜‖2
L2(0,t;H)
+ c
t∫
0
(
1 + ∥∥∂tχ1(s)∥∥2V + ∥∥∂tχ2(s)∥∥2V + ∥∥θ1(s)∥∥2V )∥∥θ˜ (s)∥∥2V ′ ds. (4.3)
Now we add (4.2) and (4.3). Taking into account (2.25)–(2.26), we apply the Gronwall
lemma and we deduce θ˜ = χ˜ = 0 a.e. in QT̂ . A comparison in (2.28) gives ξ˜ = 0 a.e. in QT̂
too.
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