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In a wide class of monetary models with both cash and credit goods, the main welfare cost of 
inflation is that it distorts the choice between these two goods.  In these models, distortions 
exist because the relevant measure of the relative price between cash and credit goods for 
consumers is the usual relative price discounted by the nominal interest rate.  Changes in the 
inflation rate therefore create distortions by affecting the nominal interest rate.  This paper 
proposes a new statistical method for detecting the existence and magnitude of this distortion 
in a monetary model of the consumption-leisure choice.  The empirical analysis is motivated 
by deriving a long-run restriction between the stochastic and deterministic trends of real 
consumption, the real wage rate and the gross nominal interest rate from the first-order 
conditions of the representative agent's optimization problem.  Using nondurable- and food-
consumption as cash goods, and leisure as the credit good, this method is applied to a diverse 
group of 12 economies.  The evidence suggests that such distortions exist and tend to be 
statistically and economically significant for most high- and medium-inflation economies, but 
not for low-inflation economies.   
 
JEL Classification: E21 (Consumption), E41 (Demand for Money), C22 (Single-Equation 
Time-Series Models) 
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I. Introduction 
In a wide class of monetary models with cash goods (goods purchased with money) and 
credit goods (goods purchased with credit), the main welfare cost of inflation is that it 
distorts the choice between these two goods (see, e.g., Lucas (1984), Lucas and Stokey 
(1987), and Townsend (1987)).  In these models, distortions exist because the relevant 
measure of the relative price between cash and credit goods for consumers is the usual 
relative price discounted by the nominal interest rate.  Changes in the inflation rate 
therefore create distortions by affecting the nominal interest rate.  This paper proposes a 
new statistical method for detecting the existence and magnitude of this distortion in a 
monetary model of the consumption-leisure choice. 
  In the monetary models cited above, money is held for transactions purposes, and the 
distortions are caused for the following reason.  As long as the nominal interest rate is 
positive, holding non-interest-bearing money involves an opportunity cost.  Consumers 
count this opportunity cost as an extra cost for purchasing cash goods but not for credit 
goods because money is held only for transactions involving cash goods.   
  In our empirical work, we use nondurable- and food-consumption as cash goods and 
leisure as the credit good.  The empirical analysis is motivated by deriving a long-run 
restriction between the stochastic and deterministic trends of real consumption, the real 
wage rate and the gross nominal interest rate from the first-order conditions of the 
representative agent's optimization problem.  We investigate a diverse group of 12 
economies.  The evidence suggests that such distortions exist and tend to be statistically 
and economically significant for most high- and medium-inflation economies, but not for 
low-inflation economies.  2 
Empirical work by Hodrick, Kocherlakota, and Lucas (1991) and Braun (1994) also uses 
monetary models with cash and credit goods, but these authors do not investigate this 
particular form of distortion.  Many other aspects of monetary distortions have been 
studied in the empirical literature on monetary economics.  For example, Fisher (1981) 
estimates shoe leather costs (the costs in time and effort incurred by people and firms who 
are trying minimize their holdings of cash).  Christiano, Eichenbaum and Evans (1996) try 
to detect evidence on the empirical plausibility of the “limited participation” models of 
Christiano and Eichenbaum (1992, 1995), in which monetary distortions occur because 
some people are not allowed to continuously participate in financial trades.  More 
recently, Boyd, Levine and Smith (2001) examine the evidence in favor of theoretical 
models (Huybens and Smith, 1999) in which even predictable increases in inflation affect 
the financial sector’s performance adversely due to informational asymmetries in credit 
markets. 
In contrast, monetary distortions on the relative price of cash versus credit goods have 
only been studied in the theoretical literature, and have not been studied by other 
researchers in the empirical literature.  Ogaki (1988) studied the relative price monetary 
distortion with U.S. time series data, using food as the cash good and automobiles as the 
credit good.  Because the inflation rate has been relatively low in the United States, he 
found only mixed evidence of such distortions.  A priori, it is expected that stronger 
evidence will emerge from countries with higher inflation rates.  Ogaki (1988) used 
cointegrating regressions that are similar to the ones used here.  The concept of 
cointegration proposed in Engle and Granger (1987) was relatively new in 1988, and 
better econometric procedures for cointegrated systems have been developed in the last  3 
decade.  Hence, the econometric procedure used in Ogaki (1988) is not satisfactory for the 
purpose of our research. 
Ogaki and Park (1998) proposed a cointegration approach to estimating preference 
parameters, which can be readily used for our research.  Ogaki and Park’s approach has 
been used by Ogaki (1992), Cooley and Ogaki (1996) and Ogaki and Reinhart (1998), 
among others.  The econometric procedure proposed by Ogaki and Park allows one to test 
the null hypothesis of stochastic cointegration and the deterministic cointegration 
restriction, both of which are implied by our model.  Stochastic cointegration means that 
the stochastic trends in the variables are eliminated when their linear combination is 
formed by a vector, called the cointegrating vector.  The deterministic cointegration 
restriction means that the cointegrating vector also eliminates the deterministic trends, 
which arise from the drift terms of the variables. 
The rest of the paper is organized as follows.  Section II describes the economic 
model.  Section III presents the econometric model based on the model in Section II.  The 
econometric procedure is explained in Section IV.  Section V presents the empirical 
results.  Concluding remarks are contained in Section VI. 
 
II.  A Cash-In Advance Model of the Consumption-Leisure Choice 
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subject to appropriate budget constraints and cash-in-advance constraints for purchasing 
the consumption good.  Here β  is a discount factor, Ct denotes consumption and Lt denotes  4 
leisure at time t.  It is assumed that the momentary utility function u  is additively 
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Here V is a continuously differentiable concave function and α  is a preference parameter 
that can be interpreted as the inverse of the intertemporal elasticity of substitution of 
consumption. The first order condition for the consumption-leisure choice can be 
summarized by 
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where Wt is the real wage rate, it is the nominal interest rate and V'(Lt) is the marginal 
utility of leisure.  Taking the logarithm of both sides of Equation (3) yields 
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Equation (4) forms the basis of our econometric model. 
The left-hand-side of Equation (3) is the relevant relative price for the consumption-
leisure choice because the consumer is required to hold cash in order to purchase the 
consumption good in this model.  Since the opportunity cost of holding cash is the forgone 
interest payment, Equation (3) is obtained. 
 
III.  The Econometric Model 
Since the seminal work of Nelson and Plosser (1982), it is well known that most 
macroeconomic time series are well approximated by unit-root nonstationary processes.   5 
Thus, ln(C), ln(W), ln(1+i) are assumed to be unit root nonstationary.  This assumption is 
consistent with the evidence documented in Ogaki (1992) and Cooley and Ogaki (1996). 
Leisure is assumed to be strictly stationary.  This implies that ln(V'(Lt)) is strictly 
stationary, so Equation (4) gives the cointegrating regression: 
t t t t u i b W b b C + + − + = ) 1 ( ln ) ( ln ) ( ln 3 2 1                                      (5) 
where b1 = E(ln(V' (Lt))), b2 = (1/α ), b3 = (1/α ), and ut = ln(V'(Lt)) - b1. 
In Equation (5), it is the interest rate with the maturity date that exactly matches the 
holding period of money.  However, the holding period of money is not known, and the 
data for that particular interest rate might not be available even if the holding period of 
money were known.  Therefore, we use available short-term interest rate data for it in our 
cointegrating regression.  Using this variable does not violate the cointegration 
implication of the model as long as the measured interest rate is cointegrated with the 
interest rate in the model.  This assumption is plausible because all interest rates are 
cointegrated if risk and term premiums are stationary. 
The model implies that b2 = b3 = 1/α .  However, b3 in our cointegrating regression will 
be different from 1/α  if the measured interest rate is not cointegrated with the interest rate 
in the model with a (1,-1)' cointegrating vector.  The cointegrating vector will be different 
from (1,-1)' unless the holding period is equal to one year when the annualized interest 
rate is used for the regression.  Hence we do not interpret the estimated b3 as 1/α  and do 
not impose the restriction b2 = b 3 in our empirical work.  In addition, if the consumer 
decides to change the holding period of money as the short-term nominal interest rate 
changes, then our assumption of the constant holding period of money is violated.  Even 
in this case, Equation (5) as a cointegrating regression may be a good approximation  6 
because the short-term nominal interest rate will be a good measure of transaction costs in 
equilibrium.  However, there is no reason to believe that the restriction b2 = b3 should hold 
in this case.  
 
IV.  The Econometric Procedure 
Since the model implies cointegration, it is desirable to test the null hypothesis of 
cointegration to control the probability of rejecting a valid economic model.  Although 
estimation methods that have no cointegration as their null hypothesis are commonly used 
in the literature, these methods have very low power and may fail to reject the null 
hypothesis with high probability even when the model is actually consistent with the data.  
Park’s (1992) Canonical Cointegrating Regressions (CCR) procedure will be used to test 
the null hypothesis of cointegration.  The CCR estimators are asymptotically efficient and 
have asymptotic distributions that can be essentially considered as normal distributions, so 
that their standard errors can be interpreted in the usual way.  The CCR estimators do not 
require the assumption of a Gaussian VAR structure, and Monte Carlo experiments in 
Park and Ogaki (1991) show that they have better small sample properties than Johansen's 
(1991) estimators even when the Gaussian VAR structure assumed by Johansen is true.  
Further details regarding CCR-based estimation and testing can be found in Ogaki (1993a, 
1993b). 
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V. Empirical  Results 
A. Data 
Data on real consumption, the real wage rate and the nominal interest rate are required to 
estimate equation (5).  Since the model assumes that money is required to purchase the 
consumption good, it is more appropriate to use data on those components of consumption 
that are likely to be purchased by cash, rather than the aggregate consumption 
expenditure.  Cooley and Ogaki (1996) also recommend that at least a component of the 
aggregate consumption expenditure should be omitted.  In this paper, the nondurable- and 
food-consumption components are used as proxies for the cash good. 
We try to select economies with a wide range of inflation experiences for which the 
relevant consumption data are available.  While such consumption data are readily 
available for developed countries, it is generally not possible to obtain a sufficiently long 
time-series for most developing countries.  Our dataset, comprising a total of 12 countries, 
is therefore skewed towards the developed economies.
1  The primary sources of data are 
the  National Accounts of OECD Countries, the International Financial Statistics 
published by the IMF, and the United Nations Statistical Yearbook.  Further details 
regarding the data are provided in the Appendix. 
Table 1 presents the summary statistics of the inflation history of these countries over 
the past two or three decades.  The average inflation rate varies from a low of 4.5% for 
Japan to a high of 90.4% for Israel.  The “High” and “Low” columns indicate the 
                                                 
1 The 12 countries are Canada, France, Greece, Hong Kong, India, Israel, Italy, Japan, 
Philippines, Spain, UK and USA.  8 
variability of the inflation rate as measured by its range.
2   Consistent with the well 
documented stylized facts in the empirical literature on inflation, higher inflation rates 
also tend to be associated with a greater variability in the inflation rate. The countries are 
classified into 3 groups of high- (greater than 10%), medium- (between 5 and 10%) and 
low- (below 5%) inflation economies to study how the existence and severity of the 
monetary distortion vary with the inflation rate. 
B.  Trend Properties of the Data 
Prior to estimating cointegrating regressions between real consumption, real wage rates 
and the gross nominal rates, it is necessary to assess the evidence for two assumptions that 
are being made regarding the trend properties of the data.  The first assumption is that all 
three variables are unit-root stationary, which is a pre-requisite for estimating a 
cointegrating regression.  The second assumption is that the two independent variables, 
the real wage rate and the gross nominal interest rate, are not stochastically cointegrated 
with each other.  If the second assumption is violated, one can still estimate a modified 
version of Equation (5), but the two parameters of the model can no longer be identified. 
  Table 2 reports the results of testing the null hypothesis of a unit root, against the 
alternative of trend-stationarity, based on the Said-Dickey (1984) and the Phillips-Perron 
(1988) t-ratio tests.
3  At least one of the two tests fails to reject the null of a unit root for 
most of the variables.  Exceptions are the nondurable-consumption for Greece (α  = 10%) , 
the Philippine nominal interest rate (α  = 10%),  Indian food-consumption and real wage 
rate (α  = 1%) , and Japanese nondurable-consumption (α  = 5%) .  These results are 
                                                 
2 The range of the inflation rate is defined as the difference between the highest and lowest 
inflation rates over the sample period. 
3 The Said-Dickey test is also popularly known as the Augmented Dickey-Fuller test.  9 
consistent with Ogaki (1992) and Cooley and Ogaki (1996), who also find evidence in 
favor of the unit-root hypothesis for food- and nondurable-consumption and the real wage 
rate. 
  Table 3 reports the results of the tests for the null hypothesis of no stochastic 
cointegration between the real wage rate and the gross nominal interest rate.  In addition 
to the Said-Dickey t-ratio test, Park’s (1990) I(1, 5) test is also employed.  Both tests are 
based on residuals from an OLS cointegrating regression between the real wage rate and 
the gross nominal interest rate that includes a time trend.  The I(1, 5) test does not reject 
the null hypothesis for any of the countries at conventional significance levels.  However, 
for three countries (France, India and Japan), the Said-Dickey test is significant 
(α  = 1%)  and does not agree with the I(1, 5) test.   
Overall, the two assumptions regarding the trend properties of the variables are 
supported empirically. 
C.  Cointegration Results 
Having established that the underlying assumptions are plausible, we proceed to test the 
empirical validity of equation (5), which embodies the long-run restriction between the 
stochastic and deterministic trends of real nondurable/food-consumption, the real wage 
rate and the gross nominal interest rate implied by the model.  
Table 4 reports the results of estimating equation (5) using the CCR procedure with 
nondurable-consumption as the cash good.  The first panel reports the results for the group 
of high-inflation countries.  For all four countries, the coefficient of the real wage rate, 
which measures the intertemporal elasticity of substitution, has the theoretically correct 
positive sign and is statistically significant at conventional significance levels.  The  10 
coefficient of the interest rate also has the theoretically predicted negative sign and is 
statistically significant for all four countries.  The point estimates of the interest rate 
coefficient for Greece and Spain imply that a 1% permanent increase in inflation reduces 
nondurable-consumption by more than 2% in the long run.  The corresponding reduction 
in nondurable-consumption for the Philippines and Israel is more modest, at 0.9% and 
0.2% respectively.  With the exception of the H(1, 3) statistic for the Philippines, which is 
significant at the 1% level, the H(1, 2) and H(1, 3) test statistics do not reject the null 
hypothesis of stochastic cointegration at conventional significance levels for these 4 
countries.  The deterministic cointegration restriction is satisfied for all four countries 
( α  = 1%) .  This is strong evidence in favor of the model. 
The second panel of Table 4 reports analogous results for the medium-inflation group 
of countries.  The intertemporal elasticity of substitution has the expected positive sign 
and is statistically significant for all countries except India, for which it is significantly 
negative ( α  = 5%) .  Possible explanations for the incorrect sign for India are the trend 
stationarity of the real wage rate and nondurable-consumption, or stochastic cointegration 
between the real wage rate and the nominal interest rate, which makes the coefficients 
unidentified.  The interest rate coefficient has the predicted negative sign and is 
statistically significant for France, Hong Kong and Italy ( α  = 5%) .  It is negative but 
insignificant for India, and significant but positive for the UK.  The H(1, 2) and H(1, 3) 
test statistics decisively reject the null hypothesis of no stochastic cointegration for Hong 
Kong, and are also significant for the UK ( α  = 5%) .  They are not significant for France, 
India and Italy ( α  = 5%) .  The deterministic cointegration restriction is strongly rejected 
for Hong Kong, but not for other countries ( α  = 1%) .  Overall, the results for the medium- 11 
inflation group are somewhat mixed, with only France and Italy finding clear empirical 
support. 
The last panel of Table 4 reports the results for the group of low-inflation countries.  
The intertemporal elasticity of substitution is significant and positive only for Japan 
( α  = 5%) .  The interest rate coefficient has the incorrect positive sign and is statistically 
significant for all three countries ( α  = 1%) .  The H(1, 2) and H(1, 3) statistics are not 
significant for any of the three countries, and the H(0, 1) statistic is significant only for the 
US ( α  = 1%) .  In contrast to the high- and medium-inflation groups, there is no evidence 
of monetary distortions for group of low-inflation economies. 
  Table 5 reports the results of estimating equation (5) using food as the cash good.  The 
first panel reports the results for the high-inflation group of countries.  The intertemporal 
elasticity of substitution is correctly signed and statistically significant for all countries 
except Israel at conventional significance levels.  The interest rate coefficient has the 
expected negative sign and is significant for all 4 countries.  The null hypothesis of 
stochastic cointegration is rejected for Spain ( α  = 1%)  by the  H(1, 2)  and  H(1, 3) 
statistics, but not for Greece, Israel and the Philippines ( α  = 5%).  Τ he deterministic 
cointegration restriction is not rejected for any country at the 1% level of significance.  
These results are similar to those for nondurable-consumption, and support the model’s 
key prediction of monetary distortions. 
  The second panel of Table 5 reports the results for medium-inflation countries.  With 
the exception of India, the intertemporal elasticity of substitution for all other countries is 
estimated with the correct positive sign and is also statistically significant ( α  = 5%).   As 
mentioned earlier, the incorrect sign for India might be caused by trend-stationarity of  12 
some of the variables or due to an identification problem.  The coefficient of the interest 
rate has the correct sign for all 5 countries, but is statistically significant only for Hong 
Kong and Italy ( α  = 5%).  The H(1, 2) and H(1, 3) statistics do not reject the null 
hypothesis of stochastic cointegration for any of the countries ( α  = 5%).   The 
deterministic cointegration restriction is also not rejected by the H(0, 1) statistic.  Overall, 
these results support the existence of monetary distortions, but the magnitude of the 
distortions is smaller and less significant compared to the high-inflation economies. 
  The last panel of Table 5 reports the results of estimating equation (5) for the low-
inflation group of countries.  The intertemporal elasticity of substitution has the correct 
sign and is statistically significant for Canada and Japan ( α  = 5%).   However, it is 
significantly negative for the U.S. ( α  = 5%).   The interest rate coefficient is incorrectly 
signed for all 3 countries and is statistically significant ( α  = 10%).   The H(1, 2) and H(1, 
3) statistics reject the null hypothesis of stochastic cointegration for Japan, but not for 
Canada and the U.S. ( α  = 5%).   The H(0, 1) statistic rejects the deterministic cointegration 
restriction for the U.S., but not for Canada and Japan ( α  = 5%).   These results are similar 
to those for nondurable-consumption in that the monetary distortions predicted by the 
model cannot be detected.   
To summarize, for all high-inflation economies, the evidence indicates that 
statistically significant monetary distortions exist for both of the cash goods.  The long run 
elasticity of consumption of the cash goods with respect to the nominal interest rate 
exceeds 2 (in absolute value) for Greece and Spain, and is likely to translate into 
economically significant welfare costs.  The evidence for monetary distortions for the 
medium-inflation economies is relatively mixed, with significant distortions evident for  13 
France, Italy and Hong Kong for at least one of the cash goods, but not for India and the 
UK.  In sharp contrast to the medium- and high-inflation economies, no evidence of 
monetary distortions is apparent for the low-inflation economies with either cash good. 
 
VI. Conclusions 
This paper studies the existence and magnitude of monetary distortions in a model of the 
consumption-leisure choice.  Using nondurable- and food-consumption as cash goods, and 
leisure as the credit good, we document evidence of statistically and economically 
significant distortions for economies that have experienced double-digit or high single-
digit inflation.  There appears to exist a threshold level of the rate of inflation, 
approximately equal to 5%, below which such distortions cannot be observed.  A natural 
extension of this work would be investigating the existence of these monetary distortions 
with alternative credit goods, such as durable goods.  It is hoped that these results enhance 
our understanding of the welfare costs of predictable inflation.  14 
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Appendix  
This Appendix describes the sources of the data in detail.  For Hong Kong, India, Israel, 
Philippines and Spain, data on total real nondurable consumption expenditure and total 
real food expenditure were obtained from the United Nations Statistical Yearbook 
(UNSY).  Nondurable consumption expenditure comprised three categories:  (a) Food, 
beverages and tobacco, (b) Clothing and footwear, and (c) Medical and health expenses.  
For the G-6 economies, the relevant consumption data were taken from the OECD’s 
National Income Accounts, whereas for Greece they were taken from Data Stream.  
Aggregate consumption data were converted to per capita terms using population data 
from the International Financial Statistics (IFS) for all 12 countries.   
It was not possible to obtain the same nominal interest rate series for all countries.  For 
the U.S. and Canada, we used the six month Treasury bill rate; for France and Japan, the 
lending rate; for UK, the deposit rate; for Hong Kong, the prime rate; for India, Italy, 
Philippines and Spain the discount rate; and for Israel, the overall cost of unindexed 
credit.  With the exception of Hong Kong and the U.S., the nominal interest rate for all 
countries was taken from the IFS.  HK’s nominal interest rate series was taken from Data 
Stream, whereas that for the U.S. came from the Economic Report of the President.   
Where possible, a real wage rate index for the manufacturing sector was used.  No real 
wage data were available for India, Israel and the Philippines.  Nominal wage data for 
these countries was taken from the UNSY, and deflated by the CPI (from the IFS) to yield 
the real wage rate.  The real wage rate index for Hong Kong was taken from the HK 
government’s Census and Statistics Department, whereas that for Spain came from Data 
Stream.  Real wage rate indices (for the manufacturing sector) for Canada, France, Italy,  17 
Japan and the UK were taken from Data Stream, whereas for the U.S. we used the real 
wage rate for private nonagricultural industries from the Economic Report of the 
President.  18 
Table 1 
 







































Notes: Countries with average annual inflation rate greater than 10% are classified as “High-
Inflation”, those with average annual inflation rate between 5% and 10% are classified as 
“Medium-Inflation”, and those with average annual inflation rate less than 5% are classified as 
“Low-Inflation” economies.   
Country/ Sample  Average  High  Low 
High-Inflation Countries 
GRC 
(1961-1995)  11.221 23.826  -0.004 
ISR 
(1979-1994)  90.404 373.820 10.940 
PHL 
(1980-1993)  13.492 46.673  -0.325 
SPN 





(1973-1998)  6.315 13.749 0.749 
HKG 
(1982-1994)  8.295 11.600 3.440 
IND 
(1975-1991)  7.602 13.870 -7.630 
ITL 
(1970-1997)  9.748 21.277 2.043 
UK 





(1961-1998)  4.820 12.462 0.185 
JPN 
(1970-1997)  4.572 23.122 -0.092 
US 
(1961-1998)  4.634 13.509 1.075  19 
Table 2 
 
Trend Properties of the Data: Unit Root Tests 
 
 
Country  Nondurable 














GRC  -3.437*  -3.452*  -1.821 -1.997 -0.817 -0.859 -0.671 0.410 
ISR  -1.736  -1.830  -1.861 -2.010 -1.939 -2.057 -2.595  -2.603 
PHL  -1.093  -1.460  -2.063 -1.737 -1.875 -1.922  -3.386**  -3.296* 




FRA  -2.235 -2.294 -2.541  -2.698 -4.358* -2.205  -0.477 -0.810 
HKG  -5.470***  -2.661  -2.312 -2.158 -1.760 -1.436 -2.949  -2.416 
IND  -1.100  -4.371** -5.783*** -6.606*** -9.865*** -12.562***  -2.687  -2.664 
ITL  -0.624 -0.584 -0.211  0.240  -0.189  -0.307  -0.535 -0.208 




CAN  -1.710  -1.508  -1.772 -1.696 -1.561 -1.049 -1.736  -1.724 
JPN  -4.336** -3.654**  -2.069  -1.932  -3.807** -5.498***  -2.679  -1.814 
US  -2.367  -2.360  -1.655 -1.597 -3.073 -2.748 -2.529  -1.882 
     
 
a SD/ADF denotes the Said-Dickey/Augmented Dickey-Fuller t-ratio test for the null hypothesis 
of a unit root against the alternative of trend-stationarity.  The test was performed by starting 
with three lags and reducing the number of lags until the last lag is significant at the five-percent 
level. The critical values used incorporate finite sample adjustments based on MacKinnon 
(1992). 
 
b  Denotes the Phillips-Perron t-ratio test for the null hypothesis of a unit root against the 
alternative of trend-stationarity. 
 
*, **, *** denote significance at the 10%, 5% and 1% levels, respectively.    20 
Table 3 
 
Trend Properties of the Data:  Tests for the Null Hypothesis of No Stochastic Cointegration 






GRC 4.254  -3.060 
ISR 1.100  -2.553 
PHL 3.087  -1.819 
SPN 222.420  -2.753 
Medium-Inflation Countries 
FRA 2.821  -7.547*** 
HKG 12.774 -2.204 
IND 8.301  -6.320*** 
ITL 6.259  -2.970 
UK 10.730  -2.915 
Low-Inflation Countries 
CAN 1.171  -2.702 
JPN 7.400  -4.874*** 
USA 0.974  -2.349 
 
a I(1, 5) denotes Park’s (1990) test for the null hypothesis of no cointegration.     
  The 1%, 5% and 10% critical values are 0.1027, 0.2506 and 0.4984, respectively. 
 
b  SD/ADF denotes the Said-Dickey/Augmented Dickey-Fuller t-ratio test for the null 
hypothesis of no stochastic cointegration.  The critical values used incorporate finite 
sample adjustments based on MacKinnon (1992). 
 
*, **, and *** denote significance at the 10%, 5% and 1% levels, respectively. 
  21 
Table 4 
 
Canonical Cointegrating Regressions for Real Per Capita Nondurable Consumption 
 
 
Country/Sample  ln (Wt)

























































































































































a Standard errors are in parenthesis. 
 
b H(0,1) tests the deterministic cointegration restriction, whereas H(1, 2) and H(1,3) test  
  the null hypothesis of stochastic cointegration.  P-values are in parenthesis.  22 
Table 5 
 
Canonical Cointegrating Regressions for Real Per Capita Food Consumption 
 
 
Country/Sample  ln (Wt)

























































































































































a Standard errors are in parenthesis. 
 
b H(0,1) tests the deterministic cointegration restriction, whereas H(1, 2) and H(1,3) test  
  the null hypothesis of stochastic cointegration.  P-values are in parenthesis. 