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Introduzione
Per molti decenni lo studio delle transizioni di fase e fenomeni critici ha attirato
l'attenzione di un gran numero di scienziati provenienti da molti campi d'indagine.
Le transizioni di fase sono presenti in tutte le scale di energia: in cosmologia e ﬁsica
delle alte energie, così come in materia condensata. Allontanandosi dall'equilibrio
termodinamico, fenomeni collettivi e ordinamento appaiono anche in sistemi aperti,
dovuti alla continua interazione con l'ambiente. La meccanica statistica classica di
tali sistemi ha attirato una crescente attenzione nel corso degli anni, tale interesse
è principalmente dovuto alla notevole possibilità di raggiungere stati ordinati che
non sono possibili nei sistemi di equilibrio. Grazie ai recenti progressi sperimentali,
vedi ad esempio [1, 2, 3], lo studio delle proprietà di non equilibrio dei sistemi aperti
è entrato nel mondo quantistico: atomi di Rydberg in reticoli ottici, atomi freddi
in cavità e gli array di cavità QED accoppiate; quest'ultime sono probabilmente
le più intensamente studiate in questo ambito. Il diagramma di fase allo stato
stazionario di questi sistemi diventa incredibilmente ricco, mostrando una varietà di
fenomeni, così come per la meccanica statistica classica, che non sono possibili in un
diagramma di fase di equilibrio. Lo stato stazionario in sé non ha bisogno di essere
timeindependent e il sistema può anche ﬁnire in un ciclo limite.
Il campo relativo ai sistemi aperti a molti corpi, abbraccia una classe molto
ampia di problemi. Il presente lavoro di tesi si concentrerà sul diagramma di fase
stazionario di una particolare tipologia di sistemi, chiamati driven-dissipative sy-
stem. Essi sono caratterizzati da un accoppiamento con una forzante esterna, che
può essere coerente o non, ed un bagno, che assumono rispettivamente il ruolo di
giuda e di dissipazione. La diﬃcoltà nello studio di sistemi aperti sta nel fatto che
la loro evoluzione non è unitaria e questo implica che uno stato puro può evolvere
in uno stato mescolato e viceversa, cosa assolutamente impossibile in un'evoluzione
coerente; questo meccanismo, infatti, è alla base del fenomeno chiamato decoerenza.
Lo studio dell'evoluzione temporale di tali stati stazionari ed il passaggio dall'u-
no all'altro, diﬀerisce dalla tradizionale teoria delle transizioni di fase quantistiche.
Il concetto di transizione di fase può comunque essere generalizzato anche a sistemi
fuori dall'equilibrio, dove però risulta necessario trovare un metodo alternativo con
cui aﬀrontare il problema, che non può più essere costruito a partire dalla Energia
Libera, in quanto, in questo contesto, perde di signiﬁcato. Nel presente elaborato
sarà aﬀrontato lo studio delle fasi stazionarie di sistemi dissipativi a molti corpi
tramite la tecnica delle Master Equation nella forma di Lindblad. Essa, sotto al-
cune approssimazioni che vedremo in seguito, consente di descrive la dinamica con
un'equazione diﬀerenziale per la matrice densità del sistema. Non è aﬀatto evidente
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5che si possa utilizzare un'equazione diﬀerenziale per descrivere evoluzioni decoerenti,
questo sarà possibile solamente sotto alcune approssimazioni che saranno chiarite in
seguito.
Esistono molti lavori sullo studio di tali fasi stazionarie, eseguiti principalmente
in apposimazione di campo medio, la quale sappiamo avere dei limiti di validità;
questo perchè, trascurando le ﬂuttuazioni, si può giungere a conclusioni errate in
base alla dimensionalità del sistema. Molto poco si sà oltre questa approssimazione
sull'interazione tra correlazioni a molti corpi e dissipazione. Esistono alcuni con-
tributi quasi esatti per sistemi aperti unidimensionali, dove però non sono previste
transizioni di fase. Alla luce di quest'ultimo aspetto proveremo ad approfondire
l'analisi oltre il campo medio, per una particolare fase stazionaria chiamata ciclo li-
mite, che non ha controparte nelle fasi all'equilibrio, allo scopo di veriﬁcare se la sua
esistenza è confermata anche tenendo conto delle ﬂuttuazioni. Per fare questo par-
tiremo dall'unico lavoro presente in questo ambito, eseguito sul modello dissipativo
di Heisenberg in campo trasverso con spin 1/2 da Chan, Lee e Gopalakrishnan del
2015 [4], nel quale sono introdotte le ﬂuttuazioni in approssimazione Gaussiana, ed
analizzato l'andamento della funzione di correlzione e della lunghezza di correlazione
nella fase di ciclo limite. Vedremo nel corso di questo elaborato perchè tale risulta-
to è importante per aiutare a confermare l'esistenza della relativa fase stazionaria.
Sarà inoltre applicato lo stesso metodo utilizzato nell'articolo sopracitato ad un al-
tro modello, relativo ad un reticolo di atomi di Rydberg, in cui la teoria di campo
medio predice la presenza del ciclo limite [5]. Sarà molto interessante confrontare i
risultati, per poter capire se si può pensare ad una generalità di quanto ottenuto.
Allo scopo di aﬀrontare gli argomenti sopraindicati, la seguente tesi è struttu-
rata su tre capitoli. Nella prima parte del primo capitolo sarà eseguita una breve
descrizione dei metodi di studio delle trasizioni di fase in sistemi chiusi (all'equili-
brio termodinamico), in cui saranno introdotti anche il concetto di transizione di
fase quantistica e rottura spontanea di simmetria con relativi modi di Goldstone.
Nella seconda parte, invece, sarà aﬀrontata la teoria generale dello studio di sistemi
quantistici aperti, dalla quale, sotto le opportune approssimazioni, sarà possibile ot-
tenere la Master Equation nella forma di Lindblad. La digressione della prima parte
è stata fatta sia per completezza dell'elaborato, sia per richiamare alcuni aspetti
della teoria all'equilibrio con i quali sarà interessante eseguire delle analogie con il
comportamento dei sistemi studiati.
Nel secondo capitolo sarà eseguita una rassegna dei lavori prodotti negli ultimi
anni relativamente a sistemi a molti corpi esplorabili sperimentalemente, per i quali
l'evoluzione è deﬁnibile tramite l'equazione di Lindblad. Si tratta di modelli ottenuti
in reticoli di atomi di Rydberg, atomi freddi e cavita QED, dove saranno evidenziati
i risultati in teoria di campo medio. Inﬁne sarà introdotto il lavoro di Chan [4]
sul modello di Heisenberg in campo trasverso, anch'esso limitatamente all'analisi di
campo medio.
Il terzo ed ultimo capitolo contiene il lavoro vero e proprio, in cui si esegue un
analisi del comportamento delle correlazioni in approosimazione gaussiana, su di
un modello ottenuto da reticoli di atomi di Rydberg. Ciò è eseguito applicando il
metodo utilizzato sul modello di Heisenberg nell'articolo di Chan et. al. [4]. Sarà
6spiegato nel dettaglio tale metodo, riportando brevemente anche i risultati ottenuti
dagli altri, così da poter eseguire un confronto ﬁnale. Vedremo che nella fase stazio-
naria LC, ottenuta in regime Drive-Dissipative, sarà evidenziato un comportamento
simile in entrambi i modelli, caratterizzato da forti correlazioni per ﬂuttuazioni di
lunga lunghezza d'onda. Tali risultati saranno ottenuti numericamente con metodi
di Runge-Kutta e confermati da un'analisi più approfondita delle soluzioni attraver-
so la teoria di Floquet. Essa risulta la tecnica più idonea per ottenere informazioni
sulla stabilità delle soluzioni, in quanto sarà trattato un sistema diﬀerenziale linea-
re a coeﬃcienti periodici. Inﬁne sarà commentato quanto ottenuto evidenziando le
analogie con ciò che avviene in caso di rottura spontanea di simmetria continua in
condizioni di equilibrio.
In appendice sono riportati i dettagli di calcolo ed eventuali aspetti teorici che, se
inseriti nel testo, avrebbero appesantito la lettura senza contribuirne alla chiarezza.
Capitolo 1
Transizioni di Fase
Lo scopo di questo capitolo è di introdurre alcuni concetti di base che saranno poi
usati nel seguito della tesi. Sarà introdotta la ﬁsica dei fenomeni critici assieme alle
tecniche per descrivere i sistemi quantistici aperti.
1.1 Transizioni di fase e fenomeni critici
Al variare di alcuni parametri esterni (temperatura, pressione, ecc...) le proprietà di
una sostanza o di un sistema, possono cambiare radicalmente. Esempi più evidenti
sono i passaggi di stato solido/liquido e liquido/gas della materia, ma anche tran-
sizioni da ferromagnete a paramagnete, ecc... Da un punto di vista teorico queste
drastiche variazioni si manifestano quando il sistema raggiunge un punto di non
analiticità della energia libera F . Nella classiﬁcazione di Ehrenfest si esegue una
catalogazione di queste transizioni sulla base della continuità o discontinuità delle
derivate dell'energia libera, nel seguente modo:
• Transizioni del primo ordine, quando nel passaggio tra le due fasi c'è un as-
sorbimento o emanazione di una certa quantità di calore, denominato calo-
re latente. Questo fenomeno è accompagnato anche dalla discontinuità delle
derivate prime di alcuni potenziali termodinamici.
• Transizioni del secondo ordine (o di seconda classe), a cui non è associato alcun
calore latente e le discontinuità sulle derivate dei potenziali termodinamici si
presentano nelle derivate seconde o ordini sucessivi.
oltre alle transizioni termiche, è possibile indurre una transizione a T=0 giudata
da un altro parametro di controllo gC , non termico. Quest'ultimo tipo di transizione
è chiamata transizione di fase quantistica, di cui parleremo diﬀusamente più avanti.
Nel 1937, Landau [6] fu il primo a sviluppare una teoria delle transizioni di fase
introducendo il concetto generale di rottura di simmetria e di parametro d'ordine,
evidenziando il fatto che un sistema possiede meno gradi di simmetria a bassa tem-
peratura che ad alta. La simmetria che si manifesta ad alta temperatura è di norma
una proprietà della Hamiltoniana microscopica del sistema, questa proprietà non
cessa di esistere anche a basse temperature, quindi appare essere "rotta"; questo
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fenomeno è chiamato appunto: rottura spontanea di simmetria. Essendo le due fasi
dotate di diﬀerente simmetria, è possibile costruire un parametro d'ordine che risulta
nullo nella fase disordinata e diverso da zero in quella ordinata. Nella maggioran-
za dei casi tale parametro risulta essere una variabile estensiva termodinamica; nel
caso del ferromagnete, ad esempio, è il vettore di magnetizzazione m, con le sue tre
componenti spaziali. L'idea di base del metodo di Landau, sviluppato per lo studio
delle transizioni all'equilibrio, è che vicino al punto di passaggio tra due fasi, il para-
metro d'ordine, sia la sola quantità termodinamica importante. Questo implica che
l'energia libera possa essere costruita in termini del parametro d'ordine FL(m), e sia
una funzione analitica, in modo tale che i fenomeni critici possano essere spiegati
espandendo la FL(m) in una serie di potenze del parametro d'ordine, che tende a
zero nell'intorno del punto critico (punto di transizione). Trascurando le variazioni
spaziali si ottiene un'espressione per l'energia libera del tipo:
FL(m) = F0 + am+ bm
2 + vm3 + um4 + o(m5) (1.1)
dove a, b, v, u dipendono dai parametri del sistema. Un'altra condizione impor-
tante da rispettare per la costruzione di tale energia libera è quella di mantenere
le simmetrie presenti nella Hamiltoniana microscopica, ad esempio, se il sistema
è simmetrico alla trasformazione m → −m tutti i termini di potenza dispari non
dovranno essere considerati. Lo stato di equilibrio si ottiene minimizzando FL(m)
rispetto ad m, questo però porta a diﬀerenti conclusioni in base al valore dei para-
metri della eq.(1.1). L'energia libera minima nel caso di b < 0 si trova con m 6= 0
(fase ordinata) e per b > 0 con m = 0 (fase disordinata). A b = 0, la transizione da
m = 0 a m 6= 0 avviene in modo discontinuo per v 6= 0 (fase di transizione del primo
ordine) e continuamente per v = 0 (fase di transizione del secondo ordine). Questo
indica che b sta misurando la distanza dal punto critico nello spazio dei parametri
di controllo, b ∝ (T −Tc) per una transizione termica. Nel caso di una transizione di
fase del secondo ordine, la teoria di Landau prevede che il parametro d'ordine abbia
un andamento del tipo m = ±√b/2u per b → 0. Questo signiﬁca che esso presenta
una singolarità m ∼ |b|β con β = 1/2 per tutti i punti critici, tale risultato è chiamato
super-universalità della teoria di Landau.
In questa teoria si assume assenza di ﬂuttuazioni del valor medio del parametro
d'ordine, ma la validità di questa ipotesi dipende molto dalla dimensionalità del si-
stema, le ﬂuttuazioni hanno un peso importante in basse dimensioni e possono essere
trascurate in grandi dimensioni. Questo può essere compreso anche intuitivamente
pensando che in basse dimensioni le ﬂuttuazioni non hanno modo di dissiparsi e pos-
sono raggiungere un'intensità tale da impedire l'introdursi di qualsiasi ordine, nel
caso di grandi dimensioni spaziali invece, accadde l'inverso. Ciò comporta l'introdu-
zione di una dimensione critica superiore e di una dimensione critica inferiore, sopra
la prima le ﬂuttuazioni possono essere trascurate e la teoria di Landau fornisce la
corretta descrizione del comportamento critico, al di sotto della dimensione critica
inferiore le previsioni di questa teoria non sono valide e per dimensioni intermedie,
la transizione esiste, ma con un comportamento critico diverso dalle previsioni teo-
riche. Per migliorare questo aspetto sono stati aggiunti altri nuovi ingredienti che,
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assieme ai risultati ottenuti da Landau, hanno portato ad un approccio diverso nello
studio dei fenomeni critici basati sull'ipotesi di scala.
1.1.1 Ipotesi di scala ed invarianza di scala
In forza di una serie di evidenze sperimentali, è stato constatato che le principali
osservabili di un sistema come: capacità termica, suscettività magnetica, ecc...; pre-
sentano andamenti a potenza in prossimità dei punti critici. Gli esponenti di tali
grandezze sono stati chiamati appunto esponenti critici. Per deﬁnire queste gran-
dezze è utile porsi nel limite b → 0 (o T → TC), dove ogni quantità termodinamica
sarà possibile scomporla in una parte regolare che rimmarrà ﬁnita, ma non neces-
sariamente continua, ed una parte singolare che può essere divergente o avere delle
derivate divergenti. La parte singolare si assume essere proprozionale a potenze di
b, generalmente delle frazioni. Ad esempio, nel caso di di transizioni magnetiche, si
deﬁnisce i seguenti esponenti:
Capacità termica : C ∼ |b|−α (1.2)
Parametro d'ordine : m ∼ |b|β (1.3)
Suscettività : χ ∼ |b|−γ (1.4)
Equazione di stato(b = 0) : m ∼ H
1
δ (1.5)
Dove ∼ indica "la parte singolare è proprozionale a" ed H indica un eventuale
campo esterno, il quale però nelle prime tre equazioni è considerato H = 0 e solo
nell'ultima si intende il caso H 6= 0; ed inoltre l'esponente del parametro d'ordine si
riferisce alla fase asimmetrica, in quanto nella fase simmetrica esso è necessariamente
nullo. Tali esponenti descrivono quindi la natura della singolarità delle quantità
coinvolte nella transizione di fase al punto critico. Non tutti gli esponenti critici sono
indipendenti, ad esempio nel caso precedentemente esposto, solo due lo risultano,
esistono infatti delle leggi, che prendono il nome dai loro scopritori, che li legano tra
loro:
Fisher : γ = ν(2− η) (1.6)
Rushbrooke : α+ 2β + γ = 2 (1.7)
Windom : γ = β(δ − 1) (1.8)
Josephson : νd = 2− α (1.9)
La potenza degli esponenti critici sta nella loro universalità. A prova di ciò sono
stati eseguiti esperimenti su sistemi dove la temperatura critica diﬀerisce di ordini di
grandezza, in cui gli esponenti critici sono risultati gli stessi. L'universalità è data dal
fatto che essi dipendono solamente da pochi parametri fondamentali, in particolare,
per sistemi che possono essere studiati mediante modelli caratterizzati da interazioni
a corto raggio, essi dipendono solamente da due parametri: dimensionalità dello
spazio d e simmetria del parametro d'ordine n. Il parametro dimensionale d ha un
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signiﬁcato ﬁsico, in quanto in alcuni casi il sistema studiato è eﬀettivamente un
ﬁlm bidimensionale o una catena unidimensionale. Ciò signiﬁca che gli esponenti
critici dei sistemi unidimensionali sono diversi da quelli dei sistemi bidimensionali
e tridimensionali e così via. Inoltre, a ﬁssata dimensionalità, sistemi diversi in
cui l'Hamiltoniana ha la stessa simmetria rispetto al parametro d'ordine hanno gli
stessi esponenti critici. Per simmetria del parametro d'ordine si intende che tipo di
grandezza è, cioè se esso è uno scalare, un vettore oppure un tensore.
Il probelma evidenziato in precedenza nella descrizione della teoria di Landau,
che si presenta sotto la dimensione critica inferiore, sappiamo essere causato dal
fatto che non è possibile trascurare le ﬂuttuazioni sul valor medio del parametro
d'ordine, in quanto esse possono divergere. Questo problema può essere controllato
introducendo la funzione di correlazione del parametro d'ordine.
Γ(~r) = 〈σ(~r)σ(0)〉 − 〈σ(~r)〉 〈σ(~0)〉 (1.10)
Tramite la funzione di correlazione si riesce a determinare una lunghezza ca-
ratteristica del sistema, detta lunghezza di correlazione, che rappresenta appunto
la lunghezza caratteristica sotto la quale le ﬂuttuazioni dei microscopici gradi di
libertà del sistema sono signiﬁcativamente correlate. Le ﬂuttuazioni in due parti del
materiale che si trovano ad una distanza maggiore della lunghezza di correlazione,
sono eﬀettivamente disconnesse. Normalmente la lunghezza di correlazione è dell'or-
dine di alcuni spazi interatomici, tuttavia, il valore eﬀettivo dipende dalle condizioni
esterne che determinano lo stato del sistema. Nelle transizioni del secondo ordine
la lunghezza di correlazione diverge, le ﬂuttuazioni quindi sono correlate sopra ogni
possibile scala di lunghezza e costringono tutto il sistema a posizionarsi in un unica
fase "critica". Tali transizioni di fase sono chiamate anche transizioni continue, pro-
prio perchè le due fasi ai lati del punto critico, devono diventare identiche al punto
critico. La lunghezza di correlazione diverge in modo continuo all'avvicinarsi alla
transizione ed anche le diﬀerenze tra le varie grandezze termodinamiche delle fasi in
competizione, si devono annullare in modo continuo.
Adesso mostriamo brevemente come è possibile ottenere l'universalità notata
sperimentalemente negli esponenti critici, partendo da quanto detto sulla funzione di
correlazione e lunghezza di correlazione ξ. La funzione di correlazione è generalmente
a corto raggio in fase disordinata, con un andamento smorzato esponenzialmente del
tipo:
Γ(~r) ∼ e−|~r|/ξ (1.11)
nell'intorno del punto critico, b→ 0, anch'esse divergono con una legge a potenza:
Lunghezza di correlazione : ξ ∼ |b|−ν (1.12)
Funzione di correlazione (r << ξ) : Γ(r) −→
b→0
r−(d−2+η)e−|~r|/ξ (1.13)
questo comportamento suggerisce l'introduzione delle così dette leggi di scala. Es-
se si ottengono tenendo conto che il valore di una quantita dimensionale deve essere
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espressa in termini di un'unità standard di lunghezza, e che essa cambia quando
l'unità viene modiﬁcata. Detto questo data una qualsiasi quantità di dimensione
(lunghezza)−D, vicino al punto critico, essa sarà proporzionale a ξ−D. Assunto ciò
sarà suﬃciente determinare la dimensionalità delle principali quantità di interesse
e sostituire in ogni risultato l'unità di lunghezza con ξ, sapendo che ξ ∼ |b|−ν , si
ottengono gli esponenti critici; vedi nel caso magnetico in Tab(1.1).
Tabella 1.1: Esponenti e Dimensioni
Funzione Dimensione Ipotesi di scala Deﬁnizione
FL/kTV d ν 2− α
m/V (d− 2− η)/2 −ν(2− d− η)/2 β
kTχ η − 2 −ν(2− η) −γ
H/kT (2 + d− η)/2 ν(2 + d− η)/2 βδ
L'aﬀermazione che ξ è l'unica grandezza caratteristica del sistema nell'intorno
di b = 0, combinata con il fatto che in quell'intorno ξ diverge, deﬁniscono l'ipotesi
di scala. L'assunzione di tale ipotesi fa si che il sistema resti senza lunghezza ca-
ratteristica e divenga invariante sotto trasformazioni di scala. Un modo intuitivo
per comprendere l'invarianza di scala può essere immaginare di prendere una parte
del sistema, confrontarlo con il sistema totale e non poter osservare diﬀerenze tra i
due. Formalmente si può aﬀermare che l'invarianza di scala di un sistema si presen-
ta quando tutte le funzioni termodinamiche sono funzioni omogenee, in quanto una
quantità dimensionata sarà invariante se e solo se varia assieme alla sua dimensione.
L'assunzione di queste ipotesi permette di calcolare gli esponenti critici dalla teoria,
i quali sono risultati in buon accordo con quanto ottenuto sperimentalmente. Le
leggi di scala possono essere derivate con vari percorsi, simili a quello precedente,
dove però ogni volta è necessario inserire ipotesi ad hoc. Tuttavia il successo di
tali metodi suggerise la loro veridicità e, motivato da ciò, è stata individuata una
teoria che può portare l'invarianza si scala direttamente da pochi principi base e il
calcolo delle dimensioni delle varie grandezze termodinamiche. Questo obiettivo è
stato raggiunto con il metodo chiamato Gruppo di Rinormalizzazione, per i nostri
i ﬁni non è necessario approfondire ulteriormente questo aspetto. Il principale sco-
po dell'aver fatto questa digressione è quello di ricordare quali sono gli andamenti
che ci dobbiamo aspettare delle osservabili nell'intorno delle transizioni di fase, e le
conseguenze ﬁsiche derivanti dalla divergenza della funzione di correlazione.
1.1.2 Transizioni di fase quantistiche
Tutto quanto detto precedentemente richiama concetti termodinamici della ﬁsica
classica, vedremo però, che nei modelli su cui sarà concentrato questo studio, gioca
un ruolo fondamentale la meccanica quantistica. Questo rende doveroso fare una
digresione sulle transizioni di fase quantistiche, a partire dalla loro deﬁnizione, ﬁno
ad evidenziare alcune caratteristiche peculiari che le rendono molto interessanti.
Nel 1976 , Hertz [7] aprì la strada alla ricerca di una nuova classe di transizioni
di fase che si veriﬁcano a T = 0. Iniziò notando che la temperatura critica TC di
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Figura 1.1: diagramma di fase schematico in prossimità di un punto critico quantistico
(QCP). La linea puntinata è la delimitazione di fase a temperatura diversa da zero, mentre
le linee tratteggiate sono linee di crossover che separano regioni diﬀerenti all'interno della
fase disordinata.
una data transizione dipendeva da altri parametri. Modiﬁcando questi parametri,
la temperatura di transizione può essere modiﬁcata, ed in alcuni casi non vi è alcun
limite inferiore su cui dovrebbe saturare, ed è possibile portarla a TC = 0. Questo
dimostrò l'esistenza di un'altra categoria di transizioni di fase, che, a diﬀerenza di
quelle classiche, non sono indotte da una variazione di temperatura del sistema.
Le transizioni classiche infatti possono avvenire solo a temperatura ﬁnita, perché le
ﬂuttuazioni termiche sono necessarie per guidare la riorganizzazione nella nuova fase.
Al contrario, le quantum phase transition (QPT) si veriﬁcano a temperatura nulla
quando tutte le ﬂuttuazioni termiche sono congelate, questo perché la transizione è
guidata dalle ﬂuttuazioni quantistiche. Le QPT possono essere comprese in termini
dello spettro di energia di un sistema quantistico a molti corpi. Dato uno spettro
con relativo stato fondamentale ed un primo stato eccitato separati da un gap ∆.
Questo gap potrebbe dipendere dal valore di un parametro g ﬁsico, che può essere
utilizzato per indurre la transizione. Poiché g può essere variato dall'esterno, si può
generare un avvicinamento tra il primo livello eccitato e lo stato fondamentale ad
un certo gc valore critico, in cui il gap raggiunge il suo valore minimo. Nel limite
termodinamico, questo gap può andare a zero, e si ottiene la transizione di fase, cioè
le proprietà dello stato fondamentale del sistema a molti corpi risulteranno diﬀerenti
ai due lati della transizione.
E' importante notare che la fase quantistica disordinata è solo "disordinata",
nel senso che il parametro d'ordine è zero, ma il sistema ha ancora entropia zero
a T = 0. Aumentando la temperatura, la fase ordinata subirà una transizione di
fase classica ad una fase disordinata alla temperatutra critica Tc, che va a zero
al punto critico quantistico, vedi Fig.(1.1). E' possibile rilevare le tracce di una
transizione di fase quantistica, anche per i sistemi a temperatura diversa da zero, se
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la scala di energia caratteristica delle ﬂuttuazioni quantistiche ~ω domina kBT . Per
alcuni sistemi, l'ordine a lungo raggio può essere assente per temperature diverse
da zero, ma possono presentare uno stato fondamentale ordinato ed una transizione
di fase continua a T = 0. In questo elaborato saranno studiate transizioni di fase
quantistiche al secondo ordine tra stati stazionari di sistemi non all'equilibrio, dove
molti concetti della teoria all'equilibrio non potranno essere utilizzati.
1.1.3 Modi di Goldstone
Nell'ambito del fenomeno della rottura spontanea di simmetria, si presentano degli
aspetti molto interessanti nel caso di rottura di simmetria continua. Per simme-
tria continua si intende il caso in cui le trasformazioni sulle variabili dinamiche del
sistema dipendono da parametri che assumono valori continui (per es. rotazioni, tra-
slazioni, ecc...). Sappiamo che in presenza di simmetrie rotte lo stato fondamentale
di un sistema non possiede le stesse simmetrie della Hamiltoniana, però, di contro,
si presenta l'esistenza di più stati fondamentali equivalenti. Se si applica l'operatore
della simmetria presente ad alte temperature ad uno stato fondamentale, esso non
è più invariante, ma trasforma in un altro degli stati degeneri. Quando una simme-
tria continua viene spontaneamente rotta, si presentano un numero inﬁnito di stati
fondamentali. In quantistica non è ovvio il fatto che il sistema si presenti in un solo
stato, si potrebbe supporre di trovarlo in una combinazione lineare di tutti quelli
possibili. Questo non avviene perchè il passaggio da uno all'altro sarebbe fattibile
solo grazie all'esistenza di un operatore che simultaneamente cambi lo stato di tutte
le particelle del sistema, ma essendo nel limite termodinamico con il numero di par-
ticelle che tende ad inﬁnito, tale operatore non può esistere. In questo limite ogni
stato fondamentale genera uno spazio di Hilbert e transizioni tra spazi diversi sono
proibite, questa è chiamata "regola di superselezione".
Una conseguenza di questa degenerazione del fondamentale è far emergere un tipo
di stati eccitati che fanno modiﬁcare in modo molto graduale lo stato nello spazio,
così da formare un onda con una grande lunghezza. Questi stati sono ortogonali
a qualsiasi stato fondamentale, con energia che tende a zero quando la lunghezza
d'onda si avvicina all'inﬁnito, si parla infatti di moti a massa zero. Questi moti
sono chiamati eccitazioni di Goldstone, quanto detto è ben formalizzato dal teorema
di Goldstone [8]; riportiamo alcuni esempi in Tab.(1.2). Essi sono un esempio di
ciò che è chiamato modi morbidi, i modi di Goldstone possono essere osservati
mediante scattering di neutroni, o indirettamente dai contributi sulle varie proprietà
elettroniche come la capacità termica e la resistività elettrica.
Tabella 1.2: Rottura spontanea di Simmetria
Sistema Simmetria rotta Ecc. di Goldstone
Cristallo Traslazione Fononi
Alcuni Ferromagneti Rotazione Onde di spin
Superﬂuido Gauge globale Fononi
Superconduttore Gauge locale Modi di Higgs
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1.2 Sistemi Aperti
Dopo aver ricapitolato brevemente gli aspetti principali delle transizioni di fase al-
l'equilibrio, andiamo a illustrare gli strumenti necessari per aﬀrontare lo studio di
una certa classe di sistemi aperti. Lo scopo è quello di poter determinare l'evolu-
zione temporale di sistemi denominati Driven Dissipative System. Essi sono sistemi
quantistici accoppiati con l'ambiente esterno, dove quest'ultimo può essere modella-
to da un bagno, con il quale avviene la dissipazione, ed una forzante, che può essere
coerente o non, che funge da driven. Vedremo che in tale situazione sarà possibile
applicare l'approssimazione detta di Born-Markov, che ci permetterà di descrivere
il sistema tramite la Master Equation nella forma di Lindblad. Questo formalismo
prevede la descrizione del sistema tramite la matrice densità, ed un utilizzo diﬀuso
della matrice densità ridotta. Partiamo facendo un breve riassunto di quest'ultimi
concetti, che risulteranno di fondamentale importanza più avanti.
1.2.1 Matrice densità e matrice densità ridotta
In Meccanica Quantistica un sistema è completamente determinato una volta noto
il suo stato ad un tempo iniziale. Lo stato quantistico caratterizza completamente il
sistema e l'equazione di Schrödinger ne descrive l'evoluzione deterministica. In altri
termini, si può dire che la conoscenza dello stato rappresenta tutta l'informazione
che si può avere sul sistema e la dinamica è data dall'equazione di Schrödinger. È
possibile associare allo stato di un sistema quantistico il proiettore corrispondente
|ψ〉 → ρ = |ψ〉 〈ψ|, ρ è detto matrice densità relativo allo stato puro |ψ〉. Descrivere il
sistema per mezzo di |ψ〉 o ρ, in questo caso, è del tutto equivalente, tuttavia l'utilizzo
del secondo strumento può risultare più comodo. Nel secondo caso la deﬁnizione del
processo di misura deriva direttamente da quella sullo stato, data un'osservabile A:
〈A〉 = Tr [Aρ] (1.14)
Se lo stato di un sistema però non è conosciuto perfettamente, occorre introdurre
un approccio statistico. Il sistema non sarà più descritto da uno stato puro, ma da
un insieme di stati (non necessariamente ortogonali) ad ognuno dei quali è associata
una certa probabilità:
|ψ1〉 → p1
|ψ2〉 → p2
...

n∑
i
pi = 1 (1.15)
indichiamo questo insieme con {|ψj〉 , pj}. In questo caso non parleremo più di
stato puro, ma di stato misto (oppure mistura statistica). Va notato che, in questo
caso, esiste una vera e propria ignoranza sul sistema che non deriva dalla sua natura
quantistica. Le medie degli operatori sono, ora, delle medie sia quantistiche che di
ensemble:
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〈A〉 =
∑
j
pj 〈ψj |A|ψj〉 (1.16)
ossia occorre eﬀettuare una media statistica su tutte le medie quantistiche fatte
rispetto a ciascuno stato dell'ensemble. E' possibile adottare un unico formalismo
per i sistemi quantistici, sia che essi siano in uno stato puro che in uno stato mescola-
to, introducendo una deﬁnizione più generale della matrice densità. Dato l'ensemble
{|ψj〉 , pj} si deﬁnisce la sua matrice densità come:
ρ =
∑
j
pj |ψj〉 〈ψj | (1.17)
Si vede facilmente che tale deﬁnizione coincide con la precedente nel caso in cui
tutte le pj, tranne una, vanno a zero, ossia quando lo stato diventa puro. Si veriﬁca
facilmente che eq.(1.16) equivale a scrivere:
〈A〉 = Tr [Aρ] (1.18)
La matrice densità è, quindi, un concetto più generale di quello di stato e per-
mette di descrivere sia stati puri che ensemble di stati con un unico strumento
matematico, essa generalizza il concetto "classico" di densità di probabilità. La
matrice densità obbedisce ad una serie di condizioni:
Hermitianità : ρ = ρ† (1.19)
Traccia unitaria : Tr[ρ] = 1 (1.20)
Non negativa : 〈χ|ρ|χ〉 ≥ 0, ∀ |χ〉 (1.21)
Purezza : 0 ≤ P = Tr [ρ2] ≤ 1, P = 1 ⇔ ρ stato puro (1.22)
L'Evoluzione temporale della matrice densità si può ottenere dalla evoluzione
temporale degli stati con cui è stata descritta:
d
dt
ρ(t) =
d
dt
U(t)ρ(0)U †(t) + U(t)ρ(0)
d
dt
U †(t) = − i
~
[H, ρ] (1.23)
In particolare, se l'Hamiltoniana è indipendente dal tempo, l'evoluzione è data
da:
ρ(t) = e−i
H
~ tρ(0)ei
H
~ t (1.24)
La matrice densità evolve con il tempo invertito rispetto agli operatori in rap-
presentazione di Heisenberg: essa, a diﬀerenza degli altri operatori, dipende dal
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tempo nella rappresentazione di Schrödinger mentre è indipendente dal tempo in
rappresentazione di Heisenberg.
Fin qui abbiamo parlato di sistemi con un evoluzione unitaria, adesso studiamo
come caratterizzare un sistema che può evolvere in modo non unitario. Partiamo da
un sistema bipartito, intendendo con questo termine un sistema composito formato
da due sottosistemi, che indicheremo con A e B. Lo spazio di Hilbert complessivo è:
H = HA ⊗HB (1.25)
Indicando la matrice densità del sistema composito con ρAB, possiamo deﬁnire, a
partire da essa, una nuova matrice densità relativa ad uno solo dei due sottosistemi
e detta matrice densità ridotta. La matrice densità ridotta del sistema A è:
ρA = TrB [ρAB] (1.26)
dove con TrB[ ] si intende la traccia fatta sui gradi di libertà del sistema B. In
maniera del tutto simmetrica, per il sistema B si ha
ρB = TrA [ρAB] (1.27)
La matrice densità ridotta ha tutte le caratteristiche di una matrice densità nello
spazio del sottosistema. Si sceglie proprio la matrice densità ridotta per studiare un
sottosistema, perchè tale scelta non è arbitraria, ma si può dimostare che è anche
l'unica scelta possibile consistente con la statistica che si ottiene eﬀettuando misure
sul solo sottosistema. Un altro aspetto molto importante della matrice densità
ridotta è che la sua evoluzione non è unitaria. Sappiamo che ρAB evolve in maniera
unitaria secondo l'equazione di Schrodinger:
ρAB(t) = U(t)ρAB(0)U
†(t) (1.28)
l'evoluzione di ρA si ottiene tracciando su B:
ρB(t) = TrB
[
U(t)ρAB(0)U
†(t)
]
(1.29)
questo signiﬁca che, tranne in alcuni casi, non sarà più possibile scrivere:
ρA(t) = U˜(t)ρAB(0)U˜
†(t) (1.30)
ossia, l'evoluzione non è unitaria. Questo fatto implica che uno stato puro
può evolvere in uno stato mescolato e viceversa, cosa assolutamente impossibile
in un'evoluzione unitaria. Vedremo qui di seguito come poter determinare tale
dinamica.
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1.2.2 Quantum Operation
L'operazione quantistica cattura il cambiamento dinamico di uno stato che si veriﬁca
come risultato di qualche processo ﬁsico; ρ è lo stato iniziale prima che avvenga il
processo e (ρ) è lo stato ﬁnale dopo. Cercheremo quindi d'individuare una mappa
che indica come trasforma tale operatore:
ρ′ = (ρ) (1.31)
La mappa  di questa equazione è detta quantum operation. Due semplici esempi
di operazione quantistica sono rispettivamente una trasformazioni unitaria e un
processo di misura:
(ρ) = UρU †, m(ρ) = MmρM †m (1.32)
Sappiamo che la dinamica di un sistema quantistico chiuso è descritta da una
trasformazione unitaria. Concettualmente, possiamo pensare la trasformazione uni-
taria come una scatola in cui lo stato di input entra e da cui lo stato di output
esce. Per i nostri scopi non è necessario conoscere i meccanismi interni della scatola,
potrebbero essere riferiti ad un circuito quantistico piuttosto che qualche sistema
hamiltoniano o altro. Un modo naturale per descrivere le dinamiche di un sistema
quantistico aperto è considerarle come derivanti da una interazione tra il sistema di
interesse, che chiameremo sistema principale, e un ambiente, che insieme formano
un sistema quantistico chiuso. In altre parole, supponiamo di avere il sistema prin-
cipale nello stato ρ, che viene accoppiato ad un ambiente e proviamo ad individuare
lo stato ﬁnale (ρ), che, per quanto detto precedentemente, non può essere collegato
con una trasformazione unitaria allo stato iniziale. Per fare ciò assumiamo che lo
stato di ingresso del sistema-ambiente sia il prodotto tra i due, ρ⊗ρenv, e che dopo la
trasformazione subita nella "scatola" il sistema non interagisce più con l'ambiente,
e quindi si esegue una traccia parziale per avere la stato ridotto del solo sistema:
(ρ) = Trenv
[
U(ρ⊗ ρenv)U †
]
(1.33)
questa equazione è una prima deﬁnizione di un'operazione quantistica.
Un rappresentazione delle operazioni quantistiche molto importante è la rappre-
sentazione con operatori di somma (detta anche rappresentazione di Kraus), la quale
è essenzialmente una riscrittura esplicita della eq.(1.33) in termini degli operatori
del sistema principale, descritta qui di seguito.
Rappresentazione con operatori di somma
Un'ipotesi importante da assumere per procedere in questa rappresentazione è che lo
stato inziale sia un prodotto tra il sistema principale e l'ambiente; in generale questo
non è vero. I sistemi quantistici interagiscono costantemente con i loro ambienti,
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costruendo correlazioni, tuttavia, in molti casi di interesse, è ragionevole supporre
che il sistema e il suo ambiente possano essere considerati in un stato separabile.
Questo si può anche ottenere con una preparazione accurata del sistema che possa
annullare tutte le correlazioni con l'ambiente, idealmente, le correlazioni possono
essere completamente distrutte, lasciando il sistema in uno stato puro.
A partire da |ek〉, base ortonormale dello spazio di Hilbert ﬁnito dimensionale
relativo all'ambiente esterno, è possibile costruire una rappresentazione di Kraus.
Sia |e0〉 〈e0| lo stato inziale dell'ambiente, l'eq. (1.33) può essere riscritta come:
(ρ) =
∑
k
〈ek|U [ρ⊗ |e0〉 〈e0|]U † |ek〉
=
∑
k
EkρE
†
k (1.34)
dove Ek ≡ 〈ek|U |e0〉 sono gli operatori dello stato del sistema, e sono noti co-
me operation elements dell'operazione quantistica . Non vi è alcuna perdita di
generalità nell'assumere che l'ambiente sia inizialmente in uno stato puro, in quan-
to, se fosse in uno stato misto, è sempre possibile introdurre un extra sistema per
"puriﬁcare" l'ambiente. Questa rappresentazione è importante perché fornisce un
mezzo intrinseco per caratterizzare la dinamica del sistema principale senza con-
siderare esplicitamente le proprietà dell'ambiente; tutto ciò che abbiamo bisogno
di sapere si trova nell'operatori Ek, che agiscono solamente sul sistema principa-
le. Questo sempliﬁca il calcolo e spesso fornisce una notevole comprensione teorica,
inoltre, molte interazioni ambientali diﬀerenti possono provocare le stesse dinamiche
sul sistema principale. Una rappresentazione in operatori di somma può quindi es-
sere determinata per un sistema quantistico aperto, dati, ad esempio, l'interazione
sistema-ambiente o altre speciﬁche.
Gli operation elements soddisfano un importante vincolo, noto come rapporto
di completezza, proprietà analoga alla relazione di completezza per le matrici di
evoluzione. Nel caso classico, il rapporto di completezza nasce dall'esigenza che le
distribuzioni di probabilità devono essere normalizzate ad uno, nel caso quantistico
la relazione di completezza deriva dal requisito analogo, e cioè che la traccia di (ρ)
sia uguale ad uno:
1 = Tr [(ρ)]
= Tr
[∑
k
EkρE
†
k
]
= Tr
[∑
k
E†kEkρ
]
. (1.35)
perchè questo sia sempre vero, per ogni ρ, si dovrà avere:
∑
k
E†kEk = I (1.36)
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Prima di procedere nella descrizione della rappresentazione speciﬁca di nostro
interesse, proviamo brevemente a dare un'interpretazione più ﬁsica a questo metodo.
Immaginiamo che una misura dell'ambiente venga eseguita in base |ek〉, dopo che la
trasformazione unitaria U sia stata applicata. Tale misura agisce soltanto sullo stato
dell'ambiente e non cambia quindi lo stato ρk del sistema principale, detto questo
lo stato di quest'ultimo sarà:
ρk ∝ Trenv
[
|ek〉 〈ek|U (ρ⊗ |e0〉 〈e0|)U † |ek〉 〈ek|
]
(1.37)
= 〈ek|U (ρ⊗ |e0〉 〈e0|)U † |ek〉 (1.38)
= EkρE
†
k. (1.39)
Si può normalizzare la matrice ed ottenere:
ρk =
EkρE
†
k
Tr
[
EkρE
†
k
] . (1.40)
alla luce di tutto ciò la probabilità di ottenere l'uscita k sarà data da:
p(k) = Tr
[
|ek〉 〈ek|U (ρ⊗ |e0〉 〈e0|)U † |ek〉 〈ek|
]
(1.41)
= Tr
[
EkρE
†
k
]
(1.42)
quindi:
(ρ) =
∑
k
p(k)ρk =
∑
k
EkρE
†
k (1.43)
l'azione dell'operazione quantistica equivalente quindi a prendere lo stato ρ e
randomizzarlo sostituendolo con EkρE
†
k/Tr
[
EkρE
†
k
]
.
Alla luce di quanto detto possiamo procedere nel costruire una rappresentazione
dato un particolare tipo di sistema quantistico aperto, partendo dalla trasformazione
unitaria di tutto l'apparato sistema-ambiente U , ed una base del solo ambiente |ek〉,
costruendo gli elementi di operazione:
Ek ≡ 〈ek|U |e0〉 (1.44)
È possibile estendere questo risultato anche al caso in cui una misurazione ven-
ga eseguita sul sistema combinato sistema-ambiente dopo un'interazione unitaria,
consentendo l'acquisizione di informazioni sullo stato totale. Per fare questa gene-
ralizzazione è necessario deﬁnire operazioni quantistiche che non conservano la trac-
cia, non ci occuperemo di questo aspetto dato che per il nostro obiettivo saranno
utilizzati solo operatori trace-preserving.
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1.2.3 Master Equation nella forma di Lindblad
Dalla eq.(1.34) è possibile derivare un'equazione per l'evoluzione non unitaria detta
Master Equations. L'approccio delle Master Equations è molto utile per descrive
l'accopiamento di un sistema principale con l'ambiente esterno con l'ausilio di equa-
zioni diﬀerenziali, trattando quest'ultimo come un rumore quantistico. Non è aﬀatto
evidente che si possa utilizzare un'equazione diﬀerenziale per descrivere evoluzioni
decoerenti, questo è possibile solamente se l'evoluzione del sistema quantistico è
"Markoviana" (Vedi appendice A), o in altre parole, locale nel tempo. La Master
Equation ottenuta sotto questa approssimazione è nota come equazione di Lindblad.
Se l'evoluzione dell'operatore densità ρ(t) è governata da una equazione diﬀe-
renziale del primo ordine in t, allora ciò signiﬁca che ρ(t + dt) è completamente
determinato da ρ(t). Abbiamo visto che possiamo sempre descrivere l'evoluzione
dell'operatore densità ρA nello spazio di Hilbert HA, se immaginiamo che la sua
trasformazione nel tempo è in realtà unitaria nello spazio di Hilbert esteso HA⊗HE.
Ma anche se l'evoluzione nello spazio di Hilbert completo è governata da un'equa-
zione diﬀerenziale, questo non è suﬃciente a garantire che l'evoluzione di ρA(t) sarà
locale in t. In eﬀetti, se si conosce solo ρA(t), non abbiamo dati iniziali suﬃcienti
per l'equazione di Schrödinger; abbiamo bisogno di conoscere anche lo stato dell'am-
biente. Fa eccezione però il caso Markoviano, in cui, sotto determinate condizioni,
si può trascurare il ﬂusso di informazioni tra l'ambiente e il sistema. L'idea fonda-
mentale è che ci può essere una netta separazione tra il tempo di correlazione tipico
delle ﬂuttuazioni e la scala temporale dell'evoluzione che vogliamo seguire. In altre
parole, si può indicare per (∆t)env il tempo necessario per l'ambiente a "dimenti-
care" le informazioni che ha acquisito dal sistema, dopo tale intervallo di tempo
possiamo considerare l'informazioni come per sempre perduta, e si abbandona la
possibilità che possano nuovamente inﬂuenzare la successiva evoluzione del sistema.
La nostra descrizione dell'evoluzione prevederà quindi un "coarsegraining" nel tem-
po; cioè percepiamo le dinamiche attraverso un ﬁltro che scherma le componenti ad
alta frequenza del moto, con ω  (∆t)−1coarse. Una descrizione di tipo Markoviano
sarà possibile se, se (∆t)env  (∆t)coarse, in tale regime possiamo trascurare il ricordo
dell'ambiente.
Equazione di Lindblad
Date le ipotesi sopradescritte, procediamo nella costruzione dell'operatore chia-
mato Limbladiano, questo perchè può rappresentare una sorta di generalizzazione
non unitaria dell'operatore Hamiltoniano. Per fare ciò partiamo dalla equazione
d'evoluzione del sistema accoppiato ambiente e sistema principale:
ρ˙A = Trenv (−i[Htot, ρtot]) (1.45)
come abbiamo già notato in precedenza, non possiamo aspettarci che questa
formula per ρ˙A possa essere espressa in termini di ρA solamente. Per ottenere il
Lindbladian, abbiamo bisogno di richiamare esplicitamente l'approssimazione Mar-
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koviana e sfruttare quanto detto sugli operatori quantistici in rappresentazione di
somma (o di Kraus):
ρ(t) = (ρ(0)) =
∑
µ
EµρE
†
µ (1.46)
dove t=0 = I. Detto questo, possiamo far scorrere un intervallo di tempo
inﬁnitesimo:
ρ(dt) = ρ(0) +O(dt) (1.47)
quindi uno degli operatori di Kraus sarà E0 = 1 +O(dt), e tutti gli altri saranno
dell'ordine
√
dt. Gli operatori Eµ, con µ > 0 descrivono il "salto quantistico" che il
sistema potrebbe subire a causa dell'accoppiamento con l'ambiente, che può accadere
con una probabilità di ordine dt. Possiamo, quindi, scrivere:
Eµ =
√
dtLµ, µ = 1, 2, 3, . . .
E0 = 1 + (−iH +K)dt (1.48)
dove H e K sono entrambi hermitiani e gli operatori: Lµ, H e K sono tutti
ordine zero in dt. Siamo in grado di determinare K invocando la condizione di
normalizzazione di Kraus:
1 =
∑
µ
EµρE
†
µ = 1 + dt(2K +
∑
µ>0
L†µLµ) (1.49)
da cui:
K = −1
2
∑
µ>0
L†µLµ (1.50)
Sostituendo in eq.(1.46), nel caso ρ(dt) = ρ(0) + dtρ˙(0), ed eguagliando i termini
di ordine dt, si ottiene ﬁnalmente l'equazione di Lindblad:
dρ
dt
= − i
~
[H, ρ] +
1
2
∑
µ
[
2LµρL
†
µ −
{
L†µLµ, ρ
}]
(1.51)
dove {x, y} = xy + yx indica un anticommutatore, H è l'Hamiltoniana del si-
stema, che è quindi un operatore Hermitiano che descrive la parte coerente della
dinamica, ed inﬁne gli Lµ sono detti gli operatori di Lindblad, che rappresentano
l'accoppiamento del sistema al suo ambiente.I termini della forma LµρL
†
µ sono quelli
che descrivono i possibili salti quantistici, mentre i termini −12(L†µLµρ+ ρL†µLµ) ser-
vono a normalizzare adeguatamente il caso in cui non avvengono salti. In questo
tipo di approccio è facile mostrare che Tr [ρ(t)] = 1 ad ogni t.
L'eq. di Lindblad rappresenta ciò che che stavamo cercando, cioè la forma più
generale, deﬁnita positiva, per un'evoluzione markoviana di una matrice densità. Di
seguito mostriamo un esempio fondamentale dell'applicazione di questo metodo, che
sarà alla base della tecnica di studio dei modelli trattati più avanti.
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Oscillatore armonico smorzato
L'evoluzione temporale di un sistema composto da un atomo con due livelli energe-
tici accoppiato con il vuoto, in cui quindi è consentita l'emissione spontanea, sarà il
risultato di un'evoluzione coerente data dalla hamiltoniana H = −~ωσz/2, dove ~ω
è la diﬀerenza tra i due livelli atomici, ed una parte non coerente dovuta all'emis-
sione spontanea provocata dal passaggio di stato di un atomo eccitato nello stato
|1〉 allo stato di ground |0〉, con conseguente emissione di un fotone. Questa emis-
sione è descritta dall'operatore di Lindblad
√
γσ−, dove σ− ≡ |0〉 〈1| è l'operatore di
distruzione, e γ è il rate d'emissione spontanea. L'equazione di Lindblad di questo
processo sarà:
dρ
dt
= − i
~
[H, ρ] + γ [2σ−ρσ+ − σ+σ−ρ− ρσ+σ−] (1.52)
dove σ+ è l'operatore di creazione relativo ai livelli atomici. Per comprendere
meglio questa equazione può essere utile passare alla rappresentazione di interazione:
ρ˜(t) ≡ eiH~ tρ(t)e−iH~ t (1.53)
L'equazione del moto per ρ˜ sarà:
dρ˜
dt
= γ [2σ˜−ρ˜σ˜+ − σ˜+σ˜−ρ˜− ρ˜σ˜+σ˜−] (1.54)
dove:
σ˜− ≡ eiH~ tσ−e−iH~ t = e−iωtσ− (1.55)
σ˜+ ≡ eiH~ tσ+e−iH~ t = eiωtσ+ (1.56)
da cui:
dρ˜
dt
= γ [2σ−ρ˜σ+ − σ+σ−ρ˜− ρ˜σ+σ−] (1.57)
Questa equazione del moto è facilmente risolvibile utilizzando la rappresentazione
del vettore di Bloch per ρ˜, deﬁnendo γ′ = 1 − exp(−2tγ), si può vedere che questa
evoluzione è equivalente a:
ρ˜ = (ρ˜(0)) ≡ E0ρ˜(0)E†0 + E1ρ˜(0)E†1 (1.58)
dove:
E0 ≡
[
1 0
0
√
1− γ′
]
(1.59)
E1 ≡
[
0
√
γ′
0 0
]
(1.60)
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Ritroviamo quindi gli elementi di operazione che deﬁniscono l'operazione quanti-
stica . Si può inoltre eseguire la veriﬁca del rapporto di completezza, che garantice
la conservazione della traccia:
∑
k
E†kEk =
[
1 0
0
√
1− γ′
] [
1 0
0
√
1− γ′
]
+
[
0 0√
γ′ 0
] [
0
√
γ′
0 0
]
=
[
1 0
0 1
]
(1.61)
L'esempio riportato può descrivere un piccolo ﬁnito dimensionale sistema quan-
tistico, che interagisce con un bagno di semplici oscillatori armonici. Fisicamente
risulta molto importante perchè può descrivere l'interazione di atomi con la radia-
zione elettromagnetica, che saranno analizzate diﬀusamenete nella seconda parte di
questo elaborato.
Capitolo 2
Sistemi dissipativi a molti corpi
Quando si procede nello studio di transizioni di fase quantistiche all'equilibrio ter-
modinamico, ci si trovia di fronte ad una competizione tra due parti non commutanti
della Hamiltoniana microscopica del sistema del tipo: H = H1 + gH2. Questa com-
petizione si manifesta in quanto gli stati fondamentali per g  gc e g  gc hanno
due diverse simmetrie. In tal caso a temperatura T = 0 esisterà un valore gc critico
per cui si separeranno le due fasi quantistiche, mentre per temperatura ﬁnita si avrà
una regione critica quantistica nell'intorno di gc in un diagramma T vs. g. Nel caso
di una transizione di non equilibrio, in sistemi accoppiati con un bagno dissipativo
e guidati da un driving esterno, la competizione si ha tra gli operatori quantistici
della dinamica microscopica, e cioè tra l'evoluzione unitaria data dalla Hamiltoniana
e il termine dell'evoluzione decoerente. In tal caso lo stato stazionario, se esiste, è
caratterizzato da un equilibrio dinamico tra il pompaggio (laser) e la dissipazione,
e può esibire varie fasi di non-equilibrio e transizioni di fase in base al settaggio
dei parametri di controllo esterni. Quando il sistema è macroscopico, questo sta-
to stazionario può essere uno stato ordinato, con conseguente rottura spontanea
di simmetria. Questi stati stazionari ordinati però, sono qualitativamente diversi
da quelli dei diagrammi di fase d'equilibrio, l'interazione tra dinamiche coerenti e
dissipative può stabilizzare fasi che sono assenti in equilibrio, e gestendo il termine
dissipativo si può, ad esempio, pompare otticamente un sistema a molti corpi in uno
stato puro. Gli stati "esotici" del magnetismo che andremo ad analizzare giocano un
ruolo centrale nella ﬁsica dei sistemi quantistici a molti corpi, e sono stati esplorati
in un'ampia varietà di materiali fortemente correlati [9]. Questo motiva la grande
mole di lavoro che si trova nell'esplorazione delle dinamiche di sistemi di spin in
presenza di una guida esterna e di dissipazione.
Nel presente capitolo faremo una rassegna di sistemi a molti corpi esplorabili
sperimentalmente, per i quali l'evoluzione è deﬁnibile con l'equazione di Lindblad,
mettendo l'accento sulle diﬀerenze rispetto allo studio di sistemi all'equilibrio, mo-
strando i risultati ottenuti applicando la teoria descritta nel Cap.(1) in approssima-
zione di campo medio e commentando i relativi diagrammi di fase di non-equilibrio.
Partiremo mostrando i risultati conseguiti su di un modello di spin-1/2 bidimensio-
nale in campo trasverso ed un modello di Heisenberg anisotropo, ottenuti entrambe
come Hamiltoniane eﬀettive a partire da reticoli di atomi di Rydberg. Successiva-
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mente sarà mostrato il comportamento sotto driving e dissipazione del modello di
Bose Hubbard, in quanto modello fondamentale nel contesto degli atomi freddi, e
descritti alcuni risultati ottenibili con sistemi di cavità di Matrici QED; dove sarà
mostrato come esse possano anche implementare il modello di Bose-Hubbard stesso.
Inﬁne, sarà trattato il modello di Heisenberg in campo trasverso, dove ci concen-
treremo su di una particolare fase chiamata ciclio limite, che non ha analoghi nella
teoria all'equilibrio. Quest'ultimo modello, assieme al primo con atomi di Rydberg,
saranno ripresi nel capitolo successivo per lo studio oltre il campo medio.
Dato che, nell'analisi dei sistemi sopraindicati, l'approssimazione di campo medio
viene eseguita in un modo un pò particolare, prima di procedere nella rassegna dei
vari risultati, descriviamo brevemente la sua applicazione.
Campo medio con sottoreticoli
I modelli che saranno trattati in seguito appartengono ad una "famiglia" di modelli,
nati dall'idea che il magnetismo sia dovuto essenzialmente all'interazione che tende
ad allineare momenti magnetici degli atomi, e che quindi può sembrare ragionevole
sostituire ogni atomo del ferromagnete con gli elettroni responsabili del ferromagne-
tismo. La modellizzazione consiste dunque nel descrivere un ferromagnete come un
reticolo, ai vertici del quale collocare dei momenti magnetici: gli spin. Si può genera-
lizzare questo concetto a tutti i tipi di reticoli, riuscendo a caratterizzare il modello
con due principali parametri: la dimensionalità del reticolo d e la simmetria dello
spazio di rotazione (il numero n delle sue componenti). Risolvere esattamente questi
modelli non risulta aﬀatto semplice, è per questo che in prima analisi si introduce
l'approssimazione di campo medio. L'approssimazione si basa sulla seguente idea:
si considera un particolare spin σi, e si assume che la corrispondente energia possa
essere calcolata sostituendo a tutti gli altri spin il loro valor medio 〈σ〉. In questo
modo si riduce il tutto ad un problema classico di paramagnetismo. Questa ap-
prossimazione disaccoppia tutti i termini presenti nella Hamiltoniana relativi a due
siti diversi, trasformando l'Hamiltoniana del sistema come somma di Hamiltoniane
di singolo sito. In termini della matrice densità del sistema, questa approssimazio-
ne corrisponde ad ottenere uno stato separabile, che consente di fattorizzarla nel
seguente modo:
ρ =
∏
i
ρi (2.1)
E quindi è possibile ottenere semplicemente la matrice densita ridotta di sigolo
sito:
ρi = Tri 6=j
∏
j
ρj
 (2.2)
Un'operazione diﬀusa che si eﬀettua nei modelli per lo studio di comportamenti
magnetici, è quella di dividere il sistema in due sottoreticoli (A,B). Tali sottoreticoli
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Figura 2.1: Reticolo di spin suddiviso in due sottoreticoli: A (bianco), B (nero).
sono costruiti in modo tale che uno spin ed un suo primo vicino, non appartengano
mai allo stesso reticolo, in Fig.(2.1) è riportato un esempio in d = 2. In tal caso la
matrice densità viene fattorizzata nel seguente modo:
ρ =
∏
i∈A
ρi
∏
j∈B
ρj (2.3)
E quindi la matrice densita ridotta, ad esempio per il sottoreticolo B, sarà:
ρB = Tri∈A
[∏
i
ρi
]
(2.4)
La cosa è simmetrica per il sottoreticolo A.
2.1 Reticoli di atomi di Rydberg
Sistemi quantistici in cui sono state studiate delle fasi esotiche del magnetismo sono
stati ottenuti tramite reticoli di atomi eccitati continuamente allo stato di Rydberg
e soggetti a decadimento spontaneo con conseguente ritorno allo stato fondamentale.
Un atomo di Rydberg è deﬁnito come quello in cui è possibile eccitare un elettrone
ad un livello n−esimo ad alta energia. Gli atomi di Rydberg si prestano molto bene
alla costruzione di modelli eﬀettivi di reticoli di spin, in quanto può essere sfruttato
un eﬀetto chiamato Dipole blockade. Questo fenomeno di "blocco" è direttamente
legato alla presenza di un'interazione tra atomi di Rydberg, la quale prevede che
tra due atomi in uno stato eccitato |r〉, separati da una distanza R, sia presente
un'energia di interazione pari a Vr(R). Nella situazione in cui un campione di atomi
nello stato |g〉 fondamentale, viene accoppiato con un laser esterno risonante con la
transizione |g〉 → |r〉 , i primi atomi che si eccitano inducono uno shift dell'energia
di transizione ai vicini, pari all'energia di interazione Vr(R), portando il laser fuori
risonanza. Questo si traduce nel fatto che un atomo eccitato impedisce gli atomi
vicini di eccitarsi, essendo un'interazione a corto raggio può essere trattata come
tra primi vicini. Assieme all'emissione spontanea, vista come fonte di dissipazione,
si riesce ad ottenere una ﬁsica interessante, e può eﬀettivamente essere controllata
utilizzando diversi livelli di Rydberg. Detto questo mostriamo di seguito una serie
di risultati ottenuti in questo ambito.
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2.1.1 Reticolo di spin-1/2 bidimensionale
In questa sezione saranno mostrati e commentati i risultati ottenuti in [5] dove
si considera un reticolo bidimensionale di atomi di Rydberg, ipotizzati ﬁssi nello
spazio, uniformemente eccitati da un laser dove, per quanto descritto in precedenza,
viene assunta un'interazione a primi vicini. Questo modello sarà ripreso nel terzo
capitolo perchè sarà oggetto dell'analisi oltre il campo medio, con l'introduzione
delle ﬂuttuazioni in approssimazione Gaussiana.
Siano |g〉j e |e〉j rispettivamente lo stato fondamentale e lo stato eccitato di
Rydberg dell'atomo j, l'Hamiltoniana nella rappresentazione d'interazione e nella
approssimazione di onda rotante (~ = 1) sarà:
H =
∑
j
[
−∆˜ |e〉 〈e|j +
Ω˜
2
(
|e〉 〈g|j + |g〉 〈e|j
)]
+ V
∑
<i,k>
|e〉 〈e|j ⊗ |e〉 〈e|k (2.5)
Trattandosi di un sistema a due livelli può essere riscritta con il formalismo delle
matrici di Pauli:
H =
∑
j
[
−∆˜σ+j σ−j +
Ω˜
2
(σ+j + σ
−
j )
]
+ V
∑
<j,k>
σ+j σ
−
j σ
+
k σ
−
k (2.6)
Il terzo termine in eq.(2.5) è l'interazione di Rydberg, i primi due sono un sistema
di atomi a due livelli, che stanno interagendo con un laser: ∆˜ = ωl−ωo è il detuning
tra le frequenze rispettivamente di laser e di transizione, ed Ω˜ è la frequenza di Rabi,
che dipende dall'intensità del laser. La durata dello stato di Rydberg è limitata da
diversi processi: emissione spontanea, radiazione di corpo nero, e superradianza [10];
per l'emissione spontanea dal livello Rydberg viene introdotta la larghezza di riga γ
ed invece la radizione di corpo nero e la superradianza sono state trascurate. Quando
un atomo di Rydberg decade spontaneamente, di solito va direttamente nello stato
fondamentale, però prima può passare ad un altro stato a minore energia, ma questi
altri stati sono relativamente di breve durata, che possono essere ignorati. Sotto
queste approssimazioni ogni atomo ha due stati possibili, e il sistema è equivalente
ad un reticolo di spin-1/2 dissipativo.
Partendo dal modello della eq.(2.6), procediamo con lo studio della sua evolu-
zione temporale, tramite la tecnica della Master Equation nella forma di Lindblad.
Sappiamo che questo è possibile in quanto la dissipazione causata dall'emissione
spontanea è data dall'accoppiamento con un bagno termico, che risulta debole e
Markoviano, il driving coerente, invece, è inserito direttamete nell'evoluzione Ha-
miltoniana. L'equazione di Lindblad con cui studiare l'evoluzione temporale della
matrice densità ρ sarà quindi:
dρ
dt
= − i
~
[H, ρ] + L [ρ] (2.7)
L [ρ] = γ
∑
j
[
−1
2
{σ+j σ−j , ρ}+ σ−j ρσ+j
]
(2.8)
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Figura 2.2: Diagramma delle biforcazioni in cui sono mostrati i punti ﬁssi in funzione di
∆ , con v = 5/2 e (a) Ω = 0, 5 e (b) Ω = 1.5. Linee continue (tratteggiate) denotano stabili
(instabili) punti ﬁssi. Line nere (rosse) denotano uniformi (non uniformi) punti ﬁssi. I
punti verdi denotano biforcazioni. In (b), i punti non uniformi ﬁssi subiscono biforcazioni
di Hopf a ∆ = 3, 48 e 1, 33, e vi è un ciclo limite stabile in tale intervallo.
Utilizzando la teoria di campo medio, è possibile vedere che al variare della fre-
quenza del laser di pompaggio, il sistema subisce una transizione continua fra una
fase con una popolazione spazialmente uniforme ed una fase con una popolazione
diversa su atomi primi vicini. Chiamiamo quest'ultima fase antiferromagnetica, da-
ta l'equivalenza ad un sistema di spin. La natura di non equilibrio porta anche
ad una fase oscillatoria, in cui la popolazione di Rydberg oscilla periodicamente
nel tempo, ed anche una bistabilità tra l'uniforme e la fase antiferromagnetica, ot-
tenute dalla competizione delle due evoluzioni: quella dinamica unitaria e quella
dissipativa. Introducendo quindi le matrici di densità ridotte ρj = Trj 6=iρi, deﬁnen-
do wj ≡ ρj,ee − ρj,gg e l'elemento fuori diagonale qj = ρj,eg, si ha che la popolazione
di Rydberg sarà ρj,ee = (wj + 1)/2, che è anche l'osservabile che può essere misu-
rata nell'esperimento. Nel caso wj = −1 e 1 signiﬁca rispettivamente che l'atomo
è nello stato fondamentale o in quelli di Rydberg. Per sempliﬁcare la discussione
sarà considerata l'evoluzione di due sottoreticoli, e non di ogni singolo sito e, per
sempliﬁcare le equazioni, si può scalare tutto in funzione di γ: Ω = Ω˜/γ, ∆ = ∆˜/γ,
e v = V/γ. Con i due sottoreticoli (1 e 2), si ottiene sei equazioni diﬀerenziali non
lineari e tre parametri (Ω,∆, v). La risoluzione di tali equazioni si può trovare in [5],
qui di seguito riassumeremo i risultati principali, partendo da commentare i punti
ﬁssi che si possono ottenere. In questo sistema ne esistono di due tipi: punti ﬁssi
uniformi (w1 = w2) a cui corrispondono una spazialmente omogenea eccitazione di
Rydberg, mentre i punti ﬁssi non uniformi (w1 6= w2) corrispondono alla fase an-
tiferromagnetica (cioè, quando in un sottoreticolo si trova eccitazione più elevata
rispetto agli altri). Dal momento che il detuning laser ∆ è il parametro più semplice
da far variare sperimentalmente, torna naturale descrivere cosa accade in funzione
di esso, il comportamento è riportato in Fig.(2.2). Si può notare che con il detuning
vicino allo zero è presente un unico punto stabile uniforme ﬁsso. All'aumento di tale
parametro, il punto ﬁsso uniforme può subire una biforcazione, in cui diventa insta-
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Figura 2.3: Diagramma di fase per la teoria di campo medio nello spazio Ω,∆ per v = 5/2.
Il sistema può trovarsi in fase uniforme, antiferromagnetica, o oscillante. Può esserci della
bistabilità tra uniforme ed antiferromagnetica o tra uniforme e fase oscillante.
bile e appaiono anche i punti ﬁssi non uniformi. La biforcazione è supercritica, il che
signiﬁca che quando compaiono i punti ﬁssi non uniformi, sono stabili e coincidono
con il punto ﬁsso uniforme [11]. Pertanto, questa è una transizione di fase continua
tra quella uniforme e quella antiferromagnetica. Ad un aumento ulteriore, compare
un'altra biforcazione supercritica, in cui il punto uniforme diventa stabile ancora ed
i punti ﬁssi non uniformi scompaiono. I punti ﬁssi non uniformi sono stabili quando
appaiono e scompaiono, il che potrebbe farli diventare instabili tramite una bifor-
cazione di Hopf (vedi appendice B). Si trova numericamente che i punti ﬁssi non
uniformi hanno biforcazioni di Hopf e possono dare origine a un ciclo limite stabile,
in cui w1 e w2 sono oscillanti periodicamente nel tempo. Questa fase oscillante molto
interessante è dovuta totalmente alla natura di non equilibrio del sistema. Mostria-
mo inﬁne il il diagramma di fase completo nello spazio ∆,Ω , Fig.(2.3), in cui si può
vedere l'insorgenza di tre fasi distinte: uniforme, antiferromagnetica ed oscillante.
Per alcuni valori dei parametri, il sistema è bistabile, tra uniforme e oscillatorio, in
tal caso lo stato ﬁnale può dipendere dalle condizioni iniziali.
2.1.2 Heisenberg anisotropo
Di seguito saranno descritti e commentati i risultati conseguiti in [12], dove è stata
ottenuta una Hamiltoniana eﬀettiva del modello di Heisenberg anisotropo a partire
da interazioni dipolo-dipolo tra atomi di Rydberg. La costruzione del modello parte
dalle stesse condiderazioni fatte in precedenza sulle interazioni tra gli stati eccitati.
L'Hamiltoniana atomica semplice per due atomi prende la seguente forma:
H = ω(σz1 + σ
z
2) + V σ
+
1 σ
−
1 σ
+
2 σ
−
2 (2.9)
in cui ω è la frequenza di transizione dallo stato fondamentale allo stato eccitato
e V è la costante di accoppiamento tra gli stati eccitati. Se si accoppia il sistema
con quattro laser esterni Ω1,Ω2,Ω3,Ω4, in modo tale che le coppie di laser (Ω1,Ω3)
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Figura 2.4: Struttura di livelli e sistema di accoppiamento laser per la realizzazione di
modelli di spin anisotropi. Assumiamo atomi a due livelli, con ω come frequenza di tran-
sizione, e un'interazione di forza V in base z. I livelli sono accoppiati con quattro laser
Ω1(rosso), Ω2(blu scuro), Ω3(arancione) e Ω4(azzurro), in modo tale che le coppie (Ω1,Ω3)
e (Ω2,Ω4) siano risonanze a due fotoni. Prendiamo il detuning ∆ molto più piccolo di V .
Il pannello di sinistra mostra i processi che coinvolgono alzando o abbassando due spin alla
volta; il pannello di destra mostra i processi di ﬂip-ﬂop. I processi contrassegnati da frecce
grigie e segnati con una X vengono soppressi perché i denominatori energetici associati
sono di grandi dimensioni.
e (Ω2,Ω4) corrispondano alle risonanze a due fotoni, e ∆ sia il detuning dai livelli
atomici intermedi, sotto l'ipotesi che ∆ V , le transizioni consentite saranno quelle
mostrate in Fig.(2.4). Dalla teoria delle perturbazioni al secondo ordine si ottiene:
Jff = −Ω
2
1
2∆
+
Ω22
2∆
− Ω
2
3
2∆
+
Ω24
2∆
(2.10)
Jsq =
Ω1Ω3
∆
− Ω2Ω4
∆
(2.11)
dove Jff e Jsq rappresentano rispettivamente la costante di ﬂip-ﬂop, che fa in-
vertire l'orientazione di due spin, e la costante di sqeezing, che alza o abbassa con-
temporaneamente due spin vicini; con il formalismo degli operatori di creazione e
distruzione di ottiene un Hamiltoniana del tipo:
Hn,m = Jff
(
σ+mσ
−
n + σ
−
mσ
+
n
)
+ Jsq
(
σ+mσ
+
n + σ
−
mσ
−
n
)
(2.12)
da cui si può ottenere che Jff = Jx + Jy e Jsq = Jx − Jy. Si può notare inoltre
che nel limite di ∆ << V , Jff e Jsq sono indipendenti da V . Ne consegue, in
particolare, che se si sceglie tutti e quattro Ωi della stessa intensità e si sistema le
fasi relative per ottenere che Ω1Ω3 = −Ω2Ω4, allora il termine ﬂip-ﬂop si può annullare
completamente, ma resta il termine di squeezing. Per ottenere nella Hamiltoniana
Jzσ
z
mσ
z
m, è suﬃciente stonare i laser dalla risonanza a due-fotoni. I dettagli di come
poter costruire questo regime con atomi di Rydberg si possono trovare in [13],[14],
[10]. Come anticipato questo porta ad un'Hamiltoniana eﬃcace equivalente a quella
del modello di Heisenberg con spin 1/2:
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Figura 2.5: Diagramma di fase di campo medio il modello XYZ dissipativo ottenuto in [12],
con (a) Jz/γ = 1 e (b) Jz = 0, dove si vedono le diverse fasi: paramagnetica (PM), fer-
romagnetica (FM), antiferromagnetica (AFM), onde di spin (SDW) e sfalsata-XY (sXY).
La freccia bianca indica il punto di Lifshitz.
H =
1
2d
∑
<j,k> α
Jασαi σ
α
k (α = x, y, z) (2.13)
Vedremo che l'anisotropia delle tre costanti d'accoppiamento diverrà fondamen-
tale per i nostri scopi (il modello anisotropo è detto XY Z). Se introduciamo un
accoppiamento con un bagno, l'Hamiltoniana va integrata con i processi dissipa-
tivi che ruotano gli spin con un certo rate γ. Come visto in precedenza, il drive
coerente è già contenuto nell'anisotropia delle costanti di accopiamento, infatti, se
analizzassimo il caso di interazioni isotrope spin-spin, detto modello XXZ, lo stato
stazionario risulterebbe uno stato fondamentale banale con tutti gli spin polarizzati
o up o down, questo perchè si annulla appunto l'eﬀetto del driving. Tuttavia per ac-
coppiamenti fortemente anisotropi emergono nuovi interessanti ordini magnetici. Il
ruolo cruciale di anisotropia può essere inteso come segue: ogni spin è soggetto ad un
campo magnetico eﬃcace, che dipende dalla direzione dei suoi primi vicini, lo spin
può eﬀettuare un moto di precessione attorno a questo campo eﬃcace o decadere
verso |↓〉, aﬃnché lo spin resti in precessione in uno stato stazionario, essa deve esse-
re abbastanza forte da contrastare il decadimento. Quando gli accoppiamenti sono
suﬃcientemente anisotropi (ad esempio,Jx = −Jy), lo spin è approssimativamente
perpendicolare al campo magnetico, in tal caso è abbastanza forte per puntare lo
spin lontano da |↓〉. Questo è in netto contrasto con lo stato di equilibrio termico,
in cui la rotazione cerca di allinearsi con il campo magnetico piuttosto che fare una
precessione su di esso. Questa concorrenza tra precessione e dinamiche dissipative dà
origine ad un notevole diagramma di fase, come riportato in Fig.(2.5), che compren-
de le fasi ferromagnetica e antiferromagnetica più altre che non esistono in equilibrio
chiamate: spin-density-wave e staggered-XY. Nel diagramma inoltre è individuato
ll punto multicritico di Lifshitz, esso è un punto multicritico in cui fasi uniformi e di
ordine modulato nel tenpo si incontrano con la fase disordinata. In questo caso si
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incontrano le fasi di onde di spin (modulate nel tempo), paramagnetica (disordinata)
e ferromagnetia (ordinata). Si può dimostrare che nel punto multicritico di Lifshitz,
il periodo delle onde di spin diverge [15]. Tali punti generalmente non esistono nei
modelli a primi vicini di spin, inoltre, troviamo che emerge una simmetria continua
per certi accoppiamenti, per la rottura spontanea della quale, si ottiene una fase che
è chiamata fase staggered-XY (sfalsata-XY o sXY).
L'analisi dettagliata delle dinamiche indicate in modo qualitativo sono ottenu-
te con la solita equazione di Lindblad. E' interessante notare che tale equazione
presenta una simmetria per la trasformazione Z2 (σxn, σ
y
n → −σxn,−σyn), la quale è
spontaneamente rotta nelle fasi ordinate. Quindi possono insorgere anche termini
di sfasamento del tipo σznρσzn, in quanto la simmetria Z2 non è inﬂuenzata da tali
termini; le transizioni di fase descritte infatti sono resistenti allo sfasamento, anche
se in presenza di ciò si spostano i conﬁni tra le varie fasi. Per analizzare l'evoluzione
dinamica del sistema si ricerca le fasi stazionarie al variare dei parametri Jα. Anche
in questo caso si applica l'approssimazione di campo medio, già descritta nelle se-
zioni precedenti, che garantisce una buona stima di come si comporta il sistema per
grandi dimensioni spaziali "d". Questo si traduce nel poter disaccopiare l'equazione
di Lindblad, ciò è stato eseguito per questo modello in [12], in cui la master equation
consente di scrivere le seguenti equazioni di campo medio:
d 〈σxn〉
dt
= −γ
2
〈σxn〉+
1
d
∑
m
[Jy 〈σzn〉 〈σym〉 − Jz 〈σyn〉 〈σzm〉] (2.14)
d 〈σyn〉
dt
= −γ
2
〈σyn〉+
1
d
∑
m
[Jz 〈σxn〉 〈σzm〉 − Jx 〈σzn〉 〈σxm〉] (2.15)
d 〈σzn〉
dt
= −γ (〈σzn〉+ 1) +
1
d
∑
m
[Jx 〈σyn〉 〈σxm〉 − Jy 〈σxn〉 〈σym〉] (2.16)
dove la somma su m è da intendersi sui primi vicini di n. Il sistema viene scritto
in questa forma per permettere al campo medio di variare in ogni singolo sito ed
individuare anche stati non spazialmente omogenei. Chiaramente, è sempre presente
una soluzione di punto ﬁsso in cui tutti gli spin sono rivolti verso il basso dal momento
che non si rompe la simmetria Z2, cioè la fase paramagnetica(PM). Se si considera
però la stabilità lineare della fase di PM, in funzione della Jx, Jy, Jz, considerando
una d − dimensionale perturbazione con vettore d'onda ~k = (k1, k2, ..., kd) dove kl =
2pi/al e al è un numero intero, si trova che la fase di PM è instabile a perturbazioni
del vettore d'onda ~k quando è presente una forte anisotropia (Jx 6= Jy) [12][16].
Quando la fase PM è instabile, il sistema termina in uno stato stabile indipendente
dal tempo con 〈σxn〉 , 〈σyn〉 6= 0, in modo da rompere la simmetria Z2. In tale condizione
si presentano le quattro tipologioe di fasi ordinate accennate in precedenza:
• Stato spazialmente uniforme, fase ferromagnetica (FM).
• Stato modulato spazialmente con un periodo di due siti reticolari in tutte le
direzioni, cioè, il sistema si divide in due sottoreticoli. Questa fase è chiamata
antiferromagnetica (AFM).
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Figura 2.6: (a) Sfera di Bloch ottenuta in [12], che mostra i valori di campo medio 〈~σ〉
(freccia rossa) e il campo magnetico eﬃcace (freccia blu tratteggiata) per Jx/γ = −Jy/γ =
1, Jz = 0. I vettori sono normalizzati all'unità. (b),(c) mostrano la fase sXY nel piano
xy della sfera di Bloch. (b) mostra una possibile conﬁgurazione stabile. Le frecce nere e
rosse corrispondono rispettivamente a sottoreticoli A e B. (c) mostra che il sottoreticolo
A (freccia nera continua) genera un campo magnetico (freccia nera tratteggiata) a cui il
sottoreticolo B (freccia rossa continua) precede attorno. Allo stesso modo, il sottoreticolo
B genera un campo magnetico (freccia rossa trattegiata) su cui il sottoreticolo A precede
attorno. L'angolo θ può assumere qualsiasi valore.
• Stato spazialmente modulato con un periodo superiore a due siti reticolari in
almeno una direzione, denominata fase di spin-density-wave (SDW).
• Quando Jz = 0, esiste anche la sfalsata-XY (sXY).
L'ultimo punto del precedente elenco è relativo alla rottura della simmetria con-
tinua quando Jz = 0. In questo caso, il sistema si divide in due sottoreticoli come
nella fase (AFM). Tuttavia, l'angolo tra i due sottoreticoli può assumere qualsiasi
valore. Si può vedere che nel caso speciﬁco di Jx = −Jy, gli spin sui sottoreticoli A
e B sono ad angolo θ e relativo −θ rispetto alla linea x = y sulla sfera Bloch, vedi
Fig.(2.6). Qualsiasi valore di θ corrisponde ad una conﬁgurazione stabile, dal mo-
mento che i sottoreticoli rimangono perpendicolari l'uno all'altro. Quando si innesca
la fase ordinata, questa simmetria continua U(1) tra gli orientamenti dei sottoreticoli
di Spin è spontaneamente rotta, portando ad una fase chiamata fase sfalsata XY
(sXY), la quale ha un difetto topologico di tipo a vortice.
Si può confrontare questi risultati con il caso di equilibrio (per d > 1). Lo stato
fondamentale risulta ordinato per ogni Jx, Jy, Jz [17], l'asse di magnetizzazione è
determinato dalla più forte delle tre costanti di accoppiamento, e il segno di tale
accoppiamento determina se l'ordinamento è ferromagnetico o antiferromagnetico.
Le diﬀerenze qualitative tra equilibrio e non rimangono anche nel limite γ → 0, anche
se per raggiungere lo stato stazionario serve sempre più tempo.
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2.2 Bose-Hubbard
Un settore molto proﬁcuo dove sono stati studiati i fenomeni dati dalla dinamica
fuori dall'equilibrio (driven-dissipative), è stato quello degli atomi "freddi" su reti-
colo. Un modello fondamentale in tale contesto è quello di Bose-Hubbard (BH), che
presenta la transizione superfuido-isolante di Mott [17], caratterizzato dalla seguente
Hamiltoniana:
H = −J
∑
<l,l′>
b†l bl′ − µ
∑
l
nˆl +
1
2
U
∑
l
nˆl(nˆl − 1) (2.17)
dove bl è l'operatore di annichilazione bosonico della particella nel sito l, nˆl = b
†
l bl
è l'operatore numero (sempre del sito l), J è l'ampiezza detta di hopping ed U è la
forza di repulsione su ogni sito. Sappiamo che per un sistema chiuso dato µ ed
una data densità media di particelle n, si ha che il parametro di accoppiamento
critico risulta gc = (U/Jz)c, che separa le due fasi nei casi Jz  U e Jz  U , dove
z e il numero di coordinazione del reticolo. Nel caso di sistema aperto, del tipo
driven-dissipative, la dinamica della matrice densità è determinata dalla equazione
di Lindblad con i seguenti operatori:
L [ρ] =
κ
2
∑
<l,l′>
[
2cl,l′ρc
†
l,l′ − c†l,l′cl,l′ρ− ρc†l,l′cl,l′
]
(2.18)
dove cl,l′ = (b
†
l +b
†
l′)(bl−bl′) rappresenta l'operatore di Lindblad di salto che agisce
tra siti adicenti. Possiamo notare che, a diﬀerenza dei casi precedenti, qui il driven
non è inserito nei termini che determinano l'evoluzione coerente, ma è stato aggiunto
un operatore di Lindblad, cioè quello di creazione, per descrivere appunto la dinami-
ca non coerente data da un altro tipo di giuda esterna. La scala di energia è dettata
dal rate dissipativo κ. Il termine d'interazione con la costante di accoppiamento U
descrive una parte dell'Hamiltoniana che è "incompatibile" con l'energia cinetica e
il termine dissipativo. Questa competizione, come sappiamo, porta a nuovi equilibri
dinamici che non possono essere considerati come stati termodinamici di equilibrio,
perchè non è possibile trovarli minimizzando l'energia libera. Anche in questo ca-
so si applica l'approssimazione di campo medio, i risultati sono indicati Fig.(2.7),
essi sono stati ottenuti risolvendo l'equazione di Lindblad sia numericamente che
analiticamente nel limite di bassa densità [18].
Si può notare che la trasizione di fase è principalmente dominata dal valore di
u = U/(zκ). Una prima caratteristica della natura del non equilibrio del sistema è la
seguente: la transizione condivide caratteristiche quantistiche in quanto è spinta da
un'interazione, e di tipo classico dal fatto che la fase ordinata termina in uno stato
misto. Inoltre, è mostrata l'esistenza di un'instabilità dinamica nuova che copre un
ampio dominio del diagramma di fase. Questo è un eﬀetto del non equilibrio, poiché
in equilibrio, le eccitazioni di momento ﬁnito trasportano energia cinetica positiva
allontanando la dinamica dall'instabilità. Dall'integrazione numerica della equazione
di Lindblad di sito singolo (eseguita in una dimensione), si osserva un'instabilità
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Figura 2.7: diagramma di fase di non equilibrio per il modello in eq.(2.17). Le linee conti-
nue indicano il conﬁne della transizione di fase quantistica dinamica da un condensato ad
una fase omogenea che corrisponde ad uno stato stazionario termico. Le linee tratteggiate
delimitano la regione in cui lo stato condensato è stabile rispetto alle ﬂuttuazioni spaziali.
Le linee nere (blu) sono i risultati numerici corrispondenti ad una densità media n = 1.0
(n = 0.1). La linea rossa corrisponde ai risultati analitici per n = 0.1. [18]
dinamica che si manifesta sul lungo periodo sulle onde di lunga lunghezza d'onda
di ampiezza crescente. Attraverso una linearizzazione numerica attorno allo stato
stazionario omogeneo si riesce ad ottenere un "bordo" della zona in cui si ha la fase
instabile, vedi Fig.(2.7). L'instabilità diminuisce con la crescita della costante di
hopping J, alla quale è associato un operatore che è compatibile con la dissipazione.
Inoltre, si ottiene che lo stato termico è sempre dinamicamente stabile anche per
le perturbazioni di lunga lunghezza d'onda. Vedremo di seguito come lo studio di
questo modello può essere approfondito introducendo i reticoli di cavità QED.
2.3 Cavità QED
I reticoli di cavità QED risultano essere un potente strumento per realizzare stati
fortemente correlati di fotoni. Essi hanno il vantaggio di poter operare a tempera-
ture "elevate" e consentire un accesso su singolo sito, dando così la possibilità di
accedere sperimentalmente ad una serie di osservabili. E' possibile avere una visione
generale dell'argomento in [19]. Uno schema di una matrice di cavità è illustrato in
Fig.(2.8), essa è costituita da una disposizione regolare di cavità QED accoppiate
tra loro dal termine detto di hopping di fotoni, ed all'interno di ognuna i fotoni
possono risuonare e interagire con la materia contenuta. I reticoli di cavità possono
essere realizzati in molti modi diversi, la cosa fondamentale che lega tutti i sistemi
tra loro è la competizione tra le due interazioni, quella luce-materia che avviene al-
l'interno della cavità e comporta un'interazione non lineare forte tra fotoni e quella
di salto (hopping) tra cavità vicine, che favorisce la delocalizzazione. Per costruire
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Figura 2.8: Schema di una matrice di cavità QED. [20]
un modello che descriva un reticolo di cavità si deve quindi tener in considerazione:
l'interazione della luce e la materia all'interno di ciascuna, l'accoppiamento coerente
tra le cavità indotte dalla propagazione della luce, la fuoriuscita di fotoni e la dis-
sipazione e decoerenza della materia. Sarà inoltre necessario includere una pompa
esterna per popolare le cavità ed escogitare un metodo per eﬀettuare la misura del-
lo stato di ciascuna di esse. Ripercorriamo brevemente la costruzione del modello
relativo ad un reticolo di cavità QED, che può essere visto nel dettaglio in [20]:
H =
∑
l
Hl − J
∑
<l,l′>
(a†l al′ + ala
†
l′) (2.19)
dove il contributo locale del sito l−esimo descrive l'interazione luce materia e a†l ,al
indicano rispettivamente gli operatori di creazione ed annichilazione di un fotone
nel relativo sito. Il termine proporzionale a J aggiunge un contributo cinetico dato
dalla possibilità di salto di un fotone da una cavità all'altra (termine proprozionale
al rate di tunneling). Il modo più semplice per descrivere l'interazione luce-materia
data dal primo termine è il modello di Jaynes-Cummings, in cui un modo della
cavità interagisce con un sistema a due livelli [21], tra i modi possibili conﬁnati nella
cavità risonante che possono essere trattati come oscillatori armonici, viene preso in
considerazione solo quello a frequenza ω.
Hl = σ
z
l + ωa
†
l al + g(σ
+
l al + σ
−
l a
†
l ) (2.20)
dove σ+l e σ
−
l sono gli operatori di creazione e distruzione del sistema a due
livelli e  è l'energia di transizione. Nel sistema di riferimento rotante rispetto
alla Hamiltoniana non accoppiata, diventa rilevante la quantità detta di detuning
∆ = (ω − ). Lo spettro della eq.(2.20) è anarmonico a causa di ciò il sistema a
due livelli induce una repulsione tra i fotoni nella cavità, questa forte non linaerità
fa si che in ogni cavità ne possa essere presente solo uno. Intuitivamente, questo
può essere inteso considerando che un fotone nella cavità modiﬁchi fortemente la
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frequenza di risonanza, inibendo l'iniezione di un secondo fotone, questo fenomeno
è stato deﬁnito blocco di fotoni [22]. L'intera cavità si comporta quindi come un
sistema di spin, che emette fotoni fortemente spaziati tra loro.
L'Hamiltoniana completa (anche con modelli che descrivono la materia con più
di due livelli) con il detuning fortemente spostato ad energie inferiori rispetto a
quella della transizione, acquisice un'eﬀettiva non linearità di Kerr tra fotoni[23]. In
questo modo, nel limite di grandi N , si può mostrare che il modello di cavità QED
si trasforma in un eﬀettivo modello di Bose-Hubbard per polaritoni (µ = 0) [24]:
H = −J
∑
<l,l′>
a†l′al +
U
2
∑
l
a†l a
†
l alal = −J
∑
<l,l′>
a†l′al +
U
2
nl(nl − 1) (2.21)
Questo mostra che è possibile utilizzare le matrici di cavità come un'implemen-
tazione di altri modelli a molti corpi. In altre parole, il reticolo di cavità può essere
considerato come un'implementazione per modelli reticolari, nello stesso spirito del-
le matrici di giunzioni Josephson per gli atomi freddi in reticoli ottici. Rispetto
a quest'ultimi, le matrice di cavità possono avere il vantaggio di poter controllare
ogni sito in modo indipendente, cioè i valori di aspettazione delle osservabili possono
essere misurati direttamente dalla luce emessa da ogni cavità. Inoltre, un altro van-
taggio è rappresentato dal fatto che possono essere implementate con diversi sistemi;
al momento sono state eseguite delle prime realizzazioni sperimentali, composte da
pochi elementi, dove si stanno testando i loro vantaggi ipotetici.
I reticoli di cavità QED sopradescritti sono dotati di un termine di accoppia-
mento tra cavita vicine detto di hopping, ed un termine non lineare on-site. Si può
pensare di costruire reticoli in cui la non linearità è presente anche nel termine di
accoppiamento tra cavità adiacenti. Grazie alla ﬂessibilità nella progettazione di
questi oggetti, gli accoppiamenti a raggio ﬁnito possono apparire in forma di non
linearità di cross-Kerr e/o come un hopping correlato di fotoni, portando ad un dia-
gramma di fase in regime stazionario molto più ricco rispetto al caso considerato in
eq.(2.21). Una tecnologia molto adatta per la realizzazione di Matrici di cavità con
tali caratteristiche è fornita da circuiti QED [25]. Questa non linearità può essere
implementata in vari modi, riportiamo un caso speciﬁco in cui l'implementazione è
eseguita in un nano-circuito di Josephson [26]. Uno schema di un'implementazione
del genere, è riportata nella Fig.(2.9). I primi esperimenti con array ﬁno alcune
unità di cavità di questo tipo sono stati fatti [27], e sono già stati ottenuti grandi
progressi verso esperimenti con reticoli di cavità [28].
Quando l'accoppiamento tra le cavità si realizza attraverso il circuito descritto, il
tunneling lineare di fotoni tra cavità adiacenti può essere controllato, o addirittura
soppresso completamente. In questo regime sono accoppiate attraverso un forte
termine di cross-Kerr ed ulteriore termine di hopping correlato, che può portare a
nuovi modi nel diagramma di fase. Nel sistema di riferimento rotante tali reticoli di
cavità QED sono descritte dalla seguente Hamiltoniana:
H =
∑
i
[−δni + Ω(a†i + ai)]− J
∑
〈i,j〉
(a†iaj + aia
†
j) + U
∑
i
ni(ni − 1) + V
∑
〈i,j〉
ninj (2.22)
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Figura 2.9: a) Una serie di QED-cavità descritte da oscillatori (cerchi rossi) che sono
accoppiati tramite elementi non lineari (scatole incrociate). b) e c) Implementazione di
questi blocchi in circuito QED per reticoli mono e bidimensionali. Le cavità sono rappre-
sentati da un LC-circuito con capacità C e induttanza L ed accoppiati tra loro attraverso
un nano-circuito di Josephson, con capacità di CJ e Josephson energia EJ , che genera i
termini on-side e cross-Kerr.
in cui ni = a
†
iai è l'operatore numero che conta i fotoni nella cavità i-esima,
ovviamente a†i e ai sono i corrispondenti operatori di creazione e annichilazione. I
primi tre termini descrivono rispettivamente: il detuning δ tra il modo della cavità
e la frequenza della pompa, la pompa coerente con ampiezza Ω e il salto di fotoni
tra cavità vicine con rate J . Gli ultimi due termini invece, tengono conto delle non
linearità con il termine in sito e quello di cross-Kerr, con relative scale di energie
associate U e V .
Vediamo adesso i risultati ottenuti sullo studio della dinamica del modello di
eq.(2.22), determinata dalla seguente equazione di Lindbald:
dρ
dt
= − i
~
[H, ρ] +
κ
2
∑
i
[
2aiρa
†
i − niρ+ ρni
]
(2.23)
dove κ−1 è il tempo di vita medio dei fotoni in ogni cavità. Si procede con l'appro-
simazione di campo medio, che anche in questo caso ci fornisce il disaccoppiamento
dei termini di hopping e cross-Kerr della eq.(2.22), assumendo una bipartizione in
due sottoreticoli A e B. Di conseguenza si otterà anche due equazioni per i due
sottoreticoli della eq.(2.23). Tutti gli accoppiamenti saranno espressi in unità della
vita media del fotone κ = 1.
Adesso possiamo analizzare alcuni limiti del modello per ritrovare risultati ana-
lizzati in precedenza. Il regime di U → ∞ e J = 0 è stato considerato nel caso
del reticolo di atomi di Rydberg di eq.(2.5). Quando U rappresenta la maggiore
scala di energia nel problema ad eccezione di V , il diagramma di fase coincide con
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Figura 2.10: Parametro d'ordine ∆n per la fase cristallina di fotoni, ad hopping ﬁnito.
∆n è plottato come una funzione di J e V , per δ = 0 e U = 1 (pannello a), ed in funzione
di J e δ, per zV = 0 e U = 0 (pannello b). Ω è ﬁssato a 0.75. A valori ﬁniti del
detuning, in aggiunta alle fasi: normale (bianco) e cristallino (colore), si aggiunge una
regione intermedia (ombreggiata verde), caratterizzata da un comportamento oscillatorio
nello stato asintotico.
quello di Fig.(2.3). Fintanto che la repulsione in loco U è molto più grande delle
altre scale di energia è sempre possibile ridurre lo spazio locale di Hilbert a solo
due stati, come appunto nel caso precedente. Il caso della non linearità in singolo
sito, cioè V = 0 corrisponde alle matrici di cavità QED connesse solo dal termine
di hopping. In quest'ultimo limite si può osservare la transizione quantistica del
modello di Bose-Hubbard, che è stato indagato da Tomadin e altri in [29], in cui si
propone di distinguere la fase Mott-isolante dalla fase di superﬂuid analizzando la
luce emessa, seguendo un impulso che crea uno stato Mott nel sistema. L'esistenza
di due fasi può essere vista studiando le proprietà di coerenza della luce emessa, l'e-
voluzione temporale del sistema produce luce antibunched (con fotoni molto spaziati
temporalmente tra loro) che si ricompatta se il rapporto J/U è minore del valore
critico, e il crossover da antibunched alla luce ricompattata segna il conﬁne di fase.
Una particolare caratteristica di questo modello con accoppiamenti non lineari
tra siti vicini è che la costante di non linearità V può anche superare U . Questo si
ottiene accoppiando un qubit aggiuntivo a livello locale per ciascun risuonatore e si
può esplorare diﬀerenti valori del rapporto V/U , nel seguito, si considererà U , V e J
parametri indipendenti che possono essere fatti variare a piacere. Discutiamo adesso
il diagramma di fase nella approssimazione di campo medio ottenuto in [26], che
sappiamo essere valido nel limite di array con un grande numero z di coordinazione.
Partiamo settando il J = 0, i risultati sono mostrati in Fig.(2.10), dove si può
notare che all'aumentare del termine di cross-Kerr, la matrice di cavità QED può
raggiungere uno stato stazionario, in cui il numero di fotoni viene modulato come in
un cristallo fotonico, il parametro ordine sarà la diﬀerenza tra i numeri di occupazioni
dei due sottoreticoli ∆ = | 〈na〉 − 〈nb〉 |. Nel graﬁco l'area sopra la linea verde indica
la fase cristallina, si nota che un valore più basso di U la favorisce. Il passaggio alla
fase cristallina è una funzione del drive esterno, quando il pompaggio è molto piccolo
si ha una densità troppo bassa per innescare la fase di cristallo fotonico, viceversa
scompare anche all'aumentare di Ω, dal momento che il pompaggio favorisce una
distribuzione omogenea dei fotoni. Se si "accende" l'accopiamento di hopping tra
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Figura 2.11: Tracce dipendenti dal tempo della parte reale e immaginaria di 〈a〉 per i due
sottoreticoli in funzione del tempo, in regime stazionario della fase di oscillazione.
i fotoni, la fase solida delocalizzata si disattiverà ad un valore critico di J (che
dipende da V , U , δ, e Ω) e si ha una transione alla fase normale. Ricordiamo che in
condizioni di non equilibrio è possibile, anche se molto più diﬃcile, realizzare una fase
cristallina a V = 0. In tal caso, per alcuni valori delle costanti di accoppiamento, lo
stato stazionario può essere uniforme o cristallino, a seconda delle condizioni iniziali.
Il diagramma di fase in campo medio nel piano δ - J per U = 0 illustrato nella
Fig.(2.10.b) mostra che, all'accensione del termine di accoppiamento di salto dei
fotoni nella regione 0.8 ≤ δ ≥ 1.1, appare una nuova fase intermedia. In questa
regione, anche nel lungo termine, non si ha una fase completamente stazionaria e vi
è un residuo di dipendenza temporale 〈a〉 con 〈aA〉 6= 〈aB〉, cioè vi è una dipendenza
dal tempo aggiuntivo di 〈a〉 oltre all'oscillazione banale della frequenza del driving
coerente, non visibile essendo nel sistema di riferimento rotante. In Fig.(2.11) vie-
ne mostrata l'evoluzione nel tempo delle parti reale e immaginaria di 〈a〉 per i due
sottoreticoli [26]. Anche se interessante, sono necessarie ulteriori analisi per vedere
se questa fase è presente solo a livello di campo medio, un esame più attento delle
proprietà della fase oscillante rivela che la matrice densità ridotta di un singolo sito
(in uno dei due sottoreticoli) è uno stato coerente, che evolve periodicamente nel
tempo, come mostrato in Fig.(2.10b). Seguendo i risultati ottenuti in [30], si può
concludere che in questa regione l'evoluzione dinamica di tutta la cavità è sincro-
nizzata separatamente nei sottoreticoli. La regione intermedia si estende anche a
valori ﬁniti di U , anche se lo stato coerente di Fig.(2.10.b) sarà progressivamente
deformato dato dall'aumentare della repulsione in sito.
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2.4 Heisenberg in campo trasverso
Come ultimo argomento, prima di passare al capitolo dedicato all'analisi delle ﬂut-
tuazioni, saranno discussi i risultati ottenuti nel modello di Heisenberg d-dimensionale
in campo trasverso. Esso risulta molto simile a quello già trattato nella Sez.(2.1.2),
diﬀerisce però per la presenza di un termine di driving esplicito, che vedremo an-
drà ad arrichire il diagramma di fase di non equilibrio ancor più di quanto sia già
ottenuto grazie alla sola anisotropia delle costanti di accoppiamento. L'importanza
d'introdurre questo modello sta nel fatto che esso è quello sul quale si basa lo studio
delle ﬂuttuazioni eseguito da Chan et al. in [4], che descriveremo nel dettaglio nel
prossimo capitolo. Il modello è caratterizzato dalla seguente Hamiltoniana:
H =
1
2d
∑
<i,j>,α
Jασαi σ
α
j +
Ω
2
∑
i
σxi (2.24)
con α = x, y, z e σαi α-esima matrice di Pauli per il sito i− esimo. Esso diﬀerisce
dal modello di eq.(2.9), come già anticipato, per il termine forzante. Nel limite di
Ω = 0 si ottiene gli stessi risultati della precedente sezione; non è possibile fare un
confronto diretto tra il diagramma di Fig.(2.5) e quello che commenteremo in que-
sta sezione riportato in Fig.(2.12) in quando sono stati eseguiti con valori di Jz/γ
diﬀerenti (rispettivamente Jz/γ = 1 e Jz/γ = 2), dove γ indica il tasso di decadi-
mento spontaneo. Anche in questo caso ci si può porre nel sistema di riferimento
rotante, in modo tale da avere l'Hamiltoniana indipendente dal tempo. E' da notare
che questo sistema non possiede alcuna simmetria Z2 (come σix, σiy → −σix,−σiy) a
diﬀerenza di quello trattato precedentemente, a causa della presenza del drive, le
uniche simmetrie presenti nell'equazione di Lindblad sono: una simmetria continua
di traslazione nel tempo ed una simmetria discreta di traslazione spaziale (multi-
pli del passo reticolare). Si può ottenere un diagramma di fase in approsimazione
di campo medio con i due sottoreticoli A e B, dove si evidenziano i seguenti stati
stazionari, mostrati anche in Fig.(2.12):
• Tre stati uniformi qualitativamente (U1, 2, 3) che non rompono alcuna simme-
tria e predominano in unità di grandi dimensioni e / o punti di isotropia;
• Una fase sfalsata (detta S), che risulta indipendente dal tempo ma spezza la
simmetria sottoreticolare, è domina dall'accoppiamento fortemente anisotropo;
• La fase di ciclo limite (LC), che rompe sia la simmetria dei sottoreticoli che
quella di traslazione temporale.
La classiﬁcazione delle fasi uniformi (U1, U2, U3) è eseguita facendo una similitu-
dine con gli stati stazionari del sistema all'equilibrio; infatti, in presenza del campo
esterno, la simmetria Z2 è rotta esplicitamente e queste fasi non sono più distinte.
La fase sfalsata discende da quella antiferromagnetica, poiché rompe la simmetria
di traslazione reticolare, ma è molto diversa dalle fasi uniformi; in tal modo il pas-
saggio uniforme-sfalsata è del secondo ordine. Inﬁne, la fase di LC emerge vicino al
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Figura 2.12: Diagramma di fase in campo medio con (Jy, Jz)/γ = (6, 2). Il sistema di
spin fuori equilibrio ammette diverse fasi: uniforme (U1, U2, U3), antiferromagnete (S) e
ciclo limite (LC). Nella fase LC, il sistema di spin un oscillazione collettiva nel tempo. Le
linee continue e tratteggiate rappresentano rispettivamente transizioni di fase continue e
discontinue.[4]
conﬁne di fase uniforme-sfalsata in presenza di un driven, è facile intuire perchè la
fase LC si pone in questo regime, in quanto anche nel sistema all'equilibrio l'orien-
tamento relativo tra i due sottoreticoli è altamente sensibile vicino alla transizione
ferromagnete (U1), antiferromagnete (S). Nella fase LC, le magnetizzazioni sui due
sottoreticoli oscillano con una fase relativa di pi. La Fig.(2.13.a) mostra l'ampiezza
di campo medio di Sx = 〈σx〉 al variare di Jx con ﬁsso Ω, Jy, e Jz. Come Jx dimi-
nuisce, il sistema di spin passa da una fase bistabile (U1/U2) ad una uniforme (U1)
presentando una biforcazione supercritica di Hopf alla fase LC al punto critico di
Jx ≈ −6.082. Un ulteriore diminuzione di Jx fa ottenere una transizione di primo
ordine dalla fase LC alla fase sfalsata. Si noti che nella fase LC, non ci sono punti
ﬁssi stabili, e la scala di ampiezza è di (δJx/γ)1/2 vicino alla fase di transizione del
secondo ordine da LC a U1, con δJx = Jx,c − Jx. L'intersezione del conﬁne continuo
tra LC−U1 e quello discontinuo LC−S deﬁnisce un punto tricritico. È interessante
notare che, il periodo T della fase LC diverge nelle vicinanze di questo punto tricriti-
co. Ciò deriva dalla parte immaginaria degli autovalori di stabilità che determinano
la frequenza del LC (vedi appendice B). Lungo il conﬁne LC-U1, i due autovalo-
ri di stabilità sono coniugati complessi puramente immaginari, corrispondenti alla
biforcazione di Hopf, mentre sul conﬁne S-U1, entrambi svaniscono a causa della
simmetria del sottoreticolo. Pertanto, LC, in prossimità della loro intersezione, ha
un periodo divergente.
Come si può notare dal diagramma di fase, questo modello assume una dinamica
di non equilibrio molto interessante, ricca di fasi stazionarie "esotiche". Anche per
questo è stato scelto per approfondire l'analisi della fase LC oltre l'approssimazione
di campo medio. Questo approdonﬁmento sarà oggetto del prossimo capitolo nel
quale, oltre a descrivere il metodo ed i risultati ottenuti su questo modello, sarà
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Figura 2.13: a) Transizioni di fase della fase LC in funzione Jx a (ω, Jy, Jz)/γ = (0.6, 6, 2).
Il parametro d'ordine del sottoreticolo Sx sviluppa: bistabilità, biforcazione di Hopf e sotto-
reticolo ordinato. La fase LC ha una transizione di fase continua e discontinua rispettiva-
mente alle fasi U1 ed S. Le barre verticali rappresentano le ampiezze delle oscillazioni. I
punti circolari e quadrati denotano i due stati stazionari dei due sottoreticoli. L'ampiezza
LC mostra una scala di (δJx/γ)
1/2 nei pressi del passaggio continuo LC−U1 b) Un esem-
pio traiettoria della fase LC con (ω, Jx, Jy, Jz)/γ = (1,−7, 6, 2), dove si evince la rottura
di simmetria di traslazione temporale.[4]
eseguita la stessa analisi anche sul modello trattato nella Sez.(2.1.1) ottenuto con
reticoli di atomi di Rydberg.
Capitolo 3
Ciclo limite in approssimazione
Gaussiana
Fin qui sono stati evidenziati alcuni risultati ottenuti in approssimazione di campo
medio su di una serie di modelli, dai quali è emerso che un sistema quantistico coe-
rentemente guidato da una sorgente esterna ed accoppiato ad un bagno, raggiunge
uno stato stazionario che puo' rompere spontaneamente una simmetria dell'Hamil-
toniana. E' stato evidenziato che è possibile raggiungere un particolare nuovo tipo
di fase, chiamata ciclo limite (LC), che rompe l'invarianza di traslazione temporale
e non ha alcuna controparte all'equilibrio. Come ricordato inizialmente, però, sap-
piamo che i precedenti lavori prevedono una fase LC in approssimazione di campo
medio, ma la sua vera esistenza resta da veriﬁcare. Non si puo' escludere che ta-
li risultati siano solo un artefatto matematico, e possano scomparire o modiﬁcarsi
eﬀettuando approssimazioni più precise.
Allo scopo di approfondire il comportamento dinamico del sistema in fase LC è
stato sviluppato un metodo che si può trovare nell'articolo di C.Chan, E. Lee e S.
Gopalakrishnan del 2015 [4], che va al di la' dell'approssimazione di campo medio
includendo anche le ﬂuttuazioni gaussiane attorno ad esso. In questo capitolo, come
anticipato nell'introduzione, dopo aver descritto il metodo ed i risultati ottenuti da
Chan et al. andremo ad applicarlo nel modello analizzato da E. Lee, H. Haﬀner e
M.C. Cross [5], anch'esso già introdotto nella Sez.(2.1.1), in cui è stata evidenziata
l'esistenza della fase LC in approssimazione di campo medio. Saranno ripercorsi
nel dettaglio i procedimenti con cui sono stati conseguiti i risultati degli articoli
sopraindicati, descritti i nuovi ed eseguito un confronto.
3.1 Metodo
L'obiettivo è quello d'individuare una transizione di fase nel passaggio alla fase
stazionaria di ciclo limite, per cercare di capire se tale transizione, in opportune
dimensioni, può avvenire realmente. Sappiamo che la previsione dell'esistenza di
questa fase è stata ottenuta ﬁnora solo nella teoria di campo medio. Quello che
naturalmente ci aspettiamo, anche includendo l'eﬀetto delle ﬂuttuazioni, è la rottura
della simmetria continua di traslazione temporale. Questa rottura di simmetria
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continua, se avvenisse in condizioni di equilibrio, dovrebbe produrre come eﬀetto i
moti di Goldstone. Se si presenta un fenomeno simile anche nel caso fuori equilibrio,
ci aspettiamo che siano presenti moti a sempre minore energia per k → 0, e quindi
questo dovrebbe indurre delle forti correlazioni, che possono essere "viste" studiando
l'andamento della funzioni di correlazione per piccoli k.
Vediamo come costruire le equazioni che descriveranno la dinamica della funzione
di correlazione, ricordiamo che nel nostro caso esisterà un matrice delle correlazioni
della seguente forma:
Cα,βn,m(r, t) = 〈σαn(0, t)σβm(r, t)〉 − 〈σαn(0, t)〉 〈σβm(r, t)〉 (3.1)
dove α, β sono gli indici spaziali ed n,m quelli di sito reticolare. Un'equazione
del moto per la funzione di correlazione sarà del tipo:
dCα,βn,m
dt
=
d 〈σαnσβm〉
dt
− d 〈σ
α
n〉
dt
σβm − σαn
d 〈σβm〉
dt
(3.2)
da qui è chiaro che per ottenerla è necessario individuare le equazioni di evolu-
zione temporale dei valor medi degli operatori dei campi, sia ad un punto che a due
punti. Per fare ciò sfrutteremo ancora l'equazione di Lindblad:
ρ˙ = − i
~
[H, ρ] +
1
2
∑
µ
[
2LµρL
†
µ −
{
L†µLµ, ρ
}]
d 〈O〉
dt
= Tr[Oρ˙] (3.3)
vedremo inoltre che nelle equazioni per l'evoluzione dell'operatore ad un punto
compariranno i valor medi degli operatori a due punti, ed in quelle per l'operato-
re a due punti quelli a tre. Con l'approssimazione di campo medio sottoreticola-
re sarà possibile disaccoppiare le equazioni per l'operatore ad un punto, però per
disaccoppiare i termini a tre, sarà necessario introdurre l'approsimazione Gaussiana.
In condizioni di equilibrio essa consiste nell'aggiungere alla Hamiltoniana valuta-
ta nel minimo dell'energia delle ﬂuttuazioni quadratiche intorno alla conﬁgurazione
più probabile, come modi indipendenti per ogni singolo k. Questo porta ad ottenere
una distribuzione di probabilità Gaussiana che consente di esprimere tutte le gran-
dezze in funzione del comulante di primo e di secondo ordine. In questo contesto
l'approssimazione viene chiamata gaussiana, semplicemente perché si considera so-
lamente le medie a singolo ed a due operatori e si assume che i cumulanti di ordine
superiore siano trascurabili. In sintesi approssimiamo la matrice densità con i suoi
momenti primi e secondi. Questo tipo di procedimento consente di disaccoppiare il
valor medio dell'operatore a tre punti nel seguente modo:
< σαnσ
β
m > = σ
α
nσ
β
m + C
α,β
n,m
< σαnσ
β
mσ
γ
l > ≈ σαnσβmσγl + σαnCα,γm,l + σβmCβ,γn,l + σγl Cα,βn,m (n 6= m 6= l) (3.4)
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Questa approssimazione, assieme a quella di campo medio dei due sottoreticoli,
consentirà di costruire un sistema di equazioni diﬀerenziali per la funzione di correla-
zione. Successivamente sarà necessario passare in trasformata di Fourier nello spazio
dei momenti, e risolvere il sistema numericamente per vari valori di ~k, così da poter
determinare l'andamento della trasformata di fourier della funzione di correlazione
nel limite ~k → 0.
3.2 Ciclo limite nel modello di Heisenberg in campo
trasverso
Abbiamo già introdotto questo modello nella Sez.(2.1.1), riportando il comporta-
mento in approssimazione di campo medio. Di seguito descriveremo i risultati ot-
tenuti in [4], relativamente all'introduzione delle ﬂuttuazioni in approssimazione
Gaussiana. Esso risulta essere l'unico lavoro che aﬀronta lo studio delle ﬂuttuazioni
quantistiche oltre l'approssimazione di campo medio in fase LC, tale studio è sta-
to eseguito sul modello di Heisenberg in campo trasverso anisotropo di spin 1/2.
Questa sezione ha il solo scopo di fornire una comprensione qualitativa di quanto
ottenuto, nel resto del capitolo sarà descritta nel dettaglio tutta la procedura con
cui applicare il metodo su di un altro modello.
Alla luce di quanto detto passiamo direttamente all'equazione diﬀerenziale otte-
nuta in [4] per la funzione di correlazione (in approssimazione Gaussiana):
C˙(k, t) = A(k, t)C(k, t) + C(k, t)AT (k, t) +D(k, t) (3.5)
Dove C(k, t) è la trasformata di Fourier della matrice di correlazione e A,D sono
rispettivamente i temini di drift e di diﬀusione, e sono entrambi periodici nel tempo,
a causa della dipendenza dal parametro d'ordine di campo medio. La funzione di
correlazione nella fase LC assume un comportamento dinamico interessante, pro-
prio per la periodicità data da A e D. In Fig.(3.1.a) si può vedere la dipendenza
dal tempo e dal momento della funzione di correlazione ottenuta risolvendo eq.(3.5)
numericamente. In Fig.(3.1.b) invece si mostra che la correlazione oscilla intorno
ad un un valore costante per ﬁnito k, ma diverge linearmente nel tempo a k = 0.
Si può notare che la trasformata della funzione di correlazione ha un andamento
quasi periodico, oscillante con lo stesso periodo dei valor medi dei campi. L'esi-
stenza di questa stabilità viene anche confermata dall'analisi di Floquet del sistema
diﬀerenziale. Vedremo più avanti questa analisi nel dettaglio, come anticipato in
introduzione, consite in una tecnica con la quale si può ottenere informazioni in
merito alla stabilità delle soluzioni di un sistema non omogeneo a patto che siano
periodici la matrice dei coeﬃcienti ed il termine noto.
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Figura 3.1: Andamento delle correlazioni dinamiche di spin con (Ω, Jx, Jy, Jz)/γ =
(0.6,−6.09, 6, 2). (a) Graﬁco della funzione di correlazione del sottoreticolo in funzione
del momento e del tempo, nel limite di lunga lunghezza d'onda. (b) Quando k = 0, la
correlazione diverge linearmente con il tempo, mentre satura a valori ﬁniti per k 6= 0. Le
oscillazioni hanno lo stesso periodo della LC
3.3 Ciclo limite per un modello di atomi di Rydberg
Da questa sezione in avanti saranno riportati e descritti i risultati, sviluppati nel-
l'ambito di questa tesi, ottenuti applicando il metodo descritto in precedenza sul
modello introdotto nella Sez.(2.1.1), in cui è stato analizzato il comportamento in
approssimazione di campo medio da Lee et al. in [5]. Ricordiamo che esso è ottenuto
come Hamiltoniana eﬀettiva di un reticolo di bidimensionale di atomi di Rydberg,
che riportiamo qui di seguito:
H =
∑
j
[
−∆˜σ+j σ−j +
Ω˜
2
(σ+j + σ
−
j )
]
+ V
∑
<j,k>
σ+j σ
−
j σ
+
k σ
−
k (3.6)
Utilizzando le proprietà delle matrici di Pauli possiamo scomporre gli operatori
di creazione e distruzione:
H =
∑
j
1
2
(
V z
2
− ∆˜
)
σzj +
∑
j
Ω˜
2
σxj +
V
4
∑
<j,k>
σzjσ
z
k +
(
zV
8
− ∆˜
2
)
N (3.7)
In tale formalismo è semplice vedere che il modello diﬀerisce da quello di Ising
bidimensionale in campo trasverso per un termine proporzionale a σzj ed un termine
costante. Tali termini sono frutto dell'operatore numero di occupazione del sito
j − esimo del primo membro della eq.(3.6), il quale conta gli atomi di Rydberg
eccitati e quindi, nella analogia con Ising, gli spin Up. Il terzo termine è frutto della
interazione tra atomi di Rydberg eccitati. Anche qui il modello sarà accoppiato
con un bagno, ed introdotta la costante γ di decadimento, la dinamica seguirà dalla
equazione di Lindblad, che riportiamo per completezza:
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dρ
dt
= − i
~
[H, ρ] + L [ρ] (3.8)
L [ρ] = γ
∑
j
[
−1
2
{σ+j σ−j , ρ}+ σ−j ρσ+j
]
(3.9)
Di seguito sono brevemente descritti i calcoli eseguiti per l'ottenimento dell'e-
quazione diﬀerenziale per l'evoluzione temporale della funzione di correlazione, tutti
i dettagli del calcolo si possono trovare in Appendice C.
Il primo passo consiste nel calcolare l'equazioni del moto relative i valor medi dei
tre operatori di spin, ciò sarà possibile grazie alla seguente uguaglianza:
d 〈σαn〉
dt
= Tr[σαn ρ˙] (3.10)
che nel nostro caso diviene (vedi Appendice C):
d 〈σαn〉
dt
= ΛγEαγδ 〈σδn〉 − Γα 〈σαn〉 − δzαγ +
V γ
2
∑
µ
Eαγδ 〈σγn+µσδn〉 (3.11)
Per poter scrivere in modo compatto questa soluzione, sono state introdotte una
serie di deﬁnizioni, che saranno vailde anche per tutti i risultati riportati in seguito:
• ∑µ, somma sui primi vicini µ = ±xˆ,±yˆ.
• z = numero di coordinazione.
• Γα = (γ2 , γ2 , γ)
• Λγ = (Ω˜, 0, (V z2 − ∆˜))
• V γ = (0, 0, V )
Si può notare che il sistema di equazioni ottenuto richiede la conoscenza del valor
medio del prodotto di due operatori per poter essere risolto esattamente. Chiara-
mente non e' possibile risolvere il sistema di equazioni in modo esatto. Sarà applicata
l'approssimazione di campo medio ed individuato l'andamento del valor medio degli
operatori di spin, che chiamiamo al primo ordine, e successivamente saranno utilizza-
te per disaccoppiare le equazioni relative al prodotto di due operatori. L'andamento
dei campi trovato al primo ordine sarà utilizzato per risolvere le equazioni al secondo
ordine negli operatori di spin.
E' possibile disaccoppiare l'eq.(3.11) in modo diretto, passando alla approssima-
zione di campo medio sottoreticolare; questo comporta la trasformazione dei termini
a due operatori nel seguente modo:
∑
µ
Eαγδ 〈σγn+µσδn〉 = Eαγδz 〈σγ−L〉 〈σδL〉 (3.12)
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dove è stato deﬁnito un nuovo indice L = (1,−1), che identiﬁca i due sottoreticoli,
questa trasformazione porta al nuovo sistema composto da n.6 equazioni coivolgenti
i rispettivi valor medi di singolo operatore:
d 〈σαL〉
dt
= ΛγEαγδ 〈σδL〉 − Γα 〈σαL〉 − δzαγ +
zV γ
2
Eαγδ 〈σγ−L〉 〈σδL〉 (3.13)
Il sistema fornisce l'evoluzione temporale dei valor medi, in base al variare dei
seguenti parametri: Ω˜, V ,∆˜ e γ. Risulta conveniente dividere tutto per γ, in modo
da ottenere un'evoluzione temporale in termini di cicli di (γt), rideﬁnendo Ω = Ω˜/γ,
∆ = ∆˜/γ e v = V/γ. Abbiamo risolto numericamente il sistema con un metodo di
Runge-Kutta al quatro ordine.
Allo scopo di veriﬁcare che tali risultati siano in linea con quanto ottenuto da
Lee et al. in [5], di seguito riportiamo in Fig.(3.2) il loro diagramma di fase con
evidenziata una linea ad Ω = 1.5 lungo la quale abbiamo calcolato gli andamenti
dei valor medi dei campi 〈σxL/−L(t)〉, in tutte le fasi stazionarie del sistema. Tali
risultati sono riportati nelle Fig.(3.3 - 3.6). Le condizioni iniziali sono ﬁssate con
tutti i campi nulli σxL/−L = σ
y
L/−L = σ
z
L/−L = 0, ad eccezione della fase instabile.
Nella fase instabile, infatti, si può avere sia un comportamento oscillante che unifor-
me, in base alle condizioni iniziali del sistema. In tal caso sono settate due diverse
condizioni iniziali: nel primo, quello oscillante, tutti gli operatori sono messi a ze-
ro, nel secondo caso, quello uniforme, si ha la seguente conﬁgurazione di partenza:
σx1 = σ
z−1 = 0;σ
y
1 = σ
x−1 = 1;σz1 = σ
y
−1 = −1. In ogni plot sono visibili due curve
di colorazione diversa, una rossa ed una nera, esse distinguono il valor medio rela-
tivo ai due sottoreticoli, se è visibile una sola curva signiﬁca che le due linee sono
esattamente sovrapposte.
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Figura 3.2: Diagramma di fase di non equilibrio per il modello di eq.(3.7), la linea rossa
taglia il graﬁco ad Ω = 1.5, lungo tale linea saranno mostrati gli andamenti dei valor medi
dei campi, per ogni fase stazionaria: UNI,AF,OSC. Il valore di v è settato a v = (5/2).
Figura 3.3: Andamento dei valor medi dei campi 〈σxL/−L(t)〉 in fase uniforme (UNI),
ottenuto risolvendo numericamente la eq. (3.11), con i seguenti valori dei parametri:
(Ω,∆, v) = (1.5,−0.5, 5/2). Non sono visibili le due linee di colore rosso e nero che
distinguono i due sottoreticoli, in quanto le curve sono esattamente sovrapposte.
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Figura 3.4: Andamento dei valor medi dei campi 〈σxL/−L(t)〉 in fase antiferromagnetica
(AF), ottenuto risolvendo numericamente la eq. (3.11), con i seguenti valori dei parametri:
(Ω,∆, v) = (1.5, 0.5, 5/2). I colori rosso e nero distinguono i due sottoreticoli.
Figura 3.5: Andamento dei valor medi dei campi nella fase oscillante (OSC), ottenuto
risolvendo numericamente la eq.(3.11), con i seguenti valori dei parametri: (Ω,∆, v) =
(1.5, 2, 5/2). I colori rosso e nero distinguono i due sottoreticoli
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Figura 3.6: Andamento dei valor medi dei campi nella fase instabile, ottenuto risolven-
do numericamente la eq.(3.11), settando i seguenti valori dei parametri: (Ω,∆, v) =
(1.5, 3.25, 5/2). In questa fase la dinamica dei campi dipende dalle loro condizioni ini-
ziali: nel primo pannello si vede la dinamica del sistema con condizioni inziali tutte nulle,
ottenendo una fase oscillante, nel secondo pannello invece, imponendo le seguenti condi-
zioni iniziali: σx1 = σ
z−1 = 0, σ
y
1 = σ
x−1 = 1, σz1 = σ
y
−1 = −1, si ottiene una fase uniforme.
I colori rosso e nero distinguono i due sottoreticoli, nel secondo pannello è presente una
sola curva in quanto le due sono sovrapposte.
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Procedendo con l'obiettivo di costruire il sistema di equazioni diﬀerenziali per la
trasformata di Fourier della funzione di correlazione, sotto le relative approssimazio-
ni, risulta necessario ottenere l'equazioni di evoluzione temporale per gli operatori
a due punti. Utilizzando lo stesso formalismo deﬁnito in precedenza e sfruttando la
eq.(3.10),valida anche per prodotti di operatori, di seguito viene riportato il risultato
ottenuto (vedi Appendice C).
d 〈σαnσβm〉
dt
= Λγ
[
Eαγδ 〈σδnσβm〉+ Eβγδ 〈σαnσδm〉
]
−
(
Γα + Γβ
)
〈σαnσβm〉+
+
V
2
γ
[∑
µ
Eβγδ 〈σαnσγn+µσδm〉+
∑
µ
Eαγδ 〈σδnσγm+µσβm〉
]
+
− γ
[
δzα 〈σβm〉+ δzβ 〈σαn〉
]
(3.14)
Come si può notare per risolvere questo sistema di equazioni sarebbe necessario
conoscere i valor medi del prodotto di tre operatori. Essendo molto complesso
calcolare questi valori, cerchiamo di scrivere il tutto solo in funzione di valor medi
ad uno e due operatori, ciò corrisponde appunto alla così detta approssimazione
Gaussiana. Sfruttando le eq.(3.4) riusciamo a disaccoppiare i termini a tre punti,
però tale uguaglianza vale solo nel caso 〈σαnσβmσγl 〉 con (n 6= m 6= l), sappiamo che
n 6= m è sempre valido, per costruzione, però nel caso in cui i due siti sono primi
vicini si può avere n = l o m = l. In tal caso si utilizza la seguente decomposizione:
〈σαnσβmσγm〉 = 〈σαn
[
iEβγνσνm + δβγ
]
〉 (3.15)
Prima di decomporre le equazioni rideﬁniamo il tutto in funzione dei due sotto-
reticoli L = ±1:
σαn = σ
α
L (3.16)
Cα,βn,m = C
α,β
L,L′,n−m (3.17)
dove (r = m−n). Facendo questo passaggio si perde l'informazione della posizione
dei singoli siti, mantenendo solo l'informazione della loro distanza relativa; ciò è
lecito grazie all'invarianza di traslazione reticolare. Detto questo l'eq.(3.2) diventerà:
dCα,βL,L′,r
dt
=
d 〈σαLσβL′〉
dt
− d 〈σ
α
L〉
dt
σβL′ − σαL
d 〈σβL′〉
dt
(3.18)
Adesso, per scrivere in modo esplicito l'equazione sopraindicata, resta da trasfor-
mare le eq.(3.11) e (3.14) come prevedono le approssimazioni descritte, ottenendo
(vedi appendice C):
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C˙α,βL,L′,r = Λ
γ
[
EαγδCδ,βL,L′,r + EβγδCα,δL,L′,r
]
−
(
Γα + Γβ
)
Cα,βL,L′,r + (3.19)
+
V
2
γ∑
µ
(1− δµ+r,0) Eαγδ
[
σδLC
γ,β
−L,L′,r+µ + σ
γ
−LC
δ,β
L,L′,r
]
+
+
V
2
γ∑
µ
Eαγδ (δ−L,L′δµ+r,0) [σδL (iEγβνσνL′ + δγβ)− (σγ−LσδL + Cγ,δ−L,L,µ)σβL′]
+
V
2
γ∑
µ
(1− δµ+r,0) Eβγδ
[
σδL′C
α,γ
L,−L′,r+µ + σ
γ
−L′C
α,δ
L,L′,r
]
+
+
V
2
γ∑
µ
Eβγδ (δ−L,L′δµ+r,0) [σδL′ (iEαγνσνL + δγα)− σαL (σγ−L′σδL′ + Cγ,δ−L′,L′,µ)]
Prima di procedere nell'analisi del sistema resta da eseguire il passaggio nel-
lo spazio dei momenti, in quanto, come detto inizialmente, siamo interessati alla
reazione del sistema nel limite di k → 0.
Passando in trasformata di fourier dallo spazio del vettore spaziale ~r, a quello
dei momenti ~k, deﬁniamo:
Cα,βL,L′,k =
∑
~r
Cα,βL,L′,re
−i~r~k (3.20)
che soddisfa un'equazione della forma:
C˙α,βL,L′,k = A
α,δ
L,L′′,kC
δ,β
L′′,L′,k + C
α,δ
L,L′′,kA
β,δ
L′,L′′,k +D
α,β
L,L′,k (3.21)
dove A e D hanno il signiﬁcato rispettivamente di matrice di Drift:
Aα,δL,L′,k =
(
EαγδΛγ − Γαδα,δ
)
δL,L′ +
1
2
(
EαδγV γk σγLδL′,−L + EαγδV γ0 σγ−LδL′,L
)
(3.22)
e termine di Diﬀusione:
Dα,βL,L′,k =
δ−L,L′
2
V γk
[
EαγδσδL
(
iEγβνσνL′ + δγ,β − σγL′σβL′
)]
+
+
δ−L,L′
2
V γk
[
EβγδσδL′
(
iEαγνσνL + δα,γ − σαLσγL
)]
+
− δ−L,L′
2
V γk
[
Eαγδ
(
σβL′C
γ,δ
−L,L,µ + σ
γ
−LC
δ,β
L,L′,−µ
)
+ EαδγσγLCδ,βL′,L′,0
]
+
− δ−L,L′
2
V γk
[
Eβγδ
(
σαLC
γ,δ
−L′,L′,µ + σ
γ
−L′C
α,δ
L,L′,−µ
)
+ EβδγσγL′Cα,δL,L,0
]
(3.23)
dove V γk = V
γ
∑
µ e
ikµ. Da notare che abbiamo ottenuto un sistema di equazioni
diﬀerenziali della stessa forma di quello in eq.(3.5), ottenuto da Chan et al. [4].
Riepiloghiamo brevemente quanto fatto in precedenza, siamo partiti dalle equa-
zioni diﬀerenziali che determinano l'evoluzione temporale del valor medio dell'ope-
ratore di spin ad un punto. Abbiamo applicato l'approssimazione di campo medio
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sottoreticolare ed ottenuto gli andamenti nelle varie fasi stazionarie. Successivamen-
te abbiamo ottenuto un sistema di equazioni diﬀerenziali per l'evoluzione temporale
dell'operatore a due punti e, applicando l'approssimazione gaussiana, abbiamo di-
saccoppiato i termini a tre punti. Con tali risultati è stato possibile scrivere un
sistema di equazioni diﬀerenziali per la trasformanta di fourier della funzione di
correlazione: eq.(3.21). Adesso il nostro scopo è risolvere quest'ultimo sistema al
variare di piccoli ~k, per vedere come rispondono le correlazioni a ﬂuttuazioni di
lunga lunghezza d'onda. Questo è stato eseguito numericamente con un metodo di
Runge-Kutta al quarto ordine. Per poter risolvere il sistema però è stato necessario
sfruttare i risultatai ottenuti in approssimazione di campo medio nella fase LC. Tali
risultati sono stati utilizzati per valutare i valor medi di singolo operatore presenti
nei termini di drift e diﬀusione eq.(3.22,3.23).
L'analisi per piccoli ~k può essere fatta tenendo conto solo del modulo del vettore.
Questo perchè, essendo la dipendenza da k nella eq.(3.21) presente solo nel termine
V γk = V
γ
∑
~µ e
i~k~µ, dalla deﬁnizione di ~µ = ±xˆ,±yˆ e considerando che siamo in un
sistema macroscopico e quindi si può considerare ~k continuo, nel limite di k → 0 si
ha:
V γk = V
γ
(
4− |~k|2
)
(3.24)
come anticipato abbiamo che, nel regime di piccoli ~k, il sistema dipende solo
dal suo modulo. Di seguito nelle Fig.(3.7-3.10) riportiamo i plot degli andamenti
ottenuti per la funzione di correlazione di sottoreticolo, a vari valori di k. E' pos-
sibile vedere che la funzione di correlazione ha un andamento periodico dovuto alla
dipendenza dal tempo dei valor medi degli operatori ad un punto, infatti essa oscilla
con lo stesso periodo T della fase LC. Al diminuire di k il sistema è sempre più
correlato, e la funzione assume valori sempre maggiori. Per k = 0 si intravede una
possibile divergenza della funzione di correlazione, in quanto essa continua a crescere
senza essere smorzata. Nella prossima sezione, con l'ausilio della teoria di Floquet,
cercheremo di estrapolare delle proprietà analitiche della soluzione, per capire se
eﬀettivamente sono presenti delle instabilità per k = 0.
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Figura 3.7: Andamento della funzione di correlazione di sottoreticolo, per k = 1. Si può
notare l'andamento oscillante dato dalla dipendenza dei coeﬃcienti del termine di Drift
e di Diﬀusione della equazione, per questo valore di k la funzione di correlazione oscilla
attorno ad un valore costante.
Figura 3.8: Andamento della funzione di correlazione di sottoreticolo, per k = 0.1. Si può
iniziare a notare un forte aumento delle correlazioni, che però sono ancora smorzate.
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Figura 3.9: Andamento della funzione di correlazione di sottoreticolo, per k = 0.01. Lo
smorzamento è quasi del tutto eliminato e la funzione di correlazione assume valori molto
più grandi.
Figura 3.10: Andamento della funzione di correlazione di sottoreticolo, per k = 0. La
funzione di correlazione tende a crescere, se pur lentamente in modo indeﬁnito, oscillando
attorno ad un valore sempre maggiore.
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3.3.1 Analisi di Floquet
Per poter analizzare la funzione di correlazione e valutare se l'instabilità per k = 0
è eﬀettivamente presente per grandi tempi, si può procedere utilizzando la teoria
non omogenea di Floquet (vedi appendice D), la quale fornisce informazioni sulla
stabilità delle soluzioni di un sistema a coeﬃcienti periodici. Per procedere nella sua
applicazione è utile riscrivere l'eq. (3.23) sotto forma di sistema lineare di equazioni
diﬀerenziali, composto da 36 equazioni, così sintetizzato:
~˙Ck(t) = Mk(t)~Ck(t) + ~Dk(t) (3.25)
dove gli elementi di Mk(t) e ~Dk(t) sono funzioni periodiche di periodo T, otte-
nute da una riscrittura di Ak(t) e ~Dk(t). La risoluzione analitica di questo sistema
disomogeneo non è banale a causa della dipendenza dal tempo dei coeﬃcienti e del
termine noto. E' possibile però estrapolare le proprietà analitiche sfruttando la teo-
ria sopracitata. In sintesi tale teoria aﬀerma che, data la soluzione di eq.(3.25) della
forma:
~Ck(t) = Xk(t)
[
~Ck(0) +
∫ t
0
X−1k (τ) ~Dk(τ)dτ
]
(3.26)
dove Xk(t) è detta matrice fondamentale del sistema e soddisfa la seguente
equazione omogenea:
{
X˙k(t) = Mk(t)Xk(t)
Xk(0) = I
(3.27)
la matrice fondamentale ha la seguente forma Xk(t) = Pk(t)eFkt, dove Pk(t) è
una matrice periodica di periodo T ed Fk è chiamata la matrice di Floquet. Detto
questo, la stabilità delle soluzioni del sistema (3.25) è determinata dagli autovalori di
Xk(t = T ) = e
FKT . Questi autovalori, indicati con eµiT , sono chiamati i moltiplicatori
di Floquet e i µi sono gli esponenti di Floquet. Quando µi < 0, il risultato è stabile,
mentre se µi ≥ 0 possono essere presenti soluzioni instabili.
In Tab.(3.1) sono riportai i due maggiori esponenti di Floquet del sistema per
k = 0, calcolati a vari multipli n del periodo T . Per veriﬁcare che l'errore dovuto alla
discretizzazione data dalla risoluzione numerica non modiﬁchi qualitativamente il
risultato, sono stati calcolati per vari passi (∆t) di discretizzazione. I dati in tabella
relativi al caso più accurato con (∆t = 0.001), sono visibili anche in Fig.(3.11),
dove si può osservare che, dopo una fase iniziale di stabilizzazione, è presente un
autovalore positivo ed uno negativo, molto vicini allo zero. In Fig.(3.12) sono messi
a confronto tramite un ﬁt, i risultati ottenuti per il massimo autovalore a nT con
n = 90 calcolato ai vari passi di discretizzazione numerica, in cui si può notare che la
diminuzione dell'intervallo porta una correzione che non modiﬁca qualitativamente il
risultato. Ciò è in accordo con l'andamento della funzione di correlazione evidenziato
in precedenza, e prevede quindi una soluzione instabile.
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(∆t) = 1
n µ1 µ2 n µ1 µ2
1 −0.14870 −0.14870 50 0.00348 −0.01177
10 −0.00621 −0.05582 60 0.00354 −0.01125
20 0.00139 −0.01749 70 0.00355 −0.00897
30 0.00260 −0.02822 80 0.00352 −0.00822
40 0.00320 −0.01597 90 0.00348 −0.00676
(∆t) = 0.1
n µ1 µ2 n µ1 µ2
1 −0.15321 −0.27874 50 0.00346 −0.02001
10 −0.00555 −0.05349 60 0.00354 −0.01637
20 0.00063 −0.03148 70 0.00355 −0.01479
30 0.00257 −0.03123 80 0.00352 −0.01265
40 0.00322 −0.02338 90 0.00348 −0.01110
(∆t) = 0.01
n µ1 µ2 n µ1 µ2
1 −0.25865 −0.66004 50 0.00346 −0.02779
10 −0.00594 −0.07695 60 0.00354 −0.02584
20 0.00079 −0.04561 70 0.00355 −0.02358
30 0.00258 −0.03575 80 0.00352 −0.01962
40 0.00322 −0.03038 90 0.00348 −0.01806
(∆t) = 0.001
n µ1 µ2 n µ1 µ2
1 −0.25400 −0.64785 50 0.00346 −0.02384
10 −0.00592 −0.07695 60 0.00354 −0.01826
20 0.00081 −0.04596 70 0.00355 −0.01480
30 0.00259 −0.03380 80 0.00352 −0.01249
40 0.00323 −0.02757 90 0.00347 −0.01083
Tabella 3.1: Esponenti di Floquet per k = 0 a t = nT , calcolati con vari passi di
discretizazione numerica (∆t).
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Figura 3.11: I due massimi esponenti di Floquet indicati in Tab.(3.1), calcolati con passo
di discretizzazione numerica (∆t = 0.001). Dopo un transiente iniziale gli autovalori si
stabilizzano sopra e sotto lo zero. I colori Blu e Rosso indicano rispettivamente il primo
ed il secondo esponente.
Figura 3.12: Fit relativo al massimo esponente di Floquet, calcolato ad nT con n = 90 ai
seguenti passi di discretizzazione numerica (∆t): 1, 0.1, 0.01 e 0.001. Si può osservare
che l'errore portato dalla discretizzazione è trascurabile per la deﬁnizione della positività
dello stesso. L'ascissa del graﬁco è in scala logaritmica.
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Alla luce di tutte le considerazioni fatte possiamo confermare che il modello stu-
diato mostra delle forti correlazioni per ﬂuttuazioni di lunga lunghezza d'onda in
fase stazionaria LC, in accordo con quanto evidenziato da Chan et al. in [4] sull'altro
modello. E' presente una divergenza nelle correlazioni nel limite per ~k → 0, analo-
gamente a quanto accade nel caso di rottura di simmetria continua in un sistema
all'equilibrio termodinamico, in cui la simmetria continua che viene spontaneamente
rotta è quella di traslazione temporale. Sappiamo infatti che quando avviene una
rottura di simmetria continua in condizioni di equilibrio, si ha come eﬀetto i moti di
Goldstone. Essi, come descritto in precedenza, sono caratterizzati da lunghezze di
correlazioni divergenti e quindi correlazioni spaziali a lungo raggio ed una divergenza
della funzione di correlazione nello spazio dei momenti.
Abbiamo indicato in precedenza che il modello trattato corrisponde ad un par-
ticolare limite (U →∞, J = 0) del modello più complesso relativo alle matrici QED
con accopiamenti non lineari. Sarebbe interessante eseguire la stessa analisi an-
che su quest'ultimo modello, sia perchè presenta potenziali applicazioni molto più
interessanti, a partire dall'utilizzo come simulatori quantistici, sia perchè su tali ap-
parati dovrebbe essere possibile valutare sperimentalemente l'eﬀettivo andamento
delle correlazioni, avendo accesso alla veriﬁca delle osservabili di singolo sito.
Per concludere, vale la pena citare brevemente un'altra tecnica interessante, sem-
pre volta allo scopo di migliorare la conoscenza del diagramma di fase di stati stazio-
nari in questo tipo di sistemi. Essa sfrutta l'equazione di Lindblad, ma utilizza una
diversa approssimazione per il disaccoppiamento delle equazioni del moto, chiamata
mean-ﬁeld cluster. Questa approssimazione consiste nell'isolare dal resto del reticolo
un gruppo di spin primi vicini, chiamato appunto cluster; essa è stata svulippata per
i sistemi all'equilibrio, ma ha fornito interessanti risultati anche in questo contesto.
Una recente applicazione di questo metodo può essere vista in [31].
Appendice A
Processi Markoviani
Un processo stocastico è un sistema che evolve probabilisticamente, ovvero descritto
da una certa variabile stocastica X(t) dipendente dal tempo. Supponendo che X
assume valori in un certo dominio in Rd. Se x1, x2, . . . , xn sono realizzazioni di X(t)
agli istanti t1, t2, . . . , tn, allora diremo che
pn(x1, t1;x2, t2; . . . ;xn, tn)
n∏
i=1
ddxi (A.1)
è la probabilità congiunta che X assuma valori nel multintervallo [x1i , x
1
i + dx
1
i ]×
. . . × [xdi , xdi + dxdi ] al tempo ti per i = 1, . . . , n; n è detto ordine della probabilità
mentre la funzione pn è detta densità di probabilità. Si deﬁniscono le densità di
probabilità condizionate:
pn|m(x1, t1; . . . xn, tn|y1, τ1; . . . ym, τm) :=
pn+m(x1, t1; . . . xn, tn; y1, τ1; . . . ym, τm)
pm(y1, τ1; . . . ym, τm)
(A.2)
con la condizione:
t1 ≥ . . . tn ≥ τ1 ≥ . . . ≥ τm (A.3)
La densità di probabilità condizionata fornisce una "previsione" sulle future
realizzazioni in t1, . . . , tn date certe passate realizzazioni agli istanti τ1, . . . , τm.
Nell'ipotesi di istanti di tempo ordinati come in eq.(A.3) si dice che un processo
è Markoviano se vale la seguente eguaglianza:
pn|m(x1, t1; . . . , xn, tn|y1, τ1; . . . , ym, τm) = pn|1(x1, t1; . . . , xn, tn|y1, τ1) (A.4)
Si può dimostrare facilmente che tale assunzione permette di esprimere ogni
probabilità condizionata in termini di quantità del tipo p1|1(x1, t1|y1, τ1).
Inﬁne deﬁniamo un processo stocastico X(t) stazionario se:
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pn(x1, t1;x2, t2; . . . , xn, tn) = pn(x1, t1 + τ ;x2, t2 + τ ; . . . xn, tn + τ) ∀n ,∀τ ∈ R (A.5)
Questo implica in particolare che p1(x, t) = p1(x). Abbiamo supposto per sem-
plicità il processo unidimensionale, ma tutto quanto è facilmente generalizzabile al
caso multidimensionale.
Appendice B
Biforcazioni
si deﬁnisce biforcazione il fenomeno che si esibisce quando c'è un cambiamento quali-
tativo della struttura dalla soluzione di un'equazione diﬀerenziale, soprattutto nello
studio di sistemi dinamici. Essa si presenta quando una piccola variazione dei va-
lori dei parametri (i parametri di biforcazione) causa un cambiamento qualitativo
o topologico del sistema, ovvero un cambiamento del numero di punti di equilibrio
o della loro natura, tali cambiamenti possono anche portare ad una catastrofe. I
valori per cui si hanno modiﬁche qualitative del sistema sono detti valori critici, lo
studio delle biforcazioni si divide in due classi principali:
• Biforcazioni locali, le quali possono essere studiate interamente attraverso
cambiamento dei punti di equilibrio o della loro stabilità;
• Biforcazioni globali, più complicate e che, in generale, non possono essere
analizzate solamente attraverso lo studio dei punti ﬁssi.
siamo interessati solo a quelle del primo tipo, e nello speciﬁco nella biforcazione
supercritica di Hopf. Nello studio dei sistemi dinamici e nella teoria delle biforca-
zioni, si parla di biforcazione di Hopf quando, al variare di un certo parametro di
controllo µ, un punto di equilibrio modiﬁca la sua stabilità in corrispondenza della
formazione di un ciclo limite.
B.1 Biforcazione supercritica di Hopf
Supponiamo che un sistema a due dimensioni abbia un punto ﬁsso stabile. Per vedere
quali sono tutti i possibili modi in cui potrebbe perdere la stabilità al variare di un
parametro µ, deve essere anlizzato il suo Jacobiano. Se il punto ﬁsso è stabile, gli
autovalori λ1 e λ2 devono entrambi trovarsi nel semipiano Re[λ] < 0. Poiché λ deve
soddisfare un'equazione quadratica con coeﬃcienti reali, ci sono due possibili scenari:
o gli autovalori sono entrambi reali e negativi, oppure sono coniugati complessi. Per
destabilizzare il punto ﬁsso, è necessario che uno o entrambi gli autovalori si spostino
nella metà destra del piano al variare di µ.
Questo attraversamento può avvenire in vari modi: passando dallo zero, ad uno
solo dei due autovalori, ecc... ; in queso caso siamo interessati allo scenario in cui i
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Figura B.1: Andamento della soluzione al variare del parametro di biforcazione, sotto (a)
e sopra (b) la soglia critica.
due autovalori complessi coniugati simultaneamente attraversano l'asse immaginario
e si spostano nel semipiano destro. Questo è il caso della biforcazione supercritica
di Hopf.
Per capire meglio il comportamento della soluzione in prossimità di tale biforca-
zione, supponiamo di avere un sistema ﬁsico che si assesta all'equilibrio attraverso
una esponenzialmente smorzata oscillazione, vedi Fig.(B.1.a). Supponiamo ora che
il tasso di decadimento dipenda da un parametro di controllo µ, se il decadimento
diventa più lento e inﬁne tende a crescere ad un valore critico µc, lo stato di equi-
librio perderà di stabilità. In molti casi il moto risultante è una piccola ampiezza,
sinusoidale, chiamata ciclo limite, che oscilla attorno al precedente stato stazionario,
vedi Fig.(B.1.b). Esistono due regole abbastanza generali relative alle biforcazioni
di Hopf:
• La dimensione del ciclo limite cresce continuamente da zero, e aumenta pro-
porzionalmente alla
√
µ− µc, per µ vicino a µc.
• La frequenza del ciclo limite è data approssimativamente da ω = Im[λ], valu-
tato a µ = µc. Questa formula è esatta alla nascita del ciclo limite, e corretta
con termini O(µ− µc) per µ vicino a µc, da cui T = (2pi/Im[λ]) +O(µ− µc).
Si può trovare l'argomento nel dettaglio con relative dimostrazioni in [11].
Appendice C
Equazioni del moto
Prima di procedere con l'illustrazione dei calcoli, introduciamo le seguenti deﬁnizioni
che permetteranno di compattare i vari risultati:
• ∑µ, somma sui primi vicini µ = ±xˆ,±yˆ.
• z = numero di coordinazione.
• Γα = (γ2 , γ2 , γ)
• Λγ = (Ω˜, 0, (V z2 − ∆˜))
• V γ = (0, 0, V )
C.1 Singolo operatore
Il calcolo delle equazioni del moto relative i valor medi dei tre operatori di spin si
esegue a partire dalla seguente equazione:
d 〈σαn〉
dt
= Tr[σαn ρ˙] (C.1)
dove:
ρ˙ = − i
~
[H, ρ] + γ
∑
j
[
−1
2
{σ+j σ−j , ρ}+ σ−j ρσ+j
]
(C.2)
H =
∑
j
[
−∆˜σ+j σ−j +
Ω˜
2
(σ+j + σ
−
j )
]
+ V
∑
<j,k>
σ+j σ
−
j σ
+
k σ
−
k (C.3)
Qui di seguito sono riportati i passaggi principali del calcolo. Per facilitare la
comprensione saranno analizzati singolarmente termine relativi alla stessa costante
di accoppiamento ed inﬁne uniti i risultati parziali.
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Termini proporzionali a ∆˜:
Tr
+iσαn∑
j
∆˜
(
1
2
+
σzj
2
)
ρ
+ Tr
−iσαn∑
j
∆˜ρ
(
1
2
+
σzj
2
) =
= i
∆˜
2
∑
j
[(〈σαn〉 − 〈σαn〉 − 〈σzjσαn〉+ 〈σαnσzj 〉)] =
= −Eαzγ∆˜ 〈σγn〉 (C.4)
Termini proporzionali a Ω˜:
Tr
−i Ω˜
2
∑
j
σαnσ
x
j ρ
+ Tr
−iρ Ω˜
2
∑
j
σxj σ
α
n
 =
= i
Ω˜
2
∑
j
[〈σxj σαn〉 − 〈σαnσxj 〉] =
= EαxδΩ˜ 〈σδn〉 (C.5)
Termini proporzionali a V :
Tr
−iσαnV ∑
<i,j>
(
1
2
+
σzi
2
)(
1
2
+
σzj
2
)
ρ+ iσαnV
∑
<i,j>
ρ
(
1
2
+
σzi
2
)(
1
2
+
σzj
2
) =
= −iV
4
∑
<i,j>
[〈σzjσαn〉 − 〈σαnσzj 〉+ 〈σzi σαn〉 − 〈σαnσzi 〉+ 〈σzi σzjσαn〉 − 〈σαnσzi σzj 〉] =
= EαzγV z 〈σγn〉+
V
2
∑
µ
Eαzγ 〈σzn+µσαn〉 (C.6)
inﬁne i due termini proporzionali a γ:
Tr
[
−γ
2
∑
i
σαn
(
1
2
+
σzi
2
)
ρ
]
+ Tr
[
−γ
2
∑
i
σαnρ
(
1
2
+
σzi
2
)]
=
= −γ
2
∑
i
〈σαn〉 −
γ
4
∑
i
[〈σαnσzi 〉+ 〈σzi σαn〉] =
= −γ
2
∑
i
〈σαn〉 −
γ
2
∑
i
〈σαnσzi 〉 − i
γ
2
Ezαγ 〈σγn〉 =
= −γ
2
∑
i
〈σαn〉 −
γ
2
∑
i
〈σαnσzi 〉 − i
γ
2
[δxα 〈σyn〉 − δyα 〈σxn〉] (C.7)
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Tr
[
γ
∑
i
σαnσ
−
i ρσ
+
i
]
=
γ
4
∑
i
[〈(σxi + iσyi )σαn (σxi − iσyi )〉] =
=
γ
4
∑
i
[〈σxi σαnσxi 〉+ i 〈σyi σαnσxi 〉 − i 〈σxi σαnσyi 〉+ 〈σyi σαnσyi 〉] =
=
γ
4
∑
i
[〈σxi σxi σαn〉+ i 〈σyi σαnσxi 〉 − i 〈σyi σxi σαn〉+ 〈σyi σyi σαn〉] +
+
γ
2
∑
i
Exyρ 〈σρi σαn〉+ i
γ
2
Eαxγ 〈σxnσγn〉+ i
γ
2
Eαyη 〈σynσηn〉+ +
γ
2
Eαyγ 〈σxnσγn〉 =
=
γ
2
∑
i
(〈σαn〉+ 〈σzi σαn〉) + i
γ
2
(δyα 〈σxn〉 − δxα 〈σyn〉)− Γα 〈σαn〉 − γδzα (C.8)
Unendo il tutto si ottiene il risultato cercato:
d 〈σαn〉
dt
= ΛγEαγδ 〈σδn〉 − Γα 〈σαn〉 − δzαγ +
V γ
2
∑
µ
Eαγδ 〈σγn+µσδn〉 (C.9)
C.2 Prodotto di operatori
Il calolo del valor medio dell'operatore a due punti viene eseguito utilizzando lo stesso
formalismo deﬁnito nella sezione precedente, partendo dalla seguente equazione:
d 〈σαnσβm〉
dt
= Tr[σαnσ
β
mρ˙] (C.10)
Anche in questo caso suddividiamo i termini in base alle costanti di accoppia-
mento moltiplicative.
Termini proporzionali a ∆˜:
Tr
+iσαnσβm∑
j
∆˜
(
1
2
+
σzj
2
)
ρ
+ Tr
−iσαnσβm∑
j
∆˜ρ
(
1
2
+
σzj
2
) =
= −i∆˜
2
∑
j
[(
〈σαnσβm〉 − 〈σαnσβm〉+ 〈σzjσαnσβm〉 − 〈σαnσβmσzj 〉
)]
=
= −∆˜
[
Eαzγ 〈σγnσβm〉+ Eβzγ 〈σαnσγm〉
]
=
= −∆˜
(
δyβ 〈σαnσxm〉 − δxβ 〈σαnσym〉
)
− ∆˜
(
δyα 〈σxnσβm〉 − δxα 〈σynσβm〉
)
(C.11)
Termini proporzionali a Ω˜:
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Tr
−i Ω˜
2
∑
j
σαnσ
β
mσ
x
j ρ
+ Tr
−iρ Ω˜
2
∑
j
σxj σ
α
nσ
β
m
 =
= i
Ω˜
2
∑
j
[
〈σxj σαnσβm〉 − 〈σαnσβmσxj 〉
]
=
= Ω˜
[
Eαxγ 〈σγnσβm〉+ Eβxγ 〈σαnσγm〉
]
(C.12)
Termini proporzionali a V :
Tr
−iσαnσβmV ∑
<i,j>
(
1
2
+
σzi
2
)(
1
2
+
σzj
2
)
ρ+ iσαnσ
β
mV
∑
<i,j>
ρ
(
1
2
+
σzi
2
)(
1
2
+
σzj
2
) =
= i
V
4
∑
<i,j>
[
〈σzjσαnσβm〉 − 〈σαnσβmσzj 〉+ 〈σzi σαnσβm〉
]
+
+ i
V
4
∑
<i,j>
[
〈σzi σzjσαnσβm〉 − 〈σαnσβmσzi 〉 − 〈σαnσβmσzi σzj 〉
]
=
=
V
4
[∑
µ
(
Eβzγ 〈σαnσγm〉+ Eαzγ 〈σγnσβm〉
)
+
∑
µ
(
Eβzγ 〈σαnσγm〉+ Eαzγ 〈σγnσβm〉
)]
+
+
V
4
[
Eβzγ
(∑
µ
〈σαnσγmσzm+µ〉+
∑
µ
〈σαnσzm+µσγm〉
)]
+
+
V
4
[
Eαzγ
(∑
µ
〈σγnσzn+µσβm〉+
∑
µ
〈σzn+µσγnσβm〉
)]
=
V z
2
(
−δxβ 〈σαnσym〉+ δyβ 〈σαnσxm〉+ δyα 〈σxnσβm〉 − δxα 〈σynσβm〉
)
+
+
V
2
[
Eβzγ
∑
µ
〈σαnσzm+µσγm〉+ Eαzγ
∑
µ
〈σγnσzn+µσβm〉
]
(C.13)
anche in questo caso il termine dissipativo proporzionale a γ, è stato diviso in
due parti:
Tr
[
−γ
2
∑
i
σαnσ
β
m
(
1
2
+
σzi
2
)
ρ
]
+ Tr
[
−γ
2
∑
i
σαnσ
β
mρ
(
1
2
+
σzi
2
)]
=
= −γ
2
∑
i
〈σαnσβm〉 −
γ
4
∑
i
[
〈σαnσβmσzi 〉+ 〈σzi σαnσβm〉
]
=
= −γ
2
∑
i
(
〈σαnσβm〉+ 〈σαnσβmσzi 〉
)
− iγ
2
(
Ezαγ 〈σγnσβm〉+ Ezβγ 〈σαnσγm〉
)
=
= −γ
2
∑
i
(
〈σαnσβm〉+ 〈σαnσβmσzi 〉
)
− iγ
2
[
δxα 〈σynσβm〉 − δyα 〈σxnσβm〉
]
+
− iγ
2
[δxβ 〈σymσαn〉 − δyβ 〈σxmσαn〉] (C.14)
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Tr
[
γ
∑
i
σαnσ
β
mσ
−
i ρσ
+
i
]
=
γ
4
∑
i
[
〈(σxi + iσyi )σαnσβm (σxi − iσyi )〉
]
=
=
γ
4
∑
i
[
〈σxi σαnσβmσxi 〉+ i 〈σyi σαnσβmσxi 〉 − i 〈σxi σαnσβmσyi 〉+ 〈σyi σαnσβmσyi 〉
]
=
=
γ
4
∑
i
[
〈σxi σαnσxi σβm〉+ i 〈σyi σαnσxi σβm〉 − i 〈σxi σαnσβmσyi 〉+ 〈σyi σαnσyi σβm〉
]
+
+ i
γ
2
(
Eβxγ 〈σxmσαnσγm〉+ Eβxγ 〈σymσαnσγm〉+ Eβyγ 〈σymσαnσγm〉
)
=
=
γ
2
∑
i
[
〈σαnσβm〉+ 〈σαnσβmσzi 〉
]
+ iγ
(
Ezαw 〈σwn σβn〉+ Ezβγ 〈σαnσγm〉
)
+
− γ
2
[
Eαxσ 〈σxmσσnσβm〉+ Eyατ 〈σxnστnσβm〉+ Eyβλ 〈σxmσαnσλm〉+ Eβxφ 〈σymσαnσφm〉
]
+
+ i
γ
2
[
Eβxγ 〈σxmσαnσγm〉+ Eβyδ 〈σymσαnσδm〉+ Eαxψ 〈σxnσψnσβm〉+ Eαyδ 〈σynσδnσβm〉
]
=
=
γ
2
∑
i
[
〈σαnσβm〉+ 〈σαnσβmσzi 〉
]
− γ
[
δzα
(
〈σβm〉+ 〈σznσβm〉
)
+ δzβ (〈σαn〉+ 〈σzmσαn〉)
]
+
+ i
γ
2
[
δαx 〈σynσβm〉+ δβx 〈σymσαn〉 − δαy 〈σxnσβm〉 − δβy 〈σxmσαn〉
]
+
− γ
2
[
δβy 〈σymσαn〉+ δβx 〈σxmσαn〉+ δαy 〈σynσβm〉+ δαx 〈σxnσβm〉
]
(C.15)
Sommando tutti i risultati precedenti, si ottiene il valor medio cercato:
d 〈σαnσβm〉
dt
= Λγ
[
Eαγδ 〈σδnσβm〉+ Eβγδ 〈σαnσδm〉
]
−
(
Γα + Γβ
)
〈σαnσβm〉+
+
V
2
γ
[∑
µ
Eαγδ 〈σδnσγn+µσβm〉+
∑
µ
Eβγδ 〈σαnσγm+µσδm〉+
]
+
− γ
[
δzα 〈σβm〉+ δzβ 〈σαn〉
]
(C.16)
C.3 Funzione di correlazione
Il calcolo dell sistema diﬀerenziale per la funzione di correlazione viene eseguito
partendo da (r = n−m):
dCα,βL,L′,r
dt
=
d 〈σαLσβL′〉
dt
− d 〈σ
α
L〉
dt
σβL′ − σαL
d 〈σβL′〉
dt
(C.17)
I risultati precedenti devono essere riscritti con il formalismo dei due sottoreti-
coli ed introdotta l'approsimazione Gaussiana. Partiamo dalla equzione eq.C.9 per
ottenere il secondo e terzo termine:
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d 〈σαL〉
dt
σβL′ = Λ
γEαγδσδLσβL′ − ΓασαLσβL′ − δzασβL′γ +
V
2
γ∑
µ
Eαγδ
[
σγ−Lσ
δ
L + C
γ,δ
−L,L,µ
]
σβL′
σαL
d 〈σβL′〉
dt
= ΛγEβγδσαLσδL′ − ΓβσαLσβL′ − δzβσαLγ +
V
2
γ∑
µ
EβγδσαL
[
σγ−L′σ
δ
L′ + C
γ,δ
−L′,L′,µ
]
Per l'operatore a due punti, dividiamo l'espressione (C.16) nei termini propor-
zionali alle varie costanti di accopiamento:
Λγ) Λγ
[
Eαγδ 〈σδnσβm〉+ Eβγδ 〈σαnσδm〉
]
=
= Λγ
[
Eαγδ
(
σδLσ
β
L′ + C
δ,β
L,L′,r
)
+ Eβγδ
(
σαLσ
δ
L′ + C
α,δ
L,L′,r
)]
(C.18)
Γγ) −
(
Γα + Γβ
)
〈σαnσβm〉 = −
(
Γα + Γβ
) [
σαLσ
β
L′ + C
α,β
L,L′,r
]
(C.19)
γ) −γ
[
δzα 〈σβm〉+ δzβ 〈σαn〉
]
= −γ
[
δzασβL′ + δ
zβσαL
]
(C.20)
I termini proporzionali a V γ contengono anche gli operatori a tre punti del tipo:
〈σαnσγl σβm〉, sappiamo per costruzione che n 6= m sempre, altrimenti calcoleremmo
la funzione di correlazione di un sito con se stesso. Per sviluppare questi temini
è necessario distinguere due casistiche: m,n 6= l e m o n = l. Il secondo caso si
presenta quando n,m sono primo vicini, e quindi nel nostro formalismo signiﬁca che
(~µ = −~r). Partiamo nel caso in cui non sono primi vicini:
V
2
γ∑
µ
[
Eαγδ 〈σδnσγn+µσβm〉+ Eβγδ 〈σαnσγm+µσδm〉
]
+
=
V
2
γ∑
µ
Eαγδ
[
σδLC
γ,β
−L,L′,r+µ + σ
γ
−LC
δ,β
L,L′,r + σ
β
L′C
δ,γ
L,−L,µ + σ
δ
Lσ
γ
−Lσ
β
L′
]
+
+
V
2
γ∑
µ
Eβγδ
[
σδL′C
α,γ
L,−L′,r+µ + σ
γ
−L′C
α,δ
L,L′,r + σ
α
LC
δ,γ
L′,−L′,µ + σ
δ
L′σ
γ
−L′σ
α
L
]
(C.21)
Adesso trattiamo il caso in cui sono primi vicini, introducendo la sommatoria∑
µ′ , che indica la somma su tutti i primi vicini ad eccezione del caso in cui (µ = −r):
V
2
γ
Eαγδ
∑
µ′
〈σδnσγn+µσβm〉+ 〈σδnσγmσβm〉
 =
=
V
2
γ∑
µ′
Eαγδ
[
σδLC
γ,β
−L,L′,r+µ + σ
γ
−LC
δ,β
L,L′,r + σ
β
L′C
δ,γ
L,−L,µ + σ
δ
Lσ
γ
−Lσ
β
L′
]
+
+
V
2
γ∑
µ
Eαγδ (δ−L,L′δµ+r,0) [iEγβνσδLσνL′ + σδLδγβ + iEγβνCδ,νL,L′,µ] (C.22)
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V
2
γ
Eβγδ
∑
µ′
〈σαnσγm+µσδm〉+ 〈σαnσγnσδm〉
 =
=
V
2
γ∑
µ′
Eβγδ
[
σδL′C
α,γ
L,−L′,r+µ + σ
γ
−L′C
α,δ
L,L′,r + σ
α
LC
δ,γ
L′,−L′,µ + σ
δ
L′σ
γ
−L′σ
α
L
]
+
V
2
γ∑
µ
Eβγδ (δ−L,L′δµ+r,0) [iEαγνσδL′σνL + σδL′δγα + iEαγνCδ,νL′,L,µ] (C.23)
Sommmando tutti i termini con i giusti segni si ottiene:
C˙α,βL,L′,r = Λ
γ
[
EαγδCδ,βL,L′,r + EβγδCα,δL,L′,r
]
−
(
Γα + Γβ
)
Cα,βL,L′,r (C.24)
+
V
2
γ∑
µ′
Eαγδ
[
σδLC
γ,β
−L,L′,r+µ + σ
γ
−LC
δ,β
L,L′,r + σ
β
L′C
δ,γ
L,−L,µ + σ
δ
Lσ
γ
−Lσ
β
L′
]
+
+
V
2
γ∑
µ
Eαγδ (δ−L,L′δµ+r,0) [iEγβνσδLσνL′ + σδLδγβ + iEγβνCδ,νL,L′,µ]
+
V
2
γ∑
µ′
Eβγδ
[
σδL′C
α,γ
L,−L′,r+µ + σ
γ
−L′C
α,δ
L,L′,r + σ
α
LC
δ,γ
L′,−L′,µ + σ
δ
L′σ
γ
−L′σ
α
L
]
+
+
V
2
γ∑
µ
Eβγδ (δ−L,L′δµ+r,0) [iEαγνσδL′σνL + σδL′δγα + iEαγνCδ,νL′,L,µ]+
− V
2
γ∑
µ
[
Eαγδ
(
σγ−Lσ
δ
L + C
γ,δ
−L,L,µ
)
σβL′ + EβγδσαL
(
σγ−L′σ
δ
L′ + C
γ,δ
−L′,L′,µ
)]
I seguenti termini si elidono:
V
2
γ∑
µ
(
δ−L,L′δµ+r,0
) [
iEαγδEγβνCδ,νL,L′,µ − iEβγδEαγνCδ,νL′,L,µ
]
= 0 (C.25)
V
2
γ∑
µ′
Eαγδ
[(
σβL′C
δ,γ
L,−L,µ + σ
δ
Lσ
γ
−Lσ
β
L′
)
−
(
σγ−Lσ
δ
L + C
γ,δ
−L,L,µ
)
σβL′
]
= 0 (C.26)
V
2
γ∑
µ′
Eβγδ
[(
σαLC
δ,γ
L′,−L′,µ + σ
δ
L′σ
γ
−L′σ
α
L
)
− σαL
(
σγ−L′σ
δ
L′ + C
γ,δ
−L′,L′,µ
)]
= 0 (C.27)
Restano comunque i termini relativi all'ultima sommatoria di eq.(C.24) nel caso
in cui ~µ = −~r :
−V
2
γ∑
µ
(
δ−L,L′δµ+r,0
) [Eαγδ (σγ−LσδL + Cγ,δ−L,L,µ)σβL′ + EβγδσαL (σγ−L′σδL′ + Cγ,δ−L′,L′,µ)]
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Unendo i termini residui si ottiene:
C˙α,βL,L′,r = Λ
γ
[
EαγδCδ,βL,L′,r + EβγδCα,δL,L′,r
]
−
(
Γα + Γβ
)
Cα,βL,L′,r + (C.28)
+
V
2
γ∑
µ′
Eαγδ
[
σδLC
γ,β
−L,L′,r+µ + σ
γ
−LC
δ,β
L,L′,r
]
+
+
V
2
γ∑
µ
Eαγδ (δ−L,L′δµ+r,0)σδL [iEγβνσνL′ + δγβ]+
+
V
2
γ∑
µ′
Eβγδ
[
σδL′C
α,γ
L,−L′,r+µ + σ
γ
−L′C
α,δ
L,L′,r
]
+
+
V
2
γ∑
µ
Eβγδ (δ−L,L′δµ+r,0)σδL′ [iEαγνσνL + δγα] +
− V
2
γ∑
µ
(
δ−L,L′δµ+r,0
) [Eαγδ (σγ−LσδL + Cγ,δ−L,L,µ)σβL′ + EβγδσαL (σγ−L′σδL′ + Cγ,δ−L′,L′,µ)]
Riscrivendo tutto in funzione solo della sommatoria su ~µ, si ha il risultato cercato:
C˙α,βL,L′,r = Λ
γ
[
EαγδCδ,βL,L′,r + EβγδCα,δL,L′,r
]
−
(
Γα + Γβ
)
Cα,βL,L′,r + (C.29)
+
V
2
γ∑
µ
(1− δµ+r,0) Eαγδ
[
σδLC
γ,β
−L,L′,r+µ + σ
γ
−LC
δ,β
L,L′,r
]
+
+
V
2
γ∑
µ
Eαγδ (δ−L,L′δµ+r,0) [σδL (iEγβνσνL′ + δγβ)− (σγ−LσδL + Cγ,δ−L,L,µ)σβL′]
+
V
2
γ∑
µ
(1− δµ+r,0) Eβγδ
[
σδL′C
α,γ
L,−L′,r+µ + σ
γ
−L′C
α,δ
L,L′,r
]
+
+
V
2
γ∑
µ
Eβγδ (δ−L,L′δµ+r,0) [σδL′ (iEαγνσνL + δγα)− σαL (σγ−L′σδL′ + Cγ,δ−L′,L′,µ)]
Appendice D
Teoria di Floquet
Data la seguente equazione lineare diﬀerenziale omogenea a coeﬃcienti periodici:
x˙k(t) = Mk(t)xk(t) (D.1)
dove Mk(t) è una matrice periodica di periodo T:
Mk(t+ T ) = Mk(t) (D.2)
(il parametro k è iniﬂuente, è stato inserito per uniformarsi con l'equazione pre-
sente nel testo) Il teorema di Floquet-Lyapunov [32] dice che la matrice fondamentale
Xk(t), che rappresenta l'insieme delle soluzioni dell'eq.(D.1) con condizioni iniziali
di Xk(0) = I, è esprimibile nella seguente forma:
Xk(t) = Pk(t)e
Fkt (D.3)
dove Pk(t) è una matrice periodica, ed Fk è una certa matrice costante. Dato che
Pk(t) è periodica, la stabilità della soluzione per eq.(D.1) dipende interamente dagli
autovalori della matrice Fk. Gli autovalori di Fk sono noti come gli esponenti di
Floquet, che possono essere individuati determinando gli autovalori di Xk(T ), noti
come i moltiplicatori di Floquet. Xk(nT ) può essere determinata numericamente
così da ottenere i moltiplicatori di Floquet µi, che sono legati ai relativi esponenti
di Floquet ρi dalla seguente relazione:
ln ρi
nT
= µi (D.4)
Si avrà che il sistema è sicuramente stabile se tutti i µi hanno parte reale ne-
gativa, instabile se almeno uno ha parte reale positiva e se siamo nel caso µ = 0 o
immaginario puro, si ha stabilità se tutti gli autovalori sono semisemplici ed instabi-
lità se non lo sono. Per un autovalore essere semisemplice signiﬁca avere molteplicità
algebrica pari alla molteplicità geometrica.
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D.1 Teoria di Floquet non omogenea
Teorema di Floquet può aﬀrontare anche le stabilità di sistemi disomogenei a patto
che la forzante sia periodica anch'essa di periodo T. Dato il seguente sistema lineare
non omogeneo a coeﬃcienti periodici:
~˙Ck(t) = Mk(t)~Ck(t) + ~Dk(t) (D.5)
dove gli elementi di Mk(t) e ~Dk(t) sono funzioni periodiche di periodo T. La
soluzione del sistema disomogenea può essere espressa in termini della matrice Xk(T )
che rappresenta la matrice fondamentale del sistema omogeneo associato:
~Ck(t) = Xk(t)
[
~Ck(0) +
∫ t
0
X−1k (τ) ~Dk(τ)dτ
]
(D.6)
Dato che, secondo la teoria di Floquet, la matrice fondamentale soddisfa la
seguente identità al tempo t = t+ T :
Xk(t+ T ) = Xk(t)Xk(T ) (D.7)
questo porta a dire che la soluzione dell'eq.(D.6) dopo un numero di periodi n,
dove n è un numero intero, sarà:
~Ck(nt) = Xk(T )
n ~Ck(0) +
[
Xk(T )
n + · · ·+Xk(T )2 +Xk(T )
] ∫ T
0
X−1k (τ) ~Dk(τ)dτ (D.8)
Si può notare che il comportamento di questa soluzione per n che tende ad inﬁni-
to può essere previsto conoscendo la risposta del sistema al periodo di tempo T . Lo
studio della stabilità della soluzione può essere eseguito vericando il comportamento
dei due termini della equazione precedente, nel limite per n che tende ad inﬁnito. Il
primo termine, detto omogeneo, segue le regole di stabilità precedentemente espo-
ste, il secondo termine composto da una sommatoria per un integrale deﬁnito, detto
non omogeneo, può essere studiato anch'esso in base alle caratteristiche degli auto-
valori di Xk(T ). La sommatoria del termine non omogeneo è una sommatoria nota,
chiamata Serie di Neumann, essa converge solo se il maggior autovalore di Xk(T ),
quindi il moltiplicatore di ﬂoquet è minore di 1 oppure se il maggiore è uguale ad
uno e tutti gli altri sono semisemplici. In tutte le altre casistiche la sommatoria non
è limitata superiormente.
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Propietà Massimo autovalore ~C(nT )
1 (ρ < 1) Semisemplice limitata
2 (ρ = 1) unico sul cerchio unitario semisemplice illimitata
3 (|ρ| = 1 ∧ ρ 6= 1) gli altri sul cerchio unitario semisemplici limitata
4 (ρ = 1) non semisemplice illimitata
5 (ρ > 1) fuori dal cerchio unitario illimitata
Tabella D.1: Proprietà della soluzione del sistema non omogeneo.
Riepiloghiamo le condizioni di stabilità nel caso non omogeneo riassunte in
Tab.(D.1):
• Proprietà 1: converge ad un valore diverso da zero (anziché a zero come nel
caso omogeneo).
• Proprietà 2: moltiplicatore identicamente uguale a uno (semisemplice), la som-
ma del termine omogeneo è illimitata, causando la divergenza della soluzione.
• Proprietà 3: se il più grande moltiplicatore Floquet ha ampiezza uguale a uno,
ed è semisemplice, ma non è identico ad uno, allora la parte omogenea è stabile
ed il termine non omogeneo converge ad un limite. Ciò causa un oscillazione
intorno a qualche limite ﬁnito. Il comportamento di base del sistema non è
cambiato rispetto all'omogeneo.
• Proprietà 4 e 5: sia il termine omogeneo che non divergono, e la soluzione
è illimitata. Il comportamento di base del sistema non è cambiato rispetto
all'omogeneo.
Si può notare che l'aggiunta della forzante modiﬁca in parte il comporatmento
del sistema. L'argomento può essere visto nel dettaglio in [32].
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