ABSTRACT This paper proposes a novel image feature set based on a principled information theoretic analysis of the convolutional neural network (CNN). The output of convolutional filters is modeled as a random variable conditioned on the object class and network filter bank. The conditional entropy (CENT) of filter outputs is shown in theory and experiments to be a highly compact and class-informative feature that can be computed from the CNN feature maps and used to obtain higher classification accuracy than the original CNN itself. Experiments involve three binary classification tasks using the 3D brain MRI data: Alzheimer's disease (AD) versus healthy controls (HC), young versus old age, and male versus female, where the area under the curve (AUC) values for the CENT feature classification (93.9%, 96.7%, and 71.9%) are significantly higher than the softmax output of the original CNN classifier trained for the task (81.6%, 79.4%, and 63.1%). A statistical analysis based on the Wilcoxon test identifies CENT features with significant links to brain labels, which could potentially serve as diagnostic biomarkers.
I. INTRODUCTION
Deep convolutional neural networks (CNN) currently achieve state-of-art performance for image classification tasks, especially when large sets of training data are available [1] - [5] . A CNN is a multi-layered architecture that incorporates spatial context and weight sharing between pixels. Unlike traditional methods, which rely on hand-crafted features to encode images, CNNs attempt to learn image representations that are best suited for a particular task, directly from training data [6] . The main components of a CNN are stacks of different types of specialized layers (i.e., convolutional, activation, pooling, fully connected, softmax, etc.) that are interconnected and whose weights are trained using the backpropagation algorithm. Despite the broad success of CNNs in computer vision and medical imaging, the theory explaining this success remains limited.
In this work, we express the importance of deep features using information theoretic concepts, and formulate the CNN as an information theoretic trade-off between features
The associate editor coordinating the review of this manuscript and approving it for publication was Wenbing Zhao. extraction and prediction. Our work relates to the information bottleneck method used to extract relevant information of an input random variable about an output variable [7] . Inspired by the seminal work of Kreshevsky and Hinton [8] , deep CNNs [9] , [10] powered by highly parallelized graphics processing units (GPU) have been used to achieve unprecedented performance in image classification. This resulted in a paradigm shift in computer vision, image analysis and machine learning that has continuously improved over recent years. For example, understanding the intermediate feature layers has enabled us to design novel architectures outperforming conventional models [11] . However, few works have directly exploited the information of feature maps within the network for classification. This rich source of information could be particularly useful for medical imaging problems where training data is often limited.
Many improvements have involved redesigning or modifying the original CNN framework [12] , for example ReLU activation, max pooling, dropout, variations in loss functions, transfer learning [13] , network topology or structure, e.g. residual [14] or densely connected networks [15] . Reduction of memory and computation time has also been an important focus, obtaining similar classification rates at reduced levels of memory and algorithmic complexity [16] , [17] . While these and other developments have had a marked improvement on CNN classification performance, many are the result of heuristic or ad-hoc design insights that are difficult to understand within a single unified theoretical framework.
Here, we seek to analyze the CNN architecture layers within the framework of information theory [18] that, to our knowledge, is novel in the context of recent CNN research. We propose quantifying the flow of information through network filters in terms of the conditional entropy H(Y | C, F) of neural activation Y , given object class C and filtering operation F. Conditional entropy (CENT) features derived from a trained CNN are shown in theory and empirically to be highly informative for classification, improving upon the output of the original CNN from which these features were originally derived. We use the proposed CENTs as imaging features in a radiomics analysis of brain MRI. Traditional radiomics methods rely on handcrafted features that encode characteristics like the shape or texture of segmented regions [5] , [19] - [23] . In contrast, we present a more data-driven approach to compute informative features from imaging data, which does not require the complex step of segmenting regions of interest. Our experiments demonstrate the usefulness of CENT features in the context of predicting natural aging, Alzheimer's disease, and gender from volumetric brain MRI data. A highly-compact set of 21 features from a basic 4-layer CNN architecture produces state-of-the-art performance on the publicly available OASIS [24] and ABIDE 1 neuroimaging datasets. In addition, the general information theoretical framework developed in this work helps explain the success of recent developments in deep learning, including the high performance of densely-connected networks [15] , and provides new insights and directions for future research.
II. PREVIOUS WORK
Information flows through a neural network, transforming input data into recognizable symbols (i.e., object class labels) at the output. Along the path are neurons, units that integrate and filter information before passing it on to other neurons. Our analysis exploits powerful principles of information theory within deep learning models like CNNs to derive a set of highly discriminative features for image classification. Instead of giving a comprehensive review of literature on deep learning, we restrict our presentation to theoretical work and major developments directly related to our study.
Information theory was first developed in the work of Shannon [18] and now serves as the basis of all modern digital communication systems [25] . As deep CNNs involve information flow through networks, it is natural to analyze them in terms of information theory [26] , [27] . Here, we define information theoretical concepts used in our analysis, that can be found in most textbooks on the subject [25] . Information 1 http://fcon_1000.projects.nitrc.org/indi/abide/ theory is rooted in the notion of entropy, which quantifies the uncertainty of a random variable Y = {y 1 , . . . , y i , . . . , y N } defined over a set of N discrete events y i which occur with probability p(Y = y i ), or p(y i ). The Shannon entropy H(Y ) is defined as
and ranges from [0, log 2 N ] for maximally informative and uninformative distributions p(Y ), respectively. For a binary random variable, the entropy is proportional to the expected number of bits required to transmit 1 symbol of information. Entropy has been widely used in computer vision, e.g., in classifying image textures [28] , or salient feature selection [29] , [30] . Given a second random variable, e.g., object class C = {c 1 , . . . , c j , . . . , c M }, the conditional entropy is defined as
where 
MI provides an upper bound as to the capacity of a noisy communication channel Y → C [25] . Conditional entropy and MI are widely used to measure image-to-image similarity in computer vision [31] and as a feature selection strategy in machine learning [32] . For example, in decision tree learning, MI is known as the Information Gain [33] and used to identify optimal data splits in training. In contrast, our analysis involves computing conditional entropy from a suitable pre-trained CNN. A final definition is the data processing inequality, which states that if X → Y → C is a Markov chain, then I (X , C) ≤ I (X , Y ), i.e. the mutual information between network endpoints I (X , C) is equal or less that between intermediate nodes I (X , Y ) [25] . When applied to CNNs, this result explains the success of densely connected networks [15] , which are able to furnish a greater amount of information to the final classification layer than standard sequential processing, thanks to additional links between all layers and the network output. We apply this insight by performing classification based on highly informative CENT features, at a tiny fraction of the data and computation required for dense CNN modeling.
Deep neural networks arose from multi-layered perceptron networks, where weight parameters were trained via VOLUME 7, 2019 the backpropagation algorithm [34] used ubiquitously today. Deep CNNs were introduced as an efficient multi-layer perceptron approach for image data, due to smaller, translation invariant image filters and came into prominence in the context of text and document analysis [9] , [10] . A major development was the use of parallel graphics processing units (GPU), which allowed training on large-scale data sets [8] . While fundamental aspects of CNN technology remain layers of image filters trained via backpropagation, various algorithmic improvements have been introduced such as dropout [35] , batch normalization [36] , improved pooling [37] , different activation units [38] and better topologies [15] . Specifically, CNN parameters consist of learnable convolutional filters that are applied to the input image or feature maps produced by previous layers. Convolution layers provide a wide range of multi-scale patterns that characterize objects within an image. Such layers are usually followed by pooling layers (e.g., max pooling) that progressively reduce the spatial size of the representation, number of parameters, memory footprint as well as amount of computation in the network, and are essential to control overfitting. CNN training often makes use of the so-called cross-entropy loss function, also known as log loss. This loss function is the derivative of the multivariate softmax, typically found at the CNN output, and is used as an error signal to update CNN weights during backpropagation. In contrast, our analysis considers conditional entropy computed across all layers and/or filters of an existing CNN, and applies generally to CNNs trained with any suitable output loss function, including the cross-entropy, mean squared error (MSE) or mean absolute error (MAE) losses, the only requirement being that the resulting filters be informative regarding the object classes of interest. Our analysis predicts that CENTs can serve as highly informative features for classification.
III. CENT ANALYSIS
Let Y be a scalar random variable representing image intensity, e.g. pixel values either before or after filtering operations. Image intensities are sampled on a geometrical lattice indexed by discrete coordinates X = x i , however, the current analysis considers marginal intensity distributions p(Y ) that may be approximated as discrete histograms for the purpose of computing Shannon entropy. The response distributions of informative convolutional filters such as oriented gradient operators, can be approximated by a heavy-tailed distribution such as a Laplacian due to the correlation structure of natural images [39] , [40] .
Denote as C = {c j } a discrete random variable over object classes. Classification typically seeks to maximize the
is the likelihood of generating Y given class C and parameters F of the data generation model, while p(C) is a class prior. Here, parameters F correspond to a set of filters considered to be fixed (e.g., a pre-trained network). For the purpose of our analysis, we assume a uniform distribution for p(C). Our goal then becomes to identify a distribution p(Y | C, F) such that probabilistic uncertainty is minimized, i.e., for which conditional entropy
F).
Let F = {f i } be a discrete random variable over a set of filtering operators f i applied at neurons. As shown in Figure 1 , the result of a filtering operation may be expressed as a conditional distribution p(Y | C, F) over neural output Y conditioned on class C and filter F. Modeling filtering via probabilistic conditioning has a rich history in signal processing, e.g., the linear Kalman filter [41] , and generally applies to both arbitrary linear and non-linear filtering operations, e.g., convolution and/or ReLU in CNNs. In the context of information theory and classification, the primary importance of filtering is to reduce the entropy H(Y | C, F) by conditioning on a judiciously designed filter set F. Specifically
where
, and p(c j , f i ) is the joint probability of a specific class/feature pair (c j , f i ). Now consider the flow of information through a set of one or more filters F as quantified by the conditional entropy H(Y | C, F). The success of CNNs lies in the backpropagation algorithm, which produces a set of filters F that are highly discriminative regarding a set of training objects C. To be effective at discrimination, filters must be tuned to image structure characteristic of specific subsets of the objects to be classified. Intuitively, filters that identify the same structure equally well across all object classes are ultimately not useful in discriminating between object classes. This intuition may be formalized for a filter set F as follows. Let {C , C } represent a partition of set C into mutually exclusive subsets of objects for which F is informative and uninformative, respectively. The conditional entropy can be expressed as a binary sum over this partition:
When classifying an image of a specific object c j , the entropy of a neural output Y following a filter set F is necessarily lower if c j ∈ C than if c j ∈ C . This leads to the prediction that, for a set of highly discriminative filters F, e.g., resulting from CNN training via backpropagation, the conditional entropy H(Y | C, F) of neural response Y conditioned on F serves as informative feature for discriminating between object classes. We denote as CENT features the conditional entropy values H(Y | C, F) computed across responses of filters or filter sets F of a trained CNN. In the following section, we demonstrate that these CENT features result in a powerful, compact code that can achieve better classification performance than the original CNN output itself.
IV. EXPERIMENTS
While the proposed CENT theory applies to any image classification context, our experiments focus on classifying 3D brain MRI. To demonstrate the usefulness CENTs, we consider three different binary classification problems: 1) Alzheimer's disease (AD) vs. Healthy controls (HC) using the volumetric MRI scans from the publicly available Open Access Series of Imaging Studies (OASIS) dataset [24] , 2) young vs. old subjects using the same dataset, and 3) male vs. female HC subjects using publicly available MRI scans from the Autism Brain Imaging Data Exchange (ABIDE) initiative.
The OASIS-1 database contains brain MRIs from 416 unique, right-handed individuals (age range of [18, 96] years, male=160 / female=256). The data is comprised of 3D T1-weighted magnetization prepared rapid gradient echo (MPRAGE) images acquired at 1.5 Tesla with the following specifications: repetition time (TR) = 9.7 ms, inversion time (TI) = 20 ms, flip angle = 10 • , echo time (TE) = 4.0 ms. The MRI protocol was the same for all subjects with more details available in [24] . All data are anonymized with no protected health information included. For the classification between AD and HC, we choose subjects that have the Clinical Dementia Rating score (i.e., CDR = 0.5, 1 and 2). For classifying male vs. female subjects, we used a preprocessed version of the ABIDE I database, provided by the Preprocessed Connectomes Project (PCP) and publicly available for download 2 .
For all experiments, a standard processing pipeline 3 of the Freesurfer tool [42] was applied to T1 weighted MR images, which comprises five main steps: 1) small-motion correction by averaging the available volumes of subjects, 2) intensity normalization, 3) affine registration of volumes to the MNI305 atlas, 4) skull-stripping, and 5) non-linear registration and further normalization using the Gaussian Classifier Atlas (GCA). Gray-scale images were then normalized to resolution of 1 mm 3 , for a total size of 256×256×256 voxels. A red dot contour of the images shows an atrophy of the cortical surface (in the red box) involving the hippocampus area that related to the short-term memory formation in AD patients.
A. 3D CLASSIFICATION OF BRAIN MRIS
Analysis of neurodegeneration due to Alzheimer's disease or natural aging is of significant interest, and is motivated by the need for developed nations to cope with an increasingly aging population demographic. In general, AD may be classified with high accuracy from brain MRI using precise measurements of cortical thickness [43] , however classification from whole-brain MRI data is still a challenging task [44] where the maximum reported accuracy on the OASIS dataset is AUC=93.4% [45] . A primary challenge is discriminating between older healthy subjects with natural age-related atrophy [46] and younger diseased subjects with minimal atrophy. Entropy of derivative filters has been used as a feature in quantifying Alzheimer's in brain MRI [47] . However, to our knowledge, it has not been applied to CNN classification.
In general, both Alzheimer's disease and natural aging are characterized by cortical atrophy and enlargement of extra cerebral spaces. AD in particular is linked to cortical atrophy around the hippocampus, a neuroanatomical structure intimately linked to short-term memory storage which is impaired in AD sufferers. Figure 2 illustrates subtle differences between AD and HC brains surrounding the hippocampus, and the challenge of AD vs. HC classification.
3D CNN Architecture: To compute CENT features, we used a 3D CNN architecture comprised of 4 layers, shown in Fig. 3 . The details are as follows. Input: image size = 64×64×64 voxels. Layer 1: filter size = 2×2×2; stride=2; filters=10; Max pooling; ReLU; dropout=0.8; output = 10 feature maps of size (32×32×32). Layer 2: filter size = 2×2 ×2; stride=2; filters=10; Max pooling; ReLU; dropout=0.8; output = 10 feature maps of size (16×16×16). Layer 3: fully connected layer; output = vector size 128. Layer 4: softmax = vector size 2. 3D CNN code is available on MathWorks 4 .
Our CNN model was trained with cross-entropy loss, using stochastic gradient descent optimization with no momentum and default learning rate. We computed features from the first 3 CNN layers by aggregating filter responses 
into 256 bin histograms using the Shannon entropy (i.e., entropy H(Y )). Conditional entropy features for classification are generated from individual feature map responses (10+10+1=21 CENT features) and from responses aggregated at each layer (1+1+1=3 CENT features).
Alzheimer's Disease vs. Healthy Brains: The goal of this experiment is to classify between AD and HC subjects from MRI data. The relevant data subset used for this experiment consists of 198 (AD=100, HC=98) MRI scans from demographically matched subjects with age ≥ 60 years. For extracting CENT features, the 3D CNN was trained from MR images of 50 AD and 50 HC subjects. The pre-trained network is then employed to compute CENT features on the remaining 98 subjects, which are used to evaluate CENT feature classification in a 5-fold cross-validation strategy. Specifically, the 98 CENT feature vectors are divided into 5 even-sized subsets and, for each fold, one subset is put aside for testing while the remaining 4 subsets are used to train the classifier. In this work, we considered a random forest (RF) classifier with 100 trees, as it is one of the most effective and general-purpose classification algorithms, running efficiently on large databases with thousands of input variable/features [48] . Lastly, the final performance value is computed as the average AUC obtained across all 5 folds. As comparison baseline, we fine-tune the pre-trained CNN on additional training examples from each cross-validation fold, and use the softmax probability of the fine-tuned network for classification. In the presentation of results, we refer to this baseline as Softmax. Figure 4 shows an example of convolutional features maps in layer 1 and layer 2 in (a), and distributions of convolution responses from which CENT features are computed in (b). All the distributions show heavy-tailed characteristics centered around zero, reminiscent of filters derived from natural images [39] , [40] . The highest overall AUC=93.6% is obtained from a classifier combining the 3 CENT features. This is the highest reported classification result in the literature for AD classification from the OASIS brain MRI database. Surprisingly, it is 12% higher that the output of the softmax classification of the original trained CNN. A scatter plot of the 3 CENT feature values for subject categories is shown in Fig. 5 (b) , where class separation is clearly visible. Figure 6 shows the result of classification using CENT features computed on a filter-wise basis. Individually, features computed from the 10 filters in layer 2 (red) result in generally higher classification than the 10 filters in layer 1 (blue), while the single fully-connected layer 3 (green) results in intermediate classification performance. Combined classification based on all 21 features (black) results in the highest AUC=93.94%, a value similar to the one obtained with layer-wise features. 
Young vs. Old Brains:
The goal here is to test MRI brain classification on a variable other than disease. We considered the set of 329 MRIs from healthy subjects, partitioned into young and old classes using the median age (34 years old). A total of 200 images were used to train the CNN (100 old, 100 young) and classification is evaluated on the remaining 129 subjects (68 old, 61 young), again using 5-fold cross validation with the RF classifier.
The result of age classification based on 3 layer-wise CENT features is presented in Fig. 7 . We see that the best individual performance is obtained with features from the second layer (red). The combined performance of all 3 CENT features is highest at AUC=93.34% (black), which is 14% higher than the softmax output of the CNN. Figure 8 shows the result of classification using CENT features computed on a filter-wise basis. Once more, features computed from the 10 filters in layer 2 (red) provide the best performance. As in the previous classification task, using all 21 features (black) results in the highest AUC=96.71%.
Male vs. Female Brains:
To demonstrate the impact of CENT features in classifying male vs. female, we considered the set of 198 MRIs from healthy subjects of the ABIDE database (all 99 female subjects and the same number of male subjects, matched by site). 100 images were used to train the CNN (50 male, 50 female) and classification is evaluated on the remaining 98 subjects (49 male, 49 female), employing once again 5-fold cross validation with the RF classifier.
Results of age classification based on 3 layer-wise CENT features are shown in Fig. 9 . Features from the first layer give in the best individual performance (blue). The combined performance of all 3 CENT features is highest at AUC=63.93% (black). Figure 8 shows the result of classification using CENT features computed on a filter-wise basis. As previous experiments, combined classification based on all 21 features (black) leads to the highest AUC=71.95%, about 7% higher VOLUME 7, 2019 than the AUC value obtained using 3 layer-wise features or softmax classification.
B. STATISTICAL ANALYSIS
To investigate the impact of the CENT features, we applied a Wilcoxon test comparing the distribution of CENT features in different subject groups (i.e., AD vs. HC subjects, young vs. old subjects, and male vs. female). The p-values (in negative log 10 scale) obtained from the Wilcoxon test are presented in Fig. 11 .
A total of 7 and 9 CENT features derived from layer 1 and layer 2, respectively, are statistically significant (corrected p < 0.01) when comparing between AD vs. HC subjects. We found that the most significant CENT features are derived from layer 2, which is consistent with the corresponding AUC values (i.e., e L2−4 ). For comparing old vs. young subjects, we observe 14 statistically significant CENT features occurring in all three layers (i.e., 6 in layer 1, 7 in layer 2, and 1 in layer 3). Moreover, the more significant CENT features are derived from layer 1 (i.e., e L1−5 ), FIGURE 8. ROC curve for young vs. old classification using filter-wise CENT features, with 10 filters in layer 1 (blue curves), 10 filters in layer 2 (red curves) and 1 filter in layer 3 (green curve). As in layer-wise CENT classification of Alzheimer's, the most informative features are generally found in layer 2, and highest classification is obtained by combined all features (black curve).
again consistent with corresponding AUC values. A single CENT feature derived from layer 1 was statistically significant to compare between male and female subjects. Note that significant features vary across datasets (Fig. 11) due to the randomness of the training process for each dataset.
C. IMPACT OF SKIP CONNECTIONS
When performing classification with the proposed CENT features, the information from all convolution layers is considered in the process. Recently, several works have shown the usefulness of reusing information from previous layers in the network, through skip connections, instead of relying on a purely feed-forward architecture.
In this experiment, we evaluate the impact of skip connections on classification using CENT features and the standard softmax output. Toward this goal, we applied the ResNet18 model in the three classification problems, i.e., AD vs HC, young vs. old, and male vs. female. Starting with the pre-trained ResNet18 model, for each probem, 75% of images were used to fine-tune the model and remaining 25% for testing. Results can be found in Fig. 12 , which shows the ROC curves of the three classification tasks. In general, results are similar to those obtained with the CNN model without skip connections. Hence, CENT features lead to the highest AUC values of 91.61%, 68.74% and 71.14%, respectively for young vs old, AD vs. HC and male vs. female, compared to 88.48%, 67.91%, and 44.93% for the softmax output of ResNet18. To compare AUC derived from ResNet18 and CENT+RF models, we calculated significance using the chi-square test as previously described in [50] . Except AD vs. HC, AUC value between young vs. old and male vs. female were statistically significant with p < 0.01 (Fig. 12 ) 
V. DISCUSSION
This paper provides a novel radiomic features based on information theory. We show that a discriminatively-trained set of network filters F leads to a conditional entropy H(Y | C, F) that is necessarily greater for the subset of object classes for which the filter set is tuned. Both theory and experiments show that the conditional entropy of filter responses (i.e., CENT features) yields a highly compact, informative code for image classification.
In experiments using brain MRI data, CENT features computed from each CNN layer give the highest whole-brain classification rate of Alzheimer's disease reported for the OASIS dataset, with an AUC=93.9%. Most surprisingly, this is 12% higher than the fully-connected softmax output of the the original CNN trained for the task. This success appears to be a consequence of integrating information throughout the network into classification, rather than in a sequential fashion at the output, as predicted by the data processing inequality [25] . While this is similar in spirit to the densely connected network approach [15] , it is achieved here with only 21 CENT features, rather than thousands of additional dense connections. CENT in this context could be a strong biomarker of AD patients, for example, high values of CENT features in 3 layers (Fig. 6) are associated with AD.
Our findings relate to previous studies which found various imaging features, in particular computed from the hippocampus and amygdala, to be strong biomarkers of AD [51] - [57] . For instance, texture features of hippocampal regions have been used to distinguish AD from HC [51] . An important advantage of the proposed CENT features, compared to traditional image-based approaches, is that they can quantitatively capture discriminative characteristics of regions of interest (e.g., hippocampus) without requiring external segmentation/labeling of these regions. Furthermore, a high AUC value was achieved for classifying brain MRIs of young vs. old subjects using combined CENT features. This performance indicates a promising avenue for low-parameter transfer learning. Our finding could be linked to age-related changes of the brain, for instance, inducing differences in the structure of white matter [58] , [59] . Likewise, the usefulness of CENT features for classifiying male vs. female subjects could relate to gender-based differences observed in several brain regions [60] , including locus coeruleus [61] , nucleus caudatus, anterior cingulate cortex and nucleus accumbens in [62] , angular, occipital gyri, and paracentral lobule [63] .
It is remarkable that so few CENT features can lead to such effective classification. Intuitively, it appears that each CENT feature serves as a bit of information to constrain the identity of the object class, as predicted by a class-discriminative filter set. Thus, in the case of ideally discriminative filters capable of partitioning an image unambiguously into one of N categories, a minimum of log 2 N filters would be required to provide a unique code to each category. This may provide insight into the expected growth of CNN size with respect to the number of object categories, and is an avenue of future investigation. The idea of analyzing information flow through a neural network using information theory is not new. However, to our knowledge, it has not been rigorously applied in recent work with deep CNNs. Empirically, one of the reasons why it works so well with modern CNN architectures appears to be that convolution outputs Y are highly normalized/tuned, and may be aggregated across features maps and layers into reliable features. We note that computation of CENT features after vs. before ReLU normalization has a significant improvement on classification. Without ReLU, there is the possibility that bimodal responses Y may be produced for different classes, i.e. highly positive and negative correlations for two different groups of object classes, thus weakening the argument of distinctive class-informative filters F.
Furthermore, the impact of information flow analysis has been demonstrated in the computational biology field [64] - [66] . For example, a maximal information transduction estimation approach based on the information theoretic model was efficiently applied for transcriptome analyses [64] . Similarly, an integrative theoretical and experimental framework based on the formalism of information theory was developed to quantitatively predict and measure the amount of information transduced by molecular and cellular network [65] . In [66] , an information theoretic method was successfully employed to alleviate both label and feature uncertainties in general data representation tasks. Finally, an expanded information theoretic model was developed to regularize the data distribution in the embedding space for codeword selection and assignment [67] .
The current study has limitations worth mentioning. The OASIS (version 1) and ABIDE datasets used in our experiments are limited to MRI. Considering other imaging modalities like CT or PET for computing CENT features could potentially enhance the performance of these features. Moreover, a larger set of features could be obtained with deeper CNN architectures, which could also lead to better classification. While our experiments focused on binary classification tasks, the proposed CENT-RF model could also be applied to multiclass problems in a future study.
VI. CONCLUSION
In this paper, we proposed novel imaging features based on the conditional entropy (CENT) of filter outputs in a deep CNN. This highly-compact set of features was employed with a RF model for three brain MRI classification problems: HC vs. AD subjects, young vs. old subjects, male vs. female subjects. Our results show that CENT features can lead to a higher classification performance than the standard softmax output of the CNN.
Future work will involve further investigation of CENT features in the context of natural object classification and other biomedical applications from large-scale datasets. CENT computed throughout the network may lead to new learning paradigms which seek to maximize information gain of individual filters of filtering layers. Likewise, conditional entropy computed in a spatially localized fashion may prove useful in identifying image regions most informative regarding classification.
