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Abstract
This article considers the stochastic on-time arrival problem in transit networks where both
the travel time and the waiting time for transit services are stochastic. A specific challenge
of this problem is the combinatorial solution space due to the unknown ordering of transit
line arrivals. We propose a network structure appropriate to the online decision-making of
a passenger, including boarding, waiting and transferring. In this framework, we design a
dynamic programming algorithm that is pseudo-polynomial in the number of transit stations
and travel time budget, and exponential in the number of transit lines at a station, which is
a small number in practice. To reduce the search space, we propose a definition of transit
line dominance, and techniques to identify dominance, which decrease the computation time
by up to 90% in numerical experiments. Extensive numerical experiments are conducted on
both a synthetic network and the Chicago transit network.
Keywords: Stochastic routing, Dynamic programming, Optimal policy, Dominance
condition
1. Introduction
People navigate over 1 billion kilometers a day using mobile routing services (Townsend
2017), and many of these services provide travelers with information on transit networks.
In most of such applications, given an origin-destination (OD) pair and a desired departure
or arrival time, the route associated with the minimum expected trip time is provided to
the user. However, the uncertainty associated with these recommendations, either due to
variability in travel time or the transit service headway, is rarely accounted for. In contrast,
a number of surveys and numerical studies have highlighted that the degree of risk aversion
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of transit passengers highly affects their route choices (Szeto et al. 2011), even more so
than in the road networks. In this work, we attempt to bridge this gap by formulating and
solving the Stochastic On-time Arrival (SOTA) problem for transit networks, which provides
a transit routing policy that maximizes the probability of reaching the destination within a
given travel time budget in stochastic transit networks.
A vast majority of previous studies on routing problems in stochastic transportation net-
works aim to identify the route or adaptive policy with the least expected travel time (LET)
(Loui 1983, Hall 1986, Polychronopoulos and Tsitsiklis 1996, Miller-Hooks and Mahmassani
2000, Waller and Ziliaskopoulos 2002, Fan et al. 2005a, Gao and Chabini 2006, Huang and
Gao 2012, Yang and Zhou 2014, Chen et al. 2014). While the expected travel time is a
natural optimality metric, there exists a variety of situations where it is not sufficient, and
tail statistics must be considered; for instance, travelers who want to catch a flight are more
concerned with arriving on time with a high probability rather than with minimizing their
expected travel time (Yang and Zhou 2017). To account for these contexts, other formula-
tions that consider a reliable optimal path have been proposed, starting with Frank (1969).
In this formulation, the goal is to find the path that maximizes the probability of realizing a
travel time smaller than some desired time budget. This definition is subsequently extended
to the online context in Fan et al. (2005b), and is commonly referred to as the Stochastic
On-Time Arrival (SOTA) problem. In the SOTA problem, the weight of each network link
is a random variable with a known probability density function that represents the travel
time of the link. The solution to the SOTA problem is a routing policy that maximizes the
probability of arriving at the destination within a specified time budget. Here the routing
policy is an adaptive solution that determines the routing decision at each node based on
the realization of the travel time experienced en-route up to that point.
Given the complexity of the SOTA problem, significant efforts have been made to design
efficient solution algorithms. Fan and Nie (2006) formulate it as a dynamic programming
problem and use a standard successive approximation (SA) procedure. This approach, how-
ever, has no finite bound on the maximum number of iterations needed for convergence in
networks with loops. In Samaranayake et al. (2012a,b), the authors propose a label-setting
algorithm to resolve this issue, exploiting the fact that there is always a non-zero minimum
realizable travel time on each link in road networks. To further reduce the computation
time, Sabran et al. (2014) modify two deterministic shortest path preprocessing techniques:
reach (Gutman 2004) and arc-flags (Bauer and Delling 2009, Hilger et al. 2009), and apply
them to the SOTA problem. Other studies (Nikolova et al. 2006, Nie and Wu 2009, Parmen-
tier and Meunier 2014, Niknami and Samaranayake 2016) explore computationally efficient
solution strategies for providing reliability guarantees in stochastic shortest path problems,
where a fixed route (as opposed to a policy) is desired.
In transit networks, the problem of determining a set of reliable travel decisions is signif-
icantly more complex than in road networks. In this context, the traveler is not in control of
the transit line(s) that they may travel on to reach the destination, and may have to make a
number of complex decisions regarding which transit line(s) to take. This complexity arises
from the following characteristics of transit systems.
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• Uncertainty of arrival times/headways: While the uncertainty in road networks
is limited to the travel time, in transit networks one also needs to consider the un-
certainty of arrival times and headways. Whether to take a transit line that arrives
at a station or wait for a potentially faster service that is yet to arrive depends on
the probabilistic trade-off between the extra waiting time and potential travel time
savings. Therefore, computing the solution also requires modeling and solving for the
headway distributions.
• Combinatorial choice set: In road networks, it never pays off to idle at a node and
delay the departure from the node in hopes of improving the probability of arriving
at the destination on time. However, in transit networks, it may be advantageous to
not take the first transit line that arrives at the station (that can get you to your
destination) and wait for a better option (e.g. wait for an express train or a more
direct bus line). Therefore, a passenger needs to choose between multiple transit lines
sharing segments of routes, and the decision regarding which transit line to board at
a station depends on the unknown future arrival order of the candidate transit lines,
which is an exponentially large set in the number of candidate (feasible) lines at each
station, and leads to a combinatorial choice set.
Previous research on transit routing problems typically simplifies the problem by assum-
ing that passengers board the first arriving transit service from an attractive line set that is
precomputed to minimize the expected total travel time (Spiess and Florian 1989, Cominetti
and Correa 2001, Nonner and Laumanns 2014, Li et al. 2015). Under this assumption, the
passenger is committed to a transit line set. However, the traveler does not need to make a
boarding decision until a transit vehicle is about to depart (Hickman and Bernstein (1997)),
and it can be meaningful to adapt decisions based on information learned (uncertainties that
are realized) during the trip. Fortunately, the role of online information has been noted re-
cently in multiple studies. Gentile et al. (2005) propose a frequency-based assignment model
under the assumption that the arrival time of the next transit vehicle is available once the
passenger arrives at a transit station and demonstrate the potential benefits of utilizing such
information. Instead of assuming full information, Chen and Nie (2015) propose a routing
strategy in a transit network with partial online information at the stations. The partial on-
line information represents that the arrival time of the incoming transit vehicles is available
only for a subset of the candidate transit lines. Oliker and Bekhor (2018) develop a transit
assignment model which considers two types of available information (partial information
and full information), and demonstrate the impact of online information on assignment re-
sults. In our work, we consider the routing problem in transit networks as a fully online
problem. The online information setting mentioned above can be easily adopted into our
framework by changing the travel time and headway distributions accordingly.
The aim of this article is to formulate the SOTA problem for transit networks and develop
efficient algorithms to solve it in this setting. The specific contributions of the work include:
• The formulation of the SOTA problem for transit networks, including a general net-
work structure for stochastic transit networks and a decision-making model. Both
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the waiting time for each transit line and the travel time on each link are assumed
to be random variables with known probability density functions. The solution is an
adaptive policy that fully considers the transit specific characteristics of the problem
mentioned above.
• The design of a dynamic programming (DP) algorithm, which is pseudo-polynomial
in the number of transit stations and time budget, and exponential in the number
of transit lines at each station, which is practically a small number. To reduce the
search space, we develop a definition of transit line dominance and present methods
to identify this transit line dominance, which significantly decreases the computation
time in our numerical experiments.
• Extensive experiments in a synthetic network and in the Chicago transit network,
which show the potential for solving this problem in a real-time route planning appli-
cation setting. We also propose a general procedure to generate travel time, headway,
waiting time distributions from General Transit Feed Specification (GTFS) data.
The rest of this article is organized as follows. In Section 2, we formulate the mathe-
matical problem, in particular, we describe the network model and the underlying decision-
making framework. In Section 3, we introduce a dynamic programming based approach to
solve the problem, as well as the complexity analysis of the algorithm. In Section 4, we
provide a series of algorithmic techniques to reduce the search space. Section 5 consists of
numerical results on the computational performance and practical efficiency of the model
and algorithms introduced in this work, both in a synthetic network and in the Chicago tran-
sit network. Finally, in Section 6, we provide closing remarks and discuss possible directions
for future research.
2. Problem formulation.
2.1. Problem description
In this section, we extend the SOTA problem definition to the context of transit net-
works. In this setting, as mentioned previously, two types of random variables need to
be considered: the travel time between two transit stations and the waiting time for each
transit line arrival at each transit station. The objective of the SOTA problem for transit
networks is to find the routing (boarding, alighting and transferring) policy that maximizes
the probability of arriving at the destination within a time budget. For conciseness, in the
remainder of the article, we use utility to represent the probability of arriving at the des-
tination within the remaining time budget, but note that the framework can be extended
to other functions, and to robust settings (Flajolet et al. 2017). The routing policy here
includes the boarding, alighting and transferring decisions at each transit station in different
situations (time already spent waiting at a station, arrival order of transit services, etc).
The following modeling assumptions are made.
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Assumption 1. Passengers’ arrivals are independent of the transit schedule.
This assumption models a situation where the transit service is frequency-based (not
schedule-based) and passengers do not adjust their specific departure times based on the
transit schedule. This is a standard assumption made in the literature (Gentile et al. 2005,
Li et al. 2015). In modern services, transit vehicles’ positions may be published in real-time
(even for frequency-based services), and thus passenger arrivals may be correlated with the
bus schedule. The formulation can be adapted to account for this by changing the travel
time distribution and waiting time distribution accordingly.
Assumption 2. Only the first arrival from each transit line (after the passenger enters the
station) is considered as a candidate in the choice set.
This assumption is made for both modeling and algorithmic reasons:
• Guiding the passenger to ignore the first arrival from a particular line, but board the
second arrival from that same transit line makes the routing direction confusing;
• Without this assumption, it is possible for the passenger to have to make an infinite
number of decisions in the theoretical worst case (albeit with vanishing probability).
The passenger may not be able to board certain transit services (especially during rush
hour or after a major event), if the transit service is full and has no remaining capacity.
However, since we do not have data about the occupancy of each transit vehicle, the capacity
of each transit service is not considered in our study. Note that this is not a disadvantage
of our framework because given the data for the occupancy of transit vehicles, we should be
able to define the waiting time to be the waiting time for the first arrival transit service that
the passenger can board, and our framework can then be adapted to use these distributions
without any changes.
Assumption 3. No two transit services can arrive at the transit station at the same time.
Without loss of generality, two events never occur at exactly the same time in the contin-
uous setting. In the subsequent discretized form of the problem, this assumption translates
to no two transit services arriving at a transit station during the same discretized time
interval1.
2.2. Transit network representation
We consider a directed graph G(V,E), in which V is the set of nodes and E is the set of
links. We model the transit stations with three types of nodes:
• Station nodes: A station node denoted by SXy represents a passenger waiting at
station y for the set of candidate transit lines X.
1While the optimality of the solution relies on this assumption, if two lines arrive in the same time interval
in practice, the algorithm can closely approximate the solution by considering the two cases of one arriving
before the other.
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• Arrival nodes: An arrival node denoted by Ai,Xy represents transit line i arriving first
at station y among all the candidate lines in X ∪ {i}, and transit lines j ∈ X having
not arrived yet, since the passenger arrives at the station.
• Line nodes: A line node denoted by Liy represents the passenger boarding transit
line i at station y.
Figure 1: Network representation of a transit station served by two transit lines. All the links and nodes
within the dashed line rectangle are used to model the decision-making at a single physical station.
The set of station nodes, arrival nodes and line nodes are VS, VA and VL respectively.
Without loss of generality, the OD is selected from the station nodes to model a passenger
starting their trip from a station node in the waiting state. Give a passenger in a waiting
state at a station node with m candidate transit lines, it is possible for any of the m lines
to arrive first. In each of these situations, the passenger either boards the transit line that
arrives or continues waiting for other candidate lines. Passengers make decisions that max-
imize their utility.
We categorize links as follows:
• Arrival links: Links from station nodes to arrival nodes.
• Riding links: Links from line nodes to arrival nodes.
• Boarding links: Links from arrival nodes to line nodes.
• Alighting links: Links from arrival nodes to station nodes.
Figure 1 illustrates the network representation of the decision-making process at a transit
station with two transit lines. A passenger starting the trip physically at station 1 starts the
trip at station node S1,21 in the model. If transit line 1 arrives first, the passenger moves to
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the corresponding arrival node A1,21 . The passenger has to decide to either board this transit
line or continue to wait for line 2. If the passenger continues waiting, the passenger moves
to station node S21 . Otherwise, the passenger moves to line node L
1
1. All the links and nodes
within the dashed line rectangle are used to model the decision-making at a single physical
station. This network model allows for transfers. For instance, a passenger having boarded
line 1 at station S0 (the station preceding station S1) is able to get to station node S
2
1 and
wait for the next arrival of line 2.
The link costs in the network are defined as follows. A riding link (i, j) is associated
with a travel time distribution pi,j(·). A boarding link has no cost, since it refers to an
instantaneous event. An arrival link is associated with a waiting time distribution wjy(θ, r),
characterizing the probability density for the waiting time being θ for transit line j at
station y, given that the passenger has already waited at the station for r units of time.
Note that θ is the waiting time on top of r, and models transit line j arriving at station y
after a total waiting time of (r + θ) since the passenger arrives at the station. Therefore,
wjy(θ, 0) is the original waiting time distribution when the passenger arrives at the station.
Research has shown that empirical headway data fit better with Loglogistic, Gamma and
Erlang distributions than the exponential distribution (Li et al. 2015). Therefore, we do not
assume that the waiting time distribution is memoryless (as some other studies do), and use
the following rule to normalize the waiting time distribution given r:
wjy(θ, r) =
wjy(r + θ, 0)
1− ∫ r
0
wjy(α, 0)dα
0 ≤ θ ≤ T − r, 0 < r ≤ T (1)
with T being the total time budget when the passenger begins the trip.
In Section 2.3, we discretize the time-space to solve the problem numerically. In the
discretized space, we force the waiting time to be at least one unit of the discretized time
interval. Therefore, the waiting time equation reads as follows.
wjy(θ, r) =
wjy(r + θ, 0)
1−∑r0wjy(α, 0)dα 1 ≤ θ ≤ T − r, 0 < r ≤ T (2)
Although the waiting time distribution is a 2-D array, as explained in Section 3.2, we
can save computation time in practice by precomputing and storing 1 − ∫ r
0
wjy(α, 0)dα for
each r after we discretize the time-space.
2.3. The SOTA problem for transit networks
In this section, we describe how to compute the utility functions of the passenger at the
different types of nodes in the model. The utility at a node i is a function of the remaining
time budget t when the passenger arrives at the node, denoted by ui(t). The utility function
at the destination node D is:
uD(t) = 1 0 ≤ t ≤ T
since the passenger has completed the trip when at node D.
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2.3.1. Line nodes
Recall from Figure 1 that a line node only contains an outgoing edge to an arrival node.
Assume that the line node we are considering is i and the following arrival node is j. The
travel time on link (i, j) is a random variable θ, and the remaining time budget at node j is
t− θ. Therefore, the utility at line node i is a function of the remaining time budget t when
the passenger arrives at the node, denoted by ui(t).
Definition 1. The utility function at a line node i can be computed as follows.
ui(t) = E
θ
(uj(t− θ)) =
∫ t
0
pi,j(θ) · uj(t− θ)dθ, ∀i ∈ VL, (i, j) ∈ E, 0 ≤ t ≤ T
where j ∈ VA is the subsequent arrival node of line node i.
This utility function is analogous to the standard utility function of the SOTA problem for
road networks.
2.3.2. Arrival nodes
All the routing decisions occur at arrival nodes, since the passenger is faced with the
decision of either boarding the transit line that arrives first (selecting the subsequent line
node) or continuing to wait for the other candidate transit lines (selecting the corresponding
station node). Let Ai,Xy be the arrival node of interest, and uAi,Xy (t, r) be the utility when the
passenger has a remaining time budget t and has already waited at the station for r units
of time. We call the tuple (t, r) the passenger state. Since the passengers aim to maximize
the utility, the utility at an arrival node is the maximum of the utilities at the subsequent
line node and station nodes.
Definition 2. The utility function at an arrival node Ai,Xy with passenger state (t, r) is:
uAi,Xy (t, r) = max
j∈VL|(Ai,Xy ,j)∈E; SXy ∈VS |(Ai,Xy ,SXy )∈E
{uj(t), uSXy (t, r)}
2.3.3. Station nodes
Station nodes are followed only by arrival nodes, and the utility at a station node is the
expectation of the utility at the following arrival nodes. An arrival node is defined by the
first arriving transit line and the corresponding passenger state. Let (i, θ) be a random event
which represents that transit line i is the first arriving transit line, and the waiting time
for it is θ. Assume that SXy is the station node of interest, and that we want to compute
uSXy (t, r). For each 0 ≤ θ ≤ t, the probability of the transit line i arriving the first after
waiting θ units of time is wiy(θ, r) ·
∏
j∈X\i
(1− ∫ θ
0
wjy(α, r) dα). In this case, the passenger has
waited θ+ r units of time in total, and the utility at this arrival node is u
A
i,X\i
y
(t− θ, θ+ r).
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Definition 3. The utility function at a station node is:
uSXy (t, r) = E
(i,θ)
(u
A
i,X\i
y
(t− θ, θ + r))
=
∑
i∈X
∫ t
0
wiy(θ, r) ·
∏
j∈X\i
(1−
∫ θ
0
wjy(α, r)dα) · uAi,X\iy (t− θ, θ + r)dθ

This utility is the weighted average of the utility at the corresponding arrival nodes.
The integrals in the above equations do not have closed form expressions and cannot be
solved analytically. Therefore, they need to be integrated numerically by discretizing the
time horizon into small intervals. In the discretized model, we assume that no two transit
lines can arrive at the same transit station at the same discretized time interval. As a
consequence, the solution not guaranteed to be optimal, since there is a small (non-zero)
probability that two lines might arrive at the same time interval regardless of how small the
discretization is. However, we can set the length of time intervals to be a small number in
practice2.
Given a fixed time discretization, the discrete form of the utility function at station node
reads as follows.
Definition 4. The discrete form of the utility function at station nodes is:
uSXy (t, r) =
∑
i∈X
 t∑
θ=1
wiy(θ, r)
∏
j∈X\i
(1−
θ∑
α=0
wjy(α, r)) · uAi,X\iy (t− θ, θ + r)

.
The utility function for other types of nodes can be discretized similarly.
Example 1. Here we show a simple example that shows the sophisticated decision-making
process that the model allows. Assume that the passenger is waiting at a station with three
candidate transit lines. Table 1 is the waiting time distribution for each transit line, and
the utility of taking the transit line corresponding to the waiting time. Figure 2 shows the
optimal decision based on the arrival order. We can observe that: (1) The transit line that
first arrives is not always the optimal choice. When transit line 3 arrives at time 2, it is the
first transit service that arrives. However, it is optimal for the passenger to not board, and
continue to wait; (2) Even when it is optimal to not board a transit line at an arrival event,
the event may impact the future optimal decisions, as illustrated by the differing policies
following the arrival or non-arrival of transit line 3 at time 2.
2In the experiments, we set the time interval length to be 15 seconds. Using this time interval length,
the average probability of multiple buses arriving at the same time interval for each station is about 0.6%
in the Chicago transit network we use in numerical experiments. For a particular OD, this probability is
usually lower since the candidate bus line set is a subset.
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Table 1: The waiting time and utility distribution for example 1.
Transit line ID Waiting time Probability Utility
1
1 0.05 0.90
3 0.05 0.80
10 0.90 0.00
2
5 0.90 0.85
15 0.10 0.00
3
2 0.50 0.70
6 0.50 0.60
Figure 2: The optimal boarding decision corresponding to the transit line arriving order for example 1. The
number in each decision node (board and wait) represents the decision’s utility. Note that arrival events for
which boarding is never optimal are ignored in the figure (e.g. the arrival of transit line 1 at time 3 following
the non-arrival of transit line 3 at time 2).
3. Solving the SOTA problem for transit networks
In this section, we describe how to solve the discrete time version of the SOTA problem
for transit networks. We first show how the problem can still (even in the transit setting)
be solved using a dynamic programming approach, then present a complexity analysis of
the algorithm, and finally in Section 4 describe a number of search space pruning methods
designed to make the problem tractable in practice.
3.1. Dynamic programming approach
In Samaranayake et al. (2012b), a label-setting algorithm for the SOTA problem is
developed by exploiting the fact that each link in a road network has a positive minimum
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realizable travel time. This fact guarantees that there will be no loops in the network
with zero travel time, and thus allows for a dynamic programming approach for solving the
problem. However, in the transit network representation proposed in the previous section,
there are links with zero minimum realizable travel time.
Claim 1. In the transit network representation introduced in Section 2, there is no loop with
a zero realizable travel time.
Proof. Only the links starting from the arrival nodes can have zero minimum realizable time.
To form a loop, the passenger has to first get to an arrival node from some other type of
node, which is not an arrival node. The links originating from all other types of nodes have
a positive minimum realizable travel time, so a zero travel time loop is not possible. 
Therefore, we can still use a dynamic programming approach to solve the SOTA problem
for transit networks. Each sub-problem in the dynamic program can be defined by (i, t, r)
where i is the node that we consider, t and r have the same definition as in Section 2. Let
OPT(i, t, r) denote the utility at node i when the passenger has a time budget of t and has
waited at the station for r units of time. Note that the OPT(i, t, r) satisfies the Bellman’s
Principle of Optimality, i.e., the remaining decisions only depend on the current state and
are not related to the past states and decisions. According to the definitions in Section 2,
we claim that OPT(i, t, r) satisfies the following recurrence relation:
OPT(i, t, r) =

1 if i is the destination
0 if t < 0
t∑
0
pi,j(θ) ·OPT(j, t− θ, 0) if i is a line node and (i, j) ∈ E
max
j∈VL|(Ai,Xy ,j)∈E; SXy ∈VS |(Ai,Xy ,SXy )∈E
{OPT(j, t, 0),OPT(SXy , t, r)} if i is arrival node Ai,Xy
∑
i∈X
 t∑
θ=1
wiy(θ, r)
∏
j∈X\i
(1−
θ∑
α=0
wjy(α, r)) ·OPT(Ai,X\iy , t− θ, θ + r)
 if i is station node SXy
(3)
The initial problem we wish to solve is given by (O, T, 0), i.e., the passenger is at the
origin node O with time budget T and has waited for zero units of time. The algorithm first
initializes the utility function corresponding to the destination node to 1 and computes all
the normalized waiting time distributions that are needed in the subsequent computation.
Then, the utility at each node is updated in a dynamic programming fashion according to
the recurrence relation given in Equation 3.
3.2. Complexity analysis
The runtime of the algorithm is pseudo-polynomial in the number of stations in the
transit network and time budget, and exponential in the number of transit lines at any
station. We first provide the number of nodes of all three types. Then, we analyze the time
complexity for computing the utility on each type of node.
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Claim 2. For a station with m transit lines, there are i) m line nodes, ii)
m∑
i=1
Cim station
nodes, and iii)
m∑
i=1
i · Cim arrival nodes.
Proof. i) For every transit line, there is a corresponding line node. Therefore, there are m
line nodes in total. ii) For each combination of transit lines representing the non-empty set
of lines yet to arrive, there is a station node. Therefore, there are
m∑
i=1
Cim station nodes in
total. iii) For each station node, any transit line can be the line arriving the first and yield
an associated arrival node. Therefore, there are
m∑
i=1
i · Cim arrival nodes. 
We now analyze the time complexity of the algorithm for a transit network with a station
set Y and each station has no more than m transit lines. Let My be the set of transit lines at
station y. The algorithm first computes all the normalized waiting time distributions that are
needed in the subsequent computation, which takes O(|Y | ·m ·T 3) time based on Equation 1.
In our implementation, we use O(|Y | ·m ·T ) memory to store 1−∑θα=0wjy(α, 0),∀θ ≤ T, y ∈
Y, j ∈My, which decreases the time complexity to O(|Y | ·m · T 2).
Claim 3. For a station set Y in which each station has no more than m transit lines, the
time complexity of computing the utility functions for a time budget of T is:
• O(|Y | ·m · 2m−1 · T 2) for all arrival nodes,
• O(|Y | · (m2 −m) · 2m−2 · T 3) for all station nodes.
Proof. Based on Definition 2, we need to update the utility functions at each arrival node
for each possible remaining time budget t and each waiting time r. In addition, based on
Claim 2, there are
m∑
i=1
i · Cim arrival nodes for a station with m transit lines, so it takes
O(|Y | ·
m∑
i=1
i · Cim · T 2) = O(|Y | ·m · 2m−1 · T 2) time to compute the utility at all the arrival
nodes.
Assume that the station node of interest is SXy . To compute USXy (t, r), for each transit
line i ∈ X, we need to compute the probability of line i arriving among all lines in X, which is∑t
θ=1w
i
y(θ, r)
∏
j∈X\i(1−
∑θ
α=0w
j
y(α, r)) according to Definition 4. Therefore, for each i ∈ X
and passenger state (t, r), we need O((|X| − 1) · T 2) to compute the above probabilities.
Based on Definition 4, we need to update the utility functions at each station node for
each possible remaining time budget t and each waiting time r. Consequently, we need
O(|X|·(|X|−1)·T 4) to update the utility functions for each station node in total. According
to Claim 2, there are
m∑
i=1
Cim station nodes for a station with m transit lines. Therefore, it
takes O(|Y | ·
m∑
i=1
(Cim · i ·(i−1)) ·T 4) = O(|Y | ·(m2−m) ·2m−2 ·T 4) time to compute the utility
at all the station nodes, without re-using any information. We find that the probability of
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transit line j arriving after α time given that the passenger has already waited r time at
station y, which appears in Definition 4 reads: 1 −∑θα=0wjy(α, r) = 1−∑r+θα=0 wjy(α,0)1−∑rα=0 wjy(α,0) . In our
implementation, we use O(|Y | · m · T ) memory to store 1 −∑θα=0wjy(α, 0),∀θ ≤ T, y ∈
Y, j ∈ My. Then, the time complexity for computing utility for all station nodes becomes
O(|Y | ·m2 · 2m · T 3). 
In summary, the time complexity of the algorithm is O(|Y | ·m2 · 2m · T 3). Considering
that there is a constant maximum number of transit lines at a station, the time complexity
is O(|Y | · T 3), which leads to a pseudo-polynomial time algorithm in |Y | and T .
4. Search space reduction
Although the DP approach is a pseudo-polynomial time algorithm in |Y | and T , the
computation time can still be high in large-scale networks when T is large. Therefore, we
propose some search space reduction techniques to further decrease the computation time
in practice.
4.1. Eliminate the infeasible paths
The simplest pruning technique we employ is to eliminate infeasible paths, i.e., paths
that have zero probability of being used based on the minimum realizable travel time on each
link. This pruning can be performed by simply running a shortest path search on a modified
graph where the link weight is the minimum realizable travel time, to find the shortest path
distance from each station to the destination. Assume that the minimum realizable travel
time from station y to the destination is αy. The utility for any node at station y given a
time budget smaller than αy will be zero.
This method is similar to the pruning method in Samaranayake et al. (2012b) for road
networks. Since the complexity of the shortest path algorithm is dominated by the com-
plexity of the SOTA problem, the cost of the pruning method is negligible compared to the
total computation time.
4.2. Search space reduction using transit line dominance
To compute the utility at an arrival node, we need to compare the utility of boarding the
transit service (line node) and continuing to wait (station node). In this section, we propose
a definition of transit line dominance, and a set of computationally efficient conditions to
check for such dominance. This allows us to save the computation for the utility of the
corresponding station node in the case of a dominating line node.
4.2.1. Dominance definition and properties
Definition 5. Assume that the passenger is at node Ai,Xy with passenger state (t, r). Transit
line i dominates X if uLiy(t) ≥ uSX\iy (t, r). We use i  X to represent that i dominates X,
and i ≺ X to represent that i does not dominate X.
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According to the definition, if i  X, the passenger should board the transit line i; If
i ≺ X, the passenger should continue to wait for the transit lines in X. We now propose
a useful claim that will be used in the proof of the dominance properties that we propose
later.
Claim 4. Assume that the passenger is at station y with passenger state (t, r). uSXy (t, r) ≤
uSX′y (t, r),∀X ′ ⊃ X.
Proof. The passengers in our system are utility maximizers. Therefore, more transit line
choices will make the utility of the station node increase or remain the same. 
Property 1. Assume that the passenger is at station y with passenger state (t, r). If i  X,
then i  X ′, ∀X ′ ⊂ X. Correspondingly, if i ≺ X, then i ≺ X ′, ∀X ′ ⊃ X.
Proof. We prove the first part of the claim. The second part can be proved using similar
reasoning. Assume that the passenger is at station y. According to Definition 5, uLiy(t) ≥
uSXy (t, r) if i  X. In addition, for any X ′ ⊂ X, uSX′y (t, r) ≤ uSXy (t, r) based on Claim 4.
Therefore, uLiy(t) ≥ uSX′y (t, r), and thus i  X =⇒ i  X ′,∀X ′ ⊂ X. 
Property 2. Assume that the passenger is at station y with passenger state (t, r). If
uLiy(t) ≥ uLjy(t), then: (1) i  X for any X such that j  X; (2) j ≺ X ′ for any X ′
such that i ≺ X ′.
Proof. For (1), if j  X, then uLjy(t) ≥ uSXy (t, r) according to the definition of transit line
dominance. Since uLiy(t) ≥ uLjy(t), we derive uLiy(t) ≥ uSXy (t, r), which proves that i  X.
For (2), as i ≺ X ′, uLiy(t) ≤ uSXy (t, r). Since uLiy(t) ≥ uLjy(t), uLjy(t) ≤ uSXy (t, r), which
represents j ≺ X ′. 
According to the two properties above, we can infer transit line dominance based on
the transit line dominance that we already know. Therefore, at an arrival node Ai,Xy with
passenger state (t, r), if we can infer i  X from the known dominance, we can reduce the
computation for uSXy (t, r).
4.2.2. Dominance conditions
In this section, we present a series of conditions that can be assessed efficiently, and
are practically useful to reduce the number of utility computations at station nodes. The
conditions are considered at arrival nodes in order.
The first dominance condition is a subproblem pruning technique. If the condition is
satisfied, we do not need to compute the utility at the corresponding station node at this
specific passenger state.
Proposition 1. (Subproblem pruning) Assume that the passenger is at node Ai,Xy with pas-
senger state (t, r). If uLiy(t) ≥ maxj∈X {uLjy(t− 1)}, then i  X.
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Proof. The utility function is a nondecreasing function with respect to the time budget, i.e.,
uLjy(t − 1) ≥ uLjy(t′),∀t′ ≤ t − 1,∀j ∈ X. In addition, uSXy (t, r) is a weighted average of
uLjy(t
′) for t′ ≤ t and j ∈ X where the sum of the weight is not larger than 1. Therefore, if
the condition is satisfied, uLiy(t) ≥ uSXy (t, r) =⇒ i  X. 
Proposition 1 needs O(m) time to be checked. The intuition is as follows: Assume that
we know all the transit lines in X will arrive right after i arrives. If boarding the transit
line i under this assumption has a larger utility than waiting for the rest, then boarding the
transit line i also has a larger utility than waiting for the rest without the assumption (i.e.
the transit lines in X might arrive later).
If Proposition 1 cannot prove that i  X, then we need to compute uSXy (t, r) explicitly.
We show next that, in some cases, we can safely remove some transit lines in X and only
consider a subset of the candidate transit lines. Before we propose this candidate set pruning
technique, we first provide the following definition of improving lines that will be used later
on.
Definition 6. Assume that the passenger is at station y with passenger state (t, r). Transit
line k improves line j at station y if u
S
{k,j}
y
(t, r) > u
S
{j}
y
(t, r).
A sufficient and necessary condition for transit line k improving line j at station y is
given as follows.
Claim 5. Assume that the passenger is at node Ai,Xy with passenger state (t, r). Line k
improves line j if there exists some state (t− γ, r + γ) such that uLky(t− γ) >
t−γ∑
θ=1
(wjy(θ, r +
γ) · uLjy(t− γ − θ)).
Proof. If there exists a passenger state (t−γ, r+γ) satisfying the condition above in Claim 5,
the passenger should board k when it arrives at state (t− γ, r + γ) instead of continuing to
wait for j. Therefore, the utility at the station node with {k, j} is larger than the utility at
station node with only line j. 
Now, we propose the candidate set pruning technique as follows.
Proposition 2. (Candidate set pruning) Assume that the passenger is at node Ai,Xy with
passenger state (t, r). Let Z = {j ∈ X | uLiy(t) < uLjy(t − 1)}. When we compute
uSXy (t, r), we can instead compute uSX′y (t, r) where X
′ ⊆ X and X ′ = Z ∪ {j ∈ X |
j improves at least one line in Z}.
Proof. Let K = X\X ′. Since no line in K improves the lines in Z, it is never better to
take a line in K than waiting for the lines in Z, i.e., uSZ∪Ky (t, r) = uSZy (t, r). Since Z ⊂ X ′,
it is also never better to take the line in K than waiting for the lines in X ′, which implies
uSX′y (t, r) = uSXy (t, r). 
15
We can consider the candidate set pruning technique as an extension of Proposition 1
since Z is obtained when we check the condition in Proposition 1. If |Z| = 0, the condition
in Proposition 1 is satisfied, i  X. Otherwise, we prune the transit lines in {j ∈ X\Z |
j cannot improve any line in Z} before computing for the utility at the station node.
According to Definition 4, we iterate through the time intervals {z | 1 ≤ z ≤ t} when
we compute uSXy (t, r). Here z is the waiting time for the first transit line arrival. In some
cases, we can infer i  X when we finish the computation for an iteration z < t and thus
reduce the computation for the rest of the iterations.
Proposition 3. (Time interval pruning) Assume that the passenger is at Ai,Xy with passenger
state (t, r). Let umax be the maximum utility among all subsequent arrival nodes of S
X
y at
passenger state (t − z, r + z), i.e., umax(z) = max
j∈X
{u
A
j,X\j
y
(t − z, z + r)}. Let pj,X(θ) be
the probability that transit service j is the first transit service arrives at the station among
all transit lines in X, and it arrives at the station at passenger state (t − θ, r + θ), i.e.,
pj,X(θ) = w
j
y(θ, r)
∏
k∈X\j
(1 −
θ∑
α=1
wky(α, r)). Let usum(z) be the expected utility for the cases
where there is one transit service in X arriving at the station from passenger state (t, r) to
(t− z, r+ z), i.e., usum(z) =
∑
j∈X
z∑
θ=1
(pj,X(θ) · uAj,X\jy (t− θ, θ+ r)). If there exists z ≤ t such
that uLiy(t) ≥ usum(z) + (1−
∑
j∈X
z∑
θ=1
pj,X(θ)) · umax(z), then i  X.
Proof. If we can show that usum(z) + (1 −
∑
j∈X
z∑
θ=1
pj,X(θ)) · umax(z) ≥ uSXy (t, r), then the
proposition is proved. According to Definition 4, uSXy (t, r) = usum(t). We can infer that
uSXy (t, r) = usum(z) +
∑
j∈X
t∑
θ=z+1
(pj,X(θ) · uAj,X\jy (t − θ, θ + r)). Since the utility function
is non decreasing, we know that umax(z) = max
j∈X,z≤θ≤t
{u
A
j,X\j
y
(t − θ, θ + r)}. In addition,
1 − ∑
j∈X
z∑
θ=1
pj,X(θ) ≥
∑
j∈X
t∑
θ=z+1
pj,X(θ). Therefore, we can conclude that the proposition is
correct since uSXy (t, r) ≤ usum(z) + (1−
∑
j∈X
z∑
θ=1
pj,X(θ) · umax(z). 
Whenever we finish computing for a specific time interval z = i, we can check the
condition in Proposition 3. If the condition is not satisfied, we let z = i+1 and continue the
procedure. However, if the condition is satisfied, we know that i  X and thus can reduce
the computation for i+ 1 ≤ z ≤ t.
To sum up all the techniques discussed in this section and Section 4.2.1, we modify the
procedure of computing the utility at arrival nodes as follows. Two dictionaries dom and
nondom are used to record the transit line dominance and non-dominance. update dom
and update nondom are two functions to update dom and nondom according to dominance
properties in Section 4.2.1. Specifically, for any arrival node Ai,Xy , the pruning is done via
the following set of steps.
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Step 1: Check if X is in dom[i, t, r]: if yes, return uLiy(t); Otherwise, go to Step 2.
Step 2: Check if X is in nondom[i, t, r]: if yes, compute uSXy (t, r) and return it; Otherwise,
go to Step 3.
Step 3: Check if i  X or i ≺ X using the pruning techniques. If i  X, run update dom
and return uLiy(t); Otherwise, run function update nondom and return uSXy (t, r).
We call the algorithm DP with dominance. Note that all the methods discussed retain
the optimality of the solution.
4.3. Heuristic rules
In this section, we propose three heuristic rules, which can be employed in the procedure
of checking dominance, to further decrease the computation time. We will show in the
numerical experiments that the heuristics can significantly reduce the computation time
without much loss of the results accuracy.
Heuristic 1. Assume that the passenger is at node Ai,Xy with passenger state (t, r). Let
Z = {j ∈ X | uLiy(t) < uLjy(t−1)}, and p =
∏
j∈Z
t∑
θ=1
Iu
Liy(t)
≥u
L
j
y(t−θ)
·wjy(θ, r) where IuLiy(t)≥uLjy(t−θ)
is an indicator function. If p ≥ , we say that the passenger should board the transit line i.
This is an extension of Proposition 1.  is a constant coefficient. p is the probability
of the case that boarding transit line i has a larger utility than boarding any other single
transit line in X. If p is large, then only with a small probability, the realization of the
waiting time for a transit line in X can make its utility larger than boarding transit line i.
Heuristic 2. Assume that the passenger is at node Ai,Xy with passenger state (t, r). If
uLiy(t) ≥
t∑
θ=1
wjy(θ, r) · uLjy(t− θ),∀j ∈ X, we say that the passenger should board the transit
line i.
In other words, the passenger should board transit line i if boarding it has a larger utility
than waiting for any single line in X. It is an approximation since uSXy (t, r) ≥ uS{j}y (t, r),∀j ∈
X according to Claim 4. Therefore, it is possible that uSXy (t, r) > uLiy(t).
Heuristic 3. Assume that the passenger is at Ai,Xy with passenger state (t, r). Let umax(z) =
max
j∈X
{u
A
j,X\j
y
(t− z, z+ r)}, and usum(z) =
∑
j∈X
(
z∑
θ=1
wjy(θ, r)
∏
k∈X\j
(1−
θ∑
α=1
wky(α, r)) ·uAj,X\jy (t−
θ, θ+ r)). If there exists z ≤ t such that β ·uLiy(t) > usum(z) + (1−
∑
j∈X
(
z∑
θ=1
wjy(θ, r)
∏
k∈X\j
(1−
θ∑
α=1
wky(α, r)))) · umax(z), then we say that the passenger should board transit line i.
This is an extension of Proposition 3. The difference is that we add a constant relaxation
coefficient β (β > 1) in the condition. This represents that when we compute the utility of a
station node, if β times the utility of the line node is larger than the largest possible utility
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of the station node, we say that the passenger should board the transit line that arrives.
β in Heuristic 3 and  in Heuristic 1 are used to control the tradeoff between the results
accuracy and computation performance. In the numerical experiments, we let β = 1.25 and
 = 0.75.
In the following section, we present numerical results and compare the three versions of
the solution algorithm introduced in this work: (1) DP; (2) DP with dominance; (3) DP
with dominance and heuristics.
5. Numerical experiments
In this section, we present numerical experiments focused on illustrating the runtime
performance of the various versions of the solution, as well as the practical value of using a
SOTA policy in transit networks. All the algorithms are coded in Python 3.6, and all tests
are conducted on an AMD Ryzen processor computer (3.4 gigahertz, 16 gigabytes RAM).
We first validate the algorithms and conduct a sensitivity analysis in a controlled setting
using a synthetic transit network, and then test them on the Chicago transit network.
5.1. Estimating travel time and headway distributions
To obtain the required network and transit line information, we develop a procedure
for taking the input data (GTFS data) and generate all the processed data we need in the
experiments, including travel time distributions, headway distribution, and waiting time
distributions. The first step is to generate the travel time distributions for each transit line.
Studies have shown that travel time distributions on road networks can be well approxi-
mated by a lognormal distribution (see Emam and Ai-Deek (2006), Hunter et al. (2009),
Zou et al. (2014)). Therefore, in our experiments, we model the travel time distributions
using appropriately parameterized lognormal distributions. A lognormal distributed random
variable X is parameterized by two parameters µ and σ that are, respectively, the mean and
standard deviation of the variable’s natural logarithm. For every two adjacent stations S1
and S2 in a transit line, we calibrate µ and σ for the travel time between the two stations
based on the following steps:
(1) Compute the minimum realizable travel time tm by dividing the distance between S1
and S2 by the corresponding speed limit.
(2) Let the mode of the lognormal distributed variable, i.e., the point of the maximum of
the probability density function, be the difference between the scheduled departure time at
S2 and S1. The mode of a lognormal distribued variable is e
µ−σ2 . Therefore, if the schedule
departure time at S1 and S2 are 8:45 and 9:00 and tm = 5 min, then we have e
µ−σ2 = 10.
(3) In the absence of more information from GTFS, σ of the lognormal distribution is
sampled uniformly from 0.25 ≤ σ ≤ 0.5 so that the variance is neither too large or too small.
(4) Compute µ according to the mode and σ. Shift the distribution rightwards by tm.
As σ is randomly sampled from a given range, a sensitivity analysis is conducted in
Section 5.2.3. If one can get access to the transit vehicle’s real-time location, σ can be
obtained from the real realized travel time data. After computing the travel time distribution
between every two adjacent stations, we can obtain the travel time distribution between the
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origin and all other stations on each transit line by computing the appropriate summation
of the random variables due to the independence assumption.
The headway at the origin station of each transit line is set to the mean of the difference
between the scheduled departure time for every two consecutive trips in our experiment
time span. For instance, if the scheduled departure times for a transit line i at the origin
station are 8:45, 8:55, 9:10, then we let the headway be 10+15
2
= 12.5. The headway for
other stations is computed as follows. Let X1 and X2 be the arrival time of the first transit
vehicle and the second transit vehicle of the transit line of interest at a station S. O is the
origin, and h is the deterministic headway at O. The cumulative distribution function of
the headway is computed as follows:
P (X2 −X1 ≤ t) = P (X2 ≤ X1 + t) =
∫ ∞
0
P (X2 ≤ x+ t) · P (X1 = x)dx
where P (x2 ≤ x + t) and P (X1 = x) are the cumulative distribution function of X2 and
the probability density function of X1. Let tO,S be the travel time between O and S. The
distribution of X1 is the same as the distribution for tO,S, and the distribution of X2 is to
shift the distribution for tO,S rightwards by h.
Finally, we estimate the waiting time distribution from the headway distributions fol-
lowing Larson and Odoni (1981). Let Ei,y[hi,y] be the expected headway of transit line i at
station y, and Hi,y(·) be the cumulative distribution function of headway of transit line i at
station y. Then the waiting time reads:
wiy(t, 0) =
1
Ei,y[hi,y]
· (1−Hi,y(t))
5.2. Synthetic network experiments
The synthetic network we use is a 3-line 3-station transit network, as shown in Figure 3.
The three transit lines pass through each of the three stations. The line attributes are
presented in Table 2. The headway and travel time are in minutes.
Figure 3: A 3-line synthetic transit network.
Line i
Headway
at station A
Travel time
from A to B
Travel time
from B to C
1 10 4 5
2 15 4 3
3 12 7 4
Table 2: Line attributes of the 3-line synthetic
transit network. All times are provided in
minutes.
5.2.1. Performance analysis
We first illustrate the performance of the algorithms, specifically the relationship between
the computation time and the time budget. Let station A be the origin, and station C be
the destination, and the time discretization of the algorithm to be 15 seconds. The three
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Figure 4: Computation time of three algorithms on the synthetic network. Left: All three algorithms. Right:
Only algorithms with the dominance based pruning to showcase the relative improvement.
Figure 5: Comparison of the utility between the SOTA policy and LET path.
algorithms introduced in Section 3 are tested on time budgets ranging from 10 min to 45
min with a step size of 2.5 min.
As shown in Figure 4, the algorithms with search space reduction techniques perform sig-
nificantly better than the basic DP approach. The DP with the dominance test can provide
an average computation time reduction of 77.8% compared to the basic DP approach. The
heuristics further decrease the computation time by 68.9% on average relative to the DP with
dominance. The time reduction percentage (Computation time of DP - Computation of DP with dominance
Computation time of DP
)
is typically higher when the time budget is large. When the time budget is 45 min, the time
reduction can be 97.3% for the DP with dominance and heuristics. The average relative
error for the heuristic method is only 2.8% in this experiment. Therefore, the heuristic (at
least in this case) provides a satisfactory trade-off between accuracy and computation time.
We also quantify the benefits of utilizing a SOTA policy instead of using the least ex-
pected travel time (LET) path. This is done by using the expected value of both the travel
time and waiting time distributions to compute the LET path between station A and station
C. The utility of the LET solution is then computed based on the probability of success
when using the LET path for different time budgets. Figure 5 illustrates the utility differ-
ence between the LET path and the SOTA policy we obtain from our algorithm. When
the time budget is very small, the utility difference is zero because the passenger cannot
reach the destination on time regardless of the policy the passenger uses. Similarly, when
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the time budget is very large, the utility difference is also 0 because the passenger reaches
the destination on time with high probability even with a sub-optimal route. The SOTA
policy will always be no worse than the LET solution by definition. The maximum utility
difference observed in this experiment is 23 percent (when the time budget is 22.5 min in
this case).
5.2.2. Sensitivity to the modes of the travel time distributions.
In this section, we analyze the effect of the modes3 of travel time distributions on compu-
tation time. The modes of the travel time distributions on each link are sampled uniformly
from a range instead of being predefined. Two sets of experiments are conducted. In the
first set of experiments, we let the width of the range be 1. More specifically, we first gen-
erate a random number i ∈ {1, 2, 3, 4, 5, 6, 7, 8, 9} uniformly, and then set the range to be
[i, i + 1). Assume that X1 and X2 are two random variables sampled uniformly from this
range. Then, E(|X1 −X2|) = 13 since |X1 −X2| follows a triangle distribution with the pa-
rameters a = 0, c = 0 and b = 1. In the second set of experiments, the range is set to [1, 10),
and E(|X1−X2|) = 3 since |X1−X2| follows a triangle distribution where a = 0, c = 0 and
b = 9. We call the first set of experiments low diff, and the second set of experiments high
diff. Each set of experiments are conducted for 100 times.
Figure 6: Computation time reduction of speed-up techniques on two cases. high diff represent the case
where the travel time distributions’ modes are highly different, while low diff represents the case where the
travel time distributions’ modes are relatively close.
The computation time reduction with respect to the time budget is shown in Figure 6.
The search space reduction techniques work well in both sets of experiments. The average
computation time reductions for the DP with dominance are 88.9% and 67.1% for the low
diff and high diff cases respectively relative to standard DP, and the time reductions are
95.7% and 89.8% for the DP with dominance and heuristics. The search space reduction
techniques work better in the low diff cases because the transit services that arrive the
first will intuitively dominate the other transit lines more often with similar travel time
3Note that mode here is the statistical definition.
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distributions, since waiting is not likely to increase the utility. Another interesting result
is that the heuristics will provide a higher time reduction for the high diff cases compared
to the DP with dominance algorithm. A potential reason is that a line will have a higher
probability of being better than any other single candidate line at the same station in this
case, which indicates dominance according to the Heuristic 2.
5.2.3. Sensitivity to the σ parameter
We now analyze the sensitivity of the algorithm performance to the parameter σ in the
lognormal travel time distributions. Assume that the CDF of a lognormal distribution is
F (x), and γ is the mode of the distribution. In Section 5.2.1, we use σ = 0.25, which makes
F (1.5 · γ) ≈ 0.9 when γ is in the range shown in Table 2. To show the effects of σ on the
distribution, we compare the distribution with σ = 0.25 and σ = 0.5 in Figure 7. When
σ = 0.5, F (1.5 · γ) ≈ 0.6.
Figure 7: The PDF of lognormal distributions with different σ.
To analyze the sensitivity of σ on the algorithm’s performance, two sets of experiments
are conducted. In the first set of experiments, the algorithms are tested under σ = 0.5. In
the second set of experiments, σ is uniformly sampled from [0.25, 0.5] for each link of each
transit line. Again, each set of experiments are conducted for 100 times.
Table 3: Algorithms’ performance under different σ settings.
Parameter setting
Computation time reduction
for DP with dominance
Computation time reduction
for DP with dominance and heuristics
σ = 0.25 77.8% 92.6%
σ = 0.5 80.3% 94.1%
σ randomly
chosen from [0.25, 0.5]
79.8% 93.9%
As shown in Table 3, the search space reduction techniques perform similarly under
different σ values. The computation time is reduced slightly more when the variance of
the travel time distribution is larger. In the following experiments for the Chicago transit
network, we use σ randomly sampled from [0.25, 0.5].
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5.3. Chicago network experiments
We now use the Central/South region (including downtown) of the Chicago transit net-
work as a case study. The network is created according to the GTFS data published by the
Chicago Transit Authority (CTA) through Google’s GTFS project. The GTFS data con-
tains schedules and associated geographic information. In the experiments, only active bus
lines in the morning (6 am to 10 am) are considered. The transit network, which contains
49 transit lines and 1565 stations, is shown in Figure 8.
Figure 8: Chicago transit network (Central/South region).
5.3.1. Runtime performance in the Chicago network
The average travel time to commute in the United States is 26.1 min according to the
U.S. Census Bureau (census.gov 2017). Therefore, we select 100 ODs randomly from the
station set under the constraints: (1) The expected trip duration is from 15 min to 45 min;
(2) At least one of the origin and the destination is in the downtown area, to simulate the
case of commuting. The experiments are conducted for the time budgets which also span
from 10 min to 45 min. For each time budget, we use the same three algorithms described
previously to compute the utility. The computation time for each algorithm is shown in
Figure 9.
The DP with dominance reduces the computation time by 89.3% on average. The com-
putation time reductions are significant, but not as high as in the synthetic network shown
in Figure 3 especially when T is large. In the synthetic network, there are only three sta-
tions which limit the search space. However, in real-size networks, the search space will be
much larger since there are more stations and transit lines to be considered. The heuristic
rules further decrease the computation time by 34.0% on average relative to the DP with
dominance. The average relative error for the heuristic rules is about 1.6%.
Recall from Section 4, if i  X at an arrival node Ai,Xy given passenger state (t, r),
we save the computation for uSXy (t, r). In the experiments, we also record the number of
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Figure 9: Computation time of three algorithms on the Chicago transit network. Left: All three algorithms.
Right: Only algorithms with the dominance based pruning to showcase the relative improvement.
Figure 10: The computation reduction for computing the utility on station nodes. The vertical axis shows
the percentage of function calls reduction to compute the utility at stations.
function calls to compute the utility at station nodes. Figure 10 shows the percentage of
the function calls reduction by DP with dominance and DP with dominance and heuristics.
Both algorithms provide more than 90% function calls reduction for all the cases. However,
the reduction decreases as the time budget increases. When the time budget is higher, the
set of feasible arrival nodes that followed by a station node SXy at passenger state (t, r) is
larger. Here an arrival node Ai,Xy is feasible at passenger state (t, r) if it is not pruned by the
techniques in Section 4. Let ZXy be the set of feasible arrival nodes followed by station node
SXy . To save the computation for uSXy (t, r), every line in {i | Ai,Xy ∈ ZXy } needs to dominate
X, which is of less probability when |Z| is higher.
The average computation time of the DP with dominance and heuristics is only about
9.2 seconds on a personal computer, which indicates the potential of running the algorithm
in real-time applications.
5.3.2. Compare the utility of the SOTA policy and LET path
Recall from Section 5.2.1, the utility difference between the SOTA policy and LET path
can be as large as 0.23 in the synthetic network. In this section, we test the utility difference
in the Chicago transit network. Intuitively, if there is one and only one transit line that
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Figure 11: The histogram of the utility difference between the SOTA policy and LET path on the Chicago
transit network.
Figure 12: The utility improvement of the SOTA policy over the LET path under different circumstances.
Left: With respect to the number of transit lines passing by the origin. Right: With respect to the ratio of
the travel time of the LET path and the time budget.
can directly take the passenger to the destination without transferring, the SOTA policy
and LET path will likely be the same due to the time cost of transferring. Therefore, we
compare the utility difference of all the ODs from the station set under the constraints: (1)
The expected trip duration is from 15 min to 45 min; (2) At least one of the origin and
the destination is in the downtown area; (3) There is no transit line or there are more than
one transit line that can directly take the passenger to the destination. The number of ODs
satisfying the above conditions is 9290. Again, the experiments are conducted for the time
budgets from 10 min to 45 min. For each OD, we record the maximum utility difference
between the SOTA policy and LET path among all the time budgets we test. Figure 11
shows the histogram of the maximum utility difference. The utility difference for 19.6% of
the ODs is larger than 0.05, and the utility difference for 7.6% of the ODs is larger than
0.1. The utility difference is close to 0 for most of the ODs, which are the cases that either
there is only one route choice between the origin and the destination or there is one obvious
better line than the other choices. It should be noted that the results highly depend on the
network and the travel time distribution we use.
To give insights of what trips will likely benefit from the SOTA policy, we show the
25
utility increases of the SOTA policy over the LET path on different circumstances with
respect to: i) The number of transit lines passing by the origin; ii) The ratio of the least
expected time (LET) path travel time to the time budget. As shown in Figure 12 (Left), a
SOTA policy outperforms the LET path more when the number of transit lines at the origin
increases, which demonstrates that a SOTA policy is more advantageous when there are
more states and options to consider. In addition, even though there might be more transit
lines to transfer on the way, it may not be beneficial to conduct a transfer in most of the
cases due to the transfer time. Therefore, when there is only one transit line passing by the
origin, the average utility difference is about 0.025, which is close to 0. The ratio of the LET
path travel time to the time budget represents how sufficient the time budget is relative to
the trip length. Figure 12 (Right) shows the utility increase versus the ratio. If the ratio is
relatively large (larger than 2), passengers cannot increase the utility by using the adaptive
routing policy since it is difficult to get to the destination in a very limited time budget; On
the other hand, if the ratio is very small (smaller than 0.5), the utility increase is also close
to 0 since passengers will likely reach the destination within the given time budget whatever
transit line they board. The SOTA policy performs the best when the ratio is around 1. In
summary, the SOTA policy in transit networks shines the most when there are more states
to consider and when the time budget is neither too high or too low relative to the trip
length.
6. Conclusion.
In this article, we extend the SOTA formulation to the case of transit networks. A
network representation comprised of three types of nodes is proposed to model the common
line problem in the SOTA framework. Instead of assuming that the passenger will board the
first arriving transit service in an attractive line set that is precomputed, we give a routing
policy which outperforms a-priori solutions for all practical purposes. From the perspective
of computation, we show that computing the utility in transit networks is significantly more
difficult than in road networks, and design an dynamic programming based algorithm to
solve the problem, which is pseudo-polynomial in the number of stations and time budget,
and exponential in the number of transit lines at a station, which is practically a small
number.
To reduce search space, we propose a definition of transit line dominance, and a series
of techniques to check if a transit line dominates. Experiments are conducted on both
a synthetic network and the Chicago transit network. The results show that the search
space reduction techniques can reduce the computation time by up to around 90%, and the
heuristic rules can further decrease the computation time by about 34%. Two sensitivity
analyses on the travel time distribution show that the search space reduction techniques can
significantly decrease the computation time in all the cases we test. Finally, the algorithms
are applied in the Chicago transit network, and similar conclusions are obtained.
In future research, we will focus on designing proper preprocessing techniques to further
reduce the computation time in practice. In reality, the spatial and temporal correlation of
link travel time usually exists in transit networks. In addition, the travel time and waiting
26
time can be time-varying at the different time of a day (e.g., at peak hours or off-peak
hours). Therefore, one possible future research direction is to explore the ways to generate
more realistic travel time and waiting time distributions and design algorithms to deal with
them.
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