Abstract-This paper investigates the problem of frequency-weighted 2 -sensitivity minimization subject to 2 -scaling constraints for two-dimensional (2-D) state-space digital filters described by the Roesser model. It is shown that the Fornasini-Marchesini second model can be imbedded in the Roesser model. Two iterative methods are developed to solve the constrained optimization problem encountered. The first iterative method introduces a Lagrange function and optimizes it using some matrix-theoretic techniques and an efficient bisection method. The second iterative method converts the problem into an unconstrained optimization formulation by using linear-algebraic techniques and solves it by applying an efficient quasi-Newton algorithm. The optimal filter structure with minimum frequency-weighted 2 -sensitivity and no overflow is then synthesized by an appropriate coordinate transformation. Case studies are presented to demonstrate the validity and effectiveness of the proposed techniques.
I. INTRODUCTION

I
T is well known that there exist infinitely many minimal state-space realizations for a given transfer function, and some inherent properties such as controllability, observability, stability, etc. are invariant within these realizations. However, performance measures such as coefficient sensitivity, output roundoff noise, overflow oscillations, etc. may be significantly varying among the realizations. Consider a transfer function with coefficients of infinite accuracy, which meets certain design specifications including stability. When the transfer function is implemented by a state-space model with a finite binary representation, truncation or rounding of the state-space model is required to satisfy the finite word length (FWL) constraints. As a result, the characteristics of the stable filter might be so altered that the filter may become unstable. This motivates the study of the coefficient sensitivity minimization problem. To date, several techniques have been reported for synthesizing the state-space descriptions with minimum coefficient sensitivity. The techniques can be divided into two main classes: those for -mixed sensitivity minimization [1] - [5] and those for -sensitivity minimization [6] - [11] . In [6] - [10] , it has been argued that the sensitivity measure based on a sole -norm is more natural and reasonable relative to the -mixed sensitivity minimization. For 2-D state-space digital filters, the -mixed sensitivity minimization problem [12] - [17] and -sensitivity minimization problem [10] , [17] - [20] have also been investigated. It has been realized that solutions for frequency-weighted sensitivity minimization would be of practical use as these solutions allow to emphasize or de-emphasize the filter's sensitivity in certain frequency regions of interest. Synthesis procedures of the optimal FWL 2-D filter structures that minimize the frequency-weighted sensitivity measure have been considered [15] - [18] . However, the minimization methods proposed in the above work do not impose constraints on the scaling of the design variables. As a result, elimination of overflow cannot be ensured. More recently, the minimization problem of -sensitivity subject to -scaling constraints has been explored for 1-D and a class of 2-D state-space digital filters [21] - [23] . It is well known that the use of scaling constraints can be beneficial for suppressing overflow [24] , [25] . However, frequency-weighted sensitivity measure has not yet been considered in [21] - [23] .
In this paper, we investigate the problem of minimizing a frequency-weighted -sensitivity measure subject to -scaling constraints for 2-D state-space digital filters described by the Roesser local state-space (LSS) model [26] . We then proceed by introducing an expression for evaluating the frequency-weighted -sensitivity, and formulating the minimization problem for the frequency-weighted -sensitivity measure subject to -scaling constraints. Next, two iterative methods are developed for solving the constrained optimization problem. The first iterative method introduces a Lagrange function, and makes use of some matrix-theoretic techniques and an efficient bisection method. The second iterative method relies on a technique that converts the constrained optimization problem into an unconstrained optimization formulation and utilizes an efficient quasi-Newton method with closed-form formula for gradient evaluation. Finally, case studies are presented to demonstrate the validity and effectiveness of the proposed techniques.
One of the contributions made in this paper is to show that either the Fornasini-Marchesini (FM) second LSS model [27] or its transposed-structure model [22] , [28] can be imbedded in the Roesser model as a special case. This justifies the use of the Roesser model in our studies. Another contribution is that a bisection method is applied to obtain the Lagrange multipliers, which makes it possible to attain considerably faster convergence than the algorithm reported in [22] . Moreover, unlike [21] and [22] , the present paper investigates a frequency-weighted -sensitivity measure under -scaling constraints. Although this extension is technically manageable, to the best of our knowledge, this is the first time a frequency-weighted -sensitivity measure under -scaling constraints is addressed in the framework for state-space digital filters. Throughout the paper, stands for the identity matrix of dimension , is used to denote the direct sum of matrices, the transpose (conjugate transpose) of a matrix is indicated by , and the trace and th diagonal element of a square matrix are denoted by and , respectively.
II. PROBLEM FORMULATION
A. System Models
Consider a stable, separately locally controllable and separately locally observable LSS model for 2-D recursive digital filters (1) which was originally proposed by Roesser [26] , [29] (2) where , , and are , , and real constant matrices defined by respectively, and . For the sake of simplicity, the LSS model in (1) is denoted hereafter by . Alternatively, an LSS model for a class of 2-D recursive digital filters can be described by [22] , [28] ( 3) where is an local state vector, is a scalar input, is a scalar output, and , , , , , and are , , , , , and 1 1 real constant matrices, respectively. The transfer function of the LSS model in (3) is given by (4) If we define (5) then the LSS model in (3) can then be imbedded in that of (1) as a special case as follows: (6) where . It is noted that can be viewed as a transfer function of the FM second LSS model [27] , which reveals that the LSS model of can be realized by a transposed structure of that in (6) . Therefore, the LSS model in (1) is more general than either the LSS model in (3) or the FM second LSS model [27] (and vice versa with the same dimension, but increased number of coefficients [27] ). In addition, we note that the technique reported in [22] has merely treated the -sensitivity minimization problem for the LSS model in (3) subject to -scaling constraints. Recall that the total numbers of the coefficients in (1) and (3) are and , respectively. This means that the LSS model in (1) has less number of the coefficients than that of (3) when their local state vectors possess the same dimension, i.e.,
. Under these circumstances, it is worthwhile to consider the more general problem of minimizing the frequency-weighted -sensitivity for the LSS model in (1) subject to -scaling constraints, because its solutions will make it possible to emphasize or de-emphasize the filter's sensitivity in certain frequency regions of interest, and because the LSS model in (1) owns less number of the coefficients in case .
B. A Frequency-Weighted -Sensitivity Measure
Suppose that the LSS model in (1) is implemented by FWL fixed-point arithmetic with a -bit fractional representation, and is realized with coefficient matrices (7) where , , , and stand for the quantization errors of the coefficient matrices. The transfer function of the FWL realization is then expressed as (8) Let be the set of the ideal parameters of a realization and let be its FWL version where with indicating the corresponding parameter perturbation. If all are sufficiently small in magnitude, then the first-order approximation of the Taylor series expansion yields (9) Obviously, smaller for yield smaller transfer function error . For a fixed-point implementation of bits, the parameter perturbations can be considered to be independent random-variables uniformly distributed within the range . Under these circumstances, a measure of the transfer function error can statistically be defined as (10) where denotes the ensemble-average operation. Since 's are uniformly-distributed independent random variables, it follows that (11) where Thus, if the measure (12) is minimized then the minimum variance can be attained because of the relation . The measure in (12) is referred to as an -sensitivity measure.
The frequency-weighted -sensitivity of the LSS model in (1) is defined as follows.
Definition 1: Let be an real matrix and let be a scalar complex function of , that is differentiable with respect to all the entries of . The sensitivity function of with respect to is then defined as [5] (13) where denotes the th entry of matrix . Definition 2: In order to take into account the sensitivity of the transfer function in a specified frequency band, or even at some discrete frequency points, the weighted sensitivity functions are defined as [5] , [17] (14) where , , and are scalar, stable, causal functions of the complex variables and .
Notice that in (14) is not meant to be a derivative operator, but rather a notation for defining the weighted parameter sensitivity.
Definition 3: Let be an complex matrix valued function of the complex variables and . The norm of is then defined by (15) where and for . From (2) and Definitions 1-3, the overall frequency-weighted -sensitivity measure for the LSS model in (1) can be defined as (16) where It follows that the frequency-weighted -sensitivity measure in (16) can be written as (17) where
C. Problem Formulation
Define a state-space coordinate transformation by [26] , [29] (18) where and are and nonsingular matrices, respectively. New realizations can then be characterized as with (19) where . For a new realization, the frequencyweighted -sensitivity measure in (17) is changed to (20) with and where . If -scaling constraints are imposed on the horizontal and vertical state vectors and , we require that [30] for for (21) where is the local controllability Gramian for the LSS model in (1) with an submatrix and an submatrix along its diagonal [29] .
Thus, the -scaling constrained frequency-weighted -sensitivity minimization problem can be formulated as follows: Given matrices , , and , obtain a block-diagonal nonsingular matrix which minimizes in (20) subject to -scaling constraints in (21).
III. PROBLEM SOLUTION
A. A Constrained Optimization Method
Solving the optimization problem formulated above consists of several steps. First, we relax the problem of minimizing in (20) subject to -scaling constraints in (21) into the problem minimize subject to and
If is satisfied, then an orthogonal matrix matrix can always be constructed so that satisfies -scaling constraints in (21) [22] . This justifies the relaxation made in (22) .
In order to solve problem (22) for , we define the Lagrange function of the problem as (23) where and are the Lagrange multipliers, and with an submatrix and an submatrix along its diagonal for each matrix. Using the formula for evaluating matrix gradient [31, p. 275 ] (24) we compute (25) where with an submatrix and an submatrix along its diagonal. Setting and , it follows that (26) where The equations in (26) are highly nonlinear with respect to and . Namely, for has a rational type of nonlinearity, where the degree of the nonlinearity of is and the degree of the nonlinearity of is , while for depends on linearly. An effective approach for solving these equations is to relax them into the following recursive second-order matrix equations: (27) with initial condition . Noting that has the unique solution [5] (28) where and are symmetric, the unique solutions and of (27) are found to be (29) Here, the Lagrange multipliers and can be efficiently obtained using a bisection method [32] so that (30) are satisfied where
The iteration process continues until (31) for a prescribed tolerance
. If the iteration is terminated at step , then is claimed to be a solution point. It is noted that a straightforward extension of the iterative algorithm reported in [22] for updating and does not work well in this case, where we do not require , but both and . In addition, the bisection method offers an exponential convergence rate of where is the number of iterations used. As such, accurate solutions of the Lagrange multipliers and in (30) can be identified with just a few iterations. In our simulation studies, the bisection method was found considerably faster than the iterative algorithm proposed in [22] .
All the Gramians can be evaluated by truncating the corresponding infinite summations, see Appendix I for details.
B. An Unconstrained Optimization Method
By defining (32) it follows that for (33) Thus, a convenient way to eliminate the -scaling constraints in (21) is to choose and as (34) where is an vector for and is an vector for . With (34) , all the diagonal elements of and are found to be unity.
Taking (32) and (34) into account, we conclude that the coordinate transformation matrix of the form (35) automatically satisfies the -scaling constraints in (21) . By substituting (35) into in (20) , the frequency-weighted -sensitivity measure can be expressed as (36) with where and
This shows that the problem of obtaining the block-diagonal nonsingular matrix which minimizes in (20) subject to the -scaling constraints in (21) can be converted into an unconstrained optimization problem of obtaining an vector which minimizes in (36). Applying a quasi-Newton algorithm to minimize in (36), in the th iteration the most recent point is updated to point as [33] (37) where Here, is the gradient of with respect to , and is a positive-definite approximation of the inverse Hessian matrix of . The algorithm starts with a trivial initial point obtained from an initial assignment , and this iteration process continues until (38) where is a prescribed tolerance. The implementation of (37) requires the gradient of , which can be efficiently evaluated using closed-form expressions, see Appendix II for details.
IV. CASE STUDIES
In this section, we examine the proposed algorithms by applying them to a recursive 2-D state-space digital filter. In addition, the algorithms are applied to a 2-D filter utilized in [22] and the results are compared with those obtained by the method of [22] . In what follows, we evaluate the frequency-weighted -sensitivity of the 2-D state-space digital filter . Later on, this sensitivity measure will be used as a benchmark in the examination of the performance of the proposed algorithms. Using (17) , the frequency-weighted -sensitivity of the LSS model was found to be As will be seen next, the proposed algorithms are able to deduce an equivalent state-space realization with much reduced frequency-weighted -sensitivity.
A. Application of the Lagrange Method
Choosing in (29) as an initial estimate and a tolerance in (31) as well as in the bisection method, it took the Lagrange-based algorithm ten iterations to converge to the solution or equivalently,
The minimized frequency-weighted -sensitivity measure in (23) corresponding to the above solution was found to be with and , and the optimal state-space filter structure (that minimizes (20) subject to the -scaling constraints in (21)) was synthesized by substituting matrix into (19) as
The profile of the frequency-weighted -sensitivity measure and the profiles of the Lagrange multipliers and for the first ten iterations are shown in Figs. 2 and 3 , respectively. 
B. Application of the Quasi-Newton Method
By choosing (therefore in (32)) as an initial estimate and a tolerance in (38), the quasi-Newton algorithm took 16 iterations to converge to the solution or equivalently, and the minimized frequency-weighted -sensitivity was found to be We see that the results obtained by this method are identical to those obtained by the Lagrange-based method. The profile of the -sensitivity measure during the first 16 iterations is shown in Fig. 4 .
We now explain the effectiveness of the optimal realization that minimizes the frequency-weighted -sensitivity subject to -scaling constraints. The magnitude response of the original realization is shown in Fig. 5 , where the maximum value and the -norm (which corresponds to a square root of the summation of squared values at 201 201 sampling points) were 11.975265 and 133.212501, respectively. When all coefficients in the original realization were rounded to power-of-two representation with 8 bits after binary point, the magnitude-response deviation between the original realization and that with rounded coefficients is shown in Fig. 6 , where the maximum deviation and the -norm were 4.141411 and 22.563131, respectively. Alternatively, when all coefficients in the optimal realization were rounded in the same manner, the magnitude-response deviation between the original realization and the optimal one with rounded coefficients is shown in Fig. 7 , where the maximum deviation and the -norm were 0.617833 and 2.323280, respectively. From these figures and data, it is observed that the coefficient sensitivity of the optimal realization is considerably lower than that of the original realization. and then applying the same frequency-weighted functions as in Example 1 to the resulting realization , the frequency-weighted -sensitivity in (17) was found to be with truncation in (A1) and (A2).
C. Application of the Lagrange Method
Choosing in (29) as an initial estimate and a tolerance in (31) as well as in the bisection method, it took the Lagrange-based algorithm 104 iterations to converge to the solution 
D. Application of the Quasi-Newton Method
By choosing in (37) as an initial estimate and a tolerance in (38), the quasi-Newton algorithm took 54 iterations to converge to or equivalently,
The minimized frequency-weighted -sensitivity in (36) was found to be which is identical to the minimum value of the frequency-weighted -sensitivity measure, obtained by the Lagrange-based method. The profile of the -sensitivity measure during the first 54 iterations is shown in Fig. 10 . To compare the technique reported in [22] with the proposed ones, the optimal realization derived in Example 2 of [22] was imbedded in the Roesser LSS model by using (6) . Then the frequency-weighted -sensitivity of the resulting imbedded model was computed from (17) as It is observed that this value is 1.192 times greater than the minimized frequency-weighted -sensitivity obtained by the proposed techniques. Moreover, the proposed Lagrange-based method attains considerably faster convergence than that reported in [22] , which required 2000 iterations for its convergence.
V. CONCLUSION
We have investigated the problem of minimizing the frequency-weighted -sensitivity subject to -scaling constraints for 2-D state-space digital filters described by the Roesser LSS model. It has been shown that the FM second LSS model can be imbedded in the Roesser LSS model as a special case. Two iterative methods have been developed to solve the problem at hand. The first iterative method is based on the introduction of a Lagrange function and makes use of an efficient bisection method. In our simulation studies, the bisection method was found to be considerably faster than the iterative method proposed in [22] . The second iterative method relies on the conversion of the constrained optimization problem into an unconstrained optimization formulation and utilizes an efficient quasi-Newton algorithm. The optimal state-space realization with minimum frequency-weighted -sensitivity and no overflow has then been constructed by applying an appropriate coordinate transformation. Our computer simulation results have demonstrated the validity and effectiveness of the proposed techniques.
APPENDIX I COMPUTATIONS OF GRAMIANS
The matrices , , and can be computed using 
