In this paper, we analyze the unique continuation problem for the linearized BenjaminBona-Mahony equation with space-dependent potential in a bounded interval with Dirichlet boundary conditions. We prove two unique continuation results by means of spectral analysis and the (generalized) eigenvector expansion of the solution, instead of the usual Holmgren-type method or Carleman-type estimates. It is found that the unique continuation property depends very strongly on the nature of the potential and, in particular, on its zero set, and not only on its boundedness or integrability properties.
Introduction and Main Results
Let us consider the following linearized Benjamin-Bona-Mahony equation implies that u vanishes identically. This problem is motivated by questions related to the controllability and the stabilization of Benjamin-Bona-Mahony like equations (see Section 7) . At this respect it is also worth mentioning that if the unique continuation property above were known to hold also for potentials depending both in space and time, one could deduce decay properties for the solutions of the true nonlinear Benjamin-Bona-Mahony equation, with damping terms localized in space in F (we refer to [15] for a similar analysis in the context of the KdV equation). But this is an open problem that we do not address here and the methods developed in this paper do not seem to suffice to handle it.
There is a very extensive literature on unique continuation problems. Moreover, the equation under consideration is 1 − D in space and therefore, one could expect the problem above to feet in some of the existing results. But this does not seem to be the case. At this respect, it is important to note that both x = Const. and t = Const. are characteristic lines for the first equation in (1.1). Hence the main difficulty in our problem consists in the fact that the Cauchy problem involved in the unique continuation one is characteristic. Therefore we can not apply Holmgren uniqueness theorem even in the simplest case in which α(·) and β(·) are analytic functions. Moreover, it is well-known that the solutions of characteristic Cauchy problems may be non-unique (see for example [11] ). Thus, one can not exclude a priori the above uniqueness property to fail. On the other hand, when coefficients fail to be analytic, the main tool to prove unique continuation properties is the so-called Carleman-type estimates ( [11] , [12] , [18] , for instance). In Carleman-type estimates the lower order terms (with bounded coefficients or even with unbounded coefficients under suitable integrability conditions) of the equation can be controlled in some weighted norms by the principal part of the operator. However, as we shall see, for our problem, the unique continuation property depends very strongly on the nature of the potentials α(·) and β(·) and, in particular, on its zero set, and not only on its boundedness or integrability properties. Therefore, in the present situation, one can not expect to apply Carleman-type estimates. Note also that most of the literature on Carleman inequalities is related to non-characteristic Cauchy problems, which is not the case here. There exist also a few works concerning the uniqueness of characteristic Cauchy problems ( [1] and the references therein). For instance, the main theorem (Theorem 2) in [1] is a uniqueness result for solutions of differential equations (with smooth coefficients) satisfying certain decay conditions at infinity and it is based on Carleman-type estimates. Therefore, as we remarked above, it seems that it can not be applied to our problem.
First of all, we give a simple negative result showing that the unique continuation property necessarily depends on the zero sets of the potentials α(·) and β(·).
Example 1.1 Let α(·) = β(·) ≡ 0. Then any time-independent function u = u(x) ∈ C
∞ 0 ((0, 1) \ F ) satisfies (1.1) and (1.2) . Therefore, the unique continuation property does not hold for this simple case unless (0, 1) \ F = ∅.
Remark 1.1 Example 1.1 shows that the unique continuation results on Benjamin-BonaMahony equations in [5] (Theorems 3.1-3.4) are not correct without further assumptions.
More generally, we have the following necessary condition for unique continuation of (1.1)-(1.2). 
2). Thus u is not necessarily identically equal to zero.
On the other hand, it was essentially proved (although not stated explicitly) in [14] Of course, this provides a positive answer to our problem in the particular case α(x) ≡ −1 and β(x) ≡ 0.
The main idea of the proof in [14] was to use the explicit series expansion of the solution in terms of the eigenvectors of the generator of the underlying semigroup and its time analyticity. In a first step, the analyticity in time allows to show that, when (1.3) holds, then u x (0, t) vanishes for all time. The series development of the solution on the basis of the eigenvectors of the generator of the underlying semigroup allows one to reduce the problem to the unique continuation of the eigenvectors, which can be solved by ODE methods.
The approach in [14] does not apply directly in our case. Even though we assume that the potential β(x) ≡ 0, the generator of the semigroup associated with (1.1) is not skewadjoint when α(x) is not constant. Thus we can not apply Fourier series method directly to reduce the problem to the analysis of the eigenvectors and we shall require important further developments in order to justify the use of eigenvector expansions for the solutions of (1.1).
In view of Theorem 1.1, we need to impose conditions on the potential α and more precisely in its zero set in order for the unique continuation property to be true. And therefore, it is natural to analyze under what conditions on α(·) the unique continuation for (1.1) and (1.2) holds.
For this purpose, we need to introduce some notations. For any interval (c, d), we denote by
the set of all weight functions on (c, d), i.e. the set of all measurable, bounded functions which are positive almost everywhere on (c, d).
the Hilbert space of the completion of C ∞ 0 (c, d) with respect to the norm
; α) topologically and algebraically.
We have the following unique continuation results.
Theorem 1.2 Let β(·) = 0 and either
Note that in Theorem 1.2 it is assumed that u vanishes on a neighborhood of both extremes x = 0, 1 of the interval (0, 1) and that β(·) ≡ 0. If we impose more regularity conditions on α, we have the following better result, which allows, in particular, a non-zero potential β.
The proofs of Theorems 1.2 and 1.3 will be given in Sections 3 and 6 respectively. [7] (that have been successfully applied in several other problems, see, for example, [3] , [4] , [6] , [2] , [16] ), do not seem to apply in our case. Section 5 is devoted to overcome this difficulty by means of a new abstract result which is strongly inspired in the works by Guo ([8] , [9] 
Proof. We consider only the case u 0 ∈ L 2 (0, 1) (the case u 0 ∈ H 1 0 (0, 1) can be treated similarly). Existence and uniqueness may be proved easily by standard methods on the basis of the following energy estimate. Denote by
the energy of solutions of (1.1). It suffices to prove that for any given T > 0
for some constant C > 0. For this purpose, we multiply both sides of the first equation in (1.1) by (−A) −1 u and integrate it on (0, 1). Using integration by parts and Sobelev embedding theorem, we get easily In order to prove Theorem 1.2, let us re-write (1.1) equivalently as
where A :
is a bounded linear operator given by (recall that β(·) = 0 and for simplicity we consider only α(·) ∈ W (0, 1))
We need the following explicit expression for A.
Proof. It is easy to check that for any f ∈ C ∞ 0 (0, 1) it holds
, integrating by parts we have
Hence by the density of C
, we get the desired result immediately.
As before, in order to prove Theorem 1.3, we re-write (1.1) equivalently as 
Thus, we get (2.12). Now, let us show that 0
Thus, by (2.12), we see that
(2.14)
By min x∈ [0, 1] |α(x)| > 0, from (2.14) we conclude that η = 0. Therefore we arrive at a contradiction. This completes the proof of Lemma 2.3.
Also, we have the following result. Proof. It is easy to check that under the assumptions in Lemma 2.4, the operator A defined by (2.11) is a bounded linear operator in H 1 0 (0, 1). Thus, by means of the semigroup theory (see for example [10] ), one gets Lemma 2.4 immediately.
Lemma 2.4 Let
Note that our goal is to reduce the unique continuation of (1.1)-(1.2) in Theorems 1.2 and 1.3 to the same problem for the eigenvectors of A or A. Thus, we need the following simple result.
Lemma 2.5 Let
By (2.16), it is easy to see that v satisfies
By the first equation in (2.18), it is easy to see that
Integrating (2.19) from 0 to x, and noting the second equation in (2.18), we get
Therefore by means of Gronwall's inequality, we have v ≡ 0 in (0, 1), which implies the desired result immediately.
Proof of Theorem 1.2
As we mentioned in Remark 1.3, in order to prove Theorem 1.2, we need to introduce a special Hilbert space H where the equation evolves by means of a semigroup generated by a compact, skew-adjoint operator. For this purpose, we need some properties of the solutions of (1.1) and (1.2) with
, and set
where n = 1, 2, · · ·. We have the following result.
Lemma 3.1 Suppose that assumptions in Theorem 1.2 hold. Then
where n = 0, 1, 2, · · ·.
Proof. We divide the proof into two steps.
Step 1. First of all, let us prove that (3.2) holds for n = 0. Recalling that (1.1) is equivalent to (2.5), by Lemma 2.2, we get
Combining (3.3)-(3.5), it is easy to see that
Therefore, we arrive at
By (3.7), we get
Combining (3.8)-(3.9), we have
By (3.6) and (3.10), we see that
Now, (3.2) for n = 0 follows from (3.11) and (3.1) immediately.
Step 2. Let us prove (3.2) in the general case. Note that, by
Step 1, we have
Differentiating (3.12) with respect to t and noting (3.7), we get
Exchanging the order of integration in (3.13), we arrive at
Now, by (3.14) and (3.1), we get
Similarly, one gets
Therefore we have proved (3.2) for n = 1. Repeating the above procedure, one gets (3.2) for n = 2, 3, · · ·.
The Hilbert space H we need is as follows
where β n and γ n are as in (3.1).
It is easy to see that H is a closed subspace in L 2 (0, 1; α). Therefore H is an Hilbert space with the topology inherited from On the other hand, by (3.1) , it is easy to check that 
Repeating this procedure, one gets
where n = 2, 3, · · ·. Now, by (3.18) , (3.20) - (3.22) , and noting that {1, s, s
In the general case, it is not clear whether H = {0} for any α(·) ∈ W (0, 1). The problem may be reformulated as follows:
Problem (P):
Problem (P) is of independent interest. In what follows we will avoid to prove H = {0} although we conjecture that this does hold. Instead we assume that dim H > 0. Analyzing the structure of operator A (defined by (2.6)) in H we shall see that if an element of H is such that (1.2) (with
F = (0, a) ∪ (b, 1)) holds,
necessarily it is identically zero and this is sufficient to prove Theorem 1.2.
The following lemma will play a fundamental role in the sequel.
Lemma 3.2 Let α(·)
∈ W (0, 1) and A and H be defined by (2.6) and (3.17) respectively. Then A is a compact, skew-adjoint operator in H.
Proof. We divide the proof into three steps.
Step 1. Let us prove that
By Lemma 2.2 when f ∈ H, we have
Therefore, for any n = 0, 1, 2, · · ·, by (3.24), (3.1) and the definition of H, we get Step 2. Let us show that A is a compact operator in H. For this purpose, assume G is a bounded subset in H. By (3.24), it is easy to see that
cally, one concludes that AG is a compact set in L 2 (0, 1; α), which gives the compactness of
Step 3. Let us show that A is a skew-adjoint operator in H. For this purpose, take any two elements f, g ∈ H. By the definition of H, we have
which implies
Thus, by (3.24) and (3.29), we have 
where n = 0, 1, 2, · · ·. On the other hand, by Lemma 2.1, the weak solution of (1.1) satisfies 1) ). Taking t = 0 in (3.32), we see that
where n = 0, 1, 2, · · ·. Therefore, by the definition of H (see (3.17) ) and noting that
Now, by Lemma 3.2, we know that A : H → H is a compact, skew-adjoint operator. Therefore, iA : H → H is a compact, self-adjoint operator. Applying the classical theorem on the spectral decomposition of compact self-adjoint operators (cf., for example, Theorem 4.2 of Chapter VI in [17] ) to iA in H, one can find a sequence of eigenvalues {λ n } of A, λ n ∈ ilR with λ n tending to zero as n → ∞. For each λ n (n = 1, 2, · · ·), one can choose the corresponding eigenvectors e 
Indeed, if λ = 0 were an eigenvalue, there would exist e ∈ H 1 0 (0, 1), e = 0, such that (I − A) −1 (αe) x ≡ 0. Thus (αe) x ≡ 0, which implies αe = Const. Since e ∈ H 1 0 (0, 1) and e = 0, this implies that either Const = 0 or α is unbounded. The second possibility has to be excluded since α ∈ W (0, 1). Thus αe ≡ 0 in (0, 1). But then, since α ∈ W (0, 1), we have e = 0 a.e. in (0, 1), which is in contradiction with the fact that e = 0.
By (3.34), we can assume that the initial datum u 0 of (1.1) is decomposed as
where a j n are constants. Then it follows that the corresponding solution u of (1.1) can be expressed as
However, by Lemma 3.3, we see that u ∈ C ω (lR; H). Therefore, by (
Note that
Hence, by (3.40)-(3.41), for each n ∈ lN, we have
Note that λ n = 0. Taking into account that 
Asymptotic analysis of the eigenvalues and eigenvectors of operator A
As we mentioned in the introduction, the method of proof of Theorem 1.2 we have developed in the previous section does not apply when β(·) = 0 or F = (0, a) ∪ (b, 1). In order to prove Theorem 1.3 we need to justify developing the solutions u(·) of (1.1) in the series of the generalized eigenvectors of the operator A defined by (2.11). For this purpose, the first step is to get a sharp asymptotic description of the "high frequency" eigenvalues and eigenvectors of A. This is the object of this section.
Without loss of generality, we suppose
The case min x∈ [0, 1] ( − α(x)) > 0 can be considered similarly. Also, we recall that α(·) ∈ W 2,∞ (0, 1) and β(·) ∈ L ∞ (0, 1).
We need the following variable transformatioñ
Then by (4.1), we see thatx ∈ [0, 1] andx → x is a one-to-one and onto map. Denote
Then, by (1.1), we see thatũ satisfies
In what follows, we denotex,ũ,α,β andũ 0 simply by x, u, α, β and u 0 respectively. Thus, (4.5) reads
By means of the above variable transformation, we can define a linear operator F :
It is easy to check the following simple result, which will play an important role in the sequel. We claim that for any φ ∈ L 2 (0, 1), the following equation
Lemma 4.1 Let α(·)
admits one and only one solution ψ ∈ H 1 0 (0, 1) ∩ H 2 (0, 1), and that the mapping φ ∈
To see this, we note that solving (4.9) is equivalent to solving
which has, indeed, a unique solution
. Therefore, the operator
is well-defined in L 2 (0, 1) and it has the continuity property claimed above. Now, we define an operator B :
Then (4.6) can be re-written equivalently as
(4.12)
Let μ be an eigenvalue of B and y ∈ H 1 0 (0, 1) be the corresponding eigenvector. It is easy to show that μ = 0. (4.13)
Then, we see that λ and y satisfy
where we denote = ∂/∂x. We need the following transformation:
where φ = φ(x) will be given below. It is easy to check that z satisfies
Then we get We need the following rough estimate on the eigenvalues of (4.19).
Then the set of eigenvalues of (4.19 ) is symmetric about the real axis and is contained in the set Λ 1 ∪ Λ 2 , where Λ 1 = {λ ∈ lR; |λ| < δ 1 }, and
Proof. Multiplying both sides of the first equation in (4.19) byz, integrating it on (0, 1), using integration by parts, we get
Case 1: Im λ = 0. In this case, we have
Note that if |λ| ≥ δ 1 , we have
Combining (4.24)-(4.26), we arrive at z ≡ 0, (4.27) which contradicts the fact that z is an eigenvector. Therefore, we conclude that |λ| < δ 1 . Case 2: Im λ = 0. In this case, from (4.24), we see that
Thus it is obvious that |Re λ| ≤ δ 2 . Let us solve the (nonlinear) eigenvalue problem (4.19). For this purpose, we use the so-called "shooting method". Fix λ ∈ l C, we consider the following Cauchy problem:
Clearly the zeros of λ → w(1, λ) are the eigenvalues of problem (4.19). In addition, it can be checked that the algebraic multiplicity of an eigenvalue is the order to which w(1, λ) vanishes.
The "main part" of (4.29) (when λ is large) is the following equation:
It is easy to check that the unique solution of (4.30) reads
Therefore, using the variation of constants formula, similar to Theorem 3.1 in [2] , we have the following asymptotic estimates.
Theorem 4.2 Let β(·) ∈ L
∞ (0, 1) and α(·) ∈ W 2,∞ (0, 1) with min x∈[0,1] |α(x)| > 0. Then there is a constant C 1 = C 1 (α, β) > 0 such
that for the solution of (4.29), the following estimates
hold uniformly for x ∈ [0, 1], |λ| ≥ 1 and |Re λ| < δ 1 , where δ 1 is the constant in (4.23).
Let us denote
where C 1 is the constant in Theorem 4.2. Put
We need the following estimate, which is a simple consequence of Lemma 5.2 in [3] . 
Lemma 4.2 For any
holds for any |n| > N 1 . Hence, by (4.39) and Rouchés Theorem, we conclude that w (1, λ) possesses the same number of zeros in Γ n . Let us return to the asymptotic estimate on the eigenvalues and the corresponding eigenvectors of B. 
Theorem 4.4 Let β(·)
the corresponding eigenvector y n of B satisfies Proof. By Theorem 4.3 and (4.36), we see that the eigenvalue of (4.19) has the following asymptotic expansion:
Thus, by Theorem 4.2, we conclude that the corresponding eigenvectors of (4.19) satisfy
where φ is the function given by (4.18). Then, it is easy to see that every λ 
Now, let us denote
We recall that a Riesz basis of a Hilbert space H is obtained from an orthonormal basis by means of a bounded invertible operator transformation in H. Therefore, noting that u n is obtained from sgn (n)U n by simple multiplication by a C 1 function
which is independent of n, we see that We have the following crucial result. 
Theorem 4.5 Let β(·)
(4.50)
Thus, by e −2inπx = −ie −inπx sin(nπx) + e −inπx cos(nπx), and noting (4.51) and (4.52), we see that
Thus, combining (4.50) and (4.53), we obtain (4.49). Now, it is easy to deduce the following result, which is the main result of this section. 
Theorem 4.6 Let β(·)
∈
Riesz basis property of the generalized eigenvectors of compact operators
This section is devoted to derive a sufficient condition for checking the Riesz basis property of the generalized eigenvectors of compact operators, which is of independent interest. Throughout this section, H is a complex Hilbert space, G is a linear operator in H. We denote by ρ(G), σ(G) and σ p (G) the resolvent set of G, the spectrum of G and the point spectrum of G (i.e. the set of eigenvalues of G) respectively.
First of all, let us recall that a non-zero vector η ∈ H is called a generalized eigenvector of G, corresponding to some λ ∈ σ p (G), if (λI − G) m η = 0 for some positive integer m.
Next, we recall that a sequence of vectors {h
is not possible for
The problem of verifying whether a set of generalized eigenvectors of a linear operator forms a Riesz basis is important both from a theoretical and a practical point of view. In this direction, the main tool is the following Bari's theorem (see for example [7] ). 
is itself a Riesz basis.
In some applications (as in Section 4 above), by means of asymptotic analysis techniques, it is relatively easy to find a sequence of generalized eigenvectors {g n } ∞ n=N +1 (N large enough) of G, which is quadratically close to a subsequence of some known Riesz basis {f n } ∞ n=1 , i.e.
The most common approach to construct a Riesz basis of H via the generalized eigenvectors of G is then to analyze carefully the number of the remaining independent generalized eigenvectors and to show that sp(G), the root space of G, i.e. the closed subspace spanned by the generalized eigenvectors of G, is complete in H. Very recently, Guo ([8] , [9] ) proved an interesting result, which says that the last step described above is in fact not necessary for many problems. Guo's result reads as follows: 
forms a Riesz basis of H.
Note, however, that one can not apply Theorem 5.2 to our problem. The reason is that our operator A (defined by (2.11)) is itself a compact operator (and therefore a bounded operator). Therefore its resolvent can not be compact because the underlying Hilbert space H for some λ 0 ∈ ρ( A). But this is not possible since A is always a bounded linear operator and hence the resolvent of A can not be compact for the same reason as above. Therefore, we need to derive a new sufficient condition for the Riesz basis property of the generalized eigenvectors of compact operators to hold. Our result is the following. Combining Theorem 5.3, Theorem 4.6 and Lemma 2.3, we obtain the following conclusion immediately. In order to prove Theorem 5.3, we need the following three known lemmata. Proof of Theorem 5.3. The proof is similar to [8] . However, for the sake of completeness and also for the reader's convenience, we give the details here. The proof is divided into several steps.
Remark 5.1 It is easy to see that Theorem 5.2 is a consequence of Theorem 5.3. In fact, if dim H < ∞, the result in Theorem 5.2 is (trivially) correct. If dim H = ∞ and G be a densely defined linear operator with compact resolvent in
Step 1. By Lemma 5.1, we can find
Let {g τ } be an arbitrary set such that
is a "maximal" ω−linearly independent subset of generalized eigenvectors of G, i.e. {g τ } ∪ {g n } ∞ n=M +1 is a ω−linearly independent subset of generalized eigenvectors of G, and for any other generalized eigenvector g of G, the set
is not ω−linearly independent anymore. In this way, we see that
Step 2. We claim that the number of {g τ } is not greater than M . In fact, if we assume that
+1 is a Riesz basis of H, we see that
for some sequence {a
Thus, by (5.9) and (5.11), we see that 12) which contradicts the ω−linearly independence of
Step 3. Now, by Step 2, we denote
a Riesz basis of sp(G).
We claim sp(G) = H. Otherwise we have the following orthogonal decomposition 13) where
and by the fact that {f n } M n=1 ∪ {g n } ∞ n=M +1 forms a Riesz basis of H, it is easy to see that
We denote by P the orthogonal projector from H to H 1 . Then, by Lemma 5.3, we see that PGP is a Volterra operator, and so is its adjoint operator PG * P. Thus PG * P is a compact operator and has no nonzero eigenvalues. On the other hand, since sp(G) is an invariant subspace of G, H 1 is an invariant subspace of G * . Note that
Thus G * | H 1 , the restriction of G * to H 1 , has no nonzero eigenvalues. Consequently, by (5.15),
which contradicts our assumption.
Step
M). Then arguing as in
Step 2, we conclude that Step 1. Recall equation (1.1) and that u 0 ∈ L 2 (0, 1). We claim that without loss of generality, we may assume that u 0 ∈ H 1 0 (0, 1). To see this, let us denote (recall (2.1) for A)
where u(·) is the solution of (1.1). Then v satisfies (recall (2.11) for A)
We note that it suffices to prove v 0 = 0. (6.4)
In fact, if (6.4) holds, then it follows from (6.1) and (1.1) that
Thus, by min x∈ [0, 1] |α(x)| > 0, from (6.5), we get u 0 = 0. Therefore by the well-posedness of (1.1), we see that u(t) ≡ 0.
In the sequel, we assume that u 0 ∈ H 1 0 (0, 1).
Step 2 can be re-arranged as follows
for some positive integers n 0 and
is the associated Jordan chain of the corresponding generalized eigenvectors of A with respect to μ k and u k,0 , i.e.
for some k 0 ∈ {1, · · · , n 0 } and j 0 ∈ {0, · · · , m k 0 − 1}, then we simply take a k 0 ,j 0 = 0 in (6.9) and the following proof works in the same way. Therefore, for simplicity, we may assume that 
for some complex numbers a k,j and a n . Therefore, the solution of (6.2) can be expressed as follows
e μnt a n F −1 y n (x), (6.10) where (x, t) ∈ (0, 1) × lR.
Step 3. We need to make some modification on (6.10). If μ k = μ for some k = with k, ∈ {1, · · · , n 0 }, then we rewrite the sum
where we assume
Note that μ n is an simple eigenvalue of A when |n| ≥ M + 1, thus it is easy to see that μ k = μ for any k = with | | ≥ M + 1. Thus, we may rewrite (6.10) as follows (6.12) for some integer k 0 ≥ 0, where we have renumbered the eigenvalues {μ n }
such thatμ k =μ for any k = ; (6.13) also we have renumbered the corresponding eigenvectors and/or generalized eigenvectors (6.8) of A as
On the other hand, by Lemma 2.4, we know that u ∈ C ω (lR; H 1 0 (0, 1)). Therefore, by (1.2) (recall F = (a, b) ), we obtain that
(6.19)
Step 4. Let us denoteμ 
is bounded. Thus, if ξ 1 > 0 for some 1 ∈ lN, we can find ã 1 ∈ lN such that ξ˜ 1 = sup{ξ k ; k ∈ lN} > 0.
To simplify the presentation we assume that˜ 1 = 1. The proof works in the same way with obvious changes in the notation when it is not that way. We distinguish the following two cases.
In this case, multiplying both sides of (6.19) by
we have 1 are linearly independent, which implies
In this case, for simplicity, let us assume that
(the other cases can be treated similarly). Also, without loss of generality, we assume that
Multiplying both sides of (6.19) by 
Consequently, similar to case 1, we obtain the same conclusion as (6.25). Now, repeating the above argument, we see that
whenever ξ k > 0. The same argument but by letting t → −∞ allows to deduce (6.29) whenever ξ k < 0. It remains to show that (6.29) holds for any k such that ξ k = 0. For this purpose, we note that by the above argument we may write
for some integers k 0 ,m k ,m k and real number ζ k , where (x, t) ∈ (0, 1) × lR. Furthermore, by (6.13), we see that
By (6.31) and (1.2) (with F = (a, b)), similar to the above argument, it is easy to conclude thatã
Thus, we arrive at
This completes the proof of Theorem 1.3.
Application to approximate controllability and stabilization of Benjamin-Bona-Mahony like equation
First of all, let us consider the following controlled Benjamin-Bona-Mahony like equation
where f ∈ L 2 (F × (0, T )) denotes the control and χ F denotes the characteristic function of the set F where the control is localized. By means of Hahn-Banach theorem and using our unique continuation result in Theorem 1.3, we have the following controllability result (We refer to [13] for a good introduction to this subject). 
Next, let us give an application of our unique continuation theorem to the stabilization of the following Benjamin-Bona-Mahony like equation
We denote the energy of solution of (7.2) by
We have the following results. 
If we impose more regularity conditions on α(·), we have the following better result. 
Thus if we take α(x) = 2(1 + x) and F = (0, 1), (7.7)
we get E(u(t)) ≡ E(u(0)). Thus, the energy does not tend to zero. 
is the direct sum of V 1 and V 2 , and for any u 0 ∈ V 2 , it holds where u(·) is the solution of (7.2) .
Proof. First of all, let us solve the following ODE where γ is given by (7.16) . From the fact that u 0 ∈ V 2 , we see that Proof of Theorem 7.2. We prove only the second assertion (The first assertion follows almost immediately from the boundedness of trajectories and the unique continuation result in Theorem 1.2). By (7.4) and (7.6), it is obvious that the corresponding C 0 −semigroup S(t) (in H 1 0 (0, 1)) of (7.2) is contractive. It suffices to consider u 0 ∈ V 2 and to prove that the ω−limit set of u 0 defined by ω(u 0 ) = {v ∈ H Thus, combining (7.6) and (7.26), and noting (7.4), we get v(x, t) = 0 (x, t) ∈ F × (0, ∞), (7.27) where v is the solution of (7.2) with u 0 replaced by v 0 . Therefore, by (7.27), we get v satisfies a n,j u n,j , a n,j ∈ l C for j = 0, · · · , m n − 1; n ∈ lN.
Therefore, the solution of (7.2) can be expressed as follows However, by (7.4) and (7.6), it is obvious that the energy E(u(t)) of (7.2) is decreasing. Thus, by (7. 
