Factored forms for solutions of AX − XB = C and X − AXB = C in companion matrices  by Lancaster, P. et al.
Factored Forms for Solutions of 
AX - XB= C and X- AXB= C in Companion Matrices 
P. Lancaster 
Department of Mathematics and Statistics 
University of Calgary 
Calgary, Alberta, Canada 
L. Lerer* 
Department of Mathematics 
Technion - lsrael ln.stitute of Technology 
Haifa, Zsrael 
and 
M. Tismenetsky 
Department of Mathematics and Statistics 
University of Calgary 
Calgary, Alberta, Can&a 
Submitted by Hans Schneider 
ABSTRACT 
The main concern of this paper is linear matrix equations with block-companion 
matrix coefficients. It is shown that general matrix equations AX - XB = C 
and X - AXB = C can be transformed to equations whose coefficients are * 
block companion matrices: CLX - XC$, = diag[ I 0 . . . 0] and X - CL XC,, = 
diag[Z 0 ... 01, respectively, where C, and C,,, stand for the first and second 
block-companion matrices of some manic r x T matrix polynomials L(X) = A”Z + 
C",$,XjL, and M(X) = X’Z +~~;~XjMj. The solution of the equations with block-com- 
panion coefficients is reduced to solving vector equations Sx = p, where the matrix S 
is r2Z x r2Z [I = max(s, Z)] and enjoys some symmetry properties. 
*Partially supported by the fund for promotion of research at the Technion-Israel Institute 
of Technology. 
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1. INTRODUCTION 
If A, B, and C are matrices of sizes m X m, n X n, and m X n respectively, 
the linear matrix equations 
AX-XB=C (1.1) 
and 
X-AXB=C (1.2) 
arise frequently in various problems of pure and applied mathematics. In 
particular, the cases in which A and B are block-companion matrices are of 
interest. Equations of such type appear, for instance, when studying vector 
differential or finite-difference equations of the form 
dsx(t) +L 
dt" s-l 
d”-‘x(t) +.. . +L x(+() 
dt"-' 
0 (1.3) 
xi+7+L s-lXi+s-1 + . . . + Lox, = 0 (i=O,l,*.. ), (1.4) 
in which the coefficients Lj (j = 0, 1, . . . , s - 1) are matrices of size r X r and 
x(t) (0 < t < co) or x0, x1,.. . are r-dimensional vectors. Using the idea of 
linearization, together with the Lyapunov stability theory, one sees that the 
stability properties of the solutions of Equation (1.3) [respectively, (1.4)] are 
closely related to the solutions of the matrix equation C, X + XC,* = - W 
[respectively, X + C, XC,* = - W], where W = W* > 0 and C, is the (first) 
companion matrix of the manic r x r matrix polynomial L(h) = x”I + 
c::lxiL . . 
I-0 I’ 
0 1 0 
. . c,= 1. : . 0 0 I I’ (1.5) -L, -L, ... -L,_, 
An additional example of an equation (1.2) with block-companion coeffi- 
cients can be found in [ 111. 
The main objects of study of this paper are equations 
and 
X-C,XC,=diag[R,O,...,O], 
(1.6) 
(1.7) 
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where L(h) = A”Z +Cj;:hjLj and M(h) = A’Z +C:;‘,hjM, are manic r X r 
matrix polynomials and CL stands for the second companion matrix of L: 
CL = [ CL~] T. We are primarily concerned with the following two independent 
problems: (a) Under what conditions can the general equations (1.1) and (1.2) 
be transformed to equations in companion matrices (1.6) and (1.7) respec- 
tively? (b) What numerical improvements in solving equations (1.6) and (1.7) 
may follow from the special structure of the coefficients in these equations? 
For the case of scalar polynomials L(A) and M(h) problem (a) has been 
investigated in [lQ], while problem (b) appears in [ 121 and [22]. 
Firstly we show that under practically interesting hypotheses the solutions 
of the general equations (1.1) and (1.2) can be expressed via those of 
equations (1.6) and (1.7) respectively. To be more precise, assume that the 
pairs (A, C) and (C, B) are controllable and observable respectively (these 
conditions arise naturally in systems theory), and let C = U*V be a rank 
decomposition of C. Let r = rank C, and let s and t be two integers such that 
the matrices row( A’V*)f;,’ and col( VI?’ )f :i are of full rank. Following the 
lead given in [18] and taking advantage of the modem theory of matrix 
polynomials, we can associate with the pairs (A, U*) and (V, B) two manic 
r x T matrix polynomials LA(X) and LB(X) of degrees s and t respectively 
such that Equation (1.1) is solvable if and only if the equation 
CL,,XO-X&_=diag[Z,O,...,O] (1.8) 
is solvable and any solution X of (1.1) can be represented in the form 
X = row( AiU*)~1,‘X,col(VZ3’)~I~, (1-Q) 
where X, is a solution of (1.8). 
Remark that although Equation (1.8) may have matrix coefficients of 
larger size than the original equation (l.l), the new coefficients are sparse and 
the information implicit in the equation (1.1) is organized in a more explicit 
way in the new equation (1.8). In particular, this transformation sharply 
illuminates the role of the rank of the right-hand term C in the structure of the 
solutions of (1.1). 
As to problem (b), we show that the sparse structure of the coefficients in 
equations (1.6)-(1.7) allows us to reduce their solution to solving a vector 
equation 
sx = p (1.10) 
whose coefficient matrix S has size pr2 X pr2 [p = max(s, t)]. Note that a 
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straightfonvard rewriting of (1.6) or (1.7) in a vector-equation form leads to a 
coefficient matrix (the nivellateur) of size s2r2 X t2r2. Moreover, the matrix S 
in (1.10) has a certain symmetric structure. In fact S can be chosen to be a 
Hankel or Bezout matrix associated with the polynomials L(h) and M(h). 
This structure of S may yield computational advantages in some problems. 
Making a direct comparison of Equation (1.1) with the transformed 
equation (1.8), it is found that for sufficiently small values of the integer 
r = rank C the matrix S in Equation (1.10) [corresponding to (1.8)] may 
actually have size less than n2 X m2, which is the size of the nivellateur of 
(1.1). 
The paper is organized as follows. The results concerning problem (a) are 
presented in Sections 3-4. The formula (1.9) is proved in Theorem 3. In 
Theorem 4 (which includes Theorem 1 of [20]) it is shown how the controlla- 
bility and observability hypotheses which appear in Theorem 3 can be 
removed. In Theorem 8 the implications of these results for the symmetric 
equation AX + XA* = C are worked out. 
Solution of problem (b) is the content of Sections 6-7. Combining the 
results of Sections 3-4 and 6-7, it is seen in Section 8 that under the 
hypotheses of Theorem 4 (or the stronger ones of Theorem 3) Equation (1.1) 
can be transformed to an equivalent equation (1.10) in which S is a Bezout or 
a block-Hankel matrix. 
For convenience the analysis of this paper concentrates on Equation (l.l), 
but there are parallel results for Equation (1.2), and they are indicated in the 
final section of the paper. Here, we also include some discussion of the 
interesting case when rank C = 1 (cf. [13]). 
It will be necessary to establish some ideas from the theory of matrix 
polynomials as well as connections with the more familiar ideas of controlla- 
bility and observability of matrix pairs. This is done in Section 2. 
2. PRELIMINARIES 
Consider first the theory of matrix polynomials. Let L( h ) = h’Z + Cf I h h’L i 
denote a manic nXn matrix polynomial. Thus L,,L,,...,L,_,,ZEQ:“~“, 
the space of n x n complex matrices. Then let 
c, = 
0 Z 
I: ** 
0 
0 0 * Z 
-Lo -L, ... -L,_, 
9 e,, = 
-0 . . . 
I 
* . . . 
;, ..: 
- L” 
- L, 
:I -L,-, 
(2-l) 
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be the first and second companion matrices (respectively) associated with the 
given matrix polynomial. Denote by a(L) the spectrum of L(X): 
a(L)= {hE4=:detL(h)=O}, 
and note that a(L)= @XI - CL) = a(XZ - CL). 
Now we introduce some notational devices. By row( A i )f= 1 we denote the 
one-row block matrix [A,, Aa,..., A,]. Similarly, col( Ai):, i is written for the 
corresponding one-column block matrix. 
A pair of matrices (X, T) where X is n X nl and T is nl X nl is called a 
standard pair for L(X) if these two conditions are satisfied: 
(1) col[XTj]i$ is nonsingular, 
(2) XT1 +C;;‘,LjXTj= 0. 
It is known (see [7]) that a standard pair determines a manic matrix 
polynomial completely, i.e. it can be used to determine the coefficients 
L,, L,, * - * J,_, explicitly. In fact, if (X, T) is a standard pair for L(A), then 
[Lo L, *‘a L,_,] =XT’Icol[XT~];~‘o] -l. 
There is a dual notion: a left standard pair for L(A) is a pair of matrices (S, Y) 
such that (Yr, ST) is a standard pair of LT(X)= X’Z +Cf;&X’Ly. 
Turn now to a more general examination of matrix pairs. A pair of 
matrices (Q, T) is said to be (right) admissible of order p if Q is r X p, T is 
P X P, ad KerQ + {O}, where Ker stands for kernel, or nullspace. Define 
Ki = Ker(col[QTj-‘I;,,) for i = l,Z,.,.; it is easily seen that K, 13, K, 3 . . - 
with strict inclusion for increasing i until equality first holds, and equality 
holds thereafter. Thus, there is a least positive integer I (2 < p), called the 
index of the admissible pair (Q, T), for which K, = K,, i. The kernel of the 
pair (Q, T) is the subspace of C p defined by 
Ker(Q,T)= jfirKer(QTj-l)=Ker(col[QTj-l]~=l), 
or simply Ker(Q, T) = K,, where Z is the index of (Q, T). 
It follows easily from the definition that 
z~p+l-rankQ. (24 
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An admissible pair is said to be observable, or (right) independent, if 
Ker(Q, 7’) = (0). Otherwise, Ker(Q, T) is sometimes known as the unobserv- 
able subspace, and we note that it is necessarily T-invariant. 
As an important example, note that a standard pair (X, T) as introduced 
above is admissible of order nl. It is also independent with index 1. 
A pair of matrices (T, R) is said to be (left) admissible of order p if T is 
p x p and R is p x r. Such a pair is said to be (left) independent or 
controllable if the right admissible pair (R*, T*) is right independent; and 
more generally, the index of (T, R) is defined to be that defined above for 
(R*, T*). 
Now suppose that (Q,, Ti) and (Q, T) are right admissible pairs of orders 
p, and p, respectively, with p, 6 p. Then (Q, 7’) is said to be an extension of 
(QI, Tl) if there is a full rank (i.e. left invertible) matrix S such that 
QS = = ST,. 
Under the T, ) is called a restriction of (Q, T). For a left 
admissible pair (T, R) extensions and restrictions are defined by applying the 
above definitions to the right admissible pair (R*, T*). 
Note that right admissible pairs (Q, T) and (R, S) are said to be similar if 
there is a nonsingular M such that 
Q=RM and T=M-‘SM. 
As an important illustration, note that all standard pairs for a ,fixed manic 
matrix polynomial are similar to one another in this sense. 
The following lemmas will play important parts in our analysis. The first is 
well known and easily established. 
LEMMA 1. An 
([Ql Q&[; ;]) 
is. an extension of admissible extension of 
(Q1, Tl) is similar to a pair of this fm. 
LEMMA 2 [9]. Let Q be r X p and T be p X p. Zf (Q, T) is independent 
with index i (so that ri 2 p), then for any integer 12 i there is an r X r manic 
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matrix polynomial L,(A) of degree 1 such that (Q, T) is a restriction of each 
standard pair for LT( A). 
Under the conditions of Lemma 2, it follows from Lemma 1 that the 
matrix polynomial L,(A) has a standard pair of the form 
The spectrum of TI is determined by the choice of &.(A). Hence, we call it 
the supplerrwntay spectrum of T with respect to Lr(X) and write a(T,) = 
usL(T). Subsequently, we omit reference to the polynomial L,(A) when this 
polynomial is clear from the context. Note, in particular, that extensions of 
(Q, T) always exist, even with u,(T) a singleton outside a(T)-a situation of 
special interest in [9]. 
3. TRANSFORMATION OF THE EQUATION AX - XB = C 
Consider the equation in complex matrices 
AX-XB=C (3.1) 
where A is m X m, B is n X n, and C is m X n. We are interested in m X n 
solution matrices X. Our first result is formulated under the hypotheses that 
(C*, A*) and (C, B) are independent pairs. In the second theorem the 
independence hypotheses will be relaxed. 
In these results r will always denote the rank of C and C = U*V is a 
full-rank decomposition of C, i.e., U and V are full rank (or right invertible) 
matrices of sizes r X m and r X n, respectively. It is easily seen that the 
independence of (C*, A*) and (C, B) implies that of (U, A*) and (V, B), 
respectively. Note that Lemma 2 plays an important part in the formulation 
of Theorem 3, and the companion matrices appearing in (3.2) are as defined 
in (2.1). 
THEOREM 3. Let (C*, A*) and (C, B) be independent pairs and rank C = 
r. Let C = U*V be a full-rank decomposition of C, and let L,(A), LB(h) be 
r x T manic matrix polynomials of degree lA, 1, respectively such that (V, B) 
is a restriction of any standard pair of LB(X), and (A, U*) is a restriction of 
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any lef standard pair of LA(A). Consider the equation 
! I, 0 ... 0 0 . 0 . *.* eL,,xo-xocLB= * . . 
(j ;, . . . 
0 .I 
(j 
(3.2) 
(a) Zf (3.2) has a solution X0, then (3.1) has a solution 
(b) Zf the supplmentay spectra of A and B are chosen so that 
O=us(B)n~(A)=~s(A)n~(B)=~s(A)n~s(B), (3.4) 
then Equations (3.1) and (3.2) are equivalent and all solutions are related by 
(3.3). 
Before proving the theorem, a number of remarks can usefully be made. 
Note first that the matrix on the right of (3.2) has blocks of size r x r, and is 
itself of size lAr X l,r. Also, IA and I, can take any integer values not less than 
the indices of the pairs (C*, A*) and (C, B), respectively. 
Observe also that consideration of the homogeneous equation [C = 0 in 
(3.1)] is excluded by the independence hypotheses. Another extreme case, in 
which C is nonsingular, is also of no interest, for one could then take U = Z 
and V= C, and it is easily seen that L,(X)= Zh - CBC-‘, L,(h)= IX - A, 
and (3.3) becomes X = X,C. Thus, it is the cases in which C is singular but 
nonzero which are relevant in this analysis. 
Now observe that a solution of the equation (3.2) can be found by solving 
a vector equation Sx = p with a lr2 X lr2 coefficient matrix S, where 1= 
max(l,, I,); this result will be proved in Section 6. Using the bound (2.2), we 
see that the size of S can be estimated from above by the integer N = (n - r 
+ l)r2 (we assume, for simplicity, n = m). It is interesting to note that for 
small values of r the integer N is less than n2, which is the size of the 
nivellateur corresponding to (3.1). 
Proof. Since (V, B) is a restriction of a right standard pair of LB(A), it 
follows from Lemma 1 that LB(X) has a standard pair of the form 
vz3=[v Vl], Ts = B B, 1 1 0 B, ’ (3.5) 
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Similarly, LA(A) has a left standard pair of the form 
(3.6) 
Denote FA = row(Ti-‘U,)i:r, FB = col(V&-‘)fB=,, and note that FA, Fa are 
nonsingular and satisfy 
F&LA = TA FA > U’=F,[Z 0 ... OIT, 
(3.7) 
C&s = F$B, VB=[Z 0 ..a O]F,. 
Multiplying (3.2) by FA and FB from the left and right respectively, and 
using (3.7), we rewrite (3.2) in an equivalent form 
with 
TAX - XT, = U,v, (3.8) 
X = FAXoF,. (3.9) 
Substituting from (3.5) and (3.6) in (3.8) and decomposing X in blocks of 
suitable sizes, we rewrite (3.8) as 
Comparing the entries in the left upper comer on both sides of this equation, 
we infer that the matrix X is a solution of (3.1). 
Representing 
FA = row( Ai-rU*)‘” t4 i-l , 1 
FB = [c~l(VB’-~)fe,~, &] 
with some fia and fin, we obtain (3.3) from (3.9). 
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Now, conversely, let X be a solution of (3.1), and assume that the 
hypotheses of part (b) are met. Then a,( A) = a( A,) and u,(B) = a(B1) so that 
(3.4) implies u(Al)nu(B)=O and a(B,)nu(A)=0. This ensures the ex- 
istence of matrices X, and X, (of appropriate sizes) such that 
AX, - X,B, = U*V, + XB,, (3.11) 
X,B = U;cV - A,X. (3.12) 
In addition, (3.4) also implies a( A, )n a( B, = 0 and therefore a matrix 
X, exists such that 
A1X3-X3B1=U:Vl-A2X1+ X,B,. (3.13) 
Now Equations (3.1 l)-(3.13) together with (3.1) can be rewritten in a concise 
way as (3.10). Reversing the argument of the first part of the proof, we find 
that (3.10) is equivalent to (3.2). W 
Now we relax the assumptions concerning the independence of the pairs 
(A, C) and (C, B) but retain the assumption that C # 0 throughout. Let us 
agree to denote by A, the restriction of A to the controllable subspace 
Im row( A’ - ‘CT*)?= 1(which is A-invariant) and let B,* denote the restriction of 
B* to the B*-inuatiant orthogonal complement of the unobservable subspace 
Kercol( VB'- ’ )r= 1. It is not difficult to see that there exist nonsingular 
matrices S and K such that 
S-‘BS= ‘Cl ! 
[ 1 B, B' 
vs=[v, 01, (3.14) 
K*AK*-‘= A, Al 
[ 1 4* 0 A’ K*U  = [ 1 0 (3.15) 
and the pairs (V,, $) and (A,, U,*) are independent. Such representations 
were extensively used in [19] for analysis of the equation AX + XA* = C. 
If ZA, I, now denote the indices of (A,, Uo*) and ( $,Vo) respectively, 
then using Lemma 2 again, we construct r x r manic matrix polynomials 
L,o(h) and LBo(X) of degrees IA, 1, respectively, such that (V,, B,) is a 
restriction of any standard pair of LB,,(X) and (A,, Uo*) is a restriction of any 
left standard pair of L,O(h). 
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THEOREM 4. Given matrices A, B, C of sizes m X m, n X n, and m X n, 
respectively, complete the above construction and assume that 
ra=a(d)na(B)=a(B)na(A). (3.16) 
Zf an lAr X 1,r solution X, of 
I, 0 *** 0 
0 0 a** 0 
. . . . 
(j ;, . . . ;, 1 (3.17) 
exists, then (3.1) is solvable and a solution X of (3.1) is given by (3.3). 
Furthermore, if the supplementay spectra of A, and $ are chosen so that 
0=a,($)na(A,)=a,(A,)na(B,)=u,(A,)nu,(B,), 
then (3.1) is solvable if and only if (3.17) is solvable, and any solution of 
(3.1) has the representation (3.3). 
Proof. Eq. (3.1) can be rewritten as 
with 
2 = ZPXS. 
The conditions (3.16) imply that the matrix 2 must have the form 
with X, satisfying 
(3.18) 
A,X, - X,B,, = Ud’V,. (3.19) 
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So the solvability of Equation (3.1) is equivalent to the solvability of 
(3.19). Now to complete the proof, we apply Theorem 3 and obtain 
(3.20) 
where X, is the solution of (3.17). 
But from (3.18) and (3.20) it follows that 
x = K*-‘p-’ = K*-’ 
[ 1 
Xl 0 s-1 
0 0 
=p-1 
[ 1 
aI* x,[ v. o]s-1, 
0 
(3.21) 
where 
Go* = row( A’,-‘U,*)~= i, V. = col(vo~J-‘)f”_l. 
Furthermore, (3.14) and (3.15) yield 
row(A’-‘U*)f^=, = K*-’ I 1 oo* 0 ’ 
Coi(vz3-1):8,1 = [V. O]sml, 
and the required form of the solution follows from (3.21). n 
COROLLARY 5. Zf a(A)na(B)=0 ard C#O, then with a suitable 
choice of L, and L, the unique solution of (3.1) can be represented in the 
form (3.3), where X0 is the (unique) solution of (3.17) and all other notation 
is preserved. 
Proof. Indeed, the conditions (3.16) are obviously satisfied and, conse- 
quently, Theorem 4 can be applied. W 
Theorem 3 and Corollary 5 show that independence of the pairs (A, C) 
and (C, B) and uniqueness of the solution of (3.1) [i.e. a(A)n a(B) = 01 are 
in fact two extremal cases of the general conditions (3.16). 
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The rank of solution matrices X of (3.1) is a question of some interest (see 
[13] and [20]), and in th e case of a unique solution the representation (3.3) 
immediately gives: 
COROLLARY 6. Zfo(A)na(B)=IZI and IA= ind(C*, A*), I, = ind(C,B), 
then 
rankX<min(rr,rs) 
where 
rl = rankcol( CBI-r )F= 1,
r, = rankrow( Aj-rC)y_ r. 
In particular, the nonsingularity of the matrix X implies the controllability 
and the obseruability of the pairs (A, C) and (C, B), respectively. 
We conclude this section by showing that Theorem 1 from [20] can be 
deduced as a corollary of Theorem 4. 
COROLLARY 7. Let (3.1) have a unique solution, and l&a(X) and /3(h), 
with degrees p and v respectively, be coprime (scalar) manic polynomials such 
that 
a( A)C = 0, 
(3.22) 
Cj3(B)=O. 
Then the unique solution of (3.1) has the representation 
x= i i yijAi-‘CBi-’ 
j=l i=l 
= U*,AU*,..., L , (3.23) 
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where r = (yij)r:;, j= 1 is the unique solution of 
Proof. First note that Eqs. (3.22) can be rewritten as 
(3.24) 
a(A)U*=O, (3.25) 
vp(B)=O. (3.26) 
Using Lemma 3 from [20], we observe that (3.25) implies divisibility of 
a(X) by the minimal polynomial of A,, i.e. a(A,) = 0. Now define a matrix 
polynomial LAo(h) = a(A)Z, and observe that, since U,*(a,Z)+ A,U,*(a,Z)+ 
. . . = a(A)U* = 0, (A,, Ve*) is a restriction of a left standard pair of this 
polynomial. Analogously (V,, $) is a restriction of a (right) standard pair of 
the matrix polynomial L,o(h)= @h)Z,. Since a(h) and /3(h) are coprime, 
conditions of the type (3.4) are satisfied and we can apply the second 
assertion of Theorem 4. Note that in our case one can write 
c&“= C,@Z,, GA,, = Ca@ 1, ) 
and therefore the equation (3.17) can be written as 
1 0 ... 0 
... 
[c~c3zr]xo-xo[cp~zr] = 
0 0 0 
. . 
. . 
(j (j . . . 0 
It is obvious that the (unique) solution of this equation is given by X, = I@ I,, 
where r is the solution of (3.24). Now the formula (3.23) is just a consequence 
of (3.3). n 
I @Z,. 
4. TRANSFORMATION OF THE EQUATION AX + XA* = C 
The special case of Equation (3.1) when B = - A*, so that 
AX+XA*=C, (4.1) 
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and C* = C is of special interest. In this case the rank factorization of C can 
be symmetric: 
C = V*DV, (4.2) 
where rank C = rank V = r, V is r x n, D = diag[Z,, - Z,,] with rl + rs = T, and 
D = Z if and only if C is positive semidefinite. Theorems 3 and 4 can now be 
applied with U* replaced by V*D. We shall simply make a statement of the 
special case obtained from the final clause of the more general Theorem 4. 
First, we need the construction. Let A, be the restriction of A to the 
controllable subspace of (A, C) [i.e. of (A,V*D)]. Then there is a nonsingular 
K such that 
K*AK*-‘= A, Al 
[ 1 0 d’ 
KV*D = ‘,* , 
[ 1 0 
where (A,, Ua*) are independent. Let I be the index of (A,, Q*) and L,o(h) 
be a manic r X T matrix polynomial of degree 1 such that (A,, Uc* ) is a 
restriction of any left standard pair of LA,(X). 
THEOREM 8. Giuen an admissible pair (A, C) oforder rr with C* = C # 0, 
complete the above construction and assume that 
h E u(d) implies -x BE a(A). (4.3) 
lf also the supplementary spectrum of A, is chosen so that X E uS( A,) implies 
- x P a( LAO(h)), then the equations (4.1) and 
r D 0 ... 
c, x,+x(?* 0 0 ..* = 
Nl ” LA” : 1 * : (j 0 . . . 
0 
0 
:I 0 
(4.4) 
are equivalent, and X = QAXOQz, where QA = row[AjV*D]:$ 
Note that the hypothesis (4.3) is automatically satisfied if (A, C) is 
independent, i.e. controllable, and in this case A, = A. 
Proof. First, it is easily verified that the condition (4.3) corresponds to 
(3.16) in the case that B = - A*, and so, using the proof of Theorem 4, the 
problem is reduced to that in which the pair (A, C) is independent, i.e. 
controllable, and in this case we may take A, = A, UO* = V*D. 
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We now have the pair (A,V*D) as a restriction of any left standard pair 
of LA(X) = Ci=,XjL,, and there is a left standard pair of the form 
Then it is easily verified that (V, A*) is a restriction of any right standard pair 
for DLT\(X)D [and we define Lz(I;(x) = C;=,X,.LT], and hence that (V, - A*) 
is a restriction of any right standard pair for the polynomial 
; (-l)‘-jhjLT D. 
I 
(4.5) 
j=O 
Thus, by Theorem 3, AX + XA* = C corresponds to the equation 
&,,Xo - A& = diag[ Z 0 .f. 01. (4.6) 
Define b = diag[ D, D ,..., 01 and ?=diag[Z, -Z ,..., (-l)‘-‘I] and it is 
easily verified that C, = - DPCLxPD; consequently, 
6I.,,X, + lf,DPC,:IPb = diag[ 1 0 . -. 01. 
Then observe that CL: = C?z,,, and introduce a new unknown matrix X, = 
X0&’ to obtain (4.4). 
The relationship between X and X, of Equation (4.6) is, noting (4.5) 
Since X0 = X, Pb, the conclusion X = QAX& is obtained. n 
It is interesting that for Equation (4.4) the controllability condition is 
automatically satisfied. Thus, when D > 0 the inertia theorem of Wimmer 
becomes applicable (see [21]). 
We illustrate the technique with an example. 
EXAMPLE. Consider the equation (4.1) where 
A=[; B ii], C=[i ; i 
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and write 
so that C = V*V. Note that a( A) = { - 1, 1,2} and that the pair 
is independent so that the hypothesis (4.3) need not concern us, and we take 
A, = A in the theorem. Extend (A,V*) to the pair 
where (r E W, (Y 4 { l,O, - 1, - 2). This is found to be a left standard pair for 
LAG4 = 1 As-((cu+1)X+a 0 0 P-h-2 1 
and a(L,(X))= { -1,1,2,a}, a,(A)= {a}. 
The equivalent equation (4.4) is therefore 
and its solutions are related to those of AX + XA* = C by X = &X&J;, 
where 
In fact this can be verified directly, given that the general solutions are (in 
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terms of parameters a, b and Y, Z, respectively) 
-b 1 -1 
(u2+3a+1 
2a(a+l) 
2ay -& - ‘YY 
2o.Z ! 1 - 
4 2.Z -1 
1 -- 
2a - 2Y 
1 
24x+1) y 
- CL2 1 1 i .z 1 
5. FURTHER BACKGROUND INFORMATION 
The linear equations AX - XB = C and X - AXB = C are now to be 
examined in the case of block-companion coefficient matrices A and B. It will 
be shown how they can be transformed to matrix-vector equations with 
coefficient matrices of block-Hankel or Bezout type. Some more preparations 
are necessary before the main result can be stated. 
Let A( X ), B( X ) be r X r manic matrix polynomials of degrees s and t 
respectively, and assume, without loss of generality, that t > s. Consider the 
associated equation 
0 . . . 0 0 
* . 
c*x-xc,= : 
. . 
I. 1 0 (5.1) . . . 6 6’ 0 . . 0 R 
where C,, 6s are the first and second companion matrices for A( X ) and B( h ), 
respectively. Note that the blocks on the right are r X r and the whole matrix 
(as well as X ) has size ST X tr. The dual equation is 
0 1. : . . 0 0 . . x-c*xe,= . . 
0 0 i* I (5.2) . . . 
0 . . . 0 R 
We shall return to equations of the form (3.2) in Theorem 13. 
It is well known that solutions of (5.1) and (5.2) are necessarily of 
block-Hankel and block-Toeplitz form, respectively. For clarity, we establish 
some preliminary lemmas related to these remarks. 
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Let 
E,=diag[Z,Z ,..., Z,O], 
where there are m diagonal blocks of size r x r, and let K, be the block 
matrix with m X m blocks, each of size r x r, with blocks Z on the superdiag- 
onal and zero blocks elsewhere. A little manipulation serves to establish the 
first result. 
LEMMA 9. Let M be an mr X nr matrix with m (block) rows and n 
(block) columns. Then: 
(a) M is a block-Hankel matrix if and only if 
&ME, = E,MK,T. 
(b) M is a block-Toeplitx matrix if and only if 
E, ME,, = K, MKT. 
Then to describe the form of solutions of (5.1) and (5.2) we have: 
LEMMA 10. Let C,, (?, be defined as above, and let M be any sr x tr 
matrix for which E,ME, = 0. Then 
(a) any solution X of C,X - XcB = M is a block-Hankel matrix. 
(b) any solution X of X - C,XC, = M is a block-Toeplitz matrix. 
Z’rooj-. (a): Write C, = K, + A,, dB = KT + $, and note that E,K, = 
KnP ESA, = 0, B, E r = 0. Multiply the relation C,X - XC, = M on the left 
and right by E,, E, respectively to obtain K,XE, - E,XKT = 0, and use part 
(a) of Lemma 9. 
(b): This is obtained on decomposing C,, Cr, as in part (a) and multiplying 
the relation X - C,XC, = M on left and right by E,, E,, respectively. n 
We remark that the block-Hankel structure of X in part (a), for example, is 
no longer valid in the case of the equation C,X + XC, = M. 
Before going on to the main results concerning the solutions of (5.1) and 
(5.2), we introduce the concept of bezoutian matrices. The appropriate form 
of the bezoutian for this analysis is defined as follows for matrix polynomial 
A( A), B(h) as above. With the above convention that deg B(h) = t 2 s = 
degA(h) it will be convenient to writeA(A)=Ci,,AjAj with As+l= a.. = 
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A, = 0 when s < t. Define matrices Ii j of size r2 r2 the 
t-1 
C rijhi$ = & [B(+A(P)- %-+%~)I. (5.3) 
i,j=O 
Then the bezoutian matrix Bez( B, A) defined by A(h) and B(h) is the matrix 
[Ii .]&‘=a. Th 
d’d ’ t 
is b ezoutian is considered in [2], [14], and [15], and in a slightly 
i eren context in [8]. It is, in fact, a special case of a more general 
definition introduced in [l], [3] and studied in [17] in connection with the 
general question of least common multiples for matrix polynomials (see [6]). 
To see why the bezoutian should play a role in this analysis, consider the 
well-known fact that the solution of AX - XB = C is equivalent to that of a 
matrix vector equation 9Yx = c with the nivellateur 
33 = Z,@A - BT@Z,, 
and r and c are the stacked vectors of X and C respectively. (Recall that, 
given an m X k matrix M=[M, M, ... Mk], the vector [M: M,T .*. 
M,TIT (where T denotes the transpose) is said to be the vector obtained by 
stacking the columns of M, or merely the stacked vector of (columns of) M.) 
Now choose, in (5.3), A(h) = XI - A and B(X) = AZ - BT, and it is easily 
verified that the matrix Bez( B, A) is just the nivellateur S? introduced above. 
This simple remark and the known properties of the bezoutian readily imply 
some interesting properties (see, for example, [16]) of the map X -+ AX - XB. 
More generally, the kernel of the bezoutian of general matrix polynomials 
A(h) and B(X) is known to characterize their common spectra1 data (see [2] 
and [17]), and when the linear equation AX - XB = C has the form (5.1) it is 
the common spectral data of the underlying polynomials A(h) and B(h) 
which determine general solutions of the equation. Thus, one may expect the 
bezoutian of A(X) and B(h) to play a role in reformulations of the equation. 
In fact, the recasting of Equation (5.1) in our main result relies heavily on 
known properties of the bezoutian and its symmetries. We describe the two 
major results of this kind here. 
Let S, be the sr x sr matrix of block-Hankel form: 
FACTORED FORMS FOR SOLUTIONS 39 
which we refer to as the symmetrizer for A(A), since S,C, also has block 
symmetry about the main diagonal. The symmetrizer S, for C, is defined 
similarly. 
The roles of A(X) and B(A) in the structure of Bez( A, B) is demonstrated 
more clearly in the representation obtained in [2]. For future convenience, we 
express the result in terms of the pair Br(h) and A(X): 
Bez(BT,A)=(S,r@ZIy) i Cjr@Aj= i (SsTCir)@Aj. (5.4) 
j-0 j=O 
Define the block-Hankel matrix H = [Hi + j_ 1] f, j= 1 using the first coeffi- 
cients of the expansion 
Br(X) -‘@A(A) = f h-jH,, (5.5) 
j=O 
valid for all sufficiently large ]h] [recall that degB(X)= t > s = deg A(h)]. 
Then let S = S,r @ I,, and it can be proved that 
Bez( Br(X), A(h)) = SHS. (5.6) 
6. EQUATIONS IN COMPANION MATRICES 
With the notation and results of the preceding section the main theorem 
of this part of the paper can now be stated and readily proved. The solution 
of (5.1) with the assumption t > s is to be transformed to a matrix-vector 
equation Sx = y in which S is a bezoutian matrix or is of block-Hankel form. 
THEOREM 11. Any solution of (5.1) is a block-Hankel matrix of the fm 
X = col( X,CL- ‘)f= i. Zf x denotes the vector obtained by stacking the columns 
of x,, th3-n 
Bx=[p 0 ..* 01’ (t - 1 zero blocks), (6.1) 
where B = Bez(BT, A) and p denotes the stacked vector of columns of - R. 
Proof. The block-Ha&e1 form of X is established in Lemma 10. Taking 
advantage of this, the next idea is to focus on the first block row of X and 
show that the remaining s - 1 block rows are generated by a simple recursion. 
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Thus, write X = coIIXj]S,r, and it is easily verified directly from (5.1) 
that for j=l,2,...,s 
xi = x&‘, (6.2) 
i.e. X = col[X,~~T’]~~=,, and (since A, = Z,) 
A,,Xr+A,X,&+ .a. +X,c;= - [0 0 .a. 0 R]. (6.3) 
Using Kronecker products, the equation (6.3) has the equivalent formulation 
\j=O -1 
where x and pr are the vectors obtained by 
_[O . . . 0 R] respectively. Multiply the 
S = S,r@Z,., and using (5.4) it is found that 
stacking the columns of X, and 
last equation from the left by 
Bez(Br, A)x=Sp,, (6.4) 
and (6.1) follows. I 
THEOREM 12. 
(a) Zf t > s, then any solution X of (5.1) is a block-Hankel matrix of the 
fom 
X=c01[a,c~-‘]~=&1, (6.5) 
where the stacked vector f of the m&ix w, is found j?um the equation 
H?= [O,...,O,pTIT (t - 1 zero blocks), (6.6) 
p is the stacked vector of - R, and H = [Hi+ j_l]f, j_1 is a block-Hankel 
matrix generated by the Laurent expansion of the rational matrix function 
W(X)= BT(h)-l~A(X)for sujj?cientZy large JAI, 
W(A)= f h-“Hi. 
i=O 
(6.7) 
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(b) Zf s > t, then any solution X of (5.1) is a block-Hankel matrix of the 
fm 
x=s,-lrow[e~-lw~];~l, (6.8) 
where the stacked vector f of 8, is found from the equation 
H%=[O .-. 0 p’]’ (s - 1 zero blocks), (6.9) 
p is the stacked vector of RT, and H = [Hi + j_ 1] r, j_ 1 is a block-Hankel matrix 
generated by the Laurent expansion (6.7) for the rational matrix function 
W(X)= A-‘(h)eBT(X). 
Proof Use the representation (5.6) to get from (6.4) the equivalent 
equation 
HSx=p,=[O ... 0 pT]r, 
where H is defined using (5.5). Setting li: = Sx, we have an equation of the 
form (6.6). It is easily verified that f is the stacked vector of columns of the 
matrix X1 = X,S,. Since C, = S~~Cn!3n, it follows that X,C{ = X,CjS,, j = 
0,1,2 ,...) and, in view of (6.2), (6.1) is obtained, and for the case t > s the 
proof is complete. 
The assumption t 2 s is required by our use of the representation (5.6) 
and hence of the expansion (5.5). Applying the already proved result to the 
transpose of Equation (5.1), the second statement of the theorem in the case 
t < s is easily derived. n 
The solution of equations of the form 
I- R 0 ... Ol 
0 0 *.. 0 
(2*x0 - x,c, = . . . , I 4 . . ;, ;, . . . ;, (6.10) 
which include those of the first topic of this paper, can also be transformed 
into simple matrix-vector problems. Consider the relation X, = S,XS,. Recall- 
ing that C, = S, ‘CBSB and C, = Si ‘C’S,, it is easily verified that X, satisfies 
(6.10) if and only if X is a solution of (5.1). Using this fact we obtain from the 
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last two theorems: 
THEOREM 13. 
(a) Zf t > s, then any solution X, of (6.10) is given by 
x, = SACOl[ Xrc;-‘];_r’ (6.11) 
and %I i.s defined by (6.6). 
(b) Ifs > t, then any so2ution of (6.10) is given by 
(6.12) 
where %, is defined by (6.9). 
Finally, consider equations in companion matrices with the symmetry of 
Equation (4.4). Thus, for a second companion matrix Ca associated with 
manic matrix polynomial A(X) = Ci,*hjA j we examine 
C,,X+XC~=diag[R,O ,..., 01. (6.13) 
Taking advantage of the device used in Equations (4.5), (4.6), let 
B(h)=(-l)‘A*(-X)=(-l)+ (-#AT, 
j=O 
and observe that CT = - P&Z’, where P = diag[Z, - I,. . . , ( - l)‘- ‘I]. Thus, 
(6.13) is equivalent o 
&*X0-X&=diag[R,O ,..., 0], 
where X, = XP. This equation is of the form (6.10) so that Theorem 13 can 
be applied. Observing that S, = ( - l)‘- ‘PS,*P, part (b) of Theorem 13 gives: 
THEOREM 14. Let CA be the second companion matrix of an n X. n manic 
matrix polynomial A(A) = Ci,,XjA,, and R be any n x n hermitian matrix. 
Then any solution of equation (6.13) is given by 
x=(-l)‘-’ row[C~-‘X~]:=rPSA*, (6.14) 
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where P = diag[ I, - I,. . . , ( - l)‘-‘I] and 8, is given by (6.9), with 
f h-jZZj=A-‘(h)8(-1)‘K(-A) 
j=O 
(Note that x is the matrix whose elements are the conjugates of those of 
A.) It should also be mentioned that results similar to those of Theorems 13 
and 14, but expressed in terms of bezoutian matrices, can be easily estab- 
lished. 
7. SYMMETRIC FORM OF THE SOLUTIONS 
Substituting (6.11) or (6.12) in (3.3) and assuming that the conditions of 
Theorem 3 are satisfied, the solution of the equation AX - XB = C can be 
reduced to solving an appropriate equation of the form Hx = y with a 
block-Hankel matrix H. Using this idea, we present in this section the 
symmetric representation of the solution of AX - XB = C. This form of the 
solution is easily derived by combining Theorems 3 and 12, Corollary 5, and 
the formula X, = S,XS,, which provides a linkage between the solutions X 
and X0 of the equations (5.1) and (6.10), respectively. 
THEOREM 15. Let the equation AX - XB = C have a unique solution, or 
let the pairs (A, C) and (C, B) be controllable and observable, respectively. 
Zf the polynomials L_,,(h), L,(A) of degrees s and t, respectively, are dej?ned 
as in Theorem 3, and if X denotes a solution of (3.1), then 
X = row(Ai-lU*)~_lSL,XSL,col(VBi-l)~=l, (7.1) 
where U*V = C and the block-Hankel matrix 2 is determined by Theorem 12 
with R = I,. 
Consider the Lyapunov equation (4.1). Preserving the notation of Section 
4 and putting B = - A*, we choose Ls(h) = M(h) and hence 
SL, = ( - l)‘_ lllPs;APfi. 
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Furthermore, U* = V*D, 
Pkol(VB’-‘)f=, = (row(A’~‘V*D)~,,)*, 
and then by Theorem 15 
x = ( - l)‘-‘@i)pQ*, 
where 
and X is a solution of (4.6). Recalling that C, in (4.6) is the matrix 
- oP6zAPb, the following consequence of Theorem 15 is derived. 
THEOREM 16. Zf the equation AX + XA* = C has a unique solution, or if 
the pair (A, C) i.s controllable, then with a suitable choice of L,(A) any 
solution X is given by 
x = ( - l)‘-‘QrlQ* (7.2) 
where x is a solution of the equation 
0 
0 
0 
. . . 
. . . 
. . . 
0 
0 
*I 
. . 
0 
8. THE EQUATION X - AXB = C 
Results analogous to those in Sections 3, 4, 6, and 7 apply to equations of 
the form 
X-AXB=C (8.1) 
and, in particular, the equation (5.2). Since there are only technical dif- 
ferences in proofs, we restrict ourselves to an explicit presentation of ana- 
logues of Theorems 3, 12, and 16. 
Recall that Equation (8.1) is solvable for any right-hand side C if and only 
if 14 a(A)oa(B), where 
u(A)-@?)= {u=~ll.Ih~~(A),~~~a(~)). 
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This explains the conditions on the spectra in the next theorem which replace 
the conditions (3.4) in Theorem 3. 
THEOREM 17. Let the notation of Theorem 3 be preserved, and let the 
pairs (A, C) and (C, B) be independent. Consider the equation 
X, - C,,X&, = diag[ I,, 0,. . . ,O] . (8.2) 
(a) Zf(8.2) has a solution X,, then (8.1) has a soZution in the fm (3.3). 
(b) Zf the supplementay spectra are chosen so that 
14 u,(B)-+), 14 &+-J(B), 14 u,(A) 0 u,(B), 
theta Equations (8.1) and (8.2) are equivalent and all solutions are related by 
(3.3). 
Results similar to those of Section 6 can also be formulated for the 
solutions of (5.2) or of (8.2). We present one result of this kind. 
THEOREM 18. Zf t a s, then any solution X of (5.2) is a block-Toeplitz 
matrix of the fm 
where the stacked vector f of the mat&x w, is found f;om the equation 
HZ=[O *.- 0 pTIT, 
(8.3) 
(84 
p is the stacked vector of R, H = [Hi+ j_1]:, j-1 is a block-Hankel matrix 
generated by the Laurent expansion of the rational matrix function W(h) - 
BT(h)-‘@A,(h), and A,(A)= PA(A-‘). 
Note that the solutions X of (5.2) and X, of (8.2) are related by 
Xcl - %*XSL+ 
Putting B = A* in (5.2) it is found that any solution X of the equation 
X - C,XC,* = diag[O,O,. . . ,O, I] (8.5) 
(which plays an important role in the theory of autoregressive processes) is of 
the form 
where X, is evaluated on solving (8.4). 
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Note that solving Equation (5.2) is in a certain sense equivalent to the 
inverse problem for Toeplitz matrices, which consists, briefly, in constructing 
a block-Toeplitz matrix via its (and its transposed) images on a relatively small 
number of vectors. More precisely, the following connection holds. 
PROPOSITION 19. 
that 
Let _% = [Xi_ j]r:i=, be a block-Toeplitz matrix such 
[A” A, ... A,_, Z]X=[O ... 0 Z-t] 03.6) 
and 
*cl 0 
*I 0 
‘q: =:, 
B’ t-1 II 0 _ z _ R (8.7) 
Then the truncated matrix X = [Xi_ j]&$ r is a solution of(5.2). 
Conversely, if X = [Xi_ j]~,j~~-’ is a solution of (5.2), then the matrix 
ff = [Xi_j]f;f=o with 
X_,= -X_,+lB,_l-... -X_,B,-X0*,,, 
X, = - A,_,X,_, -. . . - A,X, - A,X, 
satisfies equations (8.6)-(8.7). 
Note that the inverse problem for Toeplitz matrices appears in some cases 
in system theory as the inverse problem of an autoregressive process. In fact, 
Proposition 19 in the special case 
s=t, %=ff*, R=R*>O, B(X)=A*(h) (8.8) 
is pointed out in [ll], where it is applied to finding the ladder canonical 
realization of the autoregressive model given by I, A,_ r,. . . ,A,. Different 
algorithms for computing the unique solution in the case (8.8) are also 
presented in [ll]. We note that Theorem 15 shows the possibility of using the 
generalized Levinson-Szego algorithm for solving problems of this kind. 
Now note that in the scalar case, when the size of blocks r = 1 (and s = t), 
the inverse problem for Toeplitz matrices defined by (8.6)-(8.7) is actually 
solved in [lo] (see also [5, Chapter 3, Section 6]), where an explicit formula 
for X (and X) is given via the parameters Ai and Bi. Using these results and 
Proposition 19, we obtain the following explicit formula for the solution of 
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(5.2). In this statement B,(X) is the scalar polynomial whose zeros are the 
reciprocals of those of B(h). Thus, if B(A)= Ci,,Xjb,, then B,(h)= 
+Ajb,_ j. 
PROPOSITION 20. Equation (5.2) (with r = 1 and s = t ) is solvable if and 
only if the (scalar) polynomials A(A) and B,(X) have no common ZQI-OS. In 
this case the solution _% of (5.2) is invertible and is given by 
X 
1 B,_, . 
X 
4, A, . 
. . 
A s-1 
4 %_ 
1 1 
Bl 
B s-1 
1 
- A s-1 
A, 
A” 
-1 
> R2. (8.9) 
Note that the matrix in brackets can be inverted by fast algorithms, since its 
displacement rank is equal to two (see e.g. [4]). 
We sketch the proof of Proposition 20. If X is a solution of (5.2) then, by 
Proposition 19, we obtain a Toeplitz matrix X satisfying (8.6) and (8.7). Then 
use Theorem 111.6.2 of [5] to deduce that X is invertible and is given by (8.9). 
But it is known (see [17]) that (8.9) is the bezoutian matrix associated with 
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A(h) and B,(h), and its invertibility implies that A(A) and B,(A) have no 
common zeros. Use the same ideas to prove the converse statement. 
Using Theorem 17 and the relations C, = S, ‘CsSa, C4 = Si ‘C+S,, one 
can deduce from Proposition 20 the following result concerning Equation 
(8.1) in case n = m, ise. when C is a square matrix. 
COROLLARY 21. Let the pairs (A, C) and (C, B) be independent and 
rank C = 1. Then Equation (8.1) is solvabk if and only if 1 G a( A) 0 u(B). In 
this case the (unique) solution X of (8.1) is invertible and is found as 
X = row( AiU*)rii S,kS,col( VB’)::;, 
where C = U*V is the rank factorization of C, 2 is defined by 
(scalar) coefficients A j and Bj in (8.9) are found as follows: 
(fig), and the 
I J Ai = [row(A’U*):_;(] -lA”U* A’ n-l 
[B. B, .-- B,_,] =VB”[col(VB’);:;] ? 
The general case of r > 1 and s # t is much more complicated and will be 
discussed in future publications. In conclusion, notice that results similar to 
Propositions 19 and 20 and Corollary 21 hold true for Equation (5.1) and the 
corresponding inverse problem for block-Hankel matrices. Note also that the 
problem of invertibihty of solutions of (1,l) has been investigated in [ 131. It is 
shown there, in particular, that when rank C = 1 and the pairs (A, C) and 
(C, B) are independent, the solutions of a consistent equation are invertible. A 
result parallel to CoroUary 21 @or a Lyapunov-type equation) shows that, in 
this case, (1.1) is consistent if and only if u( A)n a(B) = 0. 
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