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Abstract— The performance of the multistage linear groupwise
successive interference canceller (GSIC) in long-code direct
sequence-code division multiple access (DS-CDMA) systems is
analyzed in this research. We adopt a graphical approach to
calculate the conditional mean and variance of the output signal
of the receiver at an arbitrary stage. The computation of such
statistics involves the evaluation of high order moments of
large size matrices and, therefore, has a very high complexity,
which increases exponentially with the number of stages of the
receiver. The solution of this problem via graph theory allows
very accurate evaluation of the conditional mean and variance.
Simulation results show that the proposed method is able to
estimate the bit error probability (BEP) with high accuracy.
I. INTRODUCTION
Among various classes of DS-CDMA receivers developed in
recent years [1], progressive interference cancellation receivers
have received much attention due to their relatively low imple-
mentation complexity and to their effectiveness in suppressing
multiple access interference (MAI). Two basic implementation
schemes are possible: parallel and successive, leading to two
basic types of multistage receivers: the parallel interference
canceller (PIC) [2] and the successive interference canceller
(SIC) [3]. It is also possible to combine these two schemes to
design a hybrid cancellation scheme, which is known as the
groupwise successive interference canceller (GSIC) [4]. The
GSIC partitions users into different groups. The interference
is cancelled according to the PIC scheme within a group (i.e.
a predefined set of users) and according to the SIC scheme
among different groups.
This work presents a method to study the performance of
the GSIC receiver through the evaluation of the conditional
mean and variance of its output signal at an arbitrary stage.
From these statistics, we can get estimates of the bit error
probability (BEP). There are several papers in the literature on
the performance evaluation of the GSIC receiver in short code
DS-CDMA systems, e.g. [4], [5]. However, the approximations
used in the previous works lead to discrepancies between
analytical and simulation results. In this research, we consider
long-code DS-CDMA systems. The paper presents a gener-
alization of the methodology presented in [6] and [7], which
studied the performance of PIC and SIC receivers, respectively.
Since PIC and SIC structures can be viewed as particular cases
of the GSIC receiver, results presented in this work contain
results in [6] and [7] as special cases.
To overcome the obstacle of the very high complexity
involved in the moment calculation for an arbitrary stage of
the receiver, we point out the link between the calculation of
moments and several well known problems in graph theory. As
a consequence, some results from graph theory can be applied
to the solution of the moment computation problem.
The rest of this paper is organized as follows. In Section
II, we examine the system model for long code DS-CDMA
and derive the one-shot matrix formula for the input-output
relationship of the filter. In Section III, expressions for the con-
ditional mean and variance of the receiver output are obtained.
Section IV introduces a graphical representation of moments
derived in Section III. Section V presents an approach to the
calculation of conditional moments. Experimental results are
provided in Section VI. Finally, concluding remarks are given
in Section VII.
II. SYSTEM MODEL
In this section, we describe the uplink model of the long
code DS-CDMA communication system and present the input-
output equations for the GSIC. In particular, we derive a ”one-
shot” formula to relate the input of the receiver to its output
at an arbitrary stage.
Let us consider a synchronous DS-CDMA system with
K users. For the ith user of the system, a data bit, bi ∈
{+1,−1}, with bit duration equal to T , is spread by a binary
random signature waveform ai(t) having chip duration Tc
and spreading ratio N = T/Tc. A high frequency carrier is
modulated by the spreading signal and then transmitted over a
wireless channel. The received signal, r(t), at the base station
can be expressed as
r(t) =
K∑
i=1
√
2Pibiai(t) cos(ωct+ θi) + n(t),
where Pi and θi are, respectively, the received power and
the carrier phase of user i, and n(t) is the additive white
Gaussian noise (AWGN) with the single-sided power spectral
density equal to N0. If coherent detection is used, the output
of the matched filter bank (which is the conventional receiver
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in CDMA systems) is given by
y = RWb+ n, (1)
where involved vectors and matrices are defined below. The
output y := [Y1 Y2 · · ·YK ]T , where Yk is the kth user’s
matched filter output, Ri,j := cos θi,jρi,j , θi,k := θi −
θk, ρi,k is the normalized cross-correlation between ai(t)
and ak(t), W := diag
{√
P1/2T,
√
P2/2T, · · · ,
√
PK/2T
}
,
b := [b1 b2 · · · bK ]T and n := [ξ1 ξ2 · · · ξK ]T with ξk
denotes a scalar term due to the contribution of n(t). The
variance of ξk is N0T/4.
The key mechanism of multistage receivers lies in the
subtraction of estimated MAI from the received signal of the
desired user. Let Pˆ (m)i and bˆ
(m)
i denote the estimated received
power and the data bit of user i at the mth stage, respectively.
The GSIC scheme uses Z(m)i,gic as the estimate of
√
Pi/2Tbi
instead of estimating the received power and the data bit
separately. More specifically, it is defined as
Z
(m)
i :=
√
Pˆ
(m)
i
2
T bˆ
(m)
i .
We consider a GSIC receiver having K users partitioned in
NG groups, each one having kj users, j = 1, 2, . . . , NG. Let
z(m) be the vector of the output signals of the GSIC receiver
at stage m. We can write the general GSIC equations as:
z(1) = y − Lz(1), (2)
z(m) = y + (I+ L−R)z(m−1) − Lz(m), (3)
where R is the correlation matrix of the signature sequences.
R can be seen as a block matrix whose generic element Ri,j
contains correlations between all users in group i and those in
group j. The matrix L is the strict lower triangular block part
of R.
The following ”one shot” formula z(m) = Fmy can be
derived from (2) and (3):
Fm =
m−1∑
i=0
[I− (I+ L)−1R]i(I+ L)−1
= {I− [I− (I+ L)−1R]m}R−1
= (I−Mm)R−1, (4)
III. CALCULATION OF CONDITIONAL MEAN AND
VARIANCE
By assuming that bk has an equal probability in values 1
and −1 and that Z(m)k is a Gaussian random variable, the
BEP for user k at the mth stage can be estimated from the
values of conditional mean and variance using the well known
approximation:
BEP
(m)
k = Q

 E[Z(m)k |bk = 1]√
V ar[Z(m)k |bk = 1]

 , (5)
where Q(x) :=
∫∞
x
e−y
2/2/
√
2πdy. Thus, we would like to
derive expressions for the conditional mean and variance of
the decision signal of user k at stage m of the receiver in this
section.
From (1) and (4), we can write the conditional mean of the
output at stage m of the GSIC receiver as
E[z(m)|bk] = E[Fmy|bk]
= E[Wb|bk]− E[MmWb|bk]. (6)
It follows that, for the kth user at the stage m, we have
E[Z(m)k |bk] =
√
Pk/2Tbk[1−X(m, k)], (7)
where X(m, k) := E[(Mm)k,k] and Ai,j is the (i, j) element
of matrix A.
Similarly, we can obtain the conditional variance for the
output statistics of user k, i.e. V ar[Z(m)k |bk], from the diagonal
of the conditional covariance matrix of z(m). It is given by
Kz(m)|bk = E[z
(m)z(m)
T |bk]− E[z(m)|bk]E[z(m)|bk]T , (8)
i.e. V ar[Z(m)k |bk] = (Kz(m)|bk)k,k. From (7), the kth diag-
onal element of the second term in (8) is (
√
Pk/2T )2[1 −
X(m, k)]2, while the first term can be expanded as
E[FmyyTFTm|bk] (9)
= E[FmRW2RFTm] + E[Fmnn
TFTm].
The kth diagonal element of the first term in (9) can be
evaluated as
E[(FmRW2RFTm)k,k] = E[((I−Mm)W2(I−Nm))k,k] (10)
=
(√
Pk/2T
)2
− 2
(√
Pk/2T
)2
X(m, k) + Y (m, k),
where N := MT and Y (m, k) := E[(MmW2Nm)k,k].
The kth diagonal element of the covariance matrix of the
noise contribution, i.e. the second term in the right-hand-side
of (8), can be expanded as
E[(FmnnTFTm)k,k] =
N0T
4
E[(FmRFTm)k,k]
=
N0T
4
m−1∑
i=0
{E[(Mi(I+ L)−1)k,k]
−E[(Mi(I+ L)−1Nm)k,k]}
=
N0T
4
m−1∑
i=0
[V (i, 0, k)− V (i,m, k)], (11)
where V (i,m, k) := E[(Mi(I + L)−1Nm)k,k]. Therefore,
from (8)-(11), we get the conditional variance of the decision
statistic of user k at stage m as
V ar[Z(m)k |bk] = Y (m, k)− (
√
Pk/2T )2X(m, k)2 (12)
+N0T/4
m−1∑
i=0
[V (i, 0, k)− V (i,m, k)].
To exemplify the computation of these moments, we show
how X(m, k) can be expanded in matrix multiplications:
X(m, k) =
K∑
t1=1
K∑
t2=1
· · ·
K∑
tm−1=1
E[Mk,t1Mt1,t2
· · ·Mtm−2,tm−1Mtm−1,k]. (13)
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Since L is a block strictly lower triangular matrix, the term
(I + L)−1 can be expanded in a finite power series as (I +
L)−1 =
∑NG−1
i=0 (−L)i.
Therefore, an expression for M can be written as
Mr,s = [I− (I+ L)−1R]r,s =
[
I−
NG−1∑
i=0
(−L)iR
]
r,s
(14)
= δr,s −
NG−1∑
i=0
(−1)i
K∑
j1=1
K∑
j2=1
· · ·
K∑
jm−1=1
Lr,j1Lj1,j2
Lji−1,jiRji,s = δr,s −
NG−1∑
i=0
(−1)i
K∑
j1=1
g(j1)<g(r)
K∑
j2=1
g(j2)<g(j1)
· · ·
K∑
ji=1
g(ji)<g(ji−1)
(ρr,j1 · · · ρji,s) (cos θr,j1 · · · cos θji,s) ,
where δr,s is the Kronecker delta function with its value equal
to 1 if r = s and 0, otherwise. We define function g(.) to map
a user index to the corresponding group index. In general, g(.)
is a stair function.
By plugging (14) into (13), we see that the computation
of X(m, k) requires the grouping of indices ti’s and ji’s
according to the constraints on the groups they belong to and
the calculation of the expectations on the cosine and cross-
correlation terms for each group. It is expected to have a lot of
redundancies in the calculation. Many expectations associated
with different sets of indices may have the same values. The
complexity of the computation grows very rapidly with the
stage index m, the number of groups NG and the number of
users K.
IV. A GRAPHICAL REPRESENTATION OF THE GSIC
MOMENTS
In this section, we present a graphical approach to the
calculation of the conditional mean and variance at stage m
of the GSIC receiver for user k. We first provide some basic
definitions about graphs. An undirected graph G is a pair of
sets denoted by (V,E), where V is the finite vertex set of G,
and its elements are called vertices. E is the edge set of G, and
its elements are called edges. An edge with two end-vertices
u and v is denoted by (u, v). A directed graph (or digraph)
G = (V,A) consists of a finite set V of vertices and a set A
of ordered pairs of vertices called arcs. An arc from u to v,
where u, v ∈ V , is denoted by (u, v). If each arc of a digraph
is replaced by an edge, the resulting structure is called the
underlying graph of the digraph.
Typically, definitions apply in the same way to undirected
graphs as well as to digraphs [8]. A path of G from a vertex v0
to vk is a sequence 〈v0, v1, · · · , vk〉 such that (vi−1, vi) ∈ E
for i = 1, · · · , k if G is an undirected graph, or (vi−1, vi) ∈ A
if G is a digraph. A path 〈v0, v1, · · · , vk〉 in G forms a cycle
for G an undirected graph, or a directed cycle for G a digraph,
if v0 = vk and the path contains at least one edge or arc. A
mixed graph is a graph containing both arcs and edges.
As we said, the complexity required to compute conditional
mean and variance is very high. There are many expectation
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Fig. 1. Directed graphs used to represent (a) X(m, k), (b) Y (m, k) and (c)
V (i,m, k).
terms in the summations due to the very large number of
possible combinations of index values. In order to perform
efficiently the calculation, it is necessary to collect together
all the terms leading to the same value and then to compute
the expectations. In our approach, the equations for X(m, k),
Y (m, k) and V (i,m, k) are represented and evaluated in a
graphical domain. The basic idea is to associate the indices
of the summations in (13) and in the similar formulae to the
vertices of graphs. An index of a summation can take a set of
integer values. Similarly, the corresponding vertex in a graph
can be associated to the same set of integers. Then, a term
in position (i, j) of a matrix can be represented through an
edge (or a vertex). The indices of the elements in (13) are
associated to a product of matrices and therefore lead to a close
sequence of edges (i.e. a cycle), since the product Mi,jMk,l is
defined only if j = k. Therefore, a product of terms inside the
expectation, e.g. in equation (14), can be represented trough a
cycle. It will be shown that in the graphical domain, we can
exploit very powerful tools to reduce the redundancy in the
calculation.
We represent X(m, k), Y (m, k) and V (i,m, k) by means
of directed graphs as shown in Fig. 1. The vertices, except
for the first one, represent the summation variables in the
expressions for X(m, k), Y (m, k) and V (i,m, k) and take
integer values from 1 to K. On the other hand, the first vertex
always takes integer k, i.e. the index of the desired user. We
define a function ψ that maps an index set {ji} to an integer
set {ni}. Thus, ψ maps a given vertex to a set of integers.
For example, ψ(1) = k. We call colors the integers that
can be associated to a vertex. An arc (ti, tj) represents the
element in location (ti, tj) of the corresponding matrix. For
instance, the arc (t2m−2, t2m−1) in Fig. 1(b) is associated to
the element (ψ(t2m−2), ψ(t2m−1)) of matrix N. We define
these graphs macro representations. By comparing with [7],
we can observe that the macro representations for the SIC
and GSIC receivers are the same. This is motivated by the
analogies between the GSIC and SIC schemes. However, the
representations presented below for the elements in matrices
are different.
The representations for arc (r, s) are shown in Fig. 2. In
these representations, we use three different elements to reflect
different constraints on the indices given by equations such as
(14). Each element of the identity matrix I is represented by
a dashed edge. We use arcs when there are constraints on the
colors that can be associated to vertices. As such, an arc (u, v)
implies that g(ψ(u)) > g(ψ(v)). Therefore, arcs are associated
to the elements of the block lower triangular matrix L. On the
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Fig. 2. The detailed representation of arc(r, s) in the macro representation,
where (r, s) denotes an element in (a) M, (b) N or (c) (I + L)−1.
other hand, there are no constraints on the values that can
be taken by the indices of the elements in R and they are
represented by edges. For example, any element of product
LR is represented by a path formed by an arc and an edge.
Therefore the summations such as (14) are represented through
a set of paths. The chain of strict inequalities in equation (14):
g(r) > g(j1) > g(j2) > · · · > g(ji−1) > g(ji) (15)
imposes a limitation on the maximum number of vertices that
a path can have and also on the total number of paths, since
the elements having indices r, j1, j2,...,ji must be associated
to different groups. For instance, for the matrix M, we have
that the maximum number of vertices per path and the total
number of paths from r to s are both equal to NG+1. This is
because the function g(.) maps the user indices to the group
indices and the total number of groups is NG. Similarly, there
are limitations also for N and (I+ L)−1.
We obtain the complete representation of the formula by
plugging the detailed representations into the macro repre-
sentations. A sub-graph is a combination of a macro rep-
resentation with each arc replaced by a specific detailed
representation. A sub-graph is associated to a product of
matrices, while the complete representation corresponds to
the summation of all products of matrices involved in the
computation. For example, there are (NG + 1)m sub-graphs
associated to the representation of X(m, k). In Fig. 3, we
show the macro and complete representations and all the sub-
graphs associated to the term X(2, k). As expected, there are
9 subgraphs since the number of stages and the number groups
are both equal to 2.
V. COMPUTATION OF CONDITIONAL MEAN AND
VARIANCE IN THE GRAPH DOMAIN
In this section, we present a method to carry out the moment
computation in the graph domain. We have to compute the val-
ues of sets of expectations of the forms E [ρk,j1ρj1,j2 · · · ρji,k]
and E [cos θk,j1 cos θj1,j2 · · · cos θji,k]. An approach to com-
pute such moments was developed in [6]. Hence, we only
have to determine exhaustively all the expectations involved
in the computation and to properly factorize the terms that
give identical results in order to eliminate redundancy.
Each single expectation can be associated with a graph.
We call such a graph the evolved graph. Evolved graphs are
determined from the constraints on summation indices. All the
evolved graphs of a sub-graph can be determined by perform-
ing all possible vertex mergences according to the constraints
on the groups. To count evolved graphs, we need to compute
all possible integer assignments to the vertices of the evolved
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
(a) (b)
(c)
Fig. 3. (a) The macro representation of X(2, k) when NG = 2, (b) the
complete representation of (a), (c) the 9 sub representations of (b).
graph. To facilitate the aforementioned task, we perform a
preliminary step called the group assignment. The task consists
of finding all legal group assignments to vertices of each sub-
graph. A group assignment is legal if it respects the constraints
on the indices of summation variables given by the function
g(.) such as the ones in (14). Therefore, the values of X(m, k),
Y (m, k) and V (i,m, k) can be obtained by summing up the
contributions of all sub-graphs. The contribution of a sub-
graph can be determined via the following steps.
1) Compute all possible group assignments with the con-
straint when there is an arc directed from a vertex u to
a vertex v. The group assigned to u must have a group
index strictly greater than that assigned to v.
2) Determine all possible evolved graphs associated to a
subgraph by means of performing all vertex mergences
that respect the group constraints.
3) Compute the number of coloring methods for each
evolved graph. Given ki, the number of users in the
ith group, and γi, the number of vertices in the graph G
assigned to the ith group, the chromatic coefficient for
K colors (i.e. users) partitioned in NG groups is
C(G, k1, k2, . . . , kNG) =
NG∏
i=1
P (ki, γi), (16)
where P (n, k) are the permutations of n elements into
k places.
4) Finally, the contribution of a sub-graph having sign
c leading to a set of n evolved graphs Gi is given
by summing up all the contributions from its evolved
graphs, i.e.
c
n∑
i=1
C(Gi, k1, k2, . . . , kNG)Eρ(Gi)Ec(Gi). (17)
VI. SIMULATION RESULTS
The simulation was performed in an environment of syn-
chronous transmission, coherent detection, random signature
waveforms and AWGN channel. The K users of the system
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k |bk = 1] for a GSIC system with: (a) 2 groups (12 users each);(b) 3 groups (8 users each).
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Fig. 5. Analytic calculation and sample estimates of normalized conditional
variance V ar[Z(m)k |bk = 1] for a GSIC system with: (a) 2 groups (12 users
each); (b) 3 groups (8 users each).
were equally partitioned in NG groups. The power assigned
to group Gi takes value Pi = 21−iP1 where P1 is the power
assigned to the first group. Hence, users in groups of a higher
index number received less power in order to compensate
the fact that users of higher indexed groups benefit of better
interference cancellation due to the structure of the GSIC
scheme. The spreading ratio N and the SNR for the users
in group 1 were set, respectively, to 31 and 10dB through out
all simulations.
The analytical and numerical results of the conditional
mean E[Z(m)k |bk = 1] and variance V ar[Z(m)k | bk = 1]
are compared in Figs. 4 and 5, respectively, where analytical
results were obtained with the graphical approach described
above while numerical results were sample statistics estimated
in 20 Monte Carlo trials. The mean and the variance are
normalized respectively by factors
√
P1/2T and (
√
P1/2T )2.
We considered three cases: (a) 2 groups with 12 users for each
group, (b) 3 groups with 8 users for each group. The total
number of users is 24. It can be observed that the analytical
results match the numerical ones with high accuracy.
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Fig. 6. Comparison of the sample BEP with the BEP evaluated through the
graphical approach for a GSIC system with: (a) 2 groups (12 users each); (b)
3 groups (8 users each).
Fig. 6 compares the analytical evaluation of the BEP,
obtained from conditional mean and variance through equation
(5), and the sample estimates of the BEP. Again, the evaluated
BEP matches quite well the the sample one. The discrepancy
between the analytical BEP and the sample BER at higher
stage values can be explained with the fact the BEP equation
(5) is an approximation.
VII. CONCLUSION
A closed form relation between the input and the output
of the GSIC receiver at an arbitrary stage in a synchronous
long-code DS-CDMA system was derived in this research. We
obtained analytic expressions for the conditional mean and
variance (and therefore the BEP) of user decision statistics. We
adopted a graphical approach to carry out these computations.
In the graph domain, the computational complexity required by
the analysis is highly reduced. Simulation results showed that
the proposed method results in a much higher accurate BEP
estimation in comparison with other existing approaches.
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