Brain-decoding fMRI reveals how wholes relate to the sum of parts by Kubilius, Jonas et al.
Accepted Manuscript
Brain-decoding fMRI reveals how wholes relate to the sum of parts
Jonas Kubilius, Annelies Baeck, Johan Wagemans, Hans P. Op de Beeck
PII: S0010-9452(15)00052-0
DOI: 10.1016/j.cortex.2015.01.020
Reference: CORTEX 1389
To appear in: Cortex
Received Date: 28 July 2014
Revised Date: 3 December 2014
Accepted Date: 27 January 2015
Please cite this article as: Kubilius J, Baeck A, Wagemans J, Op de Beeck HP, Brain-decoding fMRI
reveals how wholes relate to the sum of parts, CORTEX (2015), doi: 10.1016/j.cortex.2015.01.020.
This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to
our customers we are providing this early version of the manuscript. The manuscript will undergo
copyediting, typesetting, and review of the resulting proof before it is published in its final form. Please
note that during the production process errors may be discovered which could affect the content, and all
legal disclaimers that apply to the journal pertain.
M
AN
US
CR
IP
T
 
AC
CE
PT
ED
ACCEPTED MANUSCRIPT
synthetic3responses
weighted3
mean
maxmean
part32part31 whole
record3fMRI3patterns3
of3response
multi-voxel:3decoding
parts3vs.3wholes
part31 whole
1.
0
.5
1.
0
.5
wholes
dominate
parts
dominate
responses3in3a3single3voxel multi-voxel:3decoding3synthetic3vs.3actual
1.
0
.5
weighted3
mean
maxmean whole
best
combine3parts3
using:
1
2
3
mean
max
weighted3
mean3
ac
tu
al
 re
sp
on
se
s 
('w
ho
le
')
synthetic responses
best
4
5
part31 whole
+
M
AN
US
CR
IP
T
 
AC
CE
PT
ED
ACCEPTED MANUSCRIPT
1 
 
Brain-decoding fMRI reveals how 
wholes relate to the sum of parts 
 
Jonas Kubilius
1,2
, Annelies Baeck
1,2
, Johan Wagemans
2
, Hans P. Op de Beeck
1,*
 
1
Laboratory of Biological Psychology, Faculty of Psychology and Educational Sciences, KU Leuven, 
Leuven, Belgium 
2
Laboratory of Experimental Psychology, Faculty of Psychology and Educational Sciences, KU Leuven, 
Leuven, Belgium 
*Correspondence: Hans P. Op de Beeck, Laboratories of Biological and Experimental Psychology, Faculty 
of Psychology and Educational Sciences,  KU Leuven, Tiensestraat 102 bus 3714, B-3000 Leuven,  
Belgium. Email: Hans.OpdeBeeck@ppw.kuleuven.be. Phone: +32 16 326 039. 
Keywords: functional magnetic resonance imaging, multi-voxel pattern analysis, nonlinear. 
Abstract 
The human brain performs many nonlinear operations in order to extract relevant information from 
local inputs. How can we observe and quantify these effects within and across large patches of cortex? 
In this paper, we discuss the application of multi-voxel pattern analysis (MVPA) in functional magnetic 
resonance imaging to this issue. Specifically, we  show how MVPA (i) allows to compare various 
possibilities of part combinations into wholes, such as taking the mean, weighted mean, or the 
maximum of responses to the parts; (ii) can be used to quantify the parameters of these combinations; 
and (iii) can be applied in various experimental paradigms. Through these procedures fMRI helps to 
obtain a computational understanding of how local information is integrated into larger wholes in 
various cortical regions.   
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1. Introduction 
Information processing in the human brain is highly nonlinear. Many famous visual illusions 
illustrate this idea particularly well. Consider, for instance, a modified Kanizsa display (Fig. 1a, ‘whole’; 
von der Heydt et al., 1984). When the two black rectangles with notches in them are properly aligned, 
an illusory white rectangle emerges (especially if the white rectangle is moving) – an effect that is hard 
to predict from the parts alone. Other striking illustrations come from the drawings of artist M.C. Escher  
in which the figure/ground segregation can be completely reversed (Fig. 1b). When one set of elements 
is seen as figure, the others seem to lose their shape. Such nonlinear effects are also common in higher-
level visual processing. One example is the composite face effect (Young et al., 1987) where the 
perception of face parts is affected by the context of a whole face (Fig. 1c). 
But how exactly do these nonlinear mechanisms operate? How do we combine parts into wholes 
and what criteria must be met? After all, not all processing is nonlinear. It suffices to flip parts in Fig. 1a 
and the combination does no longer produce the illusory rectangle, that is, the combination is now a 
simple sum of the two parts. Understanding the principles of neural computations governing nonlinear 
integration is potentially key in understanding the entire visual processing. Unsurprisingly, this question 
has been central to vision research from its early days, as emphasized by the rise of Gestalt psychology. 
Gestalt psychologists recognized that in many cases the wholes appear to be not equal to the sum of 
their parts, and attempted to come up with a list a laws, such as grouping by proximity or good 
continuation, that would describe, at least in qualitative terms, under what circumstances these 
nonlinear effects emerge (for a review, see Wagemans et al., 2012). 
These early Gestaltist ideas have further gained strong support from multiple neurophysiological 
studies. In their seminal experiment, von der Heydt and colleagues (1984) used a modified Kanizsa 
display consisting of two black bars with notches in them, as depicted in Fig. 1a, to investigate neural 
responses in monkey visual areas V1 and V2. When each black bar was presented separately (Fig. 1a, 
‘part 1’ and ‘part 2’), as expected, neurons did not respond because the parts were outside the 
receptive field of the neuron (red circle shows an example receptive field; responses are simulated). 
However, when the two parts were put together in the correct configuration (Fig. 1a, ‘whole’), a percept 
of a white rectangle on top of the black ones emerged and a robust neural firing in V2 was observed, 
even though the parts by themselves or when presented in a wrong configuration caused little neural 
responses. In fact, the firing pattern to the illusory rectangle was comparable (albeit clearly weaker) to 
the neural response  to the physically presented rectangle (Fig. 1a, ‘actual rectangle’), even though no 
physical edges ever fell on the receptive fields of the recorded neurons. 
Similar effects have been observed in many other paradigms. At the most basic level, Heeger (1992) 
and later Carandini and Heeger (2012) proposed divisive normalization as a canonical computation 
occurring at multiple levels throughout the brain where neural responses are normalized by their sum 
activity, leading to neural response saturation at high stimulus intensity levels (which is nonlinear). In 
the visual cortex, Brincat and Connor (2004) demonstrated that simple contour fragments (line 
segments and curves) are integrated into more complex shapes in inferotemporal (IT) cortex using both 
linear and nonlinear mechanisms. Similarly, in the domain of learning and expertise, Baker et al. (2002) 
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reported the emergence of a nonlinear part summation upon the repeated exposure of configurations 
of these parts, implicating mechanisms of holistic processing in IT.  
To understand how such nonlinearities emerge in the brain, ideally we would like to be able to 
record in multiple brain areas. If the measured effects are coupled with behavioral measurements, we 
additionally would prefer a noninvasive technique that can be applied in human participants. Few tools 
available to neuroscientists have the capacity to cover large brain volumes and the sensitivity necessary 
to investigate the properties of neural representations which would indicate the presence of 
nonlinearities. In this paper, we discuss how multi-voxel pattern analysis (MVPA) of functional magnetic 
resonance imaging (fMRI) data could be used for investigating nonlinear effects in the human visual 
system. 
2. How MVPA works 
Traditionally, fMRI has been used to compare the overall response strength to multiple stimulus 
conditions in one or several areas in the brain. For example, faces have been shown to activate the 
fusiform face area (FFA) more than any other stimulus category (Kanwisher et al., 1997). However, once 
a number of selective areas had been mapped, it became increasingly clear that a more powerful 
strategy would be necessary to understand processing within these areas at a finer scale. For instance, 
we might want to know whether identity is encoded in the FFA or we may ask whether there is a 
difference in encoding a particular stimulus feature in the early visual areas as compared to the higher 
visual areas. In the classical univariate analysis, the signal is averaged across all voxels within each region 
of interest (ROI), providing a measurement of the mean response activation per region of interest (ROI). 
Thus, comparing responses to different stimuli is limited to comparing single numbers. Such strategy is 
certainly not very robust – fine-grain differences might easily be washed out by noise, differences in 
activation level in each voxel, and variation across scans or participants.  
Over the past decade, MVPA has become an established solution to this problem. Each ROI is 
composed of a number of voxels, each of them responding to a certain extent to a given stimulus. These 
voxel responses are thought to reflect the average neuronal and synaptic activity (Logothetis & Wandell, 
2004). Each voxel responds in a particular way to one condition and in a different way to another one, 
giving rise to distinct patterns of response that remain roughly similar across multiple scans (because the 
brain responds similarly to the same stimulus). Armed with these patterns of response, we have not a 
single number but an n-dimensional vector of numbers per condition, where n is the number of voxels in 
that brain region. In order to reveal differences or similarities between the conditions, a simple 
correlation of these vectors might already suffice (Haxby et al., 2001; Misaki et al., 2010). If the ROI 
processes two conditions in a similar manner, a correlation of their responses is expected to be 
relatively high. Conversely, a lower correlation implies that the ROI is processing the two conditions 
differently. 
A correlation is the simplest and most direct instance of MVPA. Another very popular and robust 
technique that has roots in machine learning literature is known as a linear Support Vector Machine 
(SVM; Kamitani & Tong, 2005; Op de Beeck et al., 2008; also see Misaki et al. (2010) for a thorough 
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comparison of these and other methods in the context of fMRI research).  In a nutshell, using multiple 
samples of each condition (coming from the multiple scans of a participant), an SVM learns the optimal 
separating boundary in voxel space (called a hyperplane) between the conditions. Once trained, the 
SVM can be used on a fresh set of data (the testing set) as an independent means of quantifying how 
distinct the two conditions are. If the two conditions are very similar in that ROI, the learned boundary 
does not separate them well and, consequently, makes many mistakes. Thus, in the testing phase it 
produces a poor performance in classifying new  data, with performance close to 50 % (i.e., chance level 
in a binary decision, meaning it can hardly distinguish between the two conditions). Highly dissimilar 
conditions, however, lead to a better than chance classification performance (the exact numbers can 
vary a lot, depending on the region of interest, stimulus conditions, task, size of dataset, and so on). 
Taken together, MVPA provides a more sensitive analysis by utilizing more data points. In the next 
section, we show how it can be applied to investigate the linearity of processing in the brain, using 
several recently published datasets. 
3. Detecting nonlinear transformations by MVPA with synthetic 
patterns 
In this section, we discuss a paper by Baeck and colleagues (2013) to illustrate how MVPA can be 
used in the context of linear and nonlinear summation of elements. Baeck and colleagues (2013) 
investigated the representation of object pairs in the ventral visual pathway. Under normal 
circumstances, a pair of objects is expected to be represented as the linear combination of the 
representation of the single objects (Agam et al., 2010; Kaiser et al., 2014; MacEvoy & Epstein, 2009, 
2011; Reddy et al., 2009; Zoccolan et al., 2005). However, if the two objects are placed in a familiar 
action configuration (e.g., a cork screw on top of a bottle of wine), their interaction becomes important 
to the visual system and is encoded above and beyond the two objects separately (just like the parts 
forming an illusory rectangle in the Kanizsa display in Fig. 1a), as manifested in behavioral, fMRI, and 
TMS measures (Green & Hummel, 2006; Kim & Biederman, 2011; Kim et al., 2011; Riddoch et al., 2003, 
2006). In other words, these action pairs are represented as a “whole” that is not equivalent to a mere 
sum (or mean) of the two objects in the pair. 
To shed light on the neural mechanisms governing these effects, Baeck et al. (2013) compared 
representations of familiar action pairs to several control conditions: familiar non-action pairs where the 
two objects were in the wrong configuration (e.g., a cork screw below a bottle of wine), non-familiar 
action pairs (e.g., a cork screw on top of a piece of paper), and non-familiar non-action pairs (e.g., a cork 
screw below a piece of paper). Baeck et al. (2013) presented participants with these different 
configurations of two objects as well as with each object separately (either above or below the fixation 
spot) and recorded fMRI responses in the shape-selective posterior and anterior parts of the lateral 
occipital cortex (pLOC and aLOC; however, in this article, we refer to them LO and pFs for consistency 
across different studies, although the precise localization details may differ). As a result, they obtained 
brain responses to each stimulus separately and to their combinations. Then, employing and extending 
an analysis developed by MacEvoy and Epstein (2009), they investigated what combination of the 
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representations of the two objects presented in isolation would best explain the observed response to 
the object pair. 
Several options are popular in the literature. First, the neural response to the pair of objects could 
be simply a sum of the responses to each object separately, taking the famous Gestalt motto literally. 
This idea, however, is somewhat simplistic when neural mechanisms are taken into consideration. If 
responses were adding up linearly, with several more objects a maximal neural firing rate would be 
reached and such summation would quickly break down. Consistent with this explanation, Zoccolan et 
al. (2005) found no evidence for summation in monkey IT. Rather, they found that most neurons 
perform a mean operation, where the neural response to the pair would be best described be a simple 
mean of the responses to each object separately (see their Fig. 3). This simple combination of responses 
has also been observed at larger scales in several fMRI studies (Kaiser et al., 2014; MacEvoy & Epstein, 
2009, 2011) where the mean is computed between patterns of responses, i.e., between voxels. 
In a later study, however, Zoccolan and colleagues (2007) extended their previous findings. They 
reported that while neurons that are very selective to one object tend to compute a simple mean when 
a second object is also presented, a majority of neurons in IT perform a weighted mean where the 
object that by itself elicits a stronger response receives a higher weight (see their Fig. 8). In the most 
extreme cases, where neurons do not show a clear selectivity pattern, Zoccolan et al. (2007) found that 
a max operation is performed, such that the response of a pair of objects is equal  to the response of a 
single object that activates the neuron more.  
Note that all three cases (mean, weighted mean, and maximum) are in fact nonlinear operations 
that can be expressed mathematically as cmax max(x1, x2) + cmin min(x1, x2) + coffset, with cmax = cmin = 0.5 in 
the case of the mean, cmax = 1 and cmin = 0 for the maximum operation, and all other cases where cmax ≠ 
cmin constituting a weighted mean. In other words, the summed response to objects is always some sort 
of a weighted mean of their original responses, also influenced by the number of objects, leading even 
the simple mean to be nonlinear. The definition of weighted mean is not consistent throughout the 
literature though, with some authors considering a linear version of a weighted mean where an object 
at a particular location, for example, always receives a higher weight than the other location (Gawne & 
Martin, 2002). However, most studies use the definition of a weighted mean as described above. 
Although all three cases are instances of the weighted mean, we want to emphasize that they lead 
to different interpretations regarding the underlying computations. A simple mean is the easiest 
mechanism of combining neural responses, because no preference is given to any one object. In the 
case of a weighted mean, a more salient object is always weighted more in the combination. In contrast, 
with the max operation, no information about the less salient object is retained in the combination. Our 
interest is in understanding where in the continuum of the parameter space of a single model (the 
weighted mean) the optimal parameters lie: close to the mean, to the max, or somewhere in between.  
Consequently, a max operator is often regarded as a more “nonlinear” function than a weighted mean, 
which, in turn, is more “nonlinear” than a simple mean where the only nonlinearity is normalization by 
the number of objects. We adopt such ordering of response “nonlinearity” in this paper as well, and 
because of this qualitative difference many studies focus on distinguishing between these three 
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alternatives. Importantly, the weighted mean model is still rather linear as compared to other 
possibilities, such as the illusory rectangle example (Fig. 1a) by von der Heydt et al. (1984), where the 
pair could be represented in a way that is not related at all to the representations of the single objects. 
However, such nonlinear functions are often more idiosyncratic and not suited for studies of the generic 
nonlinear mechanisms in the brain. We consider how to deal with such functions in  Section “Using 
MVPA when the whole cannot be easily predicted from parts”. 
In the case of Baeck et al. (2013), for unfamiliar action pairs or pairs in the wrong configuration 
(non-action pairs), the observed response should be the mean of the responses to each basic stimulus 
independently, as found in similar study by MacEvoy and Epstein (2009), or at least closer to the simple 
mean than for familiar action pairs where one would expect a more pronounced weighted mean, 
reflecting the interaction between the objects, or perhaps even a max operation, such that only the 
maximally preferred object dominates the response. 
This description of expected outcomes easily translates into an MVPA analysis. In particular, we can 
produce synthetic patterns of response to the two objects presented as a pair by computing the mean 
or applying a max operator (or any other function of our choice) of the two patterns of responses as 
recorded for each object separately (Fig. 2a). To understand how synthetic patterns can be used, 
consider first what this procedure would yield in a single voxel (Fig. 2b). We can plot the synthetic 
responses against the actual responses. The closer a particular synthetic pattern is to the actual 
responses (a perfect correlation is indicated with a dashed line), the better this model of combining 
responses is. In Fig. 2b, for example, we see that the weighted mean provides the best fit while the 
other two operators (simple mean and max) appear to deviate more from the actual data. 
To evaluate how well these synthetic patterns capture the full patterns of response, we can train an 
SVM classifier to distinguish between various synthetic pairs and test it on the actual measured 
responses to the presented pairs. This performance is further compared to the decoding performance 
when the classifier is both trained and tested on the actual responses to the presented pairs of objects. 
The closer the decoding performance using synthetic training pairs matches the decoding performance 
of the actual data, the better the function used to create the synthetic pair describes the relationship 
between the responses to the single objects and the responses to the actual object pairs (Fig. 2c). 
Baeck et al. (2013) evaluated four alternatives: mean, weighted mean, max, and min. The mean, 
max, and min can all be computed immediately, while for the weighted mean, the weighting parameters 
need to be computed first by fitting the general mean model to the data (for details, see Section 
“Quantifying nonlinearities”). They found that responses synthesized using a weighted mean (with cmax ≠ 
cmin) accounted best for their results (Fig. 3, ’other configurations’ bars). Notice that this is not a trivial 
outcome of the weighted mean model being more general than the other three alternatives. They could 
have found that the optimal parameters of the general weighted mean model were close to the mean 
(cmax = cmin = 0.5), for example. Instead, the authors showed that the found parameters cmax and cmin 
differed reliably from each other and from zero, meaning that the optimal weights genuinely reflected 
the weighted mean and not any other option. The difference between the weighted mean and a simple 
mean was not large, but consistent across subjects and as such significant. Moreover,  the strongest 
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single-object response was weighted more than the weakest single-object response in each voxel. 
Interestingly, this observation held true for all conditions irrespective of whether they were familiar 
action pairs or not (Fig. 3, ’familiar action pair’ bars), meaning that familiar actions did not elicit 
nonlinear addition and are not represented in a more special manner than any random pair of objects. 
The authors further tested whether this finding would hold when the configuration is relevant to the 
task the participants are performing. To test this, participants were asked to judge how well the object 
pairs were positioned to perform an action together.  Under these circumstances, the difference in 
weights between the max and min response to the single objects increased for the familiar action pairs, 
but not for all other types of configurations. The effect of task context suggests the contribution of 
higher areas (beyond LO and pFs) in producing the behavioral familiar action pair effect. However, even 
though a difference in the weights between the different types of object pairs was found, in both cases 
the relationship between the single objects and the object pairs was best described by a weighted 
average. 
This finding complements similar results using other techniques. For example, using 
electroencephalography (EEG), Agam et al. (2010) reported a weighted mean encoding of random object 
pairs. In a neurophysiological study, as noted above, Zoccolan et al. (2007) reported a whole spectrum of 
combination functions in the visual cortex. The most selective neurons tended to perform a simple 
averaging, while the noisiest units performed a max operation. Across multiple neurons (i.e., what is 
measured in fMRI), this relationship translates into a weighted average, consistent with findings by 
Baeck et al. (2013). 
4. Quantifying nonlinearities 
While in the previous section we described the idea of using MVPA as a means to figure out which 
operation best describes the actual combination of voxel responses in the brain, we still have little 
understanding how these effects could be achieved, or, in other words, we have not yet quantified the 
amount of nonlinearity in this data. How could we do that? Below we present three possible 
approaches. 
The simplest approach that works for a weighted mean is to try several combinations of parameters 
(e.g., .5 and .5, .6 and .4, .7 and .3, etc.) and choose the one that leads to the best decoding 
performance (or interpolate to find the best estimate). 
Alternatively, we can estimate these parameters directly by conducting a more elaborate analysis, 
as suggested by MacEvoy and Epstein (2009) and also employed by Baeck et al. (2013). This analysis 
consists of three steps: searchlight, regression, and combining the two. In the first step, a searchlight is 
conducted where for each voxel within an ROI, a cluster of all other voxels within a small radius (e.g., 5 
mm) is defined and an SVM classification for the ‘whole’ stimuli is performed on these voxels, as usual. 
This procedure amounts to finding clusters that contain the most informative voxels for our 
classification within an ROI (we call the resulting ranking the “cluster classification rank”). Next, we 
perform a linear regression between ‘parts’ and ‘whole’ stimuli for each voxel using the generic 
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weighted mean model as described above. Finally, parameters from this regression (R
2
, slope or 
coefficient weights, and intercept) are related to the cluster classification rank (Fig. 4). The idea here is 
that the most informative clusters (data points on the right side of the panels in Fig. 4) should be the 
closest to the “true” relationship between responses to pairs and their components. As can be seen in 
the data from Baeck et al. (2013) in the top left panel of Fig. 4, this assumption holds since R² of the 
weighted mean model increases with better classification rank. 
By averaging regression parameters from several top ranked clusters (e.g., 20 clusters in Baeck et al., 
2013), we finally can quantify the weighted mean parameters and see if they are close to the simple 
mean, maximum, or lie somewhere in between. For example, the intercept (Fig. 4, top right) converged 
to a value statistically not different from zero, meaning that there was no additional constant neural 
activity for pairs of objects. Moreover, the weighted mean regression employed two regressors, the max 
and the min. As seen in Fig. 4, the value of max coefficient increased with an increasing cluster 
classification rank (Fig. 4, bottom left), while there was no such relationship with the min coefficient (Fig. 
4, bottom right), and the mean values of the max and min coefficients differed reliably (0.66 versus 0.28, 
p < 0.001), thus confirming that this was a weighted mean and not a simple mean operation. Also, since 
the min value was not zero, it also differed from a pure max operation. Note, however, that this 
powerful analysis is only viable if the dataset is good enough (sufficient number of runs, good scanner 
signal-to-noise parameters, little noise and so on). This is the case in the data of Baeck et al (2013), in 
which SVM discrimination between object pairs was around 90% in LOC.  
5. Using MVPA when the whole cannot be easily predicted from the 
parts  
In the previous sections, we demonstrated how synthetic patterns of response could be used to 
assess the type of relationship between responses to stimuli presented separately and the responses to 
a combination of the single objects ('whole' stimulus). This method has several disadvantages, however. 
A researcher needs to present each part separately and all their combinations in order to be able to 
produce synthetic patterns of response. Consequently, the number of conditions in the experiment 
quickly increases and it may not be feasible to obtain sufficient data in a single or even two fMRI 
sessions. Moreover, these conditions are not equivalent (the number of objects on the screen differs), 
which may cause certain attentional or saccadic confounds, or make it difficult for the researcher to 
come up with a single engaging task for all conditions. Additionally, the decoding performance for the 
'whole' stimulus needs to be sufficiently high. Decoding performances using synthetic patterns are more 
noisy compared to the decoding of actual presented stimuli. In case the signal is not clear enough, it is 
very likely that none of the decoding performances using synthetic patterns are above chance level, 
making it impossible to choose the 'best approximation'. 
Finally, by design, the analyses proposed in the previous section can only capture to what extent 
parts contribute to the final percept. However, the whole that emerges (e.g., the illusory white rectangle 
in Fig. 1a) cannot be accounted for by any combination of the two parts in this framework, leading to 
poor fits of the weighted mean model to the data.  In those instances, one possibility would be to use 
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models that are explicitly aimed at producing these wholes. For example, in the case of Fig. 1a, several 
computational models have been developed to produce these illusory shapes(e.g., Grossberg & 
Mingolla, 1985; Kogo et al., 2010). There are also other general models of the ventral visual pathway 
aimed at explaining object recognition (e.g., Serre et al., 2007; Yamins et al., 2014). So now, instead of 
asking which function describes our data better, we can use MVPA to compare competing models of 
vision. First, we provide each model with parts and wholes displays and read out their responses. Next, 
just like in Baeck et al. (2013), synthetic patterns of response are generated from responses to parts, 
and an MVPA is applied both to the simulated and the actual neural data. The best model is the one 
whose MVPA outcomes match the actual neural data best. 
This approach was taken by Zoccolan and colleagues (2007), where the observed trade-off between 
neuronal selectivity and amount of nonlinearity was compared to the outputs of two models of vision, a 
simple toy model by Riesenhuber & Poggio (1999) and a more evolved version of it that has been 
reported to match human performance in a certain object recognition task (Serre et al., 2007). The 
authors found that both models could account for their data comparably well, which is perhaps not so 
surprising given that both models are based on the same HMAX architecture. Employing other, more 
distinct models might in fact show larger discrepancies. 
However, in many cases using these models is not possible. Moreover, one has to be very careful 
about comparing different models because they may have a different number of free parameters or one 
might generalize the other, and so forth. It would therefore be desirable to have a method to investigate 
nonlinearities without knowing or restricting oneself to a particular combination function. When the 
research question revolves around getting insight whether a combination of parts leads to a 
qualitatively different whole, e.g. one where parts representations are lost or lead to a qualitatively 
different percept (as in the case of Fig. 1), one can use a simpler technique (Fig 2d, “wholes dominate” 
model). We illustrate it in this section with a paper by Kubilius and colleagues (2011). Similarly to Baeck 
et al. (2013), Kubilius and colleagues (2011) investigated what happens to parts when they are 
incorporated in wholes. However, to maximize chances of finding a highly nonlinear operation, , they 
employed a robust Gestalt phenomenon, known as the configural superiority effect described by 
Pomerantz and colleagues (1977; see also Pomerantz & Portillo, 2011). Consider the display shown in 
Fig. 5a, orange. It consists of four line segments in four quadrants, three of them in one orientation and 
the remaining one differing in its orientation by 90°. The task for an observer is to find the quadrant 
where the oddly oriented line segment is. It is not a difficult task but it may still take you a moment to 
correctly respond that it is located at the top left. Now consider adding a corner, as shown in Fig. 5a, 
middle, to all four of these line segments. Notice that in fact we are not changing much because the 
exact same information is added to all four elements. So, it is completely redundant and it could actually 
be thought of as adding noise or clutter to the image, which, if anything, should make the observer’s 
task only more difficult. However, the result is in fact the opposite – it is now trivial to detect the odd 
element because these parts are now combined into wholes with emergent, configural properties: a 
triangle that is popping out from the three arrows (Fig. 5a, dark red displays). 
This is a powerful effect with participants showing a couple of hundred milliseconds difference 
between the two conditions. We can therefore take this effect into the MRI scanner and investigate 
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whether such nonlinear combination of parts can be observed neurally as well. However, unlike Baeck et 
al. (2013), this study used only the four “parts” displays (only line segments present with the odd one in 
the different quadrants) and the four “wholes” displays (triangles and arrows present), omitting the 
corners condition. In this instance, this design choice was motivated by the desire to have participants 
perform the task while being scanned. With the corners condition included, the study would have had to 
resort to passive viewing or an orthogonal task, thus risking to diminish the strength of the configural 
superiority effect. 
In order to investigate where in the visual system the combination of a line segment and a corner 
into a triangle or an arrow preserves part representations and where the whole dominates instead, the 
following MVPA strategy was employed. First, the classification performance was estimated of 
discriminating only between parts displays and only between wholes displays (six possible pairwise 
discriminations for each). If the added corner in the stimulus is combined in a general weighted mean 
manner, decoding of the parts displays and decoding of the wholes displays should be similar because 
the same non-informative corner is added to all four stimuli (Fig. 2d, “parts dominate”) or even slightly 
worse because adding a corner amounts to adding more noise. However, if adding a corner drastically 
changes the neural representations of the resulting wholes such that they no longer resemble the neural 
representations of the parts, as expected from the behaviorally observed effect, decoding of wholes 
would be better than decoding of parts (Fig. 2d, “wholes dominate”). In other words, based on 
behavioral responses, according to which triangles appear more dissimilar to arrows than line segments 
of different orientation, we expect that the neural representations of triangles versus arrows might also 
be more dissimilar. Moreover, we can train a classifier to distinguish between wholes and then test it on 
the parts (or vice-versa). For part-dominated combinations, decoding of parts from wholes should 
remain robust, but for heavily whole-dominated combinations, decoding of parts should be worse if not 
at chance level. 
Importantly, both hypotheses can co-exist in the network of regions in the visual cortex, with 
different regions performing different computations. Therefore, a number of visual areas were 
identified in the ventral visual cortex, namely, early visual areas V1, V2, and V3, and higher visual areas 
LO and pFs, using an independent localizer. The resulting representations of triangles and arrows in the 
early visual cortex were closer to the simple combinations of the line segment and a corner (Fig. 5b). In 
particular, decoding of parts in the early visual cortex was better than decoding wholes. Conversely, 
decoding in higher visual areas was better for wholes than for parts, indicating that towards the end of 
the visual shape processing stream, increasingly nonlinear transformation of parts occurs. In fact, in the 
most anterior region investigated, namely, pFs, parts could no longer be decoded from whole shapes. So 
unlike Baeck et al. (2013), in this case vastly nonlinear summation effects where part representations 
are lost were found in the lateral occipital cortex, in line with a number of studies using other 
techniques (e.g., Baker et al., 2002; Brincat & Connor, 2004). 
To more directly compare their results with these results from Kubilius et al. (2011), Baeck et al. 
(2013) analyzed a subset of the data from the latter study in the same way as the former study.  In the 
study of Baeck et al. (2013), we can also compare the performance on decoding single objects with the 
performance on decoding objects in pairs in which only one object is different (Fig. 5b). Here we have 
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the same situation central to the design of Kubilius et al. (2011), namely that we compare the same 
stimulus display without (single object) or with (pair) the addition of a context which is not informative 
at all (as it is the same in all conditions which have to be discriminated by the decoder). In LOC, decoding 
performance was higher in the single-object condition compared to the performance for pairs with one 
object in common in the same position. This is the same result as found in retinotopic visual areas but 
not in LOC by Kubilius et al. (2011): better performance for the parts than the wholes condition. In other 
words, while the combination of parts into wholes was captured fairly successfully with the weighted 
mean model by Baeck et al. (2013), in other instances we found evidence for an even more complex part 
transformation where the whole rather than the parts is enhanced. 
Furthermore, note that this result alone and MVPA in general cannot provide insights into causal 
relations of the observed effect. In this study, for example, a behavioral pop-out effect is supported by 
the response in the LOC, yet we do not know whether LOC is causally involved in producing it or 
whether it is an epiphenomenal activation that we can decode but plays no role in the behavioral 
phenomenon. De-Wit, Kubilius and colleagues (2013) resolved this question by testing 
neuropsychological patient DF who lacks LOC and, as a result, is impaired in many (but not all) visual 
recognition tasks (Bridge et al., 2013; Goodale & Milner, 1992). The reasoning was that if LOC is truly 
responsible for the observed nonlinear behavioral effect, patient DF should find the task of detecting 
triangles among arrows just as challenging as the one with line segments, even if it is hard for us to 
imagine such an effect. Remarkably, when tested behaviorally, not only did DF show difficulties in 
performing the task with triangles and arrows but also her performance was worse than with line 
segments (Fig. 5b), surprisingly in line with decoding performance in early visual areas reported in 
Kubilius et al. (2011). Since DF is mainly relying on early visual cortex in performing this task, we asked if 
her performance could be accounted for by a simple computational model that reflects some of the key 
features of V1, namely, units preferentially responding to oriented bars of several spatial frequencies 
and multiple locations. This simulation supported the pattern of results observed in DF and in the early 
visual cortex in the study by Kubilius et al. (2011) with the model differentiating better between parts 
than between wholes displays. Taking these studies together, we see that by combining multiple 
techniques it is sometimes possible to distinguish the roles of several regions in the ventral visual stream 
in producing nonlinear effects. 
Moreover, these studies imply that at least in the case of the configural superiority effect, a 
feedforward emergence of this phenomenon is possible, with early visual areas involved in a simple 
part-based processing and later areas producing heavily nonlinear representations dominated by whole 
shapes rather than their constituent elements. But not all Gestalts are equal. Consider, for example, a 
moving diamond display (Fang et al., 2008) where the diamond shape is partially occluded by three 
vertical rectangles of the same color as the background, effectively creating the display of four 
independently moving line segments. Under certain luminance and speed conditions, however, it is 
possible to perceive either the four line segments moving independently (parts condition) or the 
diamond as a whole (whole condition). Using this setup, both Fang et al. (2008) and de-Wit and 
colleagues (2012) reported that when a diamond is perceived, responses in V1 are decreased as 
compared to when the four separate lines are reported. Based on the known properties of V1 (e.g., 
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small receptive field sizes, tuning to oriented bars but not their combinations), it would be difficult to 
come up with an explanation how V1 by itself could produce such effects. Instead, the authors of these 
studies argued that the presence or absence of the whole diamond shape is communicated to V1 in a 
top-down fashion. Indeed, this idea was supported by their findings in LO that exhibited an increase in 
activation when the whole diamond was perceived. Thus, comparing the Kubilius et al. (2011) study to 
Fang et al. (2008) and de-Wit et al. (2012) provides hints about potential differences between processes 
when parts are combined into wholes. In particular, just like in the case of Baeck et al. (2013), in some 
cases later processing stages and feedback from them might be crucial in forming the holistic percept. 
6. Conclusion 
In this paper, we discussed how fMRI MVPA analysis could be employed in understanding nonlinear 
effects in the visual system. We demonstrated that MVPA could be used to compare real and synthetic 
response patterns of configural displays based on chosen combinations of voxel responses to their 
constituent parts, such as simple or weighted mean, maximum, minimum, or any other nonlinear 
function. In order to not only describe but also quantify these effects, we suggested several analyses, 
one involving a combination of searchlight, MVPA, and regression analyses, and another using 
computational models of visual processing. We also showed a simpler method of unveiling nonlinear 
effects based on comparing voxel responses to parts and to wholes. Taken together, MVPA stands as a 
powerful technique to investigate nonlinear both locally (within an area) and across a network of 
regions. 
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Figure 1. Examples of nonlinear part combination. (a) A modified Kanizsa display, as used by von der 
Heydt et al. (1984), and simulated neural responses of a neuron with its receptive field marked in red. 
Direction of the arrow indicates motion of the white notches. (b) An ambiguous figure-ground display, 
similar to the famous drawings by M.C. Escher. Although many people would see fish in the water and 
birds in the sky, in fact both animals are present in the water and in the sky but the color of background 
defines what is seen as a figure. (Figure taken from Kubilius (2014) as permitted by the Creative 
Commons Attribution License.) (c) Composite face effect. The top half of the face is Barack Obama and 
the bottom half is Will Smith. When the two halves are properly aligned, it is hard to tell the identity of 
each half. (Figure taken from McKone et al. (2013) as permitted by the Creative Commons Attribution 
License.) 
Figure 2. Using MVPA for investigating nonlinear processes in the brain. (a) Example fMRI responses to 
two parts and their (nonlinear) combination (“whole”; only nine voxels shown). Responses to parts are 
then synthetically combined using a mean, weighted mean, or max operation. (b) A plot of synthetic 
responses to pairs (two parts) against the actual brain response to the whole (each dot indicates a voxel 
response to a particular exemplar or trial). In this example, the weighted mean appears to fit the actual 
response best. (c) MVPA decoding performance using these synthetic patterns in comparison to 
decoding of the actually recorded patterns (“whole” condition; see Section 3 “Detecting nonlinear 
transformation by MVPA with synthetic patterns”). (d) MVPA decoding without synthetic patterns (see 
Section 5 “Using MVPA when the whole cannot be easily predicted from the parts”). When decoding of 
parts is similar to or better than decoding wholes, neural processing is more likely preserve parts (closer 
to the weighted mean model). When this decoding is worse, it indicates that part representations are no 
longer prominent and that the whole dominates. 
Figure 3. Decoding of familiar action pairs and other types of object configurations (Baeck et al., 2013). 
The weighted mean fits these data best as it is the closest to the decoding of the actual pair. Error bars 
indicate the standard error of the mean (s.e.m.) across participants. 
Figure 4. Cluster classification ranking outcome for estimating weighted mean parameters with more 
informative clusters having a higher rank (data points on the right side of each figure) for data in Baeck 
et al. (2013). 
Figure 5. Differences in decoding performance of parts and wholes in the visual cortex. (a, b) Stimuli and 
data from Kubilius et al. (2011) and for patient DF (de-Wit, Kubilius et al., 2013). (c, d) Data from Baeck 
et al. (2013) for comparable conditions, i.e., when the same object is added to the initial display. Notice 
that a combination of parts yields vastly different computations in LOC depending on stimuli. Whereas 
in Baeck et al. (2013) adding a noninformative object only spoiled the neural representations in LOC, in 
Kubilius et al. (2011) addition of a noninformative corner helped significantly in LOC but not in early 
visual areas. 
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