This paper presents and describes a newly available data set on monthly building permits for U.S. states from . These data are used to estimate regions of common housing construction activity. Building permits exhibit substantial comovement across states, and these comovements are modeled as being associated with a national factor, a regional factor, and a state-specific disturbance. When stochastic volatility is added to this state building permit dynamic factor model, the decline in the volatility in state permits is found to be associated with a sharp decline in the mid-1980s in the volatility of the national factor and with a slow, steady decline in the volatility of the state-specific component, with these two sources contributing approximately equally for a typical state. The timing of the sharp reduction in volatility of the national component coincides with break dates previously identified for the Great Moderation in U.S. economic activity.
Introduction
This paper uses a dynamic factor model with time-varying volatility to study the dynamics of quarterly data on state-level building permits for new residential units from . In doing so, we draw on two traditions in empirical economics, both started by Rob Engle. The first tradition is the use of dynamic factor models to understand regional economic fluctuations. Engle and Watson (1981) estimated a dynamic factor model of sectoral wages in the Los Angeles area, with a single common factor designed to capture common regional movements in wages, and Engle, Lilien, and Watson (1985) estimated a related model applied to housing prices in San Diego. These papers, along with Engle (1978) and Engle and Watson (1983) , also were the first to show how the Kalman filter could be used to obtain maximum likelihood estimates of the parameters of dynamic factor models in the time domain. The second tradition is modeling the timevarying volatility of economic time series, starting with the seminal work on ARCH of Engle (1982) . That work, and the extraordinary literature that followed, demonstrated how time series models can be used to estimate time-varying variances, and how changes in those variances in turn can be linked to economic variables.
The dynamics of the U.S. housing construction industry are of particular interest for both historical and contemporary reasons. From an historical perspective, as can be seen in Figure 1 the issuance of building permits for new residential units has been strongly procyclical, moving closely with overall growth in GDP but with much greater volatility. Like GDP growth and other macroeconomic aggregates, building permits were much more volatile before the mid-1980s than after the mid-1980s. In fact, the median decline in the volatility of building permits is substantially greater than for other major macroeconomic aggregates. From a contemporary perspective, building permits have declined sharply recently, falling by approximately 30% nationally between 2006 and the end of our sample, and the contraction in housing construction is a key real side-effect of the decline in housing prices and the turbulence in financial markets during late 2007 into 2008. Because building permit data are available by state, there is potentially useful information beyond that contained in the national aggregate plotted in Figure 1 , but we are unaware of any systematic empirical analysis of state-level building permit data.
In this paper, we build on Engle's work and examine the co-evolution of statelevel building permits for residential units. Our broad aim is to provide new findings concerning the link between housing construction, as measured by building permits, and the decline in U.S. macroeconomic volatility since the mid-1980s known as the Great Moderation. One hypothesis about the source of the Great Moderation in U.S. economic activity is that developments in mortgage markets, such as the elimination of interest rate ceilings and the bundling of mortgages to diversify the risk of holding a mortgage, led to wider and less cyclically sensitive availability of housing credit. As can be seen in Figure   2 , prior to the mid-1980s there were substantial regional differences in mortgage rates across the U.S., however after approximately 1987 these differences disappeared, suggesting that what had been regional mortgage markets become a single national mortgage market. According to this theory, these changes in financial markets reduced the cyclicality of mortgage credit, which in turn moderated the volatility of housing construction and thus of overall employment. This paper undertakes two specific tasks. The first task is to provide a new data set on state-level monthly building permits and to provide descriptive statistics about these data. This data set was put into electronic form from paper records provided by the U.S. Bureau of the Census. These data allow us to characterize both the comovements (spatial correlation) of permits across states and changes in volatility of state permits from 1969 to the present.
The model we use to characterize the common and idiosyncratic aspects of changes in state-level volatility is the dynamic factor model introduced by Geweke (1977) , modified to allow for stochastic volatility in the factors and the idiosyncratic disturbances; we refer to this as the DFM-SV model. The filtered estimates of the state variables implied by the DFM-SV model can be computed by Markov Chain Monte Carlo (MCMC). The DFM-SV model is a multivariate extension of the univariate unobserved components-stochastic volatility model in Stock and Watson (2007) .
In the DFM-SV model, state-level building permits are a function of a single national factor and one of five regional factors, plus a state-specific component. Thus specification of the DFM-SV model requires determining which states belong in which region. One approach would be to adopt the Department of Commerce's definition of U.S. regions, however as discussed in Crone (2005) that grouping of states was made for administrative reasons and, while the groupings involved some economic considerations, those considerations are now out of date. We therefore follow Crone (2005) by estimating the regional composition using k-means cluster analysis. Our analysis differs from Crone in three respects. First, we are interested in state building permits, while Crone was interested in aggregate state-wide economic activity (measured by state coincident indexes from Crone and Clayton Matthews (2005) ). Second, we estimate the clusters after extracting a single national factor whereas Crone (2005) estimated clusters using business cycle components of the state-level data without first extracting a national factor. Finally, because our measure of regions is whether states have housing markets that behave similarly, there is no particular reason why states in regions must be contiguous and we do not impose contiguity in the estimation of the regions.
The outline of the paper is as follows. The state-level building permits data set is described in Section 2, along with initial descriptive statistics. The DFM-SV model is introduced in Section 3. Section 4 contains the empirical results, and Section 5 concludes.
The State Building Permits Data Set
This section first describes the state housing start data set, then presents some summary statistics and time series plots.
The Data
The underlying raw data are monthly observations on residential housing units 1 Data prior to 1988 are available in hard copy, which we obtained from the Bureau of the Census. These data were converted into electronic form by the Survey Research Center at Princeton University.
For the purpose of the building permits survey, a housing unit is defined as a new housing unit intended for occupancy and maintained by occupants, thereby excluding hotels, motels, group residential structures like college dorms, nursing homes, etc.
Mobile homes typically do not require a building permit so they are not counted as authorized units.
Housing permit data are collected by a mail survey of selected permit-issuing places (municipalities, counties, etc.) , where the sample of places includes all the largest permitting places and a random sample of the less active permitting places. In addition,
in states with few permitting places, all permitting places are included in the sample.
Currently the universe is approximately 20,000 permitting places, of which 9,000 are sampled, and the survey results are used to estimate total monthly state permits. The universe of permitting places has increased over time, from 13,000 at the beginning of the sample to 20,000 since 1974. 1967-1971, 13,000; 1972-1977, 14,000; 1978-1983, 16,000; 1984-1993, 17,000; 1994-2003, 19,000; 2004-present, 20,000. Precision of the survey estimates vary from state to state, depending on coverage.
As of January 2008, eight states have 100% coverage of permitting places so for these states there is no sampling error. In an additional 34 states, the sampling standard error in January 2008 was less than 5%. The states with the greatest sampling standard error are Missouri (17%), Wyoming (17%), Ohio (13%), and Nebraska (12%).
In some locations, housing construction does not require a permit, and any construction occurring in such a location is outside the universe of the survey. Currently more than 98% of the U.S. population resides in permit-issuing areas. In some states, however, the fraction of the population residing in a permit-issuing area is substantially less; the states with the lowest percentages of population living within a permit-requiring area are Arkansas (60%), Mississippi (65%), and Alabama (68%). In January 2008, Arkansas had 100% of permitting places in the survey so there was no survey sampling error, however the survey universe only covered 60% of Arkansas residents.
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The series analyzed in this paper is total residential housing units authorized by building permits, which is the sum of authorized units in single-family and multiplefamily dwellings, where each apartment or town house within a multi-unit dwelling is counted as a distinct unit.
The raw data are seasonally unadjusted and exhibit pronounced seasonality. Data for each state was seasonally adjusted using the X12 program available from the Bureau of the Census. Quarterly sums of the monthly data served as the basis for our analysis.
The quarterly data are from 1969:I through 2007:IV.
the seasonality differs across states. Perhaps not surprisingly, the states with harsher winters (Ohio and Vermont) have stronger seasonal components than those with more moderate winters (Louisiana). Third, there is considerable volatility in these series over the several-year horizon (building permits are strongly procyclical).
The lower panel of Figure 3 presents the seasonally adjusted quarterly building permits data for the same five states. The comovements among these series can be seen more clearly in these seasonally adjusted data than in the seasonally adjusted data. For example, these states (except Vermont) exhibited a sharp slowdown in building activity in the early 1980s and a steady growth in permits through the 1990s.
Summary statistics for the seasonally adjusted building permits data for all 50
states are given in Table 1 . Not surprisingly, the average quarterly number of building permits (first numeric column) differs by an order of magnitude across states. The average growth rate of building permits (second numeric column) is typically small in absolute value, and is negative for many states, especially in the northeast. The third and fourth numeric columns report the standard deviation of the four-quarter growth in building permits, defined as
These standard deviations reveal first the great volatility in permits in all states, and second the marked decline in volatility in most states in the first and second parts of the sample (split in Table 1 in 1987) . In most states, the standard deviation fell by approximately one-half (variances fell by 75%) between the two subsamples.
The final three columns of Table 1 examine the persistence of building permits by reporting a 95% confidence interval, constructed by inverting the ADF t μ statistic (columns 5 and 6) and, in the final column, the DF-GLS μ t-statistic, both computed using 4 lags in the quarterly data. The confidence intervals indicate that the largest AR root is near one, and all but 3 of the confidence intervals contain a unit root. The DF-GLS μ statistics paint a somewhat different picture, with 25 of the 50 statistics rejecting a unit root at the 5% significance level. Such differences are not uncommon using unit root statistics, however. Taken together, we interpret these confidence intervals and DF-GLS μ statistics as consistent with the observation suggested by Figure 3 that the series are highly persistent and plausibly can be modeled as containing a unit root. For the rest of the paper we therefore focus on the growth rate of building permits, either the quarterly growth rate or (for comparability to the literature on the Great Moderation) on the fourquarter growth rate Δ 4 y it defined in (1).
The four-quarter growth rates of building permits for each of the fifty states are plotted in Figure 4 . Also shown (solid lines) are the median, 25%, and 75% percentiles of growth rates across states, computed quarter by quarter. The median growth rate captures the common features of the five states evident in Figure 3 , including the sharp fall in permits (negative growth) in the early 1980s, the steady rise through the 1990s
(small fluctuations around a positive average growth rate), and the very recent decline in permits since the middle of 2007. This said, there is considerable dispersion of statelevel growth rates around the median, especially in the mid-1980s. Also clearly visible in Figure 4 is the greater volatility of the 4-quarter growth rate of building permits in the first part of the sample than in the second. Figure 4 shows a decline in volatility in the state-level building permit data and also substantial comovements across states. Here we provide initial, model-free measurements of these two features.
Rolling Standard Deviations and Correlations
Volatility. Rolling standard deviations of the four-quarter growth rate of building permits for the fifty states (that is, the standard deviation of Δ 4 y it ), computed using a centered 21-quarter window, are plotted in Figure 5 ; as in Figure We therefore draw on the spatial correlation literature for a single summary time series that summarizes the possibly time-varying comovements among these 50 series.
Specifically, we use a measure based on Moran's I, applied to a centered 21-quarter rolling window. Let {X i }, i = 1,…, N, be a spatial variable; then Moran's I is
where w ij is a spatial weight. Here, we are interested in the comovement over time across all states (so w ij = 1 for i ≠ j) as measured by the rolling cross-correlation in four-quarter growth rates. Accordingly, the modified Moran's I used here is 
The DFM-SV Model
This section lays out the dynamic factor model with stochastic volatility (DFM-SV) model and discusses the estimation of its parameters and the computation of the filtered estimates of the state variables.
The Dynamic Factor Model with Stochastic Volatility
We examine the possibility that state-level building permits have a national component, a regional component, and an idiosyncratic component. Specifically, we model log building permits (y it ) as following the dynamic factor model,
where the national factor F t and the N R regional factors R jt follow random walks and the idiosyncratic disturbance e it follows an AR(1):
The disturbances η t , υ jt , and ε it are independently distributed, where
and the factor disturbances have stochastic volatility:
, ζ t and ν t are independently distributed, and φ is a scalar parameter.
The factors are identified by restrictions on the factor loadings. The national factor enters all equations so {λ i } is unrestricted. The regional factors are restricted to load on only those variables in a region, so γ ij is nonzero if state i is in region j and is zero otherwise. The scale of the factors is normalized setting λ′λ/N = 1 and γ j ′γ j /N R,j = 1, where λ = (λ 1 ,…, λ N )′, γ j = (γ 1j ,…, γ Nj )′, and N R, is the number of state in region j. 
The parameters of the model consist of {α
i , λ i , γ ij , ρ i , 2 ε σ , φ}.
Estimation and Filtering
Estimation of fixed model coefficients. Estimation was carried out using a twostep process. In the first step, the parameters {α i , λ i , γ ij , ρ i }, i = 1, …, 50 were estimated The likelihood is maximized using the EM algorithm described in Engle and Watson (1983) . The scale parameter φ (defined below equation (13)) was set equal to 0.04, a value that we have used previously for univariate models (Stock and Watson (2007) ). 
Filtering. Conditioning on the values of {α
were generated from the relevant multivariate normal density using the algorithm in Carter and Kohn (1994) .
were obtained using a normal mixture approximation for the distribution of the logarithm of the ) and data augmentation as described in Shephard (1994) and Kim, Shephard and Chibb (1998) (we used a bivariate normal mixture approximation). The smoothed estimates and their standard deviations were approximated by sample averages from 20,000 Gibbs draws (after discarding 1,000 initial draws). Repeating the simulations using another set 20,000 independent resulted in estimates essentially indistinguishable from the estimates obtained from the first set of draws.
Empirical Results
This section begins by describing the k-means method for estimation of the housing market regions and discusses the results and the stability of the estimated regions over time. Results are then given for the dynamic factor model, first using split-sample methods without stochastic volatility then using the DFM-SV model.
Estimation of Housing Market Regions
In the DFM-SV model, regional variation is independent of national variation, and any regional comovements would be most noticeable after removing the national factor F t . Accordingly, the housing market regions were estimated after removing a single common component associated with the national factor. Our method follows Crone (2005) by using k-means cluster analysis , except that we apply the k-means procedure after subtracting the contribution of the national factor whereas Crone (2005) applied it directly to the observed time series (in our notation, y it ).
Specifically, the first step in estimating the regions used the single-factor model,
where (η t , ε 1t ,…, ε 2t ) is independently and distributed normal variables with mean zero and constant variances. Note that in this specification, u it consists of the contribution of the regional factors as well as the idiosyncratic term, see (4). The model (14) - (16) was estimated by maximum likelihood, using as starting values least-squares estimates of the coefficients using the first principal component as an estimator of F t (Stock and Watson (2002) ). After subtracting out the common component, this produced the residual ˆi t u =
The k-means method was then used to estimate the constituents of the clusters. In general, let {X i }, i = 1,…, N be a T-dimensional vector and let μ j be the mean vector of X i if i is in cluster j. The k-means method solves,
where S j is the set of indexes contained in cluster j. That is, the k-means method is the least-squares solution to the problem of assigning entity i with data vector X i to group j. 6 We implemented the k-means cluster method using four-quarter changes in ˆi t u , that is, with
In principal (17) should be minimized over all possible index sets S j . With 50 states and more than two clusters, however, this is computationally infeasible. We therefore used the following algorithm:
(i) An initial set of k clusters is assigned at random; call this S 0 .
(ii) The cluster sample means were computed for the grouping S 0 yielding the k- The resulting estimated regions for the full sample and subsamples are tabulated in Table 2 and are shown in Figure 7 (full sample), Figure 8 (1970) (1971) (1972) (1973) (1974) (1975) (1976) (1977) (1978) (1979) (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) , and Figure 9 ( [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] .
Perhaps the most striking feature of the full-sample estimates shown in Figure 7 is the extent to which the cluster algorithm, which did not impose contiguity, created largely contiguous regions, that is, regions in a traditional sense. Other than Vermont, the northeast states comprise Region 1; other than Alabama, the southeastern states comprise The only region which is geographically dispersed is Region 2, which consists of the entire west coast but also South Dakota, and the rust belt states. It is difficult to assess the statistical significance of these changes, and without the guidance of formal tests we are left to our judgment about whether the groupings appear to be stable. The fact that the objective function is essentially unaltered by some changes in the groupings suggests that there is considerable statistical uncertainty associated with the regional definitions, which in turn suggests that one would expect a fair amount of region switching in a subsample analysis even if the true (unknown population) regions were stably defined. We therefore proceed using five regions with composition that is kept constant over the full sample.
Results for Split Sample Estimates of the Dynamic Factor Model
Before estimating the DFM-SV model, we report results from estimation of the dynamic factor model with constant disturbance variances. This model is given by (4) - (7), where η t , υ jt , and ε it are i.i.d. normal. The purpose of this estimation is to examine the stability of the factor loading coefficients and the disturbance variances over the two split subsamples, 1969-1987 and 1988-2007. Accordingly, two sets of estimates were computed. First, the unrestricted splitsample estimates were produced by estimating the model separately by maximum likelihood on the two subsamples, 1969-1987 and 1988-2008 . Second, restricted split sample estimates were computed, where the factor loading coefficients λ and γ and the idiosyncratic autoregressive coefficients ρ were restricted to be constant over the entire sample period, and the variances { The restricted split estimates allow only the disturbance variances to change between samples, and the results in Table 3 and Table 4 (which presents the restricted split-sample estimates of the standard deviations of the factor innovations) show that nearly all these disturbance variances fall, and none increase. The average change in the idiosyncratic disturbance innovation standard deviation is -.07, the same as the change in the standard deviation of the national factor innovation. The change in the innovation standard deviations of the regional factors is less, typically -.03. Table 5 provides a decomposition of the variance of 4-quarter growth in building permits, Δ 4 y it , between the two samples. Each column contains two estimates for the column entry, the first from the unrestricted split model and the second from the restricted split model. The first block of columns reports the fraction of the variance of Δ 4 y it explained by the national factor, regional factor, and idiosyncratic term for the first subsample, and the second block reports these statistics for the second subsample. The final block provides a decomposition of the change in variance of Δ 4 y it between the two subsamples attributable to changes in the contributions of the national factor, regional factor, and idiosyncratic term.
Five features of this table are noteworthy. For now, consider the results based on the restricted model (the second of each pair of entries in Table 5 ).
First, in both samples most of the variance in Δ 4 y it is attributable to the idiosyncratic component, followed by a substantial contribution of the national factor, followed by a small contribution of the regional factor. For example, in the first sample, the mean partial R 2 attributable to the national factor is 36%, to the regional factor is 10%, and to the state idiosyncratic disturbance is 54%. There is, however, considerable heterogeneity behind these averages, for example in the first period the partial R 2 attributable to the national factor ranges from 0% to 67%. The states with 5% or less of the variance explained by the national factor in both periods are Hawaii, Wyoming, and
Alaska. The states with 45% or more of the variance explained by the national factor in both periods are Georgia, Wisconsin, Illinois, Arizona, Ohio,Tenessee, Virginia, and North Carolina.
Second, the importance of the national factor to state-level fluctuations falls from the first sample to the second: the median partial R 2 in the first period is .37 and in the second period is .23. The contribution of the regional factor is approximately unchanged, and the contribution of the state-specific disturbance increases for most states.
Third, all states experienced a reduction in the volatility of Δy it , and for most states that reduction was large. The variance reductions ranged from 35% (Hawaii) to 88% (West Virginia), with a median reduction of 72%. This reduction in variance is, on average, attributable equally to a reduction in the volatility of the contribution of the national factor and a reduction in the volatility of the idiosyncratic disturbance; on average, the regional factor makes only a small contribution to the reduction in volatility.
Fourth, the summary statistics based on the restricted and unrestricted splitsample estimation results are similar. For example, the median estimated R 2 explained by the national factor in the first period (numeric column 3) is 0.38 using the unrestricted estimates and 0.36, using the restricted estimates. Similarly, the median fractional change in the variance between the first and the second sample attributed to a reduction in the contribution of the national factor (numeric column 11) is .31 for the unrestricted estimates and .30 for the restricted estimates. These comparisons indicate that little is lost, at least on average, by modeling the factor loadings and autoregressive coefficients as constant across the two samples and allowing only the variances to change.
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Moreover, inspection of Table 5 reveals that the foregoing conclusions based on the restricted estimates also follow from the unrestricted estimates.
Results for the DFM-SV Model
We now turn to the results based on the DFM-SV model. As discussed in Section 3.2, the parameters λ, γ, and ρ are fixed at the full-sample MLEs, and the filtered estimates of the factors and their time-varying variances were computed numerically.
National and regional factors. The four-quarter growth of the estimated national
factor from the DFM-SV model, Δ 4ˆt F , is plotted in Figure 10 (2002)), as is the average of the state-level 4-quarter growth rates under the assumption that the average population factor loading for the national factor is nonzero (Forni and Reichlin (1998) ).
The fourth series plotted, the 4-quarter growth rate of national aggregate building permits, does not have an interpretation as an estimate of the factor in a single-factor version of the DFM specified in logarithms because the factor model is specified in logarithms at the state level.
As is clear from Figure 10 , the three estimates of the factor (the DFM-SV estimate, the first principal component, and the average of the state-level growth rates) yields very nearly the same estimated 4-quarter growth of the national factor. These in turn are close to the growth rate of national building permits, however there are some discrepancies between the national permits and the estimates of the national factor, particularly in 1974, 1990, and 2007 . Like national building permits and consistent with the split-sample analysis, the 4-quarter growth rate of the national factor shows a marked reduction in volatility after 1985. Table 5 . Specifically, for a typical state the fraction of the statelevel variance of Δ 4 y it explained by the national factor has declined over time, the fraction attributable to the idiosyncratic disturbance has increased, and the fraction attributable to the regional factor has remained approximately constant. In addition, the volatility of the idiosyncratic disturbance has decreased over time.
This said, the patterns in Figure 13 suggest some nuances that the split-sample analysis masks. Notably, the idiosyncratic standard deviation declines at a nearly constant rate over this period, and does not appear to be well characterized as having a single break. The volatility of the regional factor does not appear to be constant, and instead increases substantially for many states in the 1980s. Also, the importance of the national factor has fluctuated over time: it was greatest during the recessions of the late 70s/early 80s, but in the early 1970s the contribution of the national factor was essentially the same as in 2007. For this partial R 2 associated with the national factor, the pattern that emerges is less one of a sharp break than of a slow evolution.
Discussion and Conclusions
The empirical results in Section 4 suggest five main findings that bear on the issues, laid out in the introduction, about the relationship between state-level volatility in housing construction and the Great Moderation in overall U.S. economic activity. Third, there is evidence of regional organization of housing markets and, intriguingly, the cluster analytic methods we used to estimate the composition of the regions resulted in five conventionally identifiable regions -the northeast, southeast, upper midwest, Rockies, and west coast -even though no constraints were imposed requiring the estimated regions to be contiguous. The regional factors, however, explain only a modest amount of state-level fluctuations in building permits, and the regional factors show no systematic decline in volatility; if anything, they exhibit a peak in volatility in the mid-1980s.
Fourth, there has been a steady decline in the volatility of the idiosyncratic component of state building permits over the period . The smooth pattern of this decline is different than that for macroeconomic aggregates or for the national factor, which exhibit striking declines in volatility in the mid-1980s.
Taken together, these findings are consistent with the view, outlined in the introduction, that the development of financial markets played an important role in the Great Moderation: less cyclically sensitive access to credit coincided with a decline in the volatility of the national factor in building permits, which in turn led to declines in the volatility of state housing construction. The timing of the decline in the volatility of the national housing factor coincides with the harmonization of mortgage rates across regions in Figure 2 , the mid-1980s.
This said, the evidence here is reduced-form, and the moderation of national factor presumably reflects many influences, including moderation in the volatility of income. Sorting out these multiple influences would require augmenting the state building permits set developed here with other data, such as state-level incomes. Notes to Table 5 : The first entry in each cell is computed using the unrestricted split sample estimates of the dynamic factor model; the second entry is computed using restricted split sample estimates for which the factor loadings and idiosyncratic autoregressive coefficients are restricted to equal their full-sample values. The first numeric column is the region of the state. The next block of columns contains the standard deviation of Δ 4 y it over 1969-1987 and the fraction of the variance attributable to the national factor F, the regional factor R, and the idiosyncratic disturbance e. The next block provides the same statistics for 1988-2007. The final block decomposes the relative change in the variance from the first to the second period as the sum of changes in the contribution of F, R, and e; for each state, the sum of the final three columns equals the Total column up to rounding. Figure 12. DFM-SV estimates of the instantaneous standard deviations of the innovations to the national and regional factors, with ± 1 standard deviation bands (dotted lines). Figure 13 . DFM-SV estimates of the evolution of the state-level factor model: the standard deviation of the idiosyncratic innovation (upper left) and the partial R 2 from the national factor (upper right), the regional factor (lower left), and the idiosyncratic term (lower right). Shown are the 10%, 25%, 50%, 75%, and 90% percentiles across states, evaluated quarter by quarter.
