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1 1. INTRODUCTION
Ultracold quantum gases have become a rapidly
developing research domain due to recent experimen
tal and theoretical achievements (see, e.g., the recent
reviews [1–3]). One of the remarkable research direc
tions in this field is coherent molecule formation in
atomic quantum gases via application of associating
optical or magnetic fields (such processes are referred
to as “superchemistry” [4]) which under certain
experimental conditions [5, 6] can be described by a
basic meanfield timedependent twolevel problem
that is defined by the following set of coupled nonlin
ear equations [7]:
(1)
where t is time, a1 and a2 are the atomic and molecular
state probability amplitudes, respectively,  denotes
the complex conjugate of a1, the real function U(t) is
referred to as the Rabi frequency of the associating
field, and the real function δ(t) is the integral of the
associated frequency detuning.
i
da1
dt
 U t( )e iδ t( )– a1a2,=
i
da2
dt
 U t( )
2
e
iδ t( )
a1a1,=
a1
The field configuration {U(t), δ(t)} we discuss in the
present paper is the celebrated Landau–Zener (LZ)
model [8, 9] (see also [10, 11]) for which the detuning
is assumed to be a linear function of time: δt(t) = 2δ0t,
and the Rabi frequency is supposed to be constant:
U(t) = U0 = const. This is a well appreciated model
that serves as a prototype for all the level crossing mod
els [12, 13]. We treat the basic case when the evolution
of the system starts from the pure atomic state, so that
the initial conditions are
(2)
where p = |a2 |2 is the molecular state probability. We
examine the weak coupling limit of the association
process, which corresponds to the weak associating
fields with the Rabi frequency being U0 < 1. This limit
has previously been discussed by several authors both
in the context of photoassociation and Feshbach reso
nance (see, e.g., [14–18]) and an accurate formula for
the final transition probability to the molecular state at
t  +∞ has been proposed [14, 15]. However, the
whole time dynamics of the system has not been
treated in detail.
In the present paper we suggest a rigorous analysis
of the time evolution of the system. Using a variational
approach we construct an accurate analytic approxi
mation applicable in the whole time domain. This
approximation is written in terms of an auxiliary linear
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LZ solution for an effective LZ parameter. The depen
dence of the latter parameter on the conventional LZ
parameter is rather unexpected: as the generic LZ
parameter increases, the effective LZ parameter first
monotonically increases (starting from zero), reaches
the maximum and then monotonically decreases
again reaching zero at some point. The constructed
solution correctly describes many characteristics of
the time evolution of the molecular state probability
for the whole reasonable range of variation of the LZ
parameter. The approximation accurately describes
the behavior of the system before and during the reso
nance crossing. Furthermore, the frequency of the
atommolecule oscillations that start soon after cross
ing the resonance is matched with high accuracy. The
solution quantitatively correctly describes the oscilla
tion at large time. However, in the time region cover
ing several first oscillation periods deviation of the pre
sented solution from the numerical result is observed.
In this region, the amplitude of the oscillations is over
estimated by the analytic solution. This deviation
increases as the LZ parameter approaches unity. The
final molecular probability at t  +∞ is also deter
mined with high accuracy. The derived result improves
the accuracy of the previous approximation for the
final transition probability [14, 15] by order of magni
tude.
2. EQUATION FOR THE MOLECULAR STATE 
PROBABILITY
System (1) describes a lossless process, i.e., pre
serves the total number of particles, which we choose
as normalized to unity:
(3)
After eliminating one of the dependent variables from
system (1) we obtain the following nonlinear equa
tions of the second order for the atomic and molecular
states’ probability amplitudes, respectively:
(4)
(5)
Hence, instead of the two coupled firstorder equa
tions (1) one may work with one secondorder equa
tion [either (4) or (5)]. However, it turns out that it is
more convenient to deal with one equation, written for
the molecular state probability |a2 |2 [19, 20]. It can be
shown that all other involved variables are then
expressed in terms of this quantity.
a1
2
2 a2
2
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1 2 a2
2
–( )a2+ + 0.=
It can be shown by direct differentiation that the
transition probability p = |a2 |2 satisfies the following
relations:
(6)
(7)
Furthermore, it can be checked by straightforward dif
ferentiation that the function
(8)
satisfies the relation
(9)
Then, differentiation of equation (7) followed by some
algebra yields the following nonlinear ordinary differ
ential equation of the third order for the molecular
state probability [19]:
(10)
It is worth stressing that the normalization condition
(3) is incorporated in this equation.
The derived equation is considerably simplified for
the models with constant field amplitude: U(t) = U0. In
this case we have the equation
(11)
which can be rewritten in the following factorized
form [20]:
(12)
This equation serves as a starting point for the develop
ment presented below. For the LZ model, Eq. (12) is
written as
(13)
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where we have passed to the dimensionless time, t 
t/ , and have introduced the conventional LZ
parameter
(14)
The linear counterpart of the nonlinear system (1)
reads
(15)
Accordingly, for the second state probability pL = |a2L |2
of the linear problem we have the equation [compare
with Eq. (13)]
(16)
Note that when deriving Eq. (16) the normalization
constraint |a1L |2 + |a2L |2 = 1 has been taken into
account. This linear differential equation is exactly
solvable, and we denote as pLZ the solution which sat
isfies the initial conditions: pL(–∞) = 0, pLt(–∞) = 0,
pLtt(–∞) = 0. This solution can be written in terms of
the confluent hypergeometric functions [15]:
(17)
with
(18)
and
(19)
where Γ is the Euler gammafunction [21] and 1F1 is
the Kummer confluent hypergeometric function [21].
The limits of pLZ for t  0 and t  +∞ are written as
(20)
3. MATHEMATICAL TREATMENT 
AND RESULTS
In what follows we try to construct an approximate
solution of the equation for the molecular state proba
bility (13) in the weak interaction limit, λ < 1, using the
solution pLZ to the linear equation (16). To do this, we
δ0
λ
U0
2
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 .=
i
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dt
 U0e
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F1 F1 1 iλ/4; 1/2; it
2( ),=
F2 t F1 1 1/2 iλ/4; 3/2; it
2
+( ),=
pLZ 0( )
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–
2
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πλ–
.–= =
consider the linear equation (16) with an auxiliary
parameter λ1:
(21)
and try to approximate the solution to the exact equa
tion (13) as follows:
(22)
As it is seen, apart from a simple prefactor C1, we have
here introduced an effective LZ parameter λ1. After
substituting this expression into the lefthand side of
equation (13) and taking into account that function
pLZ(λ1, t) satisfies equation (21), we get some remain
der:
(23)
where r(t) is the notation for
(24)
It is obvious that if the remainder R is identically zero,
then the function p0 given by equation (22) is the exact
solution to equation (13). Hence, it is intuitively
understood that a way to proceed is to try to minimize
R by means of appropriate choice of λ1 and C1.
To do this, we first note that, since the function
pLZ(λ1, t) is bounded everywhere, the function R is
bounded almost everywhere. The exception is the res
onance crossing point t = 0, where, due to the term 1/t
of the operator (d/dt – 1/t), in general, R diverges.
Therefore, as a first step, we eliminate this divergence,
i.e., we require λ1 and C1 to satisfy the equation r(0) =
0. Explicitly, this equation is written as
(25)
To find appropriate values of parameters λ1 and C1 we
need to introduce one more equation. Of course, in
order to construct an approximation as simple as pos
sible, one may first try to avoid variation of both auxil
iary parameters and attempt to get a simpler, one
parametric approximation instead. A natural choice is
then to fix λ1 = λ and vary C1 alone.
Equation (25) then immediately yields:
(26)
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with PLZ(0) given by Eq. (20). Numerical examination
reveals that this approximation works only for very
small λ, of the order of 10–2. For λ = 0.25 the error is
about 5% and for λ = 1 it becomes 20%. This result
shows that we have to consider twoparametric fit,
hence, we do need a second equation to determine the
parameters λ1 and C1.
For derivation of the second equation we write the
(exact) solution to the initial equation (13) as
(27)
and examine the exact equation for the correction
term u. This equation is written as
(28)
Now, considering the correction u as sufficiently small
(since the zeroorder approximation p0 is supposed to
be sufficiently close to the exact solution) one arrives
at the needed second equation:
(29)
The details of derivation of this equation are presented
in Appendix.
Thus, the values of parameters λ1 and C1 for which
the function (22) approximates the exact solution to
equation (13) are determined by equations (25) and
(29). One may numerically solve these equations and
further compare the proposed approximation (22)
with the numerical solution to the exact equation (13).
p p0 u+=
d
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 8u– 24p0u 12u
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2
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2
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The comparison is shown on Fig. 1. It is seen that the
coincidence is quite good—some deviation is
observed only for the several first oscillations occur
ring after resonancecrossing and we see that the devi
ation becomes visible for relatively large λ: 0.3 ≤ λ ≤
1.0. In the meanwhile, several important characteris
tics of the process, such as the final transition proba
bility (at t  +∞) and the frequency of oscillations
are determined with high accuracy. As is seen, it is the
amplitude of oscillations that displays significant devi
ations from the numerical result. However, it can be
shown that there exists a modification of the applied
variational method which is potent to provide essential
improvement of the result. We will discuss this devel
opment in a further paper.
The system of equations (25) and (29) for determi
nation of optimal values of the parameters λ1 and C1
can be solved by approximate methods. In order to do
this, we first eliminate C1 from the system. Next, we
show that with the increase of λ the function λ1(λ) first
monotonically increases starting from λ1(0) = 0 and
further monotonically decreases to zero at λ = .
The function reaches its maximal value at λ ≈ 0.454.
The corresponding auxiliary parameter λ1 then adopts
the value λ1max ≈ 0.124. A sufficiently good approxima
tion for the function λ1(λ) is given by the following for
mula:
(30)
Comparison of the derived formula with the numerical
result is shown in Fig. 2a. It is seen that the approxi
mation for the interval λ ∈ [0, 1] (i.e., the whole weak
interaction limit) is rather good. Furthermore, we
apply equation (30) to calculate the function C1(λ)
using equation (25). Comparison of the resultant
approximation with the numerical result for C1(λ) is
shown in Fig. 2b. As it is seen, the graphs are practi
cally indistinguishable.
2
λ1 λ 1
λ
2
–⎝ ⎠
⎛ ⎞ 1 λ/π+
1 4λ+
 .=
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0.05
(b)
0.30
Fig. 1. Comparison of the solution (22) (dotted lines) with the numerical solution to equation (13) (solid lines) at (a) λ = 0.25
and (b) 0.64.
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An analytic expression for C1 as a function of λ can
be constructed starting from equation (25) and apply
ing, for example, successive iterations. Indeed, rewrite
equation (25) in the following form
(31)
Now, as a zeroorder approximation we put in the
righthand side of this equation  = 0.
As a result, we get an expression that is already a
good approximation. By applying further iterations,
we conclude that an accurate approximation for all
λ ≤ 1 is given by the formula
(32)
The graph of this function is visually indistinguish
able from the numerical solution. The substitution of
λ1(λ) from Eq. (30) into this formula shows that func
tion C1(λ), in contrast to the function λ1(λ), mono
tonically increases on the segment λ ∈ [0, 1].
The final transition probability to the molecular
state at t  +∞ for the weak interaction limit,
according to Eq. (22), is p(+∞) = C1(λ)pLZ(λ1, +∞). It
is namely this function that is shown in Fig. 2b. Note
finally that the direct comparison shows that on the
whole segment λ ∈ [0, 1] expression (32) produces a
final transition probability that accurately matches the
formula derived in [14, 15].
4. SUMMARY
Thus, we have discussed the coherent photo and
magnetoassociation of cold atoms with formation of
cold diatomic molecules, in the framework of a basic
semiclassical nonlinear twostate problem describing
a zerodimensional Bose–Einstein condensate in the
mean field approximation. Using an exact thirdorder
nonlinear differential equation for the molecular state
probability, we have developed an effective variational
C1
λ/4
λ1 2 λ λ1–( )pLZ λ1 0,( ) 3λC1pLZ λ1 0,( )
2
–+
 .=
C1
0( )
C1
λ/4
λ1 1.75 λ λ1–( )pLZ λ1 0,( )+
.=
method for constructing the approximate solution to
the problem in the limit of weak coupling.
Discussing the LZ problem for which the Rabi fre
quency is constant and the detuning linearly in time
crosses the resonance, we have proposed a basic func
tional form of the appropriate approximation. The
approximation is written in the form of a modification
of the solution to the corresponding linear LZ problem
with two scaling parameters involved. One of these
parameters is a simple prefactor while another one
serves as an effective LZ parameter. We have shown
that by an appropriate choice of these parameters the
proposed solution well describes the main characteris
tics of the exact solution to the problem in the whole
time domain.
We have constructed relevant equations for deter
mination of the introduced auxiliary parameters. The
approach for the derivation of these equations is as fol
lows. The proposed zeroorder initial approximation
generates an inhomogeneous term (which is referred
to as remainder) in the exact equation for the next
approximation. The further idea was, first, to suppress
the divergence of this remainder observed in the reso
nancecrossing point. Furthermore, second, we mini
mized the correction term by suppressing, as much as
possible, the influence of the remainder on the form
ing of this next approximation term.
We have derived an accurate analytic approxima
tion to the solution of the formulated equations for the
scaling parameters. As expected, the prefactor C1 is a
slowly varying, monotonically increasing function of
the LZ parameter. In the meantime, the dependence
of the effective LZ parameter λ1 on the input LZ
parameter λ turns to be nontrivial. As λ increases, the
function λ1(λ) first monotonically increases (λ1 ≈ λ)
starting from λ1(0) = 0, reaches its maximal value,
λ1max ≈ 0.124, at λ ≈ 0.454 and further monotonically
decreases reaching zero at λ = .
Using the constructed approximation, we have
examined the weak coupling limit of the association
process, which corresponds to the weak associating
2
0.12
0.10
0.08
0.06
0.04
0.02
(a)
λ1
1.41.21.00.80.60.40.2
λ
0.35
0.25
0.20
0.15
0.10
0.05
(b)
C(λ)pLZ(λ1, + ∞)
1.41.21.00.80.60.40.2
0.30
Fig. 2. Functions λ1(λ) [dotted lineformula (30)] and C1(λ)pLZ(λ1, +∞).
0 0
λ
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fields: λ ≤ 1. This limit has previously been discussed
by several authors. In particular, in [14, 15] a formula
for the final transition probability at t  +∞ has been
derived. In the present paper we go beyond the previ
ous studies and treat the whole time dynamics of the
system. The results are inspiring. The constructed
solution qualitatively correctly describes the main
characteristics of the evolution of the molecular state
probability as a function of time for the supposed
range of variation of the LZ parameter: λ ∈ [0, 1]. Fur
thermore, the behavior of the system before and dur
ing the resonance crossing and the frequency of the
oscillations of the transition probability that start soon
after crossing the resonance, as well as the final transi
tion probability to the molecular state are determined
with high accuracy. In particular, the present result
improves the accuracy of the previous approximation
for the final transition probability [14, 15] by order of
magnitude. Only the amplitude of the oscillations dis
plays visible deviations from that of the numerical
solution. The deviation is mostly pronounced for sev
eral first oscillation periods and becomes rather signif
icant when the LZ parameter approaches unity. We
hope to address this point in a separate publication.
APPENDIX
Consider equation (27) obeyed by the correction
term u:
(A1)
The initial conditions for u are
(A2)
Now, examining Eq. (24), we see that since the solu
tion pLZ to the linear LZ problem is a stepwise func
d
dt
 1
t
–⎝ ⎠
⎛ ⎞ utt
λ
2
 8u– 24p0u 12u
2
+ +( )– r+⎝ ⎠
⎛ ⎞
+ 4t
2
ut 0.=
u ∞–( ) 0, ut ∞–( ) 0, utt ∞–( ) 0.= = =
tion, the remainder r can be presented as a sum
(A3)
where r1 = r(–∞) = const, r2 = r20(1 + tanh(t))/2 with
r20 = r(+∞) – r(–∞) = const. It is then understood that
the last term, r3, is a relatively small, oscillating quan
tity. Therefore, supposedly, this term can be neglected.
Furthermore, if the approximate solution p0 is sup
posed to be good enough so that |u |  p0 ≤ 1/2 ⇒ |u | 
0.1 ⇒ u2  |u |, then we can linearize equation (27) by
neglecting the quadratic term 12u2. Then, since the
remaining equation is linear, we may expect that u(r) ≈
u1(r1) + u2(r2) + u3(r3), where u1, u2, and u3 are the
solutions to the linearized equations written for the
remainders r1, r2, and r3, respectively, satisfying the
same initial conditions (A2). We have mentioned
above that r3 is expected to be small as compared to r1
and r2. Moreover, since it is also an oscillating func
tion, then the solution u3(r3) should be small as com
pared to u1(r1) and u2(r2). Numerical experiments
confirm this assumption. Therefore, we neglect the
term u3(r3).
The auxiliary linear differential equations for u1
and u2 are
(A4)
(A5)
In the weak interaction limit the probability p of mol
ecule formation is small, hence, the approximate solu
tion p0 is also relatively small. This means that we can
neglect the term 24p0u1 in Eq. (A4), and, as a result, we
r r1 r2 r3,+ +=
d
dt
 1
t
–⎝ ⎠
⎛ ⎞ u1tt
λ
2
 8u1– 24p0u1+( )– r1+⎝ ⎠
⎛ ⎞
+ 4t
2
u1t 0,=
d
dt
 1
t
–⎝ ⎠
⎛ ⎞ u2tt
λ
2
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2
u2t 0.=
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t
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Fig. 3. Functions u1(t) and u2(t) for λ = 0.0625.
t
0
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will get a LZtype equation for u1 [compare with equa
tion (21)]:
(A6)
The exact solution to this equation is u1 =
⎯r1pLZ(λ)/2λ, therefore u1(+∞) ≈ –r1/(2λ)pLZ(λ, +∞).
It is also possible to construct a good approxima
tion for the solution to equation (A5) for the function
u2. As a result of the construction (using the method
“from the inverse”) we arrive at the approximation
(A7)
The behavior of functions u1(t) and u2(t) is shown in
Fig. 3. As it is seen, the correction u ≈ u1 + u2 will be
significantly suppressed and, hence, u will be essen
tially suppressed if we require canceling of u1(+∞) and
u2(+∞):
(A8)
This condition is equivalent to the relation r1/(2λ) +
r20/(4λ) ≈ 0. The latter means that the following equa
tion should hold:
(A9)
More detailed examination of the roles of r1, r2, and
r3 in formation of the correction u shows that for fur
ther suppression of the latter we should add in the
derived equation a small correction that is of the order
of λ3. Finally, we arrive at the following relation:
(A10)
Explicitly, this equation is written as
(A11)
The derived equation is the second equation
required for determination of the auxiliary parameters
λ1 and C1.
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