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Abstract
Talagrand (Publ. Math. Inst. Hautes Etudes Sci. 81 (1995) 73) gave a concentration inequality
concerning permutations picked uniformly at random from a symmetric group, and this was
extended in McDiarmid (Combin. Probab. Comput. 11 (2002) 163) to handle permutations picked
uniformly at random from a direct product of symmetric groups. Here we extend these results
further, to cover more general permutation groups which act suitably ‘locally’.
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1. Introduction
Suppose that a permutation is picked uniformly at random from a symmetric group.
This was the setting for early work on the concentration of measure [8], see also [9]
or [10]. A concentration inequality of Talagrand [14] was recently extended in [11]
to handle independent permutations picked from several symmetric groups, in order to
analyse certain randomised methods for graph colouring, see also [12]. That extended
result may be thought of as concerning a permutation picked uniformly at random from
a direct product of symmetric groups acting on disjoint sets.
What property of these permutation groups leads to concentration? We introduce
here the property of being ‘l-local’. It seems that having this property for small l is
just what is needed, and we extend the concentration results mentioned above to this
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case. Indeed the extended result from [11] mentioned above is the ‘2-local’ case of
Theorem 2.1 below.
Consider a group G of permutations acting on a set  of n¿1 points. For ∈G,
the support of , denoted by supp(), is {i∈: (i) = i}, the set of points that are
not Hxed by . The degree of , denoted by deg(), is |supp()|. For a non-negative
integer l, let us call the group G l-local if the following condition holds for each
distinct i; j∈: if there exists ∈G with (i)= j then there exists 	∈G with 	(i)= j,
supp(	)⊆ supp() and deg(	)6l:
Let us make some introductory observations about the property of being l-local.
Any group of permutations on  is n-local, and the cyclic group generated by an
n-cycle is not (n−1)-local. The symmetric group Sym() is 2-local, and the alternating
group Alt() (consisting of the even permutations) is 3-local. A direct product of
l-local groups of permutations on disjoint sets is l-local. In particular, such a product
of symmetric groups (called a ‘product group’ in [11]) is 2-local. Conversely, if G is
2-local, then it must be a direct product of the symmetric groups on its orbits, since
it contains the transposition of each pair of points i and j that are in the same orbit.
Similarly, we shall see in Section 5 that G is 3-local if and only if it is the direct
product of symmetric or alternating groups on its orbits. Finally, observe that if G is
l-local and F ⊆, then the pointwise stabiliser GF of F is also l-local.
2. Main result
We recall some deHnitions and notation from [14,11]. Let (Ci: i∈) be a Hnite
family of Hnite non-empty sets. Consider a vector x=(xi: i∈) and a set A in
the product
∏
i∈ Ci. We let U (A; x) be the set of all binary vectors u such that
starting from x we may reach a vector y∈A by changing only co-ordinates xi such
that ui =1 (and not necessarily changing all of them). Let V (A; x) be the convex
hull of the set U (A; x). Talagrand’s convex distance dT(A; x) between A and x is
given by
dT(A; x)= min


(∑
i∈
v2i
)1=2
: v∈V (A; x)

 :
We shall think of a permutation  acting on  as being speciHed by the vector
((i): i∈). Thus we may let
f(A; )=dT(A; )2 = min
{∑
i∈
v2i : v∈V (A; )
}
:
We use the notation ∈U G to mean that the random permutation  is uniformly
distributed over G.
The special case of the following theorem when G is Sym() is precisely Theo-
rem 5.1 of [14]. The 2-local case is precisely Theorem 2.1 of [11] on product groups.
This is our main theorem.
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Theorem 2.1. Let G be an l-local group of permutations on a set , let A⊆G be
non-empty, and let ∈U G. Then
P(∈A)E
[
exp
f(A; )
8(l2 − 2l+ 2)
]
61: (1)
This theorem yields various more explicit forms of concentration result, see [14] or
for example [10,11]. Let us state one, which may be proved from Theorem 2.1 above
just as in [11] the inequality (3) is proved from Theorem 2.2 there.
We write 	 for the permutation with 	(j)= (	(j)). Note that deg()= deg(−1)
and deg(	)= deg(	). Also (j)= 	(j) if and only if j =∈ supp(−1	), and thus
deg(−1	) equals the Hamming distance between  and 	 when we represent them
as vectors.
Let G be an l-local group of permutations on a set . Let c and r be positive
constants, and suppose that the non-negative real-valued function h on G satisHes the
following two conditions:
• For each ; 	∈G, |h()− h(	)|6c deg(−1	).
• For each ∈G and s¿0, if h()= s, then in order to show that h()¿s, we need
specify only at most rs values (i).
Let ∈U G and let m be a median of the random variable h(). Then for each 0661,
P(|h()− m|¿m)64 exp
(
− 
2m
16(l2 − 2l+ 2)rc2
)
: (2)
For an example, let = {1; 2; : : : ; n}, and let h() be the maximum length of an
increasing subsequence of  (thought of as the sequence (1); (2); : : : ; (n)). When
∈U Sym(), the random variable h() has been well studied. It has median (and
expected value) about 2
√
n. See for example [13] for background, and [1] for the
asymptotic distribution.
Let G be any group of permutations on , let ∈U G and let m be a median of the
random variable h(). Then the two conditions above hold with c= r=1. Hence, by
the inequality (2), if G is l-local, then for each 0661
P(|h()− m|¿m)64 exp
(
− 
2m
16(l2 − 2l+ 2)
)
:
Now consider again Sym(), where l=2. The bound above agrees with that in [14]
(the constants were improved in [2]). It gives the right order for large deviations below
the median, but not for those above the median, see [3]. In this context, the following
example is of interest. Suppose that n is even, and G is the group of permutations
generated by the transpositions (2i− 1; 2i) for i=1; : : : ; n=2. Then G is 2-local, and so
the above inequality applies with l=2; and h() − n=2 has the binomial distribution
B(n=2; 12 ), which of course has symmetric tails.
For a second example we may consider the number of Hxed points in ∈U G. Indeed,
let us be more general, and let k be a positive integer. If we let h() be the number
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of cycles in  of length at most k, then we may take c=1 and r= k; and if we let
h() be the number of points in cycles of length at most k, then we may take c= k
and r=1.
3. Proof of main result
Our proof of Theorem 2.1 follows the lines of the proof of Theorem 2.1 in [11],
making use of a number of lemmas from there or whose counterparts can be found
there. We deHned f(A; ) above: we need also to work with
f(A; ; j)= min
{
v2j +
∑
i∈
v2i : v∈V (A; )
}
for j∈. [The minimum over an empty set will always mean ∞.] Given a vector
v=(vi: i∈), we let v	 denote the vector with (v	)k = v	(k), and given a set V of
such vectors we let V	 denote the set of v	 for v∈V . The following straightforward
lemma is Lemma 2.2 of [11], or see [6].
Lemma 3.1. For non-empty A⊆Sym(), ; 	∈Sym() and j∈
f(A; )=f(A	; 	);
f(A; ; j)=f(A	; 	; 	−1(j));
f(A; ; j)=f(A−1; −1; (j)):
The next lemma extends Lemma 2.4 in [11].
Lemma 3.2. Let A⊆Sym(), let ∈Sym(), let i∈, and let 06!61. Let
Ai = {	∈A: 	(i)= (i)}, and suppose that the ‘section’ Ai is non-empty. Let D⊆\{i}
with |D|=d¿1, and let 	∈Sym() satisfy supp(	)⊆{i}∪D. Then
f(A; ; i)62(d2 + 1)(1− !)2 + (!=d)
∑
j∈D
f(Ai; ; j) + (1− !)f(A	; ):
Proof. Let D′=D∪{i}. Let
g(A; ; D′)= min
{∑
l =∈D′
v2l : v∈V (A; )
}
:
Let s∈V (A; ) satisfy g(A; ; D′)= ∑l =∈D′ s2l , and for each j∈D let t( j) ∈V (A; )
satisfy t( j)i =0 and f(Ai; ; j)=
∑
l (t
( j)
l )
2+(t( j)j )
2. Since V (A; ) is convex, the vector
v=(1− !)s + (!=d) ∑j∈D t( j) is in V (A; ). Thus
f(A; ; i)6
∑
l =∈D′
v2l + 2v
2
i +
∑
l∈D
v2l :
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Now since the function x→ x2 is convex, for each l =∈D′ we have
v2l6(1− !)s2l + (!=d)
∑
j∈D
(t( j)l )
2:
Also
2v2i =2((1− !)si)262(1− !)2:
For l∈D we use the inequality(
d∑
i=1
xi
)2
6d
d∑
i=1
x2i
and we Hnd that
v2l =

(1− !)sl + (!=d)∑
j∈D
t( j)l


2
6 d((1− !)sl + (!=d)t(l)l )2 + d
∑
j∈D\{l}
(!=d)2(t( j)l )
2
6 2d(1− !)2s2l + 2(!2=d)(t(l)l )2 + (!2=d)
∑
j∈D\{l}
(t( j)l )
2
6 2d(1− !)2 + (!=d)(t(l)l )2 + (!=d)
∑
j∈D
(t( j)l )
2:
Hence
f(A; ; i)6
∑
l =∈D′
((1− !)s2l + (!=d)
∑
j∈D
(t( j)l )
2) + 2(1− !)2
+ 2d2(1− !)2 + (!=d)
∑
j∈D
(t( j)j )
2 + (!=d)
∑
l∈D
∑
j∈D
(t( j)l )
2
= 2(d2 + 1)(1− !)2 + (1− !)
∑
l =∈D′
s2l
+(!=d)

∑
j∈D
∑
l∈
(t( j)l )
2 +
∑
j∈D
(t( j)j )
2


= 2(d2 + 1)(1− !)2 + (1− !)g(A; ; D′) + (!=d)
∑
j∈D
f(Ai; ; j):
Finally, note that
g(A; ; D′)= g(A	; ; D′)6f(A	; ):
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We need two further preliminary results from [5,14,11]. For convenience we
record them here. The Hrst is a form of HMolder’s inequality, the second is a technical
inequality.
Lemma 3.3. For any (appropriately integrable) functions f and g and random vari-
ables X and Y , and any 06!61,
E(e!f(X )e(1−!)g(X ))6(E(ef(X )))!(E(eg(X )))1−!:
Lemma 3.4. For all 0¡r61,
inf
06!61
r−!e1=4(1−!)
2
62− r:
We may now start the main proof of Theorem 2.1.
Proof of Theorem 2.1. Let l=d + 1, that is we suppose that G is (d + 1)-local. We
use induction on the order of G to prove a result which is slightly stronger than (1) (in
order to make the induction work). We show that when ∈U G, for each non-empty
A⊆G and each !∈,
P(∈A)E
[
exp
1
8(d2 + 1)
f(A; ; !)
]
61: (3)
Note that this inequality is trivial if G= {e} (where e denotes the identity permutation),
since then A=G.
For a non-empty subset K of Sym(), let supp(K)=
⋃
∈K supp(). Observe that
supp(G) is empty if and only if G is the trivial one-element group. To prove (3) for
non-trivial G, it suNces to consider only !∈ supp(G). For if !∈ supp(G) then for
each !′ ∈\supp(G) and each ∈G
f(A; ; !′)=f(A; )6f(A; ; !):
Now let |G|¿2 and suppose that for any F ⊆ such that F ∩ supp(G) = ∅, result (3)
holds for GF , the pointwise stabiliser of F in G, together with any non-empty A⊆GF .
We may assume without loss of generality that  is a set of integers, that !=1 and
that the orbit of the element 1 is {1; : : : ; m} for some m¿2 (thus 1∈ supp(G)). Then
G{1}, the stabiliser of the element 1, is (d+ 1)-local on .
For each distinct i; j∈{1; : : : ; m} let 	ij ∈G satisfy 	ij(i)= j and deg(	ij)6d + 1.
For notational Let H1 =G{1}, and for i=2; : : : ; m let Hi denote the coset G{1}	i1 of
G{1}. Thus G is partitioned into the m cosets H1; : : : ; Hm, where Hi consists of the
permutations  with (i)= 1, and each Hi has size |G|=m.
Let A⊆G be non-empty, and let p=P(∈A)= |A|=|G|: For i=1; : : : ; m let Ai =A∩
Hi and let qi = |Ai|=|H1|. Thus
p=
1
m
m∑
i=1
qi:
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Observe that if ∈Hi then the present notation Ai agrees with that in Lemma 3.2.
Choose k such that qk is a maximum, and keep k Hxed. The main part of the proof
of (3) will consist in establishing the following claim. After we have proved the claim,
we shall resume the main proof.
Claim. Let i∈{1; : : : ; m} and let i ∈U Hi. Then
E
[
exp
1
8(d2 + 1)
f(A; i; i)
]
6q−1k (2− qi=qk) (4)
Proof. For notational convenience, we let 	11 denote the identity element e. If Ai is
non-empty, then by Lemma 3.1, for each j∈{1; : : : ; m}
E
[
exp
1
8(d2 + 1)
f(Ai; i; j)
]
=E
[
exp
1
8(d2 + 1)
f(Ai	1i ; i	1i ; 	−11i (j))
]
and hence
E
[
exp
1
8(d2 + 1)
f(Ai; i; j)
]
6q−1i (5)
by the induction hypothesis, since Ai	1i⊆H1, i	1i ∈U H1, and |Ai	1i|=|H1|= qi. By
Lemma 3.1 again
E
[
exp
1
8(d2 + 1)
f(Ak	ik ; i)
]
=E
[
exp
1
8(d2 + 1)
f(Ak	ik	1i ; i	1i)
]
and hence
E
[
exp
1
8(d2 + 1)
f(Ak	ik ; i)
]
6q−1k (6)
by the induction hypothesis, since Ak	ik	1i⊆H1, i	1i ∈U H1, and |Ak	ik	1i|=|H1|= qk .
We shall use results (5) and (6) to complete the proof of the Claim. Suppose Hrst that
i = k and let supp(	ik)\{i}⊆D, where |D|=d. If Ai is non-empty, then by Lemmas 3.2
and 3.3, for each 06!61,
E
[
exp
1
8(d2 + 1)
f(A; i; i)
]
6 e1=4(1−!)
2
E

exp !
8(d2 + 1)
1
d
∑
j∈D
f(Ai; i; j) exp
1− !
8(d2 + 1)
f(Ak	ik ; i)


6 e1=4(1−!)
2

E

exp 1
8(d2 + 1)
1
d
∑
j∈D
f(Ai; i; j)




!
(
E
[
exp
1
8(d2 + 1)
f(Ak	ik ; i)
])1−!
:
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Now
exp

 1
d
∑
j∈D
xj

6 1
d
∑
j∈D
exj
by the convexity of the function ex. So
E

exp

 1
8(d2 + 1)
1
d
∑
j∈D
f(Ai; i; j)




6 E

 1
d
∑
j∈D
exp
1
8(d2 + 1)
f(Ai; i; j)


=
1
d
∑
j∈D
E
[
exp
1
8(d2 + 1)
f(Ai; i; j)
]
6 q−1i
by (5), and hence
E
[
exp
1
8(d2 + 1)
f(A; i; i)
]
6 e1=4(1−!)
2
q−!i q
−(1−!)
k
= e1=4(1−!)
2
q−1k (qi=qk)
−!:
By minimising over ! using Lemma 3.4, we obtain
E
[
exp
1
8(d2 + 1)
f(A; i; i)
]
6q−1k (2− qi=qk):
Now suppose that Ai is empty. Since deg(	ik)6d+ 1 we have
f(A; ; i)6d+ 2 + f(A	ik ; ):
Also note that exp((d+ 2)=8(d2 + 1))6 exp( 316 )62. Hence it follows by (6) that
E
[
exp
1
8(d2 + 1)
f(A; i; i)
]
6 e(d+2)=8(d
2+1)E
[
exp
1
8(d2 + 1)
f(Ak	ik ; i)
]
6 2q−1k
= q−1k (2− qi=qk):
Finally consider the case i= k. Then by (5)
E
[
exp
1
8(d2 + 1)
f(A; i; i)
]
6q−1i = q
−1
k (2− qi=qk):
This completes the proof of the Claim.
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We now resume the main proof. Recall that !=1. When ∈U G
E
[
exp
1
8(d2 + 1)
f(A; ; −1(!))
]
=
1
m
m∑
i=1
E
[
exp
1
8(d2 + 1)
f(A; i; i)
]
;
where i ∈U Hi. Hence, when ∈U G, by Claim
E
[
exp
1
8(d2 + 1)
f(A; ; −1(!))
]
6 q−1k
(
2−
(
1
m
∑
i
qi
)
=qk
)
= q−1k (2− p=qk)
= p−1x(2− x);
where x=p=qk . But x(2− x)61, which shows that
pE
[
exp
1
8(d2 + 1)
f(A; ; −1(!))
]
61: (7)
This last result holds for any non-empty set A⊆G. In fact we shall use it with A
replaced by A−1 = {−1: ∈A}. When ∈U G, by Lemma 3.1 the random variables
f(A; ; !) and f(A−1; −1; (!)) have the same distribution, and thus so also does
f(A−1; ; −1(!)). Hence
pE
[
exp
1
8(d2 + 1)
f(A; ; !)
]
=(|A−1|=|G|)E
[
exp
1
8(d2 + 1)
f(A−1; ; −1(!))
]
61
by (7). This completes the induction step, and thus the proof.
4. Related concentration results
In this section we discuss brieOy some concentration results related to our main
result, Theorem 2.1.
4.1. Random parities
It would be interesting to be able to relax the condition that  be uniformly dis-
tributed over a group of permutations, and we now describe a small step in that direc-
tion. We may extend the 3-local case of Theorem 2.1 to handle certain non-uniform
distributions of , where we specify random parities on the orbits.
Let (i: i∈ I) be a partition of  into sets i each of size at least 2. For each i∈ I
let Hi be either Sym(i) or Alt(i), and let H =
∏
i∈I Hi. Then H is 3-local, and
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indeed this is the general construction for a 3-local group—see Proposition 5.1 below.
If A is a non-empty subset of H and ∈U H , then by Theorem 2.1
P(∈A)E
[
exp
f(A; )
40
]
61:
It turns out that this bound holds in the more general case when the choices corre-
sponding to the subgroups Hi are random.
Let G be the product
∏
i∈I Sym(i). Let p=(pi: i∈ I) be a vector such that
06pi61 for each i. Let Z=(Zi: i∈ I) be a family of independent binary ran-
dom variables, where P(Zi =1)=pi. Conditional on Z= z, assume that ((i): i∈ I)
is a family of independent random permutations where (i) ∈U Alt(i) if zi =0 and
(i) ∈U Sym(i)\Alt(i) if zi =1. We write ∈p G for a random permutation =
∏
i∈I
(i) drawn from G according to these rules. Note that if each pi = 12 , then ∈U G.
Theorem 4.1. Let A⊆G be non-empty, and let ∈p G. Then
P(∈A)E
[
exp
f(A; )
40
]
61: (8)
This theorem is proved in [7], along the general lines of the proof of Theorem 2.1
above. Let ′ be the set of points in orbits of length at least 3. If ′ is empty, then 
is determined uniquely by the vector Z=(Zi: i∈ I) deHned above, and inequality (8)
follows from Talagrand’s inequality for independent random variables, Theorem 4.1.1
of [14] (or see [10, Theorem 4.9]).
For A⊆G, ∈G, and i∈, let
f˜(A; ; i)= min

v2i + 2
∑
j∈\′
v2j +
∑
j∈′
v2j : v∈V (A; )

 :
The main part of the proof of (8) uses induction on |′| to prove a slightly stronger
result, namely that for each !∈′,
P(∈A)E
[
exp
1
40
f˜(A; ; !)
]
61:
The induction step is similar to that of (3) in Theorem 2.1.
4.2. Bounded di<erences inequality
Here we consider the ‘bounded diRerences approach’ to proving concentration in
permutation groups—see [8–10]. The next result extends this earlier work. It is inter-
esting that the natural condition to impose here is exactly the same as for the earlier
approach, namely that the group be l-local.
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Theorem 4.2. Let G be an l-local group of permutations on a set  of size n. Let
c¿0, and let f be a real-valued function de>ned on G satisfying the condition
|f()− f(	)|6c deg(−1	) ∀; 	∈G:
Let ∈U G and let 1=Ef(). Then for any t¿0,
P(|f()− 1|¿t)62 exp
(
− 2t
2
c2l2n
)
:
Proof. We may take  as {1; : : : ; n}. Let k ∈{0; : : : ; n − 1}, let bi ∈ for each i∈
{1; : : : ; k}, and let E denote the set of ∈G such that (i)= bi for i=1; : : : ; k. For
x∈\{b1; : : : ; bk}, let Ex be the set of ∈E with (k +1)= x, and let g(x)=E[f()
| ∈Ex].
Suppose that both Ex and Ey are non-empty, say x ∈Ex and y ∈Ey. If 	= y−1x
then 	 Hxes b1; : : : ; bk and 	(x)=y. Since G is l-local, there is a permutation 	ˆ∈G
Hxing b1; : : : ; bk such that 	ˆ(x)=y and deg(	ˆ)6l. The function 5()= 	ˆ gives a
bijection between Ex and Ey such that  and 5() diRer on at most l co-ordinates.
Then E[f() | ∈Ey] =E[f(5()) | ∈Ex], and
|g(x)− g(y)| = |E[f()− f(5()) | ∈Ex]|
6E[|f()− f(5())| | ∈Ex]6cl:
The result now follows by Corollary 6.10 in [9].
4.3. Two extensions
It is possible to extend Theorem 2.1, and thus also inequality (2), by including
independent co-ordinates, just as in [11], Theorem 2.2 extends Theorem 2.1 and leads
to Theorem 1.1.
It is also possible to extend Theorem 2.1, and obtain concentration results in terms
of d and l, if we have groups H6G6Sym() at least one of which is l-local, and
each coset of H in G has a representative with degree at most d, see [7].
5. Locally acting permutation groups
We have seen that there are good concentration results for l-local permutation groups
when l is small. Also, we have seen that symmetric groups are 2-local and alternating
groups are 3-local, and direct sums of l-local groups on disjoint sets are l-local. But
what about other examples? The story seems rather negative.
The minimal degree m(G) of a non-trivial group G of permutations is the minimum
degree of a non-identity element in G. Recall that if the group G of permutations on
 contains Alt() then it is either Alt() or Sym(). Hochsmann [4] proved that
if G is 2-transitive and G does not contain Alt(), then m(G)¿||=3. Thus if G is
2-transitive and does not contain Alt() then it cannot be l-local for any l¡||=3.
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The following simple example gives a permutation group with minimal degree 3
which is not 3-local.
Example. Let the group G of permutations on = {1; : : : ; 6} consist of the permu-
tations 	, where ∈Sym({1; 2; 3}), 	∈Sym({4; 5; 6}) and 	 is even. Then G has
order 18, has minimal degree 3, is 4-local but is not 3-local.
Finally, let us discuss 3-local groups, as promised in Section 1. Note that the above
example contains the alternating group on both its orbits, but it is not 3-local.
Proposition 5.1. A group of permutations is 3-local if and only if it is the direct
product of alternating groups or symmetric groups on its orbits.
Proof. We have noted the ‘if’ part of the proposition. Consider a group G of permu-
tations on , with orbits (i: i∈ I). Let i∈ I . Let Si be the (small) subgroup of G
consisting of those ∈G with supp()⊆i. Also, for each ∈G let (i) ∈Sym()
be deHned by (i)(x)= (x) for x∈i and (i)(x)= x otherwise. Let Bi be the (big)
subgroup of Sym() consisting of the (i) for ∈G. Clearly,
∏
i∈I
Si⊆G⊆
∏
i∈I
Bi:
Now suppose that the group G is 3-local. We shall show that for each i∈ I , Si is
either Sym(i) or Alt(i), and Si =Bi, which will complete the proof. Note that here
we are considering Sym(i) and Alt(i) as subgroups of Sym().
Assume that |i|¿3, and consider a 3-cycle (abc)∈Alt(i). Since G is 3-local,
either (ab)∈G or (abd)∈G for some d, and either (bc)∈G or (bcf)∈G for some f.
In each case it is easy to check that (abc) must be in G. Hence Si contains Alt(i),
and so Si is either Sym(i) or Alt(i).
It remains to show that Si =Bi. We may assume that Si =Alt(i), and there exists
∈G such that (i) is odd. Now (i) = (ab)	 for some transposition (ab)∈Sym(i)
and some 	∈Alt(i)= Si. If we let 5= 	−1 then 5∈G, 5(a)= b and supp(5)∩i =
{a; b}. Since G is 3-local, there exists  ∈G with  (a)= b, supp( )∩i = {a; b} and
deg( )63. But then  =(ab). Hence (ab)∈G, which contradicts our assumption that
Si =Alt(i).
Further results concerning primitive groups, wreath products, a ‘weak’ l-local prop-
erty, and so on, and many examples, are given in [7].
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