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Three-dimensional theories with cubic symmetry are studied using the machinery of the numerical
conformal bootstrap. Crossing symmetry and unitarity are imposed on a set of mixed correlators,
and various aspects of the parameter space are probed for consistency. An isolated allowed region
in parameter space is found under certain assumptions involving pushing operator dimensions
above marginality, indicating the existence of a conformal field theory in this region. The obtained
results have possible applications for ferromagnetic phase transitions as well as structural phase
transitions in crystals. They are in tension with previous ε expansion results, as noticed already
in earlier work.
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1. Introduction
The cubic deformation of the Heisenberg model in three spacetime dimensions is of paramount
importance for the critical behavior of systems as simple as magnets like Fe or Ni. In these, as
well as other systems, the cubic deformation is allowed in the context of the Landau theory of
phase transitions, and thus its effects need to be taken into account in order to find the fixed
point to which the flow is driven at low energies. In the past, this has been addressed mainly
with perturbative methods like the ε expansion [1], while Monte Carlo simulations have been very
limited [2]. The objective in those studies was to find out which fixed point is the stable one under
particular deformations. In this work we study theories with cubic symmetry using the numerical
conformal bootstrap [3]. The cubic group, C3, is a subgroup of the orthogonal group O(3); it can
be written as a semi-direct product, C3 = Z23 o S3, or a direct product, C3 = S4 × Z2, where Sn
is the symmetric group. In crystallographic notation it is the group Oh. Our analysis is based
just on the presence of cubic symmetry and unitarity, and does not assume a Landau–Ginzburg
description of the fixed point, as is the case when perturbative methods are used.
One of the most widely-used strategies in the numerical conformal bootstrap is to make an
assumption about the scaling dimension of an operator (the external operator) and obtain a
bound on the scaling dimension of another operator (the exchanged operator) that appears in the
operator product expansion (OPE) of the first operator with itself. As in other examples, in the
case of theories with cubic symmetry it is natural to first consider the order-parameter operator
φi, i = 1, 2, 3. This operator has lowest possible dimension 1/2 consistently with unitarity, and it
furnishes a three-dimensional irreducible representation (irrep) of C3. Its OPE with itself takes
the schematic form
φi × φj ∼ δijS +X(ij) + Y(ij) +A[ij] , (1.1)
1
where S is the one-dimensional singlet irrep, X a two-dimensional symmetric irrep, Y a three-
dimensional symmetric irrep, and A a three-dimensional antisymmetric irrep. When we view C3
as a subgroup of O(3), the irreps X and Y stem from the traceless-symmetric irrep of O(3), which
is reducible under the action of C3. There is a Z2 symmetry under which φi is charged, so the
operators in the right-hand side of (1.1) are all Z2-even.
In a recent paper by one of the authors [4], a plot on the dimension of the first X operator
in the φi × φj OPE was obtained, which showed a change in slope of the boundary curve; see
Fig. 1. Such a feature, commonly referred to as a “kink”, has been seen in other examples to
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Fig. 1: Upper bound on the dimension of the first X operator in the φi × φj OPE. The red area
is excluded.
appear due to the presence of a known conformal field theory (CFT) at that location in parameter
space, e.g. the Ising model [5] and the O(N) models [6]. In other words, the parameters obtained
when saturating the kink have been found to be operator dimensions of a CFT. The aim of this
paper is to examine the possibility that the kink in Fig. 1 might also correspond to the location
of an actual cubic symmetric CFT, and a solution to the crossing equation that is not an artifact
of the numerics. Note that a bound on the dimension of the first singlet scalar S in the φ× φ
OPE was also obtained in [4], but it was identical to the one obtained in the O(3) case. This
limits the utility of that bound, for saturating it puts us on the O(3) solution, with the cubic one
somewhere in the allowed region. However, the coincidence of the bounds still carries some useful
information, namely that the first singlet scalar in cubic theories has dimension lower than that in
theories with O(3) symmetry.
In Fig. 1 we point out the position of the decoupled Ising model, a known CFT with cubic
2
symmetry that lies in the allowed region of the bound.1 We would like to emphasize here that
this theory, in which ∆X = ∆ ≈ 1.4126, where  is the first Z2-even scalar operator in the Ising
model, does not saturate the bound. Although it lies very close to it, its distance from the bound
is numerically significant; see [4, Fig. 6]. The bound presented in Fig. 1 has essentially converged
to the optimal one, as was verified in [4] by increasing the numerical complexity of the algorithms
and observing that the bound did not get stronger. Furthermore, an analysis of the spectrum
along the bound yielded results inconsistent with the spectrum of the decoupled Ising model.
We also include the location of the cubic theory of the ε expansion at order ε2 using results
of [7]. Assuming that higher orders and resummations do not change this location significantly,
our assumption below that ∆X lies on the bound of Fig. 1 excludes from our subsequent plots the
possibility that our cubic theory is that of the ε expansion.
Besides cubic magnets, CFTs with cubic symmetry have potential relevance for structural phase
transitions [8]. These are continuous phase transitions in which the crystallographic structure of a
crystal changes at a specific temperature, with the high-temperature, undistorted phase having a
symmetry that is broken in the low-temperature, distorted phase. In the cubic-to-tetragonal phase
transition of SrTiO3 (strontium titanate) [9–12], whose perovskite structure is seen in Fig. 2, the
Fig. 2: The perovskite structure of SrTiO3. Sr is red, Ti is green, and O3 is blue.
situation is described in Fig. 3; the cubic symmetry of the undistorted phase is reduced due to the
transition to the tetragonal crystallographic system below the critical temperature. Since the cubic
deformation is allowed in the undistorted phase, CFTs with cubic symmetry and three-dimensional
order parameters may be relevant for the critical behavior of cubic systems that undergo structural
phase transitions.
With these motivations in mind we undertake in this work the study of a system of correlation
functions involving φ and X using the numerical bootstrap. More specifically, we analyze crossing
1The decoupled Ising model arises simply by taking N copies of the Ising model. In our case N = 3. Each Ising
model has a Z2 symmetry and permuting the Ising models results in the group CN = Z2N o SN for the decoupled
Ising theory.
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Fig. 3: The crystallographic structure of SrTiO3 in a top-down view above (a) and below (b) the
critical transition temperature Tc ≈ 100 K. The unit cell is highlighted by the dotted line. The
unit cell of the distorted phase is enlarged by
√
2×√2× 2 relative to the undistorted phase, since
two oxygen octahedra on top of each other rotate in opposite directions. The crystal system is
cubic in the undistorted and tetragonal in the distorted phase.
and unitarity constraints on the correlators 〈φφφφ〉, 〈φφXX〉 and 〈XXXX〉. We assume throughout
that the dimension of X saturates the bound of Fig. 1. Our considerations follow the logic described
in [13,14].
When considering mixed correlators one has to analyze more OPEs besides (1.1). In our case
this consists of the OPEs φ × X and X × X. The group theory required to understand these
OPEs as well as the decomposition of the various four-point functions under the cubic group will
be presented in detail below. Crossing symmetry leads to a system of thirteen crossing equations
which are analyzed using standard algorithms [15,16].
Our numerical results show that there exists an isolated region in parameter space, consistent
with crossing and unitarity, obtained by making assumptions of irrelevance (in the RG sense) of
the second operators in the singlet and two-dimensional irreps, called S′ and X ′, respectively.
Note that these operators also appear in the OPE φi × φj analyzed in [4], but crossing symmetry
imposed only on the correlator 〈φφφφ〉 is not enough to give us the isolated region found with
the mixed correlators. As we will see, the essential extra constraint used in the mixed-correlator
bootstrap is the equality of certain OPE coefficients. The importance of using equality of OPE
coefficients has already been seen in the case of the O(N) models [14].
Our results for the critical exponents β = ∆φ/(3−∆S) and ν = 1/(3−∆S) in the obtained
isolated allowed region, where ∆φ = 0.518± 0.001 and ∆S = 1.317± 0.012, are
β = 0.308± 0.002 , ν = 0.594± 0.004 . (1.2)
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Based on (1.2) we suggest that there exists a previously-unknown CFT that is relevant for
structural phase transitions, as described above, where [9] and [11] give the measurements
β = 0.33± 0.02 , ν = 0.63± 0.07 , (1.3)
respectively. Our suggestion is also based on the presence of cubic symmetry and a three-
dimensional order parameter. The critical exponent β in (1.3) has also been reported in the
ferromagnetic phase transition of EuS (europium sulfide) [17]. Perhaps other physical systems
belong to the same universality class. Experiments that can shrink the critical exponents’ error
margins would be crucial in testing our suggestion.
This paper is organized as follows. In the next section we describe in detail results for the
OPEs and four-point functions that are necessary for our analysis, and list the final crossing
equation we use in our numerical explorations. In section 3 we present our results, and we conclude
in section 4.
2. OPEs, four-point functions, and crossing equations
In this section we will analyze in detail the OPEs and the four-point functions we use in our
bootstrap analysis. The consequences of cubic symmetry for OPEs and four-point functions of
operators transforming in irreps of C3 have not been explored very much in the literature, so we
will attempt to provide a self-contained treatment.
The group C3 has ten irreps. Viewed as S4 × Z2, these are the five irreps of S4 for each
parity, namely the 1 (singlet), the 1¯ (antisinglet), the 2 (diagonal), the 3 (off-diagonal), and the
3¯ (antisymmetric). These irreps are nicely described by the Young tableaux (see e.g. [18])
1 : , 1¯ : , 2 : , 3 : , 3¯ : . (2.1)
The names diagonal and off-diagonal for the 2 and the 3, respectively, stem from the location of
the entries that make them up in the traceless symmetric irrep of O(3) from which they descend.
The traceless symmetric irrep of O(3) is not irreducible under the action of C3, but splits into
diagonal elements making up the 2 and off-diagonal elements making up the 3. The antisinglet
irrep 1¯ of C3 is an independent antisymmetric one-dimensional irrep.
2.1. OPEs
The order-parameter operator φi, i = 1, 2, 3 belongs to the off-diagonal irrep and is Z2-odd. Its
OPE with itself takes the form
φi × φj ∼ δijS+ +X+ij + Y +ij +A−ij , (2.2)
5
where S is in the singlet, Xij in the diagonal, Yij in the off-diagonal, and Aij in the antisymmetric
irrep of C3. Xij and Yij are symmetric. The signs in the superscripts indicate the spin with which
these operators appear in the OPE: even (+) or odd (−).
Let us note here that the off-diagonal irrep can be furnished by an operator with one or with
two indices. More specifically, one can write
Yij = γijkZk , (2.3)
where γijk is a symmetric tensor with
γ123 =
1√
2
(2.4)
and all other independent components equal to zero. It exists only for the group C3
2 and not for
the hypercubic groups CN>3. Note that both Y and Z in (2.3) have the same Z2 parity. One can
verify that
γijmγklm = −δijkl + 12(δikδjl + δilδjk) , (2.5)
where δijkl is one if i = j = k = l and zero otherwise.
They are perhaps unfamiliar, so it may be useful to give here the global symmetry structure of
the two-point functions of operators in the diagonal and off-diagonal irreps of C3. For completeness,
we include the global symmetry structure of the two-point function of antisymmetric irreps:
〈XijXkl〉 ∼ δijkl − 13δijδkl , (2.6a)
〈YijYkl〉 ∼ −δijkl + 12(δikδjl + δilδjk) , (2.6b)
〈AijAkl〉 ∼ −12(δikδjl − δilδjk) . (2.6c)
As we see 〈YijYkl〉 = γijmγkln〈ZmZn〉 ∼ γijmγklnδmn, which then correctly reproduces (2.6b) due
to (2.5).
Another OPE we need for our analysis is that of φi with Xjk, which takes the form
φi ×Xjk ∼ (δijkl − 13δilδjk)Y ′±l + δjkl[mγn]liA′±mn . (2.7)
The operators in the right-hand side of (2.7) are Z2-odd and Y ′ transforms in the off-diagonal
irrep.3 Finally, we need the OPE of Xij with itself. This can be written in the form
Xij×Xkl ∼ (δijkl− 13δijδkl)S+ +ζijkl S¯−+(δijklmn− 13(δijδklmn+δklδijmn)+ 19δijδklδmn)X+mn , (2.8)
where δijklmn is one if i = j = k = l = m = n and zero otherwise, and
ζijkl = δi1δj1(δk2δl2 − δk3δl3)− δi2δj2(δk1δl1 − δk3δl3) + δi3δj3(δk1δl1 − δk2δl2) , (2.9)
2Strictly speaking, it exists for S4, not S4 × Z2 = C3.
3We hope the notation with the primes indicating these Z2-odd irreps will not cause confusion with the earlier
notation of primes indicating the second operators in particular irreps.
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which is traceless in i, j and k, l and antisymmetric under ij ↔ kl. The operators in the right-hand
side of (2.8) are Z2-even. The tensor in the last term in (2.8) comes from (δijmn− 13δijδmn)(δklmp−
1
3δklδmp)X
+
np. Note that, although not necessary, we keep the
1
9δijδklδmn contribution despite the
fact that δmnX
+
mn = 0. This way the tensor is traceless in i, j and k, l even before we use the
tracelessness of X+mn.
2.2. Four-point functions
With the OPEs (2.2), (2.7) and (2.8) in hand we can now proceed to the analysis of the four-point
functions relevant for our bootstrap analysis. The strategy we employ is to expand the four-point
functions in a basis of linearly independent invariant projectors. Since we know all required OPEs,
this is a simple exercise, although sufficient care is required in order to identify relations among
particular combinations of tensors so that we end up with linearly-independent crossing equations.
We will present our results in the 12→ 34 channel.
The four-point function 〈φiφjφkφl〉 has already been analyzed in detail in [4, 19]. We have
x
2∆φ
12 x
2∆φ
34 〈φi(x1)φj(x2)φk(x3)φl(x4)〉 =
∑
S+
λ2φφOSP
φφ;φφ
1 ijkl g
φφ;φφ
∆, ` (u, v) +
∑
X+
λ2φφOXP
φφ;φφ
2 ijkl g
φφ;φφ
∆, ` (u, v)
+
∑
Y +
λ2φφOY P
φφ;φφ
3 ijkl g
φφ;φφ
∆, ` (u, v)−
∑
A−
λ2φφOAP
φφ;φφ
4 ijkl g
φφ;φφ
∆, ` (u, v) ,
(2.10)
where we use the conventions of [15] for the conformal block, and the projectors are given by
P φφ;φφ1 ijkl = δijδkl , P
φφ;φφ
2 ijkl = δijkl − 13δijδkl ,
P φφ;φφ3 ijkl = −δijkl + 12(δikδjl + δilδjk) , P φφ;φφ4 ijkl = −(δikδjl − δilδjk) .
(2.11)
Note that, strictly speaking, projectors should satisfy
PI ijmnPJ nmkl = PI ijkl δIJ ,
∑
I
PI ijkl = δilδjk , PI ijkl δilδjk = d
(I)
r , (2.12)
where d
(I)
r is the dimension of the representation indexed by I. However, the tensors in (2.11) have
been rescaled by positive factors that have been absorbed into the corresponding OPE coefficients
in (2.10), so (2.12) are not satisfied by (2.11) without restoring the appropriate normalizations.
For the four-point function 〈φiφjXklXmn〉 we find
x
2∆φ
12 x
2∆X
34 〈φi(x1)φj(x2)Xkl(x3)Xmn(x4)〉 =
∑
S+
λφφOSλXXOSP
φφ;XX
1 ijklmng
φφ;XX
∆, ` (u, v)
+
∑
X+
λφφOXλXXOXP
φφ;XX
2 ijklmng
φφ;XX
∆, ` (u, v) ,
(2.13)
where
P φφ;XX1 ijklmn = δij(δklmn − 13δklδmn) ,
P φφ;XX2 ijklmn = δijklmn − 13(δijδklmn + δklδijmn + δmnδijkl) + 29δijδklδmn .
(2.14)
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The four-point function 〈φiXjkφlXmn〉 takes the form
(x12x34)
∆φ+∆X
(x13
x24
)∆φ−∆X 〈φi(x1)Xjk(x2)φl(x3)Xmn(x4)〉 = ∑
Y ′±
λ2φXOY ′P
φX;φX
1 ijklmng
φX;φX
∆, ` (u, v)
+
∑
A′±
λ2φXOA′P
φX;φX
2 ijklmng
φX;φX
∆, ` (u, v) ,
(2.15)
where
P φX;φX1 ijklmn = δijklmn − 13(δjkδilmn + δmnδijkl) + 19δilδjkδmn ,
P φX;φX2 ijklmn = −δijklmn + 13(2δilδjkmn + δjkδilmn + δmnδijkl)− 13δilδjkδmn .
(2.16)
Note, here, the relation
γijkγlmn = 6δijklmn − 3 Symijk Symlmn(3δilδjkmn − δilδjmδkn) , (2.17)
where Symi1...in symmetrizes in i1, . . . , in and divides by n!.
We also note here the result for the four-point function 〈φiXjkXlmφn〉, which takes the form
(x12x34)
∆φ+∆X
( x214
x13x24
)∆φ−∆X 〈φi(x1)Xjk(x2)Xlm(x3)φn(x4)〉 =∑
Y ′±
λ2φXOY ′ (−1)
`P φX;Xφ1 ijklmng
φX;Xφ
∆, ` (u, v)
+
∑
A′±
λ2φXOA′ (−1)
`P φX;Xφ2 ijklmng
φX;Xφ
∆, ` (u, v) ,
(2.18)
where
P φX;Xφ1 ijklmn = P
φX;φX
1 ijknlm , P
φX;Xφ
2 ijklmn = P
φX;φX
2 ijknlm . (2.19)
Finally, for the four-point function 〈XijXklXmnXpq〉 we may write
x2∆X12 x
2∆X
34 〈Xij(x1)Xkl(x2)Xmn(x3)Xpq(x4)〉 =
∑
S+
λ2XXOSP
XX;XX
1 ijklmnpq g
XX;XX
∆, ` (u, v)
−
∑
S¯−
λ2XXOS¯P
XX;XX
2 ijklmnpq g
XX;XX
∆, ` (u, v)
+
∑
X+
λ2XXOXP
XX;XX
3 ijklmng
XX;XX
∆, ` (u, v) ,
(2.20)
where
PXX;XX1 ijklmnpq = (δijkl − 13δijδkl)(δmnpq − 13δmnδpq) ,
PXX;XX2 ijklmnpq = −13 ζijklζmnpq = −δijmnδklpq + 13(δijδmnδklpq + δklδpqδijmn)− (mn↔ pq) ,
PXX;XX3 ijklmnpq = −δijklδmnpq + δijmnδklpq + δijpqδklmn + 13(δijδklδmnpq + δmnδpqδijkl)
− 13(δijδmnδklpq + δklδpqδijmn)− 13(δijδpqδklmn + δklδmnδijpq) + 19 δijδklδmnδpq .
(2.21)
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Note that the tensor δijklmnpq, which is one if i = j = k = l = m = n = p = q and zero otherwise,
is not independent:
δijklmnpq =
1
3(δijδklmnpq + δklδijmnpq + δmnδijklpq + δpqδijklmn)
+ 16(δijklδmnpq + δijmnδklpq + δijpqδklmn)
− 16(δijδklδmnpq + δmnδpqδijkl)− 16(δijδmnδklpq + δklδpqδijmn)
− 16(δijδpqδklmn + δklδpqδijpq) + 16 δijδklδmnδpq .
(2.22)
We emphasize that equations like (2.22) are only valid for N = 3.
2.3. Crossing equations
We can now impose crossing symmetry on the four-point functions involving φ and X analyzed
in the previous subsection. Recall that there the four-point functions were decomposed in the
12 → 34 channel, so crossing symmetry requires equating those results with the decomposition
of the same four-point functions in the 14→ 32 channel. When the dust settles we find thirteen
linearly-independent crossing equations. They can be brought to the form
∑
S+
(
λφφOS λXXOS
)
~TS,∆,`
(
λφφOS
λXXOS
)
+
∑
X+
(
λφφOX λXXOX
)
~TX,∆,`
(
λφφOX
λXXOX
)
+
∑
Y +
λ2φφOY~VY,∆,` +
∑
A−
λ2φφOA~VA,∆,` +
∑
Y ′±
λ2φXOY ′
~VY ′,∆,` +
∑
A′±
λ2φXOA′
~VA′,∆,` +
∑
S¯−
λ2XXOS¯
~VS¯,∆,` = 0 ,
(2.23)
where ~VY,∆,`, ~VA,∆,`, ~VY ′,∆,`, ~VA′,∆,`, and ~V S¯,∆,` are 13-vectors of scalar quantities, while
~TS,∆,`
and ~TX,∆,` are 13-vectors of 2× 2 matrices. Their components are given by
T 1S,∆,` =
(
0 0
0 0
)
, T 2S,∆,` =
(
F φφ;φφ−,∆,` 0
0 0
)
, T 3S,∆,` =
(
F φφ;φφ+,∆,` 0
0 0
)
, T 4S,∆,` =
(
F φφ;φφ−,∆,` 0
0 0
)
,
T 5S,∆,` =
(
0 0
0 0
)
, T 6S,∆,` =
(
0 0
0 FXX;XX−,∆,`
)
, T 7S,∆,` =
(
0 0
0 FXX;XX+,∆,`
)
,
T 8S,∆,` =
(
0 12F
φφ;XX
+,∆,`
1
2F
φφ;XX
+,∆,` 0
)
, T 9S,∆,` =
(
0 12F
φφ;XX
+,∆,`
1
2F
φφ;XX
+,∆,` 0
)
, T 10–13S,∆,` =
(
0 0
0 0
)
,
(2.24)
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T 1X,∆,` =
(
0 0
0 0
)
, T 2X,∆,` =
(
−13F φφ;φφ−,∆,` 0
0 0
)
, T 3X,∆,` =
(
−13F φφ;φφ+,∆,` 0
0 0
)
, T 4X,∆,` =
(
2
3F
φφ;φφ
−,∆,` 0
0 0
)
,
T 5X,∆,` =
(
0 0
0 FXX;XX−,∆,`
)
, T 6X,∆,` =
(
0 0
0 0
)
, T 7X,∆,` =
(
0 0
0 −2FXX;XX+,∆,`
)
,
T 8X,∆,` =
1
3T
10
X,∆,` =
(
0 16F
φφ;XX
−,∆,`
1
6F
φφ;XX
−,∆,` 0
)
, T 9X,∆,` =
1
3T
11
X,∆,` =
(
0 16F
φφ;XX
+,∆,`
1
6F
φφ;XX
+,∆,` 0
)
,
T 12,13X,∆,` =
(
0 0
0 0
)
,
(2.25)
V 1Y,∆,` = F
φφ;φφ
−,∆,` , V
2
Y,∆,` = F
φφ;φφ
−,∆,` , V
3
Y,∆,` = −F φφ;φφ+,∆,` , V 4–13Y,∆,` = 0 , (2.26)
V 1A,∆,` = F
φφ;φφ
−,∆,` , V
2
A,∆,` = −F φφ;φφ−,∆,` , V 3A,∆,` = F φφ;φφ+,∆,` , V 4–13A,∆,` = 0 , (2.27)
V 1–7Y ′,∆,` = 0 , V
8
Y ′,∆,` =
2
3V
10
Y ′,∆,` =
2
3(−1)`F φX;Xφ−,∆,` , V 9Y ′,∆,` = 23V 11Y ′,∆,` = 23(−1)`+1F φX;Xφ+,∆,` ,
V 12Y ′,∆,` = F
φX;φX
−,∆,` , V
13
Y ′,∆,` = 0 ,
(2.28)
V 1–9A′,∆,` = 0 , V
10
A′,∆,` = (−1)`+1F φX;Xφ−,∆,` , V 11A′,∆,` = (−1)`F φX;Xφ+,∆,` ,
V 12A′,∆,` = 0 , V
13
A′,∆,` = F
φX;φX
+,∆,` ,
(2.29)
and
V 1–4S¯,∆,` = 0 , V
5
S¯,∆,` = −V 6S¯,∆,` = FXX;XX−,∆,` , V 7S¯,∆,` = FXX;XX+,∆,` , V 8–13S¯,∆,` = 0 . (2.30)
In these equations we use the standard notation
FO1O2;O3O4±,∆,` (u, v) = v
1
2
(∆2+∆3)gO1O2;O3O4∆,` (u, v)± (u↔ v) , (2.31)
where the dependence of the conformal block gO1O2;O3O4∆,` (u, v) on the dimensions ∆a of the
operators Oa, a = 1, . . . , 4, comes only through the combinations ∆1 −∆2 and ∆3 −∆4.
3. Results
In this section we present the results of our numerical exploration of φ-X mixed correlators in uni-
tary theories with cubic symmetry. Parameter choices in PyCFTBoot are as follows: nmax=7, mmax=5,
kmax=32. We include spins up to `max = 26. For SDPB we use the options --findPrimalFeasible
and --findDualFeasible,4 and we further set --precision=660, --dualErrorThreshold=1e-20,
and default values for other parameters.
4With these options if SDPB finds a primal feasible solution then the assumed operator spectrum is allowed, while
if it finds a dual feasible solution then the assumed operator spectrum is excluded.
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As a first result we would like to mention that the plot of Fig. 1 remains the same even when
we use the system of φ-X mixed correlators. Assuming that ∆X lies on the bound of Fig. 1, we
can obtain a bound on ∆S using the additional assumptions ∆X′ > 3.0 and ∆φ′ > 1.0. We remind
the reader that φ appears in the φ×X OPE in the Y ′+ set of operators for spin zero, and the
corresponding OPE coefficient is equal to the OPE coefficient with which X appears in the φ× φ
OPE, i.e. cφφX = cφXφ. Unless otherwise noted, we use this OPE coefficient equality throughout
this section. The next scalar operator in the Y ′+ set of operators is here called φ′, and we impose
the mild gap ∆φ′ > 1.0 in order to ensure that the equality of the OPE coefficients we mentioned
provides an actual constraint [14].5 The bound is shown in Fig. 4. The bound of Fig. 4 clearly
0.516 0.518 0.52 0.522 0.524 0.526 0.528 0.53 0.532 0.534
1.26
1.28
1.3
1.32
1.34
1.36
1.38
∆φ
∆S
Fig. 4: Upper bound on the dimension of the first singlet operator S. For this plot we assume
that ∆X lies on the bound of Fig. 1 and we impose the gaps ∆X′ > 3.0 and ∆φ′ > 1.0. The red
area is excluded.
indicates a region, located horizontally around ∆φ = 0.518, in which one could expect to find a
special solution to the crossing equations.
Still assuming that ∆X lies on the bound of Fig. 1, we now obtain a region of allowed ∆S ,
with the assumptions ∆S′ ,∆X′ > 3.0, and ∆φ′ > 1.0. Our results are shown in Fig. 5. Compared
to Fig. 4, the only extra assumption for the plot of Fig. 5 is that we take ∆S′ > 3.0. Clearly, the
shape of the allowed region in Fig. 5 suggests that something special is happening in the region of
the fist. This is because of the fact that the narrowing of the allowed region observed all the way
to the wrist does not continue, but instead we see a widening. This indicates that a solution to
5We have verified that our results are not sensitive to the gap we choose on ∆φ′ , assuming it remains between 0.6
and 1.1.
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0.516 0.518 0.52 0.522 0.524 0.526 0.528 0.53 0.532 0.534
1.15
1.2
1.25
1.3
1.35
1.4
∆φ
∆S
Fig. 5: Allowed region, in green, for the dimension of the first singlet operator S. The red area
is excluded. To obtain this plot we make the assumptions ∆S′ ,∆X′ > 3.0 and ∆φ′ > 1.0. The
allowed region here looks like an arm, with the narrow wrist and the wider fist.
crossing symmetry, and hence a CFT, lies in the fist of the allowed region.
Let us now make the assumptions ∆S′ > 3.8, ∆X′ > 3.0, and ∆φ′ > 1.0. We only raised the
gap of S′ compared to the previous choices. We can see that, as we raise this gap, the wrist of
the allowed region in Fig. 5 narrows. With ∆S′ > 3.8 the fist actually separates from the rest of
the arm, and we obtain an isolated allowed region! This is shown in Fig. 6. Note that had we
not imposed the equality cφφX = cφXφ, we would not have obtained the separation that led to
the isolated allowed region. We would like to point out that an isolated region of roughly the
same size and shape is obtained for choices of the ∆S′ gap between ∆S′ ≈ 3.7 and ∆S′ ≈ 3.9. For
∆S′ & 3.9 the isolated allowed region is abruptly lost. This is consistent with results of [4, Fig. 7].
The isolated regions for the different choices of the ∆S′ gap are shown in Fig. 7.
Figs. 6 and 7 contain the most important results of this paper. It is natural to assert that the
isolated allowed regions seen there contain operator dimensions of an actual strongly-coupled CFT.
4. Conclusion
In this work we have carried out a detailed numerical analysis of theories with cubic symmetry in
three dimensions. We analyzed a system of mixed four-point functions, and after experimenting
with assumptions on the spectrum we managed to find an isolated region allowed by unitarity
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0.517 0.518 0.519 0.52 0.521 0.522 0.523 0.524 0.525
1.22
1.24
1.26
1.28
1.3
1.32
1.34
∆φ
∆S
Fig. 6: Allowed region, in green, for the dimension of the first singlet operator S. The red area is
excluded. To obtain this plot we make the assumptions ∆S′ > 3.8, ∆X′ > 3.0 and ∆φ′ > 1.0.
0.517 0.5175 0.518 0.5185 0.519 0.5195 0.52
1.3
1.31
1.32
1.33
1.34
∆φ
∆S
Fig. 7: Allowed regions, in green, for the dimension of the first singlet operator S. The red area is
excluded. Three closed allowed regions are plotted in green. For all of them we assume ∆X′ > 3.0
and ∆φ′ > 1.0. We also assume ∆S′ > 3.7, 3.8, 3.9 to obtain the largest, intermediate, and smallest
allowed region, respectively.
and crossing symmetry. Based on earlier bootstrap experience, where similar allowed regions were
found around already known CFTs, we concluded that our allowed region hosts a CFT with cubic
symmetry. This CFT has only one relevant scalar singlet operator. In experiments this would
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correspond to the temperature that needs to be tuned in order to reach the critical point.
The CFT we are studying here does not appear to be previously known. The standard tool for
looking for CFTs in d = 3 is the ε expansion below d = 4. The ε expansion gives a nontrivial cubic
theory in d = 4− ε [1,20,21], but as already noticed in [4] results for operator dimensions obtained
for that theory are in disagreement with what we find here.6 For example, the ε expansion [23] as
well as the fixed-dimension methods used in [24] give ∆S′ just slightly above marginality, which is
not the case for our theory. We find the possibility that the ε expansion produces wrong results
unlikely, although we cannot exclude it.
Another, more likely possibility, is that the theory we find here is a theory with cubic symmetry
that cannot be captured with perturbative methods. A class of such theories can be obtained
after resummations of perturbative beta functions that lead to extra fixed points not found in
perturbation theory. As an example, these resummation methods have suggested a non-perturbative
fixed point for O(3)×O(2) frustrated spin systems [25], evidence for which has also been found
with the bootstrap [26]. The existence of such fixed points, however, has been challenged in [27].
Using the results of [24] a non-perturbative fixed point cannot be found for cubic theories.7 It
is possible that resummations performed with higher than six-loop results would reveal evidence
for a strongly-coupled cubic CFT not seen in the ε expansion. Clearly, Monte Carlo simulations
would be very helpful in settling this issue. Note that our CFT has no relevance to cubic magnets
at the critical point, for critical exponents for those systems have been measured and are very
close to the ones predicted by the Heisenberg model. We propose to refer to our CFT by the
name “Platonic CFT”.8
Future work includes enlarging the set of operators we consider in our four-point functions. In
this work we considered two operators, namely φi and Xij , but in the future we would like to
analyze numerically the system of correlators involving the scalar singlet S as well. With the full
system of crossing equations we hope to be able to get a three-dimensional isolated allowed region
in the plot of allowed dimensions of φi, Xij , and S. We also hope to be able to push the precision
in order to obtain more accurate determinations of the critical exponents. In that regard, the
so-called θ-scan explored in [28] may also lead to improvements. For these future endeavors we
would greatly benefit from faster numerical optimization algorithms than are currently available.
Acknowledgments
We would like to thank C. Behan for a modification of PyCFTBoot that allowed us to easily
6The results of [4] were obtained with a spectrum analysis [22] consistent with our results in this work.
7We thank A. Vichi for informing us about this fact.
8The Platonic solids are well-known, as are some of their properties. In particular, cubes are dual to octahedra
and dodecahedra are dual to icosahedra. Tetrahedra are self-dual. For N = 3 the symmetry groups C3 and T3 × Z2,
where T3 = S4 is the symmetry group of the tetrahedron, are isomorphic. There is no chance of an dodecahedral CFT,
at least in the ε expansion below d = 4, so the name “Platonic CFT” appears fitting.
14
impose equality of OPE coefficients. AS thanks A. Vichi for many illuminating discussions. We
also thank H. Osborn, S. Rychkov, and A. Vichi for comments on the manuscript. SRK would
like to thank the Crete Center for Quantum Complexity and Nanotechnology for use of the
Metropolis cluster, as well as G. Kapetanakis for computing support. SRK would also like to
thank ITCP Crete for financial support as well as CERN-TH and AS for hospitality during a visit.
The numerical computations in this paper were run on the LXPLUS cluster at CERN and the
Metropolis cluster at the Crete Center for Quantum Complexity and Nanotechnology.
References
[1] A. Pelissetto & E. Vicari, “Critical phenomena and renormalization group theory”, Phys. Rept.
368, 549 (2002), cond-mat/0012164.
[2] M. Caselle & M. Hasenbusch, “The Stability of the O(N) invariant fixed point in three-
dimensions”, J. Phys. A31, 4603 (1998), cond-mat/9711080.
[3] D. Poland, S. Rychkov & A. Vichi, “The Conformal Bootstrap: Theory, Numerical Techniques,
and Applications”, arXiv:1805.04405 [hep-th].
[4] A. Stergiou, “Bootstrapping hypercubic and hypertetrahedral theories in three dimensions”,
JHEP 1805, 035 (2018), arXiv:1801.07127 [hep-th].
[5] S. El-Showk, M. F. Paulos, D. Poland, S. Rychkov, D. Simmons-Duffin & A. Vichi, “Solv-
ing the 3D Ising Model with the Conformal Bootstrap”, Phys. Rev. D86, 025022 (2012),
arXiv:1203.6064 [hep-th];
S. El-Showk, M. F. Paulos, D. Poland, S. Rychkov, D. Simmons-Duffin & A. Vichi, “Solv-
ing the 3d Ising Model with the Conformal Bootstrap II. c-Minimization and Precise Critical
Exponents”, J. Stat. Phys. 157, 869 (2014), arXiv:1403.4545 [hep-th].
[6] F. Kos, D. Poland & D. Simmons-Duffin, “Bootstrapping the O(N) vector models”, JHEP
1406, 091 (2014), arXiv:1307.6856 [hep-th].
[7] P. Dey, A. Kaviraj & A. Sinha, “Mellin space bootstrap for global symmetry”, JHEP 1707,
019 (2017), arXiv:1612.05032 [hep-th].
[8] R. Cowley, “Structural phase transitions I. Landau theory”, Advances in Physics 29, 1 (1980);
A. D. Bruce, “Structural phase transitions. II. Static critical behaviour”, Advances in Physics
29, 111 (1980);
L. D. Landau & E. M. Lifshitz, “Statistical Physics, Part 1”, Butterworth-Heinemann (1980).
[9] K. A. Mu¨ller & W. Berlinger, “Static Critical Exponents at Structural Phase Transitions”,
Phys. Rev. Lett. 26, 13 (1971).
[10] T. Riste, E. Samuelsen, K. Otnes & J. Feder, “Critical behaviour of SrTiO3 near the 105 K
phase transition”, Solid State Communications 9, 1455 (1971).
15
[11] T. von Waldkirch, K. A. Mu¨ller, W. Berlinger & H. Thomas, “Fluctuations and Correlations
in SrTiO3 for T & Tc”, Phys. Rev. Lett. 28, 503 (1972).
[12] T. von Waldkirch, K. A. Mu¨ller & W. Berlinger, “Fluctuations in SrTiO3 near the 105-K
Phase Transition”, Phys. Rev. B 7, 1052 (1973);
R. A. Cowley & S. M. Shapiro, “Structural Phase Transitions”, Journal of the Physical Soci-
ety of Japan 75, 111001 (2006), cond-mat/0605489.
[13] F. Kos, D. Poland & D. Simmons-Duffin, “Bootstrapping Mixed Correlators in the 3D Ising
Model”, JHEP 1411, 109 (2014), arXiv:1406.4858 [hep-th].
[14] F. Kos, D. Poland, D. Simmons-Duffin & A. Vichi, “Bootstrapping the O(N) Archipelago”,
JHEP 1511, 106 (2015), arXiv:1504.07997 [hep-th].
[15] C. Behan, “PyCFTBoot: A flexible interface for the conformal bootstrap”, Commun. Com-
put. Phys. 22, 1 (2017), arXiv:1602.02810 [hep-th].
[16] D. Simmons-Duffin, “A Semidefinite Program Solver for the Conformal Bootstrap”, JHEP
1506, 174 (2015), arXiv:1502.02033 [hep-th].
[17] P. Heller & G. Benedek, “Nuclear Resonance in EuS from 4.2 K to the Critical Temperature
Region”, Phys. Rev. Lett. 14, 71 (1965).
[18] M. Hamermesh, “Group Theory and its Applications to Physical Problems”, Dover Publications
(1989).
[19] J. Rong & N. Su, “Scalar CFTs and Their Large N Limits”, JHEP 1809, 103 (2018),
arXiv:1712.00985 [hep-th].
[20] A. Aharony, “Critical Behavior of Anisotropic Cubic Systems”, Phys. Rev. B8, 4270 (1973).
[21] H. Osborn & A. Stergiou, “Seeking Fixed Points in Multiple Coupling Scalar Theories in the ε
Expansion”, JHEP 1805, 051 (2018), arXiv:1707.06165 [hep-th].
[22] D. Poland & D. Simmons-Duffin, “Bounds on 4D Conformal and Superconformal Field Theo-
ries”, JHEP 1105, 017 (2011), arXiv:1009.2087 [hep-th];
S. El-Showk & M. F. Paulos, “Bootstrapping Conformal Field Theories with the Extremal
Functional Method”, Phys. Rev. Lett. 111, 241601 (2013), arXiv:1211.2810 [hep-th].
[23] H. Kleinert & V. Schulte-Frohlinde, “Exact five loop renormalization group functions of phi**4
theory with O(N) symmetric and cubic interactions: Critical exponents up to epsilon**5”,
Phys. Lett. B342, 284 (1995), cond-mat/9503038.
[24] J. M. Carmona, A. Pelissetto & E. Vicari, “The N component Ginzburg-Landau Hamiltonian
with cubic anisotropy: A Six loop study”, Phys. Rev. B61, 15136 (2000), cond-mat/9912115.
[25] A. Pelissetto, P. Rossi & E. Vicari, “The Critical behavior of frustrated spin models with
noncollinear order”, Phys. Rev. B63, 140414 (2001), cond-mat/0007389;
16
P. Calabrese, P. Parruccini & A. I. Sokolov, “Chiral phase transitions: Focus driven crit-
ical behavior in systems with planar and vector ordering”, Phys. Rev. B66, 180403 (2002),
cond-mat/0205046;
P. Calabrese, P. Parruccini, A. Pelissetto & E. Vicari, “Critical behavior of O(2) x O(N)
symmetric models”, Phys. Rev. B70, 174439 (2004), cond-mat/0405667.
[26] Y. Nakayama & T. Ohtsuki, “Bootstrapping phase transitions in QCD and frustrated spin
systems”, Phys. Rev. D91, 021901 (2015), arXiv:1407.6195 [hep-th].
[27] B. Delamotte, Y. Holovatch, D. Ivaneyko, D. Mouhanna & M. Tissier, “Fixed points in
frustrated magnets revisited”, Journal of Statistical Mechanics: Theory and Experiment 2008,
P03014 (2008), arXiv:0803.4400 [cond-mat.stat-mech];
B. Delamotte, M. Dudka, Yu. Holovatch & D. Mouhanna, “About the relevance of the fixed
dimension perturbative approach to frustrated magnets in two and three dimensions”, Phys. Rev.
B82, 104432 (2010), arXiv:1009.1492 [cond-mat.stat-mech];
B. Delamotte, M. Dudka, Yu. Holovatch & D. Mouhanna, “Analysis of the 3d massive
renormalization group perturbative expansions: a delicate case”, Cond. Matt. Phys. 13, 43703
(2010), arXiv:1012.3739 [cond-mat.stat-mech].
[28] F. Kos, D. Poland, D. Simmons-Duffin & A. Vichi, “Precision Islands in the Ising and O(N)
Models”, JHEP 1608, 036 (2016), arXiv:1603.04436 [hep-th];
A. Atanasov, A. Hillman & D. Poland, “Bootstrapping the Minimal 3D SCFT”,
arXiv:1807.05702 [hep-th].
17
