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Zusammenfassung
Stufenkanten auf der As-bedeckten Si(111)-Oberfla¨che
Im ersten Teil der Arbeit wird die Parallelisierung des EStCoMPP1-Simulations-
programmes vorgestellt. Damit kann man im Rahmen der Dichtefunktionaltheo-
rie (DFT) Grundzustandseigenschaften von Vielelektronensystemen berechnen,
wie sie z.B. in Moleku¨len und Festko¨rpern auftreten, wobei inhomogene Systeme
durch eine periodische Anordnung von Superzellen approximiert werden. Im Rah-
men der DFT wird die Wechselwirkung der Elektronen durch ein dichteabha¨ngi-
ges Einteilchen-Potential beru¨cksichtigt, das selbstkonsistent bestimmt wird. Die
Wechselwirkung der Valenzelektronen mit den Ionenru¨mpfen wird durch norm-
erhaltende Pseudopotentiale beschrieben. Die Elektronenzusta¨nde ergeben sich
numerisch aus der Lo¨sung eines Eigenwertproblems, welches fu¨r einen Satz von
k-Punkten gelo¨st wird, um jeweils die ν = 1...M energetisch niedrigsten Eigen-
zusta¨nde zu finden. Die Eigenzusta¨nde werden durch Linearkombination ebener
Wellen zu den Vektoren G des reziproken Gitters dargestellt. Entsprechend den
drei Indizes k, ν und G der Koeffizienten der Wellenfunktionen werden Paralle-
lisierungsstrategien betrachtet, die jeweils Teilbereiche des entsprechenden Index
einzelnen Prozessoren zuweisen. Die k-Punkt-Parallelisierung ist sehr effizient,
da die Eigenwertprobleme zu verschiedenen k-Punkten unabha¨ngig voneinander
lo¨sbar sind, so daß nur 0.2% der Rechenzeit auf nicht parallele Programmteile
entfallen. Bei der zusa¨tzlich implementierten G-Vektor-Parallelisierung la¨ßt sich
ein gu¨nstiges Skalierungsverhalten bei großen Systemen beobachten, das den Ein-
satz vieler Prozessoren erlaubt. Bei einer Rechnung mit 110 Atomen werden z.B.
weniger als 0.4% der Rechenzeit fu¨r nicht parallelisierte Programmteile beno¨tigt.
Im zweiten Teil der Arbeit werden Stufenkanten auf der As-bedeckten Si(111)-
Oberfla¨che mit dem EStCoMPP-Programm untersucht. Gesamtenergien und Struk-
turen von verschiedenen metastabilen Zusta¨nden werden durch Relaxation vor-
gegebener Startkonfigurationen gefunden. Die je nach Struktur der Stufenkante
unterschiedliche As-Bedeckung der Oberfla¨che fu¨hrt zu einer Abha¨ngigkeit der
Kantenenergien vom chemischen Potential fu¨r As, das als Referenzenergie in die
Rechnung eingeht. Sowohl fu¨r As-Bulk, als auch fu¨r As4 als Referenz ergibt sich
die (112)-Stufenkante, bei der alle Si-Kantenatome durch As-Atome ersetzt sind,
als stabilste Stufenkante.
Mit einem zweidimensionalen Wulff-Plot kann mittels der gefundenen Kan-
tenenergien die energetisch gu¨nstigste Inselform fu¨r Si-Homoepitaxie vorherge-
sagt werden. Fu¨r eine Referenzenergie von As4 ergeben sich dreieckige, nur von
(112)-Kanten begrenzte Inseln. Mit As-Bulk als Referenz finden sich hingegen
sechseckige Inseln, bei denen sich kurze (112)-Kanten mit langen (112)-Kanten
abwechseln. Die vorliegenden STM-Bilder wurden nicht an Gleichgewichtsinseln
gemacht, so daß ein Vergleich mit den Vorhersagen noch nicht mo¨glich ist.
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Abstract
Investigation of step-edges on As-covered Si(111) using a
parallelized ab initio code
The first part of this thesis presents the parallelisation of the EStCoMPP2-
code. Using Density-Functional-Theory EStCoMPP simulates many electron sy-
stems, found in molecules and solids and computes characteristics of their ground-
state. The program employs periodic supercells to approximate inhomogeneous
systems. The DFT accounts for the electron-electron interaction by means of a
one-electron-potential that depends on the electron-density which is determined
selfconsistently. The interaction of valence-electrons with ionic cores is described
by norm-conserving pseudo potentials. The electronic states are numerically cal-
culated by solving an eigenproblem for a set of k-points to find the ν = 1...M
eigenstates with the lowest energies. These eigenstates are represented in a basis
of plane-waves labeled by G-vectors of the reciprocal lattice.
Corresponding to the indices k, ν and G of the coefficients of the wavefuncti-
ons three parallelisation strategies are considered, each allocating partial ranges
of the respective index to individual processors. The k-point-parallelisation is
highly efficient since eigenproblems assigned to different k-points can be solved
independently, thus only 0.2% of the computing time account for non-parallelized
tasks. In combination with the G-vector-parallelisation performance scales well
with the number of processors for large systems. For a supercell containing with
110 Atoms less than 0.4% of computing time is spent in unparallelized routines.
The second part of this thesis utilizes the EStCoMPP-code to investigate step-
edges on As-covered Si(111)-surfaces. The total energies and structures of several
metastable states are calculated by relaxing given starting configurations. Since
the amount of As contained in the step-edges varies for different structures, the
formation energies of the respective step-edges depend on the reference-energy
that is used as chemical potential for As. For As-bulk as well as As4 as reference
the most stable structure found was the (112)-step-edge with all exposed Si-atoms
at the step-edge replaced by As.
Based on the total energies of the various step-edges the form of As-covered
Si-islands with the lowest overall energy is predicted by two-dimensional Wulff-
plots. Using As4-molecules as reference we find triangular islands terminated by
(112)-step-edges. For As-bulk as reference the result are six-sided islands ter-
minated alternately by short (112)-edges and long (112)-edges. The available
STM-pictures for Si-homoepitaxy don’t show islands in equilibrium so that the
predictions of these calculations could not be compared to experimental data.
2
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Kapitel 1
Einleitung und Motivation
Der Einsatz moderner Techniken zur Herstellung ku¨nstlicher, vertikal und la-
teral strukturierter Schichtsysteme mit nahezu atomar scharfen Grenzfla¨chen
aus bekannten oder neuen Materialien hat der Festko¨rperphysik einzigartige
Mo¨glichkeiten an die Hand gegeben, Systeme mit ganz speziellen elektronischen
Eigenschaften zu entwickeln. Bekannte Beispiele sind MOSFETs (Metal-Oxide
Semiconductor Field Effect Transistor) oder die HEMT-Systeme (High Electron
Mobility Transistor), an denen dann erstmalig der 1-Elektron-Quanten-Hall-
Effekt und der fraktionale Quanten-Hall-Effekt entdeckt wurden.
Heute steht die Herstellung kleinerer Strukturen in der Gro¨ßenordnung von
ca. 1 bis 100 Nanometern in Form von Quanten-Punkten, “Hut-Clustern” oder
Nanodra¨hten im Vordergrund. Bei der Herstellung dieser Strukturen versucht
man, das selbstorganisierte Wachstum auszunutzen. Eine Kontrolle der Wachs-
tumsprozesse ist unabdingbar, um solche Strukturen herstellen zu ko¨nnen. Der-
artige Kontrolle setzt ein detailliertes Versta¨ndnis des Wachstums und entspre-
chende Analysetechniken voraus.
Obwohl die Wachstumsvorga¨nge oftmals auf makroskopischen La¨ngen- und
Zeitskalen stattfinden, liegen diesen mikroskopische, atomistische Prozesse und
Mechanismen zugrunde. Erforderlich ist ein Versta¨ndnis des Ablaufs und der Re-
levanz der einzelnen Wachstumsprozesse, wie z.B. Diffusion oder Austausch von
Atomen auf der Oberfla¨che, aber auch der Einfluß atomistischer Inhomogenita¨ten
wie z.B. Oberfla¨chendefekten, Verunreinigungen, Stufenkanten oder Oberfla¨chen-
rekonstruktionen.
Dabei steht man bei der theoretischen Behandlung der Wachstumsprozesse
vor mehreren Problemen: Zum einen wird das gezielte Absuchen eines großen
Konfigurationsraumes großer, inhomogener Systeme verlangt. Dazu sind moleku-
lardynamische Verfahren ideal geeignet. Zweitens bedingen die mikroskopischen
Prozesse das Brechen und Schließen von chemischen Bindungen. Dabei verlangt
die Modifikation der chemischen Bindungen, die bei sta¨ndig neuen atomaren Kon-
figurationen stattfindet, ein verla¨ßliches Vielko¨rperpotential, das direkt aus der
elektronischen Struktur abgeleitet wird. Um diese Struktur zu berechnen, sind
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daher “Erste-Prinzipien”- (ab-initio-) Methoden no¨tig, deren Ergebnis die Grund-
lage der Molekulardynamik bilden.
Die Zeitskala elektronischer Prozesse liegt typischerweise im Femtosekunden-
bereich, wa¨hrend die Zeitskala der Diffusion im Bereich von Pikosekunden und
die des Wachstums im Bereich von Sekunden liegt. Diese verschiedenen Zeitskalen
lassen sich nicht in einer einzigen Rechnung erfassen, daher werden sie tatsa¨chlich
getrennt voneinander betrachtet. Bei der Relaxation der elektronischen Struk-
tur wird gema¨ß der Born-Oppenheimer-Na¨herung davon ausgegangen, daß die
Atomkerne statisch sind bzw. daß sich die Elektronen beliebig schnell auf eine
Vera¨nderung der atomaren Koordinaten einstellen, so daß atomare Bewegungen
und die Zeitskala, auf der diese ablaufen, nicht beru¨cksichtigt werden mu¨ssen.
Aufgrund der so berechneten elektronischen Struktur und den daraus resultie-
renden Kra¨ften wird die Molekulardynamik durchgefu¨hrt, die wiederum tota-
le Energien fu¨r Gleichgewichtszusta¨nde und fu¨r U¨berga¨nge zwischen diesen die
Anregungsenergien der entsprechenden atomaren Prozesse liefert. Aufgrund der
daraus resultierenden Wahrscheinlichkeiten la¨ßt sich dann schließlich eine kineti-
sche Monte-Carlo-Simulation der Oberfla¨che durchfu¨hren, bei der die einzelnen
atomaren Prozesse entsprechend ihrer Wahrscheinlichkeit auftreten.
Die Vielfalt der dabei zu beru¨cksichtigenden atomaren Prozesse und die
Schwierigkeit, optimale Reaktionspfade in hochdimensionalen Ra¨umen zu finden,
wirft Probleme auf, die selbst unter Ausnutzung modernster Algorithmen den
Einsatz von Supercomputern zur Bewa¨ltigung der Rechnungen erfordern. Erst
die heute zur Verfu¨gung stehenden Leistungen von Rechnern und Großrechnern
mit paralleler Architektur ermo¨glichen die ab initio Berechnung der atomaren und
elektronischen Struktur von realen Festko¨rpern mit der notwendigen Zuverla¨ssig-
keit. Da bei diesen Simulationsrechnungen mikroskopische Vorga¨nge detailliert
berechnet werden, unterstu¨tzen sie die Interpretation von experimentellen Er-
gebnissen. Sie gestatten dabei ein aussergewo¨hnliches Maß an Einsicht in die
Vorga¨nge auf atomarer La¨ngenskala. Dies liegt vor allem daran, daß die Simula-
tion es gestattet, einzelne Atome und Elektronenorbitale sowohl zu beobachten
als auch durch Zwangsbedingungen ‘festzuhalten’.
Mit Hilfe der Dichtefunktionaltheorie (DFT) [HK64] gelingt es derzeit, die
elektronischen Grundzustandseigenschaften von Systemen mit ca. 500 Atomen
zu berechnen. Mit dem EStCoMPP-Simulationsprogramm1 ko¨nnen die Grundzu-
standseigenschaften beliebiger Kristallstrukturen untersucht werden, fu¨r deren
konstituierende Atome sich geeignete Pseudopotentiale [BHS82] finden lassen.
Durch geeignete Zwangsbedingungen und Betrachtung der Gesamtenergie in Aus-
schnitten des Konfigurationsraumes lassen sich auch dynamische Prozesse analy-
sieren. Das Programm beschreibt die elektronischen Zusta¨nde mit Hilfe von ebe-
nen Wellen. Aufgrund dieser Basiswahl werden grundsa¨tzlich periodische Struktu-
ren berechnet, die sich periodisch wiederholenden Zellen werden dabei als Super-
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7zellen bezeichnet. Zur Betrachtung der Bulkeigenschaften eines Kristalles wird
z.B. die Elementarzelle des Kristalles als Superzelle vorgegeben und mit Ato-
men entsprechend der Basis des Kristalles besetzt. Die Wahl einer ausreichend
großen Superzelle gestattet auch die Untersuchung nichtperiodischer Strukturen,
wie kristalline Oberfla¨chen und U¨berstrukturen auf diesen. Aber es gibt auch pe-
riodische Strukturen, zu deren Untersuchung sehr große Superzellen no¨tig sind.
Auf der reinen Si(111)-Oberfla¨che kommt es zu einer 7×7-Rekonstruktion fu¨r
die von Takayanagi 1985 eine DAS (Dimer-Adatom-Stackingfault) Struktur vor-
geschlagen wurde [TTTT85]. Erst durch den Einsatz massiv paralleler Rechner
gelang 1991 zwei Gruppen die ab-initio-Berechnung der dazu no¨tigen Superzellen
mit 400 bzw. 700 Atomen [SPKSL92, BNLJ92, Nee93]. Auch das Verhalten von
Adatomen auf kristallinen Oberfla¨chen la¨ßt sich untersuchen. Dabei ist darauf zu
achten, daß Strukturen benachbarter Superzellen sich nicht gegenseitig beeinflus-
sen2. Die Superzellenmethode eignet sich ideal zur Untersuchung von U¨berstruk-
turen, wie sie unter anderem auf rekonstruierten Oberfla¨chen, beispielsweise bei
Adsorption von Fremdatomen auf Oberfla¨chen entstehen.
In unserer Arbeitsgruppe sind vor allem Halbleitersysteme untersucht wor-
den, z.B. die Diffusion von Adatomen auf As- und Sb-bedeckten Oberfla¨chen
[SERB98, SAB+00, SABB02] und die ersten Stadien der Inselbildung bei Homo-
und Heteroepitaxie auf diesen Oberfla¨chen [Ant01]. Der theoretische Beitrag be-
steht in der Berechnung von atomaren Defekt-Strukturen mit minimaler Ge-
samtenergie. Daraus kann man Schlu¨sse auf realisierte Strukturen ziehen und
Vorschla¨ge fu¨r Experimente machen. Die Berechnungen mit dem EStCoMPP-
Programm gehen fu¨r die Festko¨rperelektronen von der DFT [HK64] aus, de-
ren Grundlage in Kapitel 2.1 vorgestellt wird. Die Wechselwirkung der fu¨r die
Bindung verantwortlichen Valenzelektronen mit den Ionen wird durch Pseudo-
potentiale beschrieben. Als Basis fu¨r die Darstellung der Elektronendichte wird
eine Ebene-Wellen-Basis gewa¨hlt, die fu¨r Halbleitersysteme mit vollem Valenz-
und leerem Leitungsband besonders geeignet ist [PTA+92]. Da der Basiswech-
sel in den Ortsraum durch eine Fourier-Transformation vollzogen wird, ist die
Entwicklung der Fast-Fourier-Transformation fu¨r die numerische Formulierung
der DFT in einer Ebenen-Wellen-Basis von besonderer Bedeutung. Durch diese
Mo¨glichkeit eines schnellen Wechsels zwischen reziprokem Raum und Ortsraum
ko¨nnen die einzelnen Bestandteile des Hamiltonoperators in der jeweils gu¨nstig-
sten Basis angewandt werden, was zur expliziten Darstellung des Hamiltonope-
rators in Kapitel 2.2 fu¨hrt. Mit dieser la¨ßt sich der durch die DFT vorgegebene
Ansatz zur Lo¨sung des Vielelektronenproblems als numerischer Algorithmus for-
mulieren. Kapitel 2.3 stellt die im EStCoMPP-Programm gewa¨hlte Implementation
vor, die mit Ru¨cksicht auf Speicherplatz- und Rechenzeitbedarf optimiert wurde,
um die Berechnung mo¨glichst großer Systeme zu ermo¨glichen. Beim U¨bergang
2Dies kann z.B. durch Vergleich der Untersuchungen fu¨r Superzellen unterschiedlicher Form
oder Gro¨ße gezeigt werden.
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zu immer gro¨ßeren Systemen bestimmt vor allem das in Kapitel 2.4 angegebe-
ne Skalierungsverhalten von Rechenzeit und Speicherplatz in Abha¨ngigkeit von
der Systemgro¨ße, welche Berechnungen mit einer gegebenen Rechenleistung und
Speicherausstattung mo¨glich sind.
Um die Leistung moderner, massiv paralleler Rechner nutzen zu ko¨nnen, wur-
de das EStCoMPP-Programm parallelisiert [BBA+00]. Kapitel 3 beschreibt die
notwendigen Umstellungen zur Verteilung der Rechenschritte und Daten auf vie-
le (O(100)) Rechenknoten (Processing Elements, PEs) und geht auf die ver-
schiedenen Ansa¨tze zur Parallelisierung und deren Effizienz ein. Es werden drei
mo¨gliche Parallelisierungsstrategien vorgestellt, die im wesentlichen auf der Auf-
teilung der Wellenfunktionen nach k-Punkten (Kap. 3.1), nach G-Vektoren (Kap.
3.2) und nach Energieba¨ndern (Kap. 3.3) beruhen. Dabei zeigt sich, daß die G-
Vektor-Parallelisierung von besonderem Interesse ist, da sie bei der Berechnung
großer Systeme den Einsatz vieler Prozessoren erlaubt und daher das EStCoMPP-
Programm ideal an den Einsatz auf massiv parallelen Rechnern anpasst. Erst die
Parallelisierung ermo¨glicht die Berechnung der oben erwa¨hnten großen Systeme,
die z.T. 500 und mehr Atome enthalten.
In solch großen Systemen lassen sich z.B. atomare Strukturen und Prozes-
se auf fremdatombedeckten Oberfla¨chen beobachten. Die Untersuchung der Me-
chanismen, durch die Surfactants (“oberfla¨chenaktive Fremdatome”) das Lagen-
wachstum bei der Heteroepitaxie beeinflussen, ist von besonderem Interesse bei
der Herstellung neuer Halbleitermaterialien. Durch verschiedene Surfactants la¨ßt
sich ein verbessertes heteroepitaktisches Wachstum erreichen. Z.B. beeinflußt
eine Monolage von As oder Sb das Lagenwachstum von Ge auf der Si(111)-
Oberfla¨che gu¨nstig [MVA92, VZ96, HCT+94]. Bei diesen Surfactants beobach-
teten Voigtla¨nder et al. im homoepitaktischen Fall eine Verku¨rzung des Diffusi-
onsweges. Sie schlossen daraus, daß ku¨rzere Diffusionswege zu Verbesserung des
heteroepitaktischen Lagenwachstums fu¨hren. Eine wichtige Rolle beim Wachs-
tum spielen die Stufenkanten, die Terrassenfla¨chen und Inseln, die sich auf den
Terrassen bilden, begrenzen. In Kapitel 4 werden solche Stufenkanten auf der As-
bedeckten Si(111)-Oberfla¨che mit Hilfe des EStCoMPP-Programmes untersucht,
um so deren energetisch gu¨nstigste Struktur zu finden und Einblicke in die Wir-
kungsweise von Arsen als Surfactant auf dieser Oberfla¨che zu erhalten.
Kapitel 2
Dichtefunktionaltheorie und
Pseudopotential-Methode
2.1 Die Dichtefunktionaltheorie
Die Dichtefunktionaltheorie ist ein wichtiges Werkzeug bei der Berechnung und
Simulation elektronischer und struktureller Eigenschaften von Atomen, Mo-
leku¨len und Festko¨rpern, da sie es ermo¨glicht, das quantenmechanische Viel-
elektronenproblem auf Einteilchenprobleme abzubilden und so zu lo¨sen. Daher
kommt die DFT, anders als z.B. Na¨herungen unter Benutzung pha¨nomenologi-
scher Potentiale, ohne Anpassung von Parametern an experimentell gewonnene
Daten aus, Atome werden allein durch ihre Kernladungszahl charakterisiert. In
solche ab initio Rechnungen gehen als zusa¨tzliche Parameter nur noch Vorgaben
fu¨r die Qualita¨t notwendiger Na¨herungen ein.
Die Vereinfachung durch die DFT erschließt den Zugang zu realen Problemen
mit vielen Atomen. Sie ermo¨glicht auch, experimentell beobachtbare Grundzu-
standseigenschaften gro¨ßerer Systeme zu berechnen. Mit dem in dieser Arbeit
beschriebenen parallelisierten Programm haben wir Systeme mit bis zu 300 Ato-
men auf einer Cray-T3E behandelt. So helfen ab initio Rechnungen experimentel-
le Beobachtungen zu erkla¨ren und gestatten, Eigenschaften betrachteter Systeme
bis ins Detail zu untersuchen. Von Interesse sind dabei beispielsweise die Ver-
knu¨pfung von elektronischen Eigenschaften mit der atomaren Struktur und die
theoretische Simulation von experimentellen Ergebnissen.
2.1.1 Die Born-Oppenheimer-Na¨herung
Betrachtet man das aus Atomkernen und Elektronen bestehende Vielteilchen-
system, so la¨ßt sich der zugeho¨rige Hamiltonoperator aufgrund der stark unter-
schiedlichen Massen von Elektronen und Atomkernen in zwei Anteile zerlegen, da
die Bewegungen auf sehr unterschiedlichen Zeitskalen ablaufen: die leichten und
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schnellen Elektronen passen sich dabei adiabatisch jeder Vera¨nderung der Ionen-
konfiguration an und befinden sich bezu¨glich des durch die Atomkerne vorgegebe-
nen a¨ußeren Potentials im Grundzustand. Die Atomkerne sehen dann das durch
die Elektronendichte verursachte Potential und die daraus resultierenden Kra¨fte.
Dabei werden Anregungen der Elektronen durch Bewegungen der Atomkerne,
also z.B. Elektron-Phonon-Wechselwirkungen, vernachla¨ssigt. Die Bewegung der
Atomkerne kann, außer im Falle der leichtesten Elemente, klassisch behandelt
werden.
Die chemischen und strukturellen Eigenschaften von Festko¨rpern und Mo-
leku¨len werden im wesentlichen von den a¨ußeren Valenzelektronen bestimmt. Die
Elektronen in den gefu¨llten inneren Schalen werden kaum von den Potentialen be-
nachbarter Atome beeinflusst, da der U¨berlapp ihrer Wellenfunktionen mit denen
anderer Atome gering ist. Zudem la¨ßt sich schon in Sto¨rungstheorie sehen, daß die
Wellenfunktionen dieser sogenannten Rumpf- oder Coreelektronen aufgrund ihres
großen energetischen Abstandes zu denen der a¨ußeren Valenzelektronen kaum zu
den Eigenfunktionen des Festko¨rpers im Bereich des Valenz- oder Leitungsban-
des beitragen. D.h. die Wellenfunktionen der Cores ko¨nnen bei der Berechnung
von Festko¨rpereigenschaften i.A. festgehalten werden. Damit vereinfacht sich das
Elektronenproblem, da nur die Valenzelektronen als quantenmechanisches Viel-
teilchensystem im a¨ußeren Feld der Ionenru¨mpfe zu berechnen sind.
2.1.2 Grundlagen der Dichtefunktionaltheorie
Der Hamiltonoperator eines Systems N wechselwirkender Elektronen mit den
Orts- und Spinkoordinaten Xν = (rν , σν), ν = 1 . . . N in einem durch Atomkerne
oder Ionenru¨mpfe erzeugten a¨ußeren Potential Vext(Xν) lautet:
H = T + Vee +
N∑
ν=1
Vext(Xν) (2.1)
mit der kinetischen Energie
T = −
N∑
ν=1
∂2
rν
, (2.2)
und der Elektron-Elektron Wechselwirkung
Vee =
N∑
ν 6=µ
1
|rν − rµ| . (2.3)
Dabei wird der der Zustand des Systems durch eine Vielteilchenwellenfunktion
Ψ(X1, X2, . . . , XN ) Xν = (rν , σν) (2.4)
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angegeben. Aufgrund des Pauliprinzips muß jeder Eigenzustand antisymmetrisch
in bezug auf Vertauschung zweier Teilchenkoordinaten (Xν , Xν′) sein.
Die Bestimmung der Eigenfunktion bleibt, auch nach obigen Vereinfachun-
gen, ein quantenmechanisches Vielteilchensystem, das analytisch nur in Spezi-
alfa¨llen zu lo¨sen ist. Die vollsta¨ndige numerische Behandlung (beispielsweise mit
Quanten-Monte-Carlo-Methoden) ist so aufwendig, daß sich derzeit nur Systeme
in der Gro¨ßenordnung von zehn Ionenru¨mpfen untersuchen lassen. In der Dich-
tefunktionaltheorie1, deren Grundlagen in den sechziger Jahren von Hohenberg
und Kohn [HK64] sowie Kohn und Sham [KS65] formuliert wurden, wird anstelle
der Vielteilchenwellenfunktion (2.4) die Elektronendichte
n(r) = 〈Ψ|
N∑
ν=1
δ(r− rν)|Ψ〉
=
∫ N∏
ν=1
dXν
N∑
ν=1
δ(r− rν)|Ψ(X1, . . . , XN )|2 (2.5)
benutzt, um den Zustand des Systems zu beschreiben. Hohenberg und Kohn
[HK64] zeigten, daß ein Energiefunktional E[n] existiert, das durch die Grund-
zustandsdichte n0(r) minimiert wird
2, so daß diese durch ein Variationsprinzip
gefunden werden kann, das die Ladungserhaltung beru¨cksichtigt. Eine mo¨gliche
Konstruktion eines solchen Funktionals fand Levy [Lev79], indem er E[n] als
minimale Energie aller mo¨glichen antisymmetrischen Zusta¨nde Ψ des Systems
definierte, die nach (2.5) die Ladungsdichte n(r) ergeben:
E[n] = min
{Ψ}
〈Ψ|H|Ψ〉 (2.6)
In diesem Fall ist E[n0] minimal, man erha¨lt also
δE[n] = 0 |n=n0 (2.7)
unter der Nebenbedingung der Teilchenzahlerhaltung∫
d3r n(r) = N. (2.8)
Wie u¨blich gelangt man unter Einfu¨hrung eines Lagrange Parameters µ zu einem
neuen Energiefunktional,
E˜[n] = E[n]− µ
(∫
d3r n(r)−N
)
. (2.9)
1Ein ausfu¨hrlicher U¨bersichtsartikel findet sich in [JG89].
2Der Dichtefunktionalformalismus ist, wie in [Koh85] und [DG90] gezeigt, auch auf entartete
Grundzusta¨nde erweiterbar.
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Die Minimalbedingung fu¨hrt auf die Gleichung
δE˜[n]
δn(r)
∣∣∣∣∣
n=n0
= µ , (2.10)
die gemeinsam mit (2.8) eine Bestimmung der Grundzustandsdichte n0(r) er-
laubt.
Allerdings ist das Energiefunktional (2.6) nicht explizit darstellbar. Setzt man
aber die volle Vielteilchenwellenfunktion (2.4) in (2.6) ein, so fu¨hrt dies aufgrund
des Wechselwirkungsterms Vee wieder zur Schro¨dingergleichung fu¨r ein wechsel-
wirkendes Vielteilchensystem zuru¨ck.
2.1.3 Die Kohn-Sham-Gleichungen
Es muß also eine geeignete Na¨herung fu¨r das Energiefunktional E[n] gefun-
den werden, um das elektronische Vielteilchenproblem numerisch behandeln zu
ko¨nnen. Dazu haben Kohn-Sham [KS65] dieses Funktional wie folgt aufgespalten:
E[n] = T0[n] + Eext[n] + EH [n] + Exc[n] . (2.11)
Zur Parametrisierung der Dichte schlugen sie vor, ein System nicht wechselwir-
kender Hilfselektronen mit den Einteilchenwellenfunktionen ψν(r) zu benutzen.
Mit den Besetzungszahlen fν ergibt sich eine Dichte
n(r) = 2
∑
ν
fν |ψν(r)|2 , (2.12)
wobei der Faktor zwei durch Spinentartung zustande kommt3 und aufgrund der
Wahl normierter Wellenfunktionen ψν(r) gilt:
N = 2
∑
ν
fν . (2.13)
Mit diesem Ansatz kann die kinetische Energie T0[n] der wechselwirkungsfreien
Elektronen exakt berechnet werden zu
T0[n] = −2
∑
ν
fν
∫
d3rψ∗ν(r)∂
2
rν
ψν(r) . (2.14)
Die potentielle Energie Eext[n] beschreibt die Wechselwirkung der Elektronen mit
einem a¨ußeren Potential der Atomkerne bzw. Ionenru¨mpfe:
Eext[n] =
∫
d3r n(r)Vext(r) . (2.15)
3Der Formalismus la¨ßt sich analog auch fu¨r den allgemeinen Fall nicht spinentarteter Systeme
anwenden, im Folgenden beschra¨nkt sich diese Arbeit jedoch der Vereinfachung halber auf den
Fall spinentarteter Systeme.
2.1. DIE DICHTEFUNKTIONALTHEORIE 13
Die Elektron-Elektron Wechselwirkung ist unterteilt in den Hartree Anteil
EH [n] =
∫
d3rd3r′
n(r)n(r ′)
|r− r ′| , (2.16)
und das Austausch-Korrelations-Funktional Exc[n], das die Austausch- und Kor-
relationsbeitra¨ge sowie Korrekturen der kinetischen Energie und der in EH [n]
enthaltenen Selbstwechselwirkung entha¨lt. Außer dem Anteil Exc[n] ko¨nnen al-
so alle Energien exakt behandelt werden. Somit muß nur fu¨r das Austausch-
Korrelations-Funktional eine geeignete Na¨herung gefunden werden. Der Vorteil
beispielsweise gegenu¨ber Thomas-Fermi und a¨hnlichen Methoden, bei denen die
kinetische Energie gena¨hert wird, ist, daß Exc[n] den kleinsten Anteil an E[n] hat
und somit eine Na¨herung von Exc[n] die Gesamtenergie am wenigsten verfa¨lscht
[JG89].
Aufgrund der geforderten Wechselwirkungsfreiheit der Hilfselektronen zerfa¨llt
nun die Lagrangegleichung (2.10) in unabha¨ngige Einzelprobleme, wie man durch
Variation nach den Wellenfunktionen ψ∗ν(r) feststellen kann:
δE[n(r)]
δψ∗ν(r)
=
δE[n(r)]
δn(r)
δn[. . . , ψν , . . .]
δψ∗ν(r)
. (2.17)
Die Nebenbedingung der Ladungserhaltung wird mittels Normierung der Wellen-
funktionen∫
d3r |ψν(r)|2 (2.18)
durch Einfu¨hrung des Lagrangeparameters εν im Energiefunktional beru¨cksich-
tigt. Man erha¨lt so:(−∂2
r
+ Vext(r) + VH [n(r)] + Vxc[n(r)]
)
ψν(r) = ενψν(r) . (2.19)
Diese Form ist analog zur stationa¨ren Schro¨dingergleichung im wechselwirkungs-
freien Fall. Die wechselwirkungsfreien Hilfselektronen sind dabei einem Potential
Veff = Vext+VH+Vxc ausgesetzt, mit dem externen Potential Vext der Ionenru¨mp-
fe, dem Hartree-Potential
VH [n(r)] =
δEH [n(r)]
δn(r)
= 2
∫
d3r′
n(r ′)
|r− r ′| (2.20)
und dem Austausch-Korrelations-Potential
Vxc[n(r)] =
δExc[n(r)]
δn(r)
. (2.21)
Die Wellenfunktionen ψν lassen sich also nun aus dem Eigenwertproblem zu (2.19)
bestimmen. Allerdings ist das effektive Potential in diesem Eigenwertproblem von
der Dichte n(r) abha¨ngig, die wiederum nach (2.12) von den Wellenfunktionen
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selbst abha¨ngt. Man gelangt so zu einem Selbstkonsistenzproblem, welches sich
iterativ lo¨sen la¨ßt. Als Testfunktion fu¨r das Erreichen der Selbstkonsistenz kann
entweder die Dichte n(r) oder das Potential Veff (r) gewa¨hlt werden.
Die Wellenfunktionen ψν und die Lagrange-Parameter εν der Kohn-Sham-
Gleichungen beschreiben formal die Hilfselektronen, einzig die Dichte n(r) und
aus dem Variationsprinzip (2.10) ableitbare Gro¨ßen sind also tatsa¨chliche physi-
kalische Gro¨ßen. In der Praxis zeigt sich jedoch, daß, besonders fu¨r delokalisierte
Zusta¨nde, Differenzen von εν sehr gut mit den Ionisierungsenergien u¨bereinstim-
men und beispielsweise zur Darstellung der Bandstruktur genutzt werden ko¨nnen.
Durch Aufsummieren der Aufenthaltswahrscheinlichkeiten |ψν |2 der Hilfselektro-
nen u¨ber einen Energiebereich εl < εν < εu lassen sich sogar mit STM-Bildern
vergleichbare Dichteplots generieren.
2.1.4 Die Lokale Dichte Na¨herung
Da das Austausch-Korrelations-Potential Vxc[n(r)] nicht in einer expliziten Form
angegeben werden kann, ist es notwendig, fu¨r diesen Anteil eine geeignete Na¨he-
rung zu finden. Wa¨hrend alle anderen Anteile im Rahmen des Kohn-Sham-
Formalismus exakt behandelt werden, ist es no¨tig, diesen Term zu approxi-
mieren, um von einem System wechselwirkender Elektronen zu einem System
nicht wechselwirkender Hilfselektronen zu gelangen. Die wesentliche Na¨herung
betrifft die Darstellung der Paarkorelationsfunktion des wechselwirkenden Sy-
stems. Gunnarsson und Lundqvist [GL76] haben gezeigt, daß die Austausch-
Korrelationsenergie nicht empfindlich von Details dieser Paarkorelation abha¨ngt.
Der Ansatz der Lokalen Dichte Na¨herung (LDA) setzt fu¨r das Austausch-
Korrelations-Funktional Exc[n] eine lokale Energiedichte pro Teilchen ²xc(n(r))
an, die nur von der lokalen Dichte abha¨ngt, also kein Funktional der Dichte ist.
Damit wird
ELDAxc [n] =
∫
d3rn(r)²xc(n(r)) . (2.22)
Das Austausch-Korrelations-Potential erha¨lt man, indem (2.22) nach der Dichte
variiert wird:
V LDAxc (n(r)) = ²xc(n(r)) + n(r)
∂²xc
∂n
(n(r)) (2.23)
Fu¨r die Energiedichte ²xc(n) wird dazu der Austausch-Korrelations-Anteil der
Energiedichte des homogenen Elektronengases benutzt. Diese ist analytisch fu¨r
die Grenzfa¨lle hoher und niedriger Elektronendichte bekannt, unser Programm
verwendet eine Parametrisierung von Vosko, Wilk, Nusair [VWN80] nach numeri-
schen Ergebnissen einer Monte-Carlo-Simulation von Ceperley und Alder [CA80]
mit relativistischen Korrekturen nach MacDonald und Vosko [MV79]. Wahlweise
lassen sich auch andere Parametrisierungen verwenden, wobei die Ergebnisse nur
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Abbildung 2.1: Superzellen zur Untersuchung von Oberfla¨chen und Strukturen auf
Oberfla¨chen (Seitenansicht). Links: Untersuchung der Bulkeigenschaften von Kristal-
len; die Superzelle entspricht der Einheitszelle des Kristalles. Mitte: Untersuchung von
Oberfla¨chen; Materialschichten werden durch Vakuumschichten getrennt, die Zelle muß
in vertikaler Richtung ausgedehnt werden um ausreichend Bulkmaterial und Vakuum
einzuschließen. Rechts: Untersuchung von Strukturen auf Oberfla¨chen; tatsa¨chlich wer-
den periodisch angeordnete Strukturen auf der Oberfla¨che berechnet. Die Superzelle
muß auch in lateraler Richtung ausgedehnt werden, damit sich die Strukturen verschie-
dener Superzellen nicht beeinflussen.
wenig voneinander abweichen. Allerdings lassen sich nur Gesamtenergien mitein-
ander vergleichen, die mit derselben Parametrisierung berechnet wurden.
Obwohl der Ansatz der LDA von Systemen mit mo¨glichst homogener Elek-
tronendichte ausgeht, zeigt sich in der Praxis, daß sie auch fu¨r Systeme mit star-
ken Dichteschwankungen, wie z.B. Oberfla¨chen, noch gute Ergebnisse liefert. Dies
liegt daran, daß zu einer exakten Berechnung der Austausch-Korrelations-Energie
nur das Mittel u¨ber das Austausch-Korrelations-Loch korrekt wiedergegeben wer-
den muß [JG89, GL76]. Allerdings erzielt man fu¨r stark inhomogene Systeme, wie
z.B. Moleku¨le, mit Hilfe der Generalized Gradient Approximation (GGA) bessere
Resultate [PW86, Per86, PCV+92, OEK99].
2.1.5 Mathematische Darstellung des Eigenwertproblems
Wir wollen die mathematischen Hilfsmittel der etablierten Bandstrukturmetho-
den benutzen. Dazu ist es notwendig, ein periodisches System zu definieren.
Perfekte Kristallgitter haben diese Periodizita¨t. Fu¨r inhomogene Systeme, wie
z.B. Oberfla¨chen oder Defekte, definiert man eine sogenannte Superzelle, die so
viele Atome entha¨lt, daß unerwu¨nschte Wechselwirkungen zwischen den Ober-
fla¨chen und den Replikationen der Defekte minimiert werden, wie in Abbildung
2.1 gezeigt. Die Superzelle wird periodisch in allen drei Raumrichtungen wieder-
holt. Die elektronischen Wellenfunktionen sind in einem entsprechenden periodi-
schen Potential gema¨ß dem Bloch-Theorem periodisch bis auf einen Phasenfaktor
exp{ikr}. Daher kann durch Berechnung fu¨r genu¨gend k-Werte das elektronische
Problem fu¨r ein unendlich ausgedehntes Bravais-Gitter periodisch aneinanderge-
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setzter Superzellen gelo¨st werden4.
Weiter muß nun eine geeignete Basis fu¨r die Wellenfunktionen gewa¨hlt werden.
Eine Betrachtung des Hamiltonoperators ergibt, daß dieser sich in zwei Teile zer-
legen la¨ßt, fu¨r die jeweils eine optimale Basis existiert: zum einen der Ortsraum, in
dem Multiplikationsoperatoren, wie z.B. der Ausdruck Vps(r)ψν(r), eine einfache
Form annehmen, zum anderen der Impulsraum, in welchem Differentialoperato-
ren, wie z.B. die Anwendung der kinetischen Energie T0ψν , besonders einfach wer-
den. Auch zur Gewinnung des Hartree Potentials aus der lokalen Dichte gema¨ß
(2.16) ist die Impulsraumdarstellung geeignet. Diese beiden Darstellungen las-
sen sich durch die Fourier-Transformation ineinander u¨berfu¨hren, allerdings wird
dieser Lo¨sungsweg numerisch erst durch die Fast-Fourier-Transformation (FFT)
interessant, da die herko¨mmliche Fourier-Transformation durch das quadratische
Anwachsen des Aufwandes mit der Vektorla¨nge bei großen Problemen zu rechen-
intensiv wird. Die Berechnung von Operatoren zu verschiedenen k-Punkten wirkt
sich im Ortsraum als Anmultiplikation eines Phasenfaktors aus, wa¨hrend sie im
Impulsraum nur eine Verschiebung um k bedeutet.
Die Wellenfunktionen werden in der Ebenen-Wellen-Basis durch einen Satz
Koeffizienten ck(Gn) zu den Wellenvektoren Gn dargestellt:
ψ(r) =
NG∑
n=1
ck(Gn)e
−i(k+G)r . (2.24)
Dabei wird die Randbedingung der Periodizita¨t der Bloch-Funktionen auf dem
Bravais-Gitter der Superzellen erzwungen, indem nur G-Vektoren des entspre-
chenden reziproken Gitters zugelassen werden. Somit bestimmt die Gro¨ße der
Superzelle die Dichte der G-Vektoren. Um die Basisfunktionen auf eine endliche
Anzahl zu beschra¨nken, wird ein Abschneideradius Gmax eingefu¨hrt, und es wer-
den nur Basisfunktionen mit |G| < Gmax beru¨cksichtigt. Diese Einschra¨nkung
gestattet nur eine endliche Auflo¨sung der Wellenfunktionen. Mathematisch wird
dies klar, wenn man die Fourier-Transformation, also die Ru¨cktransformation,
aus dem Impulsraum in den Ortsraum betrachtet. Dazu kann man sich auf eine
Box beschra¨nken, die die Kugel mit dem Radius Gmax einhu¨llt
5. Sie wird durch
4Da tatsa¨chlich nur endlich viele, meist a¨quidistant gewa¨hlte, k-Punkte beru¨cksichtigt wer-
den, erzwingt man tatsa¨chlich eine Periodizita¨t der Wellenfunktionen nach endlich vielen Su-
perzellen.
5Tatsa¨chlich muß man zur Darstellung der Dichte n(r) nach (2.12) eine in jeder Raumrich-
tung doppelt so große Box nehmen, da das Quadrat |ψν(r)|2 in der Ebenen-Wellen-Darstellung
einer Faltung der Koeffizienten ck(Gn) mit sich selbst entspricht, und es sonst zu aliasing-
Effekten kommen wu¨rde. Entsprechend besteht die Basis zur Darstellung der Dichte n(r), des
davon abha¨ngigen Hartree-Potentials VH [n(r)], sowie des lokalen Anteils des Potentials Vext(r)
in der Ebenen-Wellen-Darstellung aus G Vektoren innerhalb einer Kugel mit Radius 2Gmax.
Die Wellenfunktionen ψν(r) werden, nachdem das Potential Vps(r) auf sie angewandt wur-
de, wieder auf ihren urspru¨nglichen Basissatz projiziert. So werden auch bei dieser Operation
aliasing-Effekte vermieden.
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Gx,max, Gy,max und Gz,max aufgespannt. Dies entspricht einer diskreten Fourier-
Transformation auf dieser Box, so daß ψ(r) auch nur auf einem diskreten Gitter
von Stu¨tzpunkten {r} dargestellt wird, mit r ·G[xyz],max ganzzahlig. Die Dichte
der Stu¨tzpunkte ist also von der Gro¨ße der Box und somit von Gmax abha¨ngig.
Physikalisch entspricht das einer Beschra¨nkung auf kinetische Energien mit
Emax =
h¯2
2me
G2max (2.25)
und ist daher nur im Falle eines flachen Potentials sinnvoll, da ein Valenzelektron
in einem tiefen Potentialtopf eine stark variierende Wellenfunktion und eine hohe
kinetische Energie ha¨tte, also durch Basisfunktionen mit entsprechend großen
G-Vektoren dargestellt werden mu¨ßte
Die oben genannten Methoden erlauben es, den Hamiltonoperator auf eine
Wellenfunktion ψν anzuwenden. Allerdings verbietet sich eine Darstellung als
Matrix aufgrund des Speicherbedarfs. Daher werden, wie von Car und Parrinello
vorgeschlagen [CP85a], iterative Methoden benutzt, um das Eigenwertproblem
zu lo¨sen. Dabei kann jeder Anteil des Hamiltonoperators in der optimalen Dar-
stellung, also Orts- oder Impulsraum, angewandt werden. In Kapitel 2.2 wird die
explizite Darstellung der Operatoren angegeben und diskutiert.
2.1.6 Die Pseudopotentialmethode
Die Eigenschaften von Festko¨rpern und Moleku¨len sind im wesentlichen durch die
chemischen Bindungen bestimmt, an denen vor allem die a¨ußeren Valenzelektro-
nen beteiligt sind. Dies liegt daran, daß die Orbitale energetisch tiefer liegender
core-Elektronen einander nicht u¨berlappen, so daß die zugeho¨rigen Energienive-
aus sich nicht zu Ba¨ndern verbreitern. Der zugeho¨rige Term aus erster Ordnung
Sto¨rungstheorie ist durch den Faktor 1/(εcore − εvalenz) also klein genug, daß die
Wellenfunktionen der core-Elektronen als ungesto¨rt angenommen werden ko¨nnen.
Daher la¨ßt sich ein Atom in einem Festko¨rper hinreichend genau beschreiben, in-
dem man die Wechselwirkung des Ionenrumpfes mit den Valenzelektronen durch
ein “Pseudopotential” ersetzt, das die Streuung der Valenzelektronen korrekt re-
produziert. Dadurch ergibt sich eine erste Vereinfachung, da nur noch Valenzelek-
tronen tatsa¨chlich berechnet werden mu¨ssen. Bei diesem Pseudopotential kann
man zuna¨chst zwischen einem a¨ußeren Bereich, weit entfernt vom Atomkern, und
einem inneren Bereich, nahe dem Atomkern, unterscheiden. Im a¨ußeren Bereich,
in dem die Einflu¨sse von verschiedenen Atomen u¨berlappen ko¨nnen, muß das
Potential korrekt wiedergegeben werden. Im inneren Bereich muß das Potenti-
al so gewa¨hlt werden, daß die relevanten Streueigenschaften des Einzelatoms im
Energiebereich der Valenzelektronen korrekt reproduziert werden.
Da die Wellenfunktionen mittels ebener Wellen dargestellt werden [IZC79],
ist es sinnvoll, ein mo¨glichst “weiches” Pseudopotential zu wa¨hlen, um so die
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Anzahl beno¨tigter ebener Wellen zu reduzieren. Das Potential des Ionenrumpfes
wird also durch ein Pseudopotential mit folgenden Eigenschaften ersetzt:
i) Das Potential hat gleiche Streueigenschaften wie das urspru¨ngliche atomare
Potential im Energiebereich der Valenzelektronen.
ii) Die Grundzusta¨nde dieses Pseudopotentials entsprechen den Zusta¨nden der
Valenzelektronen.
iii) Das Potential selbst und die Grundzusta¨nde sind mit mo¨glichst wenigen
ebenen Wellen darstellbar.
Dies bringt zwei weitere Vereinfachungen mit sich: Da die Wellenfunktionen der
Valenzelektronen den Grundzusta¨nden des Pseudopotentials entsprechen, ist es
nicht no¨tig, bei der Lo¨sung des elektronischen Problems auf Orthogonalita¨t zu
den Wellenfunktionen der core-Elektronen zu achten. Außerdem ko¨nnen die Wel-
lenfunktionen der Valenzelektronen und somit das Eigenwertproblem mit wenigen
ebenen Wellen beschrieben werden.
Konstruktion des Pseudopotentials
Zur Konstruktion eines Pseudopotentials berechnet man zuna¨chst ein vollsta¨ndi-
ges Referenzatom6. Weiter wird das Potential durch einen Parameter Rc in
einen Rumpfbereich und einen Valenzbereich unterteilt. Im inneren Rumpfbe-
reich (r < Rc) halten sich die stark gebundenen Elektronen der inneren Schalen
auf. Da diese, wie oben gesagt, wenig Einfluss auf die chemischen Eigenschaften
haben und auch wenig von der a¨ußeren Umgebung beeinflusst werden, werden ihre
Wellenfunktionen und Dichten in der “frozen core”-Na¨herung als unvera¨nderlich
angenommen. Im a¨ußeren Valenzbereich (r > Rc) ist das Potential flach, und
durch die core-Elektronen abgeschirmt. Allerdings u¨berlappen hier die Wellen-
funktionen der Valenzelektronen mit denen anderer Atome und bilden chemische
Bindungen oder ausgedehnte Zusta¨nde. Deshalb mu¨ssen die Eigenschaften der
Elektronen im Außenbereich mo¨glichst genau reproduziert und fu¨r jedes behan-
delte Festko¨rperproblem neu berechnet werden.
Ausgehend von den berechneten Wellenfunktionen fu¨r das komplette Atom
“friert” man also nun die Rumpfelektronen ein und erha¨lt ein effektives Potential
V effcore(r) des Ionenrumpfes in dem sich die Valenzelektronen bewegen. Im na¨chsten
Schritt ersetzt man die echten Wellenfunktionen ψν(r) (mit Eigenwert εν) der Va-
lenzelektronen durch knotenlose Pseudowellenfunktionen ψpsν (r). Diese mu¨ssen
außerhalb des Abschneideradius’ identisch mit den urspru¨nglichen ψν(r) sein. Sie
werden stetig und mo¨glichst glatt ins Innere fortgesetzt. Zu diesen Wellenfunk-
tionen wird ein Pseudopotential V ps(r) bestimmt, das im Außenbereich mit dem
6Oder Referenzion, falls das Atom in der spa¨teren Rechnung erwartungsgema¨ß in einer
ionischen Form vorkommt. Das ermo¨glicht es, den Energiebereich, in dem die Streuung akkurat
beschrieben wird, leicht zu verschieben.
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Rumpfpotential V effcore(r) u¨bereinstimmt und im gesamten Raum die Pseudowel-
lenfunktion ψpsν (r) als Lo¨sung der Schro¨dingergleichung mit dem vorgegebenen
Eigenwert εν liefert. Dabei wird gefordert, daß die Aufenthaltswahrscheinlichkeit
außerhalb des Abschneideradius zwischen urspru¨nglicher und Pseudowellenfunk-
tion u¨bereinstimmt. D.h. fu¨r den Innenbereich gilt wegen der Normierung auch∫
|r|<Rc
d3r |ψpsν (r)|2 =
∫
|r|<Rc
d3r |ψν(r)|2 , (2.26)
da sonst die elektronische Dichte im Außenbereich vera¨ndert wu¨rde. Mit die-
ser wichtigen Forderung der Normerhaltung gelang Bachelet, Chiang, Hamann
und Schlu¨ter [HSC79, BHS82] der Durchbruch bei der Verwendung von ab initio
Pseudopotentialen in der DFT. So fallen betragsma¨ßig große energetische An-
teile in der numerischen Behandlung weg, wie die Energie der Rumpfelektronen
(die ja konstant gehalten wird) und die kinetische Energie der Valenzelektronen
in Kernna¨he, die durch eine entsprechende potentielle Energie aufgehoben wird.
Dies senkt den numerischen Fehler erheblich, da selbst ein verha¨ltnisma¨ßig klei-
ner relativer Fehler der großen Energiebeitra¨ge die energetischen Unterschiede im
Valenzbereich erheblich verfa¨lschen wu¨rde.
Zur Lo¨sung des atomaren Problems werden die Wellenfunktionen mit Hilfe
der Kugelfla¨chenfunktionen Ylm(Ωr) in der Form
ψlm(r) =
gl(r)
r
Ylm(Ωr) (2.27)
dargestellt. Dies fu¨hrt zur radialen Schro¨dingergleichung(
−∂2r +
l(l + 1)
r2
+ V (r)
)
gl(r) = εgl(r) . (2.28)
In einer Dichtefunktionalrechnung berechnet man so fu¨r ein Referenzatom oder
-ion sowohl Valenz- als auch Rumpfelektronen. Zu jeder exakten (all electron, ae)
radialen Wellenfunktion gael zum Drehimpuls l eines Valenzelektrons des Refe-
renzatoms wird nun eine Pseudo-(ps)-Wellenfunktion gpsl konstruiert, die stetig
differenzierbar ist, außerhalb von Rc mit g
ae
l u¨bereinstimmt und folgende Nor-
merhaltung erfu¨llt:∫ Rc
0
d3r |gpsl |2 =
∫ Rc
0
d3r |gael |2 . (2.29)
Durch geeignete Parametrisierung von gpsl im Corebereich r < Rc [Ker80, Van85,
RRKJ90, TM90, TM91, VS92] wird dabei eine mo¨glichst glatte, mit wenigen
ebenen Wellen darstellbare Pseudowellenfunktion gesucht.
Durch Invertieren der radialen Schro¨dingergleichung wird nun das abgeschirm-
te Potential V psscr,l(r) errechnet, das g
ps
l erzeugt:
V psscr,l(r) = εl −
l(l + 1)
r2
+
∂2rg
ps
l
gpsl
(2.30)
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Da dieses Potential noch den Hartree- und den Austauschkorrelationsanteil fu¨r die
Ladungsdichte der Pseudovalenzelektronen entha¨lt, die in einer spa¨teren Dichte-
funktionalrechnung fu¨r den Festko¨rper neu berechnet und wieder hinzugerechnet
werden, werden diese Teile fu¨r das Atom abgezogen:
V psion,l(r) = V
ps
scr,l(r)− (VH [nps(r)] + Vxc[nps(r)]) . (2.31)
Damit ist die Kohn-Sham-Gleichung des Pseudoatoms mit der Pseudoladungs-
dichte nps(r), die nur Pseudovalenzelektronen beru¨cksichtigt, analog zu der des
Referenzatoms mit der vollen Ladungsdichte nae(r) aller Elektronen:(
−∂2r +
l(l + 1)
r2
− e
2Z
r
+ VH [n
ae(r)] + Vxc[n
ae(r)]− εl
)
gael = 0(
−∂2r +
l(l + 1)
r2
+ V psion,l(r) + VH [n
ps(r)] + Vxc[n
ps(r)]− εl
)
gpsl = 0 (2.32)
So erha¨lt man fu¨r jeden Drehimpuls l ein Potential V psion,l, aus dem sich das Ge-
samtpotential durch Summation u¨ber all diese Potentiale ergibt:
Vps =
∑
l
V psion,l(r)Pl . (2.33)
Dabei ist Pl der Projektor auf den Unterraum zum Drehimpuls l. Da dieses
Potential durch die Drehimpulsoperatoren im Winkelanteil nicht mehr lokal ist,
wird es als semilokales Potential bezeichnet. Aufgrund der Konstruktion hat das
Pseudopotential folgende Eigenschaften:
• es reproduziert die Eigenwerte εl der Valenzelektronen des Referenzatoms,
• es reproduziert außerhalb von Rc die Wellenfunktionen ψν der Valenzelek-
tronen,
• die knotenlosen Pseudozusta¨nde ψν der Valenzelektronen sind die energe-
tisch niedrigsten,
• sowohl Potential als auch Wellenfunktionen sind innerhalb von Rc mo¨glichst
glatt und lassen sich mit wenigen ebenen Wellen darstellen.
Die partielle Core-Korrektur
Man beachte, daß beim Abziehen des Potentials der Pseudovalenzelektronen vom
abgeschirmten Potential in (2.31), dem sogenannten unscreening, eine lineare
Na¨herung fu¨r das Austausch-Korrelations-Potential angesetzt wird
Vxc[n
ae
core(r) + n
ps(r)] ≈ Vxc[naecore(r)] + Vxc[nps(r)] . (2.34)
Diese Na¨herung ist exakt, wenn sich Rumpfladungsdichte naecore(r) und Pseudova-
lenzladungsdichte nps(r) nicht u¨berlappen. Diese Na¨herung la¨ßt sich mit Hilfe der
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“partiellen core Korrektur” [LFC82] vermeiden. Dabei wird eine partielle Rumpf-
ladungsdichte npc(r) erstellt, die mo¨glichst glatt ist und im Bereich des U¨berlapps
von nps(r) und naecore(r) mit der Rumpfladungsdichte n
ae
core(r) u¨bereinstimmt. Statt
mit der reinen Pseudovalenzladungsdichte nps(r) wird das “unscreening” in (2.31)
dann fu¨r Vxc mit n
ps(r) + npc(r) durchgefu¨hrt:
V psion,l(r) = V
ps
scr,l(r)− (VH [nps(r)] + Vxc[nps(r) + npc(r)]) . (2.35)
Bei der spa¨teren Verwendung dieses Potentials muß dann die Austauschwechsel-
wirkung fu¨r die “korrigierte” Ladungsdichte nps(r) + npc(r) berechnet werden, in
LDA-Na¨herung also Vxc(n
ps(r) + npc(r)).
Die Zusammensetzung des Potentials aus Anteilen V psion,l(r)Pl, die in zuein-
ander orthogonalen Unterra¨umen wirken, erlaubt es, einen rein lokalen Anteil
Vloc(r) abzuspalten:
Vps = Vloc(r) +
lmax∑
l
∆V SLl (r)Pl
mit ∆V SLl (r) = V
ps
ion,l(r)− Vloc(r) . (2.36)
Die Entwicklung nach Drehimpulsen wird bei einem gewa¨hlten lmax abgebrochen.
Fu¨r die zu l > lmax zugeho¨rigen Unterra¨ume wirkt nur das lokale Potential. Da
außerhalb von Rc die Potentiale V
ps
ion,l(r) per Konstruktion u¨bereinstimmen, spezi-
ell in der Beschreibung des langreichweitigen Anteils ∼ −e2Zv/r, wird fu¨r r > Rc
das Potential Vloc(r) = V
eff
core(r) gewa¨hlt, so daß die Anteile ∆V
ps
ion,l(r)Pl nur in-
nerhalb von Rc von Null verschieden sind. Da in den Unterra¨umen zu l > lmax
das Potential Vloc(r) wirkt (die semilokalen Anteile sind durch die orthogonalen
Projektoren Pl≤lmax ausgeblendet), ist es sinnvoll, Vloc(r) = Vlmax+1 zu wa¨hlen,
um so effektiv die Drehimpulsentwicklung bis lmax + 1 zu beru¨cksichtigen.
Pseudopotentiale in Kleinman-Bylander Form
Die Darstellung des Projektors Pl ist sehr aufwendig, da man letztlich im Impuls-
raum die Elemente der Matrix berechnen mu¨ßte. Die Anzahl der Rechenschritte
zur Anwendung des Operators auf eine Wellenfunktion wa¨re zudem proportional
zur Anzahl NG der ebenen Wellen zum Quadrat, eine klassischen Eigenwertbe-
stimmung erforderte gar O(N 3
G
) Rechenschritte.
Durch die von Kleinman und Bylander [KB82] vorgeschlagene Form des Pseu-
dopotentials als Projektionsoperator kann dies mit wenigen Dyaden dargestellt
werden, wodurch die Berechnung großer Superzellen praktikabel wird. Anstelle
der Anteile ∆V SLl (r) des semilokalen Potentials treten beim Pseudopotential in
Kleinman-Bylander Form die Anteile
∆VKBl =
m∑
l=−m
∣∣∆V SLl ψpslm〉 〈ψpslm∆V SLl ∣∣
〈ψpslm|∆V SLl |ψpslm〉
, (2.37)
22 KAPITEL 2. DFT UND PSEUDOPOTENTIALE
mit den Pseudowellenfunktionen des Referenzatoms:
〈r |ψpslm 〉 =
gpsl (r)
r
Ylm(Ωr) . (2.38)
Aufgrund der Orthogonalita¨t der Kugelfla¨chenfunktionen wirkt auch der Anteil
∆VKBl nur auf den Unterraum zum Drehimpuls l. Insbesondere ergibt die An-
wendung auf die Referenzwellenfunktion zum gleichen Drehimpuls
∆VKBl ψpslm(r) = ∆V SLl (r)ψpslm(r) . (2.39)
In dem von den Wellenfunktionen ψpslm aufgespannten Unterraum wirken also die
semilokale und die Kleinman-Bylander Form gleich. Allerdings ergibt sich bei
Einsetzen dieses vera¨nderten Potentials in die Schro¨dingergleichung natu¨rlich ein
neues Eigenwertspektrum und eventuell neue, unphysikalische Lo¨sungen, soge-
nannte Ghoststates [BK90, GKS90, GSS91, SSO92]. Da das Pseudopotential die
Streueigenschaften des Referenzatoms aber nur im wichtigen Energiebereich der
Valenzelektronen7 richtig beschreiben soll, ist es ausreichend, zu verlangen, daß
die Eigenwerte dieser Zusta¨nde weit genug u¨ber denen des betrachteten Energie-
bereichs liegen. Projektionspotentiale, bei denen Ghoststates mit Eigenenergien
unterhalb denen der Valenzelektronen auftreten, sind nicht brauchbar, denn bei
der Suche nach dem Grundzustand werden diese besetzt, oder sie mu¨ßten extra
ausprojiziert werden8. Es gibt jedoch verschiedene Methoden, diese Ghoststates
anhand der logarithmischen Ableitung der Wellenfunktionen zu erkennen und
durch geeignete Wahl der Parametrisierung des Pseudopotentials zu vermeiden
[BK90, GKS90, GSS91, SSO92].
Die Anteile ∆VKBl des Potentials lassen sich nun zerlegen in der Form:
∆VKBl = EKBl
l∑
m=−l
|tlm〉 〈tlm| , (2.40)
wobei die tlm die normierten Wellenfunktionen ψ
ps
lm des Referenzatoms sind und
die Vanderbilt-Gewichtsfaktoren EKBl sich errechnen als
EKBl =
〈
ψpslm∆V
SL
l
∣∣∆V SLl ψpslm〉
〈ψpslm|∆V SLl |ψpslm〉
=
∫
dr (gpsl (r))
2 (∆V SLl (r))2∫
dr (gpsl (r))
2∆V SLl (r)
. (2.41)
Die Koeffizienten der Wellenfunktionen tlm lassen sich im Impulsraum berech-
nen. Fu¨r ein Atom am Ursprung der Superzelle ergibt sich dann mit Hilfe der
spha¨rischen Besselfunktionen jl
〈k + G |tlm 〉 = 4pii
l
√
Ω
Ylm (Ωk+G)
∫
∞
jl (|k + G| r) tl(r)r dr . (2.42)
7Wie Hamman zeigte [Ham89] mu¨ssen als Energie der Referenzzusta¨nde nicht notwendiger-
weise Eigenenergien gewa¨hlt werden.
8Im Dichtefunktionalprogramm wird man letztlich den Grundzustand der Pseudoelektronen
suchen, bzw. die niedrigsten Eigenwerte. Findet man einen Ghoststate in diesem Teil des Eigen-
wertspektrums, muß dieser identifiziert und bei der Berechnung der Dichte ku¨nstlich unbesetzt
gehalten werden.
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Durch Multiplikation mit exp{i(k + G)τ} la¨ßt sich auch das Potential eines um
τ verschobenen Atoms darstellen. Durch diese einfache Darstellung wird jede l-
Komponente des Pseudopotentials durch eine Funktion tl(r) und die Vanderbilt-
Gewichtsfaktoren EKBl charakterisiert. Zur Darstellung in ebenen Wellen muß
dann pro Atomsorte, l-Komponente und k-Punkt nur ein Vektor der La¨nge NG
im Speicher behalten werden. Durch Anmultiplikation der Kugelfla¨chenfunktio-
nen Ylm (Ωk+G) erha¨lt man dann die Komponenten der tlm, und durch Anmul-
tiplikation des Faktors exp{i(k + G)τ} das verschobene Potential fu¨r ein Atom
am Ort τ .
2.2 Explizite Darstellung der Energieanteile
und Operatoren
Zur Berechnung der totalen Energie ist es no¨tig, deren Anteile explizit aufzu-
stellen. Die schnelle Fourier-Transformation (FFT) bietet einen einfachen und
effizienten Weg, zwischen Impulsraum- und Realraumdarstellung zu wechseln.
Daher werden die Anteile der totalen Energie jeweils im gu¨nstigsten Raum dar-
gestellt, so daß sie in einer mo¨glichst einfachen Darstellung vorliegen, die eine
entsprechend einfache Berechnung erlaubt. Zur Energie des Elektronischen Sy-
stems aus (2.11) kommt noch die Wechselwirkung der Ionenru¨mpfe untereinander
hinzu. Die Gesamtenergie setzt sich zusammen:
Etot = Eion + T0 + EH + Exc + Eloc + Enl. (2.43)
Bis auf die reine Ionen-Ionen Wechselwirkung Eion sind dies Funktionale der
Dichte, die sich gema¨ß (2.5) aus den Wellenfunktionen ψkν der (Hilfs-) Valenz-
elektronen zusammensetzt. Dabei sind die Anteile:
Eion : die Wechselwirkung (WW) der Ionenru¨mpfe untereinander,
T0 : die kinetische Energie der Valenzelektronen,
EH : die Hartree-Energie der WW der Valenzelektronen untereinander,
Exc : die Austausch-Korrelations-Energie der Valenzelektronen,
Eloc : der lokale Anteil der WW der Ionenru¨mpfe mit den Valenzelektronen und
Enl : der nichtlokale Teil der WW zwischen Ionenru¨mpfen und Valenzelektronen.
Die Coulomb-Wechselwirkung der Ionen miteinander wird als Ewald-
Energie bezeichnet. Da die Rumpfladungen einander nicht u¨berlappen ko¨nnen
die Ionenru¨mpfe als Punktladungen beschrieben werden, die sich gegenseitig ab-
stossen. Jedes Atom µ hat die Atomsorte α(µ), Zα(µ) Valenzelektronen und die
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Atomkoordinaten τµ innerhalb der Superzelle. Nach dem Coulomb-Gesetz erha¨lt
man fu¨r die Energie der Ionenru¨mpfe einer Superzelle im Feld der Ionen des ge-
samten Kristalls durch Summierung u¨ber alle Vektoren R des Bravaisgitters und
alle Ionenpaare9:
Eion =
1
2
∑
R
∑
µµ′
Zα(µ)Zα(µ′)
|τµ − (R + τµ′)|
(
1− δµ,R+τµ′
)
(2.44)
=
1
2
∑
G6=0
∑
µµ′
4pi
ΩG2
Zα(µ)Zα(µ′)e
−iG(τµ−τµ′ ) (2.45)
Diese Summen konvergieren in dieser Form beide nicht. Fu¨r Gleichung
(2.44) im realen Raum liegt das an der Langreichweitigkeit der Coulomb-
Wechselwirkung, eine Zelle des Bravais-Gitters ha¨tte im Feld der unendlich aus-
gedehnten Ladung des Gitters unendliche Energie. Dies la¨ßt sich beheben, indem
man die Ladung der Ionenru¨mpfe mit einer homogen u¨ber die Superzelle (und
somit das gesamte Gitter) verteilten Ladung neutralisiert. Tatsa¨chlich wu¨rden die
Ionen ja durch die Valenzelektronen abgeschirmt, dieser Beitrag ist also unphy-
sikalisch. Mathematisch hebt er sich mit analogen Beitra¨gen bei der Berechnung
der Hartree-Energie der Valenzelektronen und dem Beitrag durch das des lokale
Pseudopotential auf [Ric93]. Die langreichweitige Wechselwirkung entspricht in
Gleichung (2.45) in der Darstellung im reziproken Raum dem Summanden fu¨r
G = 0, daher wird dieser explizit zu Null gesetzt. In Gleichung (2.45) wird al-
lerdings nicht der Fall δµ,R+τµ′ = 1 ausgeschlossen, daher divergieren dort die
Beitra¨ge fu¨r µ = µ′.
Bei der Ewald-Summation [Ewa21] wird daher ein konvergenzerzeugender
Faktor η eingefu¨hrt, der es ermo¨glicht, die Summation teils im Ortsraum und
teils im Impulsraum auszufu¨hren. Dies erlaubt nicht nur die Vermeidung der
Divergenzen, sondern fu¨hrt auch zu einer schnellen Konvergenz der Summe, da
dabei die Summanden exponentiell verschwinden:
Eion =
1
2
∑
µµ‘
Zα(µ)Zα(µ′)Xτµµ′ mit τµµ′ = τµ − τµ′ und
Xτµµ′ =
4pi
Ω
∑
G6=0
e−G
2/4η2
G2
cos(Gτµµ′) − 2η√
pi
δτµµ′ (2.46)
+
∑
R
erfc(η |τµµ′ −R|)
|τµµ′ −R|
(
1− δτµµ′ ,R
)
− pi
η2Ω
(2.47)
9Mit Σµµ′ werden die Ionenpaare tatsa¨chlich doppelt geza¨hlt, daher der Faktor 1/2. Um
die Wechselwirkung des Ions mit sich selbst auszuschließen muß in der Summation der Fall
δµ,R+τµ′ = 1 ausgeschlossen werden.
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Die Ewald-Energie ist dabei unabha¨ngig von η, daher wird ein η so gewa¨hlt,
daß die Summen in (2.46) und (2.47) etwa gleich schnell konvergieren.
Die kinetische Energie la¨ßt sich mit Hilfe des Laplace-Operators im Orts-
raum als −∂2
r
(angewandt auf dem gesamten Volumen Ω der Superzelle) schrei-
ben. Wendet man dies auf die Wellenfunktion in der Darstellung (2.24) an, so
erha¨lt man im reziproken Raum:
T0[n] = 〈ψ| − ∂2r |ψ〉Ω
=
∑
k,ν
fkν 〈ψkν | − ∂2r |ψkν〉Ω
=
∑
k,ν
∑
n
fkν |k + Gn|2cnkν∗cnkν (2.48)
Im reziproken Raum kann man daher die kinetische Energie in Diagonalform
darstellen:
〈k + G|T0 |ψkν〉 = |k + Gn|2 cnkν
〈k + Gn|T0 |k′ + Gn′〉 = |k + Gn|2 δk,k′δn,n′ (2.49)
Die Hartree-Energie, der lokale Anteil des Pseudopotentials und die
Austausch-Korrelations-Energie werden im Ortsraum beschrieben. Das Hartree-
Potential VH wird durch die Poisson-Gleichung bestimmt:
∂2
r
VH(r) = −8pin(r) . (2.50)
Da der Laplaceoperator diagonal im reziproken Raum ist, vereinfacht sich dort
die Darstellung zu
VH(G) =
1
Ω
8pi
G2
n(G)
mit VH(G)
1
Ω
∫
d3rVH(r)e
iGr , n(G)
1
Ω
∫
d3rn(r)eiGr . (2.51)
Dabei tritt auch in (2.51) wieder, wie schon bei der Ewald-Energie, ein diver-
genter Term fu¨r G = 0 auf. Auch hier kommt dieser Term wieder aufgrund der
langreichweitigen Coulombwechselwirkung zustande und wird zu Null gesetzt. Die
Anwendung des Hartree-Potentials im reziproken Raum fu¨hrt zu der Konvolution
〈k + G|VH |ψkν〉 =
∑
G′
VH(G−G′)ckν(G′) . (2.52)
Die Matrixdarstellung des Hartree-Potentials im reziproken Raum ist also eine
voll besetzte Matrix:
〈k + G|VH |k + G′〉 = VH(G−G′) . (2.53)
26 KAPITEL 2. DFT UND PSEUDOPOTENTIALE
Um die Konvolutionssumme in (2.52) zu vermeiden, wird das Hartree-Potential
Fourier-transformiert und im Ortsraum angewandt, dort nimmt es Diagonalform
an:
〈r|VH |ψkν〉 = VH(r)ψkν(r) . (2.54)
Die Austauschwechselwirkung in Lokaler-Dichte-Na¨herung ist lokal, und
damit auch diagonal im Ortsraum. Nachdem das Potential Vxc(r) = Vxc(n(r))
gema¨ß (2.23) aus der Dichte n(r) bestimmt wurde, kann es einfach anmultipliziert
werden:
〈r|Vxc |ψkν〉 = Vxc(r)ψkν(r) . (2.55)
Der lokale Anteil des Pseudopotentials eines Ionenrumpfes der Atomsor-
te α(µ) am Ort τµ ist durch das Potential V
α(µ)
loc (|r−τµ|) gegeben. Die Translation
Tτµ um τµ la¨ßt sich im reziproken Raum einfach durch die Anmultiplikation der
Strukturfaktoren Tτµ = exp{i(k+G)τµ} bewerkstelligen. Bei der Darstellung des
lokalen Potentials muß beru¨cksichtigt werden, daß die Atomru¨mpfe periodisch an
den Orten R+ τ im Bravaisgitter angeordnet sind. Deren periodisch angeordne-
ten, radialsymmetrischen Potentiale mu¨ssen aufsummiert werden. Im reziproken
Raum erha¨lt man:
Vloc(r) =
∑
G
Vloc(G)e
−iGr (2.56)
Vloc(G) =
∑
µ
V µloc(G) (2.57)
V µloc(G) =
1
Ω
∫
Ω
d3r
{∑
R
V
α(µ)
loc (|r− (R + τµ)|)
}
eiGr
=
1
Ω
∫
Ω
d3r
∑
R
TRV α(µ)loc (|r|) eiG(r+τµ)
=
1
Ω
∫
∑
R
TRΩ
d3rV
α(µ)
loc (|r|) eiGreiGτµ
=
{
1
Ω
∫
∞
d3rV
α(µ)
loc (|r|) eiGr
}
Sτµ(G)
= V
α(µ)
loc (G)S
τµ(G) (2.58)
mit V
α(µ)
loc (G) =
1
Ω
∫
∞
d3rV
α(µ)
loc (|r|) eiGr
und Sτµ(G) = eiGτµ .
Der lokale Anteil des Pseudopotentials la¨ßt sich also im reziproken Raum gema¨ß
(2.58) in die Formfaktoren V
α(µ)
loc (G) und die Strukturfaktoren S
τµ(G) zerlegen.
Dabei ha¨ngen die Formfaktoren nur von der Atomsorte ab, V
α(µ)
loc (G) entspricht
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dem Potential, das entsteht, wenn man Atome der Sorte α(µ) an den Punkten
R des Bravaisgitters anordnet. Da dieser Anteil nur von α(µ) abha¨ngt, muß er
nur einmal bestimmt werden. Da V αloc(r) radialsymmetrisch ist, findet man durch
Entwicklung der ebenen Wellen eiGr nach spha¨rischen Besselfunktionen jl(Gr)
mit G = |G|:
V αloc(G) =
4pi
Ω
{ ∫
∞
r2drV αloc(r)(Gr)j0(Gr) fu¨r G > 0∫
∞
r2drV αloc(r)(Gr) fu¨r G = 0
(2.59)
j0(Gr) =
sin(Gr)
Gr
Das Pseudopotential Vloc(G) ist wieder ein lokales Potential, das bedeutet, dass
es im Ortsraum diagonal ist, die Anwendung im reziproken Raum aber wieder
zu einer Konvolution wie in (2.52) fu¨hrt. Es wird daher mittels (2.56) in den
Ortsraum transformiert und dort durch einfaches Anmultiplizieren angewandt:
〈r|Vloc |ψkν〉 = Vloc(r)ψkν(r) . (2.60)
Wie bei der Hartree- und der Ewald-Energie tritt auch in (2.59) fu¨r G = 0 eine
Divergenz aufgrund der langreichweitigen Coulombwechselwirkung auf. Diese di-
vergenten Terme heben sich gegenseitig auf. U¨brig bleibt eine Konstante, die nur
von den verwendeten Pseudopotentioalen abha¨ngt [Ric93]. Dies ist auch physi-
kalisch einsichtig, da die Ladungsdichte der Ionenru¨mpfe ja durch die im Mittel
gleich große Ladungsdichte der Valenzelektronen abgeschirmt wird.
Der nichtlokale Anteil des Pseudopotentials wird entsprechend (2.40) als
Summe dyadischer Produkte dargestellt, diese ließen sich sowohl im Ortsraum wie
im reziproken Raum aufstellen. Wie beim lokalen Anteil des Pseudopotentials la¨ßt
sich auch bei den nichtlokalen Anteilen a¨hnlich wie in (2.58) die Abha¨ngigkeit von
der Verschiebung τµ als Strukturfaktor abspalten. Daher ist es gu¨nstiger, diese
Dyaden im reziproken Raum darzustellen.
Um die Verschiebung τ zu beru¨cksichtigen, wird diese auf die dyadischen
Summanden in (2.40) angewandt:
Tτ |tlm〉 〈tlm| = |Tτ tlm〉 〈tlmTτ | . (2.61)
In reziproker Darstellung la¨ßt sich dann der Translationsoperator als Struktur-
faktor darstellen
〈k + G |Tτ tlm 〉 = 〈k + GTτ |tlm 〉
= ei(k+G)τ 〈k + G |tlm 〉
= eikτSτ (G) 〈k + G |tlm 〉 . (2.62)
Da der Faktor exp{ikτ} in (2.61) immer paarweise mit seinem konjugiert kom-
plexen auftritt, kann man ihn herausku¨rzen und das nichtlokale Potential unter
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Verwendung von (2.42) schreiben:
〈k + G| VKB |k + G′〉 =
∑
µ
∑
lm
E
α(µ)
l T
µ
lm(k,G)T
µ
lm
∗(k,G′)
T µlm(k,G) = S
τµ(G)Ylm (Ωk+G) t
α(µ)
l (k + G)
t
α(µ)
l (k + G) =
4pi√
Ω
∫
∞
jl (|k + G| r) tα(µ)l (r)r dr . (2.63)
2.3 Das EStCoMPP-Programm
Um nun tatsa¨chlich einen Festko¨rper zu simulieren, ist es notwendig, die vorge-
hend dargelegten Methoden in Form eines Programmes zu implementieren. Im
Folgenden soll nun die Struktur des EStCoMPP-Programmes vorgestellt werden,
das eine solche Implementation darstellt. Das EStCoMPP-Programm ermo¨glicht
unter anderem die Berechnung einer atomaren Struktur mit minimaler Energie
(lokales Minimum), die sich aus einer vorgegebenen Konfiguration von Atomen
in einer Superzelle durch Relaxation ergibt. Dazu werden zu einer gegebenen
Konfiguration von Atomen jeweils die Kra¨fte auf alle Atomru¨mpfe berechnet und
diese dann entsprechend der Kra¨fte verschoben, bis das System kra¨ftefrei ist. Um
im hochdimensionalen Raum der Atomkoordinaten τµ aller Atome µ schneller
zum energetischen Minimum zu gelangen, werden Quasi-Newton-Methoden an-
gewandt [Eng95]. Diese Molekulardynamikschritte werden so oft iteriert, bis die
Kra¨fte hinreichend klein (entsprechend einem vorgegebenen Kriterium) werden.
Zur Berechnung des Anteils der Kra¨fte, der durch die Valenzelektronen verur-
sacht wird, ist es zuna¨chst no¨tig, zu den vorgegebenen Atomkoordinaten τµ den
Grundzustand der Valenzelektronen zu finden. Dazu muß im Formalismus der
Dichtefunktionaltheorie das Selbstkonsistenzproblem gelo¨st werden. Auch dies
wird iterativ gelo¨st: Ausgehend von einer Startladungsdichte10 nps,0 errechnet
man das zugeho¨rige Startpotential, zu dem der Grundzustand der Pseudoelek-
tronen gefunden wird. Daraus ergibt sich wiederum eine neue Ladungsdichte
nps,1. Dies wird iteriert, bis schließlich alte und neue Dichte u¨bereinstimmen:
nps,i = nps,i+1. Auch hier bedient man sich wieder Pseudo-Newton-Methoden, um
schnellere Konvergenz zu erzielen. Die Anzahl der Iterationen bis zur Selbstkon-
sistenz ha¨ngt dabei stark vom System ab. Wa¨hrend fu¨r Systeme mit Bandlu¨cken,
also z.B. Halbleiter, typischerweise ca. 20 Schritte genu¨gen, werden fu¨r metalli-
sche Systeme eher 100 Schritte beno¨tigt11.
Zur Berechnung der Elektronendichte mu¨ssen in jedem Schritt der elektro-
nischen Selbstkonsistenz die Kohn-Sham-Gleichungen gelo¨st werden. Aus den
10z.B. einer gaußfo¨rmigen Verteilung der Valenzelektronendichte um die Atomru¨mpfe.
11Fa¨llt die Fermienergie in eine Bandlu¨cke, so werden sich die Besetzungszahlen (fast) nicht
vera¨ndern. In Metallen ha¨ngen diese Besetzungszahlen, fu¨r Zusta¨nde nahe der Fermienergie,
jedoch stark von εν ab. Dies kann auch so interpretiert werden, daß durch die Fermioberfla¨che
in Metallen zusa¨tzliche Freiheitsgrade beru¨cksichtigt werden mu¨ssen.
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Abbildung 2.2: EStCoMPP — ab initio Molekulardynamik mit DFT, in Klam-
mern sind die Namen der jeweiligen Subroutine angegeben.
Dimensionierung und Initalisieriung entsprechend den Parametern des Problems (dim, setup)
Berechnung der Ewald Energie und Kraft (mfewld)
Initialisiere die Wellenfunktionen |ψν〉 fu¨r ν = 1 . . .M , falls no¨tig (trdhmd)
Berechne das lokale Potential und die Strukturfaktoren (prpvlc)
Fu¨r jeden k-Punkt:
Berechne Diagonalmatrix der kinetischen Energie (prpham)
Berechne den Diagonalteil Hdiag = Hii fu¨r i = 1 . . . N (genhdg)
Bilde |ψ′ν〉 = H|ψν〉 fu¨r ν = 1 . . .M (accwvf)
Scha¨tze Eigenwerte εkν = 〈ψ
′
ν |ψν〉 fu¨r ν = 1 . . .M
Drei Iterationen des Davidson Eigenwertlo¨sers:
Bestimme den Rest |ψ′ν〉 = |ψ
′
ν〉 − εkν |ψν〉 fu¨r ν = 1 . . .M
Bestimme den Fehler |ψ′ν |
2 fu¨r ν = 1 . . .M
Berechne Korrekturvektor |ψν+M 〉i =
1
Hii−εkν
|ψ′ν〉i fu¨r ν = 1 . . .M ; i = 1 . . . N
Orthonormiere die |ψν〉 fu¨r ν = 1 . . . 2M (clgrsh)
|ψ′ν〉 = H|ψν〉 fu¨r ν = 1 . . . 2M (accwvf)
Projiziere H auf den Unterraum: H ′ij = 〈ψi|ψ
′
j〉 fu¨r i, j = 1 . . . 2M
Lo¨se das Unterraumproblem: H ′ij |Φν〉j = εkν |Φν〉i fu¨r ν = 1 . . .M ; i, j = 1 . . . 2M
Ru¨cktransformation: |ψ
(′)
ν 〉 =
∑
i |ψ
(′)
i 〉|Φν〉i fu¨r ν = 1 . . .M und i = 1 . . . 2M
Besetze die Zusta¨nde nach der Fermiverteilung (efrmhi)
Bestimme die neue Ladungsdichte und das von ihr erzeugte Potential (chdpot)
Mische das alte und das neue Potential bzw. Ladungsdichte (. . .mix)
Bis eine selbstkonsistente Ladungsdichte erreicht ist (eldgfr)
Berechne die Kra¨fte auf Atome aufgrund der Elektronenverteilung (force)
Bewege die Atome im Quasi-Newtonverfahren (mdyncs)
Molekulardynamik, bis die Kra¨fte auf Ionenru¨mpfe vernachla¨ssigbar klein sind
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Lo¨sungen wird die Grundzustandsdichte der Pseudovalenzelektronen zum Ha-
miltonoperator H[nps,i+1] konstruiert. Wie schon gesagt, skaliert die vollsta¨ndige
Diagonalisierung von H ungu¨nstig mit der Anzahl NG der G-Vektoren. Zudem
werden zur Berechnung der Dichte und der elektronischen Gesamtenergie nur die
besetzten Zusta¨nde (also die Eigenzusta¨nde zu den niedrigsten Energieeigenwer-
ten) beno¨tigt. Zu deren Berechnung wird das in Anhang B beschriebene iterative
Davidson Verfahren angewandt [Ric93], bei dem das Eigenwertproblem nur in
einem sehr viel kleineren Unterraum der Dimension Mdvd gelo¨st wird. Durch An-
wendung des Hamiltonoperators auf die Wellenfunktionen ψν werden neue Wel-
lenfunktionen Hψν gefunden. Dann wird der Hamiltonoperator auf den von ψν
und Hψν aufgespannten Unterraum projiziert und dort diagonalisiert. Die so ge-
fundenen Eigenvektoren des Unterraumproblems bilden dann den Ausgangspunkt
der na¨chsten Iteration.
In jedem Schritt der Molekulardynamik muß also die elektronische Selbst-
konsistenz gelo¨st werden. Dazu mu¨ssen wiederum in jedem Schritt der Selbst-
konsistenz die Kohn-Sham-Gleichungen gelo¨st werden. Auch diese werden dann
wiederum in einem iterativen Verfahren gelo¨st. Damit ergibt sich eine dreifach
verschachtelte Schleifenstruktur, in deren innerster Schleife letztlich die einzel-
nen Davidson-Schritte ausgefu¨hrt werden. Das Verfahren ist in Abbildung 2.2
veranschaulicht.
Aufgrund der verschachtelten Programmstruktur entfa¨llt der Hauptanteil der
Berechnungen auf die innerste Schleife. Da das Eigenwertproblem wegen der
Orthogonalita¨t der ebenen Wellen separiert, wird sie fu¨r jeden k-Punkt pro
Molekulardynamik-Schritt fu¨r Halbleitersysteme ca. 60 mal ausgefu¨hrt. Indem
in jedem Selbstkonsistenzschritt nur drei Davidson-Iterationen ausgefu¨hrt wer-
den, konvergieren Eigenvektoren und Selbstkonsistenz gemeinsam. Dies vermei-
det eine unno¨tig genaue Berechnung der Eigenvektoren bei schlecht konvergierter
Selbstkonsistenz. Um den Grundzustand der Atompositionen zu erreichen, be-
darf es ca. 20-40 Molekulardynamikiterationen. Dies ergibt O(1000) Iterationen
pro k-Punkt. Allerdings beno¨tigt man fu¨r gro¨ßere Probleme und entsprechend
ho¨her dimensionalen Lo¨sungsraum auch oft mehr Iterationen bis zum Erreichen
der Konvergenz.
2.4 Skalierungsverhalten
Fu¨r ein konkretes Problem muß man zuna¨chst abscha¨tzen, wie groß der Rechen-
aufwand und die Speicheranforderungen sind. So la¨ßt sich entscheiden, ob das
Problem lo¨sbar ist, auf welcher Hardware es berechnet werden kann und wie-
viel Rechenzeit beno¨tigt wird. Letztlich sind fu¨r Rechenaufwand und Speicheran-
forderungen einige wenige Programmparameter wesentlich, die sich grob in zwei
Gruppen unterteilen lassen. Dies sind zum einen Parameter, die sich direkt auf die
physikalischen Eigenschaften des Problems beziehen, im wesentlichen die Gro¨ße
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Ω der Superzelle und die Anzahl betrachteter Atome. Zum anderen beno¨tigt man
Parameter, um die Genauigkeit der Berechnung vorgeben zu ko¨nnen, wie z.B. die
Dichte nk der k-Punkte in der Brillouinzone oder die durch Gmax vorgegebene
Ortsauflo¨sung der Wellenfunktionen. Letztlich sind auch diese Parameter wieder
von der Physik des Systems abha¨ngig, so beno¨tigt man zur Berechnung metalli-
scher Systeme eine ho¨here k-Punktdichte, um die Fermifla¨che mit hinreichender
Genauigkeit festlegen zu ko¨nnen. Der Parameter Gmax ist meist durch die verwen-
deten Pseudopotentiale vorgegeben, die ihrerseits von den Atomsorten abha¨ngen.
Aus diesen Gro¨ßen ergeben sich folgende Parameter des EStCoMPP-Programms,
die im wesentlichen die Zeit- und Speicheranforderungen bestimmen:
die Anzahl der k-Punkte: Nk ∼ nk/Ω; ,
die Zahl der Wellenfunktionen pro k-Punkt: M ∼ Nat ,
die Dimension des Davidson-Unterraumes: Mdvd ∼ Nat ,
die Anzahl der G-Vektoren: N ∼ G3maxΩ ,
und die Anzahl der Atome: Nat .
Dabei gibt M die Anzahl berechneter Zusta¨nde an12. Als Dimension des
Davidson-Unterraums Mdvd wird ein Wert zwischen 2M und 3M gewa¨hlt. Ein
gro¨ßerer Wert fu¨r Mdvd verbessert die Konvergenz des Eigenproblems, fu¨hrt aber
auch zu la¨ngeren Rechenzeiten pro Davidson-Schritt und ho¨heren Anforderun-
gen an den Speicher. Bei einem Halbleiter, z.B. Silizium, mit vier Valenzelek-
tronen pro Atom, kommt man wegen Spinentartung auf13 M ≥ 2.1Nat und
Mdvd ≥ 2M ≥ 4.2Nat. Mit Mdvd = 2.5M ≈ 5.5Nat la¨ßt sich allerdings bei
akzeptablem Mehraufwand ein verbessertes Konvergenzverhalten erzielen.
In jeder der oben angesprochenen Davidson-Iterationen14 werden zuna¨chst
neue Korrekturvektoren berechnet, welche gemeinsam mit den Ausgangsvektoren
orthonormiert werden. Indem der Hamiltonoperator auf jeden dieser Vektoren an-
gewandt wird, la¨ßt sich H auf den von diesen Vektoren aufgespannten Unterraum
projizieren. Dort wird der projizierte Hamiltonoperator H′ diagonalisiert, und die
Eigenvektoren werden auf den gesamten Raum zuru¨cktransformiert. Die Anwen-
dung des Hamiltonians auf eine Wellenfunktion ψ la¨ßt sich noch in drei Anteile
12Mindestens die Zahl aller (auch nur teilweise) besetzten Zusta¨nde. M wird typischerweise
ca. 5-25% gro¨ßer gewa¨hlt als die halbe Zahl (wegen Spinentartung) der Valenzelektronen. So
werden alle, auch nur teilweise besetzten Zusta¨nde, bzw. bei Halbleitern auch einige Zusta¨nde
oberhalb der Bandlu¨cke erfasst. Die Wahl eines etwas gro¨ßeren M begu¨nstigt die Konvergenz
des Eigenvektorproblems (siehe Anhang B), da so in spa¨teren Davidson-Schritten mehr Start-
vektoren zur Verfu¨gung stehen.
134 Atome pro Si-Atom, ÷2 wegen Spinentartung, +5% um einige Zusta¨nde oberhalb der
Bandlu¨cke zu beru¨cksichtigen.
14Das im EStCoMPP-Programm verwendete Davidson-Kosugi-Verfahren wird in Anhang B
genauer erla¨utert.
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unterteilen, entsprechend dem lokalen Potential Vloc(r), dem kinetischen Anteil
T0(G + k) und dem nichtlokalen Potential Vnl, das in Kleinman-Bylander-Form
durch Dyaden dargestellt wird. Da die Zusta¨nde in der Form der Koeffizienten
cn
kν im Impulsraum vorliegen, ist die Anwendung des kinetischen Anteils trivial.
Zur Anwendung des lokalen Potentials bedient man sich der schnellen Fourier-
Transformation, die fu¨r Vektoren der La¨nge N mit N log(N) skaliert15. Zur An-
wendung des nichtlokalen Potentials mu¨ssen (fu¨r lmax = 1) pro Atom vier Dyaden
anmultipliziert werden. Betrachten wir nun den Rechenaufwand aller Operatio-
nen, die pro Davidson-Schritt ausgefu¨hrt werden und ungu¨nstiger als NkNMdvd
skalieren:
Orthonormierung der Wellenfunktionen: NkNM
2
dvd
Nichtlokaler Anteil des Potentials: NkN log(N)Mdvd
Lokaler Anteil des Potentials: NkNNatMdvd
Projektion auf Unterraum: NkNM
2
dvd
Lo¨sung des Unterraumproblems: NkM
3
dvd
Ru¨cktransformation aus Unterraum: NkNM
2
dvd
Als speicherintensivste Gro¨ßen des Programms stellen sich die Koeffizienten
der Wellenfunktionen cn
kν und die Dyaden des nichtlokalen Potentials heraus.
Einmaliges Ausrechnen und Vorhalten der Dyaden wu¨rde (bei lmax = 1) das
Abspeichern von 4NkNatN komplexen Zahlen verlangen. Tatsa¨chlich werden die
Dyaden aber bei Bedarf erzeugt, so daß pro Atomsorte und Drehimpuls nur eine
Dyade gespeichert werden muß. Damit bleiben als speicherintensivste Gro¨ße die
Koeffizienten der Wellenfunktionen, die den Davidson-Unterraum aufspannen.
Dazu werden NkNMdvd komplexe Zahlen beno¨tigt. Da nur die Daten fu¨r den
jeweils berechneten k-Punkt im Hauptspeicher gehalten werden, indem die Wel-
lenfunktionen der anderen k-Punkte auf einem externen Speichermedium gehal-
ten werden, beanspruchen die Wellenfunktionen nur fu¨r NMdvd komplexe Zahlen
Speicherplatz. Allerdings ist es zur Effizienzsteigerung sinnvoll, nicht nur die Wel-
lenfunktionen ψkν abzuspeichern, sondern zusa¨tzlich auch Hψkν , um diese Funk-
tionen nicht jedesmal erneut berechnen zu mu¨ssen. Da die Dimension Mdvd des
Davidson-Unterraums fu¨r Halbleiter ca. 5Nat ist, kommt man unter Beru¨cksichti-
gung einiger Hilfsfelder auf ca. 12NatN abzuspeichernde Koeffizienten. Bei einem
Beispiel mit 190 Atomen (Arsen-bedeckte Siliziumoberfla¨che mit Gmax = 3.7 und
20% Vakuum) erha¨lt man N = 30000 Koeffizienten pro Wellenfunktion. Mit 16
Byte pro komplexer Zahl ergibt 12NatN etwa ein GByte Speicherbedarf allein fu¨r
die Koeffizienten cn
kν . Hinzu kommen Gro¨ßen wie z.B. die Formfaktoren des nicht-
lokalen Potentials, die jeweils N Koeffizienten, also etwa 0.5MByte, beno¨tigen.
Weiter werden bei der Anwendung des lokalen Potentials Hilfsfelder zur Real-
15Im Gegensatz zur Anmultiplikation an die N×N -Matrixdarstellung des lokalen Potentials
im Impulsraum, die mit N 2 skaliert.
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raumdarstellung gebraucht, die grob 15N (entsprechend 7MByte) Koeffizienten
beno¨tigen16.
16Da bei der Fourier-Transformation eine Box benutzt wird, deren Seitenla¨nge das Vierfa-
che des Abschneideradiusses Gmax betra¨gt, werden 4
3/(4pi/3)×N ≈ 15×N Koeffizienten in
Realraumdarstellung beno¨tigt.
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Kapitel 3
Parallelisierung
Die Ausnutzung modernster Supercomputer gestattet nicht nur eine quantitative,
sondern auch eine qualitative Erweiterung der mittels EStCoMPP berechenbaren
Systeme, da es mo¨glich wird, Superzellen mit so großer lateraler Ausdehnung zu
untersuchen, daß die vorgegebene Periodizita¨t vernachla¨ssigbar wird. Dies gestat-
tet zum Beispiel die Betrachtung von Adatomen auf Oberfla¨chen und an Stufen-
kanten, da die periodisch angeordneten Adatome weit genug auseinanderliegen,
so daß die gegenseitige Beeinflussung verschwindend gering ist.
Supercomputing bedeutet heute den Einsatz massiv paralleler Systeme. Aus
Gru¨nden der Skalierbarkeit handelt es sich dabei um Systeme mit verteiltem Spei-
cher, bei denen jeder Rechenknoten (PE) mit lokalem Speicher versehen ist. Diese
Rechenknoten1 kommunizieren u¨ber ein Verbindungsnetzwerk. Deren Benutzung
macht allerdings die Anpassung (“Parallelisierung”) des jeweiligen Programmes
an diese Rechner no¨tig, da die notwendige Kommunikation durch Aufruf spezieller
Prozeduren gestaltet werden muß. Abgesehen von der Verteilung der Rechenzeit
muß bei Parallelrechnern mit verteiltem Speicher auch auf die Verteilung der
Daten eingegangen werden, da der zur Verfu¨gung stehende Speicher zwar in der
Gesamtheit groß ist, aber pro PE nur wenig Speicher verfu¨gbar ist.
Da die Koeffizienten der Wellenvektoren cn
kν die gro¨ßten Datenfelder im Pro-
gramm beanspruchen und die sie betreffenden Operationen den wesentlichen An-
teil der Programmlaufzeit ausmachen, bietet eine Verteilung der cn
kν und der ent-
sprechenden Berechnungen auf verschiedene PEs die Mo¨glichkeit, sowohl Speicher
als auch Rechenleistung gleichermaßen effizient zu verteilen. Gleichzeitig wird, da
die von Berechnungen auf einem PE betroffenen Koeffizienten in dessen lokalem
Speicher liegen, der Transfer der cn
kν zwischen den PEs vermieden.
Der Großteil der Rechenzeit wird auf die Berechnung des Eigenwertproblems
verwandt, die ja im wesentlichen aus der Anwendung des Hamiltonoperators auf
die Wellenfunktionen, Orthonormierung und Lo¨sen des Unterraumproblems be-
steht. Die Verteilung der cn
kν auf die Prozessoren sollte also im Hinblick auf die
1Im Folgenden werden die Begriffe Prozessor, Rechenknoten und PE synonym verwandt.
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Abbildung 3.1: Aufteilung der Koeffizienten cn
kν auf Prozessoren: Die Datenverteilung
kann unter verschiedenen Gesichtspunkten betrachtet werden. Zum einen als dreidi-
mensionales Prozessorgitter (links), wobei jeder Dimension einer der Indices k, ν und
G zugeordnet ist und in Teilbereiche unterteilt wird. Zum anderen (rechts) la¨ßt sich
die Zuordnung auch als Aufteilung in k-Punkt Gruppen auffassen, die wiederrum in
Band-Untergruppen unterteilt sind, welche letztlich die Koeffizienten der entsprechen-
den Vektoren auf einzelne PEs verteilen.
optimale Parallelisierung dieser Teile geschehen.
Entsprechend den drei Indices n, k und ν ergeben sich nun drei Ansa¨tze
zur Parallelisierung, wobei jeweils der Wertebereich des entsprechenden Indexes
in disjunkte Teilbereiche unterteilt wird, die dann entsprechenden Prozessoren
(oder Prozessorgruppen) zugeordnet werden. Ein Prozessor bearbeitet dann nur
noch cn
kν , deren Indices in den ihm zugewiesenen Teilbereichen liegen. Die drei
sich so ergebenden Parallelisierungen sind:
(i) Die k-Punkt-Parallelisierung:
k-Punkte werden Prozessorgruppen zugeteilt und k-Punkt abha¨ngige Daten
entsprechend verteilt. Da die Eigenwertprobleme fu¨r die einzelnen k-Punkte
unabha¨ngig voneinander sind, ist zu ihrer Lo¨sung keine Kommunikation
zwischen PEs verschiedener k-Punkte no¨tig.
(ii) Die Zustands-Parallelisierung:
Prozessorgruppen werden verschiedene Zusta¨nde ν zugeordnet. Zur Ortho-
normierung und zur Lo¨sung des Unterraumproblems mu¨ssen Skalarproduk-
te verschiedener Vektoren gebildet werden, was Kommunikation in erhebli-
chemMaße erforderlich macht. Insbesondere die Orthonormierung ist wegen
der Abha¨ngigkeiten der Rechenschritte nicht trivial.
(iii) Die G-Vektor-Parallelisierung:
Die Gn-Vektoren werden Prozessoren zugeordnet, entsprechend werden die
Koeffizienten cn
kν der Wellenvektoren und anderer Objekte (Teilchendichte,
Dyaden des nichtlokalen Potentials, Operator der kinetischen Energie) u¨ber
diese Prozessoren verteilt. In diesem Fall ist sowohl fu¨r Skalarprodukte wie
auch fu¨r Fourier-Transformationen Kommunikation notwendig.
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Da die einzelnen Parallelisierungsstrategien weitgehend unabha¨ngig vonein-
ander sind, lassen sich alle diese Konzepte in einem Programm implementieren.
Dabei wird das Feld der cn
kν mit den drei Dimensionen n, k und ν auf ein drei-
dimensionales Feld von Prozessoren abgebildet, wie in Abb. 3.1 zu sehen ist.
Man kann sich auch eine hierarchische Struktur vorstellen: Die k-Punkte werden
auf Prozessorgruppen verteilt, die wiederum in Untergruppen aufgeteilt werden,
die jeweils einen Teil der Zusta¨nde berechnen. Jeder Prozessor dieser Untergrup-
pen beherbergt schließlich nur einen Teil der Koeffizienten cn
kν der ihm zugeord-
neten Vektoren. Diese Hierarchie orientiert sich an der Struktur des EStCoMPP-
Programms und der Verschachtelung von k-, ν- und n-Schleifen ineinander: dabei
sind k-Punkt-Schleifen die am weitesten außen liegenden und Schleifen u¨ber die
Koeffizienten eines Wellenvektors die innersten.
Bei dieser Parallelisierung werden die k-Punkte auf verschiedene Prozesso-
ren oder Prozessorgruppen verteilt. Diese Parallelisierung ist mit vergleichbar
geringem Aufwand zu implementieren, da nur wenige k-Punkt-Schleifen und Da-
tenfelder betroffen sind. Zudem liegen diese k-Punkt-Schleifen weit außen. Da die
Kommunikation auf Anfang und Ende der parallel abgearbeiteten Programmteile
beschra¨nkt ist, la¨ßt sich der dadurch entstehende Overhead weitgehend vermei-
den. Zudem wird der wesentliche Rechenaufwand auf die Lo¨sung des Unterraum-
problemes verwandt, diese wird fu¨r jeden k-Punkt unabha¨ngig durchgefu¨hrt und
somit parallelisiert. Dies hat auch den weiteren Vorteil, daß an den Routinen des
Eigenwertlo¨sers nur wenige A¨nderungen vorgenommen werden mu¨ssen. Allerdings
muß schon bei dieser Parallelisierung besonderer Augenmerk auf die Behandlung
von Dateien gerichtet werden, um zu gewa¨hrleisten, daß jeder Prozessor auf ak-
tuelle Daten zugreift und Datenkorruption durch Caching oder U¨berschreiben
vermieden wird.
3.1 Die k-Punkt-Parallelisierung
Um die Effizienz weiter zu verbessern und Kommunikation der cn
kν zu vermeiden,
wurden alle k-Punkt-Schleifen parallelisiert, in denen diese Koeffizienten betroffen
sind, also z.B. die Generierung der neuen Ladungsdichte n(r) nach einer Iteration
der elektronischen Selbstkonsistenz oder die Kraftberechnung. Eine parallelisierte
k-Punktschleife hat dann folgende Form:
• Vor der Schleife werden alle globalen (k-Punkt unabha¨ngigen) Daten an
alle PEs verteilt.
• Auf jedem PE (bzw. jeder Gruppe von PEs) werden die k-Punkt abha¨ngigen
Berechnungen analog zur nichtparallelisierten Version durchgefu¨hrt.
• Nach der Schleife werden die Resultate eingesammelt bzw. globale Reduk-
tionen (z.B. Summen) angewandt.
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Abbildung 3.2: Elektronik-Schritt — Schritt der elektronischen Selbstkon-
sistenz
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In Abb. 3.2 ist dies am Beispiel der elektronischen Selbstkonsistenz dargestellt.
Da die k-Punkt-Parallelisierung aufgrund der wenigen, weit außen liegenden k-
Punkt-Schleifen nur wenig Kommunikation erfordert, erreicht sie, wie in Abb. 3.3
ersichtlich, eine hohe Effizienz.
Wichtige Voraussetzung fu¨r diese Parallelisierung ist, daß die parallel abge-
arbeiteten Programmteile, also besonders die Ausfu¨hrung des Eigenwertlo¨sers
dvdham, etwa gleich viel Rechenzeit beanspruchen, da es sonst bei der Synchroni-
sation am Ende solcher Teile zu Wartezeiten bei weniger ausgelasteten Prozesso-
ren kommt. Da die Zahl N der G-Vektoren fu¨r verschiedene k-Punkte leicht un-
terschiedlich ist, kommt es zu kleinen Unterschieden in der Laufzeit. Theoretisch
wa¨re es sogar denkbar, daß bei einigen k-Punkten die Lo¨sung des Eigenwertpro-
blems schneller konvergiert als bei anderen. Wie am Skalierungsverhalten in Bild
3.3 zu erkennen ist, spielen derartige Effekte jedoch kaum eine Rolle.
Von der Parallelisierung der Daten sind besonders die Eigenvektoren betroffen,
allerdings wurden schon im seriellen Programm die Eigenvektoren immer nur
fu¨r den zu berechnenden k-Punkt im Speicher gehalten, so daß sich hier keine
Einsparung des Speicherplatzes ergibt. Dies ist auch schon einer der wesentlichen
Nachteile dieser Parallelisierung: Jeder einzelne Prozessor beno¨tigt fast ebensoviel
Speicherplatz wie das serielle Programm.
Der zweite Nachteil dieser Parallelisierung besteht darin, daß gerade fu¨r die
von uns berechneten Halbleitersysteme nur wenige k-Punkte beno¨tigt werden, so-
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Abbildung 3.3: Effizienz der k-Punkt-Parallelisierung aufgetragen gegen Anzahl der
PEs am Beispiel von Bulk-β-Zinn (2 Atome pro Superzelle; 272 k-Punkte), berechnet
auf einer T3E. Im oberen Teil die Effizienz (Relation tatsa¨chlicher zur idealer Re-
chenleistung), unten die absolute Rechenleistung: Die Gerade zeigt die hypothetische
Rechenleistung bei idealer Parallelisierung, der durchgezogene Fit die theoretische Re-
chenleistung eines zu 0.2% nicht parallelisierten Programms.
gar Rechnungen mit nur einem k-Punkt sind denkbar. Da die Anzahl der von die-
ser Parallelisierung nutzbaren Prozessorgruppen durch die Anzahl der k-Punkte
beschra¨nkt ist, entsteht die paradoxe Situation, daß dann fu¨r gro¨ßere Superzellen
immer weniger Prozessoren nutzbar werden.
Allerdings ist diese Parallelisierung besonders geeignet fu¨r Metalle und kleine
Systeme mit vielen k-Punkten, sie ist aber auch fu¨r große Systeme in Verbindung
mit weiteren Parallelisierungen sinnvoll.
Berechnungen großer Halbleiterysteme mit vielen Atomen pro Superzelle
beno¨tigen typischerweise wenige k-Punkte, haben allerdings einen hohen Spei-
cherplatzbedarf pro PE. Daher reicht die k-Punkt-Parallelisierung zur Berech-
nung solcher Systeme nicht aus, was die Implementation weiterer Paralleli-
sierungsstrategien no¨tig macht. Entsprechend Abb. 3.1 teilt man dann jedem
k-Punkt eine Prozessorgruppe zu, zwischen deren Prozessoren die weiteren,
feinko¨rnigeren Parallelisierungsstrategien realisiert werden.
3.2 Die G-Vektor-Parallelisierung
Von den verbleibenden Parallelisierungsstrategien wurde zuna¨chst die G-Vektor-
Parallelisierung implementiert. Bei dieser Parallelisierung wird jeder G-Vektor
einem Prozessor zugeordnet und die Koeffizienten aller Gro¨ßen, die im Impuls-
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Abbildung 3.4: Rechenleistung aufgetragen gegen Anzahl der PEs fu¨r die G-Vektor-
Parallelisierung (Beispiel As auf Si(111); 110 Atome pro Superzelle; zwei k-Punkte,
entsprechend zwei k-Punkt Gruppen), durchgefu¨hrt auf einer Cray-T3E (DEC Alpha
EV5 (21164, 450MHz) Prozessoren und 128MB RAM pro PE). Die gepunkteten Ge-
raden zeigen die hypothetische Rechenleistung eines ideal parallelisierten Programmes
das 19 bzw. 30 CPU-Stunden pro Molekulardynamikschritt beno¨tigt. Der durchgezoge-
ne Fit repra¨sentiert ein Programm das zu 0.37% nicht parallelisiert ist. Zum Vergleich:
ein Cray-T90 Prozessor beno¨tigt 3h 20min pro MD-Schritt, entspricht also (je nach
Effizienz) sechs bis neun T3E Prozessoren. Mit 128 PEs wurden insgesamt etwa 15
GFLOPS erreicht.
raum dargestellt werden, und durch die Gn-Vektoren indiziert werden, entspre-
chend verteilt:
{cn
kν} = {c(1)kν , · · · , c(N)kν }
−→ { (c(1)
kν , · · · , c
(NPE1 )
kν )PE1 , · · · , (c
(NPEN−1+1)
kν , · · · , c
(NPEN )
kν )PEN}.
Dies sind z.B. die Wellenfunktionen cn
kν , die Potentiale Vloc(G
n) und T µ,nlm und
die Ladungsdichten n(Gn). Da die Anzahl N der Koeffizienten groß ist, erlaubt
diese Parallelisierung eine sehr effiziente und flexible Nutzung vieler Prozesso-
ren. Zudem skaliert die Anzahl der G-Vektoren und somit die Anzahl nutzbarer
Prozessoren mit der Gro¨ße der simulierten Superzelle.
Allerdings sind von der Implementation sa¨mtliche Loops u¨ber G-Vektoren
und somit sa¨mtliche Berechnungen mit den oben genannten Gro¨ßen betroffen.
Der entsprechend hohe Kommunikationsanteil setzt ein schnelles Kommunikati-
onsnetzwerk, wie z.B. das auf der T3E, voraus. Wie in Abb. 3.4 zu sehen, lassen
sich so fu¨r gro¨ßere Beispiele 99.63% der Rechenleistung parallelisieren obwohl die
Nutzung von nur zwei k-Punkt Gruppen ha¨ufige Kommunikation zwischen großen
Clustern von Prozessoren no¨tig macht. Der Gesammtverlust von 0.37% la¨ßt sich
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auf Kommunikation, unparallelisierte Teile des Programms und Synchronisati-
onseffekte zuru¨ckfu¨hren. Gema¨ß Amdahls Gesetz fu¨hrt dies fu¨r 128 PEs zu einer
Effizienz von 68% fu¨r das gesamte Programm, da in diesem Fall die unparalleli-
sierten 0.37% von jedem der 128 PEs bearbeitet werden.
Die Verteilung der G-Vektoren auf die PEs bestimmt, wie Operationen auf
die entsprechend verteilten cn
kν implementiert werden mu¨ssen. Daher ist sie we-
sentlich fu¨r die Effizienz der G-Vektor-Parallelisierung, und es gibt verschiedene
Ansa¨tze, durch eine geeignete Verteilung der G-Vektoren eine optimale Paralle-
lisierung zu erreichen [CvP92, NPS93, WJ95]. Es lassen sich im Hinblick auf die
Parallelisierbarkeit grundsa¨tzlich drei Klassen von Operationen unterscheiden:
a) Multiplikation eines Vektors mit einem Skalar, Summen von Vektoren, Ap-
plikation einer diagonalen Matrix:
a + b =



 a1 + b1· · ·
aPE1 + bPE1


PE1·
·
·
 aPEN−1+1 + bPEN−1+1· · ·
aPEN + bPEN


PEN


b) Skalarprodukte zweier Vektoren:
a · b =

NPE1∑
i=1
aibi


PE1
+ · · ·+

 NPEN∑
i=NPEN−1+1
aibi


PEN
c) Fourier-Transformationen der Vektoren von Impuls- zu Ortsraum und um-
gekehrt.
Die unter a) genannten Operationen sind lokal ausfu¨hrbar. Dazu mu¨ssen im
Falle der Vektoraddition die Koeffizienten beider zu verknu¨pfenden Vektoren
gleich u¨ber die Prozessoren verteilt sein. Analoges gilt fu¨r das Anmultiplizieren
einer Diagonalmatrix. Bei Skalarprodukten b) werden zuna¨chst die lokalen Teil-
summen der einzelnen PEs berechnet, die dann mittels einer Reduktionsoperation
u¨ber alle PEs zum eigentlichen Skalarprodukt aufsummiert werden. Um eine op-
timale Verteilung von Rechenzeit und Speicherplatz zu gewa¨hrleisten, sollten die
Koeffizienten der Vektoren mo¨glichst gleichma¨ßig u¨ber die PEs verteilt werden,
da der Speicherplatzbedarf, und fu¨r Operationen nach a) und b) die Rechenzeit,
mit der maximalen Anzahl der NPEi Koeffizienten pro PE skaliert. Im Falle der
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Abbildung 3.5: Parallelisierung einer 2-dimensionalen FFT. Am einfachsten lassen sich
mehrdimensionale Fourier-Transformationen implementieren, indem einzelne Fourier-
Transformationen immer auf einem PE ausgefu¨hrt werden. Im Beispiel sind zuna¨chst
die 4 y-Spalten der Matrix den 4 PEs zugeordnet, so daß alle x-Elemente einer y-Spalte
auf einem PE liegen. Daher ko¨nnen die Fourier-Transformationen in y-Richtung (y-
FFTs) lokal auf den PEs ausgefu¨hrt werden. Dann werden die Daten umverteilt, so
daß nun die 4 x-Spalten den 4 PEs zugeordnet werden. Daraufhin ko¨nnen die x-FFTs
lokal ausgefu¨hrt werden.
Skalarprodukte b) sollten außerdem mo¨glichst viele Skalarprodukte zusammen-
gefaßt werden, um durch Zusammenfassen der Kommunikation Latenzzeiten zu
verringern.
Im Fall c) der Fourier-Transformationen ist der Vektor als dreidimensiona-
les Feld (die FFT-box) an den Gitterpunkten Gn = Gnx,ny ,nz = (Gnxx , G
ny
y , Gnzz )
zu betrachten. Der dreidimensionale Vektor Gnx,ny ,nz (bzw. rnx,ny ,nz) entspricht
dabei den drei Raumdimensionen des reziproken (oder realen) Raumes. Die drei-
dimensionale FFT entspricht eindimensionalen FFTs entlang den drei Raumrich-
tungen. Aufgrund der Verteilung der Koeffizienten liegen nun fu¨r mindestens eine
der Raumrichtungen die an einer FFT beteiligten Koeffizienten auf verschiede-
nen Prozessoren. Daher mu¨ssen die Koeffizienten vor diesen Transformationen
umverteilt werden, wie in Abb. 3.5 am Beispiel einer zweidimensionalen FFT
dargestellt. Die Fourier-Transformationen werden also nacheinander fu¨r die x-, y-
und z-Richtung ausgefu¨hrt, beginnend mit der Richtung mit der gro¨ßten Anzahl
von Elementen ni; i = x, y, z. In unserem Programm wird die Zelle so gedreht,
daß dies die z-Richtung ist. Um die Durchfu¨hrung der FFT ohne vorherige Um-
verteilung der Koeffizienten zu ermo¨glichen, sollten daher alle Koeffizienten einer
z-Spalte zusammen auf einem PE liegen.
3.2.1 Aufteilung der G-Vektoren
Die Optimierung oben genannter Operationen stellt einige Bedingungen an die
Aufteilung der G-Vektoren auf die Prozessoren: Um einen Teil der Fourier-
Transformationen ausfu¨hren zu ko¨nnen, ohne vorher Koeffizienten zwischen
den PEs umzuverteilen, mu¨ssen Koeffizienten, die an der gleichen Fourier-
Transformation beteiligt sind, auf dem gleichen PE liegen. Da zuna¨chst die la¨ng-
sten (z-) FFTs ausgefu¨hrt werden bedeutet das, daß die z-Spalten den Prozessoren
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Abbildung 3.6: Spaltenweise Zuweisung der G-Vektoren zu PEs (am Beispiel von PE
3). Das linke Diagramm zeigt welche G-Vektoren innerhalb des Abschneideradius Gmax
um k liegen. Bei der Fourier-Transformation in den Realraum werden alle Elemente au-
ßerhalb dieses Radius zu Null gesetzt bzw. bei der Ru¨cktransformation vernachla¨ssigt.
Daraus ergibt sich fu¨r jedes (x, y) Tupel eine z-Spalte mit verschiedener Anzahl beru¨ck-
sichtigter Elemente, wie im zweiten Diagramm dargestellt. Im na¨chsten Diagramm wird
jede Spalte einem Prozessor zugeordnet, wobei auf mo¨glichst gleichma¨ßige Verteilung
der Koeffizienten geachtet wird. Alle z-Spalten eines Prozessors werden dann zu einem
langen Vektor komprimiert, der nur noch ckν(Gn) zu Gn innerhalb des Abschneidera-
dius entha¨lt.
zugewiesen werden. Dabei sollten auf jeden PE nach Mo¨glichkeit etwa gleich-
viele Koeffizienten und etwa gleichviele z-Spalten entfallen, um eine optimale
Verteilung der Rechenleistung sowohl fu¨r Vektoroperationen als auch fu¨r Fourier-
Transformationen zu erreichen.
Wie in Abb. 3.6 zu sehen, liegen die im reziproken Raum beru¨cksichtigten
G-Vektoren innerhalb eines durch Gmax festgelegten Abschneideradius, also in
einer Kugel. Dies bedeutet, daß der 3-tupel (nx, ny, nz) in einem Elipsoid liegt, da
die Koordinaten im allgemeinen nicht kartesisch sind. Daher enthalten die jewei-
ligen z-Spalten eine unterschiedliche Anzahl beru¨cksichtigter Koeffizienten. Zur
Verteilung der Spalten werden diese nach Anzahl der Koeffizienten sortiert. Dann
werden die Spalten nacheinander, beginnend mit der ‘la¨ngsten’, immer dem PE
zugeordnet, der gerade die wenigsten Spalten und bei mehreren PEs mit gleicher
Spaltenzahl die wenigsten Koeffizienten hat. Danach werden Spalten paarweise
zwischen den PEs vertauscht, bis sich auf diese Weise keine gleichma¨ßigere Ver-
teilung mehr erzielen la¨ßt. Dieses Design hat den Vorteil, daß die Zahl der PEs fu¨r
die G-Vektor Parallelisierung nicht durch Bedingungen auf wenige Werte einge-
schra¨nkt wird. Der hohe Rechenaufwand fu¨r ein derartiges Verfahren ist dadurch
gerechtfertigt, daß es pro Programmlauf nur einmal (im setup) ausgefu¨hrt werden
muß, wa¨hrend die durch suboptimale Verteilung der Koeffizienten entstehende
ungleiche Verteilung der Rechenlast sich wa¨hrend des gesamten Programmlaufs
auswirkt.
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Abbildung 3.7: Parallelisierte 3-dimensionale FFT: Links ist die Verteilung der z-
Spalten u¨ber die PEs fu¨r die Impulsraumdarstellung zu sehen. Zuna¨chst werden die
Vektorstu¨cke entpackt (hier (x, y) = 4, 3 auf PE 3) und mit Nullen aufgefu¨llt. Dar-
aufhin wird fu¨r alle Spalten, die von Null verschiedene Elemente enthalten, die z-FFT
ausgefu¨hrt. Danach werden die Elemente umverteilt, wobei nun den PEs xy-Ebenen
reihum zugeordnet werden (siehe rechts). Im Beispiel werden alle Elemente der xy-
Ebenen mit z = 1 und z = 5 Prozessor 1 zugewiesen. Die Umverteilung ist in der Mitte
dargestellt: z.B. wird das fu¨nfte Element der (4,3) z-Spalte von PE 3 an PE 1 wei-
tergegeben, der es den Koordinaten (4,3) der ihm zugewiesenen xy-Ebene 5 zuordnet.
Nun werden alle y-Reihen mit von Null verschiedenen Elementen (schattierte Region)
y-transformiert, gefolgt von einer lokalen Transposition und den x-FFTs. Rechts ist die
Verteilung der xy-Ebenen im Realraum dargestellt. Zur Ru¨cktransformation wird der
Algorithmus ru¨ckwa¨rts ausgefu¨hrt.
3.2.2 Die Fourier-Transformation
Die am ha¨ufigsten anfallenden Fourier-Transformationen betreffen die Wellen-
funktionen. Diese sind im Impulsraum nur innerhalb des Abschneideradius Gmax
von Null verschieden und werden außerhalb dieses Radius numerisch als Null be-
trachtet. Da die Anmultiplikation des Potentials im Realraum im Impulsraum
einer Faltung entspricht:
c′
k,ν(r) = V (r)ck,ν(r) (3.1)
FFT−→ c′
k,ν(G) =
∑
G′
V (G−G′)ck,ν(G′) ,
mu¨ssen Koeffizienten V (G) mit |G| ≤ 2Gmax beru¨cksichtigt werden. Das lokale
Potential und daher auch die lokale Dichte mu¨ssen also innerhalb des doppelten
Abschneideradius Gmax beru¨cksichtigt werden. Die FFT-box ist so zu wa¨hlen,
daß sie diese Kugel beinhaltet. Sie hat also eine Kantenla¨nge von 4Gmax.
Dies bedeutet, daß bei den Transformationen der Wellenfunktionen etwa die
Ha¨lfte der eindimensionalen FFTs erspart werden kann, da diese ausschließlich
Nullen enthalten. Dies kann von u¨blichen Bibliotheksroutinen nicht beru¨cksich-
tigt werden, gestattet aber eine wesentliche Optimierung, indem bei Transfor-
mationen vom Impuls- in den Realraum nur solche Fourier-Transformationen
ausgefu¨hrt werden, die von Null verschiedene Elemente enthalten, und bei der
Ru¨cktransformation nur solche, die zur Berechnung der am Ende beru¨cksichtig-
ten Elemente (innerhalb Gmax) wichtig sind. Bei Transformation von Impuls- zu
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Realraum mu¨ssen also zuna¨chst nur die z-FFTs ausgefu¨hrt werden, deren Ele-
mente zum Teil im Abschneideradius liegen, dann alle y-FFTs in allen yz-Ebenen,
die solche Elemente enthalten, und schließlich alle x-FFTs.
Die dreidimensionale FFT ist, wie in Abb. 3.7 veranschaulicht2, aus eindi-
mensionalen FFTs zusammengesetzt, die auf den PEs lokal ausgefu¨hrt werden.
Indem die Koeffizienten, wie in Abb. 3.6 gezeigt, z-Spaltenweise an die PEs ver-
teilt werden, ko¨nnen die z-FFTs ohne vorherige Kommunikation durchgefu¨hrt
werden. Um dabei eine mo¨glichst gleichma¨ßige Arbeitsaufteilung zu gewa¨hrlei-
sten, sollten die z-Spalten mo¨glichst gleichma¨ßig auf die PEs verteilt werden.
Nun befinden sich auf jedem PE alle (bereits z-transformierten) Elemente
jeweils der z-Spalten, die diesem PE zugewiesen sind. Fu¨r die x- und y-FFTs ist
es nun notwendig, die Koeffizienten so umzuverteilen, daß alle Elemente einer
xy-Ebene auf einem PE liegen. Daher werden die xy-Ebenen reihum an die PEs
verteilt, jeder PE sammelt nun die Elemente aller z-Spalten auf allen PEs, die zu
den ihm zugewiesenen xy-Ebenen geho¨ren. Daraufhin ko¨nnen y- und x-Fourier-
Transformationen wieder lokal ausgefu¨hrt werden. In der Realraumdarstellung
sind die Elemente dann ebenenweise auf die Prozessoren verteilt. Auch hier sollten
die xy-Ebenen wieder mo¨glichst gleichma¨ßig auf die PEs verteilt werden.
3.3 Die Band-Parallelisierung
Der Vorteil der Band-Parallelisierung liegt darin, daß die Anzahl M bzw. Mdvd
der Wellenfunktionen groß ist und mit der Anzahl Nat der Atome, also mit der
Systemgro¨ße skaliert. Dies bedeutet, daß auch die Anzahl nutzbarer Prozessoren
mit der Systemgro¨ße skaliert.
Da die in unserem Programm gewa¨hlte Implementation des Davidson-
Verfahrens in jedem Schritt sowohl eine Orthonormierung als auch eine Pro-
jektion auf den Unterraum durchfu¨hrt, macht es diese Parallelisierung no¨tig,
entweder den Eigenwertlo¨ser zu modifizieren oder eine parallele Orthonormie-
rung fu¨r verteilte Vektoren zu implementieren. Die Schwierigkeit liegt dabei dar-
in, daß einerseits Skalarprodukte zwischen Vektoren ausgefu¨hrt werden mu¨ssen,
die auf verschiedenen Prozessoren residieren, andererseits diese Skalarprodukte
im Gram-Schmidt-Verfahren nicht in beliebiger Reihenfolge ausgefu¨hrt werden
ko¨nnen (wie das z.B. fu¨r die Projektion auf den Unterraum der Fall ist). Eine
Mo¨glichkeit ist, ein alternatives Orthonormierungsverfahren zu benutzen [WJ94],
um die Abha¨ngigkeiten des Gram-Schmidt-Verfahrens zu vermeiden.
Ein anderer Ansatz ist, eine geeignete Verteilung der Eigenvektoren ψkν
zu wa¨hlen, um dennoch eine effiziente Implementation des Gram-Schmidt-
Verfahrens zu ermo¨glichen. Die in Abb. 3.8 dargestellten Abha¨ngigkeiten fu¨hren
2Zur Vereinfachung der Darstellung wurde hier der Ursprung der FFT, und somit des Ab-
schneideradius, im Zentrum der FFT-Box dargestellt, tatsa¨chlich muß der Abschneideradius
jedoch um das (0, 0, 0)-Element in einer Ecke der Box zentriert werden.
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Abbildung 3.8: Gram-Schmidt-Verfahren. Im linken Teil des Diagramms sind die
Abha¨ngigkeiten der Rechenschritte dargestellt: Jeder Vektor muß zuna¨chst zu allen
vorhergehenden orthogonalisiert werden, bevor er normiert werden kann, erst darauf-
hin ko¨nnen nachfolgende Vektoren zu diesem Vektor normiert werden. Daraus ergibt
sich ein la¨ngster Pfad nacheinander auszufu¨hrender und voneinander abha¨ngiger Re-
chenoperationen, da ein Vektor (unter anderem) jeweils zum vorhergehenden orthogo-
nalisiert werden muß, bevor er normiert werden kann, erst daraufhin kann der na¨chste
Vektor zu diesem orthogonalisiert werden. Rechts oben ist eine Implementation des
klassischen Gram-Schmidt-Verfahrens dargestellt: In jedem Schritt wird ein Vektor zu
allen vorhergehenden orthogonalisiert (dabei werden die Skalarprodukte mit dem ur-
spru¨nglichen Vektor gebildet, woraus ein Korrekturvektor entsteht der erst dann zum
urspru¨nglichen Vektor addiert wird) und dann normalisiert. Rechts unten hingegen das
modifizierte Gram-Schmidt-Verfahren: Jeder Vektor wird zuna¨chst normalisiert, dar-
aufhin werden alle folgenden Vektoren zu diesem orthogonalisiert (die entstehenden
Korrekturvektoren werden sofort angewandt).
zu Synchronisationseffekten, indem sie dazu fu¨hren, daß ein PE auf die Ergebnisse
eines anderen PE warten muß. Solche Wartezeiten mu¨ssen mo¨glichst vermieden
werden, um zu gewa¨hrleisten, daß die Prozessoren mo¨glichst gleichma¨ßig ausgela-
stet sind. Bisher wurde diese Parallelisierung noch nicht implementiert, trotzdem
sollen hier einige Voru¨berlegungen dargelegt werden.
3.3.1 Parallelisierung des Gram-Schmidt-Verfahrens
Eine mo¨gliche Parallelisierungsstrategie fu¨r die Orthonormierung ist in Abb. 3.9
gezeigt. Wie man sieht, wurden einzelne Schritte der in Abb. 3.8 dargestellten
Gram-Schmidt-Verfahren parallelisiert. Ein Schritt des klassischen Verfahrens be-
steht in der Berechnung des Gesamtkorrekturvektors aus der Summe der einzel-
nen Projektionen des betrachteten Vektors auf alle vorangegangenen. Dazu muß
der Vektor zuna¨chst an alle PEs verteilt werden, dort werden jeweils die Projek-
tionen auf die dort liegenden Vektoren berechnet und die Teilsummen pro PE
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Abbildung 3.9: Parallelisierung eines Gram-Schmidt-Schrittes am Beispiel von vier
Vektoren und zwei Prozessoren (PE1 und PE2): Links: Orthogonalisierung von Vek-
tor 4 zu seinen (bereits orthonormierten) Vorga¨ngern bei klassischem Gram-Schmidt.
Zuna¨chst wird der Vektor an alle PEs verteilt, die dort berechneten Korrekturvektoren
zuru¨ckgesandt, und angewandt. Rechts: Orthogonalisierung der Vektoren 2-4 zu Vektor
1 bei modifiziertem Gram-Schmidt. Der normierte Vektor wird an alle PEs verteilt, wo
die nachfolgenden Vektoren zu diesem orthogonalisiert werden.
gebildet. Diese werden dann an den urspru¨nglichen Prozessor zuru¨ckgeschickt,
dort aufsummiert und vom zu orthogonalisierenden Vektor abgezogen. Nach des-
sen Normierung wird mit dem folgenden Vektor fortgefahren.
Beim modifizierten Verfahren wird der aktuelle Vektor normiert und dann an
alle PEs verschickt. Dort werden alle nachfolgenden Vektoren zu diesem ortho-
gonalisiert, woraufhin der na¨chste Vektor bearbeitet wird. Das klassische Gram-
Schmidt-Verfahren la¨ßt sich z.B. auch analog zum modifizierten parallelisieren,
indem die Korrekturvektoren zuna¨chst aufsummiert und erst der Gesamtvektor
angewandt wird. Wie im Diagramm zu sehen, sollten die Vektoren reihum auf die
Prozessoren verteilt werden. Liegen na¨mlich z.B. die zehn letzten zu orthogona-
lisierenden Vektoren auf einem PE, so wird sich (fu¨r den Fall des modifizierten
Gram-Schmidt-Verfahrens) am Schluß nur noch dieser mit deren Orthonormie-
rung befassen, wa¨hrend die anderen Prozessoren vermutlich an einer anderen
Stelle des Programms warten.
Wird nun das modifizierte Gram-Schmidt-Verfahren wie oben beschrieben
implementiert, so ergibt sich durch die Abha¨ngigkeiten der Rechenschritte, daß
Prozessoren auf Ergebnisse anderer Prozessoren warten mu¨ssen. Dies ist in Abb.
3.8 unten links zu beobachten: bevor ein Prozessor seine Vektoren zum na¨chsten
Vektor orthogonalisieren kann, muß dieser erst berechnet und verteilt werden, es
kommt fu¨r jeden Schritt des Verfahrens (also pro Vektor) zu Leerlaufzeiten auf
allen Prozessoren. Also ist die Gesamtleerlaufzeit tidle ∝ NPE×Mdvd, und da die
Zahl der PEs mit Mdvd skalieren soll, ist tidle ∝ M2dvd proportional zur Zahl der
no¨tigen Operationen und somit zur Rechenzeit.
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Abbildung 3.10: Verteilung der Rechenschritte zur Orthogonalisierung von 6 Vek-
toren auf zwei Prozessoren beim modifizierten Gram-Schmidt-Verfahren. Hier wurde
zur Vereinfachung der Darstellung angenommen, daß alle Orthogonalisierungen und
Normierungen gleichlange dauern und normierte Vektoren sofort an alle Prozessoren
verteilt werden. Durch Vorziehen der Operationen des kritischen Pfades aus Abb. 3.8
(hier durch Unterstreichen hervorgehoben) lassen sich Wartezeiten zum Großteil ver-
meiden. Im mittleren Diagramm werden nur Normierungen vorgezogen, wa¨hrend im
letzten Diagramm zusa¨tzlich die Reihenfolge der Orthogonalisierungen optimiert wird.
Dazu ist allerdings einiger Buchhaltungsaufwand no¨tig, und auch im Falle von mehr
Prozessoren und Vektoren sind die Einsparungen nur gering.
Werden die Operationen des kritischen Pfades aus Abb. 3.8 bevorzugt aus-
gefu¨hrt, so lassen sich diese Wartezeiten zum Großteil vermeiden, wie man in
Abb. 3.10 sehen kann. Durch zusa¨tzliche Umstellung der Orthogonalisierungen
la¨ßt sich in Fa¨llen mit mehr Vektoren und mehr Prozessoren noch etwas Leer-
laufzeit einsparen. Dies ist aber mit großem Buchhaltungsaufwand verbunden, da
dazu Vektoren, die noch fu¨r spa¨tere Orthonormierungsschritte gebraucht werden,
vorgehalten werden mu¨ssen. Es zeigt sich, daß das Vorziehen der Normierungen
ausreicht, da in diesem Fall nur fu¨r die letzten 3-4 Vektoren pro Prozessor Leer-
laufzeiten entstehen, somit tidle ∝ NPE ist und fu¨r genu¨gend viele Vektoren pro
PE gegenu¨ber der Rechenzeit nicht mehr ins Gewicht fa¨llt. In der Implemen-
tation la¨ßt sich dazu die asynchrone Kommunikation vorteilhaft ausnutzen, fu¨r
das modifizierte Gram-Schmidt-Verfahren gestaltet sich das wie in Abb. 3.11 zu
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Abbildung 3.11: Nassi-Schneiderman Diagramm fu¨r ein parallelisiertes modifiziertes
Gram-Schmidt-Verfahren, bei dem Normierungsschritte vorgezogen werden.
sehen.
Die asynchrone Kommunikation vermeidet hier weitgehend Synchronisations-
effekte, unter anderem indem sie ermo¨glicht, daß jeder Prozessor individuell mit
dem na¨chsten Schritt beginnen kann, wenn er seine Operationen des aktuellen
Schrittes abgearbeitet hat, sofern der na¨chste orthonormierte Vektor bereits ein-
getroffen ist.
Wa¨hrend das Verteilen der Vektoren reihum eine sehr gleichma¨ßige Arbeits-
aufteilung gestattet, ist einzelnes Versenden von Vektoren nicht wu¨nschenswert,
da jede Kommunikation zu Latenzzeiten fu¨hrt. Als Kompromiß ko¨nnen die Vek-
toren statt einzeln auch blockweise reihum verteilt werden. Ersetzt man einen
Vektor durch einen Block von Vektoren, Normierung eines Vektors durch Ortho-
normierung aller Vektoren des Blockes auf sich und Orthogonalisierung zweier
Vektoren durch Orthogonalisierung jedes Vektors eines Blockes zu allen Vektoren
eines anderen Blockes, so lassen sich die Verfahren zur Behandlung von Vektoren
auf Blo¨cke von Vektoren u¨bertragen3.
In einem automatisierten Ablauf ist es auch wichtig, eine Fehlerabscha¨tzung,
bzw. eine Abscha¨tzung der Qualita¨t der Orthonormierung zu implementieren, um
dem aufrufenden Programm z.B. die Mo¨glichkeit zu geben, auf eine zu schlechte
3Gestattet man beim modifizierten Verfahren, daß die Korrekturvektoren nicht einzeln son-
dern blockweise angewandt werden, la¨ßt sich die Orthogonalisierung zweier Blo¨cke zueinander
sogar mit BLAS 3 Routinen realisieren.
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Orthonormierung mit Abbruch, Wiederholung der Orthonormierung oder Warn-
meldungen zu reagieren. Eine Mo¨glichkeit dazu wa¨re, nach Durchfu¨hrung der
Orthonormierung die Skalarprodukte der Vektoren untereinander zu u¨berpru¨fen.
Der Aufwand fu¨r diese Art der Fehlerabscha¨tzung ist aber sehr hoch: Es werden
etwa die Ha¨lfte der Rechenoperationen eines vollsta¨ndigen Orthonormierungs-
sachrittes beno¨tigt. Einfacher ist es, die La¨nge eines Vektors vor und nach der
Anwendung des Korrekturvektors miteinander zu vergleichen: ist der Ergebnis-
vektor nach Subtraktion des Korrekturvektors um Gro¨ßenordnungen kleiner als
der urspru¨ngliche Vektor, so wurden zwei etwa gleiche Vektoren voneinander ab-
gezogen. Dies fu¨hrt u¨blicherweise zu Rundungsfehlern, die sich durch die Re-
chengenauigkeit (Anzahl der beru¨cksichtigten Dezimalstellen) der verwendeten
Architektur abscha¨tzen lassen. Indem z.B. alle Vektoren vor der Orthonormie-
rung einmal normiert werden, la¨ßt sich bei der abschliessenden Normierung aus
der La¨nge des orthogonalisierten Vektors auch eine Abscha¨tzung des Rundungs-
fehlers ableiten.
3.4 Zusammenfassung
Von den besprochenen Parallelisierungsansa¨tzen wurden bisher die k-Punkt- und
die G-Vektor-Parallelisierung im EStCoMPP-Programm implementiert. Fu¨r Syste-
me mit grossen Superzellen und entsprechend wenigen k-Punkten ist besonders
die G-Vektor-Parallelisierung wichtig, da erst mit dieser das Eigenwert-Problem
auf vielen Prozessoren verteilt gelo¨st werden kann. Bei der Aufteilung der G-
Vektoren, bzw. der entsprechenden Koeffizienten der Wellenfunktionen, auf ver-
schiedene Prozessoren wurde darauf geachtet, daß die ha¨ufig auszufu¨hrenden Fou-
riertransformationen mit einem Minimum an Kommunikation verbunden sind.
Zur Band-Parallelisierung wurde bisher nur der in Kapitel 3.3.1 beschriebene
parallele Gram-Schmidt-Algorithmus implementiert.
Fu¨r die Parallelisierung auf der Cray-T3E wurden soweit mo¨glich MPI-
Aufrufe benutzt. Nur an sehr kommunikationsintensiven Stellen, wie z.B. der
Fouriertransformation und der Unterraumdiagonalisierung, wurde auf “shmem”-
Routinen von Cray zuru¨ckgegriffen, um das Kommunikationsnetzwerk der T3E
optimal auszunutzen. Diese Programmteile mu¨ssen bei einer Portierung auf an-
dere MPP-Maschienen u¨berarbeitet und z.T neu parallelisiert werden.
Kapitel 4
Stufenkanten
4.1 Motivation
Der Trend zur Miniaturisierung elektronischer und opto-elektronischer Bauele-
mente ist ungebrochen. Zur Herstellung schnellerer Bauelemente mit geringerem
Leistungsverbrauch ist es essentiell, ebene Heterostrukturen aus wenigen Atom-
lagen mit atomar scharfen Grenzfla¨chen zu bauen. Fu¨r zwei Materialien mit un-
terschiedlichen Gitterkonstanten ist Wachstum von ebenen epitaktischen Schich-
ten nicht die Regel. So wa¨chst z.B. Germanium auf Silizium im sogenannten
Stranski-Krastanov-Modus, d.h. nach einer ca. drei Monolagen dicken benetzen-
den Ge-Schicht bilden sich große dreidimensionale Ge-Inseln.
Wie experimentell gezeigt wurde [MVA92, VZ96, HCT+94], kann man mit
einer monoatomaren Schicht aus Arsen-, Antimon- oder Wismut- Fremdatomen
auf der Si-Oberfla¨che das Wachstum von Ge auf Si so vera¨ndern, daß ebene Ge-
Schichten aufwachsen. Man nennt solche Atome wegen der Oberfla¨chenaktivita¨t
“Surfactant”-Atome. Die Surfactantatome vera¨ndern dabei die Oberfla¨chenstruk-
tur, z.B. zeigt Si(111):As eine 1×1-Struktur ohne U¨berstruktur, statt der kom-
plizierten 7×7 U¨berstruktur der reinen Si(111)-Oberfla¨che. Die Surfactantatome
nehmen Pla¨tze auf der Oberfla¨che ein, an denen nur drei na¨chste Nachbarn zur
Verfu¨gung stehen. Da sie fu¨nfwertig sind, sind die Surfactantatome ideal koor-
diniert, da sie durch die Ausbildung dreier kovalenter Bindungen Edelgaskonfi-
guration erreichen. Die Ausbildung doppelt besetzter dangling bonds senkt die
Oberfla¨chenenergie. Deshalb segregieren die Surfactantatome an die Oberfla¨che.
Die Surfactant-Schicht ‘schwimmt’ sozusagen auf der Oberfla¨che und die hin-
zukommenden Adatome werden unter der Surfactantlage eingebaut. Da die Ato-
me des Surfactants zuna¨chst die Gitterpla¨tze besetzen, die die aufgedampften
Atome dann beim Wachstum einnehmen, werden dabei einzelne Surfactantato-
me durch hinzukommende Adatome ersetzt. Fu¨r auf die Oberfla¨che auftreffende
Adatome gibt es also zwei mo¨gliche Prozesse: entweder diffundieren sie auf der
Oberfla¨che oberhalb der Surfactant-Schicht oder sie werden eingebaut, indem
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sie mit einem Surfactantatom den Platz tauschen. Allerdings ist dieses “Auf-
schwimmen” des Surfactants nicht ausreichend, um Lagenwachstum zu erzwin-
gen. Zusa¨tzlich zur Absenkung der Oberfla¨chenenergie bewirkt das Surfactant
auch eine Vera¨nderung der Kinetik der an der Oberfla¨che stattfindenden Pro-
zesse. Um zu untersuchen, welche Elemente als Surfactant geeignet sind, muß
untersucht werden, wie die Kinetik des epitaktischen Wachstums vera¨ndert wird.
Es lassen sich nun zwei unterschiedliche Mechanismen vorstellen, die auf ei-
ner durch ein Surfactant passivierten Oberfla¨che ein Lagenwachstum begu¨nstigen:
[VZ93]: Zum einen wa¨re vorstellbar, daß Adatome auf der passivierten Oberfla¨che
durch Diffusion sehr weite Strecken zuru¨cklegen. Da alle Bindungen an der Ober-
fla¨che abgesa¨ttigt sind, ko¨nnen sich auf der Oberfla¨che auftreffende Atome schnell
bewegen und erreichen so Stufenkanten, an denen sie eingebaut werden. Da so
Material bevorzugt an den Stufenkanten eingebaut wird, kommt es zu einem
“Stufen-Fluss”-Wachstum (step-flow). Andererseits ist ein Modell denkbar, bei
dem die Diffusion eher gebremst wird. Ein ankommendes Atom wird nicht weit
diffundieren, sondern nach geringer Distanz eingebaut und bleibt dann im ener-
getisch gu¨nstigeren (eingebauten) Zustand. Dieser Mechanismus fu¨hrt zu einer
erho¨hten Inseldichte. Die Inseldichte ist ein Indikator, welcher dieser Mechanis-
men tatsa¨chlich stattfindet. Bei langen Diffusionswegen bis zum Einbau an einer
Stufenkante entstehen wenige Inseln. Werden Adatome nach wenigen Diffusions-
schritten in die Oberfla¨che eingebaut, so entstehen viele Inseln.
Bei Heteroepitaxie kommt es zu Effekten, wie Verspannung der Oberfla¨chen-
lagen durch die verschiedenen Gitterkonstanten von Germanium und Silizium.
Um diese Effekte zu vermeiden und nur die Kinetik der Adatome auf der Ober-
fla¨che zu untersuchen, bietet es sich daher an, den Einfluss verschiedener Surfac-
tants bei Homoepitaxie von Silizium auf der Si-(111) Oberfla¨che zu beobachten.
Durch Auswertung von STM-Bildern untersuchten Voigtla¨nder et al. den Einfluß
verschiedener monoatomarer Fremdatombedeckungen auf die La¨nge des Diffusi-
onswegs von Si-Adatomen bis zum Einbau [VZ93, VZWB95] und fanden, daß
eine Atomlage In auf Si(111) die Diffusion der Si-Adatome erleichtert, wa¨hrend
As und Sb zu ho¨heren Inseldichten fu¨hren, als auf der reinen Si-Oberfla¨che. Dies
la¨ßt sich so interpretieren, daß diese Surfactants zu einer Verku¨rzung der Diffu-
sionswege fu¨hren, die die Si-Adatome auf der Oberfla¨che zuru¨cklegen, bevor sie
eingebaut werden. As und Sb sind, im Gegensatz zu In, gute Surfactants fu¨r die
Ge-Heteroepitaxie. Daher schlossen Voigtla¨nder et al., daß die Verku¨rzung der
Diffusionswege die Entstehung dreidimensionaler Inseln reduziert.
Inzwischen ist es mo¨glich, solche mikroskopischen Prozesse, wie den Austausch
eines Surfactantatoms durch ein Siliziumatom auf der Si(111)-Oberfla¨che in ab-
initio Berechnungen zu simulieren. Die Nutzung moderner Supercomputer gestat-
tet die Berechnung ausreichend großer Superzellen, um so auch nichtperiodische
Systeme, wie z.B. einzelne Atome auf Oberfla¨chen, zu untersuchen. Dabei wird
zwar weiterhin tatsa¨chlich ein periodisches System berechnet, bei einer ausrei-
chend großen Superzelle liegen die periodisch angeordneten Wiederholungen der
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Abbildung 4.1: Inseldichte gegen Temperatur. An der Inseldichte la¨ßt sich der Einfluss
des Surfactants auf die Kinetik an der Oberfla¨che und speziell die Diffusionswege der
Adatome ersehen: Hohe Inseldichten entsprechen kurzen, niedrige Inseldichten langen
Diffusionswegen.
untersuchten Struktur allerdings weit genug auseinander, so daß sie sich nicht
gegenseitig beeinflussen.
So untersuchte K. Schroeder [SERB98, SAB+00, SABB02] das Verhal-
ten von Silizium- und Germanium-Adatomen auf Arsen-terminierten Si(111)-
Oberfla¨chen. Dazu betrachtete er sowohl Diffusionspfade einzelner Atome auf
der Arsen-terminierten Si(111)-Oberfla¨che, als auch den Austausch eines Sili-
ziumatoms mit einem Arsenatom der Oberfla¨che. Wie oben beschrieben muß
dieser Austauschprozess stattfinden, damit die Adatomlage auf der Oberfla¨che
‘schwimmt’. Erst die Simulation ermo¨glichte, die genauen Pfade und die Ener-
gie des Systems entlang dieser Pfade zu berechenen. Die Betrachtung der Energie
entlang der Reaktionspfade lieferte dabei Aktivierungsenergie und Energiegewinn
der betrachteten Reaktionen und somit die grundlegenden Parameter, um die Ki-
netik der Adatome auf solchen Oberfla¨chen zu verstehen. Somit konnte die durch-
schnittliche La¨nge des Diffusionspfades eines Adatoms bis zum Einbau berechnet
werden. Diese Ergebnisse brachten erhebliche Fortschritte beim Versta¨ndnis des
Lagenwachstums auf der As-bedeckten Si(111)-Oberfla¨che [SABB02]:
• Siliziumatome werden sehr schnell in die Arsenschicht eingebaut, da die
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Aktivierungsenergie fu¨r den Si-As-Austausch etwa gleich groß ist wie die
Barriere fu¨r die Diffusion auf der Arsen-terminierten Oberfla¨che (0.25 eV)
• Fu¨r Germaniumatome ist die Austausschbarriere viel ho¨her (0.7 eV). Sie
werden daher la¨ngere Diffusionswege auf der Oberfla¨che zuru¨cklegen und
ko¨nnen so vorhandene Stufenkanten erreichen, bevor sie in die As-Schicht
eingebaut werden.
Um das Lagenwachstum vollsta¨ndig zu verstehen und es letztlich simulieren zu
ko¨nnen, ist es no¨tig, alle in Frage kommenden Reaktionsprozesse zu betrachten.
Die so berechneten Energien entlang der Reaktionspfade ko¨nnen dann als Grund-
lage einer Monte-Carlo-Simulation des Oberfla¨chenwachstums dienen. Eine grobe
Vorstellung des epitaktischen Wachstums und der daran beteiligten Prozesse auf
der Arsen-bedeckten Si(111)-Oberfla¨che liefert folgendes Bild [Ant01]:
• Es wird von einer Oberfla¨che ausgegangen, auf der sich die verschiedenen
Atomsorten durch Diffusionsprozesse bewegen ko¨nnen.
• Die deponierten Adatome werden einzeln in die Oberfla¨che eingebaut.
• In benachbarten Positionen werden weitere Atome eingebaut, es bilden sich
Cluster.
• Durch Anlagerung weiterer Atome wachsen die Cluster und bilden As-
bedeckte Inseln, die durch Stufenkanten begrenzt sind.
• Es finden auch Diffusionsprozesse u¨ber und entlang Stufenkanten statt.
• Durch Zusammenwachsen der Inseln bildet sich wiederum eine neue Lage.
Tatsa¨chlich laufen natu¨rlich all diese Prozesse auf verschiedenen Lagen gleich-
zeitig ab. Ob und mit welcher Wahrscheinlichkeit in einer gegebenen Situation
einer dieser Prozesse stattfindet, ha¨ngt vor allem von den Aktivierungsenergien
fu¨r die jeweiligen Reaktionspfade ab. Wenn die Inseln groß genug sind, ist ihr
Rand a¨quivalent zu einer Stufenkante. Somit ist die Untersuchung von Stufen-
kanten ein wichtiger Schritt fu¨r ein umfassendes Versta¨ndnis des Lagenwachstums
von Oberfla¨chen. Experimentell findet man auf As-bedecktem Si(111) nur Inseln,
die durch Stufen mit der Ho¨he einer Doppellage begrenzt sind [VZWB95]. Dicht
gepackte Stufenkanten kommen in zwei Orientierungen vor: die (112)-Kante und
die gegenu¨berliegende (112)-Kante.
4.2. AUFBAU DER SUPERZELLE UND BEZEICHNUNGEN 55
-4 -3 -2 -1 0 1 2 3 4 5 6
1
2
3
4
5
6
δ3,1,3z
δ3,1,3x
d2,0,1/0,0,2
z
d2,0,1/0,0,2
x
Abbildung 4.2: Indizierung der Atome fu¨r die (112)-Stufenkante, Seitenansicht; hier
am Beispiel einer Kante mit u¨berha¨ngendem Arsen. Gefu¨llte Kreise stehen fu¨r As,
offene fu¨r Silizium. In z-Richtung werden Ebenen, beginnend mit der obersten, durch-
geza¨hlt. Absta¨nde zwischen Atomen werden mit datom1,atom2 bezeichnet, Verschiebun-
gen gegenu¨ber der idealen Gitterposition mit δatom. Positive Verschiebungen weisen in
z-Richtung aus der Ebene heraus und in x-Richtung entsprechend der Kantennormalen
(also von der oberen Ebene weg, bzw. zur unteren Ebene hin).
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Abbildung 4.3: Indizierung der Atome fu¨r die (112)-Stufenkante, Aufsicht. Kleinere
Kreise stehen fu¨r Atome der unteren Terrasse. In x-Richtung wird so indiziert, daß
positive Indices auf der unteren, negative auf der oberen Terrasse liegen. Der Nullpunkt
wurde dabei auf den Kantenatomen in der zweiten Ebene (hier die letzte Siliziumreihe
der oberen Terrasse). Die Ausrichtung der y Koordinate ist schließlich so gewa¨hlt, daß
ein rechtsha¨ndiges System entsteht. Da die Koordinaten a¨quidistant gewa¨hlt wurden,
sind nicht alle Punkte des Koordinatennetzes besetzt.
4.2 Aufbau der Superzelle und Bezeichnungen
4.2.1 Bezeichnungen an den Stufenkanten
Da die Richtungen auf der (111)-Ebene nicht mit den aufspannenden Vektoren
der kubischen Einheitszelle zusammenfallen, wird im weiteren Text folgendes Ko-
ordinatensystem gebraucht:
• Die z-Richtung ist senkrecht zur Oberfla¨che, fa¨llt also mit der (111)-
Richtung zusammen und zeigt von der Oberfla¨che in Richtung Vakuum.
• Die x-Richtung wird senkrecht zur Kante in der (111)-Ebene gewa¨hlt und
zeigt von der ho¨heren zur niedrigeren Terrasse. Je nach Stufenkante ist dies
die (112) bzw. die (112)-Richtung.
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Abbildung 4.4: Indizierung der Atome fu¨r die (112)-Stufenkante, Seitenansicht und
Aufsicht, auch hier wieder fu¨r die Kante mit u¨berha¨ngendem Arsen.
• Die y-Richtung zeigt entlang der Stufenkante und wird so gewa¨hlt, daß x,
y und z ein rechtsha¨ndiges System bilden.
Dies legt ein rechtsha¨ndiges orthonormales System fest. Um die Atome zu be-
zeichnen, wurde ein orthogonales Gitter entlang dieser Koordinaten so gelegt, daß
alle Atompositionen des Siliziumgitters auf einen Punkt des orthogonalen Gitters
fielen, wie in den Abbildungen 4.2 bis 4.4 gezeigt. Die Nummerierung wurde da-
bei in x- und y- Richtung aufsteigend gewa¨hlt1, bei den Ebenen wurde jedoch,
beginnend bei der oberen Lage der oberen Terrasse, in den Bulk hinein geza¨hlt2,
so daß die erste und zweite Lage die obere Doppellage ausmachen, wa¨hrend die
Doppellage der unteren Terrasse aus der dritten und vierten Ebene besteht.
Weiter wird von einer Perspektive ausgegangen, die ein von der Stufenkante
auf die untere Terrasse blickender Beobachter ha¨tte, wenn die Begriffe ‘vor’ (in x-
Richtung), ‘hinter’ (entgegengesetzt), ‘neben’ (positive oder negative y-Richtung)
und ‘unter’ (negative z-Richtung) verwandt werden. Diese sind als grobe Rich-
tungsangaben zu verstehen, sie dienen nur zur zusa¨tzlichen Orientierung und Un-
terstu¨tzung der Vorstellung. Zusa¨tzlich werden in y-Richtung, also parallel zur
Stufenkante, nebeneinanderliegende Atome als ‘Reihe’ bezeichnet. Da die Aus-
gangskonfigurationen der Stufen durch ‘Abschneiden’ der obersten Doppellage
nach einer Atomreihe entsteht, bilden diese vordersten Atome einer Doppellage
eine Reihe. Diese Atome werden als Kantenatome bezeichnet.
Bei Materialberechnungen im EStCoMPP-Programm wird durch Energiemini-
mierung in einer Bulkrechnung zuna¨chst eine theoretische Gitterkonstante be-
rechnet. Diese ha¨ngt von der Wahl des Basissatzes, also der k-Punkt-Dichte und
des cut-offs Gmax der ebenen Wellen, ab und weicht leicht von der physikalischen
Gitterkonstante 5.4304A˚ ab, wie man Tabelle 4.1 entnehmen kann.
Sa¨mtliche Rechnungen wurden bei Gmax = 3.0 durchgefu¨hrt. Da bei den
Berechnungen der Oberfla¨chen und Stufenkanten die z-Richtung der Superzelle
1In x-Richtung wird dabei als Nullpunkt das letzte Atom der zweiten Lage (untere Lage der
oberen Terrasse) gewa¨hlt.
2Dabei wurden Ebenen des orthogonalen Gitters, die nicht mit Ebenen des Siliziumgitters
zusammenfallen, u¨bersprungen
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Si Gmax=3.0 Gmax=3.5 Gmax=4.0
5× 5× 5 5.4259 5.4110 5.3970
6× 6× 6 5.4247 5.4077 5.3941
9× 9× 9 5.4138 5.4062 5.3928
12×12×12 5.4234 5.4063 5.3928
Tabelle 4.1: Abha¨ngigkeit der theoretischen Gitterkonstanten (in A˚) von Gmax und
der k-Punkt-Dichte.
entlang der (111)-Richtung des Gitters ausgerichtet ist, wurde zur Berechnung
der theoretischen Gitterkonstanten und der Referenzenergie fu¨r Si-Bulk auch eine
hexagonale Zelle mit einer Basis aus 6 Atomen gewa¨hlt, bei der die z-Achse ent-
lang der (111)-Richtung des Siliziums lag. Die Berechnung des Si-Bulk wurde mit
8×8×3 k-Punkten durchgefu¨hrt. Dies entspricht einer k-Punktdichte zwischen
8×8×8 und 9×9×9 k-Punkten in der fcc-Einheitszelle. Die so berechnete theore-
tische Gitterkonstante ist 5.4239A˚und die Referenzenergie −7.93113 Ry/Atom.
Bei den Oberfla¨chen- und Stufenrechnungen ist nur die laterale k-Punktdichte
wichtig, da vorausgesetzt wird, daß sich die Oberfla¨chen nicht gegenseitig beein-
flussen und die Wellenfunktionen im Vakuum verschwinden. Daher ha¨ngen sie
nicht von der z-Koordinate des k-Punktes (im reziproken Raum) ab, und in z-
Richtung ist keine Dispersion zu beobachten. Die Referenz fu¨r die As-bedeckte
Oberfla¨che wurde mit 4×4 hexagonalen Zellen und 2×2×1 k-Punkten berechnet.
Damit entspricht ihre laterale k-Punktdichte genau der Si-Bulk Referenz.
Um Verzerrungseffekte zu vermeiden, werden Strukturrechnungen fu¨r jedes
Material mit der theoretischen Gitterkonstanten durchgefu¨hrt. Da sich in der
Ausgabe des Programms sa¨mtliche Angaben absoluter La¨ngen auf die theore-
tische Gitterkonstante beziehen, wurden diese Werte in relativen Maßeinheiten,
also bezogen auf die benutzte Gitterkonstante, angegeben. Maßangaben wie zum
Beispiel Verschiebungen der Atome gegenu¨ber ihren Idealpositionen sind in Pro-
zent der Gitterkonstanten a angegeben. In diesen Einheiten sind die meisten
Verschiebungen von der Gro¨ßenordnung O(1). Abb. 4.5 entha¨lt einige La¨ngenan-
gaben in dieser Form fu¨r das ideale hexagonale Gitter.
Si Gmax=3.0 Gmax=3.5 Gmax=4.0
5× 5× 5 -7.92906 -7.94451 -7.95043
6× 6× 6 -7.93018 -7.94611 -7.95198
9× 9× 9 -7.93122 -7.94698 -7.95285
12×12×12 -7.93110 -7.94703 -7.95291
Tabelle 4.2: Abha¨ngigkeit der Energie pro Atom (in Rydberg) von Gmax und der
k-Punkt-Dichte.
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a a 100.00 Gitterkonstante, Seitenla¨nge der kubischen Zelle
b
√
3a/4 43.30 Na¨chst-Nachbar-Abstand
c
√
3a/3 57.74 Ho¨henunterschied zwischen zwei Doppelebenen
d
√
3a/12 14.43 Ho¨henunterschied der Atome einer Doppelebene
e
√
6a/12 20.41 minimale y-Komponente des Abstandes zweier Atome
f
√
6a/4 61.24 Abstand zweier ‘Reihen’ auf der (111)-Oberfla¨che
g
√
6a/6 40.82 Seitenla¨nge der Hexagonalen Zelle in der Aufsicht
h
√
2a/2 70.71 Ho¨he einer hexagonalen Zelle auf der (111)-Oberfla¨che
i
√
2a/4 35.36 Halbe Ho¨he der Hexagonalen Zelle
Abbildung 4.5: La¨ngen im idealen hexagonalen Gitter relativ zur Gitterkonstanten a.
Die Buchstaben a-i in der Tabelle bezeichnen die entsprechenden Absta¨nde im obigen
Diagramm. Im weiteren Text werden nur die Gitterkonstante a und der Na¨chstnach-
barabstand b benutzt. Die La¨ngen sind in Prozent der Gitterkonstanten a angegeben,
um einen direkten Vergleich mit den Verschiebungen δ zu ermo¨glichen, welche auch in
‘%a’ angegeben sind.
Im Fall von Bindungsla¨ngen sind diese in Prozent der Bindungsla¨nge im Bulk
angegeben, um einen leichteren Vergleich mit dem Abstand benachbarter Gitter-
positionen im idealen Gitter zu erlauben. In physikalischen Systemen entspricht
somit 100% ' 2.35A˚ der Si-Si-Bindungsla¨nge im Silizium-Kristall. Fu¨r die As-Si
und As-As Bindungen, die in den betrachteten Strukturen auftreten, sind gro¨ße-
re Bindungsla¨ngen zu erwarten. Die As-As-Bindungsla¨nge in kristallinem Arsen
betra¨gt 2.51A˚. Dies entspricht 106.7% der Bindungsla¨nge in Silizium-Bulk, was
in den meisten Fa¨llen recht gut mit den As-As Bindungsla¨ngen in den relaxierten
Kanten-Strukturen u¨bereinstimmt. Fu¨r As-Si Bindungsla¨ngen ist etwa der Mit-
telwert zwischen As-As- und Si-Si-Bindungsla¨ngen zu erwarten, also etwa 103%-
104%. In diesem Bereich liegt mit 103.79% auch die Bindungsla¨nge zwischen As
und Si auf der As-terminierten Si(111)-Oberfla¨che.
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SuperzelleSuperzelle
Terrasse
Abbildung 4.6: Superzellenkonstruktionen zur Untersuchung von Stufenkanten. Links:
eine auf- und eine absteigende Stufenkante schließen eine Terrasse ein. Rechts: Indem
die Superzelle nicht parallel zur Terrasse ausgerichtet ist, wird eine hoch indizierte
Oberfla¨che berechnet, die auch als endlose Treppe betrachtet werden kann.
4.2.2 Gestaltung der Superzelle
Wie schon in Kapitel 2.1.5 beschrieben, berechnet das EStCoMPP-Programm pe-
riodische Strukturen, somit ist die Berechnung einer einzelnen Stufenkante nicht
mo¨glich. Daher wird tatsa¨chlich eine sich periodisch wiederholende Anordnung
von Stufenkanten untersucht. Wie auch bei der Untersuchung von einzelnen De-
fekten wird dabei davon ausgegangen, daß die periodisch angeordneten Stufenkan-
ten durch ausreichend breite Terrassen voneinander getrennt sind, so daß sie sich
nicht gegenseitig beeinflussen. Da es an einer Stufenkante naturgema¨ß zu einem
Ho¨henunterschied in der Oberfla¨che kommt, bieten sich dazu, wie in Diagramm
4.6 gezeigt, grundsa¨tzlich zwei Mo¨glichkeiten, damit eine Superzelle bu¨ndig (ohne
unterschiedlich hohe Oberfla¨chen) an die ihre na¨chste Repra¨sentation anschließt:
• Es werden zwei Stufenkanten berechnet, eine auf- und eine absteigende, so
daß insgesamt kein Ho¨henunterschied entsteht.
• Es wird eine hoch indizierte Oberfla¨che berechnet, also eine leicht geneig-
te Oberfla¨che, auf der die parallelen Stufenkanten eine unendliche Treppe
bilden.
Im ersten Fall entha¨lt jede Superzelle zwei Stufenkanten, was folgende gravieren-
den Nachteile hat: zum einen muß die Superzelle in der Raumrichtung parallel
zur Oberfla¨che und senkrecht zur Stufenkante doppelt so lang gewa¨hlt werden,
um zwei Stufenkanten und den dazwischenliegenden Terrassen Platz zu bieten.
Zum anderen sind ‘gegenu¨berliegende’ Stufenkanten verschiedenartig, was die
unabha¨ngige Energiebetrachtung fu¨r verschiedene mo¨gliche Stufenkanten erheb-
lich erschwert. Im zweiten Fall gestaltet sich hingegen der Aufbau der Superzel-
le schwieriger, da die Oberfla¨chennormale der Si(111)-Oberfla¨che nicht mit der
Oberfla¨chennormalen der gewa¨hlten Superzelle zusammenfa¨llt und die Gitter-
ebenen somit ‘schra¨g’ in der Superzelle liegen. Um die Superzelle u¨berhaupt auf
eine berechenbare Gro¨ße zu beschra¨nken und auch um die Auswertung der so
berechneten Energien zu vereinfachen, wurde der zweite Weg gewa¨hlt.
Die Superzelle wird durch die Vektoren b1, b2 und b3 aufgespannt. Dabei wird
der b3-Vektor stets senkrecht zur Terrassenfla¨che und der b2-Vektor entlang der
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Abbildung 4.7: Seitenansicht und Aufsicht der (112)-Stufenkante, hier abgeschnitten,
mit Siliziumatom an der Kante. Die Superzelle ist gestrichelt eingezeichet. Die schraf-
fierte Fla¨che stellt die Elementarzelle einer idealen Si(111)-Oberfla¨che dar. Jede Lage
ist um ein Drittel gegenu¨ber der daru¨berliegenden verschoben, so daß zwischen zwei
Stufenkanten keine ganze Anzahl Oberfla¨chenelementarzellen passt. Der Stufenabstand
wird durch den y-Vektor vorgegeben.
Stufenkante ausgerichtet. Der b1-Vektor ist parallel zur tatsa¨chlichen hoch indi-
zierten Oberfla¨che ausgerichtet, z.B. von einem Atom an einer Stufenkante zum
Repra¨sentanten dieses Atoms an der dazu parallelen benachbarten Stufe3. Die
La¨nge des b2-Vektors ist als Vielfaches des Gitterabstandes zweier Atome entlang
der Stufenkante, also in y-Richtung, zu wa¨hlen. Durch den b1-Vektor wird die
Terrassenla¨nge festgelegt. Er zeigt von einem Atom einer Terrasse zu seinem Re-
pra¨sentanten in der na¨chsten. Es ist mo¨glich, diesen Vektor senrecht zur Kante zu
wa¨hlen, dies schra¨nkt jedoch die Wahl mo¨glicher Terrassenla¨ngen ein4. Um in der
b3-Richtung Periodizita¨t zu erzielen, werden, wie bei Oberfla¨chenrechnungen mit
periodischen Randbedingungen u¨blich, stets zwei gegenu¨berliegende Oberfla¨chen
berechnet, so daß sich periodisch Materialschichten, getrennt durch Vakuum, wie-
derholen, wie in Abb. 2.1 in der Mitte dargestellt. Zur Erleichterung der spa¨teren
Auswertungen, z.B. der Dichteinformationen in Bezug zur Terrassenoberfla¨che,
wurde dieser Vektor, wie bereits erwa¨hnt, senkrecht zur Terrassenebene gewa¨hlt.
Die La¨nge dieses Vektors ist dadurch bestimmt, wieviele Materialschichten in
die Tiefe berechnet werden und wieviel Vakuum u¨ber den Oberfla¨chen no¨tig ist,
um auszuschliessen, daß sich die Oberfla¨chen, sowohl u¨ber das Vakuum als auch
durch die Materialschicht, gegenseitig beeinflussen. Indem man die Zelle inver-
sionssymmetrisch aufbaut, wird die Berechnung der zwei Oberfla¨chen wiederum
vereinfacht, da so die Zahl der Freiheitsgrade der beweglichen Atome halbiert
wird.
Es ist wu¨nschenswert, mit mo¨glichst kleinen Superzellen zu rechnen, da sich
die Gro¨ße der Zelle und die Anzahl der zu berechnenden Atome stark auf die
Rechenzeit auswirken. Gleichzeitig ist es aber no¨tig, die Zelle groß genug zu
3Somit fa¨llt b2 mit der y-Richtung, und b3 mit der z-Richtung zusammen.
4Je nach Ausrichtung der Kante kommen dann nur gerade bzw. nur ungerade Terras-
senla¨ngen in Frage.
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Abbildung 4.8: Seitenansicht und Aufsicht der (112)-Stufenkante, wieder mit Siliziu-
matom an der Kante.
wa¨hlen, um qualitativ brauchbare Resultate zu erhalten. Dabei lassen sich zur
Abscha¨tzung der ‘Ho¨he’ der Superzelle, also der La¨nge des b3-Vektors, und zum
no¨tigen Abstand zwischen zwei Stufenkanten Erfahrungswerte aus anderen Rech-
nungen, beispielsweise Berechnungen von Adatomen, heranziehen. Als Terras-
senla¨nge wurden dabei vier Doppelreihen Atome gewa¨hlt, die Oberfla¨chen wur-
den durch 6 Lagen Bulkmaterial voneinander getrennt. Um die Zelle nicht unbe-
rechenbar groß werden zu lassen, war es nach Vorgabe dieser Parameter no¨tig, die
Gitterkonstante der Zelle in b2-Richtung mo¨glichst klein zu wa¨hlen. Als praktika-
bles Maximum erwies sich dabei eine La¨nge von drei Kantenatomen. Dies wu¨rde
bedeuten, daß jedes dritte Atom der Kante das gleiche Atom repra¨sentiert, der
Kante wu¨rde also eine ku¨nstliche Dreier-Periodizita¨t aufgezwungen.
Bei ersten Berechnungen zeigte sich dann, daß an der Kante ‘Dimerisierungen’
auftraten, d.h. zwei benachbarte Atome bewegten sich aufeinander zu, um so
ihre freien Bindungen mo¨glichst abzusa¨ttigen. Durch die ku¨nstlich erzwungene
Periodizita¨t ergab sich, daß das dritte Kantenatom keinen Partner fand, da sich
die beiden anderen Atome, indem sie sich aufeinander zubewegten, von diesem
wegbewegt hatten. Dies fu¨hrte zu sichtlich unphysikalischen Ergebnissen, weshalb
in b2-Richtung eine andere La¨nge fu¨r die Superzelle gewa¨hlt wurde. Um die
bereits beobachteten Dimerisierungen weiterhin zuzulassen, wurde daher fu¨r diese
Gitterkonstante der doppelte Abstand zweier Kantenatome gewa¨hlt.
Bei genauerer Betrachtung der Terrassenla¨ngen ergibt sich, daß sich diese
nicht als ganzzahliges Vielfaches des Abstandes zweier Atomreihen in der Ebe-
ne ausdru¨cken lassen. Das liegt daran, daß die obere Doppellage gegenu¨ber der
darunterliegenden um ein Drittel dieses Abstandes verschoben ist. Somit sind die
Terrassenla¨ngen entsprechend verku¨rzt bzw. verla¨ngert. Dies muß bei den Be-
rechnungen der Oberfla¨chenenergien beru¨cksichtigt werden, da bei diesen gleich
große Oberfla¨chen verglichen werden mu¨ssen.
Aufgrund der Konstruktion der Zelle ist deren La¨nge in b1-Richtung kein
ganzzahliges Vielfaches der La¨nge der Einheitszelle des Gitters, was zu einer in-
kommensurablen Zahl von k-Punkten pro Einheitszelle fu¨hrt. Zur Berechnung der
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Abbildung 4.9: Verschiedene Ausgangspunkte fu¨r Strukturen an der (112)-
Stufenkante, von links nach rechts: Abgeschnitten mit Siliziumatom an der Kante,
Silizium an der Kante ersetzt durch Arsen, u¨berha¨ngendes Arsenatom.
Bulkeigenschaften, also der theoretischen Gitterkonstanten und der Referenzener-
gie fu¨r Bulk-Si, wird daher die k-Punktdichte angena¨hert, indem fu¨r die Zahl der
k-Punkte pro Einheitszelle die na¨chstliegende ganze Zahl gewa¨hlt wird. Wie den
Abbildungen 4.7 und 4.8 zu entnehmen ist, entspricht die laterale Ausdehnung
der Superzelle anna¨hernd 4×2 Einheitszellen der Oberfla¨che. Daher entsprechen
2×4×1 k-Punkte sehr gut der k-Punktdichte der Referenzrechnung. Die lateralen
Ausdehnungen der Superzellen, und somit die lateralen k-Punkttdichten der Stu-
fenrechnungen, weichen von der einer 4×2-Zelle um ±1/12, also ca. 8% ab. Wie
man Tabelle 4.1 entnehmen kann, liegt die Differenz der theoretischen Gitter-
konstanten fu¨r verschiedene k-Punktdichten im Promillebereich. Die Kra¨fte, die
sich aus der Abweichung der theoretischen Gitterkonstanten aufgrund der leicht
vera¨nderten k-Punktdichte ergeben, ko¨nnen daher vernachla¨ssigt werden.
4.3 Struktur der Stufenkanten
Bei der Struktur der Stufenkanten ist es no¨tig, sinnvoll erscheinende Strukturen
vorzugeben und diese relaxieren zu lassen. Ausgehend von der vorgegebenen Kon-
figuration findet das EStCoMPP-Programm das im Konfigurationsraum na¨chstlie-
gende lokale Minimum. Erst durch Vergleich der Energien dieser Konfigurationen
la¨ßt sich beurteilen, wie stabil diese Kantenstruktur tatsa¨chlich ist. Die Ergeb-
nisse der Rechnung sind also wesentlich von der Wahl sinnvoller Ausgangskon-
figurationen abha¨ngig. Wie bereits erwa¨hnt, wird dazu die oberste Doppellage
entlang einer Linie einfach abgeschnitten und die oberen Atome der darunter-
liegenden freiwerdenden Doppellage durch Arsenatome ersetzt. Je nachdem, an
welcher Stelle man die obere Doppellage dabei abschneidet, erha¨lt man entweder
eine Reihe Siliziumatome (in der zweiten Lage) oder Arsenatome (u¨berha¨ngend,
in der ersten Lage) an der Kante.
Die Atome an der Kante haben im Vergleich zu anderen Oberfla¨chenatomen
der gleichen Lage ein oder zwei na¨chste Nachbarn weniger. Es hat sich schon in
anderen Rechnungen gezeigt, daß energetisch gu¨nstige Konfigurationen oft dar-
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Abbildung 4.10: Verschiedene Ausgangspunkte fu¨r Strukturen an der (112)-
Stufenkante, von links nach rechts: Abgeschnitten mit Siliziumatom an der Kante,
Silizium an der Kante ersetzt durch Arsen, u¨berha¨ngendes Arsenatom.
an erkennbar sind, daß sa¨mtliche Valenzbindungen abgesa¨ttigt sind, jedes Atom
also so viele freie Nachbarn findet, daß es Edelgaskonfiguration erreicht. Bei den
beteiligten Atomsorten Silizium und Arsen ist dabei von kovalenten Bindungen
auszugehen. Das heißt, Siliziumatome werden idealerweise vier na¨chste Nachbarn
haben und Arsenatome drei, wie dies auch bei der Arsen-terminierten Si(111)-
Oberfla¨che der Fall ist.
Da die an den Kanten gelegenen Siliziumatome zu wenige na¨chste Nachbarn
haben, wurden auch Kantenstrukturen berechnet, bei denen diese Atome durch
Arsenatome ersetzt wurden. Wa¨hrend Arsenatome in der unteren Schicht einer
Doppellage u¨blicherweise nicht vorkommen, erscheint ihre Position an der Kante
energetisch gu¨nstig, da sie dort ihre optimale Koordinationszahl leichter erreichen
ko¨nnen als Siliziumatome in der gleichen Position.
Wir haben also drei verschiedene Konfigurationen der Stufenkanten gerechnet,
und zwar fu¨r beide Kantennormalen (112) und (112):
(1) Kante mit exponiertem Si-Atom in der 2. Lage.
(2) Kante mit u¨berha¨ngendem As-Atom.
(3) Kante mit As-Atom in der 2. Lage, an Stelle des exponierten Si in (1).
Die verschiedenen Kantenstrukturen wurden jeweils relaxiert, bis Konvergenz
der Kra¨fte bis auf 10−4 Ry/a.u. eintrat. Die relaxierte Struktur ist in den folgen-
den Diagrammen und Tabellen angegeben. Um die Identifizierung der Atome zu
erleichtern, wurden sie zusa¨tzlich nummeriert. Im unteren Teil jedes Bildes sind
die Elektronendichten durch Iso-Fla¨chen dargestellt, um Bindungen zwischen den
Atomen zu verdeutlichen. Bei den angedeuteten Bindungen in den oberen Bildtei-
len ist tatsa¨chlich eine erho¨hte Elektronendichte zwischen den jeweiligen Atomen
vorhanden, so daß dort von kovalenten Bindungen ausgegangen werden kann.
Wie oben bereits erwa¨hnt, beziehen sich die Auslenkungen δ auf die Ver-
schiebung gegenu¨ber einer Position im idealen Gitter. Sie sind in Prozent der
Gitterkonstanten (‘%a’) angegeben. Na¨chstnachbarabsta¨nde sind in Prozent des
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Na¨chstnachbarabstandes (‘%d’) im idealen Gitter angegeben, um den Vergleich
von Bindungsla¨ngen untereinander zu erleichtern. Bei diesen Angaben ist zu
beru¨cksichtigen, daß schon bei der Arsen-terminierten glatten Si(111)-Oberfla¨che
die Atome der obersten Lagen gegenu¨ber der idealen Gitterposition verscho-
ben sind. Aus Symmetriegru¨nden treten dabei jedoch nur Verschiebungen in z-
Richtung auf, die zudem fu¨r alle Atome einer Lage gleich sind. Dabei ist die
Arsenlage um 3.96%a nach oben verschoben (δz∗,∗,1 = 3.96), die darunterliegende
Siliziumlage (in der gleichen Doppellage) um 0.4%a nach unten (δz∗,∗,2 = −0.4),
in der na¨chsten Siliziumlage ist die Verschiebung nur noch 0.11%a nach unten
(δz∗,∗,3 = −0.11), die vierte Lage wurde bei der Berechnung der reinen Arsen-
terminierten Siliziumoberfla¨che festgehalten. Dies fu¨hrt zu einer Bindungsla¨nge
von d∗,∗,1/∗,∗,2 = 103.79%d zwischen Arsenatomen der obersten und Siliziumato-
men der darunterliegenden Lage. Diese Bindungen schließen miteinander, sowohl
am Arsen als auch am Siliziumatom, einen Winkel von 103.74◦ ein. Die Bindun-
gen der Siliziumatome der zweiten mit denen der dritten Lage haben eine La¨nge
d∗,∗,2/∗,∗,3 = 99.31%d und schließen am oberen Siliziumatom einen Winkel von
114.79◦ mit den Si-As Bindungen in der ersten Doppellage ein.
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4.3.1 Die (112) Stufe mit Siliziumatom an der Kante
Diese Stufenkante ergibt sich durch ‘Abschneiden’ der Oberfla¨che nach einer Rei-
he (in y-Richtung nebeneinanderliegender) Siliziumatome aus der zweiten Lage.
Auf der tiefer liegenden Terrasse werden die Oberfla¨chenatome (in der dritten
Lage) durch Arsenatome ersetzt. Im Fall der (112)-Kante sind die an der Kante
gelegenen Siliziumatome dreifach koordiniert: sie besitzen je zwei Bindungen zu
Arsenatomen aus der ersten Lage und eine zu den Siliziumatomen unter ihnen.
Sie erreichen somit aufgrund ihrer Koordination keine Edelgaskonfiguration.
Abb. 4.11 zeigt die relaxierte Konfiguration, Tabelle 4.3 zeigt einen Auszug
der Koordinaten und Bindungswinkel aus Anhang A. Nach Relaxation aus der
Ausgangslage und Erreichen des energetischen Minimums zeigt sich, daß an der
Kante Symmetriebrechung auftritt: jedes zweite Kantenatom bewegt sich sicht-
bar in die Kante hinein, bis seine na¨chsten Nachbarn nahezu in einer Ebene
angeordnet sind, die drei Bindungen an diesem Atom liegen dabei nahezu im
120◦ Winkel. In dieser Bindungsanordnung ist das Atom nahezu sp2-hybridisiert,
wobei die hybridisierten Orbitale in Richtung der Bindungen ausgerichtet sind.
Das nicht hybridisierte p-Orbital ist dabei senkrecht zur Bindungsebene ausge-
richtet und energetisch ungu¨nstiger als die sp2-Orbitale. Auch die verku¨rzten
Bindungsla¨ngen an diesem Siliziumatom stehen mit der sp2-Hybridisierung in
Einklang, da sp2-Orbitale aufgrund des ho¨heren s-Anteils zu einer ku¨rzeren Bin-
dungsla¨nge im Vergleich zu sp3-Orbitalen fu¨hren. Wa¨hrend der Abstand zum
Siliziumatom mit 98.2% des Na¨chstnachbar-Abstandes im Bulk nur geringfu¨gig
von der typischen Si-Si-Bindungsla¨nge abweicht, ist die Verku¨rzung der Si-As-
Bindung auf 98.6% gegenu¨ber sonst beobachteten Werten um 104% deutlich.
Wenn nun diese Konfiguration gu¨nstiger ist als eine Position na¨her der ur-
spru¨nglichen Gitterposition, ist zu kla¨ren, warum sie nur von jedem zweiten Kan-
tenatom eingenommen wird. Bei genauerer Betrachtung der Elektronendichte an
diesen Atomen fa¨llt auf, daß das nicht hybridisierte p-Orbital nicht besetzt ist.
Dieses ragt senkrecht aus der Ebene der Bindungen heraus und eine entspre-
chende Auspra¨gung in der Elektronendichte ist nicht zu beobachten. Das vierte
Elektron steht also den anderen Siliziumatomen an der Kante zur Verfu¨gung, so
daß diese mit fu¨nf Elektronen und drei kovalenten Bindungen Edelgaszustand
erreichen ko¨nnen. Dies zeigt sich auch am Backbond des Siliziumatoms, der von
der Auspra¨gung her eher den Backbonds der Arsenatome in der Oberfla¨che ent-
spricht. Auch entspricht die Anordnung der na¨chsten Nachbarn, und somit der
Bindungen an diesen Atomen, noch am ehesten einer sp3-Hybridisierung und der
entsprechenden Tetraederanordnung, wie sich an den Bindungswinkeln ablesen
la¨ßt: Die Winkel zwischen der Bindung zum daruntergelegenen Siliziumatom und
der zu einem der schra¨g dahinterliegenden Arsenatome aus der ersten Lage be-
tragen ca. 108.1◦, liegen also nahe am Tetraederwinkel. Der Winkel zwischen den
Bindungen zu den Arsenatomen betra¨gt nur 100.5◦. Dieser kleine Winkel kommt
im wesentlichen durch die gro¨ßere Bindungsla¨nge der Silizium-Arsen-Bindung
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Abbildung 4.11: Seitenansicht und Aufsicht der (112)-Stufenkante mit Siliziumatom
an der Kante. Arsenatome sind dunkel dargestellt. Zur besseren Identifizierung sind die
Atome zusa¨tzlich nummeriert. In den unteren Bildern sind Isofla¨chen der Elektronen-
dichte dargestellt.
zustande. Zusa¨tzlich bewegen sich die Arsenatome leicht vom sp2-hybridisierten
Siliziumatom weg, was den Winkel am sp3-hybridisierten Siliziumatom zusa¨tzlich
verkleinert.
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Atom δx δy δz δ Bindungsla¨nge
79 79-59 79-67 79-65
-1, 1, 1 As -3.09 -0.46 2.28 3.87 102.15 98.54 104.66
73 73-53 73-67 73-65
-1, -1, 1 As -3.19 0.58 2.31 3.98 102.08 98.64 104.65
67 67-79 67-73 67-45
0, 2, 2 Si -13.48 0.06 -4.10 14.09 98.54 98.64 98.23
65 65-79 65-73 65-37
0, 0, 2 Si 1.43 0.02 2.04 2.49 104.66 104.65 100.60
45 45-67 45-31 45-21 45-29
0, 2, 3 Si 2.13 0.02 -0.37 2.16 98.23 102.75 100.26 100.22
37 37-65 37-23 37-21 37-29
0, 0, 3 Si 0.39 0.01 1.79 1.83 100.60 100.33 100.60 100.58
Atom Winkel
79 59-79-67 59-79-65 67-79-65
-1, 1, 1 As 90.78 112.95 111.08
73 53-73-67 53-73-65 67-73-65
-1, -1, 1 As 90.72 113.06 110.84
67 79-67-73 79-67-45 73-67-45
0, 2, 2 Si 114.37 122.63 122.80
65 79-65-73 79-65-37 73-65-37
0, 0, 2 Si 100.47 108.10 108.13
45 67-45-31 67-45-21 67-45-29 31-45-21 31-45-29 21-45-29
0, 2, 3 Si 86.08 117.19 117.11 109.85 109.89 113.08
37 65-37-23 65-37-21 65-37-29 23-37-21 23-37-29 21-37-29
0, 0, 3 Si 113.20 110.31 110.35 108.96 108.90 104.75
Tabelle 4.3: Koordinaten und Bindungswinkel der (112)-Stufe mit exponiertem Si.
Wesentlich direkter wirkt sich die Verschiebung des sp2-hybridisierten Sili-
ziumatoms (Nummer 67 in Abb. 4.11) aber auf die Bindungswinkel an dessen
direkten Nachbarn aus. Da das Atom mit den Arsenatomen der ersten Lage (73
und 79) und dem unter ihm liegenden Siliziumatom (45) in einer Ebene liegt, ver-
kleinert sich der Winkel zu den jeweils dahinter gelegenen Atomen (53 und 59,
bzw. 31) auf 90.75◦ an den Arsenatomen und sogar auf 86.1◦ am Siliziumatom.
4.3.2 Die (112)-Stufe mit Arsenatom an der Kante
Ausgehend von der U¨berlegung, daß die Atome kovalente Bindungen mit ihren
na¨chsten Nachbarn ausbilden, ist offensichtlich, daß Siliziumatome, die idealer-
weise vier na¨chste Nachbarn haben, an der Kante in einer ungu¨nstigeren Position
68 KAPITEL 4. STUFENKANTEN
80
74
80
74
80
72
70
72
70
72
70
68
66
68
66
68
66
84
78
84
82
78
76
84
82
76
82
46
38
46
38
46
38
30
22
30
22
30
22
64
58
62
64
32
56
58
24
62
64
32
60
56
24
54
62
32
60
24
54
60
54
19
13
19
13
19
52
50
44
48
42
52
40 7
50
44
48 3
42
52
40 7
50
48 3
40 7
32
24
32
34
24
1626
32
1
1034
24
12
36
1626
1
28
1034
12
36
1626
1
28
10
36
28
7
3
7
5
3
1
7
5
27
1
35
5
9
2
17
5
35
11
9
2
17
5
35
11
9
17
5
6
2
6
8
2
4
6
8
51
4
43
8
51
43
51
20
14
20
14
20
25
33
25
23
33
31
25
23
33
31
63
23
57
31
63
57
63
21
9
21
9
21
9
39
47
9
39
1
47
9
39
1
47
9
37
45
37
45
37
45
83
77
83
77
83
65
67
65
67
65
67
53
59
53
59
61
53
5
59
61
5
61
69
71
69
71
69
71
81
75
81
83
75
77
81
83
77
79
83
73
79
73
79
55
41
27
12
40
54
74
69
7737
57
43
9
10
344
2458
38
70
73
53
67
39
6129
920
3511
828
1342
2256
8
66
60
80
75
7155
834541
6331
518
151
626
75240
326454
4684
2
9
9
5
47
133
146
7
36
950
3062
882
81
61
9
23
4
5
34
8
60
78
25
2
76
83 77 83
81 75
39 47 39
53 59 53
73 79 73
37 45
69 71
67 65 67
77 83
81 75 81
59 53
79 73
66
28
11
54
20
40
84
29
26
64
73
1
52
70
41
8
38
82
55
31
10
15
24
62
75
45
3
50
68
71
43
6
66
36
80
57
33
28
17
22
60
77
47
11
13
54
48
59
20
21
18
40
84
34
79
29
35
26
5
64
73
72
67
49
1
52
46
41
61
8
23
16
9
82
32
55
31
81
37
15
24
7
62
75
45
69
51
3
50
68
71
63
6
25
36
30
33
83
39
17
19
60
77
47
53
48
59
21
27
34
79
65
5
49
61
23
9
32
81
37
7
69
25
83
39
53
Abbildung 4.12: Seitenansicht und Aufsicht der (112)-Stufe mit Arsen an der Kante.
sind als Arsenatome, die nur drei na¨chste Nachbarn beno¨tigen, um Edelgaskonfi-
guration zu erreichen. Somit sind Arsenatome nicht nur auf der Oberfla¨che, son-
dern auch an der (112)-Kante ideal koordiniert. Da in dieser Struktur sa¨mtliche
Atome ideal koordiniert sind, sind auch die Verschiebungen der Atome gegenu¨ber
den idealen Gitterpositionen vergleichsweise klein, wie sich Tabelle 4.4 entnehmen
la¨ßt. Die relaxierte Struktur zeigt, wie in Abb. 4.12 zu sehen, keine Symmetrie-
4.3. STRUKTUR DER STUFENKANTEN 69
Atom δx δy δz δ Bindungsla¨nge
79(73) 79-59 79-71 79-69
-1, 1, 1 As -3.16 0.01 3.66 4.83 101.74 106.61 106.61
59(53) 59-75 59-81 59-79 59-47
-3, 1, 2 Si -1.79 0.01 -1.49 2.33 103.33 103.33 101.74 98.54
71(69) 71-79 71-73 71-45
0, 2, 2 As 1.33 0.02 1.93 2.34 106.61 106.60 101.97
45(37) 45-71 45-31 45-21 45-29
0, 2, 3 Si 0.18 0.01 1.09 1.11 101.97 100.34 101.17 101.17
65(67) 65-21 65-63 65-57
3, 1, 3 As 1.38 0.01 4.62 4.82 102.90 103.42 103.43
Atom Winkel
79(73) 59-79-71 59-79-69 71-79-69
-1, 1, 1 As 109.11 109.10 99.97
59(53) 75-59-81 75-59-79 75-59-47 81-59-79 81-59-47 79-59-47
-3, 1, 2 Si 104.41 101.71 116.47 101.72 116.46 114.01
71(69) 79-71-73 79-71-45 73-71-45
0, 2, 2 As 99.97 109.63 109.65
45(37) 71-45-31 71-45-21 71-45-29 31-45-21 31-45-29 21-45-29
0, 2, 3 Si 112.67 108.23 108.21 109.97 109.98 107.62
65(67) 21-65-63 21-65-57 63-65-57
3, 1, 3 As 103.12 103.11 104.27
Tabelle 4.4: Koordinaten und Bindungswinkel der (112)-Stufe mit As-Kantenatom in
der 2. Lage.
brechung: die Verschiebungen der einzelnen Atome waren mit den in y-Richtung
neben ihnen liegenden im Rahmen der Rechengenauigkeit identisch.
Die Verschiebungen der Atome gegenu¨ber der Ausgangsposition sind vor al-
lem auf die la¨ngeren As-As Bindungen der Kantenatome mit den Arsentatomen
der ersten Ebene in der dahintergelegenen Reihe zuru¨ckzufu¨hren. Diese La¨nge ist,
wie zu erwarten, mit 106.6%d deutlich la¨nger als As-Si-Bindungen. Aus geome-
trischen Gru¨nden fu¨hrt eine Vergro¨ßerung des As-As Abstandes zu einer Verklei-
nerung der Winkel dieser Bindungen zueinander, sonst wu¨rden die Arsenatome
vermutlich einen noch gro¨ßeren Abstand voneinander einnehmen. Eine weitere
Auswa¨rtsrelaxation des As-Atoms an der Kante zersto¨rt auch die Tetraederkonfi-
guration des darunterliegenden Si-Atoms (Atom 45 bzw.37) und wu¨rde damit zu
einer Energieerho¨hung fu¨hren. Aufgrund der Geometrie ist der Winkel der As-As
Bindungen an den Kantenatomen (69, 71) und den dahinterliegenden Arsenato-
men (73, 79) gleich und betra¨gt 99.97◦. Diese As-terminierte Stufenkante ist die
stabilste (112)-Stufenkante, siehe Kap. 4.4.
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Abbildung 4.13: Seitenansicht und Aufsicht der (112)-Stufe mit u¨berha¨ngendem Arsen
an der Kante.
4.3.3 Die (112) Stufenkante mit u¨berha¨ngendem Arsen
Wie in Abbildung 4.13 zu sehen ist, wird bei dieser Konfiguration die obere
Terrasse, entgegen den vorhergehenden Strukturen, nach einer Atomreihe in der
ersten Ebene abgeschnitten. In der unteren Terrasse wird die Reihe der vor den
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Atom δx δy δz δ Bindungsla¨nge
83(75) 83-59 83-71 83-69
-1, 1, 1 As 4.23 0.01 1.66 4.54 104.85 104.10 104.10
81(73) 81-71 81-65 81-67
2, 2, 1 As 7.06 -0.01 -18.42 19.73 103.80 109.97 110.00
71(69) 71-83 71-75 71-81 71-45
0, 2, 2 Si 2.94 0.01 -4.30 5.21 104.10 104.10 103.80 97.70
45(37) 45-71 45-31 45-21 45-29
0, 2, 3 Si -1.31 0.00 -3.10 3.36 97.70 97.85 99.47 99.47
65(67) 65-81 65-73 65-21 65-63
3, 1, 3 Si -5.08 -0.00 8.50 9.90 109.97 110.00 101.04 112.07
65(67) 65-57
3, 1, 3 Si -5.08 -0.00 8.50 9.90 112.02
Atom Winkel
83(75) 59-83-71 59-83-69 71-83-69
-1, 1, 1 As 103.04 103.05 103.32
81(73) 71-81-65 71-81-67 65-81-67
2, 2, 1 As 99.77 99.73 95.87
71(69) 83-71-75 83-71-81 83-71-45 75-71-81 75-71-45 81-71-45
0, 2, 2 Si 103.32 114.88 114.06 114.92 114.07 96.16
45(37) 71-45-31 71-45-21 71-45-29 31-45-21 31-45-29 21-45-29
0, 2, 3 Si 112.27 104.13 104.12 112.67 112.66 110.34
65(67) 81-65-73 81-65-21 81-65-63 81-65-57 73-65-21 73-65-63
3, 1, 3 Si 95.87 102.38 79.31 153.69 102.39 153.70
65(67) 73-65-57 21-65-63 21-65-57 63-65-57
3, 1, 3 Si 79.31 103.89 103.91 93.56
Tabelle 4.5: Koordinaten der (112)-Stufe mit u¨berha¨ngendem As.
Kantenatomen liegende Siliziumatome nicht durch Arsenatome ersetzt, obwohl
die daru¨berliegenden Siliziumatome entfernt wurden. Die freien Bindungen dieser
Siliziumatome stehen den Arsenatomen an der Kante daher zur Verfu¨gung. Diese
Konfiguration la¨ßt sich auch so auffassen, daß in einer der vorher diskutierten
Strukturen die Kantenatome entfernt wurden.
Aufgrund der fehlenden Atomreihe mu¨ssen die Kantenatome sich sehr weit
nach vorne bewegen, um mit den Siliziumatomen der unteren Terrasse eine Bin-
dung einzugehen. Dabei ‘ziehen’ sie so stark an den hinter ihnen gelegenen Ato-
men der oberen Terrasse, daß sich diese Verzerrung deutlich sichtbar in die Terras-
se hinein fortsetzt. Dieser Effekt wird sogar noch versta¨rkt, da die Kantenatome
sich zudem nach unten auf die Si-Atome der 3. Lage zubewegen, bis sie sogar
unterhalb der 2. Atomlage sind, wie der Tabelle 4.5 zu entnehmen ist. Auch um
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Abbildung 4.14: Seitenansicht einer ganzen Terrasse der (112)-Stufenkante mit
u¨berha¨ngendem Arsenatom an der Kante. Wie deutlich zu sehen ist, setzt sich die
strukturelle Verzerrung u¨ber die gesamte Oberfla¨che fort.
den Bindungswinkel zwischen dem Kantenatom und dem unter ihm gelegenen
Siliziumatom (81-71-45) nicht zu klein werden zu lassen, bewegt sich das hinter
dem Kantenatom gelegene Si-Atom nach vorne. Von dieser Verzerrung ist daher
die gesamte Terrassenbreite betroffen, wie in Abb. 4.14 zu beobachten ist. Es
ist aufgrund dessen nicht auszuschließen, daß sich in dieser Rechnung die Stufen
gegenseitig beeinflussen, da unklar ist, inwieweit die Verschiebung der Atome 57
und 63 auf die Verzerrung der Terrasse zuru¨ckzufu¨hren ist, also auf die u¨ber die
Bindungen 63-87 bzw. 57-79 vermittelten Kra¨fte, und wie stark sich das wiederum
auf die Atome 65 bzw. 67 und somit auf die na¨chste Stufe auswirkt.
Außerdem fu¨hren die fehlenden Atome auch zu einer vera¨nderten Topolo-
gie: die Kantenatome beno¨tigen je zwei Bindungspartner, die Siliziumatome der
unteren Terrasse (65, 67) bieten jedoch nur einem der beiden na¨chstgelegenen
Kantenatome (73, 81) eine freie Bindung an. In der Endkonfiguration sind die
Siliziumatome 65 und 67 schließlich fu¨nffach koordiniert. Atom 65 hat Bindun-
gen zu den Kantenatomen 73 und 81 sowie zu den Atomen 21, 57 und 63 aus
der vierten Ebene. Anstatt zu nur einem, baut es also zu zwei Kantenatomen
eine Bindung auf. Die resultierende fu¨nffache Koordination dieser Atome sowie
die Geometrie ihrer Anordnung, die am ehesten einer vierseitigen Pyramide ent-
spricht, ist nur unter Zuhilfenahme ihrer unbesetzten d-Orbitale zu erkla¨ren. Dies
erkla¨rt auch die vergleichsweise großen Bindungsla¨ngen dieser Atome, die zu den
Kantenatomen 110% und zu den Siliziumatomen 57 und 63 sogar 112% der Bin-
dungsla¨nge im Bulk betragen. Die Anteile der energetisch ungu¨nstigen d-Orbitale
heben allerdings auch die Energie der elektronischen Wellenfunktionen, an denen
sie beteiligt sind, an. Dies la¨ßt sich z.B. anhand der gefundenen Bandlu¨cke beob-
achten, die fu¨r diese Rechnung sehr klein war.
Aufgrund der ungu¨nstig koordinierten Siliziumatome ist es denkbar, daß hier
nur ein lokales Minimum gefunden wurde, und, ausgehend von einer anderen
Ausgangsposition, eine energetisch gu¨nstigere Struktur gefunden werden kann.
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4.3.4 Die (112) Stufenkante mit Siliziumatom an der Kan-
te
Die (112)-Kanten schließen mit den (112)-Kanten einen Winkel von 120◦ ein,
bzw. liegen ihnen gegenu¨ber. Wie zuvor wurden auch hier drei Fa¨lle betrachtet:
Abschneiden nach einer Reihe Siliziumatome in der zweiten Ebene, Ersetzen der
Kantenatome durch Arsenatome und schließlich Abschneiden nach einer Reihe
Arsenatome aus der ersten Ebene.
In Abbildung 4.15 ist die relaxierte Struktur zu sehen. Einige der zugeho¨rigen
Koordinaten und Bindungswinkel sind in Tabelle 4.6 enthalten. Vollsta¨ndige Ta-
bellen der Koordinaten, Bindungswinkel und Na¨chstnachbarabsta¨nde finden sich
in Anhang A. In diesem Fall haben die Atome der zweiten Ebene im Gegensatz
zur (112)-Kante nur eine Bindung zu hinter ihnen liegenden Atomen und zwei zu
Atomen der vor ihnen liegenden Reihe in der obersten Ebene. Wird die Ebene also
nach einer Reihe Siliziumatome abgeschnitten, ist es dazu no¨tig, zwei Bindungen
pro Kantenatom zu trennen, im Gegensatz zu nur einer im Fall der (112)-Kante.
Ein Kantenatom ist also in der Ausgangslage zuna¨chst nur zweifach koordiniert.
Ein Siliziumatom in dieser Position beno¨tigt also zwei zusa¨tzliche Elektronen,
z.B. durch kovalente Bindungen zu Nachbaratomen, um Edelgaskonfiguration zu
erreichen. In der Ausgangsposition sind die neben ihm liegenden Kantenatome zu
weit entfernt, um Bindungen zu bilden. Allerdings sind in dieser Position nur zwei
Bindungen, die zu den hinter ihnen liegenden Arsenatomen der oberen Terrasse
und die zu den unter ihnen liegenden Siliziumatomen, vorgegeben, was besonders
in y-Richtung eine gro¨ßere Flexibilita¨t gestattet.
Diese Flexibilita¨t nutzen die Siliziumatome, indem sich je zwei Kantenatome
aufeinander zu bewegen und dimerisieren. Somit ist jedes dieser Atome dreifach
koordiniert, allerdings bleibt eine Bindung frei. Es la¨ßt sich weiter beobachten,
daß diese Atome keine symmetrischen Positionen einnehmen. Wa¨hrend einige
Kantenatome (67) bei dieser Dimerisierung die Bindungsla¨ngen zu den hinter
ihnen liegenden Arsenatomen (79) und den unter ihnen liegenden Siliziumatomen
(63) im wesentlichen beibehalten und somit um die durch diese Atome verlaufende
Achse kippen, bewegt sich jedes zweite der Kantenatome (65) zusa¨tzlich weiter
in die Ebene seiner Bindungspartner hinein. Es la¨ßt sich hier ein a¨hnlicher Effekt
wie schon bei den Siliziumatomen an der (112)-Kante beobachten: Jedes zweite
Si-Atom bildet sp2-hybridisierte Orbitale aus. Das verbleibende p-Orbital wird
nicht besetzt, das entsprechende Elektron wandert stattdessen zum benachbarten
Kantenatom, das so Edelgaskonfiguration erreichen kann. Auch hier la¨ßt sich
wieder beobachten, daß das sp2-hybridisierte Siliziumatom ku¨rzere Bindungen zu
seinen Nachbarn ausbildet und nahezu in einer Ebene mit seinen Bindunspartnern
liegt, die etwa im 120◦-Winkel zueinander angeordnet sind.
Durch die Dimerisierung und die damit verbundene Verschiebung der Kanten-
atome werden die Bindungswinkel an den benachbarten Atomen verzerrt, so daß
diese keine Tetraederkonfiguration mehr einnehmen ko¨nnen. Bei den zusa¨tzlich
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Abbildung 4.15: Seitenansicht und Aufsicht der (112)-Stufenkante mit Siliziumatom
an der Kante, analog zu Abb. 4.11.
einwa¨rts verschobenen Kantenatomen (65) bzw. ihren Nachbarn (73) und (61)
tritt eine besonders starke Verzerrung aus der Tetraederkonfiguration auf, die
an den Bindungswinkeln in Tabelle 4.6 abzulesen ist. Aufgrund der Verzerrung
der Bindungswinkel und da nur jedes zweite Kantenatom Edelgaskonfiguration
erreicht ist diese Stufenkante energetisch ungu¨nstig.
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Atom δx δy δz δ Bindungsla¨nge
79 79-67 79-59 79-53
-2, 2, 1 As -2.99 0.21 4.78 5.64 103.55 103.39 102.25
73 73-65 73-59 73-53
-2, 0, 1 As -3.49 -1.24 3.95 5.42 99.90 104.17 103.57
67 67-79 67-65 67-63
0, -2, 2 Si -5.09 12.20 0.05 13.22 103.55 97.05 101.02
65 65-73 65-67 65-61
0, 0, 2 Si -13.87 -18.07 -7.32 23.93 99.90 97.05 99.23
63 63-67 63-55 63-31 63-23
0, -2, 3 Si 0.24 1.12 1.38 1.79 101.02 101.63 100.11 100.94
61 61-65 61-49 61-31 61-23
0, 0, 3 Si 0.72 -0.44 -0.38 0.93 99.23 100.59 101.31 100.46
Atom Winkel
79 67-79-59 67-79-53 59-79-53
-2, 2, 1 As 112.24 91.40 102.55
73 65-73-59 65-73-53 59-73-53
-2, 0, 1 As 110.15 77.05 106.49
67 79-67-65 79-67-63 65-67-63
0, -2, 2 Si 98.73 116.57 95.80
65 73-65-67 73-65-61 67-65-61
0, 0, 2 Si 114.66 125.61 118.19
63 67-63-55 67-63-31 67-63-23 55-63-31 55-63-23 31-63-23
0, -2, 3 Si 116.66 97.42 118.28 109.17 107.05 107.24
61 65-61-49 65-61-31 65-61-23 49-61-31 49-61-23 31-61-23
0, 0, 3 Si 126.07 79.06 115.58 110.15 110.58 109.73
Tabelle 4.6: Koordinaten und Bindungswinkel der (112)-Stufe mit exponiertem Si.
4.3.5 Die (112) Stufenkante mit ersetztem Arsenatom
Wie schon bei der (112)-Kante ist es auch fu¨r die (112)-Kante gu¨nstig, die Kan-
tenatome durch Arsenatome zu ersetzen. Diese beno¨tigen nur drei na¨chste Nach-
barn. Dies wird, wie schon bei den Siliziumatomen, durch Dimerisierung der
Kantenatome erreicht (Abb. 4.16). Die errechnete Endkonfiguration ist im Rah-
men der Rechengenauigkeit bezu¨glich der Ebenen zwischen den Kantenatomen
symmetrisch. Im Gegensatz zu den Siliziumatomen erreichen die Arsenatome an
der Kante (65 und 67) bereits durch die Dimerisierung und die so erzielte drei-
fache Koordination Edelgaskonfiguration. Die Arsen-Arsen Bindungen sind da-
bei, wie zu erwarten, deutlich la¨nger als As-Si Bindungen (siehe Tabelle 4.7).
Zu den hinter ihnen gelegenen Arsenatomen der oberen Terrasse (73 bzw. 79)
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Abbildung 4.16: Seitenansicht und Aufsicht der (112)-Stufenkante mit Arsenatom an
der Kante, analog zu Abb. 4.11.
betra¨gt die Bindungsla¨nge 106% des Na¨chstnachbarabstandes im Bulk, die Bin-
dungla¨nge zwischen zwei Kantenatomen betra¨gt sogar 107.5%. Die Bindung der
Kantenatome untereinander bildet einen Winkel von 103.3◦ mit der Bindung zum
Arsenatom der oberen Terrasse bzw. 103.6◦ mit der zum daruntergelegenen Si-
liziumatom. Der verbleibende Winkel ist 109.6◦. Die Bindungspartner befinden
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Atom δx δy δz δ Bindungsla¨nge
79 79-67 79-59 79-53
-2, 2, 1 As -2.66 -1.56 3.12 4.39 106.05 101.78 104.72
73 73-65 73-59 73-53
-2, 0, 1 As -2.57 1.54 3.11 4.32 106.05 101.74 104.67
67 67-79 67-65 67-63
0, 2, 2 As -2.00 -12.04 0.89 12.24 106.05 107.53 103.20
65 65-73 65-67 65-61
0, 0, 2 As -1.92 12.11 0.90 12.29 106.05 107.53 103.22
63 63-67 63-55 63-31 63-23
0, 2, 3 Si -0.27 -1.56 0.78 1.77 103.20 101.82 101.22 99.21
61 61-65 61-49 61-31 61-23
0, 0, 3 Si -0.04 1.58 0.80 1.77 103.22 102.11 101.33 99.30
Atom Winkel
79 67-79-59 67-79-53 59-79-53
-2, 2, 1 As 95.59 113.28 104.76
73 65-73-59 65-73-53 59-73-53
-2, 0, 1 As 95.65 113.50 104.55
67 79-67-65 79-67-63 65-67-63
0, 2, 2 As 103.27 109.51 103.58
65 73-65-67 73-65-61 67-65-61
0, 0, 2 As 103.23 109.62 103.61
63 67-63-55 67-63-31 67-63-23 55-63-31 55-63-23 31-63-23
0, 2, 3 Si 111.21 118.85 100.42 106.67 109.92 109.52
61 65-61-49 65-61-31 65-61-23 49-61-31 49-61-23 31-61-23
0, 0, 3 Si 111.28 118.74 100.31 107.03 110.28 108.95
Tabelle 4.7: Koordinaten und Bindungswinkel der (112)-Stufe mit As an der Kante.
sich also anna¨hernd in einer Tetraederkonfiguration. Allerdings fu¨hrt die Dimeri-
sierung und das entsprechende ‘Kippen’ der Kantenatome zueinander bei deren
Bindungspartnern zu sta¨rkeren Abweichungen von einer tetraedrischen Anord-
nung der Bindungspartner, wie sich Tabelle 4.7 entnehmen la¨ßt.
4.3.6 Die (112) Stufenkante mit u¨berha¨ngendem Arsena-
tom
Im Falle des u¨berha¨ngenden As-Atoms bei der (112)-Kante (Abb. 4.17 bzw. Ta-
belle 4.8) hat dieses zwei Bindungen zu Si-Atomen der Reihe hinter den Kanten-
atomen. Durch das Abschneiden der oberen Terrasse nach der As-Reihe wird also,
im Gegensatz zum u¨berha¨ngenden As-Atom an der (112)-Kante, nur eine Bin-
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Abbildung 4.17: Seitenansicht und Aufsicht der (112)-Stufenkante mit Arsenatom an
der Kante, analog zu Abb. 4.11.
dung getrennt. Zudem liegen die freien Bindungen der Si-Atome in der dritten
Ebene direkt vor den As-Atomen. Durch ‘Abkippen’ der As-Atome und Ausbilden
einer kovalenten Bindung zu den Si-Atomen ko¨nnen also sowohl die Kantenato-
me wie auch die Si-Atome ihre ideale Koordination erreichen. Wie schon bei der
(112)-Kante mit u¨berha¨ngenden As-Atomen mu¨ssen sich die Kantenatome dazu
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Atom δx δy δz δ Bindungsla¨nge
75(69) 75-63 75-59 75-53
-2, 2, 1 As 13.18 -0.00 -12.66 18.28 111.67 105.24 105.22
67(73) 67-57 67-53 67-51
-5, -1, 1 As 6.33 -0.01 2.27 6.73 104.82 107.13 104.81
63(61) 63-75 63-55 63-31 63-23
0, 2, 3 Si -3.45 0.00 3.21 4.71 111.67 109.27 100.23 100.23
55(49) 55-71 55-65 55-63 55-43
2, 2, 4 Si 1.07 0.01 4.11 4.25 104.66 104.67 109.27 103.08
53(59) 53-75 53-69 53-67 53-39
-3, -1, 2 Si 5.93 -0.01 -6.04 8.47 105.22 105.23 107.13 97.12
39(47) 39-53 39-31 39-29 39-21
-3, -1, 3 Si 0.15 -0.01 -4.40 4.40 97.12 99.18 98.96 98.96
31(23) 31-63 31-61 31-39 31-33
-1, -1, 4 Si 0.68 0.00 -1.55 1.69 100.23 100.23 99.18 98.85
Atom Winkel
75(69) 63-75-59 63-75-53 59-75-53
-2, 2, 1 As 98.94 98.92 101.78
67(73) 57-67-53 57-67-51 53-67-51
-5, -1, 1 As 104.14 102.33 104.14
63(61) 75-63-55 75-63-31 75-63-23 55-63-31 55-63-23 31-63-23
0, 2, 3 Si 136.64 101.26 101.25 103.48 103.49 109.10
55(49) 71-55-65 71-55-63 71-55-43 65-55-63 65-55-43 63-55-43
2, 2, 4 Si 102.55 113.10 111.74 113.10 111.70 104.89
53(59) 75-53-69 75-53-67 75-53-39 69-53-67 69-53-39 67-53-39
-3, -1, 2 Si 101.78 116.42 104.68 116.42 104.68 111.46
39(47) 53-39-31 53-39-29 53-39-21 31-39-29 31-39-21 29-39-21
-3, -1, 3 Si 97.75 110.34 110.35 113.25 113.22 111.19
31(23) 63-31-61 63-31-39 63-31-33 61-31-39 61-31-33 39-31-33
-1, -1, 4 Si 109.10 104.00 116.06 104.02 116.06 106.08
Tabelle 4.8: Koordinaten und Bindungswinkel der (112)-Stufe mit As an der Kante.
allerdings sehr weit nach vorn bewegen, was auch hier wieder zu Verzerrungen
u¨ber die gesamte Terrassenla¨nge fu¨hrt. Daher gilt auch hier, daß eine Beeinflus-
sung der Stufen untereinander vermutet werden muß, deren quantitative Auswir-
kungen, z.B. auf die Bindungsla¨nge zwischen den Si-Atomen 61 und 49, schwer
abzuscha¨tzen sind. Auch hier zeigen sich die Auswirkungen der ‘fehlenden’ Reihe
von Si-Atomen wieder durch vergleichsweise lange Bindungen an den Kantenato-
men, wie sich Tabelle 4.8 entnehmen la¨ßt. Besonders die Bindung zum Si-Atom
der dritten Gitterebene ist mit 111.7%d besonders lang.
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4.4 Energiebetrachtungen
Um zu vergleichen, welche der Stufenkanten energetisch am gu¨nstigsten ist und
wie gu¨nstig eine glatte Oberfla¨che gegenu¨ber einer mit Inseln ist, werden die
Energien der berechneten Systeme miteinander verglichen. Dabei ist wichtig, daß
die Systeme auch wirklich vergleichbar sind. Damit die Berechnungen nicht durch
Oberfla¨chenenergien verfa¨lscht werden, ko¨nnen nur Zellen mit gleicher (auf die
(111)-Ebene projizierter) Oberfla¨che beru¨cksichtigt werden. Zudem mu¨ssen ver-
gleichbare Zellen auch vergleichbare Anzahlen der jeweiligen Atomsorten ent-
halten. Dies ist bei den berechneten Zellen nicht der Fall, daher werden diese
Unterschiede durch Referenzenergien ausgeglichen. So wird, um den Einfluss un-
terschiedlich großer Oberfla¨chen zu kompensieren, die Oberfla¨chenenergie der Dif-
ferenz beider Oberfla¨chen mitberu¨cksichtigt. Dazu wird die Energie einer zuvor
berechneten idealen Arsen-terminierten Si(111)-Oberfla¨che benutzt.
Um die Auswirkung unterschiedlicher Anzahlen von Atomen zu beru¨cksichti-
gen, mu¨ssen auch die Energien entsprechender Referenzsysteme einbezogen wer-
den. Dazu ist zuna¨chst zu bedenken, mit welchem konkreten System verglichen
werden muß, woher also ein zusa¨tzliches Silizium- oder Arsenatom kommt bzw.
wohin ein u¨berschu¨ssiges Atom abwandert. Dabei wird von einer Oberfla¨che aus-
gegangen, die bis auf die von uns betrachtete Struktur eine ideale Arsen-bedeckte
Si(111)-Oberfla¨che ist. Die Energie einer beliebig strukturierten Oberfla¨che ist
dann die Summe der Energien der einzelnen Strukturen, solange angenommen
werden kann, daß sich die Strukturen nicht gegenseitig beeinflussen.
Damit der Austausch der Atome mit der Atmospha¨re u¨ber der Oberfla¨che
korrekt beru¨cksichtigt wird, mu¨ssen auch u¨ber diese Annahmen gemacht werden.
Um den experimentellen Bedingungen mo¨glichst gerecht zu werden, wird dazu
angenommen, daß die Arsenatome auf der Oberfla¨che mit As4-Moleku¨len in der
Atmospha¨re im Gleichgewicht stehen. Somit erha¨lt man als Referenzenergie fu¨r
Arsen die Energie eines Arsenatoms des As4-Moleku¨ls. Dabei ist allerdings zu
beru¨cksichtigen, daß sich je nach den experimentellen Bedingungen das chemi-
sche Potential fu¨r Arsen verschieben la¨ßt. Um die As4-gesa¨ttigte Atmospha¨re zu
erzeugen, wird festes Arsen abgedampft. Stu¨nde die gesamte Atmospha¨re mit fe-
stem Arsen im Gleichgewicht, so wa¨re auch das Arsen auf der Siliziumoberfla¨che
u¨ber die Atmospha¨re mit festem Arsen im Gleichgewicht. In diesem Fall wa¨re
festes Arsen zur Berechnung der Referenzenergie heranzuziehen. Die geeignete
As4: -12.579728 Ry/Atom
As-bulk: -12.615445 Ry/Atom
Si-bulk: -7.931134 Ry/Atom
As-terminiertes Si(111): -0.032312 Ry pro lateraler Einheitszelle
Tabelle 4.9: Referenzenergien bei Gmax = 3.0.
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As ersetzt Si an der Kante As u¨berha¨ngend
Energie pro Zelle (Ry) -759.737 -740.760 -772.345
Si-Atome 64 68 72
As-Atome 20 16 16
Fla¨che 171
3
Oberfla¨cheneinheitszellen
zusa¨tzliches As 22
3
−11
3
−11
3
Referenzenergie As4: -12.579728 Ry/Atom
Energiedifferenz in mRy 10.305 392.434 531.984
Energie pro Kantenla¨nge 2.576 98.108 132.996
Referenzenergie As-bulk: -12.615445 Ry/Atom
Energiedifferenz in mRy 105.550 344.811 484.361
Energie pro Kantenla¨nge 26.388 86.203 121.090
Tabelle 4.10: Energien der (112)-Stufenkanten
Referenzenergie und somit das chemische Potential fu¨r Arsenatome ha¨ngt daher
von den experimentellen Bedingungen ab. Es ist u¨ber den Temperaturunterschied
zwischen dem Arsenmaterial und der betrachteten Siliziumoberfla¨che einstellbar
und wird sich zwischen den Referenzenergien fu¨r As4 und Arsen-Bulkmaterial
bewegen.
Hingegen entha¨lt die Atmospha¨re nur vereinzelte Siliziumatome, die bei Auf-
treffen auf der Oberfla¨che nach kurzem Diffusionsweg eingebaut werden. Da sich
beim Abdampfen des Siliziums die Gro¨ße der Oberfla¨chen und deren Struktur im
Mittel nicht vera¨ndern sollen, stammen die zusa¨tzlichen Siliziumatome also aus
dem Bulk. Als Referenzenergie fu¨r Silizium wird daher die Energie von Silizium-
bulkatomen genommen.
As ersetzt Si an der Kante As u¨berha¨ngend
Energie pro Zelle (Ry) -709.265 -690.295 -658.565
Silizium-Atome 64 68 64
Arsen-Atome 16 12 12
Fla¨che 142
3
Oberfla¨cheneinheitszellen
zusa¨tzliches As 11
3
−22
3
−22
3
Referenzenergie As4: -12.579728 Ry/Atom
Energiedifferenz in mRy 77.100 452.777 457.852
Energie pro Kantenla¨nge 19.275 113.194 114.463
Referenzenergie As-bulk: -12.615445 Ry/Atom
Energiedifferenz in mRy 124.723 357.532 362.607
Energie pro Kantenla¨nge 31.181 89.383 90.652
Tabelle 4.11: Energien der (112)-Stufenkanten
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(112) As ersetzt
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Zusätzliche Arsenatome pro  Kantenlänge
Energien bei Referenzenergie für festes Arsen (bulk)
Kantenstruktur
(112) As ersetzt
(112) Si an der Kante
(112) As überhängend
(112) As ersetzt
(112) Si an der Kante
(112) As überhängend
Abbildung 4.18: Energie aufgetragen gegenu¨ber zusa¨tzlich beno¨tigtem Arsen pro Kan-
tenla¨nge. Als Einheit fu¨r die Kantenla¨nge wurde die Anzahl der Kantenatome genom-
men. Im linken Diagramm wurde gasfo¨rmiges Arsen (As4) als Referenz benutzt, fu¨r
das rechte festes (bulk) Arsen.
Um die Auswirkungen verschiedener Referenzenergien fu¨r Arsen zu ermessen,
wurden die Ergebnisse fu¨r die verschiedenen Referenzenergien in Abbildung 4.18
graphisch gegenu¨bergestellt. In den Tabellen wurden die Ergebnisse fu¨r beide
Fa¨lle angegeben. Es ist zu beobachten, daß sich die Energien zwar verschieben,
allerdings nicht soweit, daß sich die Reihenfolge der Energien vera¨ndern wu¨rde.
Wie zu erwarten, ist bei der (112)-Stufenkante die Konfiguration, bei der die
Siliziumatome an der Kante durch Arsen ersetzt werden, am gu¨nstigsten. Wie
anhand der Struktur im Grundzustand zu sehen ist, haben hier schon in der
Ausgangsposition alle Atome die jeweils bevorzugte Anzahl na¨chster Nachbarn.
Zudem sind die Verschiebungen der Atome aus ihren Ausgangslagen nur sehr
klein. Am ungu¨nstigsten ist bei der (112)-Kante offensichtlich die Anordnung mit
u¨berha¨ngenden Arsenatomen, was vermutlich auf die ungu¨nstige elektronische
Konfiguration der fu¨nffach koordinierten Siliziumatome zuru¨ckzufu¨hren ist.
Auch bei der (112)-Kante ist wieder die Struktur mit Arsenatomen auf Sili-
ziumpla¨tzen an der Kante am gu¨nstigsten. In diesem Fall erreichen die Kantena-
tome ideale Koordination, indem sie an der Kante Dimere bilden, so daß je zwei
Kantenatome eine Bindung zueinander ausbilden. Allerdings sind dazu gro¨ßere
Verzerrungen no¨tig als bei der (112)-Stufenkante, was erkla¨rt, warum die Stufen-
kante mit ersetzten Siliziumatomen in (112)-Richtung energetisch gu¨nstiger ist als
die in (112)-Richtung. Es fa¨llt auf, daß die energetisch gu¨nstigsten Stufenkanten
auch das meiste zusa¨tzliche Arsen beno¨tigen, da hier die Siliziumatome an der
Kante durch Arsenatome ersetzt werden, die dort leichter ihre ideale dreifache
Koordination erreichen.
4.4.1 Vereinfachte Wulff-Konstruktion
Auch wenn die (112)-Kante energetisch gu¨nstiger ist als die (112)-Kante, werden
die energetisch gu¨nstigsten Inseln nicht unbedingt nur von (112)-Kanten begrenzt.
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polarer Plot der Energie pro Kantenlänge
Kantennormalen
Kanten der Insel bei Gleichgewicht
Punkte des vereinfachten Wulff-Plots
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Abbildung 4.19: Links ist ein zweidimensionaler Wulffplot dargestellt. Die durchge-
zogene Kurve entsteht durch einen Polarplot der Energie pro Kantenla¨nge gegen den
Normalenvektor der Kante in der Ebene. Die innersten der zugeho¨rigen Kanten begren-
zen die stabile Form einer Insel. Rechts ist der stark vereinfachte Wulff-Plot dargestellt.
Die polar aufgetragene Energiekurve beschra¨nkt sich auf sechs Punkte, die sich aus den
jeweils gu¨nstigsten Energien fu¨r die (112) und die (112)-Kante ergeben, hier mit Bulk-
Arsen als Referenz.
Untersucht man, welche Inselform bei einer vorgegebenen Anzahl von Silizium-
atomen am gu¨nstigsten ist, so ist die Gesamtenergie ausschlaggebend, die fu¨r alle
Kanten der Insel aufzuwenden ist. Dabei ist die Fla¨che der Insel durch die Zahl
der Siliziumatome in den zweiten und dritten Lagen der Insel vorgegeben. Damit
ergibt sich das Optimierungsproblem, bei vorgegebener Fla¨chengro¨ße A die fu¨r
Kanten aufgewandte Energie EK zu minimieren bzw. bei vorgegebener Energie
der Kanten die Fla¨che der Insel zu maximieren. Bezeichnet man die Kantenstu¨cke
mit Si, und die Energie pro Kantenla¨nge mit ki, so ist der Beitrag der Kanten
zur Energie:
EK =
∑
i
kiSi (4.1)
Zur Gesamtenergie der Insel tra¨gt natu¨rlich auch die Bindungsenergie der
Atome bei, da aber die Anzahl der Atome durch die Fla¨chengro¨ße vorgegeben
sei, bleibt dieser Beitrag konstant. Zur Minimierung der Energie wird die Insel
daher eine optimale Form anstreben, die durch Minimierung der Energie u¨ber alle
Kanten nach (4.1) gegeben ist. Fu¨r den Fall von Kristallen im dreidimensionalen
Raum5 wurde das schon 1878 von J.W. Gibbs [Gib77, Gib92] und 1885 von
5Im dreidimensionalen Fall treten Oberfla¨chen, Oberfla¨chenspannungen und das Volumen
des Kristalls an die Stelle von Kanten, Kantenenergien und Oberfla¨che der Insel.
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δhi
Si
hiδA
Abbildung 4.20: A¨ndert sich hi um δhi so a¨ndert sich die Fla¨che A der Insel um
δA = Si · δhi.
P. Curie [Cur85] abgeleitet. Die geometrische Form einer solchen Insel la¨ßt sich
konstruieren, indem man die von G.Wulff 1901 [Wul01] beschriebene Methode auf
den zweidimensionalen Fall anwendet. In diesem Fall bedeutet das: es existiert
innerhalb der Inselfla¨che ein Punkt, der Wulff’sche Punkt, so, daß die Absta¨nde
hi der Kanten von diesem Punkt sich verhalten wie die ki:
h1
k1
=
h2
k2
= . . . =
hN
kN
(4.2)
Dies wurde von Wulff fu¨r einige Spezialfa¨lle und fu¨r den allgemeinen Fall von
H. Liebmann 1914 [Lie14] bewiesen. M.v. Laue stellt in [vL43] einige Beweise fu¨r
das Wulff’sche Theorem zusammen. Der Vollsta¨ndigkeit halber mo¨chte ich dar-
aus den zweiten Beweis fu¨r den zweidimensionalen Fall anfu¨hren. Sei zuna¨chst
vorausgesetzt, daß sich die Kanten Si fu¨r i = 1 . . . N in der gu¨nstigsten Inselform
tatsa¨chlich ausbilden (die Konstruktion wird spa¨ter erlauben festzustellen, wel-
che Kanten tatsa¨chlich beru¨cksichtigt werden mu¨ssen). Ist die Ausrichtung der
Kanten gegeben, dann la¨ßt sich die Inselform durch die Absta¨nde hi der Kanten
von einem vorgegebenen Punkt festlegen. Da A aus Dreiecken mit Grundlinie Si
und Ho¨he hi, deren Spitzen sich im Wulff’schen Punkt treffen, zusammengesetzt
ist, la¨ßt sich die Fla¨che A bestimmen als:
A =
1
2
∑
i
hiSi , (4.3)
wobei Si = Si{hi}. Die Wahl der hi ist dabei nicht vo¨llig frei. Zum einen
ist die Fla¨che A vorgegeben. Zum anderen sollen Freiheitsgrade aufgrund reiner
Verschiebungen der Insel gegenu¨ber dem gewa¨hlten Punkt nicht beru¨cksichtigt
werden. Diese weitere Einschra¨nkung um zwei Freiheitsgrade geschieht durch zwei
Gleichungen, mittels derer die hi fu¨r zwei nichtparallele Kanten festgelegt werden:
h1
k1
= µ,
h2
k2
= µ . (4.4)
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Die Konstante µ wird spa¨ter festgelegt. Da die Fla¨chena¨nderung dA bei einer
Verschiebung dhi einer Kante Sidhi betra¨gt (Abb. 4.20), gilt:
∂A
∂hi
= Si ,
∂2A
∂hi∂hk
=
∂Sk
∂hi
=
∂Si
∂hk
. (4.5)
Aus (4.3) und wegen Abb. 4.20 folgt fu¨r die Fla¨chena¨nderung dA:
dA = 1
2
∑
i(Si dhi + hi dSi) =
∑
k Sk dhk
⇒ 2dA− dA = ∑i(Si dhi + hi dSi) − ∑k Sk dhk
⇒ dA = ∑i hi dSi . (4.6)
Bildet man dA/hk in der ersten sowie der letzten Zeile von (4.6), erha¨lt man
6:
Sk =
∑
i
hi
∂Si
∂hk
. (4.7)
Um nun die Energie Ek bei gegebener Fla¨che A zu minimieren wird der La-
grangemultiplikator λ eingefu¨hrt und man erha¨lt:
0 =
∂
∂hk
(∑
i
kiSi − λA
)
=
∑
i
ki
∂Si
∂hk
− λSk (4.8)
daraus wird einerseits nach Einsetzen von (4.7):
0 =
∑
i
(ki − λhi)∂Si
∂hk
. (4.9)
Andererseits la¨ßt sich durch Multiplikation der Gleichungen (4.8) mit hk und
(4.6) λ bestimmen:
∑
i,k
kihk
∂Si
∂hk
= λ
∑
k
hkSk (4.10)
∑
i
kiSk = λ2A (4.11)
EK,min
2A
= λ (4.12)
wobei EK,min das Minimum fu¨r EK sei. Damit ergibt (4.9) ein homogenes
Gleichungssystem fu¨r die Gro¨ßen (ki−λhi) mit N Gleichungen. Allerdings wu¨rde
eine freie Wahl aller hi bei konstanter Fla¨che A auch Translationen gegenu¨ber
6Da S{λh} = λS{h} findet man dies auch gema¨ß dem Eulerschen Satz u¨ber homogene
Funktionen.
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dem Wulff’schen Punkt mit einschließen. Mathematisch bedeutet das, daß die
Matrix zu (4.9) ho¨chstens vom Grad N − 2 ist. Daher werden zwei der hi mittels
(4.4) festgelegt, S1 und S2 du¨rfen dabei offensichtlich nicht parallel sein, da durch
die vorgegebenen Absta¨nde h1, h2 sonst kein Punkt gegeben wa¨re. Man legt nun
den frei wa¨hlbaren Parameter µ in der Randbedingung (4.4) als µ = λ−1 fest und
eliminiert die Freiheitsgrade der Translation so, daß die Terme (k1 − λh1) und
(k2 − λh2) in (4.9) verschwinden. Es ist ersichtlich, daß die triviale Lo¨sung von
(4.9), bei der alle Terme (ki − λhi) verschwinden, stationa¨r ist, es ist also:
ki − λhi = 0 ⇔ ki = λhi ⇔ hi = 1
λ
ki (4.13)
Das entspricht genau der Wulff-Konstruktion. Allerdings ist so nicht ge-
zeigt, daß diese auch stabil ist oder daß derart das globale Minimum gefunden
wird. Leitet man wie Dinghas in [Din43] das Wulff-Theorem aus der Brunn-
Minkowskischen Ungleichung ab, findet man, daß durch die Wulff-Konstruktion
die energetisch gu¨nstigste Form gefunden wird. Wie zu erwarten ist die so be-
stimmte Form der Insel von deren Fla¨che unabha¨ngig, sofern man die Diskreti-
sierung durch das Kristallgitter sowie besondere Effekte an den Ecken außer acht
la¨ßt. Dies ist bei ausreichend großen Inseln, deren Kantenla¨ngen groß gegenu¨ber
der Gitterkonstanten sind, gerechtfertigt.
Der Faktor 1/λ kann als Skalierungsfaktor betrachtet werden, durch den die
Gro¨ße der Inseln nach (4.13) vorgegeben werden kann. Da die Strecken hi pro-
portional zu 1/λ sind, gilt aufgrund der A¨hnlichkeit der Inseln, daß auch die Sei-
tenla¨ngen Si und damit wegen (4.1) auch EK proportional zu 1/λ sein mu¨ssen.
Wegen (4.3) ist die Fla¨che A dann proportional zu 1/λ2. Daher ist E2K/A von
der Gro¨ße einander a¨hnlicher Inseln unabha¨ngig und ha¨ngt nur von der Form der
Inseln ab, ist also fu¨r alle Inseln, die nach (4.13) konstruiert sind, gleich. Will man
die gu¨nstigste Form einer Insel unabha¨ngig von ihrer Gro¨ße bestimmen, muß man
eine Insel mit minimalem E2K/A finden, wobei dies dann allein durch die ki und
die Kantennormalen bestimmt ist. Außerdem ist fu¨r alle Inseln mit einer solchen
Form unabha¨ngig von ihrer Fla¨che:
EK ∼
√
A ⇔ EK
A
∼ 1√
A
. (4.14)
Die Kantenenergie pro Fla¨che nimmt also ab, je gro¨ßer die Insel ist. Betrachtet
man verschieden große Inseln auf einer Fla¨che, die durch Diffusion untereinander
Atome austauschen ko¨nnen, so sind die gro¨ßten Inseln die energetisch gu¨nstig-
sten. Kleine Inseln werden sich also auflo¨sen und ihre Atome an gro¨ßere Inseln
abgeben. Dabei ko¨nnen Stufen, die Terrassen begrenzen, als unendlich große In-
sel gewertet werden: Werden dort Atome angelagert, so verschiebt sich die Stufe
einfach, ohne dass sich die Kantenla¨nge vera¨ndert, es muß also keine zusa¨tzliche
Energie zur Bildung von Kanten aufgewendet werden. Betrachtet man Prozesse,
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bei denen frei auf der Oberfla¨che diffundierende Atome sich an Inseln anlagern,
so muß die Bindungsenergie der auf der Oberfla¨che diffundierenden Atome be-
trachtet werden. Deponiert man Atome aus der Gasphase, sind entsprechend
Bindungsenergien von Moleku¨len in der Gasphase zu beru¨cksichtigen. Diese sind
mit der Bindungsenergie der eingebauten Atome zu vergleichen. Letztere ist die
Energie von Bulkatomen, sobald einmal eine weitere Atomlage vervollsta¨ndigt
wurde, da in diesem Fall letztlich der Bulk um eine Atomlage gewachsen ist.
Werden Atome zu Inseln hinzugefu¨gt, so muß die Energie zur Schaffung zusa¨tz-
licher Kanten ensprechend mitgerechnet werden. Da alle anderen Energien und
Energiedifferenzen fu¨r jedes Atom gleich und unabha¨ngig von der Insel, an der
ein Atom sich anlagert, sind, ha¨ngt die Bindungsenergie eines Atoms nur u¨ber
EK von dem Ort ab, an dem das Atom eingebaut wird, sobald es einmal eine
Insel oder Terrassenkante erreicht hat. Also ist wegen (4.14) die Anlagerung an
gro¨ßere Inseln energetisch gu¨nstiger.
In den experimentellen Untersuchungen zur Form der Inseln auf As-bedecktem
Si(111) [Voi] treten nur zwei Kantenorientierungen auf: (112)- bzw. (112)-Kanten.
Fu¨r diese Kanten haben wir die energetisch gu¨nstigsten Konfigurationen und de-
ren Energien bestimmt. Wenn man diese Kanten mit jeweils drei Ausrichtungen
beru¨cksichtigt, kann man die Gleichgewichtsform der Inseln berechnen, wenn man
davon ausgeht, daß die Energie fu¨r andere Kantenorientierungen so hoch ist, daß
diese nicht auftreten. Die Annahme, daß nur (112)- bzw. (112)-Kanten beru¨cksich-
tigt werden mu¨ssen, scheint auch aus theoretischer Sicht plausibel, da Kantengeo-
metrien fu¨r andere Facetten, bei denen sa¨mtliche Kantenatome ihre Bindungen
mit mindestens drei na¨chsten Nachbarn absa¨ttigen ko¨nnen, schwer vorstellbar
sind. Außerdem ist die Kantenenergie ki fu¨r alle Kanten eines Typs gleich, fu¨r
die drei mo¨glichen (112)-Kanten ist dies k(112), fu¨r die (112) entsprechend k(112).
Daher wird die entsprechende Wulff-Konstruktion auch eine dreiza¨hlige Symme-
trie haben. Alle Kantenla¨ngen S(112),i werden also gleich sein und auch deren
Absta¨nde h(112),i vom Wulff-Punkt. Gleiches gilt fu¨r S(112),i bzw S(112),i. Aus der
Konstruktion ko¨nnen sich so drei- oder sechseckige Inseln ergeben. Dabei wech-
seln sich bei sechseckigen Inseln (112) und (112) Kanten ab, wa¨hrend dreieckige
Inseln nur von einer Kantensorte begrenzt werden. Zu dreieckigen Inseln kommt
es dann, wenn eine der Kantenenergien mindestens doppelt so groß ist wie die
andere. In diesem Fall la¨ge die energetisch ungu¨nstigere Kante bei der Wulff-
Konstruktion außerhalb des von drei energetisch gu¨nstigeren Kanten gebildeten
Dreiecks und wu¨rde somit nicht zu den innersten Kanten beitragen.
Der Faktor 1/2, der den Grenzfall des Energieverha¨ltnisses markiert, ab dem
dies auftritt, ergibt sich aus geometrischen U¨berlegungen. Zum einen la¨ßt sich die-
ser Faktor direkt aus der Wulff-Konstruktion ableiten. Zum anderen kann man
sich u¨berlegen, daß es erst dann energetisch gu¨nstiger sein kann, von einer drei-
eckigen zu einer sechseckigen Inselform u¨berzugehen, wenn durch die zusa¨tzlichen
Kanten die Kantenenergie vermindert wird. Da die zusa¨tzlichen Kanten aber
gleichseitige Dreiecke von der Insel abschneiden, erspart man sich also durch Ein-
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Abbildung 4.21: Inselbildung auf einer Arsen-bedeckten Si(111)-Oberfla¨che im STM-
Bild. Die lange, sich durchs Bild ziehende Stufenkante ist eine (112)-Kante. Wa¨hrend
die meist kleineren nach rechts zeigenden Dreiecke (112)-Kanten haben, u¨berwiegen bei
gro¨ßeren Inseln (z.B. oben links) eher (112)-Kanten.
setzen einer solchen Kante S1 mit Kantenenergie k1 die doppelte Kantenla¨nge
∆S2 + ∆S
′
2 = 2S1 der benachbarten Kanten, die in unserem Fall vom gleichen
Typ mit Kantenenergie k2 sind. Dabei wird die Fla¨che um das abgeschnittene
Dreieck verkleinert, wobei dieses ∆A aber durch Abschneiden entsprechend klei-
ner Dreiecke beliebig klein gehalten werden kann. Damit dabei E2K/A verringert
werden kann, muß offenbar EK kleiner werden, also ∆EK = S1k1 − 2S1k2 < 0
sein. Sechseckige Inseln ergeben sich daher fu¨r:
1
2
k(112) < k(112) < 2k(112) . (4.15)
Aus der Geometrie der Inselform ergibt sich in unserem Fall:
S(112) =
2√
3
(2h(112) − h(112)) , S(112) =
2√
3
(2h(112) − h(112)) . (4.16)
Durch Einsetzen in (4.1) und (4.3) erha¨lt man dann:
E2K
2A
= 2
√
3×


3k2
(112)
k(112) > 2k(112)
3k2
(112)
fu¨r k(112) > 2k(112)
4k(112)k(112) − k2(112) − k2(112) sonst.
. (4.17)
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Abbildung 4.22: Auf der Oberfla¨che beobachtete Inseln. Inseln mit der links zu beob-
achteten Ausrichtung, und (112)-Kanten sind am ha¨ufigsten zu beobachten und meist
kleiner. Die Inselform des rechten Teilbildes mit la¨ngeren (112)-Kanten ist eher in der
Terrassenmitte zu beobachten und meist gro¨ßer.
Indem man (4.13) in (4.16) einsetzt erha¨lt man fu¨r den Anteil einer Kantenart
an der Gesamtseitenla¨nge (wenn (4.15) erfu¨llt ist):
S(112)
S(112) + S(112)
=
2k(112) − k(112)
k(112) + k(112)
,
S(112)
S(112) + S(112)
=
2k(112) − k(112)
k(112) + k(112)
. (4.18)
Da k(112) und k(112) von der Arsen-Referenzenergie abha¨ngen, wirkt sich diese
auch auf die Kantenla¨ngen S(112) und S(112) und so auf die Inselform aus. Im
rechten Bild des Diagramms 4.19 wurden die Gro¨ßen fu¨r Arsen-Bulk als Referenz
benutzt. Mit der As4-Referenzenergie erha¨lt man nur von (112)-Kanten begrenzte
dreieckige Inseln, da in diesem Fall k(112) > 2k(112) wird.
4.4.2 STM-Bilder
Von B. Voigtla¨nder [Voi] wurden mir Rastertunnelmikroskopie (STM)-Bilder der
Arsen-bedeckten Si(111)-Oberfla¨che zur Verfu¨gung gestellt. In Abbildung 4.21
lassen sich drei Inselformen unterscheiden; nach ‘rechts’ zeigende Dreiecke, nach
‘links’ zeigende Dreiecke mit abgestumpften Spitzen und unregelma¨ßige Inseln.
Besonders interessant sind dabei die dreieckigen Formen. Die nach rechts zeigen-
den Dreiecke haben (112) Kanten7. Diese Inselform ist am ha¨ufigsten, allerdings
7Die Ausrichtung des Siliziumkristalls wurde vor der Beschichtung mit Arsen festgestellt.
Dazu wurde die 7×7-Rekonstruktion auf der reinen Si(111)-Oberfla¨che beobachtet. Bei negativer
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Abbildung 4.23: Auswirkung la¨ngeren Heizens. Auf der linken Oberfla¨che (aus Abb.
4.21) wurde 80 Minuten lang bei 700◦C Arsen deponiert. Rechts wurde zuna¨chst zwei
Minuten bei 700◦C Arsen deponiert, daraufhin wurde die Oberfla¨che drei Stunden bei
750◦C geheizt. Die Seitenla¨nge der Ausschnitte sind: links 1707A˚, rechts 1365A˚, sie
sind hier im gleichen Maßstab wiedergegeben.
sind diese Inseln meist kleiner als die anderen Formen. Sie sind auch eher an Ter-
rassenra¨ndern zu finden. Bei den Sechsecken in Form eines nach links weisenden
abgestumpften Dreiecks ist die la¨ngere Kante eine (112)-Kante, die ku¨rzere eine
(112) Kante. Diese sechseckigen Formen sind meist gro¨ßere Inseln und finden sich
eher in der Terrassenmitte. Es fa¨llt weiter auf, daß fu¨r viele dieser Sechsecke die
Verha¨ltnisse der Kantenla¨ngen zueinander sehr a¨hnlich sind.
In dem den STM-Bildern zugrundeliegendem Experiment wurde allerdings
nicht von einer Arsen-terminierten Siliziumoberfla¨che ausgegangen, auf die dann
weiteres Silizium aufgedampft wurde. Stattdessen wurde von einer reinen Si(111)-
Oberfla¨che ausgegangen, auf die Arsen aufgedampft wurde. Dabei ersetzen die Ar-
senatome dann die oberste Lage der Siliziumatome, die somit fu¨r die Bildung von
Inseln auf der Arsen-terminierten Oberfla¨che zur Verfu¨gung stehen. Dies ist ein
dynamischer Vorgang, bei dem die Kantenbildung mit anderen Einzelprozessen
in Konkurenz steht, die auch Arsenatome beno¨tigen, beispielsweise zur Bildung
der obersten Atomlage dort, wo die Arsenterminierung noch nicht vollsta¨ndig ab-
geschlossen ist. Dabei kann weder von einem einheitlichen chemischen Potential
fu¨r Arsen u¨ber der gesamten Oberfla¨che noch von einer relaxierten Inselform aus-
gegangen werden. Da die Inseln, wie zu sehen, auch sehr nah beieinander liegen,
Probenspannung erscheint dabei eine Ha¨lfte der Einheitszelle (die “faulted half”) heller als die
andere (“unfaulted half”). Anhand dessen kann bei der Ausrichtung des Kristalls die (112)-
Richtung von der (112)-Richtung unterschieden werden.
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(b) (c)(a) [ 2]11[11 ]2
Abbildung 4.24: Inselform wa¨hrend des Wachstums, und nach Unterbrechung des
Wachstums auf reinem Si(111) (Temperatur des Substats 725 K). Wa¨hrend des Wachs-
tums haben die Inseln eine dreieckige Form (a). Nach 18 Minuten Heizen bei 775 K
haben die Inseln hexagonale Form angenommen (b). Bei Fortsetzen des Wachstums
nehmen die Inseln wieder eine dreieckige Form an. Die Kantenla¨ngen entsprechen je-
weils 550A˚. (Aus [Voi01] p166.)
muß zudem davon ausgegangen werden, daß die Inseln auch Atome miteinander
austauschen. Das STM-Bild stellt also eine Momentaufname eines dynamischen
Prozesses dar, bei der die Inseln noch nicht ihre Idealform ausgebildet haben,
sondern entweder im Wachsen oder im Schrumpfen begriffen sind. Da gro¨ßere
Inseln energetisch gu¨nstiger sind als kleine, ist anzunehmen, daß die kleineren
eher an den Terrassenra¨ndern auftretenden Inseln schrumpfen und dabei Mate-
rial an die Terrassenkanten und gro¨ßere Inseln in der Terrassenmitte abgeben.
Den Prozess, bei dem gro¨ßere Inseln auf Kosten kleinerer wachsen, nennt man
Ostwald-Reifung. Daß hier Ostwald-Reifung beobachtet wird, ist daran zu erse-
hen, daß auf dem STM-Bild 4.21 verschiedene Inselformen gleichzeitig auftreten.
Die Ha¨ufung gro¨ßerer Inseln in der Terrassenmitte ist so zu erkla¨ren, daß an den
Terrassenstufen die energetisch gu¨nstigste Mo¨glichkeit ist, Material anzulagern.
Daher steht in der Na¨he der Stufenkanten, also an den Ra¨ndern der Terrasse,
weniger Material zum Wachstum der Inseln zur Verfu¨gung.
Die berechneten Daten sind offenbar nicht ausreichend, um das vorliegende
STM-Bild zu erkla¨ren, da in den STM-Bildern dynamische Prozesse eine Rolle
spielen und nicht von einer idealen Inselform gema¨ß dem Wulff-Theorem ausge-
gangen werden kann (diese wa¨re fu¨r alle Inseln gleich). Die Form einer wachsenden
Insel ist vor allem durch die Geschwindigkeit bestimmt, mit der an einer Kante
neues Material angelagert werden und die Kante so weiter nach außen verschoben
werden kann. Wie schon Wulff experimentell beobachtete[Wul01] werden Kristalle
beim Wachstum vor allem von den Fla¨chen begrenzt, an die sich am langsamsten
Material anlagert. Dies ist unmittelbar plausibel, denn diese Fla¨chen werden am
besta¨ndigsten sein, und durch Anlagerung von Material an benachbarte Fla¨chen
werden sie weiter vergro¨ßert. Analoges gilt fu¨r wachsende Inseln und deren Kan-
ten: In Abb 4.24 kann man dies auf reinem Si(111) deutlich beobachten: wa¨hrend
des Wachstums in (a) bzw. (c) nehmen die Inseln eine andere Form an als nach ei-
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ner Unterbrechung des Wachstums und la¨ngerem Heizen (b). Dabei spielen aber
vor allem die Energiebarrieren eine Rolle, die zur Anlagerung neuen Materials
an einer Kante zu u¨berwinden sind. Umgekehrt sind schrumpfende Inseln vor
allem von Kanten begrenzt, von denen schnell Material abgegeben wird. Durch
die Einwa¨rtsbewegung dieser Kanten werden benachbarte Kanten bis hin zum
Verschwinden verku¨rzt. Aus Abb. 4.21 la¨ßt sich daher ablesen, daß an den (112)-
Kanten schneller Material abgegeben oder angelagert werden kann.
In Abbildung 4.23 sind die Auswirkungen la¨ngeren Heizens zu beobachten.
Das rechte Bild zeigt eine Oberfla¨che, die nach Dotierung mit Arsen drei Stun-
den lang bei 750 K geheizt wurde. Dabei wurde ein Ausschnitt der Oberfla¨che
betrachtet, der weit von Terrassenkanten entfernt ist, so daß frei auf der Ober-
fla¨che diffundierende Atome eher auf eine Insel als auf die Terrassenkante stoßen.
Man sieht, daß sich bei la¨ngerer Reifung gro¨ßere Inseln ausbilden, aber es tre-
ten immer noch verschiedene Inselformen gleichzeitig auf: kleine, dreieckige, von
(112)-Kanten begrenzte Inseln und große Inseln, die von langen (112)-Kanten und
kurzen (112)-Kanten begrenzt werden. Also ist auch hier noch Ostwald-Reifung
zu beobachten.
Kapitel 5
Zusammenfassung und Ausblick
Wie in Kapitel 1 dargelegt, ermo¨glicht die ab-initio Simulation von Festko¨rpern
mit Hilfe der Dichtefunktionaltheorie detaillierte Einblicke in atomare Strukturen
und Prozesse. Diese ko¨nnen dazu dienen, experimentelle Ergebnisse zu erkla¨ren
und Anregungen fu¨r neue Experimente zu geben. Die Implementation der DFT
im EStCoMPP-Programm ist in Kapitel 2 dargelegt. Die Berechnung gro¨ßerer Zel-
len mit mehr Atomen erweitert die Auswahl von Strukturen und Prozessen, die
simuliert werden ko¨nnen. Fu¨r die dazu no¨tige Rechenleistung werden moderne
Supercomputer, wie z.B. die Cray-T3E eingesetzt. Derzeit sind die leistungssta¨rk-
sten Computersysteme massiv parallele Rechner. Um deren Rechenleistung op-
timal auszunutzen, mu¨ssen Programme entsprechend angepasst, “parallelisiert”
werden.
Dieser Parallelisierung widmet sich Kapitel 3. Die in Kapitel 3.1 beschriebe-
ne k-Punkt-Parallelisierung bietet sich dabei zuna¨chst an, da dabei große Teile
der Berechnungen unabha¨ngig voneinander auf verschiedenen Prozessoren ablau-
fen ko¨nnen. Dies fu¨hrt auch zu einem guten Skalierungsverhalten der Rechenzeit
mit der Anzahl der Prozessoren. Leider ist die Parallelisierbarkeit des EStCoMPP-
Programms in dieser Weise durch die Anzahl der k-Punkte beschra¨nkt, gerade
Berechnungen sehr großer Systeme kommen mit wenigen k-Punkten aus. Aus
diesem Grund wurde die Parallelisierung mit der in Kapitel 3.2 beschriebenen G-
Vektor-Parallelisierung weiter getrieben. Dabei muß, z.B. durch Auswahl einer
geeigneten Datenstruktur, darauf geachtet werden, daß Rechenlast und Speicher-
bedarf mo¨glichst gleichma¨ßig auf die einzelnen Prozessoren verteilt werden, gleich-
zeitig aber Overhead und Latenzzeiten durch Kommunikation nach Mo¨glichkeit
vermieden wird. Wie in Abb. 3.4 zu sehen, gelingt es so, mit bis zu ca. 60 Prozes-
soren pro k-Punkt ein sehr gutes Skalierungsverhalten der Rechenleistung mit der
Zahl der Prozessoren zu erzielen. In Kapitel 3.3 wird diskutiert, wie durch Auf-
teilung der Zustandsvektoren auf Prozessorgruppen weiter parallelisiert werden
kann, um noch mehr Prozessoren nutzen zu ko¨nnen. Die durch die Parallelisierung
nutzbare Rechenleistung ermo¨glicht es, Strukturen auf Oberfla¨chen zu simulieren.
In Kapitel 4 wird auf die Untersuchung von Stufen auf Arsen-bedeckten Si-
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(111)-Oberfla¨chen mit dem EStCoMPP-Programm eingegangen. Zur Untersuchung
der Stufen muß, wie in Kap. 4.2.2 beschrieben, eine speziell konstruierte Super-
zelle verwendet werden. Die relaxierten Strukturen der berechneten Stufenkanten
werden in Kapitel 4.3 und Anhang A beschrieben und diskutiert. Dabei ist die
energetisch gu¨nstigste Struktur die (112)-Kante mit einem Arsenatom auf einem
Siliziumplatz in der zweiten Lage, wie anhand der Tabellen in Kapitel 4.4 abzu-
lesen ist.
Die Energie der Kanten in Abha¨ngigkeit von deren Ausrichtung bestimmt die
energetisch gu¨nstigste Form einer Insel. Diese la¨ßt sich durch den in Kapitel 4.4.1
beschriebenen Wulff-Plot finden. Da bei der Bildung von Kanten zusa¨tzliches
Arsen gebraucht wird oder Arsen abgegeben wird, ha¨ngt die Energie der Kan-
ten und damit auch die energetisch gu¨nstigste Inselform von der Referenzener-
gie fu¨r Arsen ab. Diese ha¨ngt wiederum von den experimentellen Bedingungen
ab, die man zu simulieren wu¨nscht. In den in Kapitel 4.4.2 zu sehenden STM-
Bildern lassen sich von (112)- und (112)-Kanten begrenzte Inseln beobachten.
Da auf den Bildern der Arsen-bedeckten Si-(111)-Oberfla¨che jedoch verschieden
geformte Inseln beobachtbar sind, ist davon auszugehen, daß die Bilder eine Mo-
mentaufname wachsender bzw. schrumpfender Inseln erfassen. Bei diesen ist die
Inselform nicht allein durch die Kantenenergie bestimmt, sondern auch durch die
Geschwindigkeit, mit der an einer Kante neues Material angelagert werden kann,
was wiederum von den dynamischen Prozessen bei der Anlagerung von Atomen
an der Kante und den dabei auftretenden Aktivierungsenergien abha¨ngt.
Um einen vollsta¨ndigen U¨berblick u¨ber die Vorga¨nge beim Oberfla¨chenwachs-
tum zu gewinnen und schließlich das Wachstum mit Monte-Carlo-Methoden zu
simulieren ist es no¨tig, die Prozesse, die bei der Wachstumstemperatur energe-
tisch mo¨glich sind, zu erfassen. Ausgehend von der berechneten Struktur der
Stufenkanten ko¨nnen nun Prozesse an den Kanten, wie z.B. Diffusion u¨ber und
entlang der Stufenkanten und Austausch eines Atomes an der Stufenkante, in
weiteren Rechnungen untersucht werden. Die dabei zu untersuchenden Superzel-
len sind jedoch sehr groß, da die betrachteten Strukturen immer ausgedehnter
werden und entsprechend mehr Atome in der Oberfla¨chenebene beru¨cksichtigt
werden mu¨ssen. In einem weiteren Schritt ist zur Berechnung der Energie einer
gegebenen strukturierten Oberfla¨che auch die Betrachtung strukturierter Kan-
ten (U¨berga¨nge zwischen verschiedenen Kantenorientierungen, wie z.B. versetzte
Kanten und Knicke) no¨tig.
Anhang A
Struktur der Stufenkanten
In den folgenden Tabellen sind die berechneten Strukturen der Stufenkanten an-
gegeben. Die Atome sind dabei mit Nummern und zusa¨tzlich mit den in Kapi-
tel 4.2.1 erla¨uterten Koordinaten bezeichnet, um die relative Lage der Atome
zueinander zu verdeutlichen. Die Verschiebungen δ sind in Prozent relativ zur
Gitterkonstanten a des Siliziumgitters angegeben, in physikalischen Systemen
entspra¨che δ = 100 einer Verschiebung um 5.4304A˚. Die Bindungsla¨ngen sind
in Prozent relativ zum Na¨chstnachbarabstand in Si-Bulk angegeben, in physi-
kalischen Systemen entspricht daher eine Bindungsla¨nge von 100 ' 2.35A˚. Die
Tabellen sind wie folgt aufgebaut:
Atom δx δy δz δ Bindungsla¨nge Winkel
Nummer (Sym.) Bindungspartner Bindungen
Koodinaten Typ δ∗ in %a La¨ngen in %d Winkel in
◦
In Systemen, in denen an der Kante keine Symmetriebrechung in y-Richtung
auftritt, so daß die Verschiebungen fu¨r alle Atome in einer Reihe gleich sind, ist
neben der Nummer des Atoms in Klammern die Nummer des jeweils anderen
Atoms mit gleichen x- und z- Koordinaten angegeben.
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Atom δx δy δz δ Bindungsla¨nge Winkel
75 75-59 75-53 75-55 59-75-53 59-75-55 53-75-55
-4, 2, 1 As -2.37 0.03 3.63 4.34 102.88 102.84 101.72 104.56 102.84 102.80
81 81-59 81-53 81-61 59-81-53 59-81-61 53-81-61
-4, 0, 1 As -2.15 -0.00 3.96 4.51 103.44 103.39 101.95 104.80 102.09 102.06
79 79-59 79-67 79-65 59-79-67 59-79-65 67-79-65
-1, 1, 1 As -3.09 -0.46 2.28 3.87 102.15 98.54 104.66 90.78 112.95 111.08
73 73-53 73-67 73-65 53-73-67 53-73-65 67-73-65
-1, -1, 1 As -3.19 0.58 2.31 3.98 102.08 98.64 104.65 90.72 113.06 110.84
59 59-75 59-81 59-79 59-47 75-59-81 75-59-79 75-59-47 81-59-79 81-59-47 79-59-47
-3, 1, 2 Si -2.96 0.14 -0.61 3.03 102.88 103.44 102.15 99.18 104.73 104.82 117.15 103.04 116.53 109.09
53 53-75 53-81 53-73 53-39 75-53-81 75-53-73 75-53-39 81-53-73 81-53-39 73-53-39
-3, -1, 2 Si -2.98 -0.11 -0.67 3.06 102.84 103.39 102.08 99.26 104.64 104.78 117.17 102.83 116.67 109.22
67 67-79 67-73 67-45 79-67-73 79-67-45 73-67-45
0, 2, 2 Si -13.48 0.06 -4.10 14.09 98.54 98.64 98.23 114.37 122.63 122.80
65 65-79 65-73 65-37 79-65-73 79-65-37 73-65-37
0, 0, 2 Si 1.43 0.02 2.04 2.49 104.66 104.65 100.60 100.47 108.10 108.13
47 47-59 47-31 47-23 59-47-31 59-47-23 31-47-23
-3, 1, 3 Si 0.01 -0.25 -0.15 0.29 99.18 100.44 100.33 109.84 111.57 108.80
39 39-53 39-31 39-23 53-39-31 53-39-23 31-39-23
-3, -1, 3 Si -0.01 0.23 -0.24 0.33 99.26 100.44 100.35 109.78 111.39 108.91
45 45-67 45-31 45-21 45-29 67-45-31 67-45-21 67-45-29 31-45-21 31-45-29 21-45-29
0, 2, 3 Si 2.13 0.02 -0.37 2.16 98.23 102.75 100.26 100.22 86.08 117.19 117.11 109.85 109.89 113.08
37 37-65 37-23 37-21 37-29 65-37-23 65-37-21 65-37-29 23-37-21 23-37-29 21-37-29
0, 0, 3 Si 0.39 0.01 1.79 1.83 100.60 100.33 100.60 100.58 113.20 110.31 110.35 108.96 108.90 104.75
69 69-21 69-63 69-57 21-69-63 21-69-57 63-69-57
3, 1, 3 As 1.17 -0.06 4.20 4.36 102.42 103.33 103.26 103.63 102.25 104.61
71 71-29 71-63 71-57 29-71-63 29-71-57 63-71-57
3, -1, 3 As 1.09 0.09 4.19 4.33 102.35 103.28 103.19 103.71 102.33 104.39
83 83-63 83-55 83-61 63-83-55 63-83-61 55-83-61
6, 2, 3 As -0.57 0.07 3.71 3.75 102.15 103.21 103.29 102.65 102.99 104.48
77 77-57 77-55 77-61 57-77-55 57-77-61 55-77-61
6, 0, 3 As -0.45 -0.03 3.75 3.78 102.00 103.17 103.26 102.45 102.76 104.61
31 31-47 31-39 31-45 31- 8 47-31-39 47-31-45 47-31- 8 39-31-45 39-31- 8 45-31- 8
-2, 2, 4 Si 0.54 -0.02 0.61 0.82 100.44 100.44 102.75 101.43 109.85 111.39 107.97 111.37 107.81 108.31
A
.1
.
D
IE
(112)
-S
T
U
F
E
M
IT
S
IL
IZ
IU
M
A
N
D
E
R
K
A
N
T
E
97
Atom δx δy δz δ Bindungsla¨nge Winkel
23 23-47 23-39 23-37 23- 4 47-23-39 47-23-37 47-23- 4 39-23-37 39-23- 4 37-23- 4
-2, 0, 4 Si 0.89 0.01 0.06 0.89 100.33 100.35 100.33 100.17 107.85 109.45 108.50 109.54 108.36 113.01
21 21-45 21-37 21-69 21-14 45-21-37 45-21-69 45-21-14 37-21-69 37-21-14 69-21-14
1, 1, 4 Si 1.49 -0.84 0.58 1.81 100.26 100.60 102.42 100.26 108.91 105.95 106.42 108.59 111.10 115.57
29 29-45 29-37 29-71 29-20 45-29-37 45-29-71 45-29-20 37-29-71 37-29-20 71-29-20
1, -1, 4 Si 1.46 0.87 0.56 1.79 100.22 100.58 102.35 100.23 108.95 105.89 106.46 108.52 111.19 115.53
63 63-69 63-71 63-83 63-51 69-63-71 69-63-83 69-63-51 71-63-83 71-63-51 83-63-51
4, 2, 4 Si 0.16 0.05 -0.54 0.57 103.33 103.28 102.15 99.38 104.76 102.28 115.19 102.34 115.33 115.22
57 57-69 57-71 57-77 57-43 69-57-71 69-57-77 69-57-43 71-57-77 71-57-43 77-57-43
4, 0, 4 Si 0.37 -0.02 -0.53 0.65 103.26 103.19 102.00 99.53 104.24 102.46 115.12 102.55 115.21 115.52
55 55-75 55-83 55-77 55-41 75-55-83 75-55-77 75-55-41 83-55-77 83-55-41 77-55-41
7, 1, 4 Si -1.34 0.03 -0.81 1.56 101.72 103.21 103.17 99.26 102.43 102.29 113.86 104.80 115.87 115.82
61 61-81 61-83 61-77 61-49 81-61-83 81-61-77 81-61-49 83-61-77 83-61-49 77-61-49
7, -1, 4 Si -1.08 0.01 -0.80 1.34 101.95 103.29 103.26 99.28 102.49 102.36 114.60 104.29 115.65 115.67
8 8-31
-2, 2, 5 Si -0.00 0.00 -0.00 0.00 101.43
4 4-23
-2, 0, 5 Si -0.00 0.00 -0.00 0.00 100.17
14 14-21
1, 1, 5 Si 0.30 -0.04 0.48 0.57 100.26
20 20-29
1, -1, 5 Si 0.32 0.05 0.48 0.58 100.23
51 51-63
4, 2, 5 Si -0.01 -0.00 -0.27 0.27 99.38
43 43-57
4, 0, 5 Si 0.03 0.01 -0.33 0.33 99.53
41 41-55
7, 1, 5 Si -0.21 -0.03 -0.47 0.51 99.26
49 49-61
7, -1, 5 Si -0.20 0.03 -0.48 0.52 99.28
98
A
N
H
A
N
G
A
.
S
T
R
U
K
T
U
R
D
E
R
S
T
U
F
E
N
K
A
N
T
E
N
A
.2
D
ie
(112)-S
tu
fe
m
it
A
rse
n
a
n
d
e
r
K
a
n
te
Atom δx δy δz δ Bindungsla¨nge Winkel
75(81) 75-59 75-53 75-55 59-75-53 59-75-55 53-75-55
-4, 2, 1 As -1.02 0.01 3.21 3.36 103.33 103.33 102.50 104.41 102.79 102.79
79(73) 79-59 79-71 79-69 59-79-71 59-79-69 71-79-69
-1, 1, 1 As -3.16 0.01 3.66 4.83 101.74 106.61 106.61 109.11 109.10 99.97
59(53) 59-75 59-81 59-79 59-47 75-59-81 75-59-79 75-59-47 81-59-79 81-59-47 79-59-47
-3, 1, 2 Si -1.79 0.01 -1.49 2.33 103.33 103.33 101.74 98.54 104.41 101.71 116.47 101.72 116.46 114.01
71(69) 71-79 71-73 71-45 79-71-73 79-71-45 73-71-45
0, 2, 2 As 1.33 0.02 1.93 2.34 106.61 106.60 101.97 99.97 109.63 109.65
47(39) 47-59 47-31 47-23 59-47-31 59-47-23 31-47-23
-3, 1, 3 Si -0.01 0.00 -0.83 0.83 98.54 100.07 100.07 109.75 109.76 109.36
45(37) 45-71 45-31 45-21 45-29 71-45-31 71-45-21 71-45-29 31-45-21 31-45-29 21-45-29
0, 2, 3 Si 0.18 0.01 1.09 1.11 101.97 100.34 101.17 101.17 112.67 108.23 108.21 109.97 109.98 107.62
65(67) 65-21 65-63 65-57 21-65-63 21-65-57 63-65-57
3, 1, 3 As 1.38 0.01 4.62 4.82 102.90 103.42 103.43 103.12 103.11 104.27
83(77) 83-63 83-55 83-61 63-83-55 63-83-61 55-83-61
6, 2, 3 As 0.06 0.01 3.78 3.78 102.64 103.39 103.39 102.99 103.00 104.32
31(23) 31-47 31-39 31-45 31- 8 47-31-39 47-31-45 47-31- 8 39-31-45 39-31- 8 45-31- 8
-2, 2, 4 Si 0.50 0.00 -0.18 0.53 100.07 100.07 100.34 99.59 109.36 109.59 108.21 109.57 108.21 111.86
21(29) 21-45 21-37 21-65 21-14 45-21-37 45-21-65 45-21-14 37-21-65 37-21-14 65-21-14
1, 1, 4 Si 1.35 0.01 1.26 1.85 101.17 101.17 102.90 100.98 107.62 108.76 108.20 108.77 108.19 115.07
63(57) 63-65 63-67 63-83 63-51 65-63-67 65-63-83 65-63-51 67-63-83 67-63-51 83-63-51
4, 2, 4 Si 0.48 0.01 -0.30 0.57 103.42 103.43 102.64 99.51 104.27 102.48 115.28 102.48 115.29 115.28
55(61) 55-75 55-83 55-77 55-41 75-55-83 75-55-77 75-55-41 83-55-77 83-55-41 77-55-41
7, 1, 4 Si -0.55 0.01 -0.82 0.99 102.50 103.39 103.39 99.25 103.02 103.03 114.10 104.32 115.40 115.39
8( 4) 8-31
-2, 2, 5 Si -0.00 0.00 -0.00 0.00 99.59
14(20) 14-21
1, 1, 5 Si 0.18 0.00 0.85 0.87 100.98
51(43) 51-63
4, 2, 5 Si -0.02 0.00 -0.08 0.08 99.51
41(49) 41-55
7, 1, 5 Si -0.20 0.00 -0.49 0.53 99.25
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Atom δx δy δz δ Bindungsla¨nge Winkel
77(85) 77-59 77-53 77-55 59-77-53 59-77-55 53-77-55
-4, 2, 1 As 3.08 0.02 3.87 4.94 103.88 103.88 104.20 103.63 103.91 103.91
83(75) 83-59 83-71 83-69 59-83-71 59-83-69 71-83-69
-1, 1, 1 As 4.23 0.01 1.66 4.54 104.85 104.10 104.10 103.04 103.05 103.32
81(73) 81-71 81-65 81-67 71-81-65 71-81-67 65-81-67
2, 2, 1 As 7.06 -0.01 -18.42 19.73 103.80 109.97 110.00 99.77 99.73 95.87
59(53) 59-77 59-85 59-83 59-47 77-59-85 77-59-83 77-59-47 85-59-83 85-59-47 83-59-47
-3, 1, 2 Si 2.90 0.01 -0.77 3.00 103.88 103.88 104.85 99.33 103.63 105.08 112.98 105.08 112.97 115.96
71(69) 71-83 71-75 71-81 71-45 83-71-75 83-71-81 83-71-45 75-71-81 75-71-45 81-71-45
0, 2, 2 Si 2.94 0.01 -4.30 5.21 104.10 104.10 103.80 97.70 103.32 114.88 114.06 114.92 114.07 96.16
47(39) 47-59 47-31 47-23 59-47-31 59-47-23 31-47-23
-3, 1, 3 Si -0.21 0.01 -0.37 0.42 99.33 99.31 99.31 108.04 108.05 110.60
45(37) 45-71 45-31 45-21 45-29 71-45-31 71-45-21 71-45-29 31-45-21 31-45-29 21-45-29
0, 2, 3 Si -1.31 0.00 -3.10 3.36 97.70 97.85 99.47 99.47 112.27 104.13 104.12 112.67 112.66 110.34
65(67) 65-81 65-73 65-21 65-63 81-65-73 81-65-21 81-65-63 81-65-57 73-65-21 73-65-63
3, 1, 3 Si -5.08 -0.00 8.50 9.90 109.97 110.00 101.04 112.07 95.87 102.38 79.31 153.69 102.39 153.70
65(67) 65-57 73-65-57 21-65-63 21-65-57 63-65-57
3, 1, 3 Si -5.08 -0.00 8.50 9.90 112.02 79.31 103.89 103.91 93.56
87(79) 87-63 87-55 87-61 63-87-55 63-87-61 55-87-61
6, 2, 3 As 2.94 0.02 4.67 5.52 104.08 103.68 103.68 105.87 105.88 103.91
31(23) 31-47 31-39 31-45 31- 8 47-31-39 47-31-45 47-31- 8 39-31-45 39-31- 8 45-31- 8
-2, 2, 4 Si -1.11 0.01 -0.70 1.31 99.31 99.31 97.85 98.41 110.61 109.72 110.79 109.73 110.82 105.02
21(29) 21-45 21-37 21-65 21-14 45-21-37 45-21-65 45-21-14 37-21-65 37-21-14 65-21-14
1, 1, 4 Si -0.65 0.00 -1.35 1.50 99.47 99.47 101.04 98.85 110.34 104.10 107.75 104.09 107.74 122.51
63(57) 63-65 63-67 63-87 63-51 65-63-67 65-63-87 65-63-51 67-63-87 67-63-51 87-63-51
4, 2, 4 Si 1.48 0.01 3.52 3.82 112.07 112.02 104.08 103.22 93.56 112.53 112.38 112.53 112.41 112.18
55(61) 55-77 55-87 55-79 55-41 77-55-87 77-55-79 77-55-41 87-55-79 87-55-41 79-55-41
7, 1, 4 Si 2.62 0.02 0.09 2.63 104.20 103.68 103.68 99.47 103.79 103.79 116.95 103.91 113.49 113.48
8( 4) 8-31
-2, 2, 5 Si -0.00 0.00 -0.00 0.00 98.41
14(20) 14-21
1, 1, 5 Si 0.25 -0.00 -0.84 0.88 98.85
51(43) 51-63
4, 2, 5 Si -0.05 0.01 2.15 2.15 103.22
41(49) 41-55
7, 1, 5 Si 0.27 0.01 0.38 0.46 99.47
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Atom δx δy δz δ Bindungsla¨nge Winkel
79 79-67 79-59 79-53 67-79-59 67-79-53 59-79-53
-2, 2, 1 As -2.99 0.21 4.78 5.64 103.55 103.39 102.25 112.24 91.40 102.55
77 77-59 77-57 77-51 59-77-57 59-77-51 57-77-51
-5, 1, 1 As -0.48 -0.14 3.89 3.92 102.83 103.46 103.67 103.60 103.46 103.17
75 75-57 75-55 75-49 57-75-55 57-75-49 55-75-49
3, -1, 3 As 0.80 0.00 4.65 4.72 101.86 103.41 102.57 103.24 102.36 104.18
73 73-65 73-59 73-53 65-73-59 65-73-53 59-73-53
-2, 0, 1 As -3.49 -1.24 3.95 5.42 99.90 104.17 103.57 110.15 77.05 106.49
71 71-57 71-53 71-51 57-71-53 57-71-51 53-71-51
-5, -1, 1 As -2.71 -0.18 4.20 5.00 102.45 101.33 102.40 102.13 106.66 100.11
69 69-55 69-51 69-49 55-69-51 55-69-49 51-69-49
3, 1, 3 As 0.51 -0.38 4.60 4.64 103.67 101.92 102.88 102.87 105.21 102.23
67 67-79 67-65 67-63 79-67-65 79-67-63 65-67-63
0, -2, 2 Si -5.09 12.20 0.05 13.22 103.55 97.05 101.02 98.73 116.57 95.80
65 65-73 65-67 65-61 73-65-67 73-65-61 67-65-61
0, 0, 2 Si -13.87 -18.07 -7.32 23.93 99.90 97.05 99.23 114.66 125.61 118.19
63 63-67 63-55 63-31 63-23 67-63-55 67-63-31 67-63-23 55-63-31 55-63-23 31-63-23
0, -2, 3 Si 0.24 1.12 1.38 1.79 101.02 101.63 100.11 100.94 116.66 97.42 118.28 109.17 107.05 107.24
61 61-65 61-49 61-31 61-23 65-61-49 65-61-31 65-61-23 49-61-31 49-61-23 31-61-23
0, 0, 3 Si 0.72 -0.44 -0.38 0.93 99.23 100.59 101.31 100.46 126.07 79.06 115.58 110.15 110.58 109.73
59 59-79 59-77 59-73 59-47 79-59-77 79-59-73 79-59-47 77-59-73 77-59-47 73-59-47
-3, 1, 2 Si -1.08 0.04 -0.79 1.34 103.39 102.83 104.17 99.05 100.66 106.84 116.14 100.07 116.97 114.11
57 57-77 57-75 57-71 57-45 77-57-75 77-57-71 77-57-45 75-57-71 75-57-45 71-57-45
-6, 0, 2 Si -0.52 0.09 -0.51 0.73 103.46 101.86 102.45 99.29 102.93 105.11 114.65 100.06 117.17 115.01
55 55-75 55-69 55-63 55-43 75-55-69 75-55-63 75-55-43 69-55-63 69-55-43 63-55-43
2, 2, 4 Si 0.76 -0.02 0.78 1.09 103.41 103.67 101.63 100.36 104.90 105.60 114.53 107.68 114.50 109.05
53 53-79 53-73 53-71 53-39 79-53-73 79-53-71 79-53-39 73-53-71 73-53-39 71-53-39
-3, -1, 2 Si -3.75 -1.26 0.15 3.96 102.25 103.57 101.33 100.57 102.00 105.73 113.46 103.13 110.50 120.09
51 51-77 51-71 51-69 51-37 77-51-71 77-51-69 77-51-37 71-51-69 71-51-37 69-51-37
-6, 2, 2 Si -0.72 -0.34 -0.47 0.93 103.67 102.40 101.92 99.33 104.81 103.14 114.49 100.54 114.92 117.09
49 49-75 49-69 49-61 49-35 75-49-69 75-49-61 75-49-35 69-49-61 69-49-35 61-49-35
2, 0, 4 Si 1.24 -0.36 0.38 1.35 102.57 102.88 100.59 100.06 104.48 107.04 116.01 106.82 115.20 106.71
47 47-59 47-29 47-23 47-21 59-47-29 59-47-23 59-47-21 29-47-23 29-47-21 23-47-21
-3, 1, 3 Si 0.09 -0.25 -0.36 0.45 99.05 100.08 100.23 100.02 108.17 108.78 108.60 110.01 109.89 111.31
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Atom δx δy δz δ Bindungsla¨nge Winkel
45 45-57 45-27 45-21 45-19 57-45-27 57-45-21 57-45-19 27-45-21 27-45-19 21-45-19
-6, 0, 3 Si 0.08 -0.08 -0.20 0.23 99.29 99.95 100.16 99.93 108.66 110.04 108.90 110.29 109.42 109.50
43 43-55 43-19 55-43-19
2, 2, 5 Si 0.06 0.03 0.63 0.63 100.36 100.17 109.29
41 41-23
-1, 1, 5 Si 0.33 0.19 0.64 0.75 101.36
39 39-53 39-31 39-29 39-21 53-39-31 53-39-29 53-39-21 31-39-29 31-39-21 29-39-21
-3, -1, 3 Si 0.19 -0.54 0.08 0.58 100.57 101.19 99.91 100.27 116.79 106.45 107.78 108.83 107.96 108.83
37 37-51 37-29 37-27 37-19 51-37-29 51-37-27 51-37-19 29-37-27 29-37-19 27-37-19
-6, 2, 3 Si -0.07 -0.18 -0.17 0.26 99.33 100.15 99.81 100.02 110.41 108.69 108.88 109.48 109.60 109.76
35 35-49 35-27 49-35-27
2, 0, 5 Si 0.04 -0.09 0.37 0.38 100.06 100.06 108.44
33 33-31
-1, -1, 5 Si -0.20 0.28 -1.15 1.20 98.96
31 31-63 31-61 31-39 31-33 63-31-61 63-31-39 63-31-33 61-31-39 61-31-33 39-31-33
-1, -1, 4 Si 0.11 -0.27 -1.60 1.63 100.11 101.31 101.19 98.96 104.95 106.74 114.52 108.62 110.49 111.18
29 29-47 29-39 29-37 29-14 47-29-39 47-29-37 47-29-14 39-29-37 39-29-14 37-29-14
-4, 2, 4 Si -0.03 -0.23 -0.25 0.34 100.08 99.91 100.15 99.89 108.82 109.68 109.48 109.53 109.68 109.64
27 27-45 27-37 27-35 27- 6 45-27-37 45-27-35 45-27- 6 37-27-35 37-27- 6 35-27- 6
-7, 1, 4 Si -0.07 -0.13 -0.04 0.15 99.95 99.81 100.06 99.91 109.45 109.53 109.36 109.25 109.12 110.12
23 23-63 23-61 23-47 23-41 63-23-61 63-23-47 63-23-41 61-23-47 61-23-41 47-23-41
-1, 1, 4 Si 0.72 0.41 1.23 1.48 100.94 100.46 100.23 101.36 111.99 110.45 109.99 110.38 107.13 106.72
21 21-47 21-45 21-39 21-10 47-21-45 47-21-39 47-21-10 45-21-39 45-21-10 39-21-10
-4, 0, 4 Si 0.20 -0.45 -0.06 0.49 100.02 100.16 100.27 100.07 109.15 109.90 108.68 109.86 109.05 110.18
19 19-45 19-43 19-37 19- 2 45-19-43 45-19-37 45-19- 2 43-19-37 43-19- 2 37-19- 2
-7, -1, 4 Si -0.07 -0.06 0.07 0.12 99.93 100.17 100.02 100.16 109.33 109.74 108.99 109.31 110.30 109.16
14 14-29
-4, 2, 5 Si 0.05 -0.02 -0.20 0.20 99.89
10 10-21
-4, 0, 5 Si 0.06 -0.04 -0.09 0.11 100.07
6 6-27
-7, 1, 5 Si -0.00 0.00 0.00 0.00 99.91
2 2-19
-7, -1, 5 Si -0.00 0.00 0.00 0.00 100.16
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Atom δx δy δz δ Bindungsla¨nge Winkel
79 79-67 79-59 79-53 67-79-59 67-79-53 59-79-53
-2, 2, 1 As -2.66 -1.56 3.12 4.39 106.05 101.78 104.72 95.59 113.28 104.76
77 77-59 77-57 77-51 59-77-57 59-77-51 57-77-51
-5, 1, 1 As -1.58 -0.05 3.71 4.04 101.24 102.83 102.71 101.48 101.09 106.32
75 75-57 75-55 75-49 57-75-55 57-75-49 55-75-49
3, -1, 3 As 0.60 -0.24 4.63 4.67 102.53 103.36 103.80 103.30 102.88 105.05
73 73-65 73-59 73-53 65-73-59 65-73-53 59-73-53
-2, 0, 1 As -2.57 1.54 3.11 4.32 106.05 101.74 104.67 95.65 113.50 104.55
71 71-57 71-53 71-51 57-71-53 57-71-51 53-71-51
-5, -1, 1 As 0.22 0.04 3.75 3.76 103.80 103.35 103.62 103.73 102.80 103.31
69 69-55 69-51 69-49 55-69-51 55-69-49 51-69-49
3, 1, 3 As 1.09 0.27 4.59 4.73 102.97 102.22 103.40 103.92 103.61 103.43
67 67-79 67-65 67-63 79-67-65 79-67-63 65-67-63
0, 2, 2 As -2.00 -12.04 0.89 12.24 106.05 107.53 103.20 103.27 109.51 103.58
65 65-73 65-67 65-61 73-65-67 73-65-61 67-65-61
0, 0, 2 As -1.92 12.11 0.90 12.29 106.05 107.53 103.22 103.23 109.62 103.61
63 63-67 63-55 63-31 63-23 67-63-55 67-63-31 67-63-23 55-63-31 55-63-23 31-63-23
0, 2, 3 Si -0.27 -1.56 0.78 1.77 103.20 101.82 101.22 99.21 111.21 118.85 100.42 106.67 109.92 109.52
61 61-65 61-49 61-31 61-23 65-61-49 65-61-31 65-61-23 49-61-31 49-61-23 31-61-23
0, 0, 3 Si -0.04 1.58 0.80 1.77 103.22 102.11 101.33 99.30 111.28 118.74 100.31 107.03 110.28 108.95
59 59-79 59-77 59-73 59-47 79-59-77 79-59-73 79-59-47 77-59-73 77-59-47 73-59-47
-3, 1, 2 Si -3.17 -0.05 -1.41 3.47 101.78 101.24 101.74 99.11 103.47 100.20 113.30 103.59 120.54 113.30
57 57-77 57-75 57-71 57-45 77-57-75 77-57-71 77-57-45 75-57-71 75-57-45 71-57-45
-6, 0, 2 Si -0.38 -0.26 -0.52 0.69 102.83 102.53 103.80 99.32 101.65 104.30 114.41 103.67 116.60 114.53
55 55-75 55-69 55-63 55-43 75-55-69 75-55-63 75-55-43 69-55-63 69-55-43 63-55-43
2, 2, 4 Si 0.53 -0.23 0.77 0.97 103.36 102.97 101.82 100.28 103.58 108.79 114.28 106.63 114.79 108.37
53 53-79 53-73 53-71 53-39 79-53-73 79-53-71 79-53-39 73-53-71 73-53-39 71-53-39
-3, -1, 2 Si -0.40 0.02 -1.48 1.53 104.72 104.67 103.35 98.49 108.99 100.11 114.52 100.19 114.50 116.75
51 51-77 51-71 51-69 51-37 77-51-71 77-51-69 77-51-37 71-51-69 71-51-37 69-51-37
-6, 2, 2 Si -0.05 0.26 -0.56 0.62 102.71 103.62 102.22 99.33 104.86 101.23 114.65 103.19 114.80 116.38
49 49-75 49-69 49-61 49-35 75-49-69 75-49-61 75-49-35 69-49-61 69-49-35 61-49-35
2, 0, 4 Si 0.93 0.25 0.85 1.28 103.80 103.40 102.11 100.39 105.08 108.33 114.19 106.17 114.73 107.91
47 47-59 47-29 47-23 47-21 59-47-29 59-47-23 59-47-21 29-47-23 29-47-21 23-47-21
-3, 1, 3 Si -0.14 -0.04 -0.92 0.93 99.11 99.69 100.60 99.64 106.96 114.58 106.90 109.02 110.15 109.16
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Atom δx δy δz δ Bindungsla¨nge Winkel
45 45-57 45-27 45-21 45-19 57-45-27 57-45-21 57-45-19 27-45-21 27-45-19 21-45-19
-6, 0, 3 Si -0.05 -0.12 -0.22 0.26 99.32 99.99 100.11 99.82 108.98 110.27 108.79 109.33 109.69 109.75
43 43-55 43-19 55-43-19
2, 2, 5 Si -0.05 -0.03 0.65 0.66 100.28 100.11 109.58
41 41-23
-1, 1, 5 Si -0.05 -0.02 -1.08 1.08 98.43
39 39-53 39-31 39-29 39-21 53-39-31 53-39-29 53-39-21 31-39-29 31-39-21 29-39-21
-3, -1, 3 Si 0.11 0.03 -0.82 0.83 98.49 100.05 99.93 99.88 106.78 108.72 108.70 111.46 111.57 109.50
37 37-51 37-29 37-27 37-19 51-37-29 51-37-27 51-37-19 29-37-27 29-37-19 27-37-19
-6, 2, 3 Si 0.04 0.11 -0.27 0.29 99.33 100.09 100.00 99.84 109.94 109.07 108.88 109.47 109.92 109.54
35 35-49 35-27 49-35-27
2, 0, 5 Si 0.10 0.05 0.69 0.70 100.39 100.16 109.19
33 33-31
-1, -1, 5 Si 0.51 0.02 0.84 0.98 101.77
31 31-63 31-61 31-39 31-33 63-31-61 63-31-39 63-31-33 61-31-39 61-31-33 39-31-33
-1, -1, 4 Si 0.92 0.05 1.61 1.85 101.22 101.33 100.05 101.77 114.71 109.57 108.31 109.91 108.37 105.55
29 29-47 29-39 29-37 29-14 47-29-39 47-29-37 47-29-14 39-29-37 39-29-14 37-29-14
-4, 2, 4 Si -0.01 0.02 -0.53 0.53 99.69 99.93 100.09 99.60 109.94 109.48 108.96 109.51 109.02 109.92
27 27-45 27-37 27-35 27- 6 45-27-37 45-27-35 45-27- 6 37-27-35 37-27- 6 35-27- 6
-7, 1, 4 Si -0.04 0.01 0.10 0.11 99.99 100.00 100.16 100.22 110.00 109.25 108.99 109.31 108.95 110.33
23 23-63 23-61 23-47 23-41 63-23-61 63-23-47 63-23-41 61-23-47 61-23-41 47-23-41
-1, 1, 4 Si -0.17 -0.04 -1.76 1.77 99.21 99.30 100.60 98.43 103.63 107.70 113.17 107.99 113.23 110.69
21 21-47 21-45 21-39 21-10 47-21-45 47-21-39 47-21-10 45-21-39 45-21-10 39-21-10
-4, 0, 4 Si -0.11 -0.03 -0.50 0.52 99.64 100.11 99.88 99.62 109.60 109.71 108.87 109.66 110.02 108.96
19 19-45 19-43 19-37 19- 2 45-19-43 45-19-37 45-19- 2 43-19-37 43-19- 2 37-19- 2
-7, -1, 4 Si -0.23 -0.02 0.02 0.23 99.82 100.11 99.84 100.04 109.43 109.23 109.01 109.53 110.65 108.97
14 14-29
-4, 2, 5 Si 0.06 0.03 -0.36 0.37 99.60
10 10-21
-4, 0, 5 Si 0.03 -0.03 -0.34 0.34 99.62
6 6-27
-7, 1, 5 Si -0.00 0.00 0.00 0.00 100.22
2 2-19
-7, -1, 5 Si -0.00 0.00 0.00 0.00 100.04
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Atom δx δy δz δ Bindungsla¨nge Winkel
75(69) 75-63 75-59 75-53 63-75-59 63-75-53 59-75-53
-2, 2, 1 As 13.18 -0.00 -12.66 18.28 111.67 105.24 105.22 98.94 98.92 101.78
71(65) 71-57 71-55 71-49 57-71-55 57-71-49 55-71-49
3, -1, 3 As 4.01 0.00 5.75 7.01 106.36 104.66 104.67 107.35 107.36 102.55
67(73) 67-57 67-53 67-51 57-67-53 57-67-51 53-67-51
-5, -1, 1 As 6.33 -0.01 2.27 6.73 104.82 107.13 104.81 104.14 102.33 104.14
63(61) 63-75 63-55 63-31 63-23 75-63-55 75-63-31 75-63-23 55-63-31 55-63-23 31-63-23
0, 2, 3 Si -3.45 0.00 3.21 4.71 111.67 109.27 100.23 100.23 136.64 101.26 101.25 103.48 103.49 109.10
55(49) 55-71 55-65 55-63 55-43 71-55-65 71-55-63 71-55-43 65-55-63 65-55-43 63-55-43
2, 2, 4 Si 1.07 0.01 4.11 4.25 104.66 104.67 109.27 103.08 102.55 113.10 111.74 113.10 111.70 104.89
53(59) 53-75 53-69 53-67 53-39 75-53-69 75-53-67 75-53-39 69-53-67 69-53-39 67-53-39
-3, -1, 2 Si 5.93 -0.01 -6.04 8.47 105.22 105.23 107.13 97.12 101.78 116.42 104.68 116.42 104.68 111.46
51(57) 51-73 51-67 51-65 51-37 73-51-67 73-51-65 73-51-37 67-51-65 67-51-37 65-51-37
-6, 2, 2 Si 4.23 -0.00 -0.70 4.29 104.82 104.81 106.36 99.43 102.33 105.56 115.19 105.55 115.22 111.90
43(35) 43-55 43-19 55-43-19
2, 2, 5 Si -0.27 -0.01 2.80 2.81 103.08 101.20 110.19
39(47) 39-53 39-31 39-29 39-21 53-39-31 53-39-29 53-39-21 31-39-29 31-39-21 29-39-21
-3, -1, 3 Si 0.15 -0.01 -4.40 4.40 97.12 99.18 98.96 98.96 97.75 110.34 110.35 113.25 113.22 111.19
37(45) 37-51 37-29 37-27 37-19 51-37-29 51-37-27 51-37-19 29-37-27 29-37-19 27-37-19
-6, 2, 3 Si 0.42 -0.02 -0.29 0.51 99.43 99.71 100.11 100.10 107.02 110.39 110.37 109.87 109.85 109.31
33(41) 33-31
-1, -1, 5 Si 1.00 0.00 -1.05 1.45 98.85
31(23) 31-63 31-61 31-39 31-33 63-31-61 63-31-39 63-31-33 61-31-39 61-31-33 39-31-33
-1, -1, 4 Si 0.68 0.00 -1.55 1.69 100.23 100.23 99.18 98.85 109.10 104.00 116.06 104.02 116.06 106.08
29(21) 29-47 29-39 29-37 29-14 47-29-39 47-29-37 47-29-14 39-29-37 39-29-14 37-29-14
-4, 2, 4 Si -0.39 -0.01 -2.09 2.13 98.96 98.96 99.71 98.45 111.19 110.27 106.05 110.29 106.03 112.88
19(27) 19-45 19-43 19-37 19- 2 45-19-43 45-19-37 45-19- 2 43-19-37 43-19- 2 37-19- 2
-7, -1, 4 Si -0.44 -0.02 0.88 0.99 100.11 101.20 100.10 102.04 109.94 109.31 107.50 109.97 112.49 107.55
14(10) 14-29
-4, 2, 5 Si 0.19 -0.00 -1.42 1.43 98.45
2( 6) 2-19
-7, -1, 5 Si -0.00 0.00 0.00 0.00 102.04
Anhang B
Davidson-Kosugi-Algorithmus
Iterative Eigenwert-/ Eigenvektorlo¨ser gehen von einem Satz Startvektoren∣∣∣ψ(0)ν 〉 (ν = 1..M) aus, aus denen im ersten Schritt ein verbesserter Satz Vektoren∣∣∣ψ(1)ν 〉 gewonnen wird, die eine bessere Na¨herung der Eigenvektoren darstellen.
Dies wird so oft iteriert, bis schließlich ein Satz von Vektoren
∣∣∣ψ(k)ν 〉 ein vorge-
gebenes Qualita¨tskriterium erfu¨llt. Iterative Eigenwertlo¨ser haben verschiedene
Vorteile, die sich das EStCoMPP-Programm zunutze macht:
• Die zu diagonalisierende Matrix muß nicht explizit aufgestellt werden, es
genu¨gt, den Operator, dessen Eigenvektoren gesucht sind, auf Vektoren
anwenden zu ko¨nnen. Eine explizite Darstellung von H wu¨rde schon fu¨r
N = 30000 ebene Wellen ca. 13.5GB Speicher beno¨tigen. Dies ha¨tte schon
128 PEs mit je 128MB Speicher1 allein mit der Speicherung von H ausge-
lastet. Auch wenn massiv parallele Maschinen inzwischen derartigen Spei-
cheranforderungen genu¨gen, wa¨chst der beno¨tigte Speicher quadratisch mit
N . Ab N = 130000 wu¨rden selbst der Speicher von 512 mit je 512MB
ausgestatteten PEs2 nicht mehr ausreichen.
• Es ist mo¨glich, nur fu¨r einen Teil des Eigenwertspektrums die Eigenvekto-
ren zu berechnen, nicht beno¨tigte Eigenvektoren werden nicht berechnet.
Daher skaliert die Rechenzeit mit NM 2, und nicht wie bei direkten Ei-
genwertlo¨sern mit N 3. Da nur die untersten 3-5% der Eigenvektoren und
-werte tatsa¨chlich beno¨tigt werden, bietet diese Einsparung der Rechenzeit
Zugang zu erheblich gro¨ßeren Systemen.
• Die Eigenvektoren konvergieren mit der Zahl der Iterationen. Da auch die
Dichte n(r) sich erst mit der Zahl der elektronischen Selbstkonsistenzschrit-
1Urspru¨ngliche Ausstattung der CRAY-T3E im ZAM des Forschungszentrums Ju¨lich.
2Derzeitige Austattung der CRAY-T3E-1200 am John von Neumann-Institut fu¨r Computing
(NIC)
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te verbessert, ist es nicht no¨tig, die Eigenvektoren schon im ersten elek-
tronischen Selbstkonsistenzschritt zur Konvergenz zu bringen. Stattdessen
wird schon nach wenigen Davidson-Schritten ein Schritt der elektronischen
Selbstkonsistenz berechnet und die letzten berechneten Eigenvektoren als
Startvektoren im na¨chsten Selbstkonsistensschritt verwendet. Da sich mit
der Konvergenz der selbstkonsistenten Dichte n(r) der Hamiltonian H im-
mer weniger a¨ndert und die Eigenvektoren des vorigen Selbstkonsistenz-
schrittes immer bessere Startvektoren bilden, ko¨nnen so die Dichte n(r)
und die Eigenvektoren |ψν〉 gleichzeitig zur Konvergenz gebracht werden.
Die Qualita¨t der Startvektoren ist wesentlich fu¨r die Zahl der beno¨tigten
Iterationen. Ab dem zweiten Schritt der elektronischen Selbstkonsistenz stehen
dafu¨r die im vorigen Schritt berechneten |ψν〉 zur Verfu¨gung, im ersten Schritt
muß jedoch einmalig ein Satz Startvektoren bestimmt werden. Dazu wird H ein-
fach auf einen Unterraum projiziert, der klein genug ist, um mit konventionellen
Eigenwertlo¨sern eine Lo¨sung zu finden3. Die ersten M Lo¨sungsvektoren bilden
die Startvektoren fu¨r das Davidson-Kosugi-Verfahren im ersten Selbstkonsistenz-
schritt.
Die Auswahl des Unterraums wird dadurch getroffen, daß man die Startvekto-
ren als ebeneWellen darstellt oder zusa¨tzlich als Linearkombination von atomaren
Orbitalen zu den gegebenen Pseudopotentialen, die dann ebenfalls nach ebenen
Wellen entwickelt werden.
Bei der iterativen Bestimmung von Eigenvektoren werden zu jedem Startvek-
tor |ψ〉 jeweils Korrekturvektoren ∣∣ψkorr〉 berechnet und hinzuaddiert. Bei der
Konstruktion von Korrekturvektoren spielt der Rayleigh-Quotient eine entschei-
dende Rolle:
ρ [ψ] =
〈ψ|H |ψ〉
〈ψ |ψ 〉 (B.1)
Ist |ψi0〉 ein Eigenvektor, so ist der entsprechende Rayleigh-Quotient ρ [ψi0 ] iden-
tisch mit dem Eigenwert ²i0 . Daher wird der Rayleigh-Quotient fu¨r Eigenlo¨sungen
|ψν〉 des Hamiltonoperators H stationa¨r. Damit la¨ßt sich das hermitesche Ei-
genwertproblem auf ein Optimierungsproblem abbilden, dessen Zielfunktion der
Rayleigh-Quotient ist. Im allgemeinen werden Gradientenverfahren zur Optimie-
rung eingesetzt, wenn der Gradient einer Zielfunktion leicht zu bestimmen ist.
Der Gradient des Rayleigh-Quotienten ergibt sich zu:
|R [ψ]〉 = (H− ρ [ψ]) |ψ〉 (B.2)
mit:
∣∣∣∣δρ [ψ]δψ
〉
=
|R [ψ]〉
〈ψ |ψ 〉 (B.3)
3Der Unterraum zur Bestimmung der Startvektoren kann z.B. von den ebenen Wellen mit
den niedrigsten |G| aufgespannt werden. Es ko¨nnen auch zusa¨tzlich Linearkombinationen der
atomaren Orbitale zu den gegebenen Pseudopotentialen hinzu genommen werden, die ebenfalls
nach ebenen Wellen entwickelt werden.
107
Das Residuum |R [ψ]〉 legt die Richtung des Gradienten und somit die Korrek-
turrichtung fest. Des weiteren liefert der Absolutbetrag | |R [ψ]〉| ein Maß fu¨r die
Gu¨te des approximierten Eigenwertes und Eigenvektors. Fu¨r einen Eigenvektor
|ψν〉 verschwindet er:
|R [ψi0 ]〉 = (H− ²i0) |ψi0〉 = 0 (B.4)
Unterschreitet | |R [ψ]〉| ein vorgegebenes Kriterium wird der zugeho¨rige Vektor
im EStCoMPP-Programm als auskonvergiert betrachtet.
Folgt man dem Gradienten mit einem Steepest-Descent-Algorithmus, so ist
das Verfahren fu¨r kleine Schrittweiten zwar sehr stabil, es konvergiert jedoch im
allgemeinen nur langsam. Steepest-Descent-Algorithmen konvergieren ideal fu¨r
isotrope Minima, werden jedoch fu¨r anisotrope Minima zunehmend schlechter.
Anschaulich bedeutet diese Anisotropie im zweidimensionalen Fall ein langge-
strecktes schmales Tal, welches der Steepest-Descent-Algorithmus im Zick-Zack
zu seinem tiefsten Punkt verfolgt. Durch eine “Pra¨konditionierung” werden die
anisotropen Minima auf mo¨glichst isotrope Minima abgebildet, die gut mit ei-
nem Steepest-Descent-Algorithmus auffindbar sind. Dazu ist es no¨tig, fu¨r die
Zielformation, bzw. ihren Gradienten eine geeignete Transformation zu finden.
Entwickelt man (B.3) um (B.4), so findet man:
|R [ψi0 + δψ]〉 = (H− ²i0) |δψ〉+O
(
(δψ)2
)
(B.5)
= (H− ρ [ψ]) |δψ〉+O ((δψ)2) . (B.6)
Indem (B.6) mit einer Approximation der Matrix (H−ρ [ψ])−1 multipliziert wird
erha¨lt man einen guten Korrekturvekor |δψ〉. Der Hamiltonian ist im rezipro-
ken Raum diagonal dominant, da die Diagonalelemente aufgrund der kinetischen
Energie ∼ (k + G)2 quadratisch ansteigen. Andererseits konvergieren die loka-
len Pseudopotentiale Vloc(G−G′) schnell im Impulsraum. Als Na¨herung fu¨r den
Pra¨konditionierer wird daher nur die Diagonale der Matrix (H−ρ [ψ]) invertiert.
Dies hat den Vorteil, daß der Pra¨konditionierer einfach zu konstruieren ist und
kaum Rechenzeit oder Speicherplatz beansprucht. Insgesamt ergibt sich damit
ein Korrekturvektor:
ckorr
kν (G) =
−1
ρ [ψkν ]−Hk,GG
{
ρ [ψkν ] ckν (G)−
∑
G′
Hk,GG′ ckν (G′)
}
.(B.7)
Dieser Korrekturvektor muß nun auf den Eigenvektor angewandt werden, um
zu einer neuen verbesserten Approximation des Eigenvektors zu gelangen. Das
einfachste Vorgehen ist es, den Korrekturvektor, gewichtet mit einer Schrittweite
α, zum Startvektor zu addieren:∣∣ψ(j+1)ν 〉 = ∣∣ψ(j)ν 〉+ α ∣∣ψ(j),korrν 〉 (B.8)
Dieses Verfahren wurde von Car und Parrinello [CP85b] urspru¨nglich gewa¨hlt.
Es hat den Nachteil, daß kleine Schrittweiten α zu sehr langsamer Konvergenz
fu¨hren, zu große α das Verfahren hingegen divergieren lassen.
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Daher ist es besser, den Hamiltonian in einem Unterraum zu diagonalisie-
ren, der sowohl die Start-, als auch die Korrekturvektoren entha¨lt. Dazu wird
aus den Start- und Korrekturvektoren, z.B. mittels Gram-Schmidt, eine Ortho-
normalbasis erstellt, der Hamiltonian auf diesen Unterraum projiziert, und dort
diagonalisiert. Man kann auf die Orthonormierung verzichten, indem man die
U¨berlappmatrix der Basisvektoren in einem verallgemeinerten Eigenwertproblem
beru¨cksichtigt. Der im EStCoMPP-Programm implementierte Algorithmus [Ric93]
geht vom Davidson-Algorithmus [Dav75] aus, der jedoch urspru¨nglich nur fu¨r
die Bestimmung eines einzelnen Eigenvektors |ψ〉 konzipiert war. Der Davidson-
Algorithmus geht von einem Startvektor zum gesuchten Eigenvektor aus. In jeder
Iteration wird ein neuer Korrekturvektor hinzugefu¨gt und die Matrix im jeweils
aufgespannten Unterraum diagonalisiert. Spa¨testens nach N − 1 Iterationen ent-
spricht der aufgespannte Unterraum dem gesamten Raum und das Eigenwert-
problem ist konvergiert. Die Erfahrung zeigt jedoch, daß die Eigenwerte deutlich
schneller konvergieren.
Zur Berechnung mehrerer Eigenvektoren ist es ineffektiv, den Davidson-
Algorithmus fu¨r jeden Eigenvektor einzeln durchzufu¨hren. Stattdessen wird der
Davidson-Algorithmus als Block-Algorithmus ausgefu¨hrt [Liu78], bei der von ei-
nem Block |ψk,1..M〉 von Startvektoren ausgegangen wird, zu dem entsprechend
viele Korrekturvektoren |δψk,1..M〉 berechnet werden. Dabei kommen in jedem
Schritt M Vektoren hinzu. Dies fu¨hrt rasch zu einem Aufbla¨hen des Unterrau-
mes, welches Rechenkapazita¨ten und Speicher schnell erscho¨pfen wu¨rde. Nach
einer Idee von Kosugi [Kos84] wird die Dimension des Unterraumes daher auf
Mdvd beschra¨nkt und alte Korrekturen verworfen. Durch Wahl eines gro¨ßeren
Wertes fu¨r Mdvd la¨ßt sich das Konvergenzverhalten eines Davidson-Schrittes auf
Kosten des Speicherbedarfs und der Rechenzeit pro Davidson-Schritt verbessern.
Im EStCoMPP-Programm haben sich Werte von 2×M bis 3×M fu¨r Mdvd bewa¨hrt,
um ein gutes Konvergenzverhalten bei vertretbarer Rechenzeit zu erhalten. Der
Davidson Unterraum wird dabei von folgenden Vektoren aufgespannt:
• Den M Lo¨sungen des letzten Davidsonschrittes.
• Den neuen Korrekturvektoren, die sich aus Anwendung des Pra¨konditionie-
rers auf die Residuen der noch nicht konvergierten Vektoren ergeben.
• Den Lo¨sungsvektoren die in vorherigen Iterationen noch nicht konvergiert
waren.
Um die Dimension des Unterraums nicht u¨berMdvd anwachsen zu lassen, wer-
den die a¨ltesten Lo¨sungsvektoren vorheriger Iterationen weggelassen. Am Anfang
des Davidsonverfahrens werden dieM Lo¨sungsvektoren des letzten elektronischen
Selbstkonsistenzschrittes u¨bernommen und bilden die Startvektoren. Die Korrek-
turvektoren fu¨r ν > M werden mit Einheitsvektoren ψν(G) = δGGν initialisiert.
Um im EStCoMPP-Programm elektronische Selbstkonsistenz und das elektronische
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Berechne die Startwellenfunktionen
∣∣∣ψ(0)ν 〉 und Starteigenwerte ²(0)ν fu¨r den ersten elektronischen
Selbstkonsistenzschritt, indem H auf einen niedrigdimensionalen Unterraum projiziert und das
Eigenwertproblem dort gelo¨st wird.
Elektronische Selbstkonsistenzschritte
...
Berechne die Diagonalmatrix (DH)GG′ = Hk,GG δGG′ aus der Diagonalen des Hamiltonoperators.
U¨bernehme die M Wellenfunktionen
∣∣∣ψ(0)ν 〉 des letzten Selbstkonsistenzschrittes bzw. der Initialisierung.
Berechne H
∣∣∣ψ(0)ν 〉 fu¨r ν = 1 . . . M .
Initialisiere die Korrekturvektoren
∣∣∣ψ(0)ν 〉 mit Einheitsvektoren: ψν(G) = δGGν fu¨r Mdvd ≥ ν > M .
Bis zur Erfu¨llung des Davidson-Konvergenzkriteriums:
Berechne die Residuen
∣∣∣R[ψ(j)ν ]〉 = (H− ²(j)ν ) ∣∣∣ψ(j)ν 〉.
Unterschreitet die Norm der Residuen ||R[ψ
(j)
ν ]|| eine vorgegebene Schranke, so markiere die
entsprechenden Wellenfunktionen
∣∣∣ψ(j)ν 〉 als konvergiert.
Berechne zu nicht konvergierten Zusta¨nden die neuen Korrekturvektoren (DH − ²
(j)
ν )
−1
∣∣∣R[ψ(j)ν ]〉
und ersetze damit die a¨ltesten Korrekturvektoren.
Bilde eine Orthonormalbasis |em〉 aus den Vektoren
∣∣∣ψ(j)ν 〉 fu¨r ν = 1 . . . Mdvd. Dazu mu¨ssen neue
Korrekturvektoren zur alten Eigenvektoren und alten Korrekturvektoren orthonormiert werden.
Berechne H
∣∣∣ψ(j)ν 〉 fu¨r ν = (M + 1) . . . Mdvd.
Projiziere H auf den Davidson Unterraum durch Bildung von H′νµ =
〈
ψ
(j)
ν
∣∣∣H ∣∣∣ψ(j)µ 〉.
Lo¨se das Mdvd-dimensionale Eigenwertproblem fu¨r H
′.
Ersetze die a¨ltesten Korrekturvektoren durch die
∣∣∣ψ(νj)〉 fu¨r ν = 1 . . . M , die nicht als konvergiert
markiert wurden.
U¨bertrage die Lo¨sungsvektoren zu den M niedrigsten Eigenwerten aus dem Unterraum zuru¨ck in die
Basis der G-Vektoren und gewinne so
∣∣∣ψ(j+1)ν 〉 und H ∣∣∣ψ(j+1)ν 〉 fu¨r ν = 1 . . . M .
...
Abbildung B.1: Der in EStCoMPP implementierte iterative Eigenwertlo¨ser.
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Eigenwertproblem gleichzeitig zur Konvergenz zu bringen, werden pro Selbstkon-
sistenzschritt nur drei Davidson-Iterationen ausgefu¨hrt, indem ein entsprechendes
Konvergenzkriterium angegeben wird.
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