Abstract-In this paper we consider a probabilistic method for mapping a spatial process over a distributed multi-agent system and a coordinated level curve tracking algorithm for adaptive sampling. As opposed to assuming the independence of spatial features (e.g. an occupancy grid model), we adopt a novel model of spatial dependence based on the gridstructured Markov random field that exploits spatial structure to enhance mapping. The multi-agent Markov random field framework is utilized to distribute the model over the system and to decompose the problem of global inference into local belief propagation problems coupled with neighbor-wise interagent message passing. A Lyapunov stable control law for tracking level curves in the plane is derived and a method of gradient and Hessian estimation is presented for applying the control in a probabilistic map of the process. Simulation results over a real-world dataset with the goal of mapping a plume-like oceanographic process demonstrate the efficacy of the proposed algorithms. Scalability and complexity results suggest the feasibility of the approach in realistic multi-agent deployments.
I. INTRODUCTION
There has been significant interest recently in the study of distributed systems of interconnected agents, coordinating to achieve a common objective. Such systems offer numerous advantages over their single-agent counterparts, including enhancements in scale, robustness, sampling, and processing capability. The analysis of multi-agent systems is relevant in various contexts, for example when considering biologicallyinspired [1] or cooperative systems [2] .
We consider a system of agents operating in the plane that each possesses locomotion, communication, computation, and measurement capabilities. The objective for the system is to cooperatively and efficiently map a spatial process over a grid workspace for the purposes of sampling. In the literature common methods for achieving such goals include occupancy grids and level curve tracking algorithms (e.g. [3] and [4] ); however, these approaches exhibit several shortcomings. Such methods are generally inefficient as the spatial structure of the process is ignored [5] and a reliance on directly sampled gradient and Hessian information (e.g. in [6] - [9] ) can present difficulties in practice.
In this work we propose a method that assumes a probabilistic model of spatial dependence in the process to achieve efficient mapping, and a Lyapunov stable level curve tracking control that operates not through direct process observation, but by estimating gradient and Hessian information over the resultant process map. A grid-structured pairwise Markov random field model is assumed and the multi-agent Markov random field framework is applied to decompose the problem of global inference into local inference problems coupled with inter-agent message passing (in [5] a single-agent version of this model is explored; see [10] for our previous work on the multi-agent extension).
Simulations of autonomous surface vehicles (ASVs) over a real-world dataset demonstrate the efficacy of the proposed methods in mapping and sampling a plume-like oceanographic process (data from NASA's Moderate Resolution Imaging Spectroradiometer (MODIS) [11] ). It is shown that the agents are able to map the plume-like process over a distributed set of heterogeneous observations in an efficient, accurate, and convergent manner. The feasibility of the approach in realistic multi-agent deployments is suggested by acceptable scaling and computational complexity over reasonably sized agent networks and workspaces.
The outline of the paper is as follows. In Section II we provide a model of spatial dependence and a cooperative inference algorithm for generating a probabilistic map of a spatial process. A curve model and a Lyapunov stable control law for tracking levels curves in the plane are given in Section III. Section IV discusses gradient and Hessian estimation for tracking the level curves of a process over a discrete grid. Simulation results are provided in Section V, and concluding remarks as well as directions for future work are stated in Section VI.
II. SPATIAL MAPPING IN MULTI-AGENT SYSTEMS
Consider a system of K agents indexed by {1, . . . , K} operating over a fixed spatial grid of N × N cells. To each cell we assign a random variable X rs , termed a process variable, with row and column indices r, s = 1, . . . , N . We associate with each process variable a set of random variables Y k rs , termed model variables, with k = 1, . . . , M . The model variables represent a measurable realization of an unobservable (or hidden) process given by the X rs 's, with M observables per grid cell. The joint probability distribution over the domain X = {X rs } ∪ {Y k rs } is represented by the Markov random field M = (X , H, P ), where H = (X , E, Φ) is an undirected graph with nodes labeled by X , edges E, and potential set Φ, and P is the probability distribution over X . We assume a pairwise dependence model over the process variables defined by node potentials φ(X rs ) and edge potentials φ(X rs , X lm ). The system observation models are heterogeneous in nature and are defined by edge potentials φ(X rs , Y k rs ). Our choice of spatial model is motivated by the generality of the Markov random field in representing arbitrary process and model distributions, enabling both agent heterogeneity and application specificity. Additionally, the computational properties of inference in such networks make them well suited for distributed implementation and efficient parallel processing.
A. Distributing the Spatial Model
In order to apply the given spatial model over a distributed multi-agent system we consider the multi-agent Markov random field framework (see [10] for our previous work). The set of domain variables X is partitioned over the system with agent subsets X i ⊆ X , and local uncertainty is represented by Markov random fields
where an edge l ij ∈ L between agents i and j is labeled by the intersection of the domains X i ∩ X j (i.e. an interface). The set of neighbors of agent i is given by N i = {j = i | l ij ∈ L}. Assume also that Ψ satisfies the running intersection property, ensuring probabilistically sound interagent message passing 1 . The tree Ψ, called a hypertree over H, defines the communication topology of the multi-agent system [12] .
The local domains X i are defined as follows. To all agents we assign the set of process variables, requiring that the probabilistic interfaces X i ∩ X j are uniformly {X rs }. The model variables are then partitioned in an application-specific manner to meet system goals or constraints (e.g. assigning each agent a unique sensor and associated model). Such a configuration allows the agents to retain a homogeneous view of the workspace (via the process variables), while simultaneously enabling varied observation models, and ultimately fusion. Given a distributed set of heterogeneous observations, the agents must cooperate via local communication to reason over the global distribution P . In particular the joint probability distribution
is the product of the potentials associated with each
, where Z is a normalizing constant. Fig. 1 illustrates a novel 3 × 3 grid structured multi-agent Markov random field with two agents and one set of observables per agent (not all shown for clarity).
B. Inter-Agent Belief Exchange and Inference
To generate a probabilistic spatial map we must infer the grid of marginal distributions {P (X rs | O), r, s = 1, . . . , N } that represents the posterior beliefs of the multi-agent system conditioned on local observation sets
Xrs : Process variable O K }. We consider a distributed loopy belief propagation algorithm to render the problem of global inference feasible and to decompose it into a process of belief exchanges and local inference problems. The cooperative inference process begins with each agent reducing assigned model potentials by the set of local evidence O i to generate process beliefs ψ k (observed model variables indexed linearly by k for notational simplicity). The agents then perform message passing over the hypertree to diffuse the beliefs over the network. We consider an asynchronous message passing scheme to mimic realistic communication conditions, though a structured collect/distribute scheme is equally appropriate [13] .
At any given instance an agent i exchanges a message set with a neighboring agent j ∈ N i only when it is ready; that is, when all messages have been received from all other neighboring agents, excluding j. Each message set, defined by {δ
consists of belief products generated by observed model variables, where the domain of each message is the associated process variable. Message passing terminates when each agent has sent a message to each of its neighbors (i.e. belief diffusion has occurred). Termination is guaranteed (see [13] for proof) with communication beginning in the hypertree leaves and propagating inward. Following message passing each agent then runs the standard loopy belief propagation algorithm locally over H i (with belief messages integrated, respecting scope) and extracts cell-wise marginal distributions to generate a probabilistic process map. We have omitted the details of the local inference process and condensed the exposition of the message passing procedure here due to space constraints; see [5] , [10] and more generally [13] for details.
III. TRACKING LEVEL CURVES IN THE PLANE
In addition to mapping the process of interest, we also desire our agents to actively sample the process in a coordinated manner. Towards this goal we consider tracking the level curves of a planar process p. Assume for now that p satisfies the following assumption:
Assumption 1: The process function p is a C 2 smooth function on some bounded open set B ⊂ R 2 . There exists a set of closed curves C(p); the level curves of p. On the set B we have ||∇p|| = 0 [4] .
We construct a planar curve model by considering the time derivative of p along the trajectory of a moving agent. Applying the directional derivative and assuming the common double integrator agent model, our multi-agent dynamical system is given bẏ
with agent position and velocity r i , v i ∈ R 2 , and process value at the position of the ith agent, p(r i ) ∈ R, denoted p i . We require inputs u i that will drive the system (3) to a desired configuration asymptotically in time, i.e. one in which the agents stably track a specified set of level curves. Towards that goal, consider the following desired system configuration:
where for each agent i, C i ∈ B is the desired level curve value, µ i > 0 is the desired tracking speed, and x p,i is the curve tangent vector with
where rotation matrix R is chosen such that x p,i and y p,i form a right-handed frame. Fig. 2 depicts our assumed level curve tracking model [4] . To design a control law to satisfy configuration (4) we consider the following Lyapunov candidate function
where η i > 0. This function has been constructed such that the desired system configuration is the unique critical point. The time derivative of the Lyapunov function along the trajectories of system (3) is given bẏ
where ∇ 2 p i is the Hessian matrix of the process function p(r i ). The agent controls u i are chosen to ensure the negative semi-definiteness of (7) as required by standard Lyapunov control design. Considering control laws for i = 1, . . . , K
with α i > 0 giveṡ
our desired result. Scalars η i and α i are tunable control parameters for descent rate and velocity alignment, respectively, while the choice of R controls the direction of curve traversal (i.e. clockwise or counter-clockwise). Assuming finite initial conditions and that Assumption 1 is satisfied, the desired system configuration (4) is achieved asymptotically under controls (8) . This fact follows directly from (9), LaSalle's Invariance Principle, and Barbalat's lemma [14] (proof omitted due to space constraints). We also mention briefly collision avoidance between agents in the system. In realistic environments and particularly in systems with many agents, avoiding collisions is critical. Assume that each agent has a circular collision region of radius d i within which other agents are detected and avoided. We consider the following collision control based on a logarithmic potential between agents [15] :
where r ij = r i − r j , β i > 0, and Ω i = {j = i : ||r ij || ≤ d i } is the set of detected collision threats. The total control input for the ith agent is then the sum of the tracking control (8) and the collision avoidance control (10).
IV. LOCALIZED GRADIENT AND HESSIAN ESTIMATION
The controls derived in Section III require both the gradient and the Hessian of the process of interest in order to perform level curve tracking. Acquiring both quantities in a directly sampled environment can be difficult and costly, or even impossible. Alternatives to direct sampling have been proposed in [8] , [9] wherein localized groups of agents are used to generate gradient and Hessian estimates in order to track level curves. However, such a technique encumbers the agents spatially and mitigates globally distributed sampling and exploration. We instead consider tracking probabilistic level curves over the spatial map generated using the results from Section II. Not only is this method more robust due to its probabilistic underpinnings (i.e. an informed process/observation model forms its foundation), each agent can also generate gradient and Hessian estimates directly from the map without the need for coordinating agent localization.
The process function p defined in the context of Section III is now assumed to be the underlying probability function of which the grid generated in Section II is a discrete realization. Considering only a single agent and dropping subscripts for clarity, we examine the second order Taylor expansion of p at a point in the neighborhood of r given by p(r +r) = p(r) +r
where we assume r+r is sufficiently close to r such that (11) is a reasonable local approximation. Given a set of points in the neighborhood of r we can solve a system of equations directly for local approximations of ∇p(r) and ∇ 2 p(r). Considering a grid of points around r with a scale h as depicted by Fig. 3 , we form the linear system Ax = b, where the values of p(r) and the neighboring points are interpolated from the probability grid using standard techniques (e.g. bilinear interpolation). Specifically we have
T andê x andê y are the standard Cartesian basis vectors withê x−y =ê x −ê y . Solving the overdetermined, rank deficient system (12) can be accomplished by orthogonal decomposition of the coefficient matrix A [16] . Considering the singular value decomposition where A = UΣV the gradient and Hessian are found by computing
allows the agents to efficiently estimate gradient and Hessian information of the spatial grid and track probabilistic level curves using controls (8) .
A. Mapping and Tracking Algorithm
The integration of the mapping process of Section II, the curve tracking of Section III, and the above gradient and ∇p h p(r) { Fig. 3 . Model for gradient and Hessian estimation over probabilistic grids generated by the spatial mapping method of Section II. Scalar cell-wise probability values (e.g. P (Xrs = x) for a discrete process) are represented by hollow dots. Probability value p(r) at agent position (large solid dot) and neighboring values in grid of scale h (small solid dots) are interpolated from discrete grid. The interpolants are used in localized second order gradient and Hessian estimation.
Hessian estimation is as follows. The process is iterative in nature; at arbitrary time instances each agent samples the workspace, evaluates their local observation model, exchanges beliefs, and runs their local inference process to generate a process map. From the map, gradient and Hessian information is extracted and a time step of the tracking and collision avoidance controls is executed. This process is then repeated in order to map the workspace and track probabilistic level curves of the process. The choice of time steps, the agent sampling rates, and the interval at which information is exchanged can be chosen to suit mission parameters or satisfy computational and communication constraints.
V. SIMULATION RESULTS
To evaluate the proposed spatial mapping and curve tracking algorithms we consider the problem of mapping oceanographic processes that are plume-like in nature (e.g. harmful algal blooms). Such phenomenon are not only of environmental importance, but they are also excellent candidates for our method as they exhibit significant spatial structure. We assume that each agent represents an ASV on the ocean surface and that there exists some algorithm that translates our control vectors (8), (10) to generate appropriate locomotion. Measurements are sampled from a real-world dataset taken from NASA's Moderate Resolution Imaging Spectroradiometer (MODIS) [11] . Fig. 4 depicts sea surface temperature (
• C) and chlorophyll concentration (mg/m 3 ) data over an 80×80 region containing a plume-like process which we select for sampling and simulation.
For our mapping task we concentrate on plume detection, choosing binary process variables with uniform potentials φ(X rs ) = 0.5
reflecting our desire for equiprobable process membership and well-defined gradient and Hessian content 2 . Observations are assumed to be Gaussian distributed with
where for each x ∈ {0, 1} we have a mean and variance, µ x and σ 2 x . Prior to simulation a portion of the workspace was designated as being in-process and an empirical observation model was calculated giving µ sst = (14. To assess the performance of our proposed algorithm we consider three metrics: the percentage of agent samples that are in-process (detection performance), the threshold classification error over sampled cells (decisioning performance), and the percentage of in-process cells sampled (mapping performance). Fig. 5e depicts detection (top) and decisioning (bottom) performance over time for varying level curve targets. For each target we generated 20 randomized simulation runs of 100 time units, for a 30 agent system with C i ∈ {0.95, 0.90, 0.85, 0.80} and µ i = 1.0. Fig. 5f shows mapping (top) and detection (bottom) performance over time for a system with a varying number of agents. Again we generated 20 random simulations for each K ∈ {50, 40, 30, 20, 10}, with C i = 0.9 and µ i = 1.0.
A. Discussion
The performance of the proposed algorithm is apparent from our simulations. The agents map the process over a set of distributed observations in an efficient, accurate, and convergent manner (c.f. Fig. 5(c)-(f) ). The probabilistic level curves of the process are quickly detected and stably tracked, generating a coordinated, radial sampling pattern (c.f. Fig.  5d ). In comparison to methods that track the level curves of a scalar process directly using gradient controls (e.g. [6] - [9] ), our probabilistic approach offers several benefits. It does not require environmental gradients and it operates according to global information through an informed model as opposed to only local process information. Furthermore, our approach seamlessly fuses observations from heterogeneous agents (sensors) and offers the extensibility for arbitrarily complex process and observation distributions.
We see from Fig. 5f that mapping performance increases according to the size of the multi-agent system, an expected result. Increased network size leads to better spatial distribution and more observations, leading to increasingly informed process beliefs. Fig. 5f also shows that detection (bottom) is marginally impacted in larger systems as there is greater opportunity for observations that are misleading (e.g. agents that are localized in areas that are out of process), a natural tradeoff.
Communication cost should scale well as network size increases given the neighbor-wise agent topology (as opposed to an all-to-all or centralized scheme). In terms of complexity, we have achieved computation rates of 5-10 Hz on 100 × 100 grids with minimal optimization (similar to [5] ). With the recent explosion in multi-core processing and the amenability of the belief propagation algorithm to parallel implementation, we believe our method represents a viable option for cooperatively mapping spatial processes in realistic distributed systems.
VI. CONCLUSIONS AND FUTURE WORK
In this paper we considered methods for mapping and tracking the probabilistic level curves of a spatial process in a multi-agent system. A grid-structured pairwise Markov random field model was assumed and the multiagent Markov random field framework was discussed for inferring a probabilistic process map. A Lyapunov stable curve tracking control was derived and a method for gradient and Hessian estimation was presented for applying the control in a discrete map of the process. Simulation results showed promising performance and feasibility of the algorithms in realistic multi-agent deployments.
Directions for future work include investigating more flexible agent communication topologies (e.g. a consensus based approach), varied process and model distributions (e.g. higher dimensional processes), as well as coordinated curve tracking control goals to further exploit agent interaction.
