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Abstract. A new generic method for solving constraint satisfaction
problems is presented. The method is based on stochastic search which
is non-local in the sense that at any point in the search, the next state
sampled may be arbitrarily far from the current state. The solver relies
heavily on knowledge of the high-level characteristics of the topography
dening the problem. It obtains these characteristics in two complemen-
tary ways. First, it continuously and automatically learns the topogra-
phy in the course of the search. Second, it accepts domain-knowledge
from the user if such knowledge is available. We describe experiments
performed with this solver on a set of hard arithmetical CSPs adopted
from practical hardware verication problems, as well as on the well-
known low-autocorrelation binary sequence problem. The experiments
conrmed the strength of the method.
1
1 Introduction
1.1 Background
Constraint satisfaction problems appear in many knowledge domains from stang
and scheduling, to radio-frequency partitioning, to functional verication of
hardware designs. A constraint satisfaction problem (CSP) is a triplet (V;D;C)
consisting of a set of variables V , a corresponding set of domains D, and a set
of constraints C on the variables in V . A solution to a CSP is a complete as-
signment to V from domains D such that all constraints in C are satised. A
CSP solver is an algorithm that accepts a CSP as input and returns one of three
outputs: (1) a solution to the CSP, (2) 'unsat' if there is no such solution, or
(3) 'time-out'. Existing CSP solvers fall into two basic categories: systematic
search solvers and stochastic search solvers.
1.2 Systematic Search
Systematic solvers typically move between partial assignments to V , at each
step either adding an assignment to a not-yet-assigned variable (normal step), or
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removing assignments from already-assigned variables (backtrack). The strength
of such solvers stems from their ability to reduce ('prune') large fractions of the
variable domains by enforcing some level of consistency on the problem after
each assignment to a variable.
In many cases, systematic algorithms are very eective. However, this frame-
work is not suitable for some broad classes of CSPs. One such class is the case
where the size of the domain of some of the variables remains very large even
after enforcing consistency. The time-complexity in this case is of the order of
the size of the domain divided by the number of satisfying assignments. In some
cases this ratio is exponentially large. Another class of CSPs that is hard for sys-
tematic search involves cases where consistency cannot be enforced eciently.
1.3 Stochastic Search and Topographic View of the CSP
The second class of solvers are complete-assignment solvers, e.g., min-conicts
[17], GSAT [24], Walksat [22], or Tabu Search [11,6]. Here, the solver does not
move between partial assignments to V , but rather between complete assign-
ments. Since searching all complete assignments may be a prohibitively large
task, the solver must decide which complete assignments to check. In order to
do so, two metrics are invariably dened: rst a 'distance' is dened between any
two complete assignments. This distance satises the ordinary requirements on
distance relations (symmetry, positive deniteness, and triangle relation). Sec-
ond, a 'cost' is dened for every complete assignment. The cost satises one
strong requirement and one weak requirement. The strong requirement states
that the cost of a complete assignment is non-negative, and it is zero if and only
if the assignment satises the CSP. The weak requirement is for some tness-
distance correlation [4] to exist between the cost and the distance.
The two metrics dene a topography whose hyper-plane represents the set
of all complete assignments to V , and whose elevation is provided by the cost
of each complete assignment. Thus, the CSP is mapped into an optimization
problem, with the dierence being that we are only interested in reaching a
global minimum of value 0 (or proving that such a minimum does not exist).
As with any optimization problem, the problem reduces to the ability to
escape local minima in the course of the search. In particular, CSPs that can
be mapped into topographies with few or no local minima are easily solvable
within such an approach. Most practical problems, however, are mapped into
topographies that contain a substantial number of local minima (see [8] for a
detailed analysis of the topographies of random SAT problems). Various broad
strategies have been created in order to escape the local minima. In some cases
(e.g., GSAT), the solver checks a local neighborhood of the current complete
assignment, and chooses a new complete assignment at random out of all checked
assignments that have the lowest cost. In others (e.g., simulated annealing [14],
random-walk [23]), the solver makes a random decision about whether to move to
a neighboring complete assignment even if it has a higher cost than the current
one. All those strategies share two characteristics. First, part of the decision
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order for these strategies to work, the move from one complete assignment to
the next is done locally, i.e., involving a distance that is much smaller than the
typical size of the full problem (although may be larger than the minimal 'single
assignment' distance, as in variable-neighborhood search [12]). In fact, these
two characteristics are so prevalent that 'stochastic methods' and 'local-search
methods' have become the common names for search methods going through
complete assignments.
Stochastic local-search methods are suitable for some classes of problem
topographies. For example, simulated annealing works best in the case where
sequences of asymmetric local minima surrounded by barriers of gradually de-
creasing heights eventually lead to global minima [14]. In general, however, many
practical topographies are hard for any of these methods. Most critically, local-
search methods are usually inecient on problems for which the typical barriers
surrounding local minima are wide and high [10].
In this paper, we present a CSP solver that relies on a dierent strategy
for escaping local minima. Through automatic learning, the solver attempts to
gain high-level information about the topography of the problem. It applies
this information when moving from one complete assignment to another. These
moves are non-local in nature, and hence may result in ecient solutions even
for problems characterized by wide or high barriers. Learning was previously
applied to stochastic local search only in the 'cost' direction { see, e.g., [10,7].
In these works, which deal with SAT problems, clauses that are found to be hard
to satisfy have their costs increased during the course of the solution. However,
learning of the problem characteristics in the planar directions is signicantly
more complex, and is discussed here for the rst time.
In order to appreciate how learning the characteristics of the topography
may be benecial in terms of solvability, consider the following hypothetical
example. Suppose that the problem topography is composed of many regions.
Each of these regions is similar in its high-level structure to all other regions -
and is characterized by many local minima separated by roughly the distance
L1 from each other. In addition, the regions are separated from each other by
roughly L2  L1 (so the spectral composition of the topography is characterized
by two values in any of a number of directions). Finally, suppose that the number
of global minima (i.e., solutions) is small compared to the number of regions.
During the solution process, any stochastic search algorithm is likely to reach
the quasi-global minimum of one of the regions (the point with the lowest cost
in that region). However, once stuck in such a minimum, only a large hop of
the order of L2 may be of any benet. Therefore, by learning the length-scales
characterizing the topography, the algorithm may bias its moves towards ones
which are multiples of L2, and by doing so critically enhance its ability to escape
macroscopically large but infeasible regions.
We conjecture that many CSPs of practical origin can be represented by
topographies which feature well dened high-level characteristics as in the above
example. The results of section 3 support this conjecture.4 Yehuda Naveh
2 Simulated Variable Range Hopping
2.1 Terminology
In what follows, we consider a CSP (V;D;C), where each variable in V is binary-
encoded into a bit string, the domains D are represented as unary constraints
on V , and each constraint (either from C, or implied by D) is dened by a cost
function. With this view of the CSP, we use the following terminology:
bit size: Total number of bits representing all variables.
state: A particular assignment from f0;1g to all bits in the problem. A state is
a complete assignment of values to all variables in V , not necessarily out of D.
current state: The state the solver is currently at, used for reference with other
states.
cost: The total cost of a given state. This is the sum of costs of all constraints
on that state. The cost is zero if and only if the state is a solution of the CSP.
current cost: the cost of the current state.
ip: A change of the value of a single bit.
attempt: A set of bits, usually in the context of ipping all bits in the set, and
comparing the cost of the resulting state with the current cost.
step size: Number of bits in an attempt.
successful attempt: an attempt which leads to a cost lower than the current
cost.
attempt list: A set of attempts.
diculty: An integer characterizing how dicult it is to escape the current
state.
hop: A move from one state to another.
distance: The Hamming distance between two given states.
topography characteristic: Any of a given set of characteristics used by the
solver to characterize the topography. Examples are 'length scales' and 'preferred
directions'.
attempt type: A string characterizing the origin of a given attempt. Attempt
types are \stochastic", \user-dened", and an additional 'learned' type for each
topography characteristic (e.g., \learned-step-size", \learned-direction").
2.2 Outline of the Algorithm
In broad terms, the heart of the solver works as follows: At each round, an
attempt list is chosen according to the procedure outlined in the next paragraph.
All successful attempts in the list are saved (without distorting the current
state), and their characteristics are learned. Then the state hops to a better
state according to one of the successful attempts with the lowest cost, and the
next attempt list is chosen and similarly processed. If at any stage a state with
zero cost is found, the solver terminates with success. On the other hand, if no
successful attempt was found in the list, the diculty is raised, which means
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The wisdom of the solver is encapsulated in the way it chooses attempt lists.
This choice relies heavily on the learned characteristics of the topography, on
available domain-knowledge from the user, and on randomness. When choosing
an attempt, the solver rst decides which attempt type it wants. This high-level
choice is itself based on previous learning. Still, even when past experience has
shown that all successful attempts were of the 'learned' or 'user-dened' types,
the solver never completely abandons purely random attempts.
As in previous works [9,20,16,13], our modeling scheme is object-oriented,
and denitions of domain-knowledge, as well as cost calculations and initializa-
tion policies, are encapsulated within independent user-dened structures.
The learning mechanism we implemented is simple|the values of all charac-
teristics of successful attempts are saved, and when the solver needs a learned
value of some characteristic it chooses randomly from the vicinity of all saved
values. The random choice is weighted according to the frequency of occurrence
of the value. So, if all past successful attempts had the following step sizes (1, 1,
1, 1, 5, 5, 15, 15), then, when the solver creates an attempt of type \learned-step-
size", the new attempt has a probability 0.5 to have a step-size close to 1, and
probability 0.25 each to have a step-size close to 5 or close to 15 (in our experi-
ments, the 'close to' parameter was set to 1, so the chosen step-size may be any
of the set of values f1;2;4;5;6;14;15;16g). Note that while simple, this mecha-
nism provides for a positive feedback loop and therefore strengthens successful
characteristic values. The mechanism also requires saving parameters of only
successful hops, which means that space-complexity, as well as time-complexity
in maintaining the learned lists, do not pose a problem. All results reported be-
low were based on learning of two topography parameters: characteristic length
scales and preferred directions (through correlated bits).
The step sizes of attempts are not limited. In fact, in the example topography
described in Section 1.3, we expect attempts of step sizes close to L1 and L2
to be relatively successful. Therefore, the solver is automatically biased towards
further choosing a relatively large number of those step sizes. Hence the non-
locality of the solver. Note also that a hop from one state to another is performed
only if the new state is of lower cost than the original. Hence, the solver is strictly
zero-temperature2.
Our approach to the problem is reminiscent in many ways of the well known
physical problem of an excited localized electron in a disordered material at zero-
temperature [19]. In both cases, many meta-stable states are formed between
high barriers, the positions of those states do not form a regular array, and their
costs (energies) are distributed more or less uniformly on some energy scale. In
both problems, the zero-cost (ground) states are scarce compared to the number
of meta-stable states, and in general there may be a strong mixture of high and
low-cost states in the same spatial vicinity. There are also similarities between
the dynamics of the physical electron and the dynamics of the current state in
2 In some cases (depending on previous statistics, and according to predened heuris-
tics), we restart the algorithm, while keeping all previously-learned values. Such
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nite-temperature moves, but in practice they are rare.6 Yehuda Naveh
our case. First, in both cases, the state evolves only through cost-reducing hops.
Second, it can be shown that in both cases, a rapid, linear reduction of the cost
is followed by a much slower, sub-linear reduction. Finally, in both problems,
hops of various length scales are taken in no predictable order. The dynamics of
localized electrons in disordered materials is known as 'variable-range hopping';
therefore, we name this algorithm 'simulated variable range hopping' (SVRH).
(One important dierence between the two problems is that the physical elec-
tron cannot learn the topography or otherwise gain knowledge about it. This is
compensated by a very rapid attempt rate compared to the simulated problem3).
2.3 Input to the Algorithm
The input to SVRH is twofold: it comprises of the CSP and, possibly, user
domain-knowledge.
CSP The CSP (V;D;C) is input to the algorithm in the following way:
(1) Variables V are in the form of bit strings of varying lengths, and (2) con-
straints C and domains D are both in the form of constraints on V . Each such
constraint sees one or more of the input variables. Each constraint is associated
with a function Cost() that returns 0 if the state of the variables satises the
constraint, and a positive integer otherwise. In addition, through a function Ini-
tialize(), each constraint has the ability to initialize the variables it sees into
values consistent with the constraint.
As an example, consider an integer-equality constraint acting on two variables
A and B, where A is encoded to a bit string of length 7, and B to a bit string
of length 4. In this case, the function Cost() may return the Hamming distance
between the four least signicant bits of A and B, plus the number of '1' bits
in the three most signicant bits of A. The function Initialize() may set both A
and B to have the same arbitrary integer value.
User Domain Knowledge User domain knowledge is presented to the solver
by implementation of a family of functions (indexed by i) CreateUserAttemptList(i,
diculty d). Each function returns a list of attempts believed by the user to be
benecial in their particular domain. The size of the list (i.e., the number of
attempts returned) grows with the diculty parameter d.
One example for use of user-dened lists is to enforce invariants of the prob-
lem. For example, in the queens problem, each variable may represent a single
row in the checkerboard (so that each bit in the variable represents a single
square, and a '1' bit represents an occupied square). A user function may then
return a list of combinations of bits within a variable that, if ipped, each com-
bination will result in exactly a single '1' bit in the variable.
3 Still, even with an attempt rate of 10
12 sec
 1, an electron may spend months or
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algorithm SVRH(V,C,F)
global V,C,F
RandomizeVariables()
for all c in C do
c.InitializeVariables()
repeat
attempt := ChooseBestAttempt()
Hop(attempt)
until Cost() = 0
return V
Fig.1. Algorithm SVRH: accepts as input variables V , constraints C, and a family F
of CreateUserAttemptList() functions, and returns variables at a zero-cost state (time-
outs are not considered here). Note that constraints may override the default random
initialization, as well as each other's initialization. Hence, an heuristic initialization
order which initializes the tightest constraints last is sometimes implemented.
function Cost()
totalCost := 0
for all c in C do
totalCost := totalCost + c.Cost()
return totalCost
function Hop(attempt)
for all bit in attempt do
(bit) := 1 - (bit)
function AttemptCost(attempt)
Hop(attempt)
cost := Cost()
Hop(attempt)
return cost
Fig.2. Basic functions: Cost, Hop, and AttemptCost. AttemptCost() returns the cost
of the state reached from the current state by attempt. (bit) is the value of bit bit.
2.4 Algorithm
Figures 1{8 show pseudo-code for SVRH. Together with the terminology of Sec-
tion 2.1, they provide a formal description of the algorithm which was outlined
and discussed in Section 2.2. In Figure 1, variables are rst initialized, and the
state then hops between best attempts, until reaching a zero-cost state. Figure 2
shows some basic functions used extensively by the algorithm. Figures 3{5 show
how the solver chooses attempts, including its decision on whether to choose
completely stochastic, user-dened, or learned attempts. Figure 6 shows how
non-user-dened attempts are created. Finally, in Figures 7 { 8 attempts are
tried, and if successful their characteristics are learned.8 Yehuda Naveh
function ChooseBestAttempt()
diculty := 0
bestAttempts := ;
while bestAttempts = ; do
bestAttempts := FindBestAttempts(diculty)
diculty := diculty + 1
return (a random attempt from bestAttempts)
Fig.3. Function ChooseBestAttempt.
function FindBestAttempts(diculty)
best := ;
for all i in F do
userAttempts := CreateUserAttemptList(i, diculty)
for all attempt in userAttempts do
best := TryAndLearn(attempt, best, \user-dened")
for all t in attempt-types except \user-dened" do
otherAttempts := GetAttemptsPerUserDenedAttempt(t)
best := TryAndLearn(otherAttempts, best, t)
return best
Fig.4. Function FindBestAttempts. User-dened attempts are obtained here from
CreateUserAttemptList() functions according to the level of diculty. Stochastic and
learned attempts are then obtained from GetAttemptsPerUserDenedAttempt() in rel-
ative numbers reecting previous successes of these types of attempts. All attempts are
tried and, if successful, learned. We assume here that F 6= ;. Otherwise the algorithm
takes a slightly dierent form.
3 Experimentation and Analysis
3.1 General
The two experiments described below made use of learning of two topography
characteristics: length scales (manifested in the step-sizes of successful attempts)
and preferred directions (manifested in correlation between the bits forming
successful attempts).
3.2 Floating Point Unit Verication
Problem, Motivation, and Model This stage of experiments involved a
problem taken from the realm of functional hardware verication [3]. Here, we
experimented with many CSPs designed for the verication of oating point
units of high-end microprocessors [2].
All CSPs contained two variables, A and B, each consisting of 32, 64, or
128 bits. Constraints were of three types: mask (forcing some of the bits to be
0 or 1), range (forcing the variable to be within some range), and number-of-
ones (forcing the variable to have exactly some number of bits with value 1,
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function GetAttemptsPerUserDenedAttempt(t)
successT := Previous success rate for attempts of type t
successUser := Previous success rate for \user-dened" attempts
if successT  successUser then
numOfAttempts := min(successT/successUser, K)
attempts := ;
for i := 0 to numOfAttempts do
attempts := attempts [ CreateAttempt(t)
else
prob := max(successT/successUser, 1/K)
attempts := ;
With probability prob
attempts := CreateAttempt(t)
return attempts
Fig.5. Function GetAttemptsPerUserDenedAttempt. If the previous success rate of
attempts of type t was better then the user-dened attempts, the function returns a
corresponding number of these attempts. Otherwise, it returns a single attempt of this
type with a corresponding probability. K is a heuristic cuto, taken to be 20 in our
experiments.
function CreateAttempt(t)
if t = \stochastic" then
stepSize := a random integer smaller than bit-size
attempt := a random attempt with stepSize bits
else
learnVal := a learned value for characteristic t
attempt := a random attempt with value close to learnVal for t
return attempt
Fig.6. Function CreateAttempt. See section 2.2 for details on how learned values are
chosen, and how the corresponding attempts are generated.
for SVRH (i.e., implementing their cost functions and initialization policies) is
straightforward, and is not described here because of space considerations. Any
of the three constraints may apply either to A or B, or to the result of some
operation4 between them, e.g., to A  B. For example, a full mask on the result
of A  B reduces to the factorization problem A  B = C, where C is the
constant value of the mask. In addition, if we require (by adding an additional
constraint) that the number of '1' bits in A is exactly some k, the problem
becomes even harder.
This problem is hard for CSP solvers based on systematic search because
there is no possibility of ecient pruning. For example, consider the factorization
problem. While we have only two variables, there is no fast way to prune either of
their domains in order get rid of domain values inconsistent with the constraint
A  B = C.
4 By operations in this section we mean IEEE oating-point operations [2].10 Yehuda Naveh
function TryAndLearn(attempts, bestAttempts, t)
newBestAttempts := bestAttempts
currentCost := Cost()
for all attempt in attempts do
bestAttempt := choose any attempt from bestAttempts
bestCost := AttemptCost(bestAttempt)
cost = AttemptCost(attempt)
if cost < currentCost then
successfulTries[t] := successfulTries[t] + 1
LearnCharacteristics(attempt)
if cost < bestCost then
newBestAttempts := ;
if cost  bestCost then
newBestAttempts := newBestAttempts [ attempt
else
unsuccessfulTries[t] := unsuccessfulTries[t] + 1
return newBestAttempts
Fig.7. Function TryAndLearn. If an attempt in the list leads to lower cost than the
current cost, learn its characteristics. If, in addition, its cost is lower than or equal to
the best cost found so far then keep this attempt (if truly lower then discard of all
previous best attempts). In any case keep account of how many of the attempts of the
input type t where successful and how many were unsuccessful.
function LearnCharacteristics(attempt)
for all tc in topography characteristics do
value := value of tc for attempt
add value to the set of learned values corresponding to tc
Fig.8. Function LearnCharacteristics. This function implements the learning mecha-
nism described in section 2.2. For example, for tc = 'length-scales', the corresponding
learned value is 'step-size', so the number of bits in attempt is added to the set of
learned step-size values.
Furthermore, these problems also fall under the class of problems which are
hard for local-search methods, as described in Section 1.3. To understand why
this is so, consider again the factorization problem. Now, suppose A  B is
relatively close to C (but not equal to it). At this stage changing either A or B
by any small value is likely to make the cost (e.g., jA  B   Cj) large (because
each of A and B are typicaly very large numbers). Hence, in the topographic
view, local minima are narrow and contained within high barriers.
Results Our SVRH solver confronted these types of problems with surprising
ease. Most problems were solved in a fraction of a second, and the rest were
solved within a few minutes. The user-dened input functions we used returned
all combinations of bits lying in some vicinity from each other on the same
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behind these functions is that some specic combinations may eliminate the
propagation of carry bits, which are responsible for a long range eect on the
result of any small disturbance of an operand. However, neither these functions
nor the initialization process of Figure 1 were sucient to solve the problem.
In all hard cases, without the random large-step-size hops, and the repetition of
similar hops through learning, the problem was not solved.
We summarize this experiment in Tables 1 and 2. In Table 1, we compare the
results of the SVRH solver with the results of using zCha [18], a general purpose,
state-of-the-art SAT solver. The translation of the CSP to a SAT problem was
done in two stages: transformation of the mathematical expressions into Boolean
logic expressions on the bits of the operands, the result, and an auxiliary carry-
bit vector, followed by a transformation to CNF-SAT. To our best judgement,
this is the most ecient translation scheme possible for this problem. It is clear
from Table 1 that under this scheme, SVRH outperforms zCha by orders of
magnitudes. We attribute this large dierence in performance to the fact that
zCha is systematic, and is, therefore, inherently unsuitable for this problem.
In Table 2, we compare the results of the SVRH solver to zCha and to two
special-purpose solvers specically designed and maintained to solve CSPs of
the form in question5. We see that SVRH, despite the fact that it is a general-
purpose solver, nds more solutions than either of the SP solvers, as well as than
zCha. This advantage of SVRH over the other solvers is attributed to its unique
combination of 'brute force' non-local stochastic search together with learning
of advantageous steps in the particularly complex and highly-non-monotonic
topography of this problem. (note that in Table 2, the average time per solution
is not a good parameter for comparison because the tasks solved by SVRH and
not solved by SP1 are considerably harder than the tasks solved by both).
Table 1. Comparison between SVRH and zCha on a benchmark of 133 satisable
oating-point unit verication tasks containing multiply operation. All tasks were
solved by both engines. All times are in seconds. Problems in this benchmark are
not suitable for the special purpose solvers SP1 and SP2.
SVRH zCha
Average solution time 0.97 200.5
Solution time, largest ratio case 0.3 2861
Solution time, smallest ratio case 5.7 25
3.3 Low Autocorrelation Binary Sequences
General In order to further evaluate our solver, it was important to examine its
capabilities against well-known benchmarks. Three aspects are relevant in this
5 The special-purpose solvers are described in [2]. SP1 is the best available solver of
its type.12 Yehuda Naveh
Table 2. Comparison between SVRH, two special-purpose (SP) solvers, and zCha on
a benchmark of 150 satisable and unsatisable oating-point-unit verication tasks
containing various operations. Time-out was 600 seconds. All times are in seconds.
Note that since SVRH is incomplete, it succeeded only on satisable instances.
SVRH SP1 zCha SP2
Number of successes 93 88 54 29
Average solution time per success 9 3 65 0.3
evaluation. First, since the SVRH solver is generic, it is important to verify that
new problems can be conveniently modeled for its input, so that once a problem
is specied, the total bring-up time of the solver on that problem does not exceed
a few hours. Second, and again related to the genericity of the solver, it should
be veried that new problems do not require changes to the algorithm, and that
all solution strategies and heuristics suitable for a given problem may be input to
the solver through the constraints' cost and initialization functions, and the user
domain-knowledge input functions. Third, we should conrm that the solution
abilities of the solver (both in nding solutions, and in run-time performance)
are at least comparable to abilities of dedicated solution algorithms.
The evaluation process was performed using benchmark problems from CSPLib
[1]. We checked the generic aspects of the solver (bring-up time and possibility to
apply heuristics) on many of the problems in [1]. In virtually all cases, bring up
time was short, and we were able to incorportate almost all necessary solution
strategies through the input functions to the solver.
Problem and Motivation As for evaluation of solution abilities, we chose
to concentrate on the 'low autocorrelation binary sequences' (LABS) problem
(prob005 in [1]). Here, a sequence of N bits, each with value i 2 f+1; 1g,
is considered, and a minimum over all conguration of bits is sought for the
autocorrelation parameter E =
Pn 1
k=1 C2
k, where Ck =
PN k 1
i=0 ii+k.
The main reasons we chose this problem for our experiments was that on one
hand, this problem was studied extensively (see [15,21] and references therein),
and on the other hand, it poses a signicant challenge for stochastic methods [25].
This is because the topography of the problem consists of many local minima,
with global minima extremely scarce and conned to single-bit neighborhoods
(\golf-course topography").
To the best of our knowledge, the best results reported to date for the LABS
problem were obtained [21] using Constrained Local Search (CLS), which is a
hybrid prune-based/stochastic algorithm designed for this problem6. Below, we
will compare our results with the results of Ref. [21].
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Model We have modeled the LABS problem as follows. For a given N, a single
bit string variable v of length N is dened. In addition, n   1 constraints are
constructed, each dened by a cost function returning C2
k, where the values i
in the denition of Ck are equal to 2vi  1, vi being the value of the ith bit in v.
v is initialized randomly. We have not implemented any special input functions
for this problem, but rather used the same functions as in section 3.2.
LABS is not, strictly speaking, a CSP, but rather an optimization problem.
Nevertheless, SVRH treats LABS as a CSP, with the only addition that we
monitor the evolving cost of the state, at any time keeping the lowest-cost state
found so far. No other modications are done to SVRH when applying it to
optimization problems.
Results We performed experiments on instances of LABS with 45  N  48
(these are the four hardest instances for which results are reported in Ref. [21]).
Results of these experiments are summarized in Table 3: for each N, the table
shows the number of restarts, the total number of attempts tried, the number
of successful attempts according to the type of the attempt, and the run time7.
Detailed examination of the learned data shows a large preference to small step
sizes, but also distinguished preference to some large step size values (e.g., for
N = 45, a relatively large success rate for steps of size 35-40, and a very low
success rate for steps of size 10-15). In addition, a clear preference is seen to
some unique combination of bits, indicating the existence of preferred directions.
Similar behavior was noticed also in the oating point verication problem.
The table also shows numbers of backtracks and run times in the CLS ex-
periment [21]. With the exception of N = 48, SVRH shows results which are
comparable to or better than those obtained by CLS (when comparing SVRH
attempts with numbers of CLS backtracks, we should remember that for each
backtrack step there is at least one forward step). These results are remarkable
for three main reasons: rst, SVRH is purely stochastic, while CLS has a strong
pruning component. As mentioned earlier, LABS is expected to be a particularly
hard problem for stochastic search. Second, SVRH is a highly generic algorithm,
while CLS was optimized for LABS, and third, no special domain knowledge was
provided to SVRH for this problem.
4 Discussion
We have presented SVRH, a stochastic CSP solver that relies heavily on stochas-
tic moves and on learning of the high-level structure of the topography of the
CSP. The solver may also accept user-domain knowledge. The algorithm was
outlined and then detailed. This algorithm is based on, and mimics, a zero-
temperature physical process governing the dynamics of localized electrons in
disordered materials.
7 Runs were performed on a mid-end IBM PowerPC workstation.14 Yehuda Naveh
Table 3. SVRH results on the LABS problem. The actual sequences found are
82121121231234321111111 for N = 45, 111111112212112132134328 for N = 46, and
242124213131131411121114 for N = 47. (Numbers in the sequence indicate maximal
lengths of contiguous series of +1's and -1's, so ++++  + +   is represented
by 421112) For N = 45 and N = 46 those sequences were already found in Refs. [21]
and [15], respectively. However, the sequence for N = 47 is new. SVRH failed to nd
a solution for N = 48 within the time limit of 5 hours.
Attempts Successful attempts CLS results [21]
N E restarts 10
6 random user-dened learned hours backtracks10
6 hours
45 118 3677 136 4931 37158 23248 1.32 368 14.70
46 131 13991 179 18959 135935 86825 1.74 35 1.44
47 135 18144 242 24757 184964 118036 2.35 165 7.30
48 { { { { { { { 78 3.36
In some sense, the solver may be viewed as a brute-force stochastic solver (the
fact that typically only 10 5{10 3 of attempts lead to hops supports this view).
Still, in all problems we experimented on, the solver sampled only a minute
fraction of the state space (a fraction much smaller than the reciprocal of the
number of solutions). The only reason the solver could eventually reach a solution
is the policy it uses regarding when to hop, and the advantageous learning of the
problem (as concluded from the observed repeated choice of previously successful
step-sizes and directions).
The SVRH algorithm is of particular value for classes of CSPs that are hard
for systematic algorithms. Still, there are such cases that are hard also for SVRH.
For example, CSPs with constraints for which any natural choice of a cost func-
tion would return a constant (or nearly constant) cost for all states violating the
constraint (inequality constraint is one example). In the future we intend to add
to the solver the ability to do implications (and thus pruning) after stochastic
hops the solver takes. Other future functionality which may enhance the solver is
the ability to use static learning databases for classes of similar CSPs, and more
sophisticated dynamic learning schemes. Finally, a more convenient modeling
scheme may be designed to deal with integer domains.
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