Abstract
Introduction
The theory of matrix polynomials orthogonal with respect to a matrix measure supported on the unit circle appears as a natural tool in many problems of mathematical physics [l] . circuits and systems theorl 2 }, linear algebra (in particular. the factorization of positive definite block-Toeplitz matrices, [14J) . linear prediction and autoregressive mode!S [7] , spectral operator theory [4] among others.
Particular examples of matrix orthogonal polynomials are connected with scalar orthogonal polynomials associated with positive Borel measures supported on lemniscates. i. e. , algebraic curves of equation IA(z) I =R, where A(z) is an algebraic polynomial and R is a nonnega ti ve real number (6] .
For a basic approach to the subject, [lJ, [2J, [3J are probably the best references. A classical presentation of matrix measures is [10] . Concerning the distribution of zeros of matrix orthogonal polynomials see [9] . More recently. since the increasing activity around the analytic theory of orthogonal polynomials with respect to measures supported on the unit circle (see [8J. [llJ) , an analysis of the extension to the matrix case started. A first result in such a direction is [12J where a characterization of reflection matrix parameters is given in terms of a weak asymptotic property of matrix orthogonal polynomials. Furthermore if the determinant of the derivative of the matrix absolutely continuous part of the matrix measure is nonnegative almost everywhere, then the reflection matrix parameters converge to zero. This is the matrix analog of a key result by E. Rakhmanov in the scalar case. The importance of such a result is that a new direction can be developed taking into account a general family of matrix measures.
The aim of our contribution is the study of relative asymptotics of two sequences of matrix polynomials orthogonal with respect to two matrix measures whose difference is an atomic matrix measure supported in a point w exterior to the unit circle. We assume that both measures belong to the Szego class and thus the relative outer asymptotics is deduced (Theorem 4. D. Compare with [13J where an analog question is solved on the real line.
The structure of this paper is the following. In section 2 we will introduce the basic properties of orthogonal matrix polynomials on the unit circle. Section 3 is devoted to the relationship between the above mentioned sequences of orthogonal matrix polynomials when a perturbation of the matrix measure via the addition of a matrix mass point is introduced. Here we do not impose any restriction to our initial measure. In such a way, an algebraic approach gives the explicit expressions for the new orthonormal polynomials as well as their leading coefficients. The limit of the ratio of such leading coefficients when the measures belong to the Szego class is obtained (Theorem 3.4). Finally, in section 4 we prove our main result concerning the relative outer asymptotics for these two sequences of matrix orthonormal polynomials. Notice that it is a natural extension of the scalar case but the proof is very technical and the tools are more sophisticated.
Orthogonal Matrix Polynomials on the Unit Circle
Given a p X P hermitian positive definite matrix-valued measure (l on the complex plane C, and supported in the unit circle T= {zEC: Iz 1 =1}, orthogonal matrix polynomials with respect to (l are defined by or, where (2.1) then the orthonormal matrix polynomials are uniquely determined (see [1, page 333J) .
Here and in the following, (l is a probability matrix measure supported on 
(for an alternative development see [3J and [14J) . Using (2.3), (2.4), (2.5) and (2.6), the orthonormal matrix polynomials fP. (z,fl) and '.P.(z,fl) satisfy we get the following recurrence relations
Notice that for any matrix measure n, the matrix parameters E. are uniquely determined, up to left and right unitary factors independent of n. For the converse result (Favard's theorem for orthogonal matrix polynomials on the unit circle) see [2J. The 
(2.12)
Multiplying both sides of (2.12) by x-A, adding up for k=O,l,···,n and taking into account (2.2), we get
Replacing x by !, we get the Christoffel-Darboux formula In a similar way we can obtain the dual formula
Setting ~=z in (2. 13) one has (2.13) (2.14)
n). (2.15)
It is clear that the right hand side of (2.15) is positive definite for Izl>l, then efI.(x;n) is non-singular outside the closed unit disk. Using (2.15) and (2.7), one carl show that 
18:4, 2002
a) and ~~(z,~,a) satisfy the following property
where II",(z) is any matrix polynomial of degree m • . .
In fact, writing II . ' cI>,(z,a) .. It should be pointed out that the dual family {B.(z) }'EN has the same type of properties as the family {A,(z) }~EN. In the next sections, we will need the asymptotics of the ratio of the left and right orthonormal matrix polynomials on the unit circle, given in the following Theorem. .-f' . Then, using the same way as before, we get (2.21).
Comparison of Orthogonal Matrix Polynomials and Ratio
Asymptotics for the Leading Coefficients 18,4. 2002 Let (l be a hermitian positive definite matrix-valued measure supported on the unit circle T. and .n its perturbation by the addition of a Dirac matrix measure at the point wE
where A! is a positive definite matrix.
Let (<<P.(z •. )=L.(. )z·+···).EN(resp. ('1'.(z •. )=R.(. )z·+···).EN) be a sequence of
left (resp. right) orthonormal matrix polynomials with respect to a matrix measure. Our aim is to investigate the ralationship between two sequence of orthonormal matrix polynomials when the associated matrix measures are .n and {l. respectively. and find the limit of the ratio of their leading coefficients.
and Lemma 3. 1. Let.n and {l be two matrix measures related by (3. 1). then (3.5)
«P.(zl.n) = [L.(.n)]-* L.({l) * {«P.(ZI(l)-cz,.(WI{l)[I+
Finally using (3.2), (3.3), (3.4) and (3.5) we get the parts 1 and 2 of Lemma 3.1. Then the leading coefficients are related by 7) where (R.).EN' (S.).EN are lower triangular matrices with positive diagonal elements. In (3.8) (3.9) where 11 • 11 2 is the spectral norm and 1'-(.) is the spectral radius, then from (2. 18) and Proof of Theorem 3.4. From (2.15) and (2.14) we have (w,tl) cp.(w,tl) -'l'.(w,tl) 'l'.(w,tl) Finally, from (3.10), (3.11) and Proposition 3.2, we have
(R.(ll)-lR.(ll) )(R.(ll)-lR.(ll»
..-00 
Let (n.)vEN and (n.).EN be two increasing sequences of positive integer numbers such that the limits
exist. Then from (3.12), we have for w outside the closed unit disk.
Relative Asymptotics for Orthonormal Matrix Polynomials
We give now the asymptotic behavior for the ratio and the product of two sequences of orthonormal matrix polynomials associated respectively, to a matrix measure supported on the unit circle and its perturbation by the addition of a Dirac matrix measure, supported at a point outside of the closed unit disk.
Theorem 4.1. Let (<1>N(z, ll».EN and (<1>.(z, Il».EN(resp. ('l'.(Z; ll».EN and ('l'.(z;  ll) )NEN) be sequences 0/ left (resp. right) orthonormal matrix polynomials with respect to the matrix measure D and ll, related by ,p.(w,ll) Since .A'?"=I then using (2.13), we get Finally, in a similar way, we prove the second part of (4. 3).
