The central detectors of the ALICE experiment at LHC will produce a data size of up to 75 MB=event at an event rate p200 Hz resulting in a data rate of B15 GB=s: Online processing of the data is necessary in order to select interesting (sub)events (''High Level Trigger''), or to compress data efficiently by modeling techniques. Processing this data requires a massive parallel computing system (High Level Trigger System). The system will consist of a farm of clustered SMP-nodes based on off-the-shelf PCs connected with a high bandwidth low latency network.
Introduction
The ALICE Experiment [1] at the upcoming Large Hadron Collider at CERN will investigate Pb-Pb collisions at a center of mass energy of about 5:5 TeV per nucleon pair. The main tracking detector, the Time Projection Chamber (TPC), is readout by 557,568 ADC-channels, producing a data size of up to 75 MB=event [2] . The event rate is limited by the bandwidth of the permanent storage system. Without any further reduction or compression ALICE will be able to take events up to 20 Hz: Higher rates are possible by either selecting interesting events and/or sub-events, or compressing data efficiently my modeling techniques. Both requires pattern recognition to be performed online. In order to process the detector information of 10-20 GB=s a massive parallel computing system is needed (High Level Trigger system).
Functionality
The ALICE High Level Trigger (HLT) system is intended to reduce the data rate produced by the detectors as far as possible to have reasonable taping costs. The key component of the system is the ability to process the raw data performing track pattern recognition in real time [3] . Based on this information-clusters and tracks-data reduction can be done in different ways:
* generation and application of a software trigger capable of selecting interesting events from the input data stream, The ALICE TPC detector will be able to run at a rate up to 200 Hz for heavy-ion collisions, and up to 1 kHz for p-p collisions [2] . In order to increase the statistical significance of rare processes, dedicated triggers can select candidate events or sub-events. By analyzing tracking information from the different detectors online, selective or partial readout of the relevant detectors can be performed, thus, reducing the event rate. The tasks of such a trigger are selections based upon the online reconstructed track parameters of the particles, e.g. to select events which contain e þ -e À candidates coming from quarkonium decay. In the case of low multiplicity events from p-p collisions the online pattern recognition can be used to remove pile-up events from the data stream.
Furthermore, the HLT system can be used to compress the event data by using standard compression schemes. It has been shown that entropy and vector quantizers can compress tracking detector data by a factor 2-3 [4] .
Architecture
The HLT system will be located in the data flow after the front-end electronics and before the event-building network. A farm of clustered SMP-nodes (500-1000 nodes), based on off-theshelf PCs and connected with a high bandwidth, low latency network provide the necessary computing power.
The hierarchy of the farm has to be adapted to both the parallelism in the data flow and to the complexity of the pattern recognition. Fig. 1 shows a sketch of the architecture of the system. The TPC detector consists of 36 sectors, each sector being divided into six sub-sectors. The data from each sub-sector are transferred via an optical fiber from the detector into 216 receiver nodes of the PC farm. Each receiver node is interfaced to the frontend electronics via their internal PCI-bus, using a custom PCI receiver card. These boards provide a FPGA co-processor for data intensive tasks of the pattern recognition [3] . A hierarchical network interconnects all the receiver processors. Each sector is processed in parallel, results are then merged in a higher level. The first layer of nodes receive the data from the detector and performs the pre-processing task, i.e. cluster and track seed finding on the sub-sector level. The next two levels of nodes exploit the local neighborhood: track segment finding on sector level. Finally, all local results are collected from the sectors and combined on a global level: track segment merging and final track fitting.
The farm is designed to be completely fault tolerant avoiding all single points of failure, except for the unique detector links. A generic communication framework has been developed based on the publisher-subscriber principle, which allows to construct any hierarchy of communication processing elements [5] .
