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We investigate the validity of the Dirac quantization condition (DQC) for magnetic monopoles in
noncommutative space-time. We use an approach based on an extension of the method introduced
by Wu and Yang; the effects of noncommutativity are analyzed using the Seiberg-Witten map and
the corresponding deformed Maxwell’s equations are discussed. By using a perturbation expansion
in the noncommutativity parameter θ, we show first that the DQC remains unmodified up to the
first and second order. This result is then generalized to all orders in the expansion parameter for a
class of noncommutative electric currents induced by the Seiberg-Witten map; these currents reduce
to the Dirac delta function in the commutative limit.
PACS numbers:
Keywords: Dirac’s quantization condition; Seiberg-Witten map
I. INTRODUCTION
Magnetic monopoles were suggested originally as a
source for symmetry between the electric and magnetic
fields being at the same time compatible with quan-
tum mechanics; they lead to the quantization condition
of the electric charge in terms of the charge of a mag-
netic monopole now known as Dirac’s quantization con-
dition [1]. Several features of magnetic monopoles have
been generalized to the context of non-Abelian gauge the-
ories, where the ’t Hooft-Polyakov monopole [2, 3] gives
a configuration that for long distances from the source
reduces to Dirac’s solution.
The analysis of magnetic monopoles has contributed to
the development not only of mathematical tools, but also
to the understanding of at first sight unrelated systems.
More recently, monopole-like structures have appeared in
different contexts such as superfluids and Bose-Einstein
condensation; experimental work has permitted to built
systems with properties analogue to them.
In the formulation due to Dirac, a nodal singularity
(Dirac’s string) is present since the gauge potential of
the electromagnetic field is ill-defined along it; this can be
reformulated as the condition that the wave function of a
particle moving in this field should have a non-integrable
phase [1, 4].
To avoid the presence of singularities, Wu and Yang [5]
introduced two coordinates charts for the magnetic
monopole and separated its gauge potential accordingly;
the resulting gauge potentials are then regular in their re-
spective domains and can be connected by a non-singular
gauge transformation in an overlapping region.
In [6, 7] the extension of this construction to the non-
commutative framework was considered. For this pur-
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pose noncommutative Maxwell’s equations with group
U∗(1) were written using a star product and the asso-
ciated gauge potentials and electromagnetic fields were
derived in a perturbative treatment in terms of powers
of the noncommutative parameter. Dirac’s quantization
condition was shown to fail to second order in perturba-
tion theory.
In this work we investigate the validity of Dirac’s
quantization condition using the Seiberg-Witten (SW)
map [8]. As it is well-known, this map allows a straight-
forward construction of a noncommutative gauge the-
ory from a commutative one, the basic ingredients be-
ing the knowledge of the commutative gauge potentials,
gauge parameter and matter fields. Over the years a lot
of effort has been put into obtaining closed expressions
for the noncommutative fields at arbitrary order in the
noncommutative parameter; fortunately enough, an it-
erative procedure that completely solves the SW map is
known [9, 10].
Starting from the gauge potential of Wu and Yang, the
SW map will allow us to obtain explicit expressions for
the noncommutative gauge potentials to arbitrary order
on the noncommutative parameter. A general Ansatz for
the gauge potentials of the noncommutative monopole
field can be guessed; we exploit their symmetries to in-
vestigate the noncommutative corrections to the classical
gauge parameter. It is important to mention that the
potentials obtained by the SW map are non-singular in
their domains of definition. It turns out that the non-
commutative corrections can be calculated explicitly by
an iterative procedure and they can be shown to vanish.
Dirac’s quantization condition is then preserved in this
scheme.
The knowledge of these potentials can be used in turn
to write down modified Maxwell’s equations and from
them, by following a similar procedure as in [6, 7], we de-
duce the noncommutative Ampe`re and Gauss laws. Once
this is achieved, we use these equations to deduce possi-
ble sources for the electromagnetic field that may arise
2due to noncommutativity instead of imposing a structure
on them from the very beginning. More specifically, we
let open the possibility that an electric current may be
present into the noncommutative Maxwell equations.
The paper is organized as follows: In Sec. II we review
the construction of noncommutative gauge theories using
the SWmap. The general expressions for the noncommu-
tative gauge fields to arbitrary order on the noncommuta-
tive parameter are then discussed in Sec. III. The classical
DQC is then discussed in Sec. IV and in Sec. V noncom-
mutative gauge transformations are analyzed. Modified
Maxwell’s equations are formulated in Sec. VI and the in-
duced sources are identified. The solution to Maxwell’s
modified equations involving the noncommutative gauge
potential and gauge parameter is then given in Sec. VII;
there it is shown that the noncommutative corrections
to the gauge parameter vanish and hence the DQC is
preserved. We finally end with our conclusions.
We shall use units in which ~ = c = g = e = 1 through-
out, unless otherwise stated.
II. THE SEIBERG-WITTEN MAP
A. Noncommutative Gauge Theories
Noncommutative gauge theories need noncommutative
gauge fields to define covariant derivatives. If we have a
matter field transforming as δλΦ = iλ ∗ Φ, then
DµΦ = ∂µΦ− iAµ ∗ Φ, (1)
defines a covariant derivative if the gauge field Aµ trans-
forms according to the rule
δλAµ = ∂µλ+ i[λ, Aµ]∗. (2)
Here [A, B] denotes the Moyal-Groenewold bracket
[A, B] := A ∗B −B ∗A. Similarly, we can define
Fµν := ∂µAν − ∂νAµ − i[Aµ, Aν ]∗, (3)
as the field strength with transformation law δλFµν =
i[λ, Fµν ]∗. In this case the covariant derivative Eq. (1) is
compatible with the gauge transformation
Aµ → A
′
µ = U ∗Aµ ∗ U
−1 + iU ∗ ∂µU
−1, (4)
where U := e
iλ(x)
∗ . Therefore, from any commutative
gauge theory as a starting point, we could construct a
noncommutative one by substitution of the usual product
of functions by the Moyal product. The noncommutative
invariant action for the gauge sector is then
S =
∫
d4xFµν ∗ Fµν . (5)
However, for a Lie group G, with corresponding Lie alge-
bra G generated by n elements {Ta} satisfying [Ta, Tb] =
f cabTc, we have in general
[λ, Aµ]∗ =
(
λa ∗ F bµν − F
a
µν ∗ λ
b
)
TaTb
=
1
2
(
λa ∗ F bµν − F
a
µν ∗ λ
b
)
[Ta, Tb]
+
1
2
(
λa ∗ F bµν − F
a
µν ∗ λ
b
)
{Ta, Tb}, (6)
where Aµ = A
a
µTa and λ = λ
aTa with a = 1, . . . , n.
These gauge transformations generate components in the
enveloping algebra U of G obtained from all the products
of G. Since
TaTb =
1
2
[Ta, Tb] +
1
2
{Ta, Tb}, (7)
the enveloping algebra can be obtained by repeatedly
computing all commutators and anticommutators until
it closes assuming that in general we can write
[Ta, Tb] = if
c
abTc, {Ta, Tb} = d
c
abTc. (8)
An example of the above relations is given by the Lie
algebras of the group U(n) where in the fundamental
representation they coincide with their enveloping alge-
bras. A Lie algebra coincides with its enveloping alge-
bra since this depends on the representation. For in-
stance, in the case of SU(2) in the fundamental repre-
sentation, the generators are the Pauli matrices, satis-
fying [σa, σb] = iεabcσc, {σa, σb} = 2δabI. Thus, the
enveloping algebra contains the unit matrix besides the
Pauli matrices, i.e. it corresponds to U(2). For the vec-
tor representation, the generators are (Ta)
c
b = iε
c
ab, and
it can be shown that its enveloping algebra is given then
by U(3). This means that the number of degrees of free-
dom of a noncommutative theory is higher than that of
a commutative one. Nevertheless, the number of gauge
parameters will also increase, implying that some of the
new degrees of freedom can be gauged away; the Seiberg-
Witten map is such that the number of degrees of freedom
is the same in both commutative and noncommutative
gauge theories.
B. The Seiberg-Witten map
String theory points out to a relation between stan-
dard gauge theories and noncommutative ones in terms
of a gauge equivalence relation dictated by the Seiberg-
Witten map [8]
Âµ (A+ δλA; θ) = Âµ (A; θ) + δ̂Λ̂Âµ (A; θ) , (9)
where A and λ are the standard gauge field and gauge
parameter respectively; this is the analog of the ordinary
gauge transformation
δλAµ = ∂µλ+ i[λ, Aµ] = Dµλ. (10)
3We can rewrite Eq. (9) as
δ̂Λ̂Âµ (A; θ) = Âµ (A+ δλA; θ)−Âµ (A; θ) = δΛÂµ (A; θ) .
(11)
The ordinary gauge transformation on the r.h.s. of
Eq. (11) acts on the components of Â when it is ex-
panded as a power series in θ and the NC gauge field
Â and NC gauge parameter Λ̂ are assumed to have the
following functional dependence [8]
Âµ = Âµ (A; θ) , F̂µν = F̂µν (A; θ) , Λ̂ = Λ̂λ (λ, A; θ) .
(12)
It should be noted that Eq. (11) can be implemented for
linear and adjoint representations.
The Seiberg-Witten map is a tool to construct noncom-
mutative gauge theories having an explicit dependence
on the commutative fields and their derivatives; it has
the characteristic feature that the number of degrees of
freedom of the original theory is preserved. For a non-
commutative gauge theory constructed in this way we
have
δλS = δ̂Λ̂S = 0. (13)
This result implies invariance of the action; it can be un-
derstood either in terms of the noncommutative fields,
with associated noncommutative gauge transformations
Eq. (10), or directly in terms of transformations involving
the commutative fields. It is known that the map can be
written for any gauge group [11–15], and it can be solved
iteratively [9]. The first step on the solution consists in
writing the fields as a power series on the noncommuta-
tive parameters,
Âµ = A
0
µ +A
1
µ +A
2
µ + · · · . (14)
Eq. (9) should then be solved simultaneously for Âµ
and Λ̂λ and this can be cumbersome especially when
looking for higher order solutions in θ. In general, the
commutative parameters λ associated to a linear repre-
sentation, where δλΦ = iλΦ = iλ
aTaΦ, satisfy the fol-
lowing classical cocycle condition
[δα, δβ ]Φ = −[α, β]Φ = δ−i[α, β]Φ. (15)
or equivalently, the ordinary gauge consistency condition
δαδβ − δβδα = δ−i[α, β]. (16)
The noncommutative parameters must depend on the
commutative gauge fields, Λ̂ = Λ̂λ (λ, A; θ) and in anal-
ogy with the commutative case we can write
δαΦˆ = iΛα ∗ Φ̂. (17)
In consequence we have
δαδβΦ̂ = δα
(
δ̂β̂Φ̂
)
= iδαΛ̂β ∗ Φ̂ + iΛ̂β ∗ δαΦ̂,
= iδαΛ̂β ∗ Φ̂− Λ̂β ∗ Λ̂α ∗ Φ̂, (18)
or
[δα, δβ]Φ̂ = (iδαΛ̂β − iδβΛ̂α + [Λ̂α, Λ̂β]∗) ∗ Φ̂. (19)
Hence, we have the transformation law for the noncom-
mutative parameters,
iδαΛ̂β − iδβΛ̂α + [Λ̂α, Λ̂β ]∗ = iΛ̂−i[α,β]. (20)
In order to solve this equation, we write a series develop-
ment
Λ̂λ = λ+ Λ
1
λ + Λ
2
λ + · · · . (21)
The solution to first order Λ1 is [8],
Λˆ(λ, A) = λ+
1
4
θµν{∂µλ, Aν}+O(θ
2). (22)
Inserting this solution into Eq. (11) gives
Aˆξ(A) = Aξ −
1
4
θµν{Aµ, ∂νAξ + Fνξ}+O(θ
2), (23)
and the associated field strength has the form
F̂γρ = Fγρ −
1
4
θkl ({Ak, ∂lFγρ +DlFγρ} − 2{Fγk, Fρl})
+O(θ2). (24)
The solution for matter fields to first order is then
Φ̂ = Φ +
1
2
θµν
(
−Aµ∂νΦ +
1
2
AµAνΦ
)
. (25)
in the fundamental representation. On the other hand,
for the adjoint representation the equation to be solved
is δλΦ = i[Λ̂, Φ̂]∗; the solution is
Φ̂ = Φ−
1
4
θµν{Aµ, (Dν + ∂ν)Φ}+O(θ
2). (26)
Higher order terms can be obtained in the same way, or
by use of the equation [8]
∂
∂θµν
Φ̂ = Φ̂1µν , (27)
where Φ̂1µν is obtained from the first order term of the
map by substituting the fields by their noncommutative
counterparts, all of them multiplied by the Moyal prod-
uct.
As mentioned before, the most general solution of the
SW map has an infinite number of parameters. Depend-
ing on the problem at hand, some solutions may be better
suited than others [11–15]. A nice feature of the above
solutions is that corrections to the field strength vanish
if the commutative field strength vanishes.
III. SEIBERG-WITTEN MAPS TO ALL
ORDERS
In this section we review the main features of the so-
lutions to the SW equations.
4A. First order solution
In [8] the first order solution was given as
Λ1λ =
1
4
θµν{∂µλ, Aν}, (28)
A1γ = −
1
4
θµν{Aµ, ∂νAγ + Fνγ}. (29)
The field strength is calculated as
F 1γρ = −
1
4
θµν ({Aµ, ∂νFγρ +DνFγρ} − 2{Fγµ, Fρν}) .
(30)
We may rewrite this expression in terms of the first order
potential A1µ and the commutative potential A
0
µ. After
some simplifications we obtain
∂γA
1
ρ−∂ρA
1
γ = −θ
µν
(
A0µ∂νF
0
γρ + ∂µA
0
γ∂νA
0
ρ − F
0
γµF
0
ρν
)
,
(31)
where F 0ik = ∂iA
0
k − ∂kA
0
i is the field strength tensor at
zero order. From this it follows that
F 1γρ = ∂γA
1
ρ − ∂ρA
1
γ + θ
µν∂µA
0
γ∂νA
0
ρ. (32)
This rewriting will be useful in later calculations.
B. Second order solution
The second order solution of the SW map was given
in [16]; it can be recast as [9]
Λ2λ = −
1
8
θkl
(
{A1k, ∂lλ}+ {Ak, ∂lΛ
1}
)
, (33)
A2γ = −
1
8
θkl{A1k, ∂lA
0
γ + F
0
lγ}+ {A
0
k, ∂lA
1
γ + F
1
lγ}.(34)
In terms of first order solutions, the field strength at the
second order [16] can also be written as
F 2γρ = −
1
8
θµν
(
{A0µ, ∂νF
1
γρ + (DνF
0
γρ)
1}
+{A1µ, ∂νF
0
γρ +DνF
0
γρ} − 2{F
0
γµ, F
1
νρ}
−2{F 1γµ, F
0
ρν}
)
. (35)
Here the covariant derivative (DνF
0
γρ)
1 is given by
(DνF
0
γρ)
1 := DνF
1
γρ +
1
2
θαβ{∂αA
0
ν , ∂αβF
0
γρ}. (36)
Using now Eq. (34), the expression ∂γA
2
ρ−∂ρA
2
γ is calcu-
lated after a lengthy but straightforward procedure; we
have
∂γA
2
ρ − ∂ρA
2
γ = −
1
2
θµν
(
A0µ∂νF
1
γρ +A
1
µ∂νF
0
γρ − F
0
γµF
1
νρ
−F 1γµF
0
ρν +
1
2
θαβ∂αA
0
ν∂αβF
0
γρ
+2(∂µA
1
γ∂νA
0
ρ + ∂µA
0
γ∂νA
1
ρ)
)
. (37)
If we compare this equation with the field strength tensor
given in Eq. (35), we get the following expression
F 2γρ = ∂γA
2
ρ−∂ρA
2
γ+θ
µν(∂µA
1
γ∂νA
0
ρ+∂µA
0
γ∂νA
1
ρ), (38)
which is very similar to Eq. (32) obtained previously to
first order.
C. n-th order solutions
Based on the previous results for the first two order
solutions derived from the SW map, the following general
structure of the solutions can be proposed [9]
Λn+1λ = −
1
4(n+ 1)
θµν
∑
p+q+r=n
{Apµ, ∂νΛ
q
λ}∗r, (39)
An+1γ = −
1
4(n+ 1)
θµν
∑
p+q+r=n
{Apµ, ∂νA
q
γ + F
q
νγ}∗r.(40)
They are recursive relations for the noncommutative
fields and by doing calculations similar to the previous
ones, we can rewrite the n-th order term of the field
strength as
Fn+1γρ = −
1
4(n+ 1)
θµν
∑
p+q+r=n
(
{Apk, ∂lF
q
γρ + (DlFγρ)
q}
−2{F pγk, F
q
ρl}∗r
)
, (41)
where
(DlFγρ)
n := DlF
n
γρ − i
∑
p+q+r=n
[Apl , F
q
γρ]∗r . (42)
Here the sum is over all the values of p, q and r such
that p + q + r = n; the subscript ∗r in a commutator
[f, g]∗r means that we only consider the contributions of
the form
f(x) ∗r g(x) =
1
r!
(
i
2
)r
θµ1ν1 · · · θµrνr
×∂µ1 · · ·∂µrf(x)∂ν1 · · · ∂νrg(x). (43)
It is possible to find the same solution from a differential
equation introduced in the original paper [8]. This equa-
tion is often called the SW-differential equation and is
obtained by varying the deformation parameter infinitesi-
mally θ → θ+δθ; the solution of the SW differential equa-
tion to all orders has been obtained previously in [17].
These solutions admit homogeneous contributions with
arbitrary coefficients. This was noted previously by var-
ious authors in [15, 16, 18, 19] because the second order
fields admitted different solutions; more recently this has
been discussed in [20, 21]. Therefore, the most general
solution should include these homogeneous terms; how-
ever, the main drawback in doing so is that recursive
relations are more difficult to obtain to all orders.
5IV. DQC IN THE WU-YANG APPROACH
In Dirac’s original paper [1], a singular solution of
Maxwell’s equations represents a magnetic monopole and
the Dirac string is defined as the line where the gauge po-
tential Aµ for the magnetic field becomes singular. The
string is not observable since it can be rotated by a gauge
transformation; this gauge transformation is also singu-
lar.
Dirac’s solution has been generalized as the ’t
Hooft–Polyakov monopole, where the field is smooth
gauge potentials. The question of having something simi-
lar for the Dirac string was analyzed in [5], where Wu and
Yang found a smooth construction of Dirac’s monopole
by separating R3/{0} into two overlapping hemispheres
defined as follows
RN : 0 ≤ θ < π/2 + δ, r > 0, 0 ≤ φ ≤ 2π,
RS : π/2− δ < θ ≤ π, r > 0, 0 ≤ φ ≤ 2π.
RN and RS are the north and south hemispheres and in
both hemispheres t ∈ (−∞, ∞); we have thus an overlap-
ping region RN ∩ RS . Each hemisphere is parametrized
by an independent set of coordinates; associated with
them there are two potentials ANµ (x) and A
S
µ(x) that are
singularity-free everywhere in the domains of their defi-
nition. Explicitly we have
ANt = A
N
r = A
N
θ = 0, A
N
φ =
g
r sin θ
(1− cos θ),
ASt = A
S
r = A
S
θ = 0, A
S
φ = −
g
r sin θ
(1 + cos θ).(44)
These potentials are required to satisfy the following con-
ditions:
1. They are related by a gauge transformation in the
overlapping region;
2. The magnetic field is obtained from their curls;
3. In their respective domains, both potentials are free
of singularities.
The gauge potentials in Eq. (44) are related by the gauge
transformation
Aµ → A
′
µ = Aµ + ie
2igeφ∂µe
−2igeφ,
= Aµ + ∂µλ(x). (45)
in the overlapping region RN ∩ RS with corresponding
gauge transformation
λ(x) = 2gφ = 2g arctan(y/x). (46)
It is a single-valued function only if
2ige = integer = N. (47)
Eq. (47) is known as Dirac’s quantization condition
(DQC) [1].
A. Wu-Yang procedure in Moyal space-time
The basic ideas for the generalization of the above
result to noncommutative spacetime will be briefly dis-
cussed here. First, we look for noncommutative poten-
tials ANµ (x) and A
S
µ(x), such that the following happens:
1. The potentials in the overlapping region are related
by the gauge transformation
AN/Sµ (x)→ A
S/N
µ (x) = U ∗A
N/S
µ (x) ∗ U
−1
+iU ∗ ∂µU
−1. (48)
where U is an element of the noncommutative
group U∗(1).
2. Maxwell’s equations with sources for the magnetic
charges hold.
3. There are no singularities in the potentials due
to noncommutativity, the potentials remain free of
singularities as in the classical case.
The above conditions are similar to those mentioned in
Sec. IV but adapted to the presence of noncommutativ-
ity. In particular, the second condition is imposed to find
a relationship between the noncommutative gauge pa-
rameter and source terms. We will follow a perturbative
treatment where the noncommutative gauge potential is
written as
Aˆµ = A
0
µ +A
1
µ +A
2
µ +O(θ
3), (49)
meanwhile the gauge parameter admits a similar writing
λˆ = λ0 + λ1 + λ2 +O(θ3). (50)
If the DQC is preserved then the noncommutative con-
tributions to the gauge parameter should vanish.
V. NONCOMMUTATIVE GAUGE
TRANSFORMATIONS
The SW map is compatible with noncommutative
gauge transformations of the form
Aˆµ → Aˆ
′
µ = U ∗ Aˆµ ∗ U
−1 + iU ∗ ∂µU
−1, (51)
where U ∈ U∗(1); the elements in this group are written
as
U(x) = e
iλ(x)
∗ = 1 + iλ(x) +
i2
2!
λ(x) ∗ λ(x) + . . . . (52)
The gauge group element up to second order in θ can be
determined using previous results in the literature [6, 7];
its explicit form is
e
iλ(x)
∗ = e
−iλ(x) +
θpqθkl
8
e−iλ(x)∂p∂kλ
×
(
1
2
∂q∂lλ+
i
3
∂qλ∂lλ
)
+O(θ3). (53)
6On the other hand, the noncommutative gauge transfor-
mation Eq. (51) up to second order is given by
A0i → A
0
i + ∂iλ(x),
A1i → A
1
i − θ
kl∂kλ(x)∂lA
0
i − θ
kl∂kλ(x)∂l∂iλ(x),
A2i → A
2
i − θ
kl∂kλ(x)∂lA
1
i +
1
2
θklθpq∂pλ(x)
×∂q
(
∂kλ(x)∂lA
0
i +
1
3
∂kλ(x)∂l∂iλ(x)
)
, (54)
where we have used the same procedure given in [6, 7].
To conclude, due to the first requirement in section IV,
we use Eqs. (54) to require that the following equations
hold
AN0i → A
S0
i + ∂iλ(x),
AN1i → A
S1
i − θ
kl∂kλ(x)∂lA
S0
i − θ
kl∂kλ(x)∂l∂iλ(x)
AN2i → A
S2
i − θ
kl∂kλ(x)∂lA
S1
i +
1
2
θklθpq∂pλ(x)
×∂q
(
∂kλ(x)∂lA
S0
i +
1
3
∂kλ(x)∂l∂iλ(x)
)
.(55)
In the following section we analyze the second require-
ment of Sec. IV, i.e. that the gauge potentials should
satisfy Maxwell’s equations.
VI. NONCOMMUTATIVE MAXWELL’S
EQUATIONS IN FIRST AND SECOND ORDER
A set of noncommutative Maxwell’s equations for a
static monopole
Dν ∗ F̂
µν = 0, (56)
Dµ ∗ F̂
µν = Ĵνg , (57)
Dµ ∗ Ĵ
µ = 0, (58)
was proposed in [7]. Here
Dν := ∂ν − ie[Âµ, ·]∗,
F̂µν := ∂µÂν − ∂νÂµ − ie[Âµ, Âν ]∗, (59)
are the noncommutative covariant derivative and corre-
sponding field strength tensor respectively. The dual field
strength tensor is F̂µν :=
1
2ǫ
µνγδF̂γδ. Eqs. (56) and (57)
are called Ampe`re’s law and Gauss’s law respectively;
they are the analogs of the standard expressions in clas-
sical electrodynamics. Eq. (58) is known as the continuity
equation.
In constrast to [6, 7], we do not consider the previ-
ous set of equations but a modification of it. Indeed, we
first apply the SW map to the gauge potentials of the
Wu-Yang approach to determine the corresponding non-
commutative gauge potentials and using them, we will
verify if the DQC is preserved order by order on the θ
parameter; electric and magnetic sources, if any, will then
be deduced from the modified Maxwell’s equations.
Since we are considering a static monopole solution,
we have Ĵ ig = 0, i.e. there is no magnetic current. Also,
Ĵ0g ≡ ρ̂(r) = 4πgδ(r) + ρ
1(r) + ρ2(r) +O(θ3) is the only
nonvanishing component of the 4-dimensional noncom-
mutative current Ĵν , giving rise to the total noncommu-
tative magnetic charge
gNC :=
∫
J0(x)d3x (60)
This is a gauge invariant that can be calculated pertur-
batively; in the classical case it has the value g. In the
static case we also note that the continuity equation is
satisfied identically. In the following we move along the
lines of [7].
A. Ampe`re’s law:
For a static solution, the electric field Ei := F 0i =
0 vanishes, and all time-dependence is suppressed. In
consequence, only the spatial components of Ampe´re’s
law provide non-trivial information. Let us focus then
on Dk ∗ F̂
ik, i = 1, 2, 3. We have
Dk ∗ F̂
ik = ∂kF̂
ik − i[Âk, F̂
ik]∗
= ∂k
(
F ik0 + F
ik
1 + F
ik
2
)
−i[A0k +A
1
k +A
2
k, F
ik
0 + F
ik
1 + F
ik
2 ]∗
= ∂kF
ik
0 + ∂kF
ik
1 + ∂kF
ik
2 + θ
pq∂pA
0
k(∂qF
ik
0
+∂qF
ik
1 ) + θ
pq∂pA
1
k∂qF
ik
0 +O(θ
3), (61)
where F 0jk, F
1
jk andF
2
jk are the field strength tensor com-
ponents up to second order on θ. Their explicit expres-
sions are known from the SW map; using them we obtain
Dk ∗ F
ik = ∂k(∂
iAk0 − ∂
kAi0) + ∂k(∂
iAk1 − ∂
kAi1
+θpq∂pA
i
0∂qA
k
0) + ∂k
(
∂iAk2 − ∂
kAi2
+θpq(∂pA
i
1∂qA
k
0 + ∂pA
i
0∂qA
k
1)
)
+θpq∂pA
0
k∂q
(
∂iAk0 − ∂
kAi0 + ∂
iAk1 − ∂
kAi1
+θrs∂rA
i
0∂sA
k
0
)
+ θpq∂pA
1
k∂q
(
∂iAk0 − ∂
kAi0
)
+O(θ3)
= ǫikl∂kB
0
l + ǫ
ikl∂kB
1
l + ǫ
ikl∂kB
2
l + θ
pq
×
(
∂k(∂pA
i
0∂qA
k
0) + ∂pA
0
kǫ
ikl∂qB
0
l
)
+θpq
(
∂pA
1
kǫ
ikl∂qB
0
l + ∂pA
0
kǫ
ikl∂qB
1
l
+∂k(∂pA
i
1∂qA
k
0 + ∂pA
i
0∂qA
k
1) + θ
rs∂pA
0
k
∂q(∂rA
i
0∂sA
k
0)
)
+O(θ3), (62)
7where we have defined (∂iAkn − ∂
kAin) =: ǫ
iklBnl .
In the commutative case, Ampe`re law in its differential
form is normally used to deduce the rotational of the
magnetic field induced by an electric current but it can
also be used in the opposite direction, namely to infer
to electric current associated to a given magnetic field.
According to this, let us write
Dk ∗ F̂
ik =
4π
c
Ĵ ie, (63)
where Ĵ ie = J
i
e0 + J
i
e1 + J
i
e2 + O(θ
3). Notice that we
are thus allowing the presence of an electric current into
Maxwell’s equations. It follows from Eq, (62) that
(∇× ~B0)i = J ie0,
(∇× ~B1)i = θpq
(
∂k(∂pA
i
0∂qA
k
0) + ∂pAkǫ
ikl∂qB
0
l
)
+ J ie1,
(∇× ~B2)i = θpq
(
∂pA
1
kǫ
ikl∂qB
0
l + ∂pA
0
kǫ
ikl∂qB
1
l
+∂k(∂pA
i
1∂qA
k
0 + ∂pA
i
0∂qA
k
1)
+θrs∂pA
0
k∂q(∂rA
i
0∂sA
k
0)
)
+ J ie2, (64)
where i, j , k = 1, 2, 3.
B. Gauss’s law:
We now proceed in the same way for Gauss’ law. We
have first that
Di ∗ Fˆ
i0 =
1
2
ǫi0jkDi ∗ Fˆjk = −
1
2
ǫijkDi ∗ F̂jk
= −
1
2
ǫijk
(
∂i
(
F 0jk + F
1
jk + F
2
jk
)
−i[A0i +A
1
i +A
2
i , F
0
jk + F
1
jk + F
2
jk]∗
)
= −
1
2
ǫijk
(
∂iF
0
jk + ∂iF
1
jk + ∂iF
2
jk
+θpq∂pA
0
i (∂qF
0
jk + ∂qF
1
jk) + θ
pq∂pA
1
i ∂qF
0
jk
)
+O(θ3). (65)
Using Eqs. (30) and (35) into Eq. (65), we can write
Gauss’ law as
Di ∗ F
i0 − J0 = −
1
2
ǫijkǫjkl∂iB
l
0 − 4πgδ(r)
−
1
2
ǫijkǫjkl∂iB
l
1 − ρ
1(x)
−
1
2
ǫijkǫjkl∂iB
l
2 − ρ
2(x)
−
1
2
ǫijkθpqθrs∂pA
0
i ∂q(∂rA
0
j∂sA
0
k),(66)
where we have used the fact that
ǫijkθpq∂pA
0
i ∂qF
0
jk = −ǫ
ijkθpq∂i(∂pA
0
j∂qA
0
k),
ǫijkθpq
(
∂pA
0
i ∂qF
1
jk + ∂pA
1
i ∂qF
0
jk
)
= −2ǫijkθpq∂i(∂pA
1
j∂qA
0
k)
+ǫijkθpqθrs∂pA
0
i ∂q(∂rA
0
j∂sA
0
k), (67)
together with the series expansion of Jˆ0g . We further
note that by a permutation of the indices, the last term
in Eq. (66) vanishes. Since 12ǫ
ijkǫjkl∂iB
l
n = ∇ ·
~Bn, we
find the simple result
∇ · ~B0 = −4πgδ(r),
∇ · ~B1 = −ρ1(r),
∇ · ~B2 = −ρ2(r). (68)
These equations are similar to Eqs. (64) in that they allow
us now to identify the sources of the modified monopole
field.
C. Combining Ampe`re’s and Gauss’s laws:
Using the identity ∇2 ~B0 = ∇(∇ · ~B0) +∇× (∇× ~B0)
we now combine Eq. (68) and (64) in the usual way. We
obtain then for the i-component(
∇2 ~B0
)i
= [∇(∇ · ~B0) +∇× (∇× ~B0)]
i
= ǫijk∂j
(
ǫklm∂lB
0
m + ǫ
klm∂lB
1
m + ǫ
klm∂lB
2
m
+θpq
(
∂l(∂pA
k
0∂qA
l
0) + ∂pA
0
l ǫ
klm∂qB
0
m
)
+θpq
(
∂pA
1
l ǫ
klm∂qB
0
m + ∂pA
0
l ǫ
klm∂qB
1
m
+∂l(∂pA
k
1∂qA
l
0 + ∂pA
k
0∂qA
l
1)
+θrs∂pA
0
l ∂q(∂rA
k
0∂sA
l
0)
))
= (δilδjm − δimδjl)∂j∂l
(
B0m +B
1
m +B
2
m
)
+θpq
(
ǫijk∂j∂l(∂pA
k
0∂qA
l
0)
+(δilδjm − δimδjl)∂j(∂pA
0
l ∂qB
0
m)
)
+θpq
(
(δilδjm − δimδjl)∂j(∂pA
1
l ∂qB
0
m
+∂pA
0
l ∂qB
1
m) + ǫ
ijk∂j∂l(∂pA
k
1∂qA
l
0
+∂pA
k
0∂qA
l
1) + ǫ
ijk∂j
(
θrs∂pA
0
l
×∂q(∂rA
k
0∂sA
l
0)
))
. (69)
It is natural to ask whether Maxwell’s equations and cor-
responding sources derived from the SW map are com-
patible with the perturbation expansion approach used
in [7]. In this section we have calculated the equations of
motion at zero, first and second order given by Eqs. (64)
and (68). It should be noted that the Maxwell equations
derived here are compatible with the set of equations of
motion given by Eqs. (28), (31), (32) and Eqs. (23), (26),
(27) of Refs. [7, 22] for the Ampe`re y Gauss laws respec-
tively. However, contrary to [7, 22], we have not assumed
that the electric current vanishes and indeed we have the
result that the SW map induces a non-vanishing electric
current Ĵe.
8VII. SOLUTION OF THE NONCOMMUTATIVE
MAXWELL’S EQUATIONS
We now use the SW map to determine the analytic ex-
pressions of the gauge potentials ANµ and A
N
µ to all orders
in the noncommutative parameter θ. Both potentials sat-
isfy Maxwell’s equations with an appropriate source for
the magnetic charge. In consequence, the criterion 2 in
Sec. IV is satisfied for our potentials.
For comparison with previous results in the literature,
we fix the values of θµν by imposing θ12 = −θ21; all
other components are set to zero. Furthermore, we use
the original potentials of Wu and Yang, Eqs. (44), in
cartesian coordinates. In the following N0 and S0 denote
the zeroth order terms in θ in the northern and southern
hemispheres respectively, and r :=
√
x2 + y2 + z2.
The gauge potentials to zero order in cartesian coordi-
nates are
AN01 = −y
(r − z)
(x2 + y2) r
, AN02 = x
(r − z)
(x2 + y2) r
,
AS01 = y
(r − z)
(x2 + y2) r
, AS02 = −x
(r − z)
(x2 + y2) r
,
AN03 = A
N0
3 = A
S0
3 = A
N0
0 = A
S0
0 = 0. (70)
It is important to investigate the explicit form of the
gauge potentials order by order to deduce a possible sym-
metry in the solution. For this purpose, we have calcu-
lated the spatial components of noncommutative gauge
potential Âµ up to third order on perturbation theory
explicitly and we have observed the following symmetry
A
(N/S)0
k = −ǫkix
if
(N/S)
0 ,
A
(N/S)1
k = −ǫkix
if
(N/S)
1 ,
A
(N/S)2
k = −ǫkix
if
(N/S)
2 ,
A
(N/S)3
k = −ǫkix
if
(N/S)
3 , (71)
where f
(N/S)
0 , . . . , f
(N/S)
3 are some functions having the
following general structure f
(N/S)
k = f
(N/S)
k (x
2, y2, z).
Based on this analysis of the first three order solutions,
we can conjecture the general Ansatz
A
(N/S)n
k = −ǫkix
if (N/S)n , (72)
where ǫij is the 2-dimensional Levi-Civita tensor, com-
pletely antisymmetric on its indices. The functions
f
(N/S)
0 , . . . , f
(N/S)
3 mentioned before have the following
explicit expressions
f
(N/S)
0 = ±
r ∓ z
rρ2
,
f
(N/S)
1 = ±
(r ∓ 4z)ρ4 + z2 (5r ∓ 6z)ρ2 + 2z4 (r ∓ z)
2r5ρ4
,
f
(N/S)
2 = ±
(2r ∓ 13z)ρ6 + z2 (17r ∓ 24z)ρ4 + z4 (13r − 15z) + ρ4 (r ∓ 4z) + 4z6 (r ∓ z)
2r8ρ6
,
f
(N/S)
3 = ±
8z (13r ∓ 40z)ρ8 + 2z3 (263r ∓ 370z)ρ6 + 3y2z5 (162r ∓ 203z)ρ4 + 4z7 (65r ∓ 72z)ρ2 + 56z9 (r ∓ z)
8r10ρ8
.(73)
where ρ2 := x2 + y2 = r2 − z2 and the upper (lower)
sign in the above expressions refers to the north (south)
hemisphere.
An important criterion we should verify for the po-
tentials is that they must be singularity-free. For this
purpose it is convenient to find the components of the
potential in spherical coordinates (r, ϑ, φ); a straightfor-
ward calculation shows then that the potentials ANµ and
ASµ are given by
ANmt = A
Nm
r = A
Nm
ϑ = 0, A
Nm
φ = f
N
m
y
sinφ
,
ASmt = A
Sm
r = A
Sm
ϑ = 0, A
Sm
φ = f
S
m
y
sinφ
, (74)
where m = 0, . . . , 3 means the perturbation order; the
nonzero components can be written explicitly as
A
(N/S)0
φ = ±
tan
(
ϑ
2
)
r
,
A
(N/S)1
φ = ±
[2 cos(ϑ) + cos(2ϑ)] tan
(
ϑ
2
)
sec2
(
ϑ
2
)
4r3
,
A
(N/S)2
φ = ±
f(ϑ) tan
(
ϑ
2
)
sec4
(
ϑ
2
)
64r5
,
A
(N/S)3
φ = ±
g(ϑ) tan
(
ϑ
2
)
sec6
(
ϑ
2
)
256r7
, (75)
9where
f(ϑ) := 2 cos(ϑ) + 8 cos(2ϑ) + 14 cos(3ϑ) + 5
× cos(4ϑ) + 11,
g(ϑ) := 46 cos(ϑ) + 32 cos(2ϑ) + 5 cos(3ϑ) + 28
× cos(4ϑ) + 29 cos(5ϑ) + 8 cos(6ϑ)− 8.(76)
From these expressions it is seen that in the limit
where the polar angle vanishes, ϑ → 0, the components
A
(N/S)m
φ → 0. Therefore, both potentials A
Nm
φ and A
Sm
φ
are singularity-free in their respective regions of valid-
ity; noncommutativity does not add divergences to the
gauge potentials up to this order and we expect this to
be a general feature.
We now use Eq. (71) to find the sources associated
to the Maxwell equations given in Sec. VI. If we insert
Eq. (71) into Eqs. (64) and (68), we find that the sources
are given by
J
(N/S)i
e0 = 0,
J
(N/S)i
e1 = θ ǫ
ij3xjg
(N/S)
1 ,
J
(N/S)i
e2 = θ
2 ǫij3xjg
(N/S)
2 , (77)
where
g
(N/S)
1 := ∓
3
r6
,
g
(N/S)
2 := ±
3
[
∓4z (2r ∓ z)ρ2 ± z3 (r ∓ z) + 5ρ4
]
r10ρ2
.(78)
We notice non-vanishing contributions to the electric cur-
rent due to noncommutativity.
A. The noncommutative parameter Λ̂ = Λ̂λ (λ, A; θ)
Having arrived to a general Ansatz for the noncom-
mutative corrections to the gauge potentials of the mag-
netic monopole, we now proceed to discuss the DQC. The
main point to be analyzed here is if the θ-corrections to
the standard gauge parameter λ can be made to van-
ish when the gauge potentials are obtained from the SW
map. From Eq. (28) the noncommmutative parameter
Λ̂λ to first order is
Λ1 = −
1
2
θklAk∂lλ. (79)
The partial derivatives of the standard gauge parameter
have a particular symmetry that is of great importance
for the calculations that follow; they can be written as
∂lλ = −ǫljx
jg, where g := 2zx2+y2 and the corresponding
potential is A1k = −ǫkix
if1 as pointed out before. Using
these facts we compute the noncommutative correction
Λ1 to the gauge parameter obtaining
Λ1 = −
1
2
θǫkl
(
−ǫkix
if
) (
−ǫljx
jg
)
−
1
2
θǫklǫkix
if
×ǫljx
jg −
1
2
θδlix
i ǫljx
jfg −
1
2
θ ǫijx
ixjfg
= 0, (80)
where we assume θ12 = −θ21 = θ as the only non-
vanishing components. We see then that by using θkl =
θ12ǫkl = θǫkl, the DQC to first order is preserved. The
next step is to calculate the noncommutative second
order correction Λ2. From the explicit expression in
Eq. (33), we can write
Λ2 = −
1
4
θkl
({
A1k, ∂lλ}+ {Ak, ∂lΛ
1
})
. (81)
The second term of this equation es zero, because we
have already shown that Λ1 = 0. Therefore, we only
need to calculate {θklA1k, ∂lλ}. From the previous section
we have already computed the gauge potentials up to
second order on θ and these can be written in general
as A2k = −ǫkix
if2 where f2 is given in Eq. (73). Taking
this into account and following a procedure similar to
the calculation of Λ1, it is straightforward to show that
the gauge parameter to second order also vanishes, i.e.
Λ2 = 0.
B. n–th order Λ :
We now proceed to discuss the general case. First we
recall the fact that the noncommutative corrections to
the gauge parameter have the general form
Λn+1 = −
1
4(n+ 1)
θkl
∑
p+q+r=n
{Apk, ∂lΛ
q}∗r. (82)
It is straightforward to see that the O(θr) contribution
for the anticommutator {Apk, ∂lΛ
q}∗r, for r an even num-
ber, vanishes; therefore, we can write
Λn+1 = −
1
4(n+ 1)
θµ1ν1
(
{Anµ1 , ∂ν1λ} + {A
n−1
µ1 , ∂ν1Λ
1}
+...+ {An−sµ1 , ∂ν1Λ
s}+ ...+ {A0µ1 , ∂ν1Λ
n}
)
−
1
4(n+ 1)
θµ1ν1{A0µ1 , ∂ν1Λ}∗n
= −
1
4(n+ 1)
θµ1ν1
(
{Anµ1 , ∂ν1λ} + {A
n−1
µ1 , ∂ν1Λ
1}
+...+ {Aµ1 , ∂ν1Λ
n}+ {An−1µ1 , ∂ν1λ}∗1
+...+ {A0k, ∂ν1Λ
n−1}∗1
...
+{A1µ1 , ∂ν1λ}∗n−1 + {A
0
k, ∂ν1Λ
1}∗n−1
+{A0µ1 , ∂ν1λ}∗n
)
. (83)
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Non-vanishing contributions of the anticonmutator
{A, B}∗k exists for k even, where A and B are func-
tions of xi; therefore {An−sµ1 , ∂ν1λ}∗s = 0 for s odd and
{An−sµ1 , ∂ν1λ}∗s = 2A
n−s
µ1 ∗
s ∂ν1λ for s even.
We have already seen that the noncommutative cor-
rections Λ1 and Λ2 vanish. Let us now assume that this
holds up to the n-th order, i.e. Λn = 0; we would like to
show that this assumption implies that the expression
Λn+1 = −
1
4(n+ 1)
θµ1ν1
(
{Anµ1 , ∂ν1λ}
+
n∑
s=1
{An−sµ1 , ∂ν1λ}∗s
)
(84)
for the (n+ 1)-th order also vanishes.
In the previous section we have conjectured the general
Ansatz for the gauge potentials, namely Anµ = −ǫµix
ifn,
where fn is some function. Assuming this and using a
similar procedure as in Eq. (80) before, we obtain for the
first term of Eq. (84) the result θµ1ν1Anµ1∂ν1λ = 0. For
the second term we need to calculate the general expres-
sion θµ1ν1{An−sµ1 , ∂ν1λ}∗s for s even only since, according
to a previous remark, all the contributions with s odd
vanish. In the following we calculate this quantity for
the most general case taking only into account the de-
pendence on the coordinates of the gauge potentials and
the gauge parameter.
We write then ∂ν1λ = −ǫν1jx
jg and Aµ1 = −ǫµ1ix
if
together with θµ1ν1 = θ12ǫµ1ν1 = θǫµ1ν1 , we have
θµ1ν1Aµ1 ∗
n ∂ν1λ =
1
n!
(
i
2
)n
θµ1ν1 · · · θµn+1νn+1
×∂µn+1 · · · ∂µ2Aµ1∂νn+1 · · · ∂ν2∂ν1λ(85)
where
∂µn+1 · · · ∂µ2Aµ1 = −ǫµ1i
(
δiµ2∂µ3 · · · ∂µn+1f + . . .
+δiµn+1∂µ2 · · ·∂µnf + x
i∂µ2 · · · ∂µn+1f
)
,
∂νn+1 · · · ∂ν2∂ν1λ = −ǫν1j
(
δjν2∂ν3 · · · ∂νn+1g + . . .
+δjνn+1∂ν2 · · · ∂νng + x
j∂ν2 · · ·∂νn+1g
)
. (86)
In consequence
θµ1ν1Aµ1 ∗
n ∂ν1λ =
1
n!
(
i
2
)n
θ θµ2ν2 · · · θµn+1νn+1 [
(
δiµ2∂µ3 · · ·∂µn+1f + · · ·+ δ
i
µn+1∂µ2 · · · ∂µnf
)
ǫijx
j∂ν2 · · · ∂νn+1g
+ǫijx
i∂µ2 · · · ∂µn+1f
(
δjν2∂ν3 · · · ∂νn+1g + · · ·+ δ
j
νn+1∂ν2 · · · ∂νng
)
+ ǫijx
ixj∂µ2 · · · ∂µn+1f∂ν2 · · ·∂νn+1g
+
(
δiµ2∂µ3 · · · ∂µn+1f + · · ·+ δ
i
µn+1∂µ2 · · · ∂µnf
)
ǫij
(
δjν2∂ν3 · · · ∂νn+1g + · · ·+ δ
j
νn+1∂ν2 · · · ∂νng
)
. (87)
The first two terms of this equation, that we denote as Sn, can be written in the following form
Sn =
1
n!
(
i
2
)n
θ θµ2ν2 · · · θµn+1νn+1(ǫµ2 jx
j∂µ3 · · ·∂µn+1f∂ν2 [∂ν3 · · · ∂νn+1g] + · · ·+ ǫµn+1 jx
j∂µ2 · · · ∂µnf [∂ν2 · · ·∂νn ]∂νn+1g
+ǫi ν2x
j∂µ2 [∂µ3 · · ·∂µn+1f ]∂ν3 · · · ∂νn+1g + · · ·+ ǫi νn+1x
i[∂µ2 · · ·∂µn ]∂µn+1f∂ν2 · · · ∂νng), (88)
or equivalently, by changing the dummy indices,
Sn =
1
n!
(
i
2
)n
θ θµ2ν2 · · · θµn+1νn+1(ǫµ2 jx
j∂ν2 [∂µ3 · · · ∂µnf∂ν3 · · ·∂νng] + ...+ ǫµn+1 jx
j∂νn+1 [∂µ2 · · ·∂µnf∂ν2 · · · ∂νng]).(89)
From this we deduce that
Sn =
1
n
(
i
2
)
θ
n+1∑
s=2
θµsνsǫµs jx
j∂νs
(
f ∗n−1 g
)
=
i
2
θ2 xj∂j
(
f ∗n−1 g
)
. (90)
Therefore we have n terms of the type xµs∂νs
(
f ∗n−1 g
)
.
The third term of (87) is clearly zero because ǫij is an an-
tisymetric tensor and hence ǫijx
ixj = 0. The last term in
Eq. (87) can be seen as a n×n matrix where its elements
can be written as
11
1
n!
(
i
2
)n
θ θµ2ν2 · · · θµn+1νn+1ǫij ( δ
i
µ2δ
j
ν2∂µ3 · · · ∂µn+1f∂ν3 · · · ∂νn+1g + ...+ δ
i
µ2δ
j
νn+1∂µ3 · · · ∂µn+1f∂ν2 · · ·∂νng
...
. . .
+ δiµn+1δ
j
ν2∂µ2 · · · ∂µnf∂ν3 · · ·∂νn+1g + ...+ δ
i
µn+1δ
j
νn+1∂µ2 · · · ∂µnf∂ν2 · · · ∂νng).(91)
The elements on the diagonal inside the parenthesis are
given by
1
n
(
i
2
)
θ
n+1∑
s=2
θµsνsǫµsνsf ∗
n−1 g = iθ2 (f ∗n−1 g), (92)
where we have n terms of the type θµsνsǫµsνsf ∗
n−1 g and
we have used the fact that θµsνsǫµsνs = θǫ
µsνsǫµsνs = 2θ.
The rest of the elements of this matrix are
1
n
(
i
2
)
θ
n+1∑
r 6=s=2
θ(f ∗n−1 g) =
iθ2
2n
(n2− n)(f ∗n−1 g), (93)
where we have used θµrνr ǫµrνs = θ δ
νr
νs ; therefore we have
n2−n terms of the form θ(f∗n−1g). Combining Eqs. (90),
(92) and (93), we derive the following recursive formula
for Eq. (87)
θµ1ν1Aµ1 ∗
n ∂ν1λ =
iθ2
2n
[
(n2 + n) f ∗n−1 g
+n xj∂j
(
f ∗n−1 g
)]
. (94)
Then, for a given n even, we have reduced the calculation
of θµ1ν1Aµ1 ∗
n ∂ν1λ to that of (f ∗
n−1 g).
In Sec. VII we have seen that the functions f and g are
quadratic functions of the cartesian coordinates x and y;
in consequence ∂if = x
iF and ∂ig = x
iG, i = 1, 2 with F
and G some quadratic functions on x and y. With these
elements at hand we have
f ∗m g =
1
m!
(
i
2
)m
θµmνm · · · θµ1ν1
×∂µm · · · ∂µ2xµ1F∂νm · · ·∂ν2xν1G, (95)
Furthermore, we also have
∂µm · · ·∂µ2∂µ1f = (δµ1µ2∂µ3 · · · ∂µmF + . . .
+δµ1µm∂µ2 · · ·∂µm−1F + xµ1∂µ2 · · · ∂µmF
)
,
∂νm · · · ∂ν2∂ν1g = (δν1ν2∂ν3 · · ·∂νmG+ . . .
+δν1νm∂ν2 · · · ∂νm−1G+ xν1∂ν2 · · ·∂νmG
)
. (96)
Therefore
f ∗m g =
1
m!
(
i
2
)m
θµmνm · · · θµ1ν1 [(δµ1µ2∂µ3 · · · ∂µmF
+ · · ·+ δµ1µm∂µ2 · · · ∂µm−1F
)
xν1∂ν2 · · · ∂νmG
+
(
δν1ν2∂ν3 · · · ∂νmG+ · · ·+ δν1νm∂ν2 · · ·∂νm−1G
)
×xµ1∂µ2 · · · ∂µmF + x
µ1xν1∂µ2 · · ·∂µmF
×∂ν2 · · · ∂νmG+ (δµ1µ2∂µ3 · · ·∂µmF + . . .
+δµ1µm∂µ2 · · · ∂µm−1F
) (
δν1ν2∂ν3 · · · ∂νm−1G
+ · · ·+ δν1νm∂ν2 · · · ∂νnG) . (97)
Following a similar algebraic manipulation as that em-
ployed in Eq. (87), we can derive the following recursive
formula for f ∗m g
f ∗m g =
θ2
m(m− 1)
(
i
2
)2
[(m2 −m)F ∗m−2 G
+(m− 1) xj∂j
(
F ∗m−2 G
)
]. (98)
It is important to note that this recursive relation is valid
for any functions f , g, F and G that are quadratic func-
tions in x and y and related by ∂if = x
iF and ∂ig = x
iG,
i = 1, 2.
If in the previous expression we set m = n − 1, we
obtain
f ∗n−1 g =
θ2
(n− 1)(n− 2)
(
i
2
)2
[(n2 − 3n+ 2)
×F ∗n−3 G+ (n− 2) xj∂j
(
F ∗n−3 G
)
].(99)
The result we have just obtained tell us that all we
need to know is the value of f ∗1g in order to determinate
f ∗n−1 g for n even. If we put first n = 2 into Eq. (99),
we obtain the simple result f ∗1 g = 0 and therefore we
deduce that f ∗n−1 g = 0 for n even. Using this fact into
Eq. (94), we obtain then θµ1ν1Aµ1∗
n∂ν1λ = 0; this in turn
implies that the second term in Eq. (84) also vanishes.
In consequence Λn+1 = 0 for all n and therefore Λ̂ =
λ0. The DQC is then preserved under noncommutative
corrections coming from gauge potentials obtained via
the SW map.
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VIII. CONCLUSIONS
In this work we have investigated the validity of DQC
within the framework of noncommutative gauge theories.
To do so, we have used the SW to define noncommuta-
tive gauge potentials associated to the commutative ones
using as seeds the potentials introduced by Wu and Yang
for the magnetic monopole.
With the noncommutative gauge potentials at hand,
we have written down modified Maxwell’s equations sim-
ilar to those proposed previously in the literature. We
differ however from previous treatments in that the gauge
potentials are used to deduced the sources that should be
present in these equations. The main difference we obtain
from using this point of view is that an electric current
also contributes to the curl of the noncommutative mag-
netic field; this is clearly seen when a perturbative series
expansion in terms of the noncommutative parameter is
considered and the corrections to the curl of the magnetic
field are calculated.
The SW map allows us first to give explicit expres-
sions up to third order in perturbation theory; with this
insight we have arrived to a general Ansatz for the gauge
potentials to arbitrary order on the noncommutative pa-
rameter. The corresponding noncommutative gauge po-
tentials are shown to be non-singular in their respective
domains and this fact is explicitly verified up to third
order on perturbation theory. Once these potentials are
known, then the noncommutative contributions to the
gauge parameter are calculated. For this, an iterative
procedure derived directly from the iterative solution to
the SW map has proven to be helpful.
We have shown explicitly that corrections to the gauge
parameter up to second order on the noncommutative
parameter vanish. To prove this for all orders in pertur-
bation theory, we have considered the general n-th order
noncommutative contribution to the gauge parameter.
Using the symmetries of the gauge potentials, we have
been able to show that all noncommutative corrections
vanish and that indeed DQC remains valid to all orders.
This result is connected to the fact that an electric cur-
rent arises due to noncommutativity. From Eqs. (77) we
see that in the commutative limit, θ → 0, it vanishes and
we recover the standard Maxwell’s equations describing
a magnetic monopole.
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