INTRODUCTION
Electricity demand forecasting is one of the most important components in the power system analysis and development and present a very difficult and complicated process. In the context time horizon of the planning or forecasting, the short-term, mid-term and long planning or forecasting is a usual classification that can be found in the literature. Short-term planning is usually an hourly, daily or weekly operating planning of power 
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Electricity demand forecasting is one of the most important components in the power system analysis. Furthermore, it is difficult and complicated process to forecast energy consumption. This study deals with modeling of the electrical energy consumption in Bosnia and Herzegovina in order to forecast future consumption of electrical loads based on temperature variables using machine learning methods. We used three different machine learning methods for analyzing short term ned using historical load data, collected from JP Elektroprivreda electrical power utility in BiH, and also considering weather data which is known to have a big impact on the use of electric power. Comparing the results it was seen that hours is pretty good in range from 92,92% for reactive power till 98.84% for active power. Four different parameters mean absolute error, root mean squared error, relative absolute error and root relative square error. The best results for pparent power were gotten with linear regression and are presented as for mean absolute error 9.84, root mean squared error 13.62, relative absolute error 14.06%, root relative squared error 14.39%. It is also seen wer consumption can be which is important for maintaining of the voltage at the system, and one of the most important aspects during this process is a quality and accurate forecasting of electricity term forecasts are very important in the electricity market because it could have an affect the price of electricity that will be supplied to customers. On term power system operating planning is usually prepared on a time horizon of one or more term planning are usually prepared on term forecasting of electricity demand is usually presented for several years and it is a input into the process of building a new generating units planning. Today, a vast number studies and papers provide a different electricity demand forecasting methodology, which confirm a great interest professional and scientific community in this field. During forecasting, engineers trying to identify the main factors affecting the consumption of electricity, such as growth of GDP, demographic and climate change, standards and habits of population, etc. One of the most important factor in the short-term and mid-term forecasting and requires special attention is the air temperature. The different approaches to determining the influence of air temperature on electricity consumption are presented in Refs. [1] [2] [3] [4] [5] and usually, all analyzed cases confirm the high interrelationships between these variables. Also, during the process of forecasting, the ambient temperature, human social activity and other variables provides important information that forecast results can make a lot more accurate.
In this paper three different models of Machine learning methods for analyzing short term load forecasting are proposed. This paper is organized as follows. Section 2 briefly outlines the methods used in this paper, while Section 3 provides data used during process of forecasting. Results and discussions are presented in Section 4 and finally, Section V presents the conclusions of this paper.
MACHINE LEARNING TOOLS
For machine learning tool we can simply say that it is a branch of artificial intelligence that can learn from data construct and study different types of systems. A number of machine learning models exist like artificial neural networks (ANN), support vector machine (SVM), decision tree learning, linear regression etc. Learning with machine tools can be unsupervised, semi-supervised, reinforcement learning, learning to learn and supervised learning where the last is one of the most popular and has been extremely explored. The task of machine tools is to train a machine to identify the connection between the examples and the desired outputs (class labels), while an external teacher (supervisor) provides the set of examples related with desired outputs. After the machine has been trained, it becomes ready to provide the output for a new unseen example. In our work we used SMO (Sequential Minimal Optimization) which is an improved training algorithm for SVMs. As it is shown in [7] SMO type of SVM represents a set of simple algorithms that can break down large QP (quadratic programming) into a series of smaller QP problems. The advantage of SMO type of SVM is that it can solve the Lagrange multipliers analytically and it represent supervised learning algorithm used for classification and it is a fast implementation of SVM. SMO type of SVM constructs a hyperplane or a set of hyperplanes in an n-dimensional space which can be used for classification. For the separation we can say it is good if the hyperplane has the largest distance to the nearest training data points of any class and we have in general the larger the margin the lower generalization error of classifier. Two different kernels: Polynomial kernel and the PUK kernel were employed in this study. One of the machine learning tools that was also used in this paper is linear regression. It is the oldest and most broadly used predictive technique in the area of the machine learning. In prediction and forecasting if we have an experiential data set of y and X linear regression can be used to built-in a predictive model. After we developed a model, and if some value of X is given without its additional value of y, the built-in model can be used to make a prediction of the value of y.
THE DATA
The input data that we are dealing with in this paper is composed of active, reactive, apparent power and temperature. It was collected from a part of the Bosnia and Herzegovina (B&H) electric power system and provides supplying about 700,000 customers. Basic characteristics of this consumption are relatively low electricity consumption due to a very low population standards and poor economic development, where households have dominant impact in total electricity consumption. Temperature fluctuations of this area are in quite a vast range and for the period of one year they are in the range from -12 up to 30 ° C. Hourly values of electricity demand and temperature are presented in Fig.1 and come from the EPC Elektroprivreda B&H-Sarajevo for electricity demand and the Federal Hydro meteorological Institute of B&H for temperatures. It is apparent close relationship between temperature and electricity consumption. 
RESULTS AND DISCUSSION
This research study was perform on the previously mentioned data were 2500 instances (hours) are taken for training and 500 instances (hours) for predicting. In the Table 1 , we can see the results of the experiment that was done in weka for active power. As we can see we have very high accuracy where the best solution is given for linear regression 98.84%. As it was expected since from the input data given in Fig.1 temperature data is following apparent power consumption. If we look at the errors basically the best prediction is linear regression for active power while for the reactive power the smallest errors we have for the SMO type of SVM (PUK kernel) method. The reason is simple since the consumers are mainly houses the active energy is mostly consumed using coolers and heaters as temperature decreases and rises up. 
CONCLUSIONS
In this paper we tried to predict active and reactive power for 500 hours (20 days) and we succeeded with a very high accuracy. Better prediction is seen for active power since as we said the consumers are mainly active but predicting the reactive power is problem that needs to be more analyzed in the further research. These predictions are not that important since they are too short but still they can help us in daily consumption when we want to predict the peaks during the day. Further research will be focused on long term prediction where we need to include more parameters such as economic and demographic parameters. And these long term predictions are more valuable since they can help us in predicting whether we need to build more power plants in certain areas or not.
