In this work we construct algebraic equation for elements of spectrum of linearized Fokker -Planck differential operator for incompressible fluid. We calculate roots of this equation using simple numeric method. For all these roots real part is positive, that is corresponding solutions are damping. Eigenfunctions of linearized Fokker -Planck differential operator for incompressible fluid are expressed as linear combinations of eigenfunctions of usual Fokker -Planck differential operator. Poisson's equation for pressure is derived from incompressibility condition. It is stated, that the pressure could be totally eliminated from dynamics equations. The Cauchy problem setup and solution method is presented. The role of zero pressure solutions as eigenfunctions for confluent eigenvalues is emphasized.
Introduction
In our previous work [1] we derived linearized Fokker -Planck equation for incompressible fluid V ndv x dv y dv z = 0.
(1)
where n = n(t, x 1 , x 2 , x 3 , v 1 , v 2 , v 3 ) -density; p = p(t, x 1 , x 2 , x 3 ) -pressure; α -coefficient of damping;
k -coefficient of diffusion.
No attempt was made to solve this equation.
Peculiarity of this equation consists in the fact, that for two unknown variables n and p we have only one differential equation. This is enough, because there is additional normalization requirement (1) on n variable and p variable depends only on space coordinates x, y, z and time t.
In [2] some simple solutions of nonlinear equation were studied. Particularly flow with zero pressure is of interest for our present studies, because for this flow the source of nonlinearity is absent. This flow solves both nonlinear and linear equations.
Present work is devoted to solution of linearized equation. We consider only the case of parallelepiped with opposite sides identified (i.e. "periodic boundary conditions"). We try to formulate and solve Cauchy problem for linearized equation.
Fourier decomposition of solution
We know the form of Cauchy problem solution for the case of usual Fokker-Planck equation (see [3] ). 
where eigenfunctions of usual Fokker -Planck operator are
It is only natural to seek solution of the present problem in the same form. We need only add expression for the new p variable
We try to represent the coefficient before ∂p ∂x k in equation (2) in the same way as a sum of Fourier series α k α 2πk
In expressions (3, 5, 6) we introduced following Fourier coefficients: Using these coefficients, we rewrite equation (2) as
We reduced the partial differential equation (2) to system of ordinary differential equations for Fourier coefficients. To proceed with solution, we need expressions for known coefficients B m 1 m 2 m 3 n 1 n 2 n 3 (k).
Expressions for Fourier coefficients
In this auxiliary section we find explicit expressions for Fourier coefficients of some known functions of velocities. These functions are products of multipliers, which depend only on one independent variable. Therefore we can consider only one velocity variable in this section.
We start from definitions
Functions φ mn and ψ mn are of course orthogonal (see [3] )
Let us find Fourier coefficients for following functions:
To find these coefficients, we need to calculate integrals
We calculated these integrals in our previous work [2] 
Thus we get following expressions for Fourier coefficients
(17)
Dynamics of Fourier coefficients
In this section we substitute expressions for known coefficients in terms of a m 2 n 2 and b m 1 n 1 coefficients, which we find in the last section, to the main equation (7) . Namely, we use expressions
Then (7) reads
This is main equation, which describe dynamics of Fourier coefficients. We delay actual substitution of a m i n j and b m i n j until (31).
Incompressibility condition
We use the incompressibility condition (1) to eliminate P m 1 m 2 m 3 (t) from (23).
(1) and (3) imply
Let us denote
So incompressibility condition is equivalent to following equation
Let us suppose, that coefficients A m 1 m 2 m 3 n 1 n 2 n 3 (t) satisfy (26) at the moment t. They must satisfy this equation at the next moment t+dt. Values of A at the next moment are defined by dynamics equation (23), which contains besides A(t) also pressure P . Therefore incompressibility condition, written for the next moment, will give us equation for pressure P . Derivation of this equation is rather long procedure, which ends in equation (42).
Differentiate (26) on time t and get
Let us find A ′ m 1 m 2 m 3 n 1 n 2 n 3 (t) from (22) and substitute this value to (27)
Let us use (26) to remove term with
We can easily calculate the sums on n i in RHS of (29). For this purpose let us introduce the partial sum on the group of terms with constant (n 1 + n 2 + n 3 ) = J.
Let us substitute to (30) values of coefficients a ij , b ij , c ij
The last sum according to Newton's binomial theorem is
We see, that result S J depends on two variables J = n 1 + n 2 + n 3 and M M = k α
With this variables (32) reads
The last effort is to calculate sum on J
that is coefficient by P m 1 m 2 m 3 (t) in (29) is zero and (29) reads
This result is a little disappointment, because we still not get desired equation for P m 1 m 2 m 3 (t). We need insistence to achieve success. The result is already near.
and substitute A ′ from (22)
Let us use (37) to remove terms with
in (39). To calculate coefficient before P m 1 m 2 m 3 (t) we perform once again summation on group of terms with constant (n 1 + n 2 + n 3 ) = J. The sum for each group is calculated as before, but this time this sum is multiplied by J before final summation on J
This time the sum on J is not zero
and we get finally equation for pressure, which follows from incompressibility condition 
Let us take values of c mn from (25)
and substitute result to (23)
To get final result, substitute values of a mn from (17)
We totally eliminated pressure from dynamic equation. Thus the problem is reduced to the system of ordinary linear differential equations (46). Such systems are solved by Euler's exponential substitution. The only difficulty is, that the number of variables is indefinitely great. We try to integrate (46) using special properties of its matrix.
Special eigenvalue problem
In this section we consider purely algebraic eigenvalue problem for special form of matrices.
Let the matrix have the following form
where D ij -diagonal matrix
The eigenvalue problem consists of following tasks:
1) To find a set of eigenvectors x such, that matrix product of M and x is proportional to x
2) To find corresponding set of proportionality coefficients -eigenvalues λ.
For our special form of matrix
Let us denote S = r k x k ; (52)
This gives very simple expression for components of eigenvector, provided eigenvalue λ is evident
Substitute this expression to (52) and get
Two cases are possible here. The common case is S! = 0. If all roots of (56) are different, we get the full set of eigenvalues, then from (54) we find full set of eigenvectors. Exact value of S is of no meaning, we can put for example S = 1 in (54).
For example, when all (l k r k ) are positive or all are negative and all d i are real (and different -see above), one could guarantee that all n roots of (56) are real and different. This follows from the fact, that d i separate the roots of (56). Therefore there are n − 1 roots between d i and one more root x 1 min(d i ) (the case l i r i 0). This fact makes numeric evaluation of roots rather simple. Unfortunately we deal with quite opposite case -signs of our (l k r k ) are alternating. Nevertheless we shall find roots -see below.
When some d i are equal, equation (56) has less roots then matrix degree. We can consider this case as confluent. In this case additional eigenvalues λ (besides roots of (56)) must be equal to iterated value d i and we must put for these eigenvalues S = 0 in (53). Then all x i , besides that in columns, corresponding to iterated d i , must be zero. The rest nonzero x i must satisfy orthogonality condition (52) (with S = 0).
Let us consider the eigenvalue problem for transposed matrix M T . Let us denote y -eigenvectors for
or
.
We get for λ equation (56) once again -eigenvalues of conjugated problems are equal. Components of eigenvectors for conjugated problem are calculated from (59), where S is arbitrary nonzero number, for example S = 1.
Eigenvector for conjugated problems with different eigenvalues λ and µ are orthogonal:
Application to equation (46)
Let us return to our equation (46). Comparing with previous section, we could identify matrix components in the following way.
Diagonal components of the matrix are equal to:
Diagonal components depend only on M (see (33)) and J = n l . Therefore we deal with confluent case -see previous section. Some eigenvalues are equal to d n 1 n 2 n 3 .
Nondiagonal components of the matrix are equal to:
In all cases we replaced index (i) with multiindex (n 1 n 2 n 3 ).
Characteristic equation for λ is
Let us once again calculate partial sum S J of terms, for which n 1 + n 2 + n 3 = J. We have
where γ(p, z) is incomplete gamma -function (see [4] , [5] )
(65) reads now
We see, that all eigenvalues λ are proportional to α
where coefficients ξ are roots of equation
The results of our calculations are presented in the Table 1 (see APPENDIX) . We see, that:
-All roots have positive real part. Therefore exists root with the least real part and roots can be ordered according their real part in ascending order. In the following we suppose that such ordering is done.
-For each M only finite number of roots are complex and imaginary part of roots decreases with root number.
-Starting from some root all roots are real (tail).
-Real roots are located very close to poles (natural numbers) and rapidly get indistinguishable.
On this stage we shall content ourself by these experimental results and shall not try to give them rigorous proof. The theory of distribution of roots of analytic functions in question is rather ample (see [6] , [7] , [8] ).
As we see from previous section, besides roots of (77) there exist eigenvalues, which are exactly equal to diagonal values d n 1 n 2 n 3 (62). They correspond to zero-pressure solutions from our work [2] . Orthogonality conditions (52), which must be satisfied by eigenfunctions, according to (64) and (43) mean, that P m 1 m 2 m 3 (t) = 0.
Solution of Cauchy problem
In this section we describe construction of solution of linearized Fokker -Planck equation for incompressible fluid. 1) To setup Cauchy problem we must set initial value of n variable. This initial value n 0 = n 0 (x 1 , x 2 , x 3 , v 1 , v 2 , v 3 ) must satisfy incompressibility condition (1). There is no need to set initial value of pressure, because it is fully determined by n (see (42)).
2) Calculate Fourier coefficients A m 1 m 2 m 3 p 1 p 2 p 3 (0) (see [3] for details):
where
3) Change from eigenfunctions of simple Fokker -Planck equations to eigenfunctions of linearized Fokker -Planck equation for incompressible fluid. According to (61) projection of vector A k on eigenvector x µ , corresponding to eigenvalue λ, is where d n 1 n 2 n 3 is defined by (62), r n 1 n 2 n 3 is defined by (64).
4) Initial field can contain some zero pressure solutions. Let us suppose, that there exist a group of coefficients with constant J = ν l , for which 
6) Evolution of zero pressure solution is determined by exponential multiplier e −α(J+M )t . . d n 1 n 2 n 3 defined by (62).
7) Inverse transition from
8) Contribution from zero pressure solutions must be added to (87).
9) Pressure for each moment of time is determined by (44).
DISCUSSION
We see that spectral properties of Fokker -Planck linearized differential operator for incompressible fluid are different from properties of usual operator. General spectrum structure is roughly similar, but nearest to zero eigenvalues are complex. Therefore most slowly damping modes are most strongly vibratingvery interesting result. Generally all modes are damping with time, flows tend to the rest.
