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ABSTRACT 
An LU-type factorization theorem due to Elsner and to Gohberg and Goldberg is 
generalized to block matrices. One form of the general factorization takes the form 
LMU, where L is block lower-triangular, CJ is block upper-triangular, and M is a 
subpermutation matrix each of whose blocks is diagonal. A factorization is also given 
where the middle term is a block diagonal subpermutation matrix, and the factoriza- 
tion is applied to Wiener-Hopf equations. The nonuniqueness of the middle term in 
the factorization is analyzed. A special factorization for selfadjoint block matrices is 
also obtained. 
INTRODUCTION 
The LU (lower-upper) factorization for matrices has a natural generaliza- 
tion to block matrices, and the need for such a generalization arises in several 
places, such as in the bandextension problem considered in [2]. However, this 
LU factorization is possible only when the principal block minors are invert- 
ible (see [l]). We consider here a more general factorization that exists for 
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every n x n block matrix A with square blocks, namely, A = LMU, where L 
and U are invertible lower- and upper-triangular block matrices. The scalar 
case of 1 x 1 blocks has been treated in [3] and [4]. Our main problem here is 
to find an appropriate simple form for the middle term M in the factorization. 
New difficulties arise that were not present in the scalar case, and a 
combinatorial result plays an essential role in our proofs. 
The paper is divided into six sections. The main results are presented in 
Section 1, along with the simpler proofs. The more difficult proofs appear in 
Sections 2 and 3. Section 4 treats the case of self-adjoint block matrices. 
Wiener-Hopf equations are considered in Section 5. Finally, in Section 6, we 
analyze our results in terms of the factorization of finite-dimensional operators 
relative to a chain of projections. 
1. PRELIMINARIES AND MAIN RESULTS 
Let fJ = a(n, m) denote the algebra of n x n block matrices 
A= [Aij] (i,j=l,..., ?a), 
whose blocks Ai j are each m X m complex matrices. Let D _ and Q + denote 
the subalgebras of D of block lower-triangular and block upper-triangular 
matrices, respectively, and let at, denote the block diagonal matrices. That is, 
We call a block matrix A in fi a s&permutation matrix if A, considered as 
an mn x mn matrix, has at most one nonzero entry in each row and each 
column, and each nonzero entry in A equals 1. Let So = S&n, m) denote the 
set of all subpermutation matrices that belong to Q,. Each matrix in So is a 
block diagonal subpermutation matrix. Further, let A _ (A + ) denote the 
subalgebra of G? of block matrices whose blocks are all lower triangular (upper 
triangular) m X m matrices, let A, = A _ n A+, and let S, = S,( n, m) denote 
the set of all subpermutation matrices that belong to A,. Each matrix in S,, is 
a subpermutation matrix whose nonzero entries lie on the diagonals in _ the 
blocks of the matrix. 
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Our main result is stated in two different ways in the following two 
theorems. 
THEOREM 1. Each n X n block matrix A in Q(n, m) may be factored in 
the form 
A=X_MX+, (1) 
where X_ (X,) is an invertible matrix in at (a+), and M is in S,(n,m). 
THEOREMS). Each n X n block matrix A in G(n, m) may be factored in 
the form 
A=YpNY,, (2) 
where Y_ (Y + ) is an invertible matrix in A ~ (A + ), and N is in S,( n, m). 
Theorems 1 and 1’ reduce to the case considered in [3] and [4] when the 
block size m is 1 in Theorem 1 and n = 1 in Theorem 1’. 
It is readily seen that Theorem 1’ follows from Theorem 1 with m and n 
interchanged, and vice versa. Simply think of the matrices in these theorems 
as representing operators on C mn with respect to two different ordered bases. 
Namely, decompose C”” into the direct sum of n copies of C” with a basis 
.G?=(e,, ,..., e,,;e,, ,..., e2*;...;enl ,..., en,). 
Then rearrange the basis vectors to obtain 
.93’= (e 11,...,e,l;e12,...,e,2;...;el,,...,e,, )T 
where now C”” is viewed as the direct sum of m copies of C”. An operator 
on C”” whose representation with respect to ~8 is an n x n block matrix in 
Q _ (n, m) is also represented with respect to .G?’ by an m x m block matrix 
in A _(m, n). The same connection exists between Q+(n,m) and A+(m, n), 
and between S,( n, m) and S,( m, n). 
Theorem 1 is easily deduced from Theorem 2 below. The proof of 
Theorem 2 will be given in the next section. 
THEOREMS. Let A be an mn X mn matrix such that each row and each 
column contain at most one nonzero entry. Then A may be factored in the 
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A = D,AD,, (3) 
where D, and D, are (invertible) permutation matrices in S,(n, m), and A is 
in AO. Equivalently, A may be factored in the fnm 
A = AiDA,, (4) 
where Ai and A2 are (invertible) permutation matrices in S*(n, m) and D is 
in 9,. 
Notice that when A is a subpermutation matrix, so are A and D, and 
hence A is in S, and D is in Sn. 
Proof of Theorem 1. Consider A as an nm X nm matrix. Then, according 
to the factorization theorem in [4], there exist nm X nm matrices L, U, and 2 
such that L is lower-triangular, U is upper-triangular, 2 is a subpermutation 
matrix, and 
A = LZU. 
Applying our Theorem 2 above to the matrix Z, we obtain invertible matrices 
D,, D, in S,(n, m) and a subpermutation matrix A in S*(n, m) such that 
A = LD,A D&J. 
The proof is completed by setting X _ = LD,, M = A, and X, = DJJ. W 
It is clear that the factorizations in (l), (2), (3) and (4) are nonunique. For 
example, if A = Y_ NY+ as in (2), and if P,, Pz are permutation matrices in 
S,, such that P,NPz is in So, then another factorization of the type (2) is given 
by A = (Y_ P,- ‘)P,NP,( Pz- ‘Y + ). However, the next theorem shows that no 
other sort of alteration of the middle term in (2) is possible. Of course an 
analogous result holds for (1). In the theorem and elsewhere we shall use the 
term relative index to denote the value of the index of a row or column of a 
matrix A in Q(n, m) computed modulo m. Also, for any G in a( n, m) and 
for any integers p and q with 1~ p < m and 1~ q < m, we let G(p, q) be 
the n x n block matrix each of whose blocks is the p x q matrix cut from the 
upper left comer of the corresponding block of G. (See Figure 1.) 
The following theorem will be proved in Section 3. 
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THEOREM 3. Suppose that M and N are matrices in S,(n, m). Then the 
following statements are equivalent: 
(a) There exist invertible matrices W_ in A _ and W, in A+ such that 
W_ MW, = N. 
(b) There exist permutation matrices P, and Pz in S, such that PIMP2 = N. 
That is, M may be transformed into N by a finite sequence of interchanges of 
rows with the same relative index and interchanges of columns with the same 
relative index. 
(c) For l~p,q~m,rankM(p,q)=rankN(p,g). 
Theorem 3 has a reformulation for matrices M and N in S*(n, m). We 
shall omit the details. 
The factorizations (1) and (2) obviously determine equivalence relations 
among the members of Q( n, m), because D _, Cl+, A _, and A + are subalge- 
bras of L?(n, m). The following theorem characterizes these equivalence 
classes in Q(n, m). 
THEOREM 4. Let A = [ Aij] and B = [ Bj j] be block matrices in 9( n, m). 
(a) There exist invertible matrices X _ in Q_(n, m) and X, in G+(n, m) 
such thatA=X_BX+ ifandonlyiffor l<p,q<n, 
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(b) There exist invertible matrices Y_ in A _(n, m) and Y, in R+(n, m) 
such that A = Y_ BY+ if and only if for 1~ p, q < m, 
rankA(p,q)=rankB(p,q). 
Proof It suffices to prove statement (b), since (a) follows from (b) with 
m and n interchanged. (See the comments following Theorem l’.) Suppose 
that A = Y_ BY+, where Y_ and Y, are invertible matrices whose blocks are 
lower- and upper-triangular, respectively. Then Y_(p, p) and Y+(q, q) are 
invertible for 1~ p, q < m, and 
Y-b> p)B(p, +‘+(a 9) = A(p, 4). 
In particular, rank A( p, q) = rank B( p, q). For the converse, we use Theorem 
1’ to factor A and B: 
A=U_N,U,, B=V_NaV+, 
where U_ , V are in A_ and U,, V, are in A,. Then, the given rank 
condition implies that, for 1~ p, q Q m, 
rankN,(p,q)=rankN,(p,q). 
Applying Theorem 3, we obtain invertible matrices W_ , W, in S,, such that 
NA=W_NaW+. 
Then 
A=U_(W_N,W+)U+ 
=(u~W_Vrl)(V_N,V+)(V;‘W+U+), 
= Yp BY+, 
where Y_ = U_W_VI’ and Y, = V;‘W+U,. H 
The following theorem gives a simple generalization of Theorem 1. 
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THEOREM 5. Each n x r block matrix A having m x m blocks may be 
factored in the form 
A = X_ MX,, 
where X is an invertible matrix in LI _ (n, m), X + is an invertible matrix in 
Q +(r, m), and M is an n X r block s&permutation matrix whose rwnzro 
entries are on the muin diagonals of the m x m blocks. 
Proof. Suppose that n < r, and adjoin r - n rows of zero blocks to A to 
form an r x r block matrix B that may be factored as in Theorem 1, namely, 
B= ; 
[ 1 =ZpAZ+. 
Since Z_ 652_(r,m) and AES,,(r,m), we may partition ZP and A in the 
form 
where Z,, E G_(n, m), Z,, E !Yl_(r - n, m), and M is an n x r block per- 
mutation matrix whose nonzero entries are on the diagonals of the blocks. Of 
course Z,, is invertible because Z _ is invertible. The factorization (5) clearly 
yields the factorization A = Z ,lMZ +, which has the desired properties, with 
XP = z,, and X, = Z +. The case in which n > r is treated in a similar 
fashion by considering an n X n matrix of the form [A 01. n 
The technique used in the proof of Theorem 5 may also be used to 
generalize statement (a) of Theorem 4 to the case when A and B are n x r 
block matrices having m X m blocks. Theorem 1’ does not admit a generaliza- 
tion analogous to Theorem 5, as can be seen from our first example. 
EXAMPLE 1. The nonsquare matrix A in Figure 2 has square blocks, but 
it does not admit a factorization of the form A = Y _ NY+, where Y _ is an 
invertible 2 x 2 block matrix with 2 x 2 lower triangular blocks, Y, is an 
invertible 3 X 3 block matrix with 2 x 2 upper triangular blocks, and N is a 
subpermutation matrix all of whose blocks are zero except the diagonal blocks 
N,, and N,,. Such a factorization would lead to the conclusion that 
rankA(p,q)=rankN(p,q)forlgp,9~2,justasintheproofofTheorem 
4. Notice, however, that rank A(2,l) = 0, and so rank N(2,l) = 0. But then 
rank N would be at most 2, because only blocks N,, and N,, can contain 
nonzero entries. Since rank A = 3, we would have a contradiction. 
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2. PROOF OF THEOREM 2 
It suffices to obtain the factorization (4). The factorization (3) follows 
immediately by interchanging m and n in (4) and changing the basis ~8 into 
the basis 9?‘, as described in the remarks following Theorem 1’. Observe that 
interchanging two rows (columns) of A with the same relative index is 
equivalent to multiplying A on the left (right) by a permutation matrix in 
S,( n, m). Thus to prove (4) it suffices to prove that the A in Theorem 2 may 
be transformed into a block diagonal matrix D in 3, by a finite sequence of 
interchanges of rows with the same relative index and columns with the same 
relative index. 
The proof of (4) will be by induction on n. When n = 1, there is only one 
block and the factorization is trivial. Assume that n = 2. The proof for this 
case will be by induction on the block size m. When m = 1, it is clear that at 
most one row interchange will transform A into a diagonal matrix. 
Now assume that the factorization (4) is possible for block matrices in 
Q(2,m - l), and take A in Q(2, m). Let A be the 2 X2 block matrix in 
Q(2, m - 1) formed by deleting the last row and last column of each block of 
A. By hypothesis, there exist interchanges of rows and columns with the same 
relative index that will transform A into a block diagonal matrix G in 
f&(2, m - 1). If w e apply these interchanges to the full matrix A, we obtain a 
matrix G of the form shown in Figure 3. Here the Gij denote the blocks of 
G:, and the asterisks represent unspecified scalars. Notice, however, that each 
row and each column of G has at most one nonzero entry. Let the pair ( 1 : 
denote the fact that column c of the matrix G has a nonzero entry in row r, 
and write ’ 
( 1 0 
if all entries in column c are zero. Henceforth we label the 2m 
columns and rows of G by the symbols 1,. . . , m, l’, . . . , m’, and we describe G 
by an array of 2m pairs: 
1 . . . m 1’ . . . m’ 
a, ... a, a7n+l ... a2m 
(6) 
where the a i belong to the set { 0, 1, . . . , m, l’, . . . , m’}. The order of the pairs 
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is immaterial. In what follows, if c represents a symbol from (0, 1, . . . , m }, 
then c’ represents the corresponding symbol from (0, l’, . . . , m’}, that is, 
either c and c’ refer to columns or rows of G with the same relative index, or 
c=c’=O 
The allowable operations on G correspond to the following operations on 
the array (6): 
(i) Interchanging the columns of G with indices c and c’ corresponds to 
interchanging c and c’ in the top row of (6), leaving the bottom row 
unchanged. 
(ii) Interchanging two rows of G that both contain a nonzero entry and 
have indices r and r’ corresponds to interchanging r and r ’ in the bottom 
row of (6). 
(iii) If row r contains a nonzero entry and row T’ does not, then 
interchanging rows r and r’ corresponds to changing r to r’ in the bottom 
row of (6). If row r’ contains a nonzero entry and row r does not, then 
interchanging rows T and T’ corresponds to changing T ‘ to r in the bottom 
row of (6). 
To transform G into block diagonal form, we use these operations to obtain 
an array that consists only of pairs of the form 
(Here r or r’ may be zero.) Such pairs will be called matched pairs. 
Our first step in the transformation of G is to list the types of arrays we 
must consider. To do this, we distinguish four cases. (We assume that G is not 
already block diagonal.) 
Case 1. Each of G,, and G, has no nonzero entries in its “border” 
consisting of its mth row and mth column. In this case we interchange rows 
m and m’ of G, or columns m and m’, or both, to bring G into block 
diagonal form. (See Figure 4.) 
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Case 2. Each of G,, and G,, has exactly one nonzero entry in its border 
consisting of its mth row and mth column. (See Figure 5, where f denotes a 
nonzero entry.) Consider (a) first. If the nonzero entries in the borders of G,, 
and G,, are in the lower right comers, then G is already block diagonal. If 
neither of the nonzero entries is in a lower right comer, we may interchange 
the rows of G with relative index m to obtain a block diagonal matrix. If 
there is a nonzero entry in the lower right comer of G,, or G,,, but not both, 
then by interchanging diagonal blocks (G,, with G,, and G,, with G,,), if 
necessary, we may assume there is a nonzero entry in the lower right comer 
of G,, but not G,,. (This may be accomplished with allowable row and 
column interchanges.) Then G,, consists entirely of O’s, so G is described by 
an array of the form 
1 . . . m c; ... ’ %a - 1 C’ n, 
a, ... a, s; ... S&l s,, 
where c;,...,c; is a permutation of {l’, . . . , m’}, a 1,. . . , am, s, belong to 
{O,I,..., m}, and s; ,..., sL_i belong to {O,l’,..., m’}. Notice that all pairs 
except the last are matched pairs. By putting together the pairs corresponding 
to columns with the same relative index, we can rewrite the array in the form 
Cl c; ... cm-1 C&l cm CL 
r1 s; ... r_, I (7) sm-1 %I sm 
51 O I0 
--b- 
__--_A 
l **o Ea lo E I O I 22 I, * l * 0 -----J --rJ 
El1 io 0 /: 
_+ ; --rJ EB I* 0 I* E 22 :O I* --s--’ ---- : 0 F 
It 
I* 
G11 I O I* I* 
-3-- 
: _____.I 
l *** Et4 0 10 E : 22 j” --5-- ---- e 
E 
I 
11 I0 0 
_+ 
10 
--ie El I* 0 ‘* E I I* 22 i+ **** -----l --s--’ 
(a) (b) (c) 
FIG. 5. 
Cd) 
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The transposes of (b) and (d) have the forms of (a) and (c), respectively. Thus 
it remains to consider (c). The block G,, can have either one or two nonzero 
entries. If it has only one, then G corresponds to an array in the form of (7). 
Otherwise, G corresponds to an array of the form 
Cl c; ... cm-2 4-2 C,_l CA-1 cm c; 
(8) 
f-1 s; ... r*_, 4-2 r,_, S,_l r, s, 
Case 3. G,, or G, has two nonzero entries in the border consisting of 
its mth row and mth column. (See Figure 6.) By interchanging the diagonal 
blocks we can bring (b) into the form of (a). Matrices in the form of (a) with 
nonzero entries in G,, and G,, correspond to arrays in the form 
Cl c; ... cm-2 CA-2 cm-1 CA-1 c, c;, 
(9) 
r1 s; ..’ I.,_, Sk-2 r;-1 s;_1 r, 8, 
If G has a nonzero entry in G,, but not in G,,, then G corresponds to an 
array of type (7). If G,, contains a nonzero entry but G,, does not, then we 
take the transpose of G to obtain a matrix that corresponds to (7). 
Case 4. One of the blocks G,, and G, has exactly one nonzero entry in 
the border consisting of its mth row and mth column, and the other block has 
none. By interchanging diagonal blocks, if necessary, we may assume that this 
nonzero entry is in G,,. If G,, has a nonzero entry in its lower right comer, 
then G or its transpose corresponds to an array in the form of (7) or (9). 
Otherwise, G has the form (a) or (h) in Figure 7. Since the transpose of (b) is 
of type (a), it suffices to consider (a), with no nonzero entry in the lower right 
comer of G,,. In this case, we interchange rows m and m’ to obtain a matrix 
that corresponds to an array in the form of (7). 
The preceding analysis shows that the only arrays that have to be 
considered are those having form (7) (S), or (9). We begin with (7). If s, = 0, 
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then (7) has the desired form. If s,‘,, does not appear in the bottom row of (7), 
we may change s, to s; to bring (7) into the desired form. Otherwise 
s:, = s; for some k between 1 and m - 1. Assume the notation is such that 
s’ z.z sj m +r. Then we may write (7) in the form 
Cl c; . . . cm-2 CL-2 Cm-l CA-1 c, c;, 
(10) 
r1 s; . . . T,-2 Sk-2 r,_, s:, rrn snl 
Now we interchange s, and s; in the bottom row of (lo), and interchange 
c,,_ i and CA_ i in the top row, to obtain 
If r,_, = 0 or r,,‘,_ i does not appear in the bottom row of (11) then we may 
bring the array into the desired form. Otherwise t-A_ 1 # s&, since r,,- 1 # s,. 
Let k be the smallest integer such that (7) can be brought into the form 
Cl c; ... ck-l CL-1 ck c; ck+l c;+l ... cm CL 
Tl 
s; . . . 
rk-l 61 rk sk ‘k+l sL+~ . . f r,, 4, 
(l-2) 
with s; different from each of s;+i, s;,~,..., s;. If Sk # 0 and s; appears 
among s;,si,..., s;_~, then by the method used to transform (7) into (11) we 
could transform (12) into a form that would violate the minimahty of k. 
Therefore either sk = 0 or s; does not appear on the bottom row of (12). In 
either case we can bring (12) and hence (7) into the desired form. 
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Next we consider (8). Since the last two pairs on the right of (8) contain 
no primed numbers on the bottom row, we can apply the procedure we used 
on (7) in order to bring the first m - 1 pairs of (8) into a form that contains 
only matched pairs. But then (8) has the form (7) and hence it can be brought 
into the desired form. 
Finally, we consider (9). If r&r = 0, then (9) has the form of (7). If 
r L _ i z 0 and r, _ i does not occur on the bottom row of (9) we may change 
T A _ i to r,,, _ i to bring (9) into the form of (7). If T,,_ i = r,, we interchange 
r 6 _ r and r, in the bottom row and c, and CA in the top row to bring (9) into 
the desired form. If r,,,_r = s,, we interchange r&1 and s, to bring (9) into 
the desired form. Otherwise r; _ i # 0 and r, _ i appears among rr, rs, . . . , r, _ 2. 
Assume the notation is such that r,,, _ r = r,,, _ 2. We interchange r; _ i and r,,, _ 2 
in the bottom row and cm-s and c&a in the top row to obtain 
Cl c; ... Cm-3 CA-3 Cm-2 C' 
I I 
m-2 Cm-1 G-1 CIn CIn 
r1 s; ..' r,_, shp3 s;_~ rA_1 r,_, s&-~ r, s, 
Observe that s,,_~ # r,,,_,, since sA_a # rL_l. Let k be the smallest integer 
such that (9) can be brought into the form 
cl c; “- c&l CL-1 ck c; ck+l c;+1 ... cm_1 C&l cm CL 
r1 
s; . . . 
rk-I sL-1 rk’ si rk+l s;+l 0.. rmpl sLml r, s, 
(14) 
with r, not among rk+ l,. . . , r, _ 1. If rk Z 0 and rk appears among rl,. . . , rk_ 1, 
then by the method used to transform (9) into (13), we could transform (14) 
into a form that would violate the minimality of k. Therefore either rk = 0, rk 
does not appear in the bottom row of (14) rk = r,, or rk = s,. In any of these 
cases we can bring (14) and hence (9) into the desired form. 
This completes the proof of the factorization (4) for the case n = 2. We 
turn now to the inductive step. Assume that n > 2 and that the factorization 
holds for matrices in Q(n - 1, m). If G is in a(n, m), then the matrix G,, in 
Q(n - 1, m) obtained by removing the nth column and nth row of blocks 
from G will be called the associated upper left block matrix of G. The 
associated lower right block matrix G,, is defined analogously. By the four 
corners of G we mean the 2 X 2 block matrix shown in Figure 8. 
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Let A be any matrix in Q(n, m) with at most one nonzero entry in each 
row and each column. By applying the inductive hypothesis to A,, we can 
make allowable row and column interchanges in A to bring A, into block 
diagonal form. Let G be the matrix into which A is transformed. (See Figure 
9.) Clearly, G has at most one nonzero entry in each row and each column. In 
particular, there are at most m nonzero entries in G,, and at most m 
nonzero entries in G,,. 
We apply the inductive hypothesis to G,, to make (allowable) row and 
column interchanges in G to bring G,, into block diagonal form. In making 
row interchanges, we might move the nonzero entries (if any) in G,, into 
G,,, G,,, . . . , G,_ 1.1. Similarly, in making column interchanges, we might 
move the nonzero entries (if any) in G,, into G12,G13,...,G1,n_1. The 
resulting matrix has the form shown in Figure 10, where there are at most m 
nonzero entries in G,,, G,,, . . . , G,, and at most m nonzero entries in 
G,,, G,,, . . . , G,,. Thus there are at most 2m nonzero entries that are not in 
position for G to be block diagonal. If all these entries lie in the four corners 
of G, then we can make row and column interchanges in G to bring the four 
comers (and hence G) into block diagonal form. Otherwise, at least one of the 
nonzero entries must lie in G,. By applying the inductive hypoth- 
FIG. 9. 
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esis to G,, we can make row and column interchanges in G to bring 
G UL into block diagonal form. Then G will have the form in Figure 9 
with at most 2m - 1 nonzero entries in the union of Gin, Gs,,,. .., G,_, nr 
G,i,G,s,...,G,,,-1. By repeating this procedure, alternating between 
matrices of the form in Figures 9 or 10, or operating on the four comers, we 
bring G into block diagonal form. This completes the proof of the induction 
on n. The proof of the factorization (4) is finished. 
3. PROOF OF THEOREM 3 
For the proof of Theorem 3 it will be convenient to refer to the location of 
an element in a block matrix G in a( n, m) in two different ways. If the 
element lies in row i and column j of G and in row r and column s of some 
block in G, we call (i, j) the position and (r, s) the relative position of the 
element. Also, recall that we let G(p, q) be the n x n block matrix each of 
whose blocks is the p x q matrix cut from the upper left comer of the 
corresponding block of G. 
Clearly statement (b) of Theorem 3 implies statement (a). The argument 
given at the beginning of the proof of Theorem 4 in Section 1 shows that (a) 
implies (c). 
The proof that (b) follows from (c) is by induction on the block size m. 
Let m = 1. Then M and N are n X n diagonal subpermutation matrices of 
the same rank. Therefore M and N have the same number of l’s on the 
diagonal, and all rows and columns have relative index 1. A simple inductive 
argument shows that a sequence of interchanges of rows or columns of the 
same relative index will transform M into N. 
Next suppose that (c) implies (b) for matrices with block size m - 1. 
Then, considering the matrices M(m - 1, m - 1) and N(m - 1, m - l), we 
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deduce that M can be transformed by a sequence of interchanges of rows and 
columns with the same relative index into a matrix K such that K(m - 1, 
m - 1) = N(m - 1, m - 1). Thus only the l’s that he in the rows or columns of 
K with relative index m can differ from the corresponding elements in N. 
The key fact now is that, for 1~ r, s < m, the matrices K and N have the 
same number of l’s with relative position (r, s). This follows easily from the 
rank condition (c) for the case of subpermutation matrices. Our goal is to 
make row and column interchanges of the desired type to move these l’s into 
the same position as those in N. We begin with l’s in the columns with 
relative index m. 
We shall prove by finite induction that for 1 Q r < m - 1, K can be 
transformed by allowable row and column interchanges into a matrix G such 
that G(m - 1, m - 1) = N(m - 1, m - 1) and G(r, m) = N(r, m). Let r = 1. 
If K contains no 1 with relative position (1, m), then neither does N, and 
hence K(1, m)= N(l,m). Otherwise K and N contain the same nonzero 
number of l’s with relative position (1, m). Suppose that each of K and N 
contains a 1 with relative position (1, m) in a position in which the other has a 
zero. Let the 1 in K have position (am + 1, bm), and let the 1 in N have 
position (cm + 1, cm + m). (See Figure 11.) Since N contains no other l’s in 
row cm+l, and K(m-l,m-l)=N( m - 1, m - l), it follows that row 
cm + 1 of K contains only zeros, except possibly in a column with relative 
index m. Thus interchanging rows am + 1 and cm + 1 in K does not affect 
K( m - 1, m - 1). Interchanging these two rows and then columns bm and 
cm + m transforms K into a matrix H with H(m - 1, m - 1) = N(m - 1, 
m - 1) and with 1 in position (cm + 1, cm + m), as in N. By treating all l’s 
with relative position (1, m) in this way, if necessary, we obtain a matrix G 
with G(m - 1, m - 1) = N(m - 1, m - 1) and G(1, m) = N(1, m). This com- 
pletes the proof for r = 1. 
1 cl 
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FIG. 11. 
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Nowassumethat2<r<m-1, K(m-1,m-1)=N(m-1,m-1),and 
K(r - 1, m) = N(r - 1, m). RecaU that the number of l’s with relative posi- 
tion (r, m) is the same for K and N. If there are none, then K( r, m) = N( r, m). 
Otherwise, suppose that each of K and N contains a 1 with relative position 
(r, m) in a position in which the other contains a zero. Let the 1 for K be in 
position (am + r, bm) and the 1 for N be in position (cm + T, cm + m). As 
before, it follows that row cm + r of K contains only zeros, except possibly in 
a column with relative index m. Since K(r - 1, m) = N(r - 1, m) and N 
contains no l’s in column cm f m with relative row index < T, it follows that 
K contains no l’s in column bm + m with relative row index < T. Thus if we 
interchange rows am + r and cm + r and then columns bm and cm + m in 
K, we obtain a matrix H such that H(m - 1, m - 1) = N(m - 1, m - l), 
H(r-l,m)=N(r-l,m),and Hcontainsalinposition(cm+r,cm+m), 
as in N. By treating all the l’s with relative position (r, m) in this way, if 
necessary, we transform K into a matrix G for which G(m - 1, m - 1) = 
N(m - 1, m - 1) and G(r, m) = N(r, m). This completes the induction on r 
and shows that we may assume that M(m - 1, m) = N(m - 1, m). By a 
similar induction for the l’s in the rows with relative index m, we can prove 
that for 1~ r < m, we can transform M into a matrix G with G(m - 1, m) = 
N(m - 1, m) and G(m, r)= N(m, r). Taking r = m, we have G = N. This 
completes the proof of Theorem 3. 
4. THE SELF-ADJOINT CASE 
When A is a self-adjoint matrix in 52, we would like to modify the 
factorization (2) so that A = Y _ NY?. In [4] it is shown that this is possible in 
the scalar case (where the matrices have only one block) if one permits N to 
be a Zsubpermutation matrix, that is, if N has at most one nonzero entry in 
each row and each column, the nonzero entries are * 1, and the - 1 entries 
are on the principal diagonal of the matrix. A direct generalization to the 
block-matrix case is not possible, as the following example shows. 
EXAMPLE 2. The self-adjoint 2 X 2 block matrix in Figure 12 cannot be 
factored in the form Y _ NY?, where Y _ is an invertible matrix in A _ , and N 
is a block diagonal matrix with at most one nonzero element in each row and 
column. If such a factorization were possible, then N would be a self-adjoint 
invertible matrix with rank N(p, 9) = rank A(p, 9) for 1~ p < 3 and 1~ 9 < 
3. Since rank A(l, 1) = 0 and rank A(1,2) = 1, N would have zeros in N(l, 1) 
and a nonzero element in position (1,2) or (4,5). Assume that N contains a 
nonzero element in position (1,2). Since N is self-adjoint and block diagonal, 
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and each row and column of N contains exactly one nonzero element, N must 
have the form shown in Figure 13, where a, b, c, and d are nonzero. But 
then rank N(2,2) = 3, whereas rank A(2,2) = 2. A similar contradiction arises 
if N contains a nonzero element in position (4,5). 
Example 2 is easily modified to show that a self-adjoint block matrix 
cannot be factored in the form X_ MXT , where XP is an invertible matrix in 
LI -_) and M is a block matrix with diagonal blocks and at most one nonzero 
element in each row and column. The appropriate generalization of the scalar 
factorization appears to be the following theorem. 
THEOREM 6. Each n x n self&joint block matrix A in a(n, m) may be 
factored in the form 
A=X_MRX:, 
where X_ is an invertible matrix in a_, M is a Z-s&permutation matrix in 
&I~ and R is a pennutation matrix in S,. Furthermore, the product MR is a 
selfadjoint &x&permutation matrix. 
Proof. By Theorem 7 of [4], the mn X mn matrix A may be factored in 
the form 
A= LZL*, 
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where L is an invertible mn X mn lower triangular matrix and Z is a unique 
self-adjoint mn X mn Zsubpermutation matrix. Applying our Theorem 2 to 
the matrix Z, we obtain permutation matrices D, and Ds in S,(m, n) and a 
matrix A in A, such that 
Z = D,AD, and A = D;lZD,‘. 
Now consider Z as an element of G(n, m). Since the permutation matrices 
DC’> Dgl are block diagonal, each - 1 entry that may appear on the 
diagonal of Z will move into a position somewhere within the same diagonal 
block of 0; ‘ZDL ‘. However, A has nonzero entries only on the diagonal of 
each block, and so the - 1 entries in A will in fact appear only on the main 
diagonal of A. Thus A is a Zsubpermutation matrix. Then, since a permuta- 
tion matrix is necessarily unitary, we have 
A = LD1AD2L* = LDlAD2D1D:L*. 
This gives the desired factorization with X_ = LD,, M = A, and R = D,D,. 
l 
We note in Theorem 6 that the numbers of - 1 entries and + 1 entries in 
M and the number of nonzero entries on the diagonal of M are invariants of 
A. This is evident from Theorem 3 and the proof of Theorem 6. Clearly, 
Theorem 6 is equivalent to the following theorem. 
THEOREM 6 ‘. Each n x n self-adjoint block matrix A in Q( n, m) may be 
factored in the form 
A=Y_NSY:, 
where Y_ is an invertible matrix in A_, N is a G&permutation matrix in 
9,, and S is a permutation matrix in S,. Furthermore, the product NS is a 
self&joint Z-s&permutation matrix. 
5. WIENER-HOPF EQUATIONS 
Let III be an algebra, and let %+ and 9I _ be subalgebras of 9l such that 
% = %+@ Iu _ . Denote by P the projection of 9l onto %+ with kernel 2 ~. 
Fix a in %. The equation 
P(ar,) = z,, 
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where z, in !Z + is given and x, in 3 + is a solution, is called a Wiener-Hopf 
equation. In the rest of this section we take 2l = SJ(n, m), 9l+ = R+(n, m), 
and %_ = {AEA_( n, m) : each block of A has zeros on the diagonal}. We 
will show that in this case every Wiener-Hopf equation is equivalent to a finite 
family of independent Wiener-Hopf equations of the type completely analyzed 
in [4]. 
First observe that if Y_ E A_ and BE 3, then Y_(I - P)B E %_, so 
that 
P(Y_B)=P(Y_PB)+P(Y_(z-P)B)=P(YpPB). (15) 
If Y ~ and Y + are invertible, then the restrictions of PY_ P and PY + P to 9l+ 
are invertible, with 
(PY,P)y’=PY;‘P. (16) _ 
Now suppose that A and B in rU are related by an equation of the form 
A = Y_ BY,, 07) 
where Y_ E A_ and Y, E A+. Then for any X, E A+, it follows from (15) 
and (17) that 
P(AX+)=P(Y_BY+X+)=(PY_P)(PBP)(PY+P)X+. (18) 
From (16) and (18) we see that if A and B are related by (17) with Y +- 
invertible elements of A+, then solving the equation 
P(AX+ ) = Y, (19) 
is equivalent to solving the equation 
P(BW+)=V+, 
where V, = (PY:‘P)Y+ and X, = (PY;‘P)W+. 
Now by Theorem l’, any A in % can be factored in the form (17) with Y + 
an invertible element of A+ and with B an element of Sn. Therefore, it 
suffices to solve (19) in the case in which A is block diagonal. But if A is 
block diagonal, then for the ijth block of AX+ we have 
(AX+)ij=Aii(X+)ij (i, j=l,...n). 
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We conclude that the solution of (19) is equivalent to the solution of the 
family of Wiener-Hopf equations 
P(Aii(X+)ij)=(Y+)ij (i,j=l,*.*,n), 
where we are now using P to represent the projection of the algebra of 
m X m matrices onto the subalgebra of upper triangular matrices, as in [4]. 
6. FACTORIZATION OF OPERATORS RELATIVE TO A CHAIN 
To describe a possible generalization of our work, it will be helpful to use 
the terminology introduced in [l]. By a chain in C’ we shall mean a sequence 
$3 = { Pi } of projections on C’ with nested ranges and kernels, with P,, = 0 
and with P, = 1. Let Q + (!J3) [fi _ (!@)I denote the operators on C’ that for 
i=l ,...,nleaveinvarianttherangespacesR(P,)[R(Z-P,)].Fori=l,...,n, 
let AP, = Pi - Pi_l, let vi=dimR(APi),andlet {eij:l<j<vi}beanordered 
basis of R(AP,). By adjoining these bases in succession we obtain an ordered 
basis .G? of C’. We say that a basis constructed in this way is subordinute to 
the chain. With respect to such a basis, the matrix of an operator in I2 _ ($3) 
[D + ( !@)I is block lower-triangular [block upper-triangular]. In order to de- 
scribe the middle term in the factorization of an operator, we introduce an 
“associated chain” q’(g) = { Qk} of projections on C’ defined as follows. 
Let Qa=O, and for Zc=l,..., max{ pi }, let Qk be the canonical projection 
onto the subspace spanned by {eij:l < i < n, l<j < min(k,v,)}. If an 
operator M on C’ is represented by a matrix with respect to the basis .%?‘, then 
M will be in S&( $Jx(.%?)) if and only if the nonzero terms in each block of its 
matrix are on the “principal diagonal’ of the block. 
Our Theorem 1 may now be restated as follows. 
THEOREM 1”. Let ‘$={Pi:O<i<n} be a chain in C”” with 
dim B(APi) = m for each i. Let A be an operator on C”“, and let 37 be any 
ordered basis subordinate to the chain. Then A admits a factorization 
A=X_MX,, 
where X_ and X, are invertible operators in Q _( @) and !J+( !@), respec- 
tively, and M is an operator in !2,( !J3 x (9)) whose matrix with respect to g is 
a subpermutation matrix. 
The collection of operators M that may be used as a middle term in the 
factorization of an operator A depends on the choice of the basis 33. Thus it 
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might appear that the possibility of factoring an operator could depend on the 
particular basis (subordinate to the chain). This is not the case, however, as 
the following proposition shows. 
PROPOSITION. Let !J.J be a chain m C’; let 9 be a basis for C’ 
subordinate to !Q. Suppose that an operator A on C’ admits a factorization 
A=X_MX+, where X, are invertible operators in D + ( $3) and M is in 
S$,( ‘$3 “( 93)). If 8, is any other basis subordinate to S&3, then A admits a 
factorization A = Y_ NY,, where Y, are invertible operators in L? +( @), N is 
in 52,(!@x(~i)), and the matrix of N with respect to ~29~ is the s&e as the 
matrix of M with respect to 9. 
Proof. Given the operator factorization A = X_ MX +, we consider the 
matrix representation of these operators with respect to ~3, and we obtain a 
matrix factorization 
a=x_mr -c’ 
If we change from 93 to a new basis gl, then there is a nonsingular matrix s 
such that the matrix representations of A, X +, and M are s-‘as, s-lx + s, _ 
and sP ‘wrs, respectively. Now 
s-las=(s-lx_s)(s-‘m.s)(s-‘x+s) 
= (s-k)m(x+s). 
However, s is a block diagonal matrix because 9 and 93i are both sub- 
ordinate to the chain !@. Hence s- lx_ and x, s represent operators Y _ and 
Y + in Q_(Q) and Cl + (!J3), respectively. Furthermore, the special form of m 
guarantees that it represents an operator N in C&( !J3 “( ~23~)) with respect to 
the basis ~29~. W 
If an operator A admits a factorization as in the proposition, then the last 
conclusion of the proposition essentially says that the matrix of the middle 
term in the factorization may be chosen independently of the basis. 
The next example shows that without the condition that dim R( A Pi) = m 
for each i, Theorem 1”does not hold in general. Because of the proposition, it 
suffices to represent operators as matrices with respect to the canonical basis 
of C’. 
EXAMPLE 3. The matrix in Figure 14 with square blocks of unequal size 
on the diagonal does not admit a factorization A = X_ MX +, where X_ and 
FACTORIZATION OF BLOCK MATRICES 93 
00 10 
00 0 1 
A - 
a ' 
010 0 
10 0 0 
FIG. 14. 
X, are invertible block matrices of the same type as A with X_ block 
lower-triangular and X, block upper-triangular, and with M a subpermuta- 
tion matrix having nonzero entries only on the principal diagonals of the 
blocks. For if so, then 
XxlAX;‘= M. (20) 
However, it is easy to see that the product on the left side of (20) has a zero in 
position (2,2) because XI r is block lower-triangular and XT ’ is block 
upper-triangular. But then the matrix M would have only zeros in row 2 and 
hence would not be invertible, whereas the product on the left of (20) is 
invertible, since A is invertible. 
In spite of this example, we conjecture that an analogue of Theorem 4 
holds for matrix equivalence classes determined by an arbitrary finite chain of 
projections. 
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