Plotkin's dual characterization of strongly algebraic domains -by sets of minimal upper bounds and by sequences of finite posets -is stated and proved in the topical setting.
Introduction
In Vickers [97a] , an approach to domain theory is described in which the usual categories of domains, i.e. classes of domains and their morphisms, are replaced by toposes classifying them.
This sounds a daunting leap from the familiar to the difficult, but the conceptual effects are remarkably unobtrusive. The "topology-free space" style of reasoning used amounts to conforming with a "geometric" form of constructive mathematics, using only those constructions that can be interpreted in Grothendieck toposes and are preserved by the inverse image functors of geometric morphisms. The mathematical consequences are profound, since the toposes contain intrinsic topological information that is just what is needed for the solution of domain equations. Vickers [97a] investigates in detail the strongly algebraic domains of Plotkin [76] (though without his countability conditions). However, Plotkin actually gives two characterizations of these domains. That followed by Vickers is an intrinsic one in terms of minimal upper bounds of subsets, but there is also the "SFP" characterization as limits of sequences of finite posets with embeddingprojection pairs between them. The main results of this paper state and prove corresponding "SFP" characterizations in the topical setting.
Technical background

Geometric constructivism
We shall follow the "topology-free space" techniques of Vickers [97a, 97b] . Recall that a topos as generalized topological space can be understood as comprehending ("classifying") the models of a geometric theory: those models are the points of the topos. If T is a geometric theory, we write [T] for its classifying topos (and [T] for the corresponding generalized universe of sets or geometric universe, the category of sheaves over [T] ). Geometric theories are described in various places (e.g. Makkai and Reyes [77] , Johnstone [77] , Mac Lane and Moerdijk [92] ), but let us emphasize two points. First, we need the full generality of infinitary geometric logic (infinitary disjunctions), and not just the finitary "coherent" fragment described in Mac Lane and Moerdijk [92] . Second, as explained in Vickers [97a] , we shall extend the logical notation by using geometric constructions as sort constructors. As already mentioned, these are the constructions that can be done in any Grothendieck topos and are preserved by the inverse image functors of geometric morphisms, and, principally, they are finite limits, arbitrary (small) colimits and free algebras including finite powersets (free semilattices). We also incorporate universal quantification when bounded over finite sets (universal quantification bounded over arbitrary sets is not geometric).
Geometric constructivism is also the key to describing geometric morphisms: a geometric Vickers [97a] gives a summary of results concerning finiteness, but let us here point out three different notions of finiteness that we shall need. Fuller details can be found in Johnstone [77] .
Finite sets
The first is that of Kuratowski finiteness (which we shall simply call finiteness): a set X is Kuratowski finite iff, as an element of ℘X, it is in the subsemilattice X generated by the singletons. Since X is a free semilattice over X, this amounts to saying that the free semilattice has a top element. In other words, finite sets are the models of the following geometric theory:
(We have used "schema" notation for theories, in which base sorts are listed in square brackets at the top, functions and predicates are declared in the signature part above the line, and axioms are written below the line.) Note that, geometrically, finiteness is not a property of sets (i.e. extra axioms alone) but structure (an extra function). A consequence of this is that homomorphisms between finite sets, i.e. structure-preserving functions between models of the theory FinSet, must preserve the constant T and hence must be surjective.
Stronger than finiteness is finiteness with decidability (of equality):
Again, decidability is structure, not just property. A homomorphism of decidable sets must be monic, and a homomorphism of finite decidable sets must be an isomorphism.
Finally, stronger still is finiteness with a decidable total order:
A homomorphism of such sets must be an order isomorphism.
This last theory is equivalent to that of a single natural number n, corresponding to a finite cardinal κ n = {i∈N: 0 ≤ i < n}. For κ n certainly is a finite set with decidable total order, and if X is such then it can be put in unique order isomorphism with κ n where n is its cardinality. (Note that cardinalities as natural numbers are well-defined for finite decidable sets, though not for finite sets in general.)
Let us give a couple of examples to show that these are genuinely distinct. First, let $ be the Sierpinski locale, classifying subsets P of κ 1 = {0}. In $ we define an equivalence relation ≡ on κ 2 = {0,1} by x ≡ y iff x = y ∨ 0 ∈ P. Then the quotient κ 2 /≡ has stalks with two elements at Ø, one at {0}. It is finite but not decidable, for if it were decidable then inequality of the two elements at Ø would have to be preserved at {0}. Next, consider the double cover of the circle, O. If O is represented as the complex numbers of modulus 1, then the double cover can be represented as z £ z 2 from O to itself. This is a sheaf over O, and it is finite decidable (it has cardinality 2), but it cannot be globally ordered right round the circle.
These counterexamples notwithstanding, it is still possible to use the convenience of finite cardinals when dealing with arbitrary finite sets, for every finite set is a surjective image of a finite cardinal. The reason is that for any set X the natural homomorphism θ: X* → X (X* the free monoid over X, X the free semilattice) is surjective, its image being a subsemilattice of X that contains all the generators. Hence if X is finite then it is θ(xs) for some xs: X*. The list xs is contains all the elements of X (possibly with repetitions -we can't do anything about that), and so is a surjection from κ n (n the length of xs) to X. Note that the existential proof is satisfied with lists locally, but they cannot necessarily be put together as a global element of X*. This is most evident in the second example, where X is the double cover of O. X has no global elements, so the only global list is the empty list []. But we can find an open cover of O by two large arcs, on each of which we can consistently order the two partial sections of X.
Ind completion and presheaf categories
The ind completion Ind-C of a category C is described accessibly in Johnstone [82] . Its objects are filtered diagrams in C, but it also embeds faithfully in the presheaf category Set C op , extending the Yoneda embedding. In a fuller account in Grothendieck and Verdier [72] one sees that the presheaves in the image of Ind-C are exactly the flat presheaves F, i.e. those for which the category of elements ∫ C F is filtered. (This is the notation of Mac Lane and Moerdijk [92] . Grothendieck and Verdier write C /F .) The objects of ∫ C F are pairs (i, x) where i is an object of C and x ∈ F(i), and a morphism from (i, x) to (j, y) is a morphism f: i → j in C such that x = F(f)(y). If C is small, then the theory of flat presheaves over C is geometric, presented by -
Hence it has a classifying topos, which we shall call ^C: it is the topical equivalent of Ind-C, so let us call it the topical ind completion of C. Diaconescu's theorem (see Johnstone [77] ) asserts that ^C is equivalent to Set C .
An interesting question asks which toposes are topical ind completions, and Mac Lane and
Moerdijk [92] gives a few examples.
For a start, if T is an algebraic theory then [T] is equivalent to ^fp-T where fp-T is the category
of finitely presented T-algebras. ("Finitely" here is in the sense of finite cardinals -the set of generators and the set of relations must both be indexed by finite cardinals. From the fact that finite cardinals form a set, N, it can be deduced that fp-T is a small category. Strictly speaking, we mean not "finitely presented" T-algebras, but "finite presentations of" T-algebras.) The proof must show that T-algebras are equivalent to flat presheaves over fp-T. fp-T has all finite colimits, and a useful result here (e.g. in Mac Lane and Moerdijk [92] ) is that, for such categories, flatness of presheaves is equivalent to transforming finite colimits to limits.
Let us illustrate the techniques of topology-free spaces in the case where T is the theory of setsthat is to say, it has a single sort X and no operations or laws. Its classifying topos is usually called the object classifier.
Proposition 2.3.1
The object classifier [set] is equivalent to ^Fin, where Fin is the category of finite cardinals and arbitrary functions between them.
Proof
If F is an arbitrary flat presheaf, then we obtain a set F(1). Now let X be a set. We define a presheaf over Fin by taking F X (κ) (i.e., in terms of the geometric presentation given above, the fibre of p over κ) to be the set of functions from κ to X. If κ = κ n , then this is just X n or, equivalently, the set of lists in X* of length n. Hence p is just the length function #: X* → N, which is a geometric construction. Fin has finite colimits and F X transforms them to limits, so F X is flat. Clearly also X is isomorphic to F X (1). Now suppose F is an arbitrary flat presheaf; we must show that F ≅ F F(1) . κ n is an n-fold copower of κ 1 , and the n injections from κ 1 to κ n give a function θ n : As a final example, when C is a poset then its ind completion is equivalent to its ideal completion Idl(C), and ^C, equivalent to Sets C , is the category of sheaves over Idl(C) with its Scott topology.
Strongly algebraic domains
Recall from Vickers [97a] the geometric theory of information systems for Plotkin's [76] strongly algebraic domains:
The first three axioms here say that ˙ is a partial order. The next two say that if CUB(S,T) then T is a (finite) complete set of upper bounds of S. The next two say that for every finite S there is some T with CUB(S,T), and that if T is a complete set of upper bounds for S (tested by reference to some T' for which CUB(S,T') is already known), then CUB(S,T). The final axioms says that every finite S has a finite CUB closure, i.e. a finite superset T for which ∀U⊆ fin T. ∃V⊆ fin T. CUB(U, V) (we shall write CUBcl(T) for this condition).
The most obvious difference between this presentation and Plotkin's is that his MUB function (MUB(S) is the set of minimal upper bounds of S) has been replaced by the CUB predicate. As explained in Vickers [97a] , this is a concession to the undecidability of the order ˙ -it is no longer possible to characterize MUB geometrically. Classically, our use of CUB is equivalent to his use of MUB. However, this obscures the fact that there are two essential differences, even classically: for he assumes that X is countable and has a bottom, whereas we assume neither. We shall return to the issue of the bottom later. In proving the main result for domains without bottom we have taken on a harder task; with bottoms there is a corresponding but easier result.
Plotkin's other characterization of strongly algebraic domains was by the "SFP" condition: a domain is strongly algebraic if and only if it is a limit of a sequence of finite posets (with bottom).
Between the terms of the sequence are embedding projection pairs, and the limit is a bilimit -colimit of the embeddings, limit of the projections.
The main result
We wish to find a topical analogue of Plotkin's result that the two characterizations (strongly algebraic and SFP) are equivalent. The countability condition on the domains (countable bases) is plainly linked with the characterization as sequences -ω-chains -of finite posets. We have dropped that countability condition in our theory IS, and correspondingly we shall turn from sequences to the filtered colimits discussed in Section 2.3. We shall find a category C for which [IS] is the topical ind completion.
It is reasonable to expect the objects of C to be finite (cardinal) posets, and this indeed turns out correct. However, the morphisms of C are more subtle. Recall from Vickers [97a] that the homomorphisms between strongly algebraic information systems correspond not to embeddingprojection pairs between the domains (which is what one would expect to use by analogy with Plotkin's result), but to adjunctions -an embedding-projection pair is slightly stronger, being an adjunction for which the unit is equality. Embedding-projection pairs arise when one strengthens IS by making the order ˙ decidable. Classically there is no difference, but this constructive distinction will give us two results generalizing Plotkin's.
Our main result is that our [IS], classifying strongly algebraic information systems, is equivalent to the topical ind completion of BAS adj , a category of basic posets, defined as follows.
Definition 3.1 A basic poset is a finite cardinal equipped with a finite partial order.
A basic poset κ is already a strongly algebraic information system, with CUB defined by
The order ˙ is decidable because it is a finite subset of the finite decidable set κ×κ. Given S, we can define T = {t∈κ: ∀s∈S. s ˙ t}, a decidable and hence hence finite subset of κ with CUB(S, T).
Proposition 3.2 Let κ and λ be basic posets, and let f: κ → λ be a monotone function. Then f has a right adjoint iff it preserves CUB.
Proof
(We know already from Vickers [97a] that f preserves CUB iff the corresponding map from Idl κ to Idl λ has a right adjoint, but the present result is not a special case of that.) ⇒: Suppose f has right adjoint g, and suppose CUB(S, T) in κ. If n is an upper bound for f(S), then g(n) is an upper bound for S and hence t ˙ g(n), so f(t) ˙ n, for some t ∈ T. It follows that CUB( f(S), f(T)). ⇐: Given n ∈ λ, define S = {m ∈ κ: f(m) ˙ n}. This is a decidable subset of κ, hence finite.
Choose T with CUB(S, T). Then CUB( f(S), f(T))
. n is an upper bound for f(S), so there is some t ∈ T with f(t) ˙ n. It follows that t ∈ S, and hence that t is a (unique) greatest element of S. Defining g(n) = t we get a function g: λ → κ right adjoint to f.
]
Definition 3.3 We write BAS adj for the category whose objects are basic posets and whose morphisms are CUB-preserving functions.
Note that BAS adj is a small category. Its objects, the basic posets, are those elements (N, ˙) of N× (N×N) satisfying the geometric formula
and similarly its morphisms are elements (M, ˙, N, ˙', f, g) of ) and (N, ˙') are basic posets and (f, g) is an adjoint pair.
N× (N×N)×N× (N×N)× (N×N)× (N×N) satisfying a geometric formula to say that (M,
Lemma 3.4 Let X be a strongly algebraic information system. Let κ' be a finite cardinal, and p': κ' → X a function whose image is CUB-closed. Let A and B be finite binary relations on κ' and κ' such that whenever A(m,n) then p'(m) ˙ p'(n), and whenever B(S,T) then CUB( p'(S), p'(T)). Then p' factors as q;p: κ' → κ → X where κ is a basic poset, p is a homomorphism of information systems and q is a surjection such that whenever A(m,n) then q(m) ˙ q(n), and whenever B(S,T) then CUB( q(S), q(T)).
Proof
Our aim is to put a basic preorder structure on κ', and obtain κ by factoring out the corresponding equivalence relation. Because the image of p' is CUB-closed, for every S ⊆ fin κ' we can find T ⊆ fin κ' such that CUB( p'(S), p'(T)), and so we can find a finite total binary relation cub on κ' such that whenever cub(S,T) we have CUB( p'(S), p'(T)). By taking the union with B, we can assume that B ⊆ cub. We define a finite relation R 0 on κ' by
Our aim is to construct a finite preorder R on κ', including A, for which if cub(S,T) then T is a complete set of upper R-bounds for S
if m R n then p'(m) ˙ p'(n).
Suppose we can achieve this. Then we form a basic poset κ = κ'/R by factoring out the equivalence relation corresponding to R. (We get κ to be a finite cardinal by using the fact that every equivalence class has a canonical representative, namely its least element.) Let q: κ' → κ be the quotient map and q': κ → κ' its canonical splitting. Then p' factors via p: κ → X and this is monotone by (2) above. Suppose CUB κ (S, T), so that q'(T) is a complete set of upper R-bounds for q'(S). Choose T' ⊆ κ' such that cub( q'(S), T'), so CUB X ( p(S), p'(T')). If n' ∈ T' then there is some n ∈ T such that q'(n) R n' and so p(n) ˙ p'(n'). It follows that CUB X ( p(S), p(T)), and so p is a homomorphism as required.
It remains to find our R. Clearly it must contain R 0 , and in addition it must be transitive and
We shall attain R by starting with R 0 and adding in more and more pairs to give transitivity and (3), subject always to the constraint that if m R n then p'(m) ˙ p'(n). First note that transitivity is not a problem. If R is any finite binary relation on a finite decidable set of cardinality N, then the transitive closure R* is also finite and in fact is R∪R 2 ∪…∪R N . This is because if we have a chain x 0 R x 1 R … R x n with n > N, then by the pigeonhole principle there must be duplicate elements x i = x j with 1 ≤ i < j ≤ n, allowing the chain to be shortened. Using this, terminating algorithms for computing R* are well-known. Moreover, if (2) holds for R, it also holds for R*.
Suppose, then we have a finite transitive relation R ˚ R 0 satisfying (2). If R satisfies (3) then we are done. Otherwise (and (3) is decidable), we have cub(S,T) and k an R-upper bound for S but with ∀n∈T. ¬nRk. Applying p', we find that CUB X ( p'(S), p'(T)) and p'(k) is an upper bound for p'(S), so for some n ∈ T we have p'(n) ˙ p'(k). Let R' = (R ∪ {(n,k)})*. By induction on the cardinality of (κ'×κ')-R we see that this process terminates.
]
Proposition 3.5 Let X be a strongly algebraic information system whose token set (X) is finite. Then there is a basic poset κ and a surjective information system homomorphism p: κ → X. In other words, the following geometric formula holds:
(Because κ is finite decidable, X κ is a geometrically defined subset of (κ×X).)
Proof
There is a finite cardinal κ' with a surjective function p': κ' → X. Apply the Lemma with A and B both empty. ] Corollary 3.6 Let X be a strongly algebraic information system whose token set is finite. Then its order ˙ is also finite.
Let p: κ → X be as in Proposition 3.5. We show that ˙ = (p×p)(˙κ). If x ˙ y, then choose m, n ∈ κ such that p(m) = x and p(n) = y, and T ⊆ fin κ such that CUB κ ({m,n}, T). Then CUB({x,y}, p(T)). Since y is an upper bound of {x, y}, we can find k ∈ T such that p(k) ˙ y. But n ˙κ k, so y = p(n) ˙ p(k) and hence y = p(k), so (x,y) = (p(m),p(k)) ∈ (p×p)(˙κ). 
If F is a flat presheaf over BAS adj , then its category of elements ∫ BAS adj is filtered. Since every basic poset is already an information system, we obtain a filtered diagram of information systems. Let α(F) be its colimit, another information system.
On the other hand if X is an information system, we define a flat presheaf F X over BAS adj : for each basic poset κ, F X (κ) is the set of homomorphisms from κ to X. (Note that this set is constructed geometrically.) F X is a presheaf, but we must prove its flatness.
First, let T ⊆ fin X be a CUB-closed set (containing Ø). By Proposition 3.5 we can find p: κ → T by which T is a homomorphic image of a basic poset, so p ∈ F X (κ).
Second, suppose p i ∈ F X (κ i ) (i = 1, 2). Let T ⊆ fin X be CUB-closed including the images of p 1 and p 2 , and let r': λ' → T be a surjective function from a finite cardinal to T. We can factor each p i via λ' as p i ';r'. Let A, a finite binary relation on λ', be the union of the images of the orders on κ 1 and κ 2 , and similarly let B, a finite binary relation on λ', be the union of the images of the CUB relations. If we factor r' as q;r: λ' → λ → X according to the Lemma 3.4, then each p i ';q is a homomorphism and we have r ∈ F X (λ), p i = F X (p i ;q)(r).
Third, suppose we have morphisms f, g: κ → λ between basic posets, and suppose p' ∈ F X (λ) with F X (f)(p') = F X (g)(p'). Let A, a finite binary relation on λ, be the union of ˙λ with {(f(m), g(m))| m ∈ κ} and {(g(m), f(m))| m ∈ κ}, and let B, a finite relation on λ, be CUB λ . Let p' factor as q;p: λ → µ → X according to Lemma 3.4. Then q is a morphism in BAS adj , f;q = g;q, and p' = F X (q)(p).
This completes the proof that F X is flat. We have an obvious homomorphism θ: α(F X ) → X, derived from the construction of α(F X ) as a colimit. If x ∈ X, then we can find a finite CUB-closed set T containing x and by Proposition 3.5 a homomorphism from a basic poset onto T. It follows that θ is onto. Similarly, if x ˙ y in X then we can find a homomorpism from a basic poset κ to a finite CUB-closed set containing both x and y, and by Corollary 3.6 x and y are the images of elements m and n in κ with m ˙ n. It follows that θ is an order isomorphism. Now suppose that F is a flat presheaf, and let X = α(F). If p ∈ F(κ) then we have a colimit injection φ κ (p): κ → X, so φ κ (p) ∈ F X (κ) and this gives a presheaf morphism φ: F → F X . Suppose φ κ (p 1 ) = φ κ (p 2 ). By flatness of F we have λ, q ∈ F(λ) and f i : κ → λ such that p i = F(f i )(q) (i = 1, 2). For each n ∈ κ we have
and it follows by the properties of filtered colimits that there is some g: λ → µ and r ∈ F(µ) such that q = F(g)(r) and for every n ∈ κ, gof 1 (n) = gof 2 (n) so that gof 1 = gof 2 . Then p 1 = F(gof 1 )(r) = F(gof 2 )(r) = p 2 . Hence φ is a monomorphism. Now suppose p: κ → X is in F X (κ). For every n ∈ κ, p(n) is in the image of some φ λ (q), and by flatness one λ and q will suffice for all n. We obtain a function g: κ → λ such that ∀n∈κ. p(n) = φ λ (q)og(n). The relations ˙ and CUB in κ are both finite and hold in X for the images under p, so we can find h: λ → µ and r ∈ F(µ) with q = F(h)(r) and g;h a homomorphism. Then for every n ∈ κ, p(n) = φ λ (q)og(n) = φ µ (r)ohog(n) = φ κ (F(hog)(r))(n) so p = φ κ (F(hog)(r)), which shows that φ κ is surjective and hence an isomorphism.
] By similar methods it is possible to prove a number of similar results for strongly algebraic information systems with additional properties or structure:
(i) Decidable ordering. Consider the theory decIS in which IS is augmented with a binary relation / , constrained by axioms to be the complement of ˙.
[decIS] is equivalent to the topical ind completion of BAS ep , the category of basic posets with embedding-projection pairs -i.e. adjunctions (f,g) with f;g = Id. These are equivalent (by analogy with Proposition 3.2) to functions f that not only preserve ˙ and CUB, but are also 1-1. The proof is much easier than that of 3.7. For any finite CUB-closed subset S of a decidable information system X, we can find an order isomorphism from a basic poset to S. The result essentially follows from the fact that X is the directed union of its finite CUB-closed
subsets. (ii)
Bottom. Existence of bottom can be imposed by adding an axiom ∃x:X. CUB(Ø, {x}), making a topos [IS ⊥ ], an open subtopos of [IS] . This is equivalent to the topical ind completion of BAS ⊥,adj , the full subcategory of BAS adj whose objects are basic posets with bottom element. In this case we find that an information system X is in bijection with the set of homomorphisms to X from 2 with its non-discrete order.
(iii) Decidable bottom. Abramsky [91] uses a "termination predicate" which in our context is equivalent to adding not only the axiom of existence of bottom (as in (ii)) but also a unary predicate T(x) constrained by axioms to be the complement of the formula CUB(Ø, {x}).
The classifying topos is equivalent to the topical ind completion of the category of basic posets with bottom, with the morphisms being bottom-reflecting homomorphisms:
functions preserving ˙, CUB and non-bottomness.
(iv) Bottom and decidable order. If we add both bottom and decidable order (which makes bottom decidable too: T(x) is equivalent to ∃y. x / y) then the classifying topos is equivalent to the topical ind completion of BAS ⊥,ep , the full subcategory of BAS ep whose objects have bottom.
