Abstract: This study aims at evaluating the hydrologic impacts of climate change on the Châteauguay River basin in the province of Quebec, Canada. Three global climate models (GCMs) covering a range of climate sensitivities were selected, and their output was employed to adjust the parameters of a stochastic weather generator using simple transformation rules for precipitation and temperature. Values of monthly precipitation and temperature were extracted from the GCMs for the current and future climate. The International Panel on Climate Change emission scenario known as B2 was selected. It represents an average scenario and corresponds approximately to a doubling of the atmospheric CO 2 concentration. Resorting to stochastically generated climate scenarios allowed assessing whether the modelled effects of climate change on flows were statistically significant. Results indicate that spring and summer-fall peak flows were reduced on average by 30% and 12%, respectively, using the Echam4 model derived scenarios. The Hadcm3 model produced a weaker signal that was not statistically significant. The CGCM2 model produced a statistically significant reduction in spring peak flows of 8% on average, whereas the simulated reduction in summer flows was not statistically significant for many of the return periods considered. Many sources of uncertainties were partially considered in this study. One is the downscaling of the GCM climatology at the watershed scale. The approach employed to generate the future climate scenarios changed the precipitation variability through an adjustment of the parameters of the Gamma distribution function used to model precipitation amounts. Whether this approach is truly typical of climate change effect remains to be ascertained. Using more physically based hydrological models would help reduce uncertainties in climate change impacts studies.
Introduction
There is little doubt today that modifications to temperature and precipitation regimes consecutive to climate change will affect the hydrological cycle and various water usages at the watershed scale. For those basins where snowmelt constitutes the major proportion of the streamflow, studies have shown that regional temperature increases would result in an earlier spring runoff due to accelerated snowmelt. A change in flood magnitude, either amplification or attenuation, is also expected, depending on the combined effects of changes in precipitation quantities and increased midwinter thaw events.
The most widely used approach to simulate the hydrological impacts of climate change is to link climate scenarios, usually precipitation and air-temperature outputs from general circulation models (GCMs), to a deterministic hydrological model to generate possible future river runoff regimes, which can then be compared against current runoff conditions. For example, Roy et al. (2001) used daily precipitation and temperature values extracted from the Canadian coupled global climate model 1 (CGCM1) (Flato et al. 2000) as input values to a semidistributed hydrological model, which was then linked to the hydraulic model to investigate the effect of climate change on the water levels of the Châteauguay River, Canada. Loukas et al. (2002) also used output values from the CGCM1 model, linked to the UBC watershed model (Singh 1995) , to simulate the discharge of two mountainous watersheds located in different climatic regions of British Columbia, Canada. Other similar studies can also be found in Harrison and Whittington (2002) , Simonovic and Li (2003) , and Drogue et al. (2004) .
Such a "quantitative" approach is obviously very appealing because it is simple to implement. However, the poor spatial resolution of GCMs, on the order of 300 km × 300 km, limits their reliability and applicability to all but the largest watersheds. Moreover, the usual approach, which consists of perturbing observed temperature and precipitation series by adding coarse-resolution GCM output, the so-called delta change approach because it imposes the predicted changes to historic records (Hay et al. 2000) , gives only one possible realization of the future climate, thereby limiting its use to assess uncertainty in the hydrological response due to the natural variability of climate. To circumvent the aforementioned difficulties, more sophisticated downscaling approaches, that is, techniques used to convert GCM output to the watershed scale, have been developed or are in current stages of development. Various statistical and dynamical downscaling approaches have been developed; however, comparatively few impact studies were conducted to date using these techniques because either regional-scale climate scenarios are not widely available (dynamical downscaling) or their ability to correctly downscale precipitation and other predictor variables still needs to be fully assessed (statistical downscaling). Examples of coupling downscaled climate scenarios to hydrological models can be found in Wilby et al. (1999) , Wood et al. (2004) , and Dibike and Coulibaly (2005) .
Although many GCMs have been developed, and output scenarios are increasingly becoming available to conduct impact studies, it should be pointed out that each GCM comes with its own vertical and horizontal discretization of the atmospheric layer and different parameterization schemes of water and energy transport and exchange. Also, the reliability of GCMs to generate daily estimates of precipitation is questionable, given the coarse spatial resolution of the models as compared with the small scale at which precipitation occurs, especially during convective events. The result is a multiplicity of climatologic responses for given greenhouse gases and aerosol forcing, which adds to the uncertainty of the modelled hydrological response to climate change. Prudhomme et al. (2003) describe a rigorous methodology to quantify some of the uncertainties of climate change impact studies based on the generation of a large ensemble of climate scenarios using Monte Carlo simulation.
The potential effects of climate change on the flood frequency and severity on a watershed subjected to spring snowmelt and summer-fall storms are investigated in this paper through a series of hydrologic modelling experiments driven by GCM-derived climate scenarios. Uncertainties related to the internal structure of the GCMs were taken into account, to some extent, by gathering scenarios from three GCMs covering a range of sensitivities to temperature and precipitation changes. Although there are also uncertainties related to the internal structure of hydrologic models, it was decided not to investigate that particular issue in this study because it constitutes a research subject by itself. As pointed out by Singh and Woolhiser (2002, p. 283) , "… it is not clear what the model errors are and how different errors propagate through different model components and parameters …. It is, therefore, no surprise that the user runs into difficulty when selecting a particular model."
Uncertainties related to the natural variability of the climate were also considered, at least partially, by using a stochastic weather generator calibrated with observed temperature and precipitation data to build current and future climate scenarios. Although more sophisticated statistical downscaling techniques exist, for example SDSM (Wilby et al. 2002a) , it was decided here to employ simple transformation rules, based on the "delta change" approach, to transpose the GCM output at the watershed scale. This straightforward downscaling technique has the effect of inducing simple changes in the probability density function of the downscaled climate variables. For example, the commonly used additive rule, which adds future temperature changes to observed temperature records, has the effect of changing the long-term mean of the climatic data while preserving the observed variability (Loukas et al. 2002) .
Description of the study area
The study area selected for this research is the Châteauguay River basin (CRB), located in southwest Quebec, Canada (see Fig. 1 ). The basin, which covers a drainage area of 2543 km 2 , overlaps the Canadian and US boundary (60% of the basin is in Canada, and 40% in the US). The upstream, southern portion is relatively steep and predominantly covered with forests, and the downstream part of the watershed is mostly characterized by a large agricultural plain dominated by silty clay soils. Rich organic and humic soils are also found in the north and east portions of the basin. The average annual river discharge of the river at the watershed outlet is 40 m 3 /s. The flow regime is typical of northern river basins and is dominated by snowmelt runoff with flows that can exceed 1000 m 3 /s. In contrast, summer flows can be as low as a few cubic metres per second. The river and its tributaries are nonetheless prone to flooding during the summer season, as convective storms will occasionally bring severe weather and resulting flows that can exceed 300 m 3 /s. Frequency analyses have established the 20-and 100-year summer-fall discharges at 381 and 513 m 3 /s, respectively (Roy et al. 2001) .
A previous study by Roy et al. (2001) has established that the Châteauguay River would potentially be subjected to significant increases in volume of runoff, maximum discharge, and water level with future climate change scenarios. For example, it was found that for a future climate 20-year rainfall event (2080-2100 period), the flow discharge would result in an increase in the return period ranging from 10 to 330 years depending on the soil moisture conditions. Moreover, the increase in the hydrologic risk due to climate change became more and more significant as the return period increased.
However, there are a number of limitations to the approach used in the paper by Roy et al. (2001) which translate into uncertainties in future flow estimates. For one, the analysis was based on a single climate scenario taken from the Canadian CGCM1 (Flato et al. 2000) and only covered the summer and fall seasons. Also, the approach taken was to downscale directly the GCM scenario of daily precipitation at the watershed scale into a hydrologic-hydraulic simulator (Lavallée et al. 2000) . Because of limits imposed by the simulator, the analysis was carried out at the event time scale as opposed to a continuous mode, that is, maximum daily precipitation rates obtained from a rainfall frequency analysis were fed into the simulator. It is known that daily precipitation produced by GCMs is highly uncertain. Another limitation of the event time scale approach is that soil moisture, which can significantly affect runoff estimates, had to be set up to properly run the simulator. Consequently, the results in Roy et al. can only be considered as an indicative study of the impacts of climate change on the hydrology of the CRB. An objective of the present work is to narrow down some of these uncertainties highlighted in the study by Roy et al.
Models and methods
As in Roy et al. (2001) , the main goal of the present study is to quantitatively assess the impacts of climate change on the flooding of the Châteauguay River, and the general approach is to develop current and future climate scenarios from GCMs and link the scenarios to a hydrological model from which peak flow values are extracted and analyzed. Such an approach is standard practice in hydrological impact studies (e.g., Harrison and Whittington 2002; Drogue et al. 2004 ). However, the various steps in the methodology differ from those of Roy et al. and other studies on one or many of the following points: (i) output from more than one GCM is used; (ii) climate scenarios for current and future climates are derived by combining GCM output with a stochastic weather generator; (iii) the hydrological simulations are carried out in a continuous mode; and (iv) the resulting peak flows and hydrological impacts of climate change are assessed through a flood-frequency approach.
General circulation model scenarios
Monthly values of precipitation and temperature were extracted from three GCMs for the current ) and future climate, from which average monthly DP/P (where DP is the average monthly difference in precipitation between the future and the current climate, and P is the average monthly precipitation for the current climate) and DT (where DT is the average monthly difference in air temperature between the future and the current climate) values were calculated over the CRB. The GCMs considered for the analysis were the Hadcm3 model of the Hadley Centre for Climate Prediction and Research (Pope et al. 2000) , the Echam4 model of the Max Planck Institute for Meteorology (Roeckner at al. 1996) , and the CGCM2 model of the Canadian Centre for Climate modelling and analysis group (Flato et al. 2000) . For each GCM, the B2 scenario from the Special report on emission scenarios (IPCC 2000) was selected for analysis because it represents an average scenario, i.e., considers medium population growth, gross development product, and energy-and land-use changes. Given the years considered, the scenario also corresponds approximately to a doubling of the global atmospheric CO 2 concentration. Winter-spring and summer-fall variations of air temperature and precipitation over the CRB, as predicted by the three GCMs used in this study, are presented in Table 1 . Note that the GCMs selected cover a range of climate change sensitivities to better account for the uncertainty of the hydrological response due to model internal structure and parameter-ization schemes. As Table 1 suggests, the Echam4 model predicts a warmer climate, followed by Hadcm3 (moderate) and CGCM2 (low). Hadcm3 predicts an overall wetter climate, and increases in precipitation rates are lowest with Echam4. Seasonal precipitation anomalies are more variable.
Weather generator and climate scenarios at the watershed scale
The natural temporal variability of the climate process at the local scale was handled using a stochastic weather generator that produces daily time series of precipitation and minimum and maximum air temperatures. A distinct advantage of this approach is that it allows generation of as many climatic traces as desired, each trace being statistically equivalent to the original time series used to calibrate the weather generator. By simulating a large number of time series, there is a probability that extreme events will be produced which are hidden in the original climatological time series. Although this is an extrapolation scheme, the procedure is similar to that employed in standard flood-frequency analyses.
The stochastic weather generator that was used in the present research is an enhanced version of the WGEN model of Richardson (1981) . The weather generator, called WeaGETS (Caron 2006) , generates time series of daily precipitation and minimal and maximal temperatures. The precipitation process is simulated in a two-step fashion: the occurrence of the precipitation is modelled using a third-order Markov process, and the daily precipitation amount is obtained by random sampling from a two-parameter Gamma distribution function. WeaGETS was tested with records from 14 weather stations, mostly located in the province of Quebec and representative of the main climatic regimes found in the province. Its performance was assessed by calculating the STARDEX diagnostic core extreme indices to the generated times series. It was found that WeaGETS outperformed WGEN for all indices considered (Caron 2006) . However, the issue of precipitation underestimation, which was observed with WGEN, is still partly unresolved in WeaGETS. A heuristic approach, consisting of applying regional correction factors to the generated time series of precipitation, has been implemented in WeaGETS and offers some encouraging results (Caron 2006 ).
An issue in using a stochastic weather generator for climate change impact studies is to adequately perturb the parameters of the generator so as to represent a plausible future climate. Wilks (1992) proposed various algorithms to adapt stochastic weather generation algorithms for climate change studies. Wilby et al. (2002b) explored regression equations between climate indices such as vorticity that can be derived from GCM output and the parameters of a stochastic weather generator describing the precipitation occurrence and intensity. In the present research, it was decided to construct future precipitation and temperature time series according to a delta change downscaling approach.
First, observed time series of daily precipitation and temperature were passed to the WeaGETS "analyzer" function, whose role it is to determine the generator's parameters representative of the current climate. Synthetic time series of an observed climatology were then produced using the calibrated "generator" function of WeaGETS. Next, monthly estimates of DT were simply added to the observed daily temperature measurements. Daily precipitation measurements were adjusted by multiplying the observed values by DP/P. The resulting time series were then passed to the WeaGETS analyzer function, and the adjusted model was utilized to generate synthetic time series of a future climate. Because DP/P is a multiplying factor, passing the modified precipitation time series through the weather generator has the advantage of amplifying the precipitation extremes because the variance of the precipitation, in addition to its mean, will be increased in the calibrated model. Theoretically, this transformation rule will leave the coefficient of variation of precipitation unchanged. Many studies conclude that climate change will manifest itself through more frequent extreme events.
The WeaGETS is a single-site weather generator, i.e., it is capable of producing climatological time series at individual stations. Its generalization at the watershed (or regional) scale is not straightforward because applying the weather generator independently over many stations will result in time series that will not be spatially correlated. Multisite weather generators were proposed to account for spatial correlations between meteorological stations (e.g., Wilks 1999; Khalili et al. 2007) . Rather than using a multisite approach, it was decided in this study to construct a virtual weather station from the seven weather stations found within or next to the CRB. The Thiessen polygons approach was used to produce representative daily time series at the watershed scale. The resulting precipitation and temperature series covered a 37-year time span, from 1959 to 1997 inclusively. Parameters of WeaGETS were then derived with the resulting observed and future climate time series according to the approach described previously. This represents an appealing compromise to address the spatial scaling issue, where lowresolution GCM precipitation and temperature output is downscaled at the watershed scale, rather than at the station level. A total of 200 climate scenarios, each covering a period of 37 years, were produced using WeaGETS. Fifty scenarios were built for the current climate, and 50 scenarios of a Note: DJF, December-January-February; MAM, March-April-May; JJA, June-July-August; SON, September-October-November. future climate were constructed for each of the three GCMs analyzed.
Lastly, it was decided not to apply the regional correction factors to the generated time series to compensate for the underestimation by WeaGETS for the more extreme precipitation events. Although it would have been possible to make an adjustment for the current flow regime, it is not currently known how, or if, the regional correction factors computed by WeaGETS will be affected by climate change, as this is the subject of ongoing research. For now, it is hypothesized that this bias will also be present in the GCM-derived climate scenario runs, with comparable impacts on the estimation of future peak flows. This assumption has the advantage of keeping the current and GCM-derived hydrological simulations internally consistent. Consequently, results of this study were analyzed in the context of detecting changes in the hydrological regime of the watershed consecutive to a shift in climate conditions, i.e., to detect a hydrological signal consecutive to climate change. Readers should interpret the results in this context.
Hydrological model calibration
The hydrological model HSAMI developed by Hydro Quebec (Bisson and Roberge 1983) was used in this study. HSAMI is a lumped, conceptual model capable of simulating the complete hydrological cycle of a northern watershed. A "production" function, consisting of three interconnected linear reservoirs, simulates the vertical motion of water in a soil column. The three reservoirs simulate water accumulation at the soil surface, in the unsaturated soil zone, and in the lower saturated soil layer. Rainfall and (or) snowmelt reach the surface where they partitioned as infiltrated water and surface runoff. A degree-day approach is used to simulate snowmelt. Minimum and maximum daily temperatures are required to run the snowmelt algorithm. Infiltrated water is subjected to hypodermic flow in the unsaturated soil zone and percolation in the deep, saturated soil layer. Evapotranspiration also contributes to depleting the unsaturated soil zone. Water available for runoff is routed through the watershed outlet according to the unit hydrograph principle.
A split sampling technique was used to calibrate and validate HSAMI. The period 1959-1976 was used for calibrating the model, and the period 1977-1995 was used for the validation process. In accordance with the objectives of this research, parameters of the model were adjusted to better simulate peak flows. A combination of visual assessment and the Nash criterion was used to achieve optimal calibration. As emphasis in this study was on peak flows, a floodfrequency analysis approach was adopted to further assess the goodness of fit of the calibrated model. Spring and summer-fall maximum flows were analyzed separately. The peak-over-threshold method (Chow et al. 1988 ) was employed for analyzing the summer-fall events. The EV1 (Gumbel) frequency distribution was used in this and all subsequent flood-frequency analyses, with the parameters estimated using the maximum likelihood (ML) method. Figure 2 shows the flood-frequency curves for the observed and simulated maximum spring flows. The close similarity between the observed and simulated flood-frequency curves suggests that HSAMI is adequately calibrated to simulate spring peak flows. Similar results were also obtained for the summer-fall peak flows.
Modelling the hydrological regime under the current climate
A total of 50 scenarios of the current climate were generated with WeaGETS and linked to the HSAMI model. For each scenario, maximum spring and summer-fall flow values (37 values per scenario) were extracted and a floodfrequency analysis was performed, following the approach briefly outlined earlier. Tables 2 and 3 present the simulated T-year occurrence flow values for the spring and summerfall floods, respectively, where T is the return period in years. In these tables, the simulated T-year return flows are an average of individual T-return values retrieved from each scenario. Other statistics presented in the tables are derived from these values. 
Summer-fall flows
HSAMI underestimated the peak summer-fall flows from 12% to 17% depending on the return period considered. This strong bias is not the result of the climate variability induced by WeaGETS, as peak flow values were underestimated for all T-year events analyzed for all but three of the 50 simulation runs. Rather, and as anticipated, it is mainly the result of an underestimation of the more extreme daily precipitation events by WeaGETS, as mentioned earlier. Note also that the percent error increases notably as the return period increases, especially for the lower flood events, i.e., 2 to 20 years. This also was expected, as precipitation underestimation by WeaGETS increases with an increase in the severity of the event. A levelling of the percent error (at around 17%) is observed for the higher flood events. This is best explained by two opposing factors affecting runoff production: on the one hand, generated precipitation underestimation reduces peak flow, an effect that augments in magnitude with increasing T-year events; on the other hand, the watershed infiltration capacity is attained for a threshold precipitation event, and any increase in precipitation amount above that threshold maximizes runoff production and therefore reduces the relative weight of the infiltration on the overall flow generation. The coefficient of variation (C v ) of the peak flows behaves in a similar fashion with an increase in T-year flood, a clear indication that the variability of the precipitationrunoff process for extreme events increases more than the mean. This further suggests that surface runoff dominates the hydrological response as the return period of the precipitation event increases.
Because WeaGETS was calibrated from observed precipitation and air temperature records, the variability noticed in the simulation results is thought to reflect the natural variability of the precipitation process (and to a lesser extent the variability of temperature) and its effect on the hydrological response of the watershed, assuming a perfect hydrological model. It must be noted that resorting to the virtual station concept in the hydrological modelling procedure will have altered the simulated hydrological response, and therefore introduced additional uncertainty in the results. One way to investigate this source of uncertainty would be to run a hydrological simulation experiment with climatic (precipitation and temperature) time series produced simultaneously at each weather station using a multisite weather generator and aggregated at the watershed scale by means of the Thiessen polygon approach. As a fully tested multisite generator was not available at the time this research was performed, the experiment was dismissed.
Spring flows
The negative bias observed with the summer-fall peak flows is nonexistent with the spring flood events (see Table 2 ). Rather, a small positive bias, that is, a slight overprediction of the spring peak flows averaged over the 50 scenarios, has been noted for all return periods considered. Furthermore, a small but steady reduction of the overprediction is noted with an increase in the return period. A closer examination of the individual scenario runs reveals that the simulated peak flows exceeded the observed peak flows for 25-31 of the 50 simulation runs, i.e., approximately half of the time, depending on the T-year return period considered. Using a Student's t test, the null hypothesis that the average T-year return flow taken from a sample of 50 simulation runs is equal to the observed T-year flow could not be rejected at the 5% level for all return periods considered, namely 5-500 years. In other words, there is no evidence from the sample dataset to suggest that the positive bias is statistically different from 0 (with a 5% chance of making a wrong assessment).
As was observed for the summer-fall model results, the spring peak flow variability (standard deviation) is increasing as T increases. The coefficient of variation is also increasing, again suggesting that surface runoff, as opposed to infiltration, is the dominant flow-producing mechanism in the watershed. This is not a surprise, given that the soil is probably frozen during that time of the year (the daily average air temperature in the Châteauguay River basin is below 0°C from December to March), therefore limiting infiltration. Again, it can be surmised that the variability of the spring peak flows as simulated by WeaGETS-HSAMI reflects the natural variability of the hydroclimatological processes in the watershed.
The absence of any significant bias between the observed and simulated spring peak flows, while the simulated summerfall peak flows were significantly underestimated, can be explained as follows. The runoff volume of the spring flood is strongly related to the total snowfall over the winter season, and peak flows are also affected by air temperature during the melt season. Although WeaGETS underestimates the extreme precipitation values, the effect of such underestimation on the total snowfall and accumulation is comparatively small, as only a few storms may have been severely underestimated during the course of the winter season. Thus, the simulated runoff volume should only be marginally affected, if at all.
Modelling hydrological regime under future climate
HSAMI was run in continuous mode (37 years) for each of the 150 future climate scenarios (50 scenarios for each GCM). Frequency analyses were performed separately for the summer-fall and spring seasons, from which floodfrequency curves were produced. The EV1 distribution was used for all the simulation experiments. The impact of climate change on the spring and summer-fall flood severity of the Châteauguay River was evaluated through a comparative assessment of the flood-frequency curves and derived numerical estimates of selected T-year flow values.
Spring floods
Figures 3-5 illustrate a sample of 15 randomly selected spring flood frequency curves (of 50) generated from the Hadcm3-, Echam4-, and CGCM2-derived climate scenario runs, which are compared against the generated current climate curves. Average T-year return flow values and their standard deviations for the current, Hadcm3, Echam4, and CGCM2 scenario runs are displayed in Tables 4 and 5. The effect of climate change on these variables, expressed as a percent difference relative to the current climate, are also presented in these tables along with the 5% and 10% levels of significance for the average flows (t test) and standard deviations (F test). The expected spring flood frequency curves for the current and future climate scenarios and with their respective 95% confidence intervals are shown in Fig. 6 . No adjustments were applied to the numeric values for the current and future climate runs to correct for the precipitation underestimation by WeaGETS. However, as described previously, its effect on the spring thaw estimates is considered negligible.
The natural variability inherent to the hydroclimatic system can be seen in Figs. 3-5, which also illustrate that a change in climate is likely to alter the hydrologic regime of the CRB. However, because the three GCMs used in the study show different levels of sensitivity to increases in atmospheric CO 2 and trace gas, their effects on the magnitude of spring runoff will differ. The Hadcm3 simulation runs produced flood-frequency curves that do not clearly result in either a decrease or an increase in the flood magnitude, as compared with the flood peaks under the current climate (see Fig. 3 ). This is confirmed in Table 4 , where the average T-return flow values vary from -3.9% to +2.3% of the corresponding values obtained from the current climate runs. Moreover, the percent difference was not shown to be statistically significant for the larger flood events at both the 5% and 10% levels of significance. In other words, it cannot be concluded, from the simulation runs performed, that the percent difference obtained can indeed be attributed to a change in climate. This is not surprising, given the fact that a Hadcm3 climate would be moderately wetter and warmer, two signals creating opposing effects on the spring runoff generation mechanism. The absence of a climate change signal can also be observed in Fig. 6 the flood-frequency curves for the current and Hadcm3 scenario runs are overlapping for all but the smaller return periods.
As well, Fig. 3 shows that a warmer and wetter climate produced by Hadcm3 would not result in more variability in the spring peak runoff. The standard deviation of the Treturn flow values generated from the climate scenarios was observed to be slightly lower as compared with that for the current climate (see Table 5 ). This is not in accordance with the general assessment that a changed climate would manifest itself by an increase in extremes, more so than by a change in average conditions (Ouranos Consortium 2004 ). However, it should be noted that the analysis strictly focused on the spring runoff and did not consider other runoff events, such as midwinter thaws, which should be increasing as a result of significant increases in winter air temperature forecasted by the GCMs. Also, an increase in variability in the spring runoff conditions, if it truly occurs, is expected to be more related to changes in temperature extremes during the spring melt period than to changes in averages (and to changes in precipitation extremes), when in fact the delta change downscaling approach employed by WeaGETS to simulate the future climate cannot induce additional variability in the temperature regime. More sophisticated downscaling methods, for example statistical transfer functions (e.g., Huth 2002), or resorting to dynamical downscaling approaches, for example daily temperature simulated by regional climate models (Caya and Laprise 1999) , would be required to more fully address that issue. Lastly, it is important to note that the study only concentrated on the effect of climate change on the watershed hydrological regime. It has been demonstrated that the occurrence and severity of ice jams, which can significantly alter flow rates and water elevation, depend on numerous factors driven by climate but also interacting strongly, through a multitude of geophysical processes such as ice competence, meteorology, hydrology, and hydraulics, with winter and spring hydroclimatic conditions (Prowse and Beltaos 2002) . Consequently, flooding risk may change even under conditions where the hydrologic variability is only marginally affected.
A future winter-spring climate as produced by Echam4 would be wetter on a scale similar to that produced by Hadcm3, but it would be considerably warmer (see Table 1 ). The effect on the hydrologic regime of the Châteauguay River is remarkable (see Fig. 4 and Table 4) The floodfrequency curves as produced from the Echam4 scenario runs sit well below those of the current climate runs. Table 4 confirms that the average T-year return flow values would be reduced by 34.3% to 25.9% as T increases from 5 to 500 years. The reduction is statistically significant at the 10% and 5% levels of significance. This strong climate change signal is again confirmed in Fig. 6 , with no overlap of the 95% confidence intervals for the current versus Echam4 runs. In this case, the simulated reduction is rather caused by an increase in the number and magnitude of midwinter thaw events, coupled with an increased proportion of the total winter precipitation that fell as rainfall, and a shorter winter season, which has resulted in a thinner snowpack at the onset of the spring melt period. The decreased variability, i.e., a reduction in the standard deviation of the T-return flow values as compared with those of the current climate conditions, is again not statistically significant. Using a Student's t test, the mean C v value for the Echam4-derived climate runs (10.20%) was shown to be smaller and statistically different at the 5% level of significance from the mean C v value for Hadcm3 climate scenarios (14.55%). This is not surprising, given the significantly lower peak flow values that were obtained with Echam4-derived scenarios.
As seen in Table 1 , the CGCM2 model produces a winterspring climate that is dryer than that obtained with the Hadcm3 and Echam4 models. The winter-spring temperature anomalies are similar to those of Hadcm3 and smaller than those of Echam4. This is well reflected in both Table 4 and Fig. 5 , where the magnitude of the climate change signal on the peak flow rests between that of the Hadcm3 and Echam4 models. It is interesting to note that the signal is statistically significant, unlike that obtained with Hadcm3 (see also Fig. 6 ). In this case, it is the smaller winter precipitation, more than the increased winter-spring temperature, that causes the climate change signal on the spring flow regime.
Note that the variability of the T-year return flow values actually increased as compared with that for the current climate, a behaviour opposite to that obtained with both Hadcm3 and Echam4 models (see Table 5 ). It is interesting to observe that the GCM producing the smallest winterspring warming (CGCM2; see Table 1 ) also resulted in an increased peak flow variability, and the GCM responsible for the warmest winter-spring season (Echam4) resulted in the largest reduction in variability. This further supports the assumption that the spring flow variability appears to depend more on the temperature than on the precipitation regime. Since none of the three GCM-derived scenario runs resulted in statistically significant standard deviations of the T-year return flow values, no definitive conclusions can be drawn at this point on the realism and consistency of those simulation runs, and more research is needed to unravel linkages between temperature, precipitation, and spring runoff variability.
The dates of occurrence of snowmelt peak flow under the present and future climate were also retrieved from the simulation runs. The results confirm that all series of GCMderived scenarios accelerate the onset of the spring melt, and therefore of the peak flow, and also corroborate many previous studies (e.g., Kite 1993 ) that predict an earlier snowmelt season with a warmer climate. The time to peak is remark- ably early with the Echam4-derived simulation runs, 5 weeks on average, which is explained by a combination of higher temperature anomalies and lower precipitation rates throughout the winter and spring seasons. The peak runoff is hastened by approximately 3 weeks for both Hadcm3 and CGCM2 runs, two GCMs that produce cooler winter and spring seasons as compared with Echam4 (see Table 1 ). The observed and mean simulated peak flow dates for the current climate agreed to within 1 d, which further confirms the good behaviour of WeaGETS for generating winter-spring climate scenarios.
Summer floods
The summer-fall flood-frequency curves generated from the Hadcm3, Echam4, and CGCM2 climate scenarios are presented in Figs. 3, 4 , and 5, respectively, along with the generated current climate curves. Relevant T-return flow values extracted from these figures and computed values of standard deviations are shown in Tables 4 and 5. As WeaGETS underestimates observed extreme precipitation events, the corresponding summer-fall peak flows, which are directly affected by rainfall, are also underestimated. As mentioned previously, it was decided to keep the flows uncorrected because the concern here is with change detection.
As in the case for the spring floods, the flood-frequency curves produced from the current and GCM-derived climate scenarios exhibit variability, which is mainly the result of the stochastic nature of the climate and runoff-producing processes. Again and as expected, the magnitude of the effect of climate change on the hydrologic regime of the CRB depends on the GCM-derived climate scenarios that were used (see . For example, a decrease in the magnitude of the T-return flows can be observed using Echam4 climate scenarios (Fig. 4) . On the other hand, there is visually no clear increasing or decreasing trend in the summer floods simulated with the scenarios derived from Hadcm3 and CGCM2 compared with the current climate scenarios (Figs. 3, 5) .
The results in Table 5 show that the Hadcm3-derived scenario runs produce a slight upward trend in the T-return flow values consequent to climate change. However, a Student's t test concluded that the simulated increase in peak flow magnitude is not statistically significant at the 5% and 10% levels of significance. This is because Hadcm3 predicts a wetter and warmer summer over the CRB, two climate signals that contribute to opposite effects on the runoffgenerating process. These results corroborate earlier findings by Roy et al. (2001) , who found that a future climate generated from CGCM1 climate scenarios, coupled with dry soil conditions, would produce hydrographs of magnitude similar to those obtained under a current climate with a wetter soil for 20 and 100 year return 24 h rainfall events. On the other hand, the increase in variability of the T-return flow values, i.e., between 17% and 26% of the variability found with the current scenario runs, was shown to be statistically significant for all T values except for the 500-year flood event, considered at the 10% level of significance. These results are in sharp contrast with those for the winterspring case, where the increased variability was not statistically significant. This is because variations in the rainfall intensities have direct impacts on the corresponding runoffgeneration process, which is not the case with snow, as spring runoff is more related to accumulated snow totals and to air temperature during the melt period.
The Echam4-derived scenario runs predict a dryer and warmer summer (see Table 1 ). These two signals drive the runoff-generating mechanism toward lower flow values, which is confirmed in Fig. 4 and Table 4 . The modelled decline, which varies between 11.1% for T = 5 years to 12.3% for T = 500 years, was found to be statistically significant at the 5% level of significance. On the other hand, the decrease in variability, which was expected because the Echam4 scenarios predict lower precipitation intensities, was not statistically significant.
A CGCM2 summer climate over the CRB would have an increase in wetness similar to that obtained with Hadcm3 but would not be as warm (see Table 1 ). Therefore, one would expect larger summer flows that those obtained using Hadcm3-derived climate scenarios. Higher flows as compared with the Echam4 runs would also be expected, as CGCM2 predicts a wetter and cooler climate. However, Fig. 5 and Table 4 show that, although the average flows generated with the CGCM2-derived climate scenarios are effectively higher than those obtained with Echam4, they are surprisingly smaller than the flows derived from the Hadcm3 runs. Although there is no firm explanation for the apparent inconsistency in these results, a first investigation points to the hydrological model used in the analysis. HSAMI is a conceptual model, and its ability to generate consistent flows under hydroclimatic conditions other than those used to calibrate and validate the model needs to be fully assessed. Another, although doubtful, possibility is that WeaGETS may by chance have produced a set of climate scenarios displaying characteristics that are far from the original CGCM2 anomalies used to stochastically generate the runs. Lastly, it is possible that the analyzer function of WeaGETS coupled with CGCM2 climate anomalies produced erroneous summerfall parameters for the generator function. Katz (2002) discusses various sources of uncertainties and approaches to quantify them in global climate change studies. The main sources include measurement errors, natural variability (e.g., spatial and temporal variations of precipitation), model structure, and the spatial-temporal scale of the models (climate and others) used. Some of these sources of uncertainty have been investigated in previous research (e.g., Prudhomme et al. 2003; Dibike and Coulibaly 2005) . Uncertainty was addressed here by incorporating natural variability in the climate-runoff process and by selecting appropriate GCMs that display a range of plausible future climates.
Sources of uncertainty
A potentially important uncertainty that was only partially addressed in this study is that related to passing climate information from the GCM scale, roughly 300 km × 300 km, to the watershed scale, in this case 2500 km 2 , or approximately 50 km × 50 km. This downscaling problem was addressed here using the straightforward delta change approach. An advantage of this approach is that it eliminates the absolute portion of any systematic GCM modelling bias (Morrison et al. 2002) . A vast majority of the hydrologic impact studies have relied so far on that traditional procedure (see, for example, Morrison et al. 2002; and Simonovic and Li 2003) . Wilby et al. (1999) are among the few who used statistically downscaled precipitation and temperature outputs in hydrological modelling experiments and compared the results with simulations using raw GCM output and noticed significant differences in modelling results. As Wilks (1992, p. 68) pointed out, "… the traditional procedure is incapable of depicting changes in climatic variability." This statement is not entirely true, however, as some variability may be introduced depending on the transformation rules employed in the downscaling procedure. The results of this study demonstrated that an increase or a decrease in simulated flows consequent to climate change is also accompanied by a change in the variability of the flows. The climate scenario generating procedure, which is based on passing modified precipitation time series into WeaGETS according to the DP/P rule to obtain the "perturbed" parameters of a future climate, has contributed to altering the average values of the shape and scale parameters of the two-parameter Gamma distribution function used to model daily precipitation amounts. This has resulted in displacing and stretching the right tail of the distribution function, thereby affecting the variability of the climatic time series. Whether the change in variability truly reflects the anticipated changes or is merely a mathematical artefact of the scenario-generating procedure is still an open question. Wilks (1992) proposed an appealing procedure to "perturb" the parameters of a stochastic weather generator whose structure is similar to that of WeaGETS. The procedure explicitly considers the ratios of the mean and variance of monthly precipitation amounts in a changed climate to those of a baseline climate to establish the parameters of the Gamma distribution function for precipitation of an altered climate. A comparison of the two approaches is beyond the scope of the present study but will be addressed in future work. Clearly, there is a need to pursue research in developing new and improving existing approaches to adequately downscale GCM outputs at the watershed scale.
Also, the approach adopted here assumed that the precipitation occurrence would remain unaffected in a changed climate. This hypothesis, if not true, is also likely to affect the intensity of precipitation and is therefore an additional source of uncertainty, as the monthly precipitation anomalies computed by the GCMs will be shared over a different number of rainy days. Wilby et al. (1999) explored linkages between daily precipitation occurrence and predictor variables, such as airflow indices extracted from GCMs. The mixed success they obtained in applying the technique was attributable, among other reasons, to the small sensitivity of the predictor variables selected for climate change as predicted by the GCMs.
Another source of uncertainty relates to the structure of the hydrological model selected for this study. HSAMI is a lumped, conceptual model and is well suited for carrying out large numbers of simulation runs that climate change impact studies require. However, a potentially significant drawback is the lack of physical realism of the model. For one, HSAMI calculates potential evapotranspiration using an empirical in-house approach using daily air temperature as primary input (Bisson and Roberge 1983) . As evapotranspiration together with precipitation exert a considerable influence on soil moisture and consequently on runoff, any changes in temperature and precipitation inputs outside their usual range may produce inconsistent evapotranspiration estimates. Resorting to more physically based hydrological models for climate change studies would reduce uncertainties related to the model structure. As computer resources are becoming less of an issue, it would be a sensible and judicious practice to consider such models in climate change studies.
Conclusions
The objective of this study was to assess the potential effects of climate change on the flood frequency and severity of a northern river by running a series of hydrologic modelling experiments forced with climate scenarios derived using global climate models (GCMs). The Châteauguay River basin (CRB), which has an area of 2543 km 2 , was selected for the analysis. To account for the natural variability of the hydroclimatic system, a stochastic weather generator, WeaGETS, was employed to construct sequences of daily precipitation amounts and minimum and maximum air temperatures. The uncertainty pertaining to the GCM structure was assessed, at least partially, by selecting three GCMs, namely Hadcm3, Echam4, and CGCM2, which cover a range of climate change sensitivities. Values of monthly precipitation and temperature were extracted from the GCMs for the current and future climates. The emission scenario known as B2 (IPCC 2000) was selected. B2 represents an average scenario and corresponds approximately to a doubling of the atmospheric CO 2 concentration. A total of 200 climate scenarios were produced, 50 representative of the current climate and 50 for each of the three CGMs considered in the analysis. The scenarios were used to drive a lumped, conceptual hydrological model to generate current and anticipated flows.
Resorting to stochastically generated climate scenarios has allowed statistical assessment of the significance of the changes to the flow regimes resulting from climate change. Results have shown that the Echam4-derived scenario runs have produced lower and statistically significant spring and summer-fall mean peak flow values for all T-return periods considered (2-500 years). The Hadcm3 model, on the other hand, only marginally affected the magnitude of the spring and summer-fall peak flow values, and the simulated changes were not statistically significant. For the CGCM2-derived scenarios, a decrease in the average computed T-return flow estimates was noticed for both spring and summer runoff events. The reduction was statistically significant at the 5% level of significance for the spring runoff values and for the higher T-return summer-fall runoff events. Inconsistent results for the summer-fall flows cast some doubts on the proper selection of the hydrological model for this study. In the light of these results, it is recommended that more physically based hydrological models be used for carrying out climate change impact assessments on water resources.
Although this study is an attempt to better delimit the uncertainty related to climate change impact on the flood regime of the CRB, there are many sources of uncertainties that were not considered, or were only partially considered. One important issue is downscaling the GCM climatology at the watershed scale. Although the delta change approach adopted here introduced some variability in the runoffgenerating process through a modification of the shape and scale parameters of the Gamma distribution function used to model precipitation intensities, it remains to be assessed whether the changes represent a reasonable representation of future climate impacts. It would be pertinent to test this approach with other techniques used to explicitly perturb parameters of stochastic weather generators, such as that proposed by Wilks (1992) .
