Abstract. To study the analog of Suita's conjecture for domains
Introduction
An essential step in B locki's second proof of Suita's conjecture was to show that the Bergman kernel of a pseudoconvex domain in C n admits a lower bound in terms of the volume of the sub-level sets of the pluricomplex Green's function. Let us recall some results from [2] . Write λ for standard Lebesgue measure. For a domain D ⊂ C n ,
is the associated Bergman kernel (on the diagonal) and for z ∈ D, G D,z (ζ) = sup u(ζ) : u ∈ P SH(D), u ≤ 0 and lim sup t→z (u(t) − log |t − z|) < ∞ is the pluricomplex Green's function for D with pole at z. Theorem 1 of [2] shows that if D is pseudoconvex, then for a ≥ 0, For an invariant pseudo-metric τ on D, let I τ D (z) be the associated indicatrix at z ∈ D. The purpose of this note is to study the biholomorphic invariants
when τ = c, a, k which are the Carathéodory, Azukawa and Kobayashi metrics respectively on a strongly pseudoconvex D ⊂ C n . The prime motivation for doing so is the result presented in [3] namely,
where C = 16 or 4 accordingly as D is C-convex or convex respectively. Theorem 1.1. Let D ⊂ C n be a bounded C 2 -smooth strongly pseudoconvex domain. Then for τ = c, a and k, lim
The scaling method is useful here in that it allows us to reduce the problem to the case of the unit ball B n ⊂ C n for which this invariant is equal to 1 everywhere. Two ingredients are needed to do this. One, we prove a Ramadanov-type convergence theorem to control the sequence of scaled Bergman kernels, and this may perhaps be useful in other applications. Second, since c ≤ a ≤ k on all domains, it follows that
and hence it suffices to prove a stability statement for the indicatrices of only the Carathéodory and Kobayashi metrics on the scaled domains. Since these metrics have the same boundary asymptotics on strongly pseudoconvex domains, the volumes of their indicatrices have the same limiting values. In fact, we remark that the Theorem 1.1 holds for any invariant pseudometric τ satisfying c ≤ τ ≤ k by the same reasoning.
We conclude the article by supplementing the observations in [3] , [4] by analyzing the boundary behaviour of F k D for some decoupled egg domains which may possibly be non-convex. The main ingredients are the Wu metric and associated geometric analysis from [6] , in estimating the measure of the indicatrix I k D (z).
Proof of Theorem 1.1
Let p j be a sequence of points in D converging to p 0 ∈ ∂D. Denote by ζ j ∈ ∂D the point closest to p j . Note that ζ j → p 0 . Here and in the sequel, z ∈ C n is written as z = ( ′ z, z n ) ∈ C n−1 × C. By [12] , there exists a sequence {φ j } of automorphisms of C n such that φ j (ζ j ) = ( ′ 0, 0) for each j and the domains φ j (D) near the origin are defined by
where
converge in the local Hausdorff sense to the unbounded realization of the unit ball, namely to
Write ( ′ 0, −1) = p * for brevity. Recall that the Cayley transform
yields a biholomorphism from D ∞ onto B n that sends p * to the origin.
Observe that
At this stage, we need (i) a Ramadanov type theorem for stability of the Bergman kernels, and (ii) stability of the Carathéodory and Kobayashi indicatrices under scaling.
2.1. Stability of the Bergman kernels. Recall that the Bergman kernel K Ω (z, w) of a domain Ω ⊂ C n is the reproducing kernel for the space
Lemma 2.1. Let Ω j be a sequence of domains in C n converging to Ω ⊂ C n in the following way:
(i) if S is a compact subset of Ω, then S ⊂ Ω j for all j large, and (ii) there exists a common interior point q of Ω and Ω j for all j, such that for every ǫ > 0 there exists j ǫ satisfying
for all j ≥ j ǫ . Here, Ω − q denotes the affine translation of Ω by −q and for r > 0, r(Ω − q) is the image of Ω − q under the homothety T (v) = r(v − q) + q for v ∈ C n . Furthermore, assume that Ω is star convex with respect to the point q and K Ω is non-vanishing along the diagonal. Then
Proof. Without loss of generality we may assume that the point q is the origin. If Ω 0 is a relatively compact sub-domain of Ω, then Ω 0 ⊂ Ω j for all j large. It follows that
for z ∈ Ω 0 and for all j large. Also, recall that
for all z, w ∈ Ω j and for each j. It follows from (4) and (5) that the sequence {K Ω j } is locally uniformly bounded on Ω × Ω, which provides a subsequence that converges locally uniformly to a function, say, K ∞ on Ω × Ω.
The final step is to show that K ∞ = K Ω using the unique minimizing property of the Bergman kernel. To achieve this, fix w ∈ Ω and note that Ω j ⊂ 2Ω for all large j. It follows that
for all j large, which in turn implies that
Moreover, K Ω j (·, z) reproduces the functions of A 2 (Ω j ) and hencê
.
Also, it follows from (3) that
for each j and henceˆΩ
To find an upper bound for the right hand side above, set
, for z ∈ (1 + 1/j)Ω. Note that f w 1+1/j = 0 by the continuity of f and hence g j is well-defined for all j large. Also, g j (w) = 1. Therefore,
Combining the above observation with (6), it follows that
Since Ω 0 is an arbitrary compact subset of Ω, we obtain
for every f ∈ A 2 (Ω) with f (w) = 1. It follows from the minimizing property of the Bergman kernel function that K ∞ (z, w) = K Ω (z, w). The above argument also shows that any convergent subsequence of K Ω j has limit K Ω and hence K Ω j itself converges to K Ω .
Another version of Ramanadov-type convergence theorem is stated below. Lemma 2.2. Let {Ω j } be a sequence of domains in C n that converges to a domain Ω ⊂ C n in the following way:
(i) if S is a compact subset of Ω, then S ⊂ Ω j for all j large, and (ii) there is a unit vector v such that for every ǫ > 0, the translate Ω + ǫv contains Ω and also Ω j for j large.
Assume further that K Ω is non-vanishing along the diagonal. Then K Ω j → K Ω uniformly on compact subsets of Ω × Ω.
Proof. Since the proof is exactly similar to previous case, we only outline the necessary modifications. Proceed as above, while working with Ω+ v/j instead of (1 + 1/j)Ω. The analogous function g j on Ω+ v/j will be defined as
and observe thatˆΩ
to conclude.
2.2.
Stability of the Carathéodory and Kobayashi indicatrices. Scale the strongly pseudoconvex domain D with respect to the base point p 0 ∈ ∂D and the sequence ζ j . Let D j and D ∞ be as described before. The first step towards establishing the stability of the indicatrices is to control k D j (·, ·) and c D j (·, ·) as j → ∞.
n , and for τ = c, a and k,
Moreover, the convergence is uniform on compact sets of
The reader is referred to [13] for a proof when τ = k. To verify the above lemma for τ = c, one has to essentially repeat the arguments presented in [13] for the convergence of the Carathéodory distance on D j and hence the proof is omited here; but note the key ingredients -firstly, if U is a sufficiently small neighbourhood of p 0 ∈ ∂D, then U ∩ D is strictly convex and hence it follows from Lempert's work that c U∩D = k U∩D . Secondly, the Carathéodory metric can be localised near strongly pseudoconvex boundary points (see, for example, [9] ).
Recall that
As a consequence, a D j (z, v) converges to a D∞ (z, v). This completes the proof of Lemma 2.3.
The next step is a stability statement for the indicatrices of the scaled domains. As remarked earlier, it suffices to prove the following lemma for τ = c and k. Here, we provide a proof for τ = k. It can be checked that the proof given below applies verbatim in the case τ = c. 
, where Ψ is as described by (1) and ·, · denotes the standard Hermitian inner product in C n . It follows that there is a uniform positive constant C (depending only on S) such that
Applying Lemma 2.3, we see that
and therefore
for all z ∈ S and vectors v ∈ C n with |v| = 1 and for all j large. Since k D j (z, ·) is homogeneous, the inequality (9) holds for all v ∈ C n and for all j large. A consequence of all of this is that, for all j large, the indicatrices I k D j (z) are contained in B (0, 2/C) ⊂ C n , the Euclidean ball centred at the origin and radius 2/C, as required.
To prove (ii), fix a ball B = B(0, R) ⊂ C n containing I k D j (z) for all z ∈ S and j large, existence of which is guaranteed by (i). Let ǫ > 0. Suppose that v ∈ B and k D∞ (z, v) < 1 − ǫ/R (respectively > 1 + ǫ/R).
) for all j large. In particular, it follows that
for all z ∈ S and j large which implies that the Hausdorff distance between I k D∞ (z) and I k Dj (z) is less than or equal to ǫ.
For (iii), denote by χ A , the indicator function of a subset
Moreover, as a consequence of (8), the set {v ∈ C n : k D∞ (z, v) = 1} has zero Lebesgue measure.
The proof of (iii) now follows from the dominated convergence theorem.
To conclude the proof of Theorem 1.1, note that by Lemmas 2.1 and 2.4,
Combining the above observations with (2) yields
But D ∞ is biholomorphic to B n and hence
Localisation result
It should be noted that F τ D can be localised much like the invariant metrics τ = c, a and k near peak points.
n be a C 2 -smooth strongly pseudoconvex bounded domain and let p 0 ∈ ∂D. Then for a sufficiently small neighbourhood U of p 0 , and for τ = c, a and k,
This is immediate from the localisation properties of the Bergman kernel (see, for example, [10] ), the Azukawa metric ( [11] ), the Carathéodory and the Kobayashi metrics (cf. [9] ) respectively, and hence the proof is omitted here.
Concluding remarks.
We would like to conclude this article with remarks about the boundary behaviour of F D for D varying through the increasing scale of egg domains,
where µ varies over the set of all positive real numbers. On convex eggs, i.e., E 2µ for µ ≥ 1/2, explicit expressions for F E2µ were obtained by B locki -Zwonek in [4] . We will rephrase what is already known from [4] about the convex case from the viewpoint of boundary behaviour and try to extend and tie it up with the non-convex case, to the extent we can.
To begin with, egg domains form perhaps the simplest class on which one may perform a concrete case study. While all the eggs in this scale (with the parameter µ varying through the scale of all positive reals) are complete Reinhardt domains of holomorphy, the scale includes a wide range of variety in their boundary geometry, containing for instance, the simplest model domains for smoothly bounded pseudoconvex domains of finite type (which happens when µ ∈ N). For non-integer values of µ, the order of smoothness of ∂E 2µ is C
[2µ] ; in short, all possible degrees of boundary smoothness, is represented in the scale. In particular, let us spell out that the degree of smoothness of the boundary is less than C 1 as soon as m < 1/2. Moreover, as soon as the value of the parameter µ drops below the threshold value 1/2, the domains E 2µ cease to be convex.
A common feature shared by all the E 2µ -whether µ < 1/2 or not -that they are all bounded domains with non-compact automorphism group. Recall the classical theorem of H. Cartan that for any bounded domain D in C n its automorphism group is a real Lie group which is non-compact if and only if oneand hence every -of its orbits is non-compact. Therefore, to study the behaviour of a biholomorphically invariant function on a bounded domain D with non-compact automorphism group, such as F D (whose values remain invariant along orbits), it is enough to study its boundary limits.
The aforementioned general fact about the non-compactness of the orbits means that every orbit accumulates on the boundary. Where and how they accumulate depends on the domain under consideration. For eggs domains this is known and may be recalled as follows. Firstly, view any particular egg E 2µ as a disjoint union of its orbits (of the action of Aut(E 2µ ) on E 2µ ). It is possible to mark off a convenient representative point for each orbit, the simplest of which is needless to say, the origin. The orbit of the origin is given by the intersection with E 2µ , of the complex hyperplane {z ∈ C 2 : z 2 = 0}; the closure of this orbit meets ∂E 2µ precisely along its non-strongly pseudoconvex points. The choice of convenient points for other orbits is facilitated by the fact that orbits of points of the form (0, p) as p varies in the interval [0, 1) exhaust E 2µ and moreover, no pair of such points belong to the same orbit. This can be seen explicitly by working with the specific automorphisms of these egg domains. We shall therefore refer to these points as 'representative points' for these eggs and denote the set of such points by S, i.e.,
which is contained in E 2µ for any µ. To study any invariant function on any of these eggs therefore, it suffices to restrict attention to this segment S. In particular, as F E2µ is biholomorphism/automorphisminvariant, it is constant along any of the orbits and the range of F E2µ equals F (S). Finally, we recall that any non-strongly pseudoconvex boundary point q ∈ ∂E 2µ is a boundary-orbit-accumulation point for all orbits. We conclude that: for any of the non-strongly pseudoconvex points q in ∂E 2µ , any neighbourhood U (in C 2 ), of q -howsoever small -captures all the values attained by F (z) as z varies throughout E 2µ :
In particular, one of the boundary limits gives the value 1, as obtained when we approach q along the orbit of the origin Z; indeed, F E2µ is constant on Z and equals 1 as the Bergman kernel function at the origin of any complete Reinhardt domain R equals the inverse of the volume of R and the Kobayashi indicatrix at the origin for R is a copy of R itself. To highlight the main point here, first note that while the boundary limit of F (z) as z approaches a strongly pseudoconvex point on the boundary a domain always exists and equals 1 as is guaranteed by Theorem 1.1, the boundary limit of F certainly fails to exist at any of the non-strongly pseudoconvex points on the boundary of domains as simple as convex eggs.
Although we do not obtain precise explicit expressions for F E2µ as in [4] , which as mentioned therein is already complicated, we would like to state some estimates, even if coarse, for the 'low-regularity' cum non-convex case i.e., for F E2µ when µ < 1/2. Owing to the structure of the orbits in the egg domains described above and as in [4] , it suffices to estimate the invariant function along the thin segment S. However, even this can be complicated for although explicit expressions for the Kobayashi metric is known for all the aforementioned egg domains, such expressions get even more complicated in the non-convex case, involving implicitly defined parameters to unravel which, requires solving highly non-linear (nonpolynomial) equations. To circumvent this, we shall use instead, a geometric analysis of the Kobayashi indicatrix in [6] .
A drawback, however, is that our estimates are possibly good only in a small neighbourhood of boundary points, small enough to atleast avoid the origin. Indeed, as already mentioned F E2µ is 1 at the origin (and thereby on its orbit Z), and the focus of the estimates below is on F E2µ (z) for z varying in the complement of Z; particularly in a small neighbourhood of any one of the strongly pseudoconvex points (points from ∂E 2µ \ Z) such as the point (0, 1). Taking limits as p → 1, the upper and lower bounds both approach 1 in accordance with our Theorem 1.1 and are therefore not too coarse; indeed, they give an idea of the rate of convergence of F E2µ to 1 as we approach the representative strongly pseudoconvex point (0, 1) in ∂E 2µ , through the inner normal.
Proposition 4.1. For every positive µ < 1/2, the following upper and lower bounds hold for F E2µ at points of the segment S of representative points.
(a)
Proof. Borrowing the computations for the Bergman kernel done in [8] , we write down its expression for our egg domains:
To estimate the other factor involved in F , namely the volume of the Kobayashi indicatrix, we recall the Wu ellipsoid which is the best fitting Euclidean ellipsoid containing the Kobayashi indicatrix. From the expression for the Wu metric for the egg domains obtained in [6] , we immediately see that this Wu-ellipsoid is described by
The volume of this ellipsoid is
Multiplying this together with the expression in (10), renders (a).
(b) Recall from [6] in the terminology therein, that the square transform I s of the Kobayashi indicatrix in the absolute space of C 2 i.e., the first quadrant of R 2 , has boundary formed by the join of two curves called the upper K-curve and the lower K-curve. The lower K-curve is in fact a straight line segment, while the upper K-curve is a curve which can be realized (implicitly) as the graph of a strictly convex function on some strict sub-interval of [0, 1] containing 0. It follows therefore that the lower K-curve when extended to meet the other axis, it remains within the closure of I s . Consequently, the Kobayashi indicatrix in the tangent space to E 2µ as (0, p) contains the Euclidean ellipsoid 
