Abstract. This paper presents a new approach to the problem of designing Radial Basis Function Neural Networks (RBFNNs) to approximate a given function. The presented algorithm focuses in the first stage of the design where the centers of the RBFs have to be placed. This task has been commonly solved by applying generic clustering algorithms although in other cases, some specific clustering algorithms were considered. These specific algorithms improved the performance by adding some elements that allow them to use the information provided by the output of the function to be approximated but they did not add problem specific knowledge. The novelty of the new developed algorithm is the combination of a fuzzy-possibilistic approach with a supervising parameter and the addition of a new migration step that, through the generation of RBFNNs, is able to take proper decisions on where to move the centers. The algorithm also introduces a fuzzy logic element by setting a fuzzy rule that determines the input vectors that influence each center position, this fuzzy rule considers the output of the function to be approximated and the fuzzy-possibilistic partition of the data.
Introduction
The problem of approximating a given function using an RBFNN F can be formulated as, given a set of observations {(x k ; y k ); k = 1, ..., n} with y k = F (x k ) ∈ IR and x k ∈ IR d , it is desired to obtain a function F so n k=1 ||y k − F(x k )|| 2 is minimum. RBFNNs have been widely used to solve this problem because of their capability to approximate any function [6, 13] . An RBFNN F with fixed structure to approximate an unknown function F with d variables and one output is defined as:
where C = {c 1 , ..., c m } is the set of RBF centers, R = {r 1 , ..., r m } is the set of values for each RBF radius, Ω = {Ω 1 , ..., Ω m } is the set of weights and φ(x k ; c i , r i ) represents an RBF. The activation function most commonly used for classification and regression problems is the Gaussian function because it is continuous, differentiable, it provides a softer output and improves the interpolation capabilities [2, 15] . The first step of initialization of the position of the RBF centers has been commonly carried out using clustering algorithms [11, 17] . Classical clustering algorithms have been used to solve classification task where the objective is to identify to classify the input data assigning a discrete set of predefined labels, however, in the function approximation problem, the output of the function belongs to a continuous interval. The output of the function is an important element that must be considered when initializing the centers, they should be concentred where the output is more variable since these areas require more RBFs to be modelled. This paper proposes a new algorithm to solve the task of the initialization of the centers. It is based on a mixed fuzzy-possibilistic supervised approach that, with the use of fuzzy logic and problem specific knowledge, will provide an adequate placement of the centers. The consequence of this is that the final RBFNN obtained after following the rest of the steps dependent from the center initialization, approximates the given function with a smaller error than if other algorithms were applied.
Previous Clustering Algorithms
This section describes several clustering algorithms that have been used to determine the centers when designing RBFNNs for function approximation problems.
Fuzzy C-means (FCM)
This algorithm presented in [1] uses a fuzzy partition of the data where an input vector belongs to several clusters with a membership value. It defines an objective distortion function to be minimized is:
where X = {x 1 , x 2 , ..., x n } are the input vectors, C = {c 1 , c 2 , ..., c m } are the centers of the clusters, U = [u ik ] is the matrix where the degree of membership is established by the input vector to the cluster, and h is a parameter to control the degree of the partition fuzziness. After applying the least square method to minimize the function in Equation 2, we get the equations to reach the solution trough an iterative process.
Fuzzy Possibilistic C-means (FPCM)
In this approach developed in [12] , a combination of a fuzzy partition and a possibilistic partition is presented. The point of view of the authors is that the membership value of the fuzzy partition is important to be able to assign a hard label to classify an input vector, but at the same time, it is very useful to use the typicality (possibility) value to move the centers around the input vectors space, avoiding undesirable effects due to the presence of outliers. The distortion function to be minimized is:
with the following constraints:
Let T = [t ik ], then, the constraint shown above requires each row of T to sum up to 1 but its columns are free up to the requirement that each column contains at least one non-zero entry, thus, there is a possibility of input vectors not belonging to any cluster. The main improvement in comparison with the FCM algorithm is that, since there are some input vectors that can be outliers, the membership function for them will be small not forcing all clusters to share them.
Possibilistic Centers Initializer (PCI)
This algorithm [10] adapts the algorithm proposed in [9] using a mixed approach between a possibilistic and a fuzzy partition, combining both approach as it was done in [16] . The objective function to be minimized is defined as:
ik is the possibilistic membership of x k in the cluster i, u (f ) ik is the fuzzy membership of x k in the cluster i, D ikW is the weighted euclidean distance, η i is a scale parameter that is calculated by:
This function is obtained by replacing de distance measure in the FCM algorithm by the objective function of the PCM algorithm, obtaining a mixed approach. The scale parameter determines the relative degree to which the second term in the objective function is compared with the first. This second term forces to make the possibilistic membership degree as big as possible, thus, choosing this value for η i will keep a balance between the fuzzy and the possibilistic memberships.
The algorithm has a migration step that moves centers allocated in input zones where the target function is stable, to zones where the output variability is higher. The idea of a migration step was introduced in [14] as an extension of Hard C-means.
This section introduces the proposed algorithm, describing first the elements that characterize the algorithm: the supervising parameter, the migration process and the distortion function. Then the main body of the algorithm, which integrates the previous components, is introduced.
Supervising parameter
Classical clustering techniques do not consider the output of the function that will be approximated by the RBFNN, so there is a need of introducing an element that influences the way in which the centers are placed. This effect can be achieved by changing the similarity criteria that defines the clusters.
In [8] , it was presented the concept of expected output of a center which is an hypothetic value for each center that gives a position on the output axis. This element makes possible to compare the output of the centers and the real output of the input vectors. The calculation of the supervising parameter w is performed by:
where o i represents the expected output of a center. The parameter w is used in the algorithm in order to modify the similarity criteria during the clustering process, reducing the distance between a center and an input vector if they have similar outputs. Therefore, the distance calculation is performed by:
where d ik is the euclidean distance between the center c i and the input vector x k .
Distortion function
As classical clustering algorithms, the proposed algorithm defines a distortion function that has to be minimized. The distortion function is based in a fuzzypossibilistic approach as it was presented in [12] although it contains the elements required for a supervised learning. The function is:
restricted to the constraints:
The solution is reached by an alternating optimization approach where all the elements defined in the function to be minimized (Equation 7) are actualized iteratively. For the new algorithm proposed in this paper, the equations are:
These equations are obtained by differentiating J h (U, T, C, W ; X) (Equation 7) with u ik , t ik , c i and o i , therefore the convergence is guaranteed.
Migration step
The migration step will allow the algorithm to escape from local minima found during the iterative process, that minimizes the distortion function, and to work with non continuous data sets.
The idea of a migration step was developed in [14] , and it was also used in [10] , but the migration the new algorithm uses is totally different to the previous ones because it adds problem specific knowledge.
Since the problem is to design an RBFNN to approximate a given function, an RBFNN is generated to decide where to move the centers and if the migration step was correct. The migration is accepted if the distortion function has been decreased or if the error from the output of the RBFNN generated after the migration is smaller than the error from the RBFNN generated before.
To design the RBFNN on each migration step, since the centers are already placed, it is only needed to get the values for each radius, which is calculated using the KNN algorithm with K=1. Once we have these two parameters, the weights for each RBF are computed optimally by solving a linear equation system [7] .
Each center is assigned an utility value that represents how important is that center in the current partition. The utility of a center is calculated with the following algorithm: 
This process excludes the centers that own a big number of input vectors and have a small error from those vectors from the set of centers to be source or destination of the migration. Once the pre-selection of the centers has been done, the center that will be migrated is the one with minimum utility and the center receiving the other center is the one with maximum utility.
Due to the addition of the parameter w both the fuzzy and the possibilistic membership functions loose their interpretability. The combination of them using a fuzzy rule will allow us to decide which input vectors are owned by each cluster. This process is necessary in order to choose which centers will be migrated.
The aim of the rule is that if an input vector is near a center, the value of the output of that input vector must influence the position of the center, otherwise, the difference between the expected and the real output is not as important since the center is far. This method alleviates the problem of an input vector being owned by a center just because they have the same output values. In order to set a value for the threshold near, the columns of the matrix B must be normalized. An empirical value of 0.05 has been shown to provide a good performance as it will be shown in the experiments.
The complete algorithm for the migration is shown in Figure 1 .
General Scheme
The FPCI algorithm follows the scheme shown in Figure 2 . In the new algorithm, centers will be distributed uniformly through the input data space. Proceeding like this, all random elements of the previous algorithm are excluded, obtaining the maximum robustness. The centers expected outputs must be initialized using the same value, thanks to this, all the centers will be in the same conditions so the weighting parameter will influence the centers in the same way in the first iteration of the algorithm. The initialization value is not too important and does not influence in a significant way the final configuration of the centers although a fixed value of 1 is assigned in order to avoid any random element in the algorithm. This leads to obtain always the same output for a fixed input, providing a standard deviation of zero when multiple executions are run with the same input.
Experimental Results
The target function that will be used in this experiment was presented in [3] and it has been used as a benchmark in [4, 5] . The function is defined as:
(10) Figure 3 shows the original function and the training data set that was obtained by selecting randomly 400 points from the original function. The number of test input vectors was 1900, such a big difference between the size of the data sets is to show the generalization abilities of the RBFNN that, learning from a reduced number of examples, are able to generalize and obtain a good approximation of the complete function. Once the centers were placed by all the algorithms, the radii of the RBFs were calculated using the KNN heuristic with k=1, and then, a local search algorithm (Levenberg-Marquardt) was applied to obtain a fine tuning of these parameters. Table 1 shows the approximation errors obtained after designing the RBFNNs using the algorithms described above. These results show how the best performance is obtained by the proposed algorithm. In general, the other three algorithms have the drawback of lack of robustness. The results obtained using the FPCM show how the combination of a fuzzy partition with a possibilistic one leads to a better performance. The PCI algorithm uses both types of partitions with the addition of an element to consider the output of the function to be approximated, this element makes possible to obtain better results than the other non-supervised algorithms. The new algorithm combines the advantages of using the same type of fuzzy possibilistic partition of the FPCM algorithm with the addition of the supervising parameter and the migration step. These three elements together lead to obtain the smallest approximation errors when is compared with the other algorithms.
Regarding the use of RBFNN to approximate a function, the results the algorithms present show how well they perform when interpolating the modelled function because for all the algorithms, the training and test errors do not differ significantly.
Conclusions
Within the different methods to solve the function approximation problem, RBFNNs have shown their good performance although their design still represents a difficult problem. The RBF center initialization is the first stage in the design, and the success of the rest of the stages depends critically in the way the centers are placed. This paper presents a new algorithm that combines several elements of previous algorithms used to place the centers, adding a new element that uses problem specific knowledge. This new element consists in the design of an RBFNN that helps to decide where to move the centers in the migration stage. The migration incorporates also a fuzzy rule that alleviates the problem of loosing interpretability in the supervised method, making more adequate the election of the centers that should be migrated.
