Abstract. We introduce a novel approach towards Harnack's inequality in the context of spaces of homogeneous type. This approach, based on the socalled critical density property and doubling properties for weights, avoids the explicit use of covering lemmas and BMO.
Introduction and main results
Let Ω ⊂ R n be a domain and let B Ω denote the collection of Euclidean balls B such that 4B ⊂ Ω. By means of his celebrated iterative procedure J. Moser proved in [35] that positive subsolutions to homogeneous divergence-form uniformly elliptic PDEs satisfy weak reverse-Hölder inequalities of the form
, B ∈ B Ω , q > 0, (1.1) where C depends on n, q, and the ellipticity constants and |B| stands for Lebesgue measure of B. Now, if u is a positive solution, the previous result applied to 1/u yields, in addition, the inequalities follows after proving that log u ∈ BM O(Ω), whenever u is a positive supersolution. Indeed, the John-Nirenberg inequality renders the equivalence between log u ∈ BM O(Ω) and the existence of q 0 > 0 such that u q 0 ∈ A 2 (B Ω ) (the A 2 Muckenhoupt class associated to B Ω , see (1.8) ). Finally, the choice q := q 0 in (1.1) and (1.2) yields (1.3). Moser's approach remains a cornerstone in the study of regularity properties of solutions to PDEs. It is flexible enough to be carried out in the context of other divergence-form PDEs in doubling quasi-metric spaces that sustain a Poincaré-type inequality (for instance, see [1] for the p(x)-Laplacian, [4] for quasi-minimizers of p-Dirichlet integrals, [14] for degenerate elliptic PDEs, [17] for infinite graphs, [24] for Dirichlet forms in homogeneous spaces, [27] for X-elliptic operators, etc.) The variational tools (e.g., energy estimates) in the divergence-form context were replaced by measure-theoretic ones in the setting of non-divergence form elliptic PDEs. Most notably, by the so-called critical density property for nonnegative supersolutions: there exist ε, γ ∈ (0, 1) such that for B ∈ B Ω |{x ∈ 2B : u(x) > 1}| ≥ ε|2B| ⇒ inf B u > γ.
(1.4) Property (1.4) lies at the heart of the techniques developed by Krylov and Safonov [31, 32] to prove Harnack's inequality for non-negative solutions to nondivergence form elliptic and parabolic PDEs. In fact, this measure-theoretic approach, greatly simplified and enriched by L. Caffarelli in [9] , appears to capture the essence of ellipticity (see Remark 6) in non-variational settings including fully non-linear elliptic PDEs [9] and degenerate elliptic PDEs such as the linearized Monge-Ampère equation [12, 13] as well as variational ones including divergenceform elliptic PDEs with a priori energy estimates (see [18] in the Euclidean case and [30] for metric spaces with a calculus of order 1) and adjoint solutions to non-divergence elliptic operators [21] , just to name a few. We mention that, in all rigor, the linearized Monge-Ampère equation possesses a double nature, variational and non-variational. It was precisely the pioneering work of Caffarelli and Gutiérrez on the linearized Monge-Ampère equation [12, 13] , where convex functions prescribe the relevant geometric and measure-theoretic framework, that led to the axiomatization of the Krylov-Safanov-Caffarelli approach in the context of doubling quasi-metric spaces [3, 19, 40] . In order to describe this approach and state our main result, some notation is in order. Let (X, d) be a quasi-metric space. The d-ball with center x ∈ X and radius r > 0 in (X, d) is defined by B r (x) := {y ∈ X : d(x, y) < r}.
For B = B r (x) and λ > 0, λB denotes the ball B λr (x). Let µ be a measure defined on the balls of X. We say that (X, d, µ) is a space of homogeneous type or doubling quasi-metric space (we will use these terms interchangeably) if (X, d) is a quasi-metric space and µ satisfies the doubling property, that is, if there exists a positive constant C µ > 1 such that
Every constant depending only on the quasi-triangle constant K and the doubling constant C µ will be called a geometric constant.
Well-known reversal classes associated to a collection of balls B are defined as follows: For 1 < s ≤ ∞, we write w ∈ RH s (B) if
A weight w belongs in the Muckenhoupt class
Definition 2. Following [19] , K Ω denotes a family of µ-measurable functions with domain contained in Ω, and if u ∈ K Ω and A ⊂ dom(u) then we write u ∈ K Ω (A). Here dom(u) stands for the domain of the function u. Also, we say that K Ω is closed under multiplication by small constants if whenever u ∈ K Ω and τ ∈ (0, 1), then τ u ∈ K Ω . Definition 3. Following [3] , [9] , [11] , and [19] , given ε ∈ (0, 1) and M ≥ 1, K Ω is said to satisfy the critical density property with constants M and ε if for every ball B 2R (x 0 ) ⊂ Ω and for every u ∈ K Ω (B 2R (x 0 )) with
we have inf
K Ω is said to satisfy the doubling property with constant C D if for every ball B 2R (x 0 ) ⊂ Ω and for every u ∈ K Ω (B 2R (x 0 ))
Let γ ∈ (0, 1). K Ω is said to satisfy the double-ball property with constant γ if for every ball B 2R (x 0 ) ⊂ Ω and for every u ∈ K Ω (B 2R (x 0 )) with
it follows that inf
Let ∈ (0, 1) and N > 1. K Ω is said to satisfy the power-like decay property with constants N and , if for every u ∈ K Ω (B 2R (x 0 )) with
it follows that
Let C H ≥ 1. K Ω is said to satisfy the Harnack property with constant C H if for every u ∈ K Ω (B 2R (x 0 )) with u is nonnegative and locally bounded, it follows that sup
K Ω is said to satisfy the weak Harnack property if there exist constants C H > 1 and δ > 0 such that for every B 2R (x 0 ) ⊂ Ω and for every u ∈ K Ω (B 2R (x 0 )),
Remark 1. (The double-ball property is equivalent to the doubling property of inf u). If K Ω is assumed to be closed under multiplication by positive constants, the double-ball property with constant γ is equivalent to the doubling property of the infimum of u, that is,
Remark 2. Also, if K Ω is assumed to be closed under multiplication by positive constants, the power-like decay property is equivalent to the weak Harnack property. The proof of this assertion can be found in the Appendix, subsection 7.1.
Under different sets of assumptions on the doubling quasi-metric space (X, d, µ) (e.g., ring condition, non-empty annuli, unboundedness, etc.), Toledano [40] , Aimar, Forzani, and Toledano [3] (assuming also that K Ω contains only upper semi-continuous functions), and Di Fazio, Gutiérrez, and Lanconelli [19] (with no semi-continuity assumptions on K Ω ), proved the following [19, Theorem 4.7] , [40, Theorem 3.10] ) If K Ω is closed under multiplication by positive constants, and possesses the critical density property with constants M and ε and the doubling-ball property with constant γ for some ε, γ ∈ (0, 1) and M > 1, then K Ω satisfies the power-like decay property with some constants N > 1 and ∈ (0, 1) depending only on ε, γ, M , and geometric constants. 
then K Ω satisfies the Harnack property with constant C H depending only on N , , and geometric constants.
Via covering lemmas, this approach is then ultimately based on the power-like decay of the distribution functions of non-negative sub and supersolutions. As noticed in Remark 2, the power-like decay property for the distribution function of u ≥ 0 amounts to the existence of δ ∈ (0, 1) such that u δ ∈ A 1 (B Ω ).
1.1. Our main result. Our present goal is to establish an alternative path to the Harnack inequality by replacing the double-ball property with the doubling property of u as a weight. That is, we replace the pointwise doubling condition (1.11) by the integral doubling condition (1.10).
Our main result is Theorem 4. Let (X, d, µ) be a doubling quasi-metric space such that continuous functions are dense in L 1 (X, dµ). Suppose that K Ω is closed under multiplication by small constants (see Definition 2), and possesses the critical density property with constants M and ε. Also, assume that whenever
If, in addition, there exists > 0 such that whenever u ∈ K Ω , u is a doubling weight, that is, there exists a constant C D ≥ 1 such that 12) for all B r (x) with B 8Kr (x) ⊂⊂ Ω. Then K Ω satisfies the Harnack property with constant C H depending only on ε, M , C D , and the doubling quasi-metric constants K and C µ .
Remark 3.
(On the density of continuous functions in L 1 (X, dµ)) Notice that Theorem 4 does not involve properties of BMO or special covering lemmas. The only additional hypothesis to the structure of space of homogeneous type is the density of continuous functions in L 1 (X, dµ). This is quite a mild hypothesis which, by the weak (1,1)-type of the maximal function [16] , guarantees the validity of the Lebesgue Differentiation Theorem for L 1 loc (X, dµ)-functions. A measure-theoretic criterion for density of continuous functions is given by Theorem 1.8 in [40] : if for every ε > 0 and every µ-measurable set A ⊂ X with µ(A) < ∞ there exists an open set E ⊂ X such that µ(E∆A) < ε, then the continuous functions with finite µ-measure support are dense in L p (X, dµ) for all p ∈ [1, ∞). Here ∆ denotes the symmetric difference. On the other hand, by [36, Theorem 3.14] , in locally compact spaces of homogeneous type, C c (X), the set of all continuous functions on X with bounded supports, is dense in L p (X) for all p ∈ [1, ∞).
Remark 4. It will be useful to bear in mind that if (X, ρ) is a quasi-metric space, then there exist a quasi-distance ρ on X and constants C > 0 and θ ∈ (0, 1) such that (i) ρ is equivalent to ρ, (ii) for every x, y, z ∈ X and r > 0,
In fact, ρ (x, y) = d(x, y) q , where d is a distance in X and q > 1. Moreover, if (X, ρ, µ) is a space of homogeneous type, then for each ρ -ball B, B is an open set and the triple (B, ρ , µ) is a space of homogenous type with constants uniform in B, depending only on the constants for (X, ρ, µ), see [33, 34] . For all the purposes of this article, we can assume that the underlying quasi-distances have the same properties as ρ . If x 0 ∈ B R (z), then by the quasi-triangle inequality (iii), it follows that B R (x 0 ) ⊂ B 2KR (z). Also, the doubling property (1.5) yields 14) where ζ := log 2 C µ and C µ is the doubling constant of the measure µ. Moreover, if B s (z) ⊂ B 2Ks (x 0 ) and r < s, then
, it follows from (1.14) and the inclusion
In particular, (1.15) follows whenever x 0 ∈ B r (z) and 0 < r < s, since these imply B s (z) ⊂ B 2Ks (x 0 ).
The critical density property implies a RH weak

∞ property
As most of the recent literature on the critical-density approach to Harnack's inequality, this section heavily relies on the techniques developed by L. Caffarelli in [9] (see, in particular, Lemma 5 in [9] ). The idea of replacing infima with averages can be traced back to [22] , p. 263.
Theorem 5. Let (X, d, µ) be a doubling quasi-metric space and Ω ⊂ X an open subset. Assume that K Ω is closed under multiplication by small constants and possesses the critical density property with constants M and ε; and whenever
Let ν be the structural constant defined by
where K is the quasi-triangle constant and ζ := log 2 C µ is as in (1.14), then
Proof. Assume by contradiction that
We will prove that (2.18) implies
which contradicts assumption (b). Define
and
where
From (2.20) and (2.21) it follows that
Indeed, by Remark 4 and the conditions ρ < R and x 0 ∈ B R (z 0 ) we get
that is, x ∈ S 2 . Thus, inclusion (2.23) follows and yields
Let us now derive an estimate for µ(S 1 ). Choosing k ∈ N such that
we have
(2.27) Then, from the assumption (2.16), we get
.
Now, (2.28), along with inclusion (2.27) and inequality (1.14) yield
). This together with (2.26) imply
An estimate of µ(S 2 ) is obtained as follows. Note that the assumption u(x 0 ) > ν j−1 M together with (2.22) imply w(x 0 ) ≤ 1 and therefore
From (2.18) it follows that w ∈ K Ω (B ρ (x 0 )) and w(x) ≥ 0 in B ρ (x 0 ). Hence, by the assumptions on K Ω (notice (2.17) and recall that K Ω is closed under multiplication by small constants), w has the critical density property in B ρ (x 0 ).
The critical density property of w and (2.30) imply the following estimate for
From (2.25), (2.29) and (2.31) we obtain
and, since ε ∈ (0, 1), (2.19) follows.
The following lemma will be needed in the proof of Theorem 6.
Proof. We proceed by induction in n. For n = 0 we have
Dividing the above inequality by R and using the estimate d 0 ≤ R yields
(2.34)
, from (2.34) and the definition of c 0 , it follows that
Thus, inequality (2.32) holds for n = 0. Assume now that it holds for all n ≤ m. By inductive hypothesis,
Dividing the above inequality by R yields
This proves (2.32). Now (2.33) follows from the inequality
Theorem 6. Let (X, d, µ) be a doubling quasi-metric space and Ω ⊂ X an open subset. Assume that K Ω has the critical density property with constants M and ε; and whenever u ≤ λ in B R (x 0 ), then λ−u ∈ K Ω (B R (x 0 )). There exists a positive constant C 4 , depending only on M , ε, and geometric constants, such that if u ≥ 0 in B 8KηR (x 0 ), for some η > 1, is locally bounded, then the inequality
Proof. We will prove that sup
for sufficiently large m (depending only on the structure), where
Let us assume by contradiction that
We will prove that (2.39) implies that u is unbounded in the ball B 2R (x 0 ), i.e., there exists a sequence {x m+j } j in Ω such that the following two conditions hold:
This contradicts the local boundedness of u.
Let us prove the existence of a sequence {x m+j } j satisfying conditions (2.40) and (2.41). Define a decreasing sequence ρ j by
where ζ > 0 is the geometric constant in (1.15), ν > 1 is the constant defined in (2.38) and C 1 > 0 is a structural constant to be chosen shortly. By assumption (2.39) there exists
Note that x m ∈ B R (x 0 ) and by definition (2.42) one may choose m large so that ρ m < R, and get B 2R (x 0 ) ⊂ B 2K2R (x m ). Using (2.42) and (1.15), we have
where we have chosen C 1 so that
Next, choose the structural constant m ∈ N so that
The condition (2.44) and definition (2.42) guarantee that ρ m < R and the condition (2.45) guarantees that m satisfies (2.17). All this, together with (2.36), (2.43) and Theorem 5 (with x m , m, ρ m , x 0 , and 2R in this proof playing the roles of x 0 , j, ρ, z 0 , and R, respectively, in the statement of Theorem 5) imply
Then there exists
Moreover, x m+1 ∈ B 2R (x 0 ). Indeed, by the inequality d(x m+1 , x m ) < ρ m and the Hölder continuity of the quasi-metric (1.13),
where β > 0 is a geometric constant and
Assuming β 1/α ρ m < R and using Lemma 1 with θ j := β 1/α ρ m+j , j ∈ N 0 , we get
Choosing m sufficiently large such that
we get d 1 < 2R, that is, x m+1 ∈ B 2R (x 0 ). Now let us prove that there exists
This together with (2.46), (2.36) and Theorem 5, we obtain sup
Therefore, there exists x m+2 ∈ B ρ m+1 (x m+1 ) such that u(x m+2 ) > ν m+1 M. Let us prove that x m+2 ∈ B 2R (x 0 ). By (1.13) and using that d(x m+2 , x m+1 ) < ρ m+1 , we have
where d j , j ∈ N 0 , are defined in (2.47). As before, from Lemma 1 we obtain
From (2.49) and (2.48) we get
. From the condition x m+2 ∈ B 2R (x 0 ) we get the inclusion B 2R (x 0 ) ⊂ B 2K2R (x m+2 ), and so
where inequality (1.15) was used. Therefore, by Theorem 5, we must have
Iterations of this process render a sequence {x m+j } ∞ j=1 such that conditions (2.40) and (2.41) hold. Corollary 1. Suppose that (X, d) is a metric space and all the assumptions of Theorem 6 hold. In addition, suppose that K Ω is closed under multiplication by all positive constants (small or not). Then, for every σ > 0 there exist constants α > 0 and C 5 > 0 such that for every ball B R (x 0 ) ⊂ Ω and for all 0 < s < t < 1 sup
Proof. The proof of Corollary 1 follows from (2.37) by considering the function
) u dµ and then adapting (from the metric to the quasi-metric context) Remark 4.4 (1) in [30] .
Proof of Theorem 4:
The critical density and RH ∞ properties imply Harnack's inequality
The proof of Theorem 4 will follow from the interaction between the reverse class RH ∞ and the critical density property. The next lemma belongs to the folklore of the real analysis in spaces of homogeneous type. However, we have been unable to locate a proof. For the sake of completeness, in Subsection 7.2 of the Appendix, we sketch a proof that involves classical A p techniques (see, for instance, [25] 
Proof of Theorem 4. By Corollary 1, u σ ∈ RH weak ∞ for every σ > 0 (with structural constants). Choosing σ := , where is as in (1.12) we obtain that u ∈ RH ∞ (consequently, u ∈ ∩ s>1 RH s ) and, by Lemma 2, there exists p > 1 such that u ∈ A p . Therefore, if inf B R/2 u = 1, by the critical density property for u with constants M and ε, it follows that
Hence,
, and the desired Harnack inequality is obtained.
The explosive critical density property in metric spaces with the segment and segment-prolongation properties
The critical density property, that is, the implication
is an imploding property, in the sense that the information about the size of w is transferred inwards from B s to B s/2 , boosting up w in B s/2 from the outside. On the other hand, the double-ball property
is an explosive property which boosts w outwards. The combination of these two properties allows for an expansive wave with geometric attenuation. Namely,
This combination motivates the following definition: a function w satisfies the explosive critical density property with constants M ≥ 1 and η ∈ (0, 1), in an open set Ω ⊂ X, if for all B s with B 10s ⊂ Ω the following implication holds true
The important feature about the implication (4.51) is that the ball B s on the numerator is quantitatively smaller than the ball on which the infimum is taken. The fact that the ball B s also appears on the denominator is essentially artificial. Indeed, it can always be replaced at no cost, with a smaller ball; and given N ≥ 1, from the doubling property of µ and (1.14) we get As examples of metric spaces with the segment and segment-prolongation properties we mention that complete Riemannian manifolds equipped with the metric associated to a family of Lipschitz continuous vector fields has the segment property (locally). In particular, the Carnot-Caratheodory structure possesses the segment property (locally), see Remark 2.6 in [23] and references therein. Another rich family of metric spaces, which seems to dominate the relevant examples in differential geometry, with both the segment and segment-prolongation properties is the class of Busemann's G-spaces (see [7, pp. 37-38] ). Yet another example of metric spaces with both the segment and segment-prolongation properties is the class of infinite graphs with the geodesic distance; in this case, the variable r in Definition 4 must be regarded as a natural number.
The main result in this section is Also, assume that K Ω is closed under multiplication by small constants. Then, there exist geometric constants , C > 0, depending also on M and η, such that for every u ∈ K Ω (B R ) and B R with B 2R ⊂⊂ Ω we have
Theorem 7 comes as a complement to Theorem 4.7 in [19] and Theorem 3.1 in [3] where a similar conclusion is obtained under certain hypotheses that involve both the metric and the measure in (X, d, µ) (e.g., the ring condition) or extra regularity on the function u. The ring condition in [19] prescribes a bound for the rate of convergence to zero of µ(B R \ B R(1−ε) )/µ(B R ) as ε → 0. An example of a metric space verifying the segment and segment-prolongation properties but not the ring condition is the case of an infinite graph with the counting measure, where µ(B R \ B R(1−ε) ) ≥ 1 for all ε > 0 and R ≥ 1.
In the proof of Theorem 7 we will use the fact that spaces of homogeneous type always admit Vitali covering lemmas (see Theorem 1.2 in [16] ); namely, Lemma 3. (Vitali's covering lemma) Let (X, d, µ) be a space of homogeneous type. There exists a geometric constant K 0 ≥ 1 such that for any bounded subset E ⊂ X and any covering {B(x, r(x))} of E, there exists a collection of disjoint balls {B(x j , r(x j ))} j∈N so that the family {B(x j , K 0 r(x j ))} j∈N forms a covering of E. 
with η 0 := ϑ(4K 0 ) ∈ (0, 1), where ϑ is as in (4.52) and K 0 is the geometric constant in Vitali's covering lemma.
Proof. The assumption inf Notice that, in both cases we have d(x, y) = r x /(2K 0 ) < R (where the last inequality is due to (4.55)). With this choice of y ∈ X we claim that, in either case, we have (y) we have
To prove the inclusion B rx 2K 0 (y) ⊂ B R (z), in the first case, given
In the second case, we use (4.57) to write
The rest of the proof just hinges upon (4.58) and it is independent of Case 1 or Case 2. From the inclusion (4.58) it follows that
Next, set t := 2r x so that
Hence, from the explosive critical density property (4.52) applied to w (notice that M k > 1) with s := t 4K 0 , N := 4K 0 , and η 0 := ϑ(N ), we have
(4.60)
Next we claim that
Therefore, from (4.61), (4.60), and (4.59),
That is, for every x ∈ B R \ D k , we have
We now cover B R \ D k with the balls B rx/K 0 (x), x ∈ B R \ D k , and use Vitali's covering lemma to extract a disjoint collection {B j := B rx j /K 0 (x j )} j∈N so that {B rx j (x j )} j∈N still covers B R \ D k . From the definition of r x in (4.55) we have
and, consequently, always with disjoint union,
From the covering property of {B rx j (x j )} j∈N , (4.62), and (4.63), we finally obtain
Proof of Theorem 7. The proof of the theorem now quickly follows from (4.54). Indeed,
and (4.53) follows.
Double-ball property vs. doubling of u dµ
In a nutshell, the diagram to bear in mind for methods to prove Harnack's inequality is the following:
Critical density + double-ball property = Harnack Critical density + doubling property = Harnack Two natural questions arise: Are the the double-ball property and doubling property related? In practice, when proving Harnack's inequality, should one of them be preferred over the other? In this section we show that the doubleball property and the doubling property of u as a weight are unrelated. Thus, when combined with the critical density property, either property can be used to non-trivially prove Harnack's inequality.
5.1. Double-ball and doubling properties are unrelated.
5.1.1. The doubling property does not imply the double-ball property. Let us first see that the doubling property of u as a weight does not imply the double-ball property. Let u be a continuous weight in, say, R n with Lebesgue measure. Then, if u has the double-ball property we must have u > 0, unless u ≡ 0. Indeed, if there is a point x 0 ∈ R n with u(x 0 ) = 0, by considering arbitrarily small balls B with x 0 ∈ 2B \ B, the conclusion follows. Hence, any (non-zero) doubling weight u that vanishes somewhere will provide an example that doubling of u does not imply double-ball property. Examples of such weights can be constructed, for instance, as u(x) := |p(x)|, x ∈ R n , where p is polynomial that vanishes somewhere. Since u(x) = |p(x)| and p is a polynomial, we have u ∈ A ∞ , and consequently u will be a doubling weight.
5.1.2.
The double-ball property does not imply the doubling property. On the other hand, an example of a function u on the real line possessing the double-ball property but which is not doubling is realized by u(t)
, where m := max{|a|, |b|}, the double-ball property follows from the fact that u(2z) u(z) for every z ∈ R. However, the weight u cannot be doubling on R since u(R) = ∞ −∞ u(t) dt = 2 arctan(π/2) < ∞ and a doubling measure in R cannot be finite.
Variational vs. non-variational contexts.
The doubling property appears naturally as a property of non-negative supersolutions in the context of variational elliptic PDEs. For instance, in the case of divergence-form elliptic PDEs the doubling property of (a positive power of) a non-negative weak subsolution u follows quite easily from the Poincaré inequality, an energy estimate for log u, and the John-Nirenberg theorem which imply log u ∈ BM O and therefore u q 0 ∈ A 2 (for some q 0 > 0). Such short argument applies in wide variety of contexts, including quasi-minimizers in metric spaces, see, for instance, [4 In addition, in the context of adjoint elliptic operators (which is also a variational one), the doubling property for non-negative weak supersolutions also has a very short proof, see Lemma 2.0 in [21] . Being an integral condition, the doubling property appears to be better suited to these variational contexts.
On the other hand, in the case of non-divergence-form elliptic operators, where the variational tools are replaced by the maximum principle, the double-ball property (instead of the doubling property) seems to appear more naturally, see, for instance, Theorem 2.1.2 in [26] (or the shorter proof below) for non-divergence-form uniformly elliptic operators, and Theorem 2 in [13] . Indeed, being a pointwise condition, the double-ball property is better suited to the maximum-principlebased contexts.
For the sake of illustration, we include a very brief proof, based on [37, Lemma 2.2], of the double-ball property for supersolutions of non-divergence-form uniformly elliptic operators. Let Ω ⊂ R n be an open subset and that, for x ∈ Ω, let A(x) be a uniformly elliptic matrix with ellipticity constants 0 < λ ≤ Λ. Suppose that u ∈ W 
That is,
Then, by the maximum principle, v − u ≤ 0 in B 4r \ B r . In particular, for
which proves that inf
u ≥ γ, and the double-ball property.
5.3.
Insufficiency of the critical density property. In many practical contexts, it is proved that non-negative supersolutions to elliptic PDEs possess the critical density property with "arbitrary sensitivity", that is, for every ε > 0 in Definition 3. See, for instance, Theorem 7.5 in [19] [19] , the double-ball property follows whenever the critical density property is sensitive enough, more precisely, whenever it holds true for 0 < ε < 1/C 2 µ . Suppose that the critical density is not as sensitive. What can we say in this case? The answer is: we can assert the conclusion in Theorem 6, but not much more. For instance, in R (but the example can be phrased in any number of dimensions) consider the function u(x) := χ [0,∞) (x). It is easy to verify that u has the critical density property with any M ≥ 1 and ε = .75. Moreover, if λ ≥ u in an interval I then λ − u also has the critical density property with ε = .75 (contrast this with the statement of Theorem 3). However, u does not satisfy a Harnack's inequality.
Remark 5. In the light of the just mentioned "arbitrarily-sensitive" critical density property and Proposition 4.3 in [19] , it might seem as if the double-ball property, instead of the doubling property, plays an inherent role in the proof of Harnack's inequality. However, we point out that the proofs of the critical density property with arbitrary sensitivity cited above systematically involve, among other things, an estimate of the form
Notice that, through Poincaré's inequality, (5.64) implies that log u ∈ BM O and, by the John-Nirenberg inequality, u q 0 ∈ A 2 , for some q 0 > 0. In particular, u q 0 is a doubling weight. Thus, the doubling property, whether explicitly stated or not, is intrinsic to the approaches towards Harnack's inequality that involve estimates such as (5.64). For John-Nirenberg-type inequalities in doubling spaces, see [6] . 
Then, there are positive constants C 2 and D so that
Indeed, in relation to Theorem 4, the role of condition (B1) in Bombieri's lemma is played by the critical density property (which, by Corollary 1, is stronger than (B1)) and condition (B2), which is a weaker version of (5.64) (more precisely, it is a weaker version of log u ∈ BM O), is replaced by the (even weaker) doubling property for a power of u. As Bombieri's lemma, Theorem 4 also avoids the explicit use of the exponential integrability of BMO functions, i.e., JohnNirenberg's inequality.
Remark 6. As mentioned in the introduction, Moser's iterations yield the inequalities (1.1) (which, in turn, yield (2.50), i.e. (B1) in Bombieri's lemma). In the same PDE context, inequalities (1.1) can also be deduced by means of De Giorgi's truncations, see, for instance, [28, Chapter 4 ]. Moser's iterative procedure and De Giorgi's truncation method are both based on the interaction between a Sobolev inequality and an energy estimate (i.e., Caccioppoli's inequality). Corollary 1 now says that such interaction is built into the critical density property. In Section 3 we saw how the critical density and the doubling properties imply Harnack, in a novel, alternative way that avoids BMO, special covering lemmas, condition (B2), and Poincaré inequalities. Part of the virtue of Bombieri's lemma is that it significantly simplified Moser's proof of Harnack's inequality (see [ The second and third named authors were partially supported by the NSF under grant DMS 0901587.
7. Appendix 7.1. Comments on Remark 2. The power-like decay property is equivalent to the weak Harnack property. Notice that K Ω satisfies the power-like decay property with constants N and if and only if there exist constants C 0 > 0 and β > 0 such that whenever inf u , and using the homogeneity of K Ω , the power-like decay property is equivalent to
Moreover, (7.66) is equivalent to
Indeed, (7.66) trivially implies (7.67). On the other hand, (7.67) implies the existence of δ > 0 (in fact, we can take any δ ∈ (0, β)) such that
That is, u δ ∈ A 1 (B Ω ) which implies that u δ is a doubling weight. Since averages and infima of A 1 weights are comparable, u δ also has the double-ball property, and, consequently, so does u. Notice that, by replacing t by t 1/β , inequality (7.67) says that u β satisfies an L 1,∞ -based A 1 condition; namely
That is, the power-like decay property is equivalent to the weak Harnack inequality (7.68).
Proof of Lemma 2.
Let D denote a family of M. Christ's dyadic cubes in (Y, d, µ), see [15] and [2] . Fix Q 0 ∈ D, and set dµ 0 := 1 µ(Q 0 ) dµ and w 0 (x) := 1 w(Q 0 ) w(x), so that µ 0 (Q 0 ) = w 0 (Q 0 ) = 1. Notice that dµ 0 has doubling constant uniform in Q 0 and w 0 ∈ RH s also with constant uniform in Q 0 . As usual, from the RH s property and Hölder's inequality, it follows that there exist constants γ 1 , δ 1 ∈ (0, 1) such that for every ball B ⊂ Y and every µ-measurable set E ⊂ B, w 0 (E) ≤ γ 1 w 0 (B) ⇒ µ 0 (E) ≤ δ 1 µ 0 (B).
(7.69) Dyadic cubes are comparable to balls, in the sense that there exists a geometric constant C 1 > 1 such that for every Q ∈ D there exists a ball B Q with B Q ⊂ Q ⊂ C 1 B Q . By using these inclusions and (7.69), there exist constants γ, δ ∈ (0, 1) such that for every dyadic cube Q ∈ D and every µ-measurable set E ⊂ Q, w 0 (E) ≤ γw 0 (Q) ⇒ µ 0 (E) ≤ δµ 0 (Q). (7.70) In particular, there exists a constant C 2 ≥ 1 (depending only on C 1 and the RH s -characteristic of w 0 ) such that for every Q ∈ D, w 0 (Q) ≤ C 2 w 0 (Q), wherẽ Q is Q's predecessor. We will prove that w 0 ∈ A p for some p > 1 by showing the existence of r > 1 and a constant C 3 , uniform in Q 0 , such that For k ∈ N 0 , set
where N ∈ N 0 is to be fixed later. Using the Calderón-Zygmund decomposition with λ = 2 N k as in [2] , there exists a disjoint family F k ⊂ D such that E k = ∪ Q ∈F k Q and for every Q ∈ F k , 2 N k < 1 w 0 (Q ) Q |f (y)|w 0 (y) dµ 0 . Summing over Q ∈ F k , from (7.75) and (7.76), for every Q ∈ F k−1 we have
which, upon using (7.74) and choosing N ∈ N 0 so that 2 m γ ≤ 2 N , where γ ∈ (0, 1) is the constant in (7.70), yields
Hence, from (7.70) and summation over Q ∈ F k−1 , it follows that µ 0 (E k ) ≤ δµ 0 (E k−1 ) ≤ δ k µ 0 (Q 0 ) = δ k for each k ∈ N 0 . By considering r > 1 to be fixed shortly, choosing f := µ(Q 0 ) −1 w
