We establish the global existence and the asymptotic behavior for the 2D incompressible isotropic elastodynamics for sufficiently small, smooth initial data in the Eulerian coordinates. The main tools used to derive the main results are, on the one hand, the modified energy method to add cubic correction terms to derive desired energy estimate and on the other hand, the Fourier transform method with suitable choice of Z-norm to derive improved dispersion estimate to close the bootstrap argument. In both parts, we will use the fact that the system has the Q 1,2 (·, ·) type null structure which provided from the incompressible condition. This paper improves the work of Lei, Sideris and Zhou [22] in the Eulerian formulation. We would like to mention that the global existence of 2D Elastodynamics in the Lagrangian coordinates formulation was recently obtained by Lei in [23] . Our goal is to improve the understanding of the behavior of solutions in different coordinates from different approach and from the point of view in frequency space.
Introduction
In this paper, we consider the questions of the global existence and the asymptotic behavior for the motion of an elastic waves for isotropic incompressible materiels in 2D. Classically, the dynamic of motion could be described as a second order partial differential equation in the Lagrangian coordinates. But in the incompressible case, the equations are more conveniently formulated as a first order system in the Eulerian coordinates and we could see more directly the motion of an elastic body in Eulerian coordinates.
The motion of an elastic body is described as a time dependent family of orientation preserving diffeomorphism x(t, ·), 0 ≤ t < T . Material points X in the reference configuration are deformed to the spatial position x(t, X) at time t and let X(t, x) denotes the inverse of x(t, ·). From now on, the derivatives are with respect to the Eulerian coordinates (t, x) and will be written as ∂ = (∂ t , ∇). To see the dynamic of motion and also for the purpose of fixing notations, we employ the following lemma, which could be found in [22] [Lemma2.1]: Lemma 1.1. Given a family of deformations x(t, X), define the velocity, deformation gradient and the displacement gradient as follows:
v(t, x) = dx(t, X) dt
, F (t, x) = ∂x(t, X) ∂X
X=X(t,x)
, G(t, x) = F (t, x) − I.
If x(t, X) is incompressible, then detF (t, x) ≡ 1 and for 0 ≤ t < T ,
and Where T (F ) is the Cauchy stress tensor derived from the energy functional W (F ). Since for general isotropic elastodynamcis, the energy functional satisfies
for all rotation matrices: Q = Q ⊤ , detQ = 1. The first equality in (1.3) is resulting from frame indifference while the second equality in (1.3) represents the isotropy of materials. Identity (1.3) implies that the energy functional W depends on F through the principal invariants of F F ⊤ , which are trF F ⊤ and detF F ⊤ in 2D. Denote τ = 1 2 trF F ⊤ and δ = detF , we might assume that W (F ) = W (τ, δ) for some smooth function W : R + × R + → R + . Then the Cauchy stress tensor is
where S(F ) is the Piola-Kirchhoff stress which has the form
and also in the improved estimates in Z normed spaces, which gives us the improved dispersion estimate, cubic and higher nonlinearities won't cause any additional obstructions in the proof. On the other hand, to be rigorous, here we have to mention that, due to the quasilinear nature, when doing energy estimate, generally one might confront the difficulty of "loss of derivatives", but the system (1.2) indeed have the requisite symmetry properties to avoid the "loss of derivatives", as one can see it from [27, 28] . For the improved dispersion estimate part, those differenced cubic and higher order terms can be estimate in the same way as we did for the cubic terms in the nonlinearity of equation satisfied by Φ (see equation (5.21) ). To sum up, the main point that we are trying to make is that the approach we used here, in the Hookean case, is robust enough to be applied to the general isotropic incompressible elastodynamics case.
1.1. Statement of the main result. As v and G ⊤ are divergence free, and we are in 2D setting, we could further reduce the system (1.4), which has six variables into the system of three variables. Assume that ψ is the velocity potential of v ⊥ , G 1 , G 2 are the velocity potential of G ⊥ ·,1 and G ⊥ ·,2 respectively. After tedious computation, (1.4) could be reduced to the following: 5) where
, and
Where R i = ∂ i /|∇| is the Riesz transform and Q 1,2 (·, ·) is the celebrated null form bilinear operator, which is defined as following
In the form of potentials, the constraint equation (1.1) would become the following:
Here we would like to mention that the presence of this type null structure in the nonlinearities is due to the divergence free condition, and utilizing this null structure properlly would, on the one hand, simplify the argument and on the other hand provides certain perspective on the role of incompressible condition in the dynamic evolution. Remark 1.2. pressure term doesn't come into play in the equation satisfied by the velocity potential ψ, as equivalently, the equation is derived by applying curl on (1.4), thus ∇p disappeared. However, we could recovery the pressure term from the solution (ψ, G 1 , G 2 ) of (1.5). Once we know the potentials, we know the original velocity and displacement gradient (v, G). Due to the divergence free condition, if we apply div operator on the first equation of the system(1.4), we would have
therefore, the pressure term could be derived by solving above Poisson's equation (1.7).
After diagonalizing the system (1.5), we could get the following system:
where
Trivially, we could see that φ 2 = −φ 1 , therefore, the system could be further simplified. Define Φ = φ 1 , we have
We can recovery (ψ, G 1 , G 2 ) from (φ 0 , Φ) via the following identities:
(1.10)
Now the constraint (1.6) could be represented as following in the diagonalized variables (φ 0 , Φ): Remark 1.3. From the constraint φ 0 = N 2 , where N 2 is quadratic, intuitively, we could use bootstrap argument to derive that L 2 norm of φ 0 decay at rate 1/t 1/2 and L ∞ norm of φ 0 decay at rate 1/t, as the decay rate of Φ is 1/t 1/2 . Now, we are ready to state the main result of this paper: Theorem 1. Fix N 0 = 300 and let N 1 = ⌊N 0 /2⌋, p 0 ∈ (0, 1/1000] is sufficiently small, if (φ 0 ,Φ 0 ) satisfies the following bound:
for some sufficiently small constantǭ and also satisfies the constraint (1.11). Then there is a unique global solution
(1.13)
Furthermore, we have the following bound:
14)
The function spaces appeared in the main theorem are defined as following:
Here S is the scaling vector field, defined as S = t∂ t + x 1 ∂ 1 + x 2 ∂ 2 = t∂ t + r∂ r and Ω is the rotational vector field defined as Ω = x 2 ∂ 1 − x 1 ∂ 2 = x ⊥ · ∇.
Previous results.
There are a lot of literatures dealing with the problem of global existence of nonlinear dispersive equations. Some important works, for example, the work of John [15] , showing that finite time blow-up can happen even for small smooth localized initial data of a semilinear wave equation. But if there is a "null structure" inside the nonlinearity, one might expect better behavior of the solutions, starting with the work of Klainerman [19] and the work of Christodoulou [4] to understand the role of "null structure". The vector field method introduced by S. Klainerman [18] and the normal form transformation introduced by J. Shatah [24] are powerful tools to prove global existence for certain models.
As one can see from system (1.4), for the isotropic elastodynamics system, it is of quasilinear wave type partial differential equations. The long time theory for isotropic elastodynamics mainly follows from the paradigm of nonlinear wave equation. Before mentioning the recent progress on the 2D elastodynamics and to have a better understanding about elastodynamics, allow us to mention some results in the 3D setting. For the 3D compressible elastodynamcis, almost global existence of small displacement solutions was first shown in [17] ; and then the proof is considerably simplified in [20] by enhacing the vector field approach with a new weighted L 2 estimate. Counter-examples to global existence were shown in [16] and [29] , in [16] , it showed that the nontrivial radial solutions of the dynamic equations for an insotropic homogeneous hyperelastic medium "blow-up" if the equations satisfy a certain "genuine nonlinearity condition" and the initial data have sufficiently small compact support; while in [29] , it showed the formation of singularities of relativistic dynamics of isotropic hyperelastic solids for large initial data.
The compressible isotropic elastodynamcis could be characterized by two wave families: fast pressure waves and slower shear waves. In [25] , it was first noticed that there exists a null structure within the class of physically meaningful nonlinearities arising from the hyperelasticity assumption and this null condition would lead to a better decay rate along the light cone and could be used to establish global existence, and this type of null condition limits the self interaction of pressure waves. While in the incompressible case, the pressure wave doesn't present and the equations possess an inherent null structure for shear waves, notice the fact that the shear wave is divergence free. Therefore, one might expect that without any additional null condition assumption on the energy functional, it is plausible to have global existence of small displacement solutions. This expectation is confirmed for the 3D case, please refer to the work of Sideris and Thomases [27, 28] .
Naturally, one might wondering whether the global existence of the incompressible elastodynamics for small initial data still holds in 2D. In [22] , it was shown that the solution exist a very long time and is "almost global" for small initial data, to be more precise, the solution uniquely exists on a time interval [0, exp T /ǫ ], provided that ǫ is very small and the initial data is of the form ǫU 0 , here T depends on some Sobolev norm of U 0 . The methods used in [22] are mainly the vector field method and the Alinhac's trick (ghost weighted energy). As we are in the 2D setting, as mentioned previously, generally, the decay rate of linear wave is only 1/t 1/2 , however, for a specific directional derivative, it has a better decay rate, which is 1/t. More precisely, the ghost weight energy E k (t) has the similar size as the generalized energy E k (t)(contains not only the usual derivatives but also the rotational and scaling vector fields), here k indicates the regularity level. For the defined (please refer to [22] for precise definition) ghost energy, the following energy estimate holds: 16) for arbitrary small constant µ, therefore, from (1.16), the following holds:
Recall that the actual energy and the ghost weight energy have similar size, therefore the energy remains the similar energy level of the initial data in the time interval [0, exp T /ǫ ], which enable us to iterate the local existence result to derive almost global existence. The reasons why we record above energy estimate are, on the one hand, to help reader to better understand how the ghost energy and different decay rates work here and how to get almost global existence, on the other hand, to emphasize the fact that there are a lot of symmetries (a lot of vector fields that commute with D'Alembertian operator) that we can exploit to utilize the vector field method for the nonlinear wave equations.
Naturally, here comes the question: how to push the almost global existence to the global existence for the 2D incompressible isotropic elastodynamcis? One might want to try to work harder on the vector field method to improve the previous result. But here, we are trying to provide another perspective and improve the understanding of this problem, by using modified energy method and Fourier transform method with appropriate choice of Z-norm, i.e instead of from physical point of view, we consider the problem in the frequency space. As we are in the 2D setting, the divergence free condition could provide us to write the velocity and the displacement variables in the form of potentials, the inherent null structure for the shear wave mentioned above, as calculated in the subsection 1.1, turns out to be the Q 1,2 (·, ·) type.
Utilizing this null structure properly would substantially simplify later improved Z-norm estimate and improved dispersion estimate. To be more specific, one good example is that, due to the presence of null structure we could alway integrate by parts with respect to one of the frequency variable (corresponding to the absence of space resonance case), after doing that we could gain 1/s with the price of loss 1/∂ η Ψ (here Ψ represents the phase, and phase might be different for different type of inputs, here only for intuitively speaking purpose), and for the wave type equations, the ∂ η Ψ has the similar size of angle between the two inputs, that is to say, equivalently we loss one degree angular variable however due to the presence of null structure, we could exactly gain one degree angular variable and cover the loss. Thus we have extra gain 1/s, because of that, we find this observation for the incompressible isotropic elastodynamics itself very interesting. Here, to be rigorous, we also mention that in some cases that only use the information of the null structure is not sufficient, for example, we actually lose two degree of angular variable when do normal form transformation, thus one has to identify and utilize the structure and symmetric properties of the symbol to gain extra one degree of angular variable. We will see this point in detail in section 5. We expect that the argument developed here could shine some lights on the the 2D compressible case.
Before introducing the outline of this paper, let us introduce a little bit about the main tools we used in the paper. The idea of modified energy method was ever used in [5] by P. Germain and N. Masmoudi, where they called iterated energy method. In [5] , they used Duhamel formula and did integration by parts in time and then iterated the equation to convert the quadratic terms into cubic with price of 1/Ψ, which could be very large when close to the time resonance set, i.e {Ψ = 0}, therefore delicate Fourier analysis and correctly choice of Z-norm is needed.
Similar idea has also been used in the work of Hunter, Ifrim, Tataru and Wong [10] , where they called modified energy method, and later this idea and method has also been used in the water wave in the holomorphic coordinates formulation (the work of Hunter, Ifrim and Tataru [11] and the work of Ifrim and Tataru [7] ). The idea of modified energy method is to modify the normal form method, which is instead of working on the normal form transformed variable directly, we still working on the original variable but modify the energy based on the normal form transformation, intuitively speaking, suppose that u satisfies a nonlinear dispersive equation which contains quadratic nonlinearity and suppose v := u + B(u, u) is the normal form transformation of u, here B(·, ·) is a bilinear operator, such that the nonlinearity of equation satisfied by v is at least cubic. If we take a look at the energy of v, which is
(1.17)
The third term in the right hand side of (1.17) is quartic and somehow irrelevant to the cubic terms in the energy estimate, which suggests us to drop this term and define the following modified energy for u,
. Of course, above mentioned is just a general philosophy, it might be different from case to case, as for some quasilinear models, beside modifying the energy we also need to put "loss of derivative" into consideration.
Besides getting desired energy estimate, another very important step and also the ultimate goal is to get improved dispersion estimate to make bootstrap argument works, therefore get global existence. To achieve this goal, we employ the Fourier transform method, and to make this method work properly, it's critical to choice appropriate Z-norm and get improved Z-norm estimate, thereafter get improved dispersion estimate. As the decay estimate we proved in this paper has similar form as the one proved in the work of A. Ionescu and F. Pusateri [13, 14] , inspired from their work, we choose the Z-norm used in [13] .
To have a better picture of how this type of argument works, we strongly refer readers to the work of Germain and Masmoudi [5] , the work of Germain, Masmoudi and Shatah [6] , the work of Guo, Ionescu and Pausader [8, 9] , the work of Ionescu and Pausader [12] and the work of Ionescu and Pusateri [13, 14] .
At last, as mentioned in the abstract, the recent result of Lei [23] , which derives the global existence of 2D incompressible elastodynamics in Lagrangian coordinate formulation, in the Lagrangian coordinate formulation, the system will be a second order wave type equation instead of a coupled system, to better understand the motion of incompressible elastic waves, it's good to know the behavior of solutions both in Eulerian and in Lagrangian coordinates, for those interested readers, please refer to [23] for detail. 
The frequency projection operator P k is defined as the Fourier multiplier with symbol ψ k (ξ), i.e
For any real number k ∈ R, we use k+, k + and k − to denote k + ǫ, max{k, 0} and max{−k, 0} respectively throughout the whole paper, here ǫ is an arbitrary small constant. For any two numbers A and B, there exists two absolute constants c, C, c < C, we denote
Besides f (ξ), we also use F(f )(ξ) to denote the Fourier transform of f , and use F −1 (g) to denote the inverse Fourier transform of g. The outline of this paper is as follow: in section 2, we will prove the main theorems given the propositions 2.1, 2.2; in section 3, we will construct modified energy and use the modified energy to do energy estimate and prove proposition 2.1; in section 4, we will prove the decay estimate, i,e prove lemma 4.1, which is one of the key lemmas to derive improved dispersion estimate; in section 5, we use Fourier transform method to prove improved estimates in Z normed spaces forΦ, therefore get improved dispersion estimate forΦ, then we transfer back to Φ and finally do bootstrap on the constraint to get improved estimate for φ 0 , therefore complete the proof of Proposition 2.2; in section 6, we will give the asymptotic behavior of solutions in a lower regularity Sobolev space.
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Proof of the main theorem
The first ingredient to prove the main theorems is the following energy estimate, for which we will give precise description and proof in section 3. 
The second and also the last ingredient is the following improved dispersion estimate.
Proposition 2.2. Under the bootstrap assumption:
for small constant ǫ 1 , ǫ 0 < ǫ 1 ≪ 1 and T > 0. If moreover, we have the following improved energy estimates: sup
then we could derive the following improved estimates:
Proof of Theorem 1. Due to the assumption of Theorem 1, the initial data (φ 0 ,Φ 0 ) satisfies
forǭ sufficiently small. In view of Proposition 2.1 and the continuity property of solutions in the (
Therefore, from energy estimate (2.1), we have
Thus the assumptions of proposition 2.2 are satisfied, in view of proposition 2.2, we have
That is to say, if there exist a solution (φ 0 (t), Φ(t)) ∈ C([0, T ] : X N 0 (R 2 )) that satisfies the weaker bound (2.7), it has to satisfy the stronger bound (2.9). Therefore, we could keep iterating the local result and extend it to the full time interval [0, +∞), i.e global existence, and we have the following bound:
(2.10)
Energy Estimate
This section is devote to prove (2.1), i.e to do energy estimate. Notice that the system (1.13) contains quadratic termsQ µ,ν (Φ µ , Φ ν )( see (3.5) for precise formulation ), as mentioned in the introduction, generally, Φ only has 1/t 1/2 decay rate, and due to the constraint φ 0 = N 2 , we know that φ 0 has 1/t decay rate. Thus, intuitively, when doing energy estimate, quadratic terms of typeQ 0 (φ 0 , φ 0 ) andQ 0,µ (φ 0 , Φ µ ) (see (3.4) and (3.6) for precise formulations) wouldn't cause too much trouble, but things are different for the quadratic termsQ µ,ν (Φ µ , Φ ν ).
Intuitively speaking, suppose that we have a well defined energy E(t) ∼ (φ 0 (t), Φ(t)) 2
, when doing energy estimate, after putting one of the input in L 2 type space and the other input in L ∞ type space, the insufficient decay would prevent us to get the desired energy estimate of type
As one can check the proof of theorem 1 that we performed in section 2, the energy estimate (3.2) is insufficient to close the bootstrap argument.
To deal with this dilemma, we employ the modified energy method. To make the decay rate consistent and without causing any confusion, we will say that φ 0 itself "quadratic" (which in some sense is true, due to the constraint φ 0 = N 2 ), therefore,Q 0 (φ 0 , φ 0 ) will be viewed as quartic,Q 0,µ (φ 0 , Φ µ ) will be viewed as cubic. Then basically, the idea of modified energy is to add some new cubic terms to cancel out the original cubic terms, such that
quartic and higher dx.
Thus intuitively, we could put two inputs at relatively lower derivative levels of the right hand side of (3.3) in L ∞ type space and the other two in L 2 type space, which provides us sufficient decay to get desired energy estimate (3.1) to close the bootstrap argument. Before introducing how to construct the modified energy, we will classify all terms in nonlinearities base on the type of inputs, more precisely, we will write the nonlinearities N 0 and N 1 and the constraint N 2 into the following forms:
After tedious calculation, it could be shown that the associated symbols of above bilinear operators are given by the following:
3.1. Construction of the modified energy. The first step of constructing the modified energy is to construct the normal form transformation, i.e, we are looking for a normal form transformation Φ →Φ, such that the equation satisfied byΦ is at the level of cubic. Suppose thatΦ
where A µ,ν (·, ·) are unknown bilinear operators to be defined to cancel out quadratic terms
∂ tΦ + i|∇|Φ = cubic and higher. (3.7) Recall the equation (1.13) satisfied by Φ, after calculation we have
where a + = 1 and a − = −1. Therefore, condition (3.7) is equivalent to the following condition: 8) which infer that
Thus,
The second step is to find the highest order correction term, while in our case, thanks to the divergence free condition, there is no need to do that, since the integration of all highest order terms in the time derivative of energy turn out to be zero. More precisely, for Γ ∈ {∂ 1 , ∂ 2 } and fixed α = (α 1 , α 2 ), |α| ≥ 0, we use Γ α to denote ∂
one can see that after applying Γ α , Γ α S, Γ α Ω to the equation (1.13) we could derive equations satisfied by 11) where
Err α 0 and Err α 1 in the equation (3.11) denote those terms where not all entire Γ α (or Γ α S, Γ α Ω) derivative hits one of the two inputs when |α| ≥ 1, we use the convention that the error terms Err α i is the nonlinearity itself when |α| = 0. For those error terms. we won't worry about "loss of derivative" when doing energy estimate. To make things clear, we would like to mention that for any bilinear operator
and two smooth well defined function h 1 , h 2 , we have 15) and here c = 3 if Q ∈ {A µ,ν ,Q 1 0,0 ,Q 1 0,µ ,Q 1 µ,ν }, and c = 4 if Q ∈ {Q 0,µ , Q µ,ν ,Q 0,0 ,Q 0,µ ,Q µ,ν }. To see why (3.15) holds, it would be sufficient to directly verify it. As t∂ t part of S distributes by chain rule, we only have to consider x · ∇ part,
As symbol q(ξ, η) is homogeneous of degree c − 2, i.e.
after taking derivatives with respect to λ and evaluating at λ = 1, we have
Therefore, 18) which infer that (3.15) holds. We also have similar relation for the rotational vector field Ω, which is the following: 19) here the corresponding bilinear operator Q ′ has the symbol
and q ′ (ξ, η) has the similar property and size as of q(ξ, η). It will have null structure as long as q(ξ, η) has it, to see this point, due to chain rule, we only have to check the result when both ∇ ξ and ∇ η hits the null structure (ξ − η) × η, notice that 20) therefore the operator Q ′ also has null structure. From (3.15) and (3.19), we see that we could distribute the vector fields S and Ω as usual chain rule, the remained terms are at lower regularity level, thus we are safe to put them into error terms Err α i , i ∈ {0, 1}. Define the associated energy of (3.11) as following:
and for |α| ≤ ⌊N 0 /2⌋ define
It's easy to see that
We are going to show that, the first summation in (3.25) actually vanishes, eventually we have
To show that the first summation vanishes, one might think to calculate the symbol of each term in the summation and expect that, due to certain symmetry, the symbol might cancel out, thus the summation vanishes. For term Iα, one indeed can show that the symbols vanishes by utilizing the following two facts: one is that φ 0 is real, the other is that two inputs of Iα are same type which enable us to switch the role of ξ and ξ − η. However, this trick doesn't work every time, which doesn't mean that the summation can't vanishes. As due to the constraint φ 0 = N 2 , φ 0 and Φ are not totally independent.
To show (3.27), we take a detour and use the original system (1.
HereΩ is given by the following:
We useΩ instead of Ω for (v, G) is because the vector field Ω is not exact commute with the linearized system of (1.4). But one can see that, in the highest derivative level sense,Ω and Ω are "same", as the leading term ofΩh is Ωh for h ∈ {f, v, G}. After apply Γ α , Γ α S and Γ αΩ derivative on the both hands side of (1.4), we can derive the following system for (
Due to the natural correspondence between (v, G) and (φ 0 , Φ) (see (1.10)) , we could see that for terms appears in N α 0 and N α 1 are the result of terms where Γ α , Γ α S and Γ αΩ entirely hits the inputs of nonlinearities of (∂ t v, ∂ t G), the resulting terms have the highest level of derivative.
err α 0 and err α 1 are those terms where not all entire Γ α (or Γ α S, Γ α Ω)derivative hits one of the inputs in the nonlinearities and the those commutator terms. Those (3.11) , here, we only use the word "corresponding" is because, rigorously, they are not exactly same as because φ 0 and Φ are derived from the potential of v ⊥ and G ⊥ , not from v and G themself, but it won't affect the correspondence relation at the derivative level. For fixed α, define the associated energy of (3.29), which has the following form
It's easily to verify that
Due to the commutation rules:
one can see that the energyẼ(t) and E(t) have the same part of the higher regularity energy that consists of L 2 norm of Γ α Φ, Γ α SΦ, Γ α ΩΦ, Γ α φ 0 ,Γ α Sφ 0 and Γ α Ωφ 0 , for |α| ≥ 1. As one might see from the above commutation relations,Ẽ(t) also contains the inner product of different types, like ∂
2 ∂ j Ωψ. However, the first summation in equation (3.25) only comes from the same part ofẼ(t) and E(t). If we can show that the corresponding part in dẼ(t) dt vanishes, then this same part of dE(t) dt also vanishes. As we have
(3.36)
Due to the divergence free condition on v and G ⊤ , all terms in (3.36) other than terms involving err α 0 and err α 1 are zero, therefore we have
Now, it would be very nature to see the correspondence between (3.27) and (3.37). From now on, let's concentrate on the derivative of energy formulation (3.27).
To identify the worst quadratic terms and for the purpose of later construction of modified energy, let's rewrite the derived equation (3.27) into the following form:
here we used the bound "max{|α|, 0+} " in the summation aims to include the case when α = β = γ = 0. And higher 0 denotes those" quartic" and " higher order terms" (i.e. terms involve φ 0 ). Recall the normal form transformation we derived in the first step:
the equation satisfied by ∂ tΦ is cubic and higher, inspired from the this fact, we modify the energy into the following form:
Here bilinear operator A ′ µ,ν has symbol a ′ µ,ν :
As mentioned before in the commutation part on Ω, a ′ µ,ν has the similar property as a µ,ν , thus we could treat A ′ µ,ν just like A µ,ν , as the proof of the properties satisfied by A µ,ν could be carried out to apply on A ′ µ,ν . It's easy to verifty that when doing the energy estimate on above defined modified energy, the resulting cubic terms arised from E lower (t) will cancel out the cubic terms result from E(t), i.e. we have the following equality:
where higher 1 denotes those quartic and higher order terms arising from ∂ t E lower (t).
Before proceed to estimate higher 0 and higher 1 , one nature question has to be answered, which is whether above defined modified energy E modi (t) has the similar size of the original defined energy E(t), which is also the size of X N 0 norm of solutions that we will use eventually.
3.2.
Size of the modified energy. In this subsection, the goal is to answer the question that left at the end of last subsection, which is to show that under the a priori smallness assumption (2.2), the size of the modified energy is similar to the X N 0 norm of (φ 0 (t), Φ(t)), i.e. to prove (3.44).
Lemma 3.1. For any smooth functions h
Therefore, under the smallness assumption (2.2), we have
Before we giving a proof of lemma 3.1, we record a multilinear estimate that we will use constantly throughout this paper.
Then for any triple pair (p, q, r) satisfies 1/p + 1/q = 1/r, the following estimate holds
Proof. The proof is standard, see [14] [Lemma 5.2].
Proof of Lemma 3.1. To prove (3.43), by Plancherel theorem, it would be sufficient to estimate the following
for fixed (µ, ν) ∈ {(+, +), (+, −), (−, +), (−, −)}. To estimate (3.47), let's first study the symbol of bilinear form T µ,ν (ξ):
as we can see the most singular case is when the denominator is small, as for the (+, +) case, the symbol would loss (∠(ξ − η, η)) −2 , while for the (+, −) and (−, +) case, the symbol would loss (∠(ξ − η, −η)) −2 . More precisely, for the (+, +) case, we have
50)
where θ 1 (ξ, η) = ∠(ξ, (ξ − η)/|ξ − η| − η/|η|) and for the (+, −) case, we could show that
53)
where θ 2 (ξ, η) = ∠(ξ, (ξ − η)/|ξ − η| + η/|η|). Similar result holds for the (−, +) case after switching the role of (ξ − η) and η in (3.53). At last, for the (−, −) case, we don't loss angle and have better estimate:
Thus to sum up, for any (µ, ν) ∈ {(+, +), (+, −), (−, +), (−, −)}, the size of symbol could be controlled as follow:
To estimate (3.47), as usual, we use Lilltlewood-Paley decomposition and seperate into three cases: High × High, High × Low and Low × High:
After employing lemma 3.2, we have
For the High × Low interaction case, we have
For the last Low × High case, very similarly, we can show that:
Therefore by symmetry (even though the symbol is not symmetric, however the upper bound (3.56) we used in the proof is symmetric), we could switch the role of h 1 and h 2 , thus (3.43) holds. To prove (3.44), a simple but useful observation is to notice the symmetry between β and γ and between µ and ν; we could pairing each bilinear term with its symmetric term, to prove desired (3.44), it would be sufficient to prove the following for fixed β and γ under the smallness assumption (2.2):
in (3.64), Φ α ∈ {Γ α Φ, Γ α SΦ, Γ α ΩΦ} and corresponding Φ β and Φ γ are of same type as Φ α ; in (3.65),Φ α ∈ {Γ α SΦ, Γ α ΩΦ}, Φ β = Γ β Φ,Ã µ,ν = A µ,ν whenΦ α = Γ α SΦ,Ã µ,ν = A ′ µ,ν wheñ Φ α = Γ α ΩΦ. One can verify that estimate (3.43) is usefully for all the cases listed above, therefore the left hand side of equation (3.64) and (3.65) are bounded by Φ Z ′ E(t), by the smallness assumption (2.2), we see that (3.64) and (3.65) indeed hold.
3.3.
Higher order terms estimate. In this subsection, the goal is to prove (3.86) and finish the energy estimate part. This is the result of the Lemma 3.5 and Lemma 3.6. But before stating and proving Lemma 3.5, let's first prove the following lemma, which could be applied directly in the proof of Lemma 3.5 and the later bootstrap argument for φ 0 . Lemma 3.3. For bilinear operator Q ∈ {Q 0,µ , Q µ,ν ,Q 0,0 ,Q 0,µ ,Q µ,ν },Q ∈ {Q 1 0 ,Q 1 0,µ ,Q 1 µ,ν } and any two smooth functions h 1 , h 2 ∈ H 1 ∩ W 1+,∞ , we have
Proof. For any Q ∈ {Q 0,µ , Q µ,ν ,Q 0,0 ,Q 0,µ ,Q µ,ν }, we will only use the uniform bound of those symbols, which is |q(ξ − η, η)| |ξ − η||η|, and for anyQ ∈ {Q 1 0 ,Q 1 0,µ ,Q 1 µ,ν }, we will only use the following uniform bound of the symbols |q(ξ − η, η)| min{|ξ − η|, |η|}.
As usual, we do the Littlewood-Paley decomposition and consider the High×High, High×Low and Low × High interactions.
70) where
High × High
Low × High sup
High × Low
From (3.70), (3.72), (3.75) and (3.77), and the fact that the upper bound of symbol we used is symmetric, thus we can switch the role of h 1 and h 2 in the proof, thus we know that (3.66) holds. To prove the L 2 estimate for the operatorQ, the size of symbol is changed from 2 k 1 +k 2 to 2 min{k 1 ,k 2 } , correspondingly, L 2 norm bound for h 1 is enough, with minor modifications, we can show that (3.67) holds. Following the same idea, we could show that
There is another way to estimate theQ(h 1 , h 2 ), which is following:
Due to symmetry of the upper bound we used, therefore we can switch the role of h 1 and h 2 , thus (3.68) holds.
Remark 3.4. One might feel a little bit strange about the alternative estimate we gave above. However, compares to the estimate (3.80), the estimate (3.83) doesn't loss derivative in the L ∞ type space. When we do bootstrap argument for φ 0 to derive decay estimate we don't want "loss of derivative" happens, therefore the estimate (3.68) is needed.
Lemma 3.5. We can show that
Proof. The proof of 3.84 is straightforward by estimating each term of higher 0 by the estimate (3.66) in Lemma 3.3. As, even though the estimate in Lemma 3.3 would loss 1 derivative, from (3.27), we know that no inputs are at their highest derivative level, therefore, it's still safe to loss 1 derivative.
Lemma 3.6. We can show that the following estimate holds
Therefore, after combing the result of lemma 3.5, we have
Proof. To prove (3.85), we better check each term in higher 1 to know more about the structure. First, let's consider the case when Φ α is of type Γ α Φ. When |α| < N 0 and the time derivative ∂ t hits Φ α of E lower (t), the resulting terms
To estimate this term, as in the proof of Lemma 3.1, we couple above term with its symmetric term, i.e, instead of estimate (3.87), we estimate the following 
Very similarly, we could show that when |α| = N 0 , and time derivative still hits Φ α , the summation of terms of the following type
can be bounded by (φ 0 , Φ) 2
. higher 1 also contains terms when the time derivative ∂ t hits one of the Φ β and Φ γ inside A µ,ν (·, ·). If both |β| and |γ| ≤ N 0 − 2, or when |β| or |γ| = N 0 − 1, the inputs contain Err β 1 or Err γ 1 . Then after pairing with its symmetric terms and using Cauchy Schwarz inequality, Lemma 3.1 and Lemma 3.3 are still enough to show that the summation of those terms bounded by (φ 0 , Φ) 2
Because, in those cases, we will use Lemma 3.3 twice, which means that we will loss 2 derivatives in total, however, in the cases mentioned above, each input still have at least 2 derivatives room to the highest derivative level (i.e derivative level less or equal than N 0 − 2), therefore, we are safe to use Lemma twice to get desired bound (φ 0 , Φ) 2
. Above argument can also be applied when Φ α ∈ {Γ α SΦ, Γ α ΩΦ}, the only difference is that we should change N 0 to ⌊N 0 /2⌋. One could see from equation (3.41), there is still another type of terms that we haven't estimate, which is the L 2 inner product of one of Γ α SΦ, Γ α ΩΦ and Γ α Φ. As for the type Γ α Φ, the highest regularity level is N 0 instead of ⌊N 0 /2⌋, we could move one derivative from Γ α SΦ, Γ α ΩΦ to the bilinear form of Γ α Φ through integration by parts, now loss of 1 derivative is not a problem and we are safe to use Cauchy Schwarz inequality and Lemma 3.3 and Lemma 3.1.
Therefore, to sum up, the reminded terms in higher 1 that are left to be estimated are the following: when Φ α = Γ α Φ, |α| = N 0 , either |β| = N 0 − 1 or |γ| = N 0 − 1 and contain neither Err Instead of estimate those terms directly, we estimate the following:
(3.90) Here Γ α = ∂ i Γ θ and Φ 1 µ denotes ∂ i Φ µ (we use upper index instead of use ∂ i as won't write this derivative into symbol and will be viewed as input directly), here i = 1 or 2. The difference between (3.90) and the terms left to be estimated are the types we have mentioned at the beginning of the proof and bounded by (φ 0 , Φ) 2
, thus won't cause any trouble.
Notice that we have used the symmetry to pairing the mutual symmetric terms together in (3.90). Another very important observation is that we could pair (µ, ν) type term with (μ,ν) type term. This pairing will give us certain cancellation which is the key to close the estimate. We would like to mention that (3.90) is difficult to estimate as for the ∂ i N θ 1 part we loss one derivative while for the A µ,ν (Φ 1 µ , Φ θ v ) part even though we don't loss derivative, one of the input is already at |α| − 1 derivative level (recall the fact that we will loss one derivative due to the symbol a µ,ν (·, ·)), we couldn't expect that a simple integration by parts to move derivative around would help us to avoid loss 1 derivative. The one to one pairing between (µ, ν) and (μ,ν) is given by the following:
Let's temporarily fix (µ, ν) and (μ,ν) and recall the composing terms inside
Therefore, to estimate (3.90), it would be sufficient to estimate the following
. We can represent J in the frequency space and have the following estimate:
99) For the (+, +) case,
102) where
(3.106) Therefore, the following estimate holds:
From the pairing relation (3.91), we can see that A 1 −,+ has same type symbol as A 1 +,+ and one can verify that it also has the same type cancellation and very similarly we can show the following:
While for the symbol A 2 µ,ν (ξ, σ), as v = −, actually if we don't use the general rough estimate (3.56), but instead check the results: (3.54) and (3.55), we have better estimate for the (+, −) and (−, −) pairing cases. More precisely,
(3.110)
To proceed, notices that
For any possible T (f, g), the second term of the right hand side of equation (3.111) could be estimated by Lemma 3.3 as |θ| = |α| − 1, "loss 1 derivative" from estimate in Lemma 3.3 is still safe, thus (3.112) holds and it would be sufficient to estimate the second term of the right hand side of (3.112). For j ∈ {1, 2}, let's separate it into High× High, High× Low and Low × High cases.
Therefore, after combining the estimate (3.112), (3.115), (3.117) and (3.119), we could see that J is bounded by (φ 0 , Φ) 2
, hence to sum up, we have finished the proof (3.85).
Decay Estimate
Lemma 4.1 (Decay Estimate). For any t ∈ R and any suitable function f (x), we have
Proof. To prove (4.1), it would be sufficient to prove the following:
for any t ∈ R, x ∈ R 2 if function f satisfies
and we can use the H N 0 −1 norm to deal with the high frequencies:
From now on, we assume that |t| ≥ 1, otherwise it would be straightforward. When |x/t| ≤ 0.99 or |x/t| ≥ 1.01, we do integration by parts with respect to ξ, which will give us
Thus the remaining case is when |t| −5/4 ≤ 2 k ≤ |t| 5/8(N 1 −5) and |x|/t ≈ 1. Notice that the phase Φ(ξ) = t|ξ| + x · ξ has a line of critical points, i.e Φ ′ (ξ) = 0 when
Combing the result of (4.8) and (4.9), we could see that (4.2) holds for the last reminded case, therefore finish the proof.
Proof of Proposition 2.2
To prove proposition 2.2, we will use the following two assumptions throughout this section,
The proof of Proposition is separated into the following four steps:
Step 1: Transfer size between Φ andΦ.
Step 2: Improved Z-norm estimate forΦ.
Step 3: Transfer dispersion estimate back to Φ fromΦ.
Step 4: Improved estimate for φ 0 via bootstrap argument on the constraint.
5.1.
Transfer size between Φ andΦ.
Lemma 5.1. Under the bootstrap assumption (5.1) and the energy estimate (5.2), we have
Proof. In view of Lemma 3.1, we have the following for fixed t ∈ [0, T ]
Lemma 5.2. For any two well defined smooth functions h 1 , h 2 , we have the following tame estimate:
Similarly, we can show that for any Q ∈ {Q 0,0 ,Q 0,µ ,Q µ,ν } andQ ∈ {Q 1 0,0 ,Q 1 0,µ ,Q 1 µ,ν } the following estimates hold:
We also have the following L ∞ type estimate:
Hence sup
Proof. To prove (5.6), it would be sufficient to prove the following for fixed k ∈ Z,
Recall that the uniform upper bound for all possible symbols a µ,ν (ξ − η, η) + a ν,µ (η, ξ − η) is |ξ − η| + |η| (see (3.56) ). Hence
Thus the desired estimate (5.6) holds. Recall that all possible symbols q(ξ − η, η) have the upper bound |ξ − η||η|, thus to prove (5.7), we only need to replace the bound 2 max{k 1 ,k 2 } by 2 k 1 +k 2 . Then after separating into three types of interaction and using Cauchy-Schwarz, we could see (5.7) holds. Similarly, to prove (5.8), notice that all possible symbolsq(ξ − η, η) have the upper bound min{|ξ − η|, |η|}, which could be putted either in h 1 or h 2 , therefore (5.8) holds.
We could also not use L 2 type in (5.13) and (5.14), but with the price of loss 1 derivative in L ∞ , more precisely, the following also hold
The estimate (5.17) would be helpful if loss derivative in L ∞ type space is not a big issue. From (5.9) and the assumption (5.1), it's easy to see that (5.10) holds.
In view of Lemma 5.1, when T = 0, ǫ 1 could be changed to ǫ 0 and combine the result of Lemma 5.2, we could see that the size of initial data ofΦ satisfies the following bounds: Proof. Due to the continuity property (can be easily proved with the help of tame estimates we proved in Lemma 5.2 ) of solutionΦ in Z ∩ X N 0 −1 space, assume that T ′ ∈ [0, T ] is the largest number such that sup
Recall the fact that thatΦ satisfies the following
(5.21) and the nonlinearity N 1 is consist of
Define the associated pull back profile ofΦ asg(t) = e it|∇| Φ(t), and we do substitution and replace Φ byΦ − µ,ν A µ,ν (Φ µ , Φ ν ) and replace φ 0 by N 2 in (5.21), after substituting several times, we would have the following:
24) "quintic and higher" in (5.22) are those terms result from iterating the substitution and we like to remind readers that here we viewed φ 0 as "quadratic" as it will contribute more decay, and the quintic and higher terms depends on Φ,Φ and φ 0 . As −it|∇| (quartic terms except last two terms of (5.24) 28) at last from estimate (5.44) in Lemma (5.5), we see that
Notice the fact that
Another fact we'll use is that the equation satisfied byΦ, which is at least cubic, we could use the tame estimates in Lemma 3.3 to derive that ∂ tg (t) H N 1 −1 is bounded by ǫ 3 1 /(1 + t) 1−p 0 . Therefore, combine the estimates of (5.26), (5.27), (5.28), (5.29) and (5.30), we can derive
(5.31) Therefore T ′ = T and the desired estimate (5.19) holds.
Lemma 5.4. Assume that |t| ≥ 1, for any operator
inverts the order of inputs and we have four given smooth functions h 1 , h 2 , h 3 , h 4 , defineh i (t) = e ±it|∇| h i , i ∈ {1, 2, 3, 4}. Then we have the following estimate for any pair of sign µ, ν ∈ {+, −}:
32)
Proof. To prove (5.32), it would be sufficient to estimate the following summation:
(1 + |ξ|)
, the crucial and the common fact we are going to use is that for every bilinear operator Q ∈ {Q 0,µ ,Q µ,ν +Q ν,µ R,Q 1 µ,ν +Q 1 ν,µ R}, it will always have null structure, i.e there exist null structure (ξ − η) × (η − σ) inside q(ξ − η, η − σ). Here to be more rigorous, we would like to mention that the null structure (ξ − η) × η inm 1 µ,ν is used to cancel out the loss of |ξ|, therefore we won't retain the luxury of the gained angular ∠(ξ − η, η), however, after couplingm 1 µ,ν (ξ − η, η) with m 1 ν,µ (η, ξ − η), we could see the presence of structure (ξ − η)/|ξ − η| × η/|η|, which ensure us indeed gain one angle ∠(ξ − η, η). We have the following upper bound for all possible symbols c(ξ, η, σ) c(ξ, η, σ) (|ξ − σ| + |σ| + 1) 2 · min{|ξ − η|, |η − σ|} · max{|ξ − η|, |η − σ|, 1}.
For I k 1 ,k 2 ,k 3 , we have the following rough estimate:
Therefore, when min{k 1 , k 2 , k 3 } ≤ −3 log(1 + t) or max{k 1 , k 2 , k 3 } ≥ 9 log(1 + t) 8(N 1 − 11), the estimate (5.36) is sufficient to derive the following:
Thus we only have (log(1 + t)) 3 number of pairs (k 1 , k 2 , k 3 ) remained to consider, from now on, let's fix (k 1 , k 2 , k 3 ) and 2 max{k 1 ,k 2 ,k 3 } ≤ (1 + t) 9/8(N 1 −11) . As what we did before, the null structure inside the symbol q(ξ − η, η − σ) allows to do integration by parts in η and we could gain 1/t. More precisely,
here the symbold(ξ, η, σ) is
Therefore we have the following estimate:
here we use the notation h max{i,j} (h min{i,j} ) to denote
Thus, the desired estimate (5.32) follows. The proof of (5.33) and (5.34) are very similar, we could do similar rough estimate, however the symbol size could be very large, we at most loss 6 derivatives, as N 1 is sufficiently large, the same upper bound still holds. For fixed (k 1 , k 2 , k 3 , k 4 ) associated with the proof of (5.33) and (5.34), we do integration by parts in η (suppose that four inputs in frequency space are
, after integration by parts in η, like what we did in (5.42), we could put the input that at the highest derivative level (second highest level if the input hit by ∇ η or ∇ σ 1 is at the highest derivative level ) in L 2 , the input hit by ∇ η or ∇ σ 1 in L 2 and the other two in L ∞ , therefore the bounds in the right hand side of (5.33) and (5.34) hold.
Lemma 5.5. Assume that |t| ≥ 1, for any operator
inverts the order of inputs and we have four given smooth functions h 1 , h 2 , h 3 , h 4 , defineh i (t) = e ±it|∇| h i , i ∈ {1, 2, 3, 4}. Then we have the following estimates for any pair of sign µ, ν ∈ {+, −}:
Proof. The difference between the proof of (5.43) and the proof of (5.32) lies in the fact that now the null structure lies in (ξ − σ) × σ instead of (ξ − η) × (η − σ), while if we still integration by parts in η, we would loss one angular size of ∠(ξ − η, η − σ) which can't directly recovered from the null structure (ξ − σ) × σ. However, the rough estimates (5.36) and (5.37) still holds. To simplify argument, we'll not repeat the rough estimate part here. We consider directly the case when min{k 1 , k 2 , k 3 } ≥ −3 log(1 + t) and max{k 1 , k 2 , k 3 } ≤ 9 log(1 + t) 8(N 1 − 11), k 1 , k 2 , k 3 are fixed. We split I k 1 ,k 2 ,k 3 into four parts as following :
Herem is chosen as the smallest integer such that 2m
, we will do integration by parts in σ, and for termĨ 2
we will do integration by parts in η and we don't do integration by parts for termĨ 3
However, when we do integration by parts in η (similar situation for integration by parts in σ), we would loss 2 − min{k 1 ,k 2 } , recall that now the symbol contributes |ξ − σ||σ|, thus in the High × Low and Low × High interactions between ξ − η and η − σ, we would loss too much when the lower frequency is very low. Thus, when 2 |k 1 −k 2 | ≥ (1 + t) −1/2 2m ( respectively, 2 |k 2 −k 3 | ≥ (1 + t) −1/2 2m when integration by parts in σ), we use the information about the size of support of η (respectively σ), we would have the following rough estimate: 
Hence |(1 + |ξ|)
(5.50)
Very similarly, we can show that the similar bound holds forĨ 2
, here, we like to mention that when estimateĨ 4 k 1 ,k 2 ,k 3 , the summation with respect to angular variable will become the following
one can see that the upper bound remains as before, therefore the upper bound in the right hand side of (5.50) is still sufficient. The remained term needed to be estimate isĨ 3
, notice the angular cut-off we did for I 3
, we have ∠(ξ − η, ±(η − σ)) ≤ 2m, ∠(η − σ, ±σ) ≤ 2m. We can conclude that ∠(ξ − σ, ±σ) ≤ max |ξ − η| |ξ − σ| , 1 2m, as the size of symbolc(ξ, η, σ) contributes |ξ − σ|, thus won't cause trouble even when |ξ − σ| is sufficiently small, thus in this case, we can gain smallness from the null structure (ξ − σ) × σ, more precisely |(1 + |ξ|)
(5.51) To sum up, from (5.45), (5.50) and (5.51), we see that the desired estimate (5.43) holds. Very similarly, we can show that (5.44) holds, suppose that the inputs in frequency space are h 1 (ξ − η), h 2 (η−σ 1 ), h 3 (σ 1 −σ 2 ) and h 4 (σ 2 ), then the null structure in this case is (ξ −σ 1 )×(σ 1 −σ 2 ), we do angular cut-off with respect to ∠(ξ − η, ±(η − σ 1 )) and ∠(η − σ 1 , ±(σ 1 − σ 2 )), then argument would be exactly same as above while view σ 2 as a fixed number. As it's quartic setting, we could put two inputs in L 2 : one is at the highest derivative level (second highest if the highest one is the input hit by ∇ η or ∇ σ 1 ) and the other one is the input hit by ∇ η or ∇ σ 1 ; then put the other two inputs in L ∞ . While for the case when we need to use the size of support, i.e, put one input that has lower frequency in Z-normed space, due to multilinear estimate, we could put two higher frequency inputs of the other three inputs in L 2 type space and the last one in L ∞ type space. Therefore, we could see that the estimate (5.44) holds. Therefore (5.59) holds.
Asymptotic behavior of the solution
As a byproduct of the global existence result, we could very easily see that φ 0 scattering to zero in X N 0 , after analyzing a little bit more, we can show that actually Φ(t) scattering to the linear solution in a lower regularity Sobolev space. From the global existence part, we know the following bound (from (2.10)) holds:
From the improved Z-norm estimate forΦ part, for example, estimates (5.25) and (5.31), we could see that there existsg ∞ such that
Thus from (6.2), we could very easily derive that
Recall thatΦ(t) = Φ(t) + µ,ν (Φ µ (t), Φ ν (t)), thereforẽ g(t) = e it|∇| Φ(t) + 
