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Abstract 
 
 
In the present work, numerous molecular dynamics simulations of fragmentation of expanding 
Lennard-Jones (LJ) fluids have been performed. Two types of expansion were considered: that of 
Holian and Grady, and that of Blink and Hoover. Much larger systems were investigated in 
comparison with the previous authors (up to 0.54 million particles) and much more initial 
conditions. The previous authors studied systems with less than 15 000 particles. Statistical and 
thermal properties of fragments were investigated. The results are compared with simple 
fragmentation models and it is found that they often do not agree with them in the Blink-Hoover 
expansion but agree well with the Grady’s model in the Holian-Grady expansion. In this work, the 
upper part of the binodal and two points on the solid – liquid branches of the phase diagram of the 
two-dimensional LJ-spline fluid is obtained by Gibbs ensemble Monte Carlo method. This result 
has been never obtained earlier. LJ-spline (spline approximated to zero) and LJ-cut fluids (with cut 
off potential) are studied in detail. 
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Introduction 
 
 
Fragmentation is an example of material failure. This is a problem with widespread applications. 
The fragmentation of liquids is a subset of this field but nevertheless has many applications and yet 
is scientifically challenging to study. A complete mathematical and physical understanding of 
fragmentation is currently beyond reach given the complexity involved. In many cases there is even 
a lack of qualitative explanations. The aim of theory is to predict the number of fragments, their size 
and mass distribution and shape, as well as their velocity and spatial distributions. 
 
Fragmentation modelling is highly challenging because it involves fluid mechanics, dynamics and 
non-equilibrium statistical mechanics. There are many applications of these three fields which will 
gain from the ability to describe fluid fragmentation. Vaporisation can also be considered as 
expansion and fragmentation. In our project we will use Molecular Dynamics (MD) in an attempt to 
determine the mass and fragment size distributions comparing our simulation results to those of the 
many comprehensive theories.  
 
To describe the phenomenon of destruction quantitatively one must firstly to achieve the ability to 
simulate the fragmentation of a fluid under homogeneous adiabatic expansion. When this task is 
solved one can move on to simulation of fragmentation of solids, which is a more complicated 
problem. A complete mathematical and physical understanding of liquid fragmentation is currently 
beyond reach given the complexity involved. Modelling provides the best hope for making progress 
in this area. There were a few successful attempts to simulate fluid fragmentation by molecular 
dynamics hence there is a need to perform many. MD simulation of fragmentation of liquids is the 
aim of our work. While this phenomenon can be modelled by both Finite Element Method and 
Finite Difference Method, there are inherent difficulties with these approaches.  
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In Chapter 1, we give a literature review of the fragmentation science. We describe its applications, 
and theories of fragmentation, and attempts of atomistic simulation of the process. In Chapter 2, the 
methodology of our work is described in detail. The Molecular Dynamics method is explained and 
the tricks we are using with it: boundary conditions, minimum image convention, method of 
integration, the potentials, temperature measurements. NPT Molecular Dynamics and Monte Carlo 
method are introduced as well. A particular attention is given to the Gibbs Ensemble Monte Carlo. 
Various cluster definitions are discussed. 
 
Chapter 3 is devoted to phase diagrams of two-dimensional fluids. In it, the binodal of the two-
dimensional LJ-spline fluid is obtained by Gibbs ensemble Monte Carlo simulations. The second 
and the third virial coefficients for this fluid are calculated and the pressure is calculated with them 
and compared with the pressure obtained by Monte Carlo method. Two points on the solid – liquid 
phase diagram were obtained numerically and the solid – liquid curves were drawn along them. 
Nobody has done it before. In Chapter 4, extensive simulations with the Holian-Grady method are 
performed for systems up to 541 696 particles. Earlier simulations were for maximum 4225 
particles and were much less extensive. It has been confirmed that fragment sizes obey the bimodal 
distribution. The fragment translational, rotational, thermal and monomer temperatures are 
calculated. The relative shape anisotropy is obtained. A comparison with a simple Grady’s model of 
fragmentation has been performed and a good agreement is noticed: the average cluster size 
depends weakly on the system size but is proportional to the expansion rate power −1.22. 
 
In Chapter 5, extensive simulations with the Blink-Hoover method are presented for systems up to 
541 696 particles. Our predecessors performed much less extensive simulations for maximum 
14491 particles. We performed a comparison of our results with four simple models of 
fragmentation known from the literature and found that the dependence of the maximum cluster size 
on the system size does not agree with any model. However, for a system with the density 0.65 and 
temperature 0.65, this dependence is close to the model No 3. We also examined the dependence of 
the largest fragment size on the pressure in the system and found that this dependence decreases 
with the size to the one predicted by model No 3. The fragment translational, rotational, thermal and 
monomer temperatures are calculated. The gyration radius and relative shape anisotropy are also 
obtained. In Chapter 6, the numerous conclusions are presented. 
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 Chapter 1 
Literature Survey 
 
 
1.1 Science of Fragmentation 
 
1.1.1 Applications 
 
There is a wide range of physical and engineering applications involving fragmentation: 
fragmentation of brittle solids (Herrmann 1995), break up of oil shale (Grady and Kipp 1980), 
destruction of armor, exploding munitions (Elek and Jaramaz 2008) and even fragmentation of the 
Universe by the Big Bang (Brown et al 1983) giving the distribution of galaxies. Other examples 
are fragmentation of liquids in liquid jets at the nozzle exit (Reitz and Bracco 1982) and hot nuclear 
matter which exhibits fragmentation (Schulz et al 1984). In geophysics is studied fragmentation of 
rocks due to geological processes or explosions (Grady and Kipp 1987).  
 
1.1.2 Approaches 
 
Fragmentation can be caused either by abrupt forces or by static ones. The difference in the 
mechanisms of both types of failure is still not understood. Indeed, there are many similarities in 
both processes. To understand the nature of fragmentation, we have to study this phenomenon both 
physically and statistically. Even if the object is perfectly symmetrical, its fragmentation is random 
and the distribution of fragments size and shape requires a statistical description. In our work we 
will focus mainly on the dynamic failure caused by abrupt forces. 
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1.2 Statistical Theories 
 
One of the earliest papers on statistical theory of fragmentation is that of Lienau (Lienau 1936). He 
studied the statistical problem of random partitioning of a line and the distribution of the resulting 
fragment lengths. He considered a straight infinite line upon which the breaking points are 
distributed at random with the Poisson distribution with a density of s/1 per unit length, where s is 
the average fragment length. A sample with the length L, large in comparison with s , will have a 
number of fragments given by the integer approximately equal to 
sLN / , N >> 1     (1.1) 
Hence a large number N of fragments may be expected to contain  fragments larger than a 
fragment size s, where  is very nearly 
 ssNs /)(  exp , N >> 1  (1.2) 
where L is the length of the sample and s  is estimated from (1). The theory of Lienau was 
improved in (Grady and Kipp 1985, Grady 1990, Elek and Jaramaz 2008) as it is shown below. 
 
Mott and co-worker (Mott and Linfoot 1943) extended the one-dimensional case to the random 
fragmentation of a two-dimensional thin shell for which the fragments retain the form of the shell, 
and derived his well-known distribution relating the cumulative number of fragments and the 
fragment mass:  
 aNNaN
00
2exp )(    (1.3) 
where a is a fragment area and N0 is the number of fragments. These authors also obtained an 
analytic solution for an infinite area randomly fragmented by horizontal and vertical lines, Fig. 1.1: 
 aNKaNNaN
0100
22)(    (1.4) 
Here K1 is the modified Bessel function. However, the difference between Eqs. (1.3) and (1.4) is not 
that big. 
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Figure 1.1. Random fragmentation of the unit square with horizontal and vertical lines. 
 
Nowadays, attempts are made to extend the statistical theory to three dimensions and to improve 
one and two-dimensional descriptions (Grady and Kipp 1985, Grady 1990, Zhang et al 1999, 
Higley and Belmonte 2008, Elek and Jaramaz 2008). In (Grady and Kipp 1985) they consider an 
infinite body, in (Grady 1990) the author takes the finite size effects and discreteness of the body 
into account. In (Elek and Jaramaz 2008) the same problems are considered. In (Zhang et al 1999) 
fracture growth is introduced into equations. Higley and Belmonte (Higley and Belmonte 2008) 
study the effect of preferred fragment sizes. A detailed description follows. 
 
In (Grady and Kipp 1985) they examine the one-dimensional fragmentation problem of a finite line 
of the length l0 using binomial statistics and derive a formula for the cumulative fragment number 
per unit length: 
00
0
0
1
lN
l
l
NlN 





)(      (1.5) 
where N0 is the average number of break points per unit length, and l is the length of a fragment. 
They compared Eq. (1.5) with experimental data on fragmentation of thin ductile metal rings and 
found a rather good agreement. In the same paper they developed an alternative Poisson theory of 
area fragmentation. In some previous works an area was randomly fragmented by two sets of 
parallel lines, Fig. 1.1. However, there are many ways that straight or curvilinear lines can randomly 
fragment an area and it leads to different distributions. Grady and Kipp proposed a method for 
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randomly partitioning an area which is free from this disadvantage. They view the fragment area as 
a scalar variable. This supposition leads to a cumulative fragment number distribution  
N(a) = N0exp(N0a)     (1.6) 
where N0 is the average number of fragments per unit area, and a is the fragment area. Analogously, 
for random fragmentation of a three-dimensional body one can write  
N(v) = N0exp(N0v)     (1.7) 
where v is the fragment volume. The distribution (1.5) is used for description of random area 
fragmentation by
 
computer and a pretty good agreement was found. It is shown that Eq. (1.7) gives 
good results describing inhomogeneous fragmentation modelled by computer and experimental 
ones through a method of Poisson mixtures. 
 
The theory of (Grady and Kipp 1985) is applicable to continuous and infinite bodies. That is, 
fragment size can be arbitrarily small or arbitrarily large. In (Grady 1990) this theory is extended to 
discrete and finite bodies. For a discrete but infinite body a cumulative fragment distribution for 
mass m is 
N(m) = N0(1  /)
m/
     (1.8) 
where N0 is the number of fragments per unit mass,  is a minimum fragment mass,  is the average 
fragment mass. For a finite continuous body this distribution is given by the formula 
N(m) = N0(1  m/M)
(M/)1
    (1.9) 
where M is the mass of the body. The distribution for a discrete and finite body is much more 
complicated. 
 
In (Grady 1990) the statistical theory was compared with molecular dynamics fragmentation studies 
performed in (Holian and Grady 1988) and compelling agreement was obtained. The theory was 
also applied to a nuclear fragmentation resulting from a collision of a carbon nucleus with a silver 
nucleus. A reasonable agreement has been obtained. 
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It has been also shown that the cumulative number distribution for the galaxies which are the result 
of the Big Bang is in a good agreement with the Grady’s theory of random homogenous 
fragmentation. 
 
Zhang et al (1999) used the concepts of crack propagation to show that there is a minimum 
fragment size. They suppose that numerous cracks will be nucleated at random but only a few of the 
cracks will run through the sample and break it. The authors deduce a set of equations for the size 
distribution curve and fragment number and extend them to two and three dimensions. The 
parameters in those equations are physically determined but not fitted as in the previous works. 
Comparison with experimental data has been done. One can conclude that the agreement is quite 
good and the method has a very good predictive capability. 
 
In (Higley and Belmonte 2008) mathematical equations for modelling of fragmentation in one-
dimensional brittle rods were derived. Earlier it had been supposed that the fragment distribution is 
scale-invariant or has only one preferred fragment size. However, in (Gladden et al 2005) it was 
experimentally found that in the fragmentation in thin brittle rods there are preferred fragment sizes. 
Higley and Belmonte try to explain this phenomenon. They supposed that the preferred sizes are 
due to the coherent peaks in the deformation preceding the fracture. The authors also improve the 
single fracture Poisson process (Grady and Kipp 1985). This process is correct if the sizes of 
fragments are independent of the number of fragments, however, it is not the case. The resulting 
formula is capable of describing both exponential and non-power distributions. The equations 
contain the probability of breaks along the length of the rod and produce the distribution of 
fragments. The simulations qualitatively match the experimental results of destruction of brittle rods 
after dynamic buckling.  
 
In (Elek and Jaramaz 2008) the approach of (Lienau 1936) has been generalised to the two- and 
three-dimensional case through the Meijer and Bessel distributions. The Voronoi diagrams have 
also been applied to describe fragmentation. The authors compared a number of distributions with 
limited experimental results. It has been found that the modified Zhang distribution provides the 
best compatibility for the one-dimensional case. In the Zhang distribution (Zhang et al 1999) the 
average fragment length is 3.25 times larger than the minimum one; in the modified Zhang 
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distribution it is 2.70 times larger according to the approach of (Zhou et al 2005, 2006a). The 
Voronoi method gives the best agreement for two dimensions, and the Mott distributions (Mott and 
Linfoot 1943, Mott 1947) are the best for fragment volume distribution in three dimensions. The 
presented models were compared also with two-dimensional numerical segmentation of a unit 
square given on Fig. 1.1. Eq. (1.4) describes the data excellently, Eq. (1.3) describes them not much 
worse but the other distributions are much worse. 
 
1.3 Physical Theories 
 
Among the theories which take the physics of the process into account one can mention (Mott 1947, 
Grady 1982, Kipp and Grady 1985, Blink and Hoover 1985, Glenn and Chudnovsky 1986, Glenn et 
al 1986, Ashurst and Holian 1999a, Guicheret-Retel et al 2004, Grady 2008).  
 
Mott (Mott 1947) developed a theory of the break-up of a cylindrical bomb which consists of a 
number of coaxial circular rings. He considers a one-dimensional expanding ring which breaks into 
many pieces under rapidly applied loading, Fig. 1.2. In his model cracks randomly appear and in the 
crack neighbour region further fracture is forbidden. In his theory a basic assumption was made: the 
probability of fracture of an un-fractured specimen of unit length when the strain increases by d 
increases by dp = cexp()d, where c and  are experimentally determined constants. Mott used a 
graphical method to plot the probability density function of the fragments. His distribution depends 
on the radius and velocity of the bomb at the moment of failure, and on the mechanical properties of 
the material. The theory of Mott continues to influence fracture science up to the present. 
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Figure 1.2. A ring from a cylindrical ring-bomb before detonation and at the moment of fracture 
(Mott 1947). 
 
The models of Grady (Grady 1982, Grady 2008) balance the surface energy against the local kinetic 
energy of the fragments. The local kinetic energy is the kinetic energy relative to the centre of mass 
of the fragments. In (Grady 1982) dynamic fragmentation in a fluid medium has been considered 
and an equation for the equilibrium fragment surface area has been derived (the equilibrium means 
equality of the surface and kinetic energy): 
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where  is density,   is the rate of change of density and  is the surface energy (surface tension). 
Eq. (1.10) was compared with the experimental data for oil shale and steel and a reasonable 
agreement has been found. 
 
In (Grady 2008) a short survey of experimental and theoretical size distributions resulting from 
dynamic fragmentation is given. It is concluded that the theories (Mott 1947, Grady 1982) were 
pretty successful in describing ductile materials. However, they are problematic when applied to 
brittle solids. Experimental fragment distributions for ductile materials are exponential or 
exponential-like, but those for brittle solids have a power law form. Grady attempted to explain the 
dynamic fragmentation of brittle solids. He demonstrated a very close analogy between such a 
fragmentation and turbulence in fluids. He proposed the following cumulative distribution function: 
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Here N(x) is the number of fragments of size greater than x, N0 is the total number of fragments,  is 
the average fragment size and  is the fractal dimension. The author tries to extend his previous 
energy-based theory and obtains a sensible agreement with an experiment. 
 
Kipp and Grady (Kipp and Grady 1985) use a mechanical approach for evaluation of the fragment 
sizes in dynamic fragmentation of an expanding ductile ring. They extend the calculation of Mott 
(Mott 1947) to include energy dissipation within the fracture and obtain simple expressions for the 
average fragment size and fracture time. However, they do not compare the results with an 
experiment. They only found that the calculated minimum fragment size is in a very good 
agreement with the experimental value. 
 
Glenn and Chudnovsky (Glenn and Chudnovsky 1986) modified Grady’s model to include the 
strain energy. Their model predicted that the stored elastic energy must play the dominating role in 
brittle materials destruction, however, comparison with available experimental data indicated that it 
is not the case at all. Therefore, this model was modified in (Glenn et al 1986) using the theory of 
linear elastic fracture mechanics. The new approach predicts the average fragment size as a function 
of the strain rate and properties of the material. It also unifies the previous theories: it yields 
Griffith’s result at low strain rates and Grady’s solution at high strain rates. Griffith’s theory was 
developed for static loading (Griffith 1921), according to it fragmentation is characterised by the 
balance between potential and surface energy, and the specimen fails when the largest crack reaches 
the critical size.  
 
The authors of (Guicheret-Retel et al 2004) consider fuel pellets cracking in a nuclear reactor due to 
thermal expansion. They assume that pellets fragment into eight equal parts, which corresponds to 
the most likely situation. They model the fragmented state of the pellet with the aim of simulating 
stress and strain fields in it. Their method consists of a one-dimensional finite-element model with 
added parameters describing the fuel as an anisotropic damaged material. Then the parameters of 
the model are adjusted so that it can simulate three-dimensional pellets. The model is able to 
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account for the opening and closing of pellet cracks. The simulations of elastic and viscoplastic 
material behaviours give very satisfactory results. 
 
1.4. Atomistic Simulation 
 
Materials fracture is an extremely complex problem involving crack nucleation, growth, and 
interactions, material properties, microstructure, loading conditions etc. Therefore, fragmentation 
models are highly simplified. However, it is possible to explore the problems microscopically by 
molecular dynamics. Such attempts were made, for example, in (Blink and Hoover 1985, Holian 
and Grady 1988, Toxvaerd 1998, Ashurst and Holian 1999ab).  
 
In (Blink and Hoover 1985) fragmentation of a two-dimensional Lennard-Jones fluid during the 
expansion of this fluid into a much larger low-pressure volume was studied using molecular 
dynamics. 169-, 721-, 2611-, and 14 491-particle systems and five level heating (initial pressures) 
were used and four models of fragmentation were checked. This molecular dynamics study 
confirmed the Grady’s model of fragmentation. His model predicts that the number of fragments is 
proportional to the 1/3 power of the number of particles and the 4/3 power of the initial pressure. 
The molecular dynamics results of Blink and Hoover agree with these predictions with high 
accuracy. The three other models were ruled out: the model in which the surface tension balances 
the initial pressure; the model in which static pressure transforms into dynamic expansion pressure; 
the model in which only the dilational energy of the outer shell is used in the current model. 
However, the fragment sizes are about ten times lower than the Grady’s model prediction. 
Nevertheless, this is a very good result because in experiments much smaller fragments are 
observed than predicted by the physical theories (Lankford and Blanchard 1991, Shih et al 2000, 
Wang and Ramesh 2004). 
 
The authors of (Holian and Grady 1988) consider homogeneous adiabatic expansion of a condensed 
Lennard-Jones - spline fluid (the potential is smoothly truncated by using spline. A detailed 
description of this potential is given in Chapter 2). The fluid thereby exhibits fragmentation. They 
also study the process by molecular dynamics. They consider a two-dimensional infinite system 
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which consists of periodic squares. In every rectangle there are N atoms. The periodic boundary 
conditions are imposed. The rectangles expand linearly with time: 
)1()( 0 tLtL      (1.12) 
where L0 is the initial length and 0L  is the boundary velocity. Holian and Grady found that the 
dependence of the cumulative number of clusters on the size of the clusters is a bimodal 
distribution, that means it has two different modes. Its first mode is the average cluster size 
(excluding monomers) and the second mode is the number of monomers. It has been shown that 
homogeneous fragment distributions are exponential with fragment mass rather than with its 
diameter as has been suggested earlier (Mott and Linfoot 1943). The average fragment mass (the 
number of atoms in a cluster)  is inversely proportional to 34 / . The result is in reasonable 
agreement with Grady’s model (Grady 1982), however, the latter overestimates it by the factor of 3. 
 
Toxvaerd (Toxvaerd 1998) applied the technique of (Holian and Grady 1988) for two- and three 
dimensional Lennard-Jones fluids. In the previous works a certain interparticle distance was 
specified as the definition of a cluster. If the distance between the particles is less than this distance 
then they belong to the same cluster. This method contains some arbitrariness. Toxvaerd used 
another criterion which has no arbitrariness, namely, the structure factor, S(q), for small wave 
number q. He finds that the distribution of fragments is established at early times of the expansion 
(this is so-called nontrivial fragmentation) and the fragment sizes are exponentially distributed. He 
also observed nontrivial fragmentation only for expansions for which the system enters the liquid-
gas region on the phase diagram. The results for three-dimensional systems differ very much from 
two-dimensional ones. For the three-dimensional case a non-trivial fragmentation is possible only 
for expansion rates for which the viscous phase separation does not take place. Viscous phase 
separation is separation of a fluid into two phases at compositions and temperatures where it leads 
to the decrease of the free energy. The rate of such separation is approximately proportional to the 
initial viscosity. 
 
Ashurst and Holian (Ashurst and Holian 1999ab) extended the work (Holian and Grady 1988) by 
using the Lennard-Jones potentials with larger cut offs, Figs. 1.3, 1.4 and 1.5. They do not 
approximate it by spline but shift so that it is zero beyond the cut off. They also simulated three-
dimensional systems. The authors compared the Grady’s model and a strain energy one (it 
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transforms elastic potential energy gained from the expansion of the system into the surface energy 
which is responsible for breaking bonds and formation of new surfaces). The latter model gives 
better agreement with the simulation results (the former one overestimates the results), however, 
both models predict that p/ const  where p = 2D/3 and D is the dimensionality. This model 
and the MD study agree well with experimental results obtained from the free-jet expansion of 
liquid helium. In this study it is also found that the cumulative number of clusters is a bimodal 
distribution. 
 
 
Figure 1.3. An initial two-dimensional liquid configuration with a reduced density of 0.75 and a 
reduced temperature of 0.6; Lennard-Jones potential (Ashurst and Holian 1999a).  
 
Figure 1.4. Clusters formed by expanding in two dimensions at the rate 010.  until the domain 
size has doubled (Ashurst and Holian 1999a). 
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Figure 1.5. Clusters formed by expanding in two dimensions at the rate 10.  until the domain 
size has doubled (Ashurst and Holian 1999a). 
 
1.5. Numerical Theories 
 
Some authors applied numerical approaches (Zhou et al 2005, Zhou et al 2006ab, Gold and Baker 
2008). Physical theories consider materials failure as an instantaneous event although it is a time-
dependent process. Also, as it was mentioned above, fragmentation models are highly simplified. 
The time-dependence is inherent to numerical models. They also include complicated mechanics 
and physics of the process. 
 
In (Zhou et al 2005) a one-dimensional modelling of brittle ceramic fragmentation has been carried 
out. The approach takes into account many mechanisms: elastic wave interaction, cohesive crack 
opening and closing, dynamic crack nucleation, local strength distribution, etc. It has been shown 
that the average fragment size and the fragment size distribution (variance) decreases with the strain 
rate. At low strain rates the fragment size is twice larger than that of (Glenn and Chudnovsky 1986). 
At very high strain rates it is about four times less than that of (Grady 1982). The theory can predict 
the number of fragments and the sizes of these fragments can be estimated. The authors also 
investigate the influence of initial defects on the fragmentation and fragment size distribution. It 
was found that the cumulative fragment number function depends on the strain rate. 
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Zhou and co-workers (Zhou et al 2006a) studied Mott’s problem numerically for brittle materials 
(fragmentation of a one-dimensional expanding ring). The authors use a numerical approach which 
takes into account crack initiation, growth, and interactions, and the material’s properties. Based on 
the results of the simulation they propose an empirical formula for the average fragment size and an 
empirical expression for the cumulative distribution function: 













 

2
0
min
0
exp
s
ss
NsN )( .   (1.13) 
Here s is a fragment size, N0 is the total number of fragments, smin is the minimum fragment size and 
s0 is the scaling parameter. For small strain rates the calculated average fragment size is about twice 
greater than the Glenn-Chudnovsky result. For high strain rates the calculated average fragment size 
is smaller than that given by the Glenn-Chudnovsky and Grady’s models. It is interesting that 
smin/<s> = 0.37 for all strain rates. The distribution Eq. (1.11) agrees with experiment better than 
other proposed distributions. Both empirical formulae have a good predictive capability. 
 
In (Zhou et al 2006b) the approach of (Zhou et al 2005) is extended to a circular ring which is 
dynamically expanded. Two regimes were investigated: free expansion and constant velocity 
expansion. The following major results have been obtained: 
1. Fragmentation of a ring with constant velocity expansion is identical to the fragmentation 
of a one-dimensional bar. 
2. The average fragment size decreases with the increase of the strain rate; the minimum and 
maximum sizes also decrease.  
3. The fragment sizes distribution can be described by a Rayleigh function with a good 
accuracy. The ratio of the average fragment size to minimum size is almost independent of the 
strain rate. The ratio of the maximum fragment size to average size increases linearly with the 
logarithm of strain rate. 
4. The fragment size is independent of the ring size in an expansion with a constant velocity 
(given the same strain rate).  
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The fragment size calculated by this model for low strain rates is 2 – 3 times larger than Glenn and 
Chudnovsky’s estimate. For higher strain rates it is 1/3 – 1/4 smaller. It is smaller than Grady’s 
estimate for all strain rates. Also are investigated the effects of ring size and the material properties.  
 
In (Gold and Baker 2008) the Mott’s theory (Mott 1947) of explosion of cylindrical ring-bombs is 
introduced into the CALE computer program (Tipton 1991). According to his theory, in these 
bombs the average length of the circumferential fragments is a function of the radius and velocity of 
the ring at the moment of disintegration, and the mechanical properties of the material. CALE is a 
program for solving two-dimensional and three-dimensional axial symmetric high-rate problems by 
the finite difference method. It uses arbitrary Lagrangian–Eulerian formulation of the main 
equations. The authors simulated the performance of fragmentation munitions and got an excellent 
accuracy for fragment sizes, the number of fragments, fragment velocity distribution etc. They 
proved that their method has a very good predictive capability. Experiments using flash 
radiography, high-speed photography, and sawdust fragment recovery were also carried out in their 
work. 
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Chapter 2 
Simulation Methodology 
 
 
2.1 Molecular Dynamics 
 
Molecular dynamics (MD) is an atomistic simulation method closely linked to Boltzmann’s 
formulation of statistical mechanics. The motion of a set of particles is evolved by solving classical 
equations of motion using a finite difference integration scheme. Once a potential energy function 
has been specified, MD is essentially exact. Thermodynamic properties are obtained as time 
averages of certain instantaneous functions of the positions and momenta of the atoms (phase 
functions). Basic MD can employ Newton’s equations of motion but a more useful choice is to use 
Hamilton’s coupled set of first order motion equations: 
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where pj are the generalised momenta and qj are the generalised coordinates, and H is the 
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 where U(q) is the potential energy function. 
 
2.1.1 Initial conditions 
 
 To evolve trajectories, one must specify the initial state of the system. For the positions, any 
convenient set of atomic positions will do if the object of study is a liquid. Typically, a lattice 
starting structure is used. The momenta are typically sampled from a Maxwell-Boltzmann 
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distribution whose width (variance) is related to the temperature of interest. The manner in which 
this is achieved is described below. 
(i) First, random numbers are generated from a uniform distribution on the interval (0, 1). 
(ii) These random numbers are then transformed into random numbers sampled from a normal 
distribution with zero mean and unit variance – the Box-Muller method (Allen and Tildesley 
1991). 
Suppose 1 and 2 are two uniform random variables sampled at (0, 1). Then 1 and 2 are 
now normally distributed: 1 = (2ln1)
1/2
cos22 and 2 = (2ln1)
1/2
sin22 
(iii)  Finally these values are scaled by a factor  ( is the standard deviation of velocity). Then 
the Box-Muller distribution of the velocity components is 
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2, and thus the variance is 2. 
One then zeroes the total momentum and finally one should rescale the momenta to give the desired 
temperature, which will have changed as a result of the zeroing. 
 
2.1.2 Boundary conditions 
 
MD, involving the solution of differential equations requires boundary conditions. The boundary 
conditions can be of different types. The most common choice for modelling bulk materials is to 
employ periodic boundary conditions (PBCs) (Allen and Tildesley 1991). In this method the system 
is modelled as a grid of periodically repeated cells. Each cell contains N particles. When a molecule 
passes through one side of the cell, it appears on the opposite side with the same velocity. Thus a 
periodic system in two dimensions is an infinite checkerboard of identical systems, Fig. 2.1. The 
PBCs are useful for simulating a bulk environment to avoid the influence of surfaces because in 
small systems atoms in the surface layer constitute a significant portion of the population.  
 
Other types of boundary conditions used in MD simulations include: free boundaries, rigid 
boundaries and mirror boundaries (Hoover 2006). Mirror boundaries are useful in situations where 
the substance to be modelled is not homogeneous, for example a fluid in a gravitational field or the 
interface between a fluid and a thermal reservoir. The idea of the mirror boundary condition is that 
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particles near a mirror boundary have reflected images across the “mirror” and thus may interact 
with them. The image particles may be static or they may move with a finite velocity (dynamic 
mirrors). The mirror boundaries allow the fluid properties to be continuous across an interface and 
may even be used to facilitate heat flow, for example. Rigid and mirror choices are good for 
boundaries fixed in space. A convenient way to model the rigid boundary is to use a steep repulsive 
potential to prevent material from crossing an interface. 
 
 
 
 
 
 
 
 
 
 
Figure 2.1. Periodic boundary conditions. Filled circles, initial positions of atoms, open circles, 
their positions after displacement. 
 
2.1.3 Integration scheme 
 
There are a number of methods for numerical integration in MD simulations. Let us mention some 
of them. The Verlet method is widely used for integration of Newton’s equations of motion in MD 
simulations [Verlet 1967]. In this method, the acceleration of a particle is approximated as a centred 
difference quotient: 
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where dt is the increment in time, a = F/m and rF  /U . The new coordinate r(t + dt) can, 
therefore, be defined from the coordinates at times t – dt and t, and from the acceleration at the time 
t: 
2d)()()(2)d( ttdttttt arrr     (2.3) 
This method is simple, offers a good stability and is time reversible. This method has an accuracy of 
)(d 2tO  which is not that high. It is not self-starting, however this is not a problem because only 
one point has to be estimated at the beginning of the simulation and the error of that estimation is 
negligible over a large number of steps. Another disadvantage is that velocities are not explicitly 
calculated. 
 
In Gear’s method, one considers the differential equation ),( tf rr   or ),( tf rr  . Positions, 
velocities, accelerations etc.  at time t + dt can be estimated by Taylor expansion: 
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The superscript “p” means predicted value. One can calculate from the predicted positions rp the 
correct accelerations a
c
(t + dt) (from the equations of motion). One can obtain the difference 
between the predicted and correct accelerations: 
)d()d()d( pc tttttt  aaa    (2.5) 
Then a corrector step is made: 
)d()d()d( 0
pc ttctttt  arr  
)d()d()d( 1
pc ttctttt  avv  
)d()d()d( 2
pc ttctttt  aaa    (2.6) 
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The resulting )d(c tt r  etc. are better approximations to the true values. The coefficients ci are 
tabulated (Allen and Tildesley 1991). The process may be iterated: new accelerations are calculated 
from the corrected positions r
c
 and positions, velocities and accelerations are refined through Eq. 
(2.6). 
 
This method has an error of O (dt
3
). It achieves a very good accuracy and also has an excellent 
stability. However, it is not self-starting and requires two starting points to produce a solution. 
These points are generated with a first order approximation. This increases the complexity of 
programs and the memory for the code. 
 
Another simple second order method is Leapfrog algorithm. It integrates equations of the form  
)(rr f     (2.7) 
The Verlet method has a weakness: the velocities are not part of the finite difference scheme. In the 
Leapfrog algorithm, one solves the following equations for coordinates and velocities: 
tnnn d2/11   vrr     (2.8) 
)( nn f ra       (2.9) 
tnnn d2/12/1 avv       (2.10) 
They involve half step velocities which are then advanced ahead of the positions, hence the name 
‘leapfrog’. There are two strengths to this method. The first one is the time-reversibility. The second 
one is that it conserves the energy of dynamical systems, i.e. it is symplectic. This method has an 
accuracy of )(d 3tO . It is not self-starting. 
 
In our work we use a fourth-order Runge-Kutta scheme. It is typically employed to integrate the 
MD equations of motion. This method has a local truncation error of O(dt
5). It involves four ‘force’ 
evaluations per time step but the numerical effort is worth it for the increased energy conservation. 
The method is self-starting, and it solves very well problems with Lyapunov instability. 
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Runge-Kutta method of the order n is designed to reproduce the first n terms in a Taylor series 
expansion. Again, one considers the differential equation ),( tf rr   with the initial condition 
0)0( rr t . The fourth order Runge-Kutta method gives the following solution: 
 43211 22
6
1
bbbbnn  rr    (2.11) 
where  
ttfb nn d),(1 r     (2.12) 
tttbfb nn d)d
2
1
,
2
1
( 12  r    (2.13) 
tttbfb nn d)d
2
1
,
2
1
( 23  r    (2.14) 
tttbfb nn d)d,( 34  r    (2.15) 
The expression for velocities is analogous. Thus, the new coordinates and velocities at time t + dt 
are estimated from the known values r(t) and v(t) as the weighted averages of four intermediate 
coordinates. 
 
It is worth noting that the harmonic oscillator problem can be solved exactly with the fourth-order 
Runge-Kutta scheme (Hoover 1991). This is useful for debugging purposes.  
 
2.1.4 Potentials 
 
The potential energy of a system of particles can be written as a sum of one-body, two-body, three-
body terms etc: 
...),,(),()()( 321   
  i ij ijk
kji
i ij
ji
i
i UUUU rrrrrrr  (2.16) 
Successive terms represent the contribution of single atoms, interaction of pairs of atoms, 
interactions of triplets of atoms etc. Single atoms contribute the role of the external fields, for 
 42 
example, influence of the walls. Three-body interactions play an important role at liquid densities 
(they constitute about 10% of the potential energy) but higher order interactions are not significant. 
It is difficult to take three- and higher order interactions explicitly in the calculations hence one 
often uses an effective two-body potential with adjusted parameters. The material described by such 
an effective potential reproduces experimental data with a good accuracy. 
 
In MD and Monte Carlo simulations, it is common to use the pair-additive Lennard-Jones (LJ) 
potential: 
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where r is the distance between the atoms, ε is the inter-atomic potential well depth and σ is the 
atom diameter (the distance at which the inter-atom potential is zero). Its plot is given in Fig. 2.2. 
Holian and Grady (1988) used the Lennard-Jones potential truncated at Rcut 1.74 and smoothly 
extrapolated to zero by a cubic spline from the point of inflection Rcut2 1.24, Fig. 2.2. We 
consider a two-dimensional fluid with a LJ potential truncated and smoothly extrapolated by a cubic 
spline with the same Rcut and Rcut2: 
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        = A(r  Rcut)
2
 + B(r  Rcut)
3
,  Rcut2 < r < Rcut 
        = 0,     r > Rcut 
where Rcut = 1.737051855, Rcut2 = 1.24445506, A = −4.864890083 and B = −3.2920028 are the 
coefficients. 
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Figure 2.2. Lennard-Jones pair potential, solid line. Spline interpolated Lennard-Jones potential 
with zero slope at U(r) = 0 (Holian and Grady 1988), dashed line. 
 
2.1.5 Potential truncation and minimum imaging 
 
It is difficult to take into account the interactions between all molecules of the system. To reduce 
the amount of calculations the minimum image convention is used (also in our work) (Allen and 
Tildesley 1991). In the infinite lattice with the periodic boundary conditions, interactions only in 
one cell are considered. Every atom in the cell interacts with all other atoms in the cell. If the 
distance between the former atom and the latter one is greater that between the former atom and the 
nearest image of the latter one, then the interaction with the shortest distance is taken. The number 
of such interactions is N(N – 1)/2. It still requires a substantial calculation and potential truncation is 
also applied. In three-dimensional simulations it is usual to truncate a potential spherically. It 
means, the potential (r) is set to zero if r is greater that a certain cut off distance rcut. This 
approximation works well for short-range forces. In two dimensions this is replaced by a circular 
cutoff.  
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2.1.6 Temperature measurement 
 
The simplest temperature is the gas kinetic temperature. This can be obtained through the 
equipartition theorem: 



i
ii
B
m
Tk
DN pp
2
1
2
   (2.19) 
where D is the physical dimension of the system. In practice, performing MD in the centre of mass 
frame of reference removes D degrees of freedom, so left hand side of Eq. (2.19) becomes 
Tk
ND
B
2
)1( 
. The temperature is thus obtained from the time averaged mean kinetic energy per 
particle. In two dimensions it is correct to O(1/N). 
 
Another measure of temperature is based on the thermodynamic temperature, defined through 
VE
S
T 


1
, where E is the internal energy and S is the entropy. In recent years various authors have 
popularized another related temperature – the configurational temperature, Eq. (2.20), which is 
independent of the momenta. This temperature is less convenient than the kinetic temperature but it 
was justified on the grounds of its perceived usefulness in non-equilibrium MD (NEMD) 
simulations since one avoids the difficulty of needing to estimate the thermal contribution to the 
velocity of atoms (Butler et al 1998), (Delhommelle and Evans 2001), (Braga and Travis 2005).  
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2
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    (2.20) 
The configurational temperature is also a useful diagnostic tool in the MC simulation of a many 
particle system because it tracks the temperature of the system even when it is not in global 
thermodynamic equilibrium. One does not have any momenta in MC but on can calculate the 
configurational temperature and estimate the thermal temperature. 
 
 
 
 45 
2.1.7 Thermostats 
 
Standard molecular dynamics probes the microcanonical ensemble (strictly, a subset of the 
microcanonical ensemble since the total linear momentum is conserved by Newton’s equations in 
which the Hamiltonian is a constant of motion (total energy)). In laboratory experiments it is easier 
to control the temperature than the energy. MD can also be performed at constant temperature. To 
maintain the system at a constant temperature, a simple temperature rescaling is sufficient at every 
step: 
kin
req
E
kT
vv  . Here v is the velocity of a particle, Treq is the required temperature and Ekin is 
the actual kinetic energy of the system. There are more sophisticated methods, for example, in the 
Andersen’s method the velocities of particles after a collision are taken from the Maxwell-
Boltzmann distribution for the desired temperature (Frenkel and Smit 2002). Despite being simple, 
neither of these schemes generates the correct statistical mechanical ensemble. To do this, other 
methods of temperature control need to be considered. 
 
a) Gaussian thermostat  
For the isokinetic ensemble one can use a Gaussian thermostat. In this scheme, the system is 
coupled to a heat bath. Application of the Gauss’ principle of least constraint (Landau and Lifshitz 
1960) leads to the following equations of motion: 
m
i
i
p
r      (2.21) 
iii pprFp ),(     (2.22) 
(Hoover etc 1982; Evans 1983). The quantity (r,p) plays the role of a friction coefficient (though 
unlike friction in mechanics, can take plus or minus sign) which reduces the temperature to a 
constant value. It is chosen so as to satisfy Gauss’s principle of least constraint (Evans et al 1983). 
This principle states that the actual trajectories of particles in systems with constraints deviate as 
little as possible (in a least-squares sense) from the Newtonian trajectories in unconstrained 
systems. The quantity  becomes a Lagrange multiplier which minimises the difference between 
the trajectories, and the resulting expression for it is: 
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Gauss’ principle is very fruitful in non-equilibrium molecular-dynamics of irreversible phenomena. 
A Gaussian thermostat does not generate the canonical ensemble, it generates the isokinetic one. 
However, the canonical distribution of momenta is quickly established. 
 
b) Nosé–Hoover thermostat 
There is another method to control temperature while probing the NVT ensemble. The Nosé–Hoover 
approach uses an extended Lagrangian of a N-body system that contains an additional coordinate s, 
and an effective mass, Q, linked to s:  
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(Frenkel and Smit 2002). From this Lagrangian the following equations of motion result: 
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Here  is the thermodynamic friction coefficient. Hoover proved that Eqs. (2.25) – (2.27) are 
unique, that is, there are no other equations of the same form which lead to NVT distribution. The 
larger Q results in smaller temperature fluctuations; large Q correspond to high inertia of the heat 
bath. The Nosé–Hoover method provides a way to control the temperature more smoothly than 
Andersen’s method where the velocities are stochastically changed, and has the advantage of 
generating the canonical distribution of momenta. The disadvantage is the introduction of an 
adjustable parameter (Q), though this can be an advantage in certain applications. 
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2.1.8 NPT Molecular Dynamics 
 
The majority of natural phenomena occur at constant pressure. It is important, therefore, to have a 
means of performing constant pressure MD simulations. Many methods have been developed and 
all of them change the volume. For example, Berendsen et al. (1984) described coupling to a 
pressure bath. They add the pressure equation to the equations of motion: 
 
Pt
PP
dt
dP 
 0     (2.28) 
Here P0 is the desirable pressure and tP is the time constant. At each step, the volume of the system 
is multiplied by a factor  and the coordinates of centre of mass by factor 1/3. This is equivalent to 
the temperature scaling previously described. It is given by the equation 
 PP
t
t
P
T 

 01     (2.29) 
Here βT is the isothermal compressibility and t is the time step. The knowledge of the 
compressibility is not necessary since it can be included in tP. 
 
However, this scheme does not generate the NPT ensemble. Hoover has developed a scheme based 
on Nosé’s mechanics that does this (Hoover 1985, 1986). His equations of motion are 
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p
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Here D is the dimensionality, F is the force,  is the thermodynamic friction coefficient,  is strain, 
K is the kinetic energy, K0 and P0 are specified mean kinetic energy and pressure, respectively, Q is 
an effective mass from Eq. (2.24), and  is the relaxation time. 
 
2.2 Metropolis Monte Carlo Method 
 
Monte Carlo methods are a class of numerical tools involving random numbers. Basic Monte Carlo 
methods find wide utility in estimating certain integrals (quadrature). They work by generating 
random values of the integrand etc (Allen and Tildesley 1991; Frenkel and Smit 2002). The same 
approach cannot be used to estimate partition functions because many states in an ensemble give a 
small contribution to the averaged value because their Boltzmann factor is very small. The 
Metropolis scheme is a method of finding states with high probability from a canonical ensemble, 
which give a significant contribution. During a Monte Carlo simulation, one takes successive states, 
i.e. generates a Markov chain. If the potential energy of the successive state is less than that of the 
former one, then the new state is accepted. If it is greater, then the new state is accepted with the 
probability exp(βU), where U > 0 is the energy difference between the states. A random 
number is generated and if it is less than exp(βU) the move is accepted.  
 
2.2.1 Monte Carlo in the NVT and NPT Ensembles 
 
NVT (canonical) ensemble is a conventional one used in Monte Carlo simulations. The probability 
density of states for this ensemble is proportional to  )(exp pr,H  and its partition function is  
  Γpr, d)(exp1
3   Hh!N
Q
NNVT
   (2.35) 
Here dΓ = drdp = drNdpN is an element of phase space, a 6N-dimensional vector in that space. The 
thermodynamic function in this case is the Helmholtz energy A: 
NVTQA ln     (2.36) 
The average value of a function f in this ensemble is given by  
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The partition function can be expressible as a product of the ideal gas and potential parts: 
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Here K(p) is the kinetic energy of the ideal gas and 
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Broglie wave length. The potential part is  
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Instead of potNVTQ , the configurational integral 
pot
NVT
N
NVT QVZ   is often used. As it is easy to 
calculate ideal gas properties, Monte Carlo methods focus on exploration of the configurational part 
of phase space. The average value of a configurational function f in the NVT ensemble will be  
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At each MC step, an attempt is made to move a single particle (chosen randomly) by a small 
random displacement. N attempted ‘moves’ can be considered as equivalent to a single MD 
timestep. The random number generator produces the displacement of a particle in the x, y, and z 
directions. The magnitude of the displacement along every axis is limited to rmax which is found 
empirically though rmax should never exceed half the box length. The Metropolis scheme is applied 
to accept or reject the move. 
 
Another widely used ensemble is the isothermal-isobaric one. It is of importance because most real 
experiments are carried out under constant pressure. In it, the pressure, temperature and the number 
of particles are kept constant but the volume fluctuates. The probability density of states for the 
NPT ensemble is proportional to   PVH  exp  and its partition function is  
   Γdd1
0
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VPVHexp
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Q
NNPT      (2.41) 
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Here V0 is the chosen value of volume to keep QNPT dimensionless. Its choice is not important. The 
thermodynamic function for this ensemble is the Gibbs energy G: 
NPTQG ln     (2.42) 
The configurational integral for this ensemble is: 
    rr d)(expdexp   UVPVZNPT     (2.43) 
and the average value of a configurational function is 
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In this equation, s = r/L are scaled coordinates, L is the side of the cube (the system is a cube), and 
V
N 
appears as the result of scaling. The probability density of states becomes proportional to 
  VNPVU ln)(exp  s . Again, the Metropolis scheme is applied but for two moves: particle 
displacement and volume displacement. 
 
Some authors (Eppenga and Frenkel 1984) found that it may be more convenient to change lnV in 
the simulation, rather than V. This has the advantage that all possible values of V1 in configuration 
space can be achieved in the random walk. Also, the average step size in lnV is much less sensitive 
to the density. To adopt this method, the acceptance rule has to be slightly modified. 
 
2.2.2 Gibbs ensemble Monte Carlo method 
 
The Gibbs ensemble method of Panagiotopoulos (Panagiotopoulos et al. 1987, 1988) simulates 
fluid phase equilibria without an explicit interface when the temperature, pressure and chemical 
potentials of the coexisting phases are equal. Although the chemical potentials are equal, their 
absolute values are undetermined. (They can be easily computed in Grand Canonical MC by 
looking at the accept/reject rates for insertions and averaging exp(−U+) from the insertion steps). It 
is the reason why this method can work. If these values were determined the system would not 
change, three parameters define the state unequivocally. The great benefit of the Gibbs method over 
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the other ones is that, in it, the system spontaneously determines the parameters of the coexisting 
phases (pressure, densities and compositions). Many other methods of construction the coexistence 
line involve tedious work of computation the chemical potentials as a function of pressure for 
different compositions. The Gibbs ensemble Monte Carlo method is deficient when simulating 
dense phases of strongly interacting liquids and solids because of the poor performance of the 
insertion/deletion steps. Secondly, it is difficult to implement on parallel computers. 
 
For direct simulation of first-order phase coexistence the Panagiotopoulos scheme can be taken 
(Frenkel and Smit 2002; Allen and Tildesley 1991) in which the total volume of the two adjacent 
boxes and the total number of particles in them remain constant, Fig. 2.3. That means, the total 
system is an NVT one. In this scheme, three types of trial moves are considered: 
1. Random selection of a particle and its displacement. 
2. Change of the volume of a box by V and the volume of a box by V. 
3. Random selection of a particle and its transfer to another box. 
 
Particle displacement 
Assume that state new is obtained from state old via the displacement of a randomly selected 
particle in box 1. This is done using the following scheme:  
1. Calculate the energy of the initial configuration U(old).  
2. Select a particle at random and give it a random displacement. The value of the 
maximum displacement should be chosen such that the sampling is optimal. Consider a 
configuration with n1 particles in box 1 with volume V1 and positions 11
n
r .  
Here the Metropolis acceptance rule is 
acc(old  new) = min (1,  )]()([exp 11 noldnnew UU ss   ).  (2.45) 
If the move is rejected, the old state is kept. 
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Volume Change 
Here, as in NPT case, scaled positions are introduced: 
3/1
1
1
1
1
V
r
n
n s . For a change of the volume of the 
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(Panagiotopoulos et al., 1987, 1988). A better choice for generating a new configuration at this 
stage is to make a random change of ln[V1/(V – V1)] instead of in V1 [Frenkel and Smit 2002]. 
Again, this has the advantage that the ergodicity of the process is improved in the random walk and 
the step size in lnV is much less sensitive to the density. The acceptance rule has to be slightly 
modified. 
 
Particle Exchange 
We remove a particle from box 1 and insert it in box 2. Thereby configuration new is generated 
from configuration old. An acceptance rule in this case is (there are n1 particles in box 1) 
acc(old new) = min  
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The implementation of particle displacement and volume change in Gibbs ensemble method is very 
similar to that in a normal NVT or NPT Monte Carlo simulation. 
 
Simulation is performed in cycles. Every cycle consists of Npart (on average) attempts to displace 
randomly chosen particles in one of the randomly selected boxes, Nvol tries to change the volume of 
the boxes, and Nswap tries to swap particles between the liquid and gas boxes. The condition of 
microscopic reversibility must be fulfilled at each step of the simulation. 
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Figure 2.3. Monte Carlo trial moves in the Gibbs ensemble method: particle displacement, top, 
volume change, middle, and particle exchange, bottom. 
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As mentioned above, Gibbs ensemble MC also has a number of problems. Close to the critical 
point, the surface tension vanishes, so there is no penalty to form two phases in one box. The Gibbs 
ensemble MC is also not very accurate but its accuracy can be improved by building histograms 
P(ρ) close to the critical point, and performing the simulations in VT ensemble. Another problem 
is that close to the critical point the critical correlations (the density-density correlation length) 
become larger than the box length. 
 
2.3 Cluster Counting 
 
Clusters are intensively studied in phenomena where nucleation takes place, for example, 
condensation (Wedekind and Reguera 2007 and references therein). There are various definitions of 
a cluster. The most simple and intuitive one is due to Stillinger: a cluster is a group of atoms which 
fall within the range of r0 from the central atom (Stillinger 1963). That definition of cluster has a 
disadvantage: moving atoms which approach a cluster closer than r0 are taken as belonging to that 
cluster. This method can lead to a serious overestimation of the cluster size. ten Wolde and Frenkel 
modified the definition of Stillinger cluster (ten Wolde and Frenkel 1998; Wedekind and Reguera 
2007). They supposed that in a liquid, a cluster has not less than five neighbours. They reject 
clusters with lesser number of neighbours with the usual Stillinger procedure and then apply that 
procedure to the remaining liquid clusters. This principle removes gas molecules which surround 
the cluster but neglects some particles at the surface of the cluster. 
 
In literature, there are many definitions of a cluster but they are specific to phase transitions and not 
valid for fragmentation (Ellerby et al 1991; Senger et al 1999; Wedekind and Reguera 2007; and 
references therein). Fragmentation science is the study of fragments (clusters) and it is necessary to 
find an appropriate definition of them. Fragmentation process differs from phase transition. For 
example, there are many large fragments which consist of two or even three phases. Therefore, for 
description of a fragment it is naturally to accept the Stillinger definition of a cluster, although it is 
also not an ideal solution. In (Lee et al 1973) it was shown that the Helmholtz energy of Lennard-
Jones cluster is almost independent on its definition at sufficiently low temperatures and provided 
that the definition is reasonable. The ten Wolde and Frenkel definition of a cluster could be of 
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interest in the fragmentation theory for high temperatures when gases have low density and the gas 
molecules surrounding a liquid cluster can be counted as not belonging to the cluster. 
 
Holian and Grady took the cluster bond length equal to the point of inflexion of the LJ potential. In 
that point, d
2
U/d
2
r = 0 and r0 = (26/7)
1/6
 ≈ 1.244. They used the Lindemann law as the criterion: 
when mean distance between the atoms at high temperatures becomes a few percent higher than that 
at normal temperatures, a solid melts. It was noted that use of that choice yields results which 
depend little on the potential truncation distance, whereas using r0 equal to the potential cut off 
yields results which depend on it (Ashurst and Holian 1999). However, that dependence of the 
cluster behaviour is small. Ashurst and Holian found out that dependence truncating the LJ potential 
at 2, 2.5, and 4, and using the spline-approximated potential. 
 
MD configurations can be sorted into clusters via the following computational algorithm: 
 Initially every atom is considered as a cluster consisting of one atom.  
 For each atom, a list of its neighbours is then made which contains atoms enclosed in 
a sphere of the radius r0 centred on this atom. 
 For each pair atom and its neighbour, one finds the maximum atom number and 
replaces it by the smaller number of this pair. That largest atom number is replaced 
by the smaller number also in other spheres.   
Examples of clusters are given in Fig. 2.4. 
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Figure 2.4a,b. a) Stillinger clusters of atoms. Small circles are atoms and large circles are clusters 
of the size r0. b) Their numeration in the Holian  Grady method. 
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2.4 Units 
 
Henceforth LJ reduced units are used: m
*
 = 1, r* = r/, * = 2, T* = kT/, U* = U/, Helmholtz 
free energy A
*
 = A/, P* = P2/, heat capacity /CC V
*
V  , speed of sound 

m
cc * , and time 
m
t
*t


 . Here star denotes a reduced unit but it will be dropped for sake of brevity. 
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Chapter 3 
Phase Diagram of 2-Dimensional LJ-Spline Fluid 
 
 
3.1. Introduction 
 
A phase diagram comprises lines in , T space for example, showing lines and points of coexistence 
between liquid and vapour, liquid and liquid, liquid and solid, solid and vapour, and solid and solid 
phases. A phase diagram is required in this work to decide on the initial heating levels (at what state 
point and in what phase to start the process) and to be able to track the thermodynamic path – does 
it for example cross a phase boundary? Phase diagrams can be constructed from the potentials by a 
variety of methods. One of the aims of this thesis is to build the phase diagram for the LJ-spline 
potential because we study fragmentation of liquids described by this potential. To the best of our 
knowledge, there is no published phase diagram for this potential.  
 
3.2 Phase Diagrams in Two Dimensions 
 
Phase behaviour of two-dimensional substances is of high interest for scientists. Quasi-two-
dimensional systems are, for example, adsorption, liquid films and nanoconfined liquid films. It is 
important to know when the 2D-substance exists in solid, liquid and gas phases. The nature of two-
dimensional melting remains an open and interesting question. Kosterlitz, Thouless, Halperin, 
Nelson, and Young (KTHNY) proposed a theory which suggested that the phase transition differs 
very much from that in ordinary three-dimensional systems (Strandburg 1988), (Kosterlitz and 
Thouless 1972, 1973), (Kosterlitz 1974), (Nelson and Kosterlitz 1977), (Nelson and Halperin 1979), 
(Young 1979). Many other theories, nevertheless, predict the usual first order transition of the same 
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type as in three-dimensional (Strandburg 1988). A lot of experimental and theoretical work on the 
problem has been performed but the mechanism of two-dimensional melting remains unresolved. 
 
KTHNY proposed that the melting occurs in two stages. The first one is a second-order transition 
from the solid (long-range positional order, long-range orientational order) to the hexatic phase 
(short-range positional order, quasi-long-range orientational order). The second one is a second-
order transition from the hexatic phase into an isotropic phase (short-range positional and 
orientational order). 
 
There are many simulations which contradict KTHNY. They produce the entropy change on 
melting and height of the first peak of the structure factor in agreement with the first order transition 
and show no hexatic phase. They also show a dramatic increase in the total number of dislocations 
as the system goes into the liquid phase whereas KTHNY predicts no change in that number. These 
are simulations on the Lennard-Jones system, and r
-n
 systems, for example, (Abraham 1980), 
(Ramakrishnan 1982), (Frenkel and McTague 1979), (Toxvaerd 1980). Binder et al (2002) found 
that for hard-disc fluid the possibility of the first-order phase transition cannot yet be completely 
ruled out. 
 
Experiments on two-dimensional systems are very difficult. In spite of that, the experimental results 
are extremely interesting. In a number of systems apparent first order transitions have been 
observed, in some others indication for the hexatic to isotropic transition has been found. The 
number of systems that belong to the latter group continues to increase with improvement in 
experiments. For example, 2D colloidal systems support the KTHNY scenario (Gasser et al 2010). 
 
In 1962, a solid  liquid phase transition in the two-dimensional hard-disk system was discovered 
(Alder and Wainwright, 1962). Since then, phase transitions in atomic systems with many different 
potentials have been studied by computer simulations. A two-phase coexistence region at a first-
order phase transition in a constant density simulation evidences strongly of a first-order transition. 
However, it is difficult to distinguish a coexistence region from a hexatic phase. Strandburg, 
 61 
Zollweg, and Chester (Strandburg et al 1984) examined the local bond-orientation order for hard-
disk and Lennard-Jones systems and showed a strong indication of a coexistence model. 
 
It is also of importance to know whether the two-dimensional system is in a liquid, vapour or 
supercritical state. Many papers were devoted to study of that problem, for example, (Frenkel and 
Smit 1991), (Singh 1990), (Barker et al 1981). It has been found that the phase diagram and 
particularly the location of the critical point depend very substantially on the tail of the potential. 
The nature of the truncation is not that important for many bulk properties but for the liquid – 
vapour coexistence curves small changes in the tail result in a very large difference. The size effect 
(dependence on the system size) does not influence the binodal and the critical temperature much. 
 
There are potentials which do not show liquid phase (Tejero et al 1994), (Hagen et al 1993), 
(Lekkerkerker et al 1992), (Frenkel 1999). In some of these papers sufficient and necessary 
conditions for existence of a liquid phase were worked out. If r0 is the interatomic distance such that 
r0  1 and U(r0) is a minimum and equal to 1, and r1 is the distance such that U(r1) = 0.01, then 
the liquid phase disappears at 1.05 < r1 < 1.6 (this are intermediate-range attractions) . For 
potentials with such r1 (and shorter ones), one can accept, therefore, the existence of metastable 
binodal below the sublimation line. For the LJ potential, r1  2.6 and this is a long-range attraction 
potential. 
 
3.3 The Liquid-Vapour Dome 
 
The liquid-vapour dome is a locus on a phase diagram (in , T space, for example), showing 
coexistence between liquid and vapour phases. There are various simulation approaches to 
obtaining the liquid-vapour dome of a pure single component substance, for example, integration 
through the van der Waals loop (Hoover 2006), Gibbs ensemble Monte Carlo (Panagiotopoulos et 
al., 1987, 1988), (Frenkel and Smit 2002), perturbation theory (Barker and Henderson 1967), 
(Henderson and Barker 1968), (Barker et al. 1981), Gibbs  Duhem integration (Kofke 1993a,b), 
quenched MD (Gelb and Muller 2002), histogram reweighting (Wilding 1995, 2001), (Potoff and 
Panagiotopoulos 1998), (Panagiotopoulos 2000), (Escobedo 2000), integration of subcritical 
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isotherms (the same as integrating vdW loop) (Barker et al. 1981), etc. In our work, we use MD and 
Gibbs ensemble MC method.  
 
3.3.1 Integration through vdW loop 
 
At coexistence between two phases, one must have thermal, mechanical, and chemical equilibrium. 
That is, equality of temperature, pressure, and chemical potential (Gibbs energy per particle for pure 
substance): 
P1 = P2, T1 = T2, 1 = 2,     (3.1) 
where chemical potentials of phase 1 and phase 2 1 and 2 equal G1/N1 and G2/N2 for pure phases. 
 
Chemical potential can be obtained like this. From Maxwell relation, 
P
V
A



     (3.2) 
one gets 
2
1

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N



     (3.3) 
Here A is the Helmholtz free energy per particle. From Eq. (3.3) one can derive 
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where Aid is the Helmholtz free energy of the ideal gas. From Eq. (3.4), one obtains the Helmholtz 
free energy. The Gibbs energy per particle is obtained from  


P
N
A
N
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N
A
N
G
     (3.5) 
since 1 
N
V
. 
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The binodal can be constructed using the isotherms obtained from Eq. (3.4) by the minimisation 
method described in (Hoover 2006). To build the binodal with this method, one minimises the 
metric P2 + G2 where P and G are the differences in the pressures and the Gibbs energies (per 
one particle) between high and low density points on an isotherm.  Low density equally spaced 
points are taken from the interval max1   and high density equally spaced points are taken 
from 2min    (subscripts min and max correspond to the local minimum and maximum of the 
curve, respectively). The minimum of the metric occurs at i and k; i belongs to the first interval 
and k to the second one. These density points closely satisfy the above phase equilibrium 
conditions, Eq. (3.1).  
 
Let us consider a simple case, the van der Waals equation of state in reduced units: 
2r
r 3
3
8
r
r
rTP 




    (3.6) 
where Tr = T/Tc, ρr = ρ/ρc and Pr = P/Pc (Tc, ρc and Pc are the critical values). aTypical isotherms 
generated from Eq. (3.6) are shown in Fig. 3.1. Rearranging Eq. (3.6), we have  
0
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    (3.7) 
where we dropped the subscript ‘r’ for clarity. The form of Eq. (3.7) makes it clear this is a cubic 
equation of state. 
 
To use the metric minimisation method, we find the pair of densities ρliq, ρvap which minimises the 
metric:  
2
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
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P . The Gibbs energy of the van der Waals system per atom is given by 
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where φ(T) is a constant of integration and a function of T only. 
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One scans a series of ρ’s on the vapour side and a series of ρ’s on the liquid side, computes the 
metric above and finds the ρ’s which minimise it. To determine the ρ’s belonging to each phase we  
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Figure 3.1. P   isotherms for the two-dimensional van der Waals fluid. Solid line, T = 0.1, dashed 
line, T = 0.5, dash-dotted line, T = 0.9. 
 
find the local maxima and minima in the van der Waals equation, 0







T
P

. These are solutions 
of the cubic equation: 
0496 23  T    (3.9) 
Then 0 < ρ < ρmax is vapour and ρmin < ρ < 1 is liquid (the critical density equals 3). 
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In addition, the spinodal curve may be obtained analytically. Along a spinodal, both the equation of 
state and 0


V
P
 must be satisfied (Debenedetti 1996). Solving gives 
 23
4


T     (3.10) 
Plotting the numerically obtained binodal and analytically obtained spinodal together, gives Fig. 
3.2.  
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Figure 3.2. Binodal and spinodal of the two-dimensional van der Waals fluid. Outer curve, binodal, 
inner curve, spinodal. The left curve corresponds to vapour and the right curve to liquid. 
 
3.3.2 Application of MC or MD 
 
An isotherm can be obtained by a sequence of MC or MD simulation in an NVT ensemble (Chapter 
3) equally spaced in ρ from ρmin (say 0.01) to ρmax (say 0.8), or from an equation of state. The 
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process of generating isotherms P(V) in our work was automated using a Perl script. One can also 
work in an NPT ensemble and compress a starting vapour or expand a starting solid. 
 
3.3.3 Gibbs ensemble route 
 
As mentioned in the Introduction, the phase diagram for LJ-spline fluid has not been obtained yet. 
We have attempted to obtain the liquid-vapour dome for this fluid in two dimensions by Monte 
Carlo simulations with the Gibbs ensemble method described in Chapter 3.  
 
Calculations were carried out for N equal and much greater than 333 atoms. At the beginning, they 
were randomly distributed between the liquid and gas boxes, and placed at random in each box. In 
one cycle, we performed on average N atom moves, one volume change and 1 – 60 atom swaps. 
The range of densities studied was from 0.01 to 0.85. The number of cycles was from 10 000 to    
12 000, the number of equilibration cycles was 3000 – 6000. The atom displacement sizes in the 
liquid and gas phases were adjusted such that approximately every second displacement was 
accepted. Approximately, every third volume move and every hundredth or tenth atom swap were 
accepted. It is an empirical rule in the Gibbs ensemble method (Panagiotopoulos et al., 1987, 1988), 
(Harris and Yung 1995). The average number of atoms in the gas box was between 20 and 200. The 
simulation was stopped when the system equilibrated, that is the dependence of the boxes’ volumes, 
numbers of atoms, densities, energies per atom, and pressures on the number of steps exhibited a 
plateau. Also, the pressures in the both boxes must be equal. 
 
In Figs. 3.3 and 3.4 we give some details of a typical Gibbs MC simulation at T = 0.4 for N = 333. 
In Fig. 3.3 an example of unsuccessful simulation is given: it failed to converge and there are two 
phases in the liquid box: solid one and vapour one. The triple point must be a little higher than T = 
0.4. Indeed, the phase diagram in Fig. 4.26 suggests that the triple point temperature is about 0.4. A 
probable reason could be insufficient equilibration. It is not that easy to achieve a proper 
convergence in the Gibbs method. Liquid in the liquid box can partly turn to vapour (or to solid) 
due to low interfacial tension of the two-dimensional liquid (Smit and Frenkel 1991). It can happen 
in the three-dimensional box but it is more pronounced in two dimensions. The vapour box of this 
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simulation is shown on Fig. 3.4. Estimation of the triple point for similar 2D LJ fluids is given in 
Table 3.1. The results are close what should be expected. 
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Figure 3.3. Final configuration in the liquid box in Monte Carlo Gibbs ensemble simulation at T = 
0.4. LJ-spline fluid. Unsuccessful attempt. One can observe sublimation (solid – vapour 
coexistence). The triple point must be a little higher than T = 0.4. 
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Figure 3.4. Final configuration in the vapour box in Monte Carlo Gibbs ensemble simulation at T = 
0.4. LJ-spline fluid. Unsuccessful attempt. 
 
Table 3.1. Estimation of the triple point location for the 2D LJ systems 
Method *
tripleT  References 
MD simulation 0.41 (Toxvaerd 1980) 
MC simulation 0.40 (Vanswol et al 1980) 
Perturbation and cell theories 0.41 (Barker et al 1981) 
MC simulation 0415 (Barker et al 1981) 
MC simulation 0.4 (Pillips et al 1981) 
 
A successful simulation for the same temperature but with 666 particles is given in Figs. 3.5 and 
3.6. 
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Figure 3.5. Liquid box, T = 0.4. LJ-spline fluid. 522 particles. 
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Figure 3.6. Vapour box, T = 0.4, LJ-spline fluid, 144 particles. 
 70 
The resulting binodal of the two-dimensional LJ-spline fluid is given in Fig. 3.7. This curve was 
determined with large statistical uncertainties. That top is very flat which is in agreement with other 
authors (Smit and Frenkel 1991). This flatness cannot be described by an equation of state. The part 
of the binodal below T = 0.4 is unreliable because the substance for these temperatures is a melting 
solid, Fig. 3.8 and Gibbs ensemble simulations for it are not efficient. One can suggest that the 
critical point for this fluid is: Tc ≈ 0.45 – 0.47 and ρc ≈ 0.4. These results are close to those for 
similar 2D LJ fluids what should be expected, Table 3.2. 
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Figure 3.7. Binodal of the two-dimensional LJ-spline fluid obtained by Gibbs ensemble Monte 
Carlo simulations in this work. The triple line is about T = 0.4. The critical point is: Tc ≈ 0.45 – 0.47 
and ρc ≈ 0.4. 
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Table 3.2. Estimation of the location of the critical point for the 2D LJ fluid 
Method *
cT  
*
c  References 
MC and Equation of State 0.533 0.335 (Barker et al 1981) 
MC simulation 0.537 0.365 (Reddy and O’Shea 1986) 
MC simulation 0.472 0.33 (Singh et al 1990) 
Gibbs Ensemble MC 
(truncated potential) 
0.515 0.355 (Smit and Frenkel 1991) 
Gibbs Ensemble MC 
(truncated and shifted potential) 
0.459 0.35 (Smit and Frenkel 1991) 
Molecular dynamics 0.47 0.35 (Rovere et al 1993) 
Gibbs Ensemble MC 0.497 0.35 (Panagiotopoulos 1994) 
Gibbs Ensemble MC 0.498 0.36 (Jiang and Gubbins 1995) 
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Figure 3.8. A snapshot of particle positions in a Gibbs Ensemble MC simulation of LJ-spline fluid 
for T = 0.35. 
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Panagiotopoulos (1994) found that the size effects in Gibbs ensemble simulations of LJ two 
dimensional systems were small far from the critical point but becomes large close to it. We also 
found that increasing of the number of particles from 300 till 600 did not play any role far from the 
critical point but close to it we had to increase the number of atoms a few times because otherwise 
all particles moved to one box. In doing the simulation, some problems were encountered, for 
example, a box becomes empty, flipping of box identities, large errors near the critical point. To 
remedy them we increased N, the number of swaps and the number of steps. 
 
3.3.4 Gibbs  Duhem integration 
 
Another method is Gibbs  Duhem integration (Kofke 1993a,b) which is thermodynamic 
integration of the Clapeyron equation along the saturation line. It allows coexistence to be 
determined by a single simulation (however, one has to perform many auxiliary simulations in the 
course of the simulation). It provides a good accuracy over the entire range of densities. This 
method requires, however, knowing one coexistence point in advance. A big advantage of this 
method is that it does not perform particle insertions, which is a serious drawback in the Gibbs 
ensemble method for dense substances, and, therefore, can be applied to phase coexistence between 
any two phases. 
 
On the other hand, Gibbs-Duhem method is not suitable for study of a single state points; it 
produces an entire coexistence curve. One starts the integration of the Clapeyron equation from the 
initial state point. One chooses a temperature step and the saturation pressure is estimated after one 
step. Simultaneously, NPT MD or MC simulations are performed at this new temperature (they 
produce the volume change and enthalpy change). A new pressure is produced and the simulation is 
repeated with this new pressure until the convergence. The process is repeated after the new 
temperature step at many points along the integration line. The Clapeyron equation has the 
following form: 
VT
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d
d
    (3.11) 
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Here S is the change in the entropy and H is the change in enthalpy. If one of the phases is dilute, 
it is convenient to write Eq. (3.11) slightly different (Frenkel and Smit 2002): 
VP
HT
T/
P



1d
dln
    (3.12) 
The advantage of this is that one can take relatively large steps in 1/T which correspond to small 
steps in T. Dr. Travis wrote a Kofke code which uses NPT Molecular Dynamics for two phases with 
an RK4 integrator. The Kofke code is written in Perl, a high level scripting language. It solves the 
equation  y,xf
x
y



 and selects x and y based on Eqs. (3.11) or (3.12), and can integrate with 
increasing or decreasing x. We tested our code producing the van der Waals binodal and comparing 
with the binodal obtained from the equation of state, Fig. 3.9. An excellent agreement was found. 
We also tested it out using Eqs. (3.11) and (3.12). Again there was a complete coincidence of the 
curves, Fig. 3.10. The starting point was the critical point of the van der Waals fluid. 
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Figure 3.9. The binodal of the van der Waals fluid obtained with Kofke integration (crosses), and 
the one from Fig. 3.2 obtained from the equation of state (line). 
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Figure 3.10. The binodal of the van der Waals fluid obtained in our work using Eq. (3.11), circles, 
step size in T is 0.008, and Eq. (3.12), crosses, step size in 1/T is 0.06.   
 
We obtained the binodal of the two-dimensional LJ-spline fluid by the Kofke method. It is 
presented in Fig. 3.11 and shows a reasonable agreement with that obtained with the Gibbs 
ensemble Monte Carlo simulation. One can conclude that the critical point for that liquid is 
somewhere around T = 0.45 and ρ is around 0.4. The agreement of Kofke method with MC one is 
good for the temperatures less than 0.4 (approximate position of the triple line). Integration through 
the triple line decreases the accuracy of results. Comparing these results with Table 3.2 one can see 
that, in general, the critical temperature for closely related LJ systems is higher but the critical 
density lower. The binodal top in our simulation is also very flat. 
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Figure 3.11. Binodal of the two-dimensional LJ-spline fluid obtained by Kofke method in this work 
(diamonds and crosses) compared to that obtained by Gibbs ensemble Monte Carlo (filled symbols). 
Triple line is about T = 0.4. 
 
In Fig. 3.12 we show the same simulation by the Kofke method but starting from the point T = 0.4. 
One can see that the simulation fails at ρ ≈ 0.4. Other authors who obtained the binodal for LJ fluids 
with Gibbs-Duhem integration, for example, Lisal and Vacek (1996), halted their integration near 
the critical point because the liquid phase turned to vapour-like phase in that region. This is 
unavoidable in the NPT MD simulation. Their result for a two-centre LJ fluid is given in Fig. 3.13. 
However, our result in Fig. 3.12 is still not good enough probably due to imperfection of our 
programming method. 
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Figure 3.12. Same as in Fig. 3.11 but the Kofke simulation starts from the point T = 0.4.  
 
 
Figure 3.13. Binodal for the two-centre LJ fluid obtained by Kofke method (Lisal and Vacek 1996). 
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3.3.5 Other methods  
 
There are alternative ways to get the liquid-vapour dome. A new and very promising one is the 
histogram reweighting technique (Wilding 1995, 2001), (Potoff and Panagiotopoulos 1998), 
(Panagiotopoulos 20000), (Escobedo 2000). The idea of this method is that histograms of physical 
quantities accumulated at one set of system parameters can be reweighted to produce histograms for 
another set of parameters. Application of this technique greatly improves the accuracy of MC 
simulations especially close to the critical point where large fluctuations occur. The histogram 
reweighting requires a few MC simulations with grand canonical ensemble instead of one in the 
Gibbs ensemble and for accurate determination of the critical parameters must be combined with 
finite-size scaling technique. Using finite-size scaling theory one can extract the infinite-volume 
critical point by performing a number of studies with increasing system size. Histogram reweighting 
has been applied in systems where the location of the critical point was estimated earlier. 
 
Quench MD is another method to locate phase coexistence points (Gelb and Muller 2002). During 
the equilibration under NVT conditions, the temperature is dropped into a two-phase region, and the 
system separates into domains of two coexisting phases. Every domain is locally equilibrated and it 
is not necessary to achieve the global equilibrium of the system which results in a huge savings of 
computational time. This method has a drawback though: interfaces in small systems are bad. 
 
The method can be used to locate more types of phase equilibrium (vapor–liquid, liquid–liquid or 
solid–fluid) and to study more complex molecular species than other approach. It is very well suited 
to the determination of phase equilibria in systems about which little is known. It is faster than any 
other competing technique. Using it, one can determine the location of critical points or lines with a 
good accuracy, however, histogram reweighting method methods are more precise. 
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3.4 Solid – Liquid Coexistence 
 
3.4.1 Introduction 
 
Solid – fluid and solid – vapour curves can be obtained by direct simulation of the coexisting phases 
in the same box by MD (Ladd and Woodcock 1977, 1978). This is a successful route to the phase 
diagram if the equations of state of every phase are known. Using them one can find the parameters 
of the Lennard-Jones potential for every phase. 
 
There is also thermodynamic integration (Hoover and Ree 1967), (Hoover et al 1971), (Frenkel and 
Ladd 1984), (Frenkel and Smit 2002). It requires the absolute free energies of the solid and liquid 
which can be obtained via the methods of the above authors. In thermodynamic integration, one 
considers a reversible path from the solid phase under consideration to an artificial state of known 
free energy. 
  
There are other methods of obtaining a melting point and melting line: perturbation theory (Barker 
and Henderson 1967), (Henderson and Barker 1968), (Barker et al. 1981), direct simulation of 
liquid and solid – moving interface method (Voller and Cross 1981). The former is treating the 
substance as a hard-sphere system with attractive forces as a perturbation. In (Barker et al. 1981) it 
was adapted to 2 dimensions. The two-dimensional Lennard-Jones fluid is a good model for 
physisorbed gases, where gas-substrate interactions may be considered as a perturbation. 
 
Hoover and Ree introduced the single occupancy cell method for simulating solids (Hoover and Ree 
1967). They consider a lattice gas with one particle per lattice cell. At high densities this gas turns 
to a solid and at low densities it is an ideal gas which free energy is known. The free energy of the 
solid at a given temperature is then obtained from the equation 

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1
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VVPVFVF    (3.13) 
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That method is not reliable because there is an evidence of a phase transition when the interactions 
between particles take over from the cell walls. In that case, the path from the solid to the gas may 
be not reversible. However, it is acceptible for calculation of the absolute free energy of the hard-
sphere and hard-disk solids. 
 
Hoover and co-authors developed the harmonic-lattice method in 1971 (Hoover et al 1971). They 
use the harmonic solid, the free energy of which can be computed exactly. This method is 
applicable only to solids which are harmonic at low temperatures and/or high densities. This 
excludes systems with discontinuous potentials. Also, solids that are unstable at low temperatures 
cannot be studied by this method. Another problem is that it involves lengthy computation. 
 
Helmholtz energy can be calculated by quasi-harmonic lattice-dynamic method (Ree and Holt 
1973). This method is especially powerful when the anharmonic contributions are small but not 
necessarily of quantum mechanical nature. One expands the total potential energy of a system of 
atoms each interacting via the given potential in a Taylor series in displacements of the atoms from 
their equilibrium positions. Then one truncates the series after the quadratic term. The resulting 
series consists of the constant zero-point-temperature lattice energy term, E0, and the quadratic 
term. The linear term drops out because of the crystal symmetry. The resulting equations of motion 
can be diagonalized using the periodic boundary condition. This gives 3N – 3 normal-mode 
frequencies i. Because in this calculation the vibrational characteristics of the crystal are volume 
and strain dependent, the method is called quasi-harmonic. 
 
The Voller-Cross method is solving Navier-Stokes equations for a deforming phase boundary which 
is very difficult. For calculating fluid – solid coexistence one can also utilize Gibbs-Duhem 
integration described in §3.3.4. As mentioned earlier, it is very suitable for dense substances. 
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3.4.2 Free energy route 
 
Thermodynamics of solid-liquid coexistence is also governed by Eqs. (3.1). In this method, one 
solves the pair of simultaneous equations for coexisting densities: 
P(ρliquid) = P(ρsolid)      (3.14) 
(ρliquid) = (ρsolid)     (3.15) 
The temperatures are equal in the both phases, Tliquid = Tsolid. The problem involved here is one 
cannot avoid a liquid – vapour phase transition unless one goes for T > Tc. 
 
Helmholtz free energy of fluid is obtained from integrating the equation of state, P(ρ), Eq. (3.3), to 
states of zero density (ideal gas limit). Helmholtz free energy of solid is obtained by Frenkel  Ladd 
method – connect system to Einstein crystal, whose free energy is known. The Gibbs free energy 
per particle is obtained from it by Eq. (3.5). The equation of state, P(ρ), is still necessary for solid 
branch. 
 
3.4.3 Method of Frenkel and Ladd 
 
Frenkel and co-authors proposed the most comprehensive method to compute the absolute free 
energy of a solid phase (Frenkel and Ladd 1984), (Frenkel and Smit 2002). They construct a 
reversible path to the reference state, which is an Einstein crystal with the same structure as the 
solid phase. Therefore, it is very likely that there will be no phase transitions along the path and it 
will be reversible. The free energy of an Einstein crystal can be easily found. Frenkel and co-
authors added a coupling term to the unperturbed potential energy U0, such that 
    
2
1
0
00 1 


N
i
iiUUUU rr   (3.16) 
where U is the potential energy of the solid, U0 is its potential energy when all atoms are at their 
equilibrium sites,  is the thermodynamic coupling parameter )10(   ,  is the spring constant 
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of the Einstein crystal, and 0ir is the equilibrium position of the particle i. For  = 0, we get the 
original interactions between atoms described by U. For  = 1, the intermolecular interactions are 
switched off, except for the constant term U0, and the system transforms to the Einstein crystal. 
 
In statistical mechanics, the Helmholtz free energy A is defined as 
QkTA ln      (3.17) 
where Q is the partition function. The derivative of the free energy of the solid phase with respect to 
 is given by  
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Now it is easy to calculate the free energy of the real crystal knowing only the free energy of the 
Einstein crystal: 
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The integrand can be calculated directly in the simulation. In our case, Eq. (3.18) turns to  
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The configurational free energy of the Einstein crystal is  



N
i k
D
A
1
Ein
π
ln
2 
    (3.21) 
where D is the dimensionality. It is computationally more efficient to use a crystal with fixed centre 
of mass. This will result in a small modification of Eq. (3.20): a term 
2
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 is added on 
the right hand side. The method of Frenkel and co-authors is fast and accurate and can be applied to 
all types of interactions. 
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3.5 Calculation of Virial Coefficients 
 
The parts of phase diagrams corresponding to low and moderate densities (where interactions  
between the particles are sufficiently weak) can be successfully calculated using virial coefficients 
which characterise contributions of two-body, three-body, four-body, etc, interactions. For strong 
interactions computer simulations are necessary. Nevertheless, a few-term approximation to the 
virial expansion is feasible for simple potentials and leads to satisfactory agreement for fluids even 
close to the critical point. 
 
3.5.1 Second virial coefficient 
 
The second virial coefficient B2 is calculated by the formula  
   rrUTB
R
d1)(exp
2
1
)(
cut
0
2       (3.22) 
We applied Gauss-Legendre metod (Griffiths and Smith 1991) and 5000 divisions were made in the 
integration. The coefficient B2 for LJ-spline potential is plotted in Fig. 3.14. 
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Figure 3.14. Dependence of the second virial coefficient B2 for LJ-spline potential on the 
temperature. 
 
3.5.2 Third virial coefficient 
 
Calculation of the 3
rd
 virial coefficient B3 for LJ-spline potential can be done by formula  
2
2
3
1312
231312
4
3
B
B
ff
fff
      (3.23) 
(Hoover 1991). Here B2 is the second virial coefficient and   1)(exp  ijij rUf   is the Mayer f-
function, i and j are the numbers of particles. The values in brackets can be obtained by hit and miss 
Monte Carlo method. There are 3 particles within a circle with radius Rcut with the centre on the 
particle 1, Fig. 3.15. In the Monte Carlo process, the 2
nd
 and 3
rd
 particle were given random position 
in a square centred on particle 1 with the side length 2Rcut. If the positions get into the circle, fij are 
not equal to zero. 
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Figure 3.15. Calculation of the third virial coefficient by Monte Carlo method. Particle 1 is placed 
in the centre, the 2
nd
 and 3
rd
 particle are placed randomly in the circle. 
 
The values in the numerator and denominator in the left hand side of Eq. (3.23) were 
summed over 10 000 000 steps and averaged. This number of steps was chosen 
empirically. The dependence of B3 of two-dimensional LJ-spline fluid on the 
temperature is shown in Fig. 3.16. For 2D hard disk system, our program produces the 
3
rd
 virial coefficient 1.9299 for T = 1.0 after 100 millions MC steps. The exact value 
equals 1.9295 [Hoover 1991]. Same scheme can be adopted to compute B4 but this 
requires several diagrams to be worked out.
Rcut 
1 
2 3 
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Figure 3.16. Dependence of the 3
rd
 virial coeff. B3 on the temperature for LJ-spline potential in two 
dimensions (10 millions MC steps).  
 
3.5.3 Comparison of the virial equation of pressure with MC simulations 
 
The equation of pressure with two virial coefficients is: 
P = kT(1 + B2 + B3
2
)   (3.24) 
It is necessary to compare the pressure of two-dimensional LJ-spline fluid obtained from Eq. (3.24) 
with that obtained from MD simulation to find the range of applicability of the virial coefficients. 
For T = 1.2, B2 = 0.056 and B3 = 1.027 (for 10 000 000 Monte Carlo steps), and the comparison is 
shown in Fig. 3.17: 
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Figure 3.17a,b. Comparison of the pressure obtained by MD simulation of 2D LJ-spline fluid and 
by the virial equation (3.24) for T = 1.2. a) Symbols: simulated pressure, middle curve: Eq. (3.24); 
lower curve takes only B2 into account; and the ideal gas line. b) A part of the upper plot increased. 
 
One can see that there is a good agreement till   0.3. For T = 0.7, B2 = 1.8796 and B3 = 4.095, 
and the comparison is shown in Fig. 3.18. There is a good agreement till   0.2  0.3. For lower T, 
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the agreement is poorer because the gas resembles less the ideal gas (the role of interatomic 
interactions is more important). 
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Figure 3.18. Comparison of the pressure obtained by MD simulation of two-dimensional LJ-spline 
fluid and by the virial equation (3.24) for T = 0.7. Symbols: simulated pressure; lower curve: taking 
B2 into account; in the middle: ideal gas line; upper curve: Eq. (3.24). 
 
3.6 Calculation of the Solid  Liquid Branch of the Phase Diagram. Practical 
Results 
 
To calculate solid and liquid branches on a phase diagram it is necessary to solve numerically Eqs. 
(3.1). To evaluate the chemical potential (i. e., Gibbs energy per particle), one has to determine the 
Helmholtz free energy. For that purpose it is necessary to integrate Eq. (3.2) along reversible paths 
connecting reference states for which the free energy is known to the states of interest. For fluid the 
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reference state is the ideal gas with  = 0 and the temperature of interest (here T = 1). The excess 
free energy of fluid (relative to the ideal gas) is calculated from Eq. (3.2) as  
'
'
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     (3.25) 
Supercritical isotherms P() were obtained by us in MD simulations with periodic boundary 
conditions and Gaussian thermostat.  The number of particles was 1024 and the number of steps 
was 2 − 10 millions. We use supercritical isotherms because there are no phase transitions along 
them. They were calculated for the temperature range 0.7 – 2.0 (the critical temperature is 
approximately 0.55), and for the density range 0.008 – 0.78 for liquids, and 0.8 – 1.1 for solids. The 
process of generating isotherms P(V) was automated using a Perl script. An isotherm of the two-
dimensional LJ fluid at T = 0.7 thus obtained is given in Figs. 3.19 and 3.20. It consists of liquid 
and solid branches. One can see the region of solid-liquid coexistence at   ≈ 0.81 – 0.85. 
 
0
2
4
6
8
0 0.2 0.4 0.6 0.8 1
P

 
Figure 3.19. Pressure of two-dimensional LJ-spline substance versus its density at T = 0.7 obtained 
by MD simulations. Open circles: solid; crosses: fluid. Both curves overlap. 
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Figure 3.20. The melting region of Fig. 3.19 enlarged. Open symbols: liquid branch; filled 
symbols: solid branch. 
 
Supercritical isotherms for fluid (until  = 0.81) can be fitted by a polynomial (Udink and Frenkel 
1987): 
P = T(1 + B2 + A1
2
 + A2
3
 + A3
4
 + A4
5
 + A5
6
) (3.26) 
Here B2 is the 2
nd
 virial coefficient calculated numerically by Eq. (3.23) and Ai are the fitting 
coefficients. The dependence of the pressure on the density for that fluid is given in Figure 3.21. 
The coefficients Ai are given in Table 3.3. 
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Figure 3.21. Dependence of the pressure of two-dimensional LJ-spline fluid on its density at T = 
0.7; line: fit, Eq. (3.26); symbols: MD simulation, Fig. 3.19. 
 
From Eqs. (3.25) and (3.26) we have: 
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For solid phase we choose the reference state T = 0.7 and  = 1. The density  = 1 lies outside the 
solid-liquid coexistence densities for all the temperatures so that the process is always reversible. 
The excess free energy of solid (relative to an Einstein crystal) for densities below unity can be 
obtained from Eq. (3.2): 
'd
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P
AA    (3.28) 
Here the integration is performed from the solid reference state with the density 1.0. The 
supercritical pressure obtained in MD simulations was fitted by a 3-rd order polynomial (Udink and 
Frenkel 1987): 
 91 
P = A1 + A2
2
 + A3
3   
(3.29) 
For T = 0.7, the coefficients Ai are given in Table 3.3. The dependence of pressure on density (from 
 = 0.85) for this temperature is given in Figure 3.22. 
 
Table 3.3. Coefficients of Eqs. (3.26) and (3.29) for two-dimensional LJ-spline substance at T = 
0.7 
Phase A1 A2 A3 A4 A5 
Liquid −13.37(9.0) 122.17(60.5) -307.35(150) 304.38(162) -89.484(64.5) 
Solid 141.34(1.6) −354.78(3.5) 225.76(1.9) − − 
Error is given in the brackets. 
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Figure 3.22. Dependence of the pressure of two-dimensional LJ-spline solid on its density at T = 
0.7. Line: fit, Eq. (3.29); symbols: MD simulation. 
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The corresponding data and plots for T = 1.0 are presented in Table 3.4 and Figs. 3.23 – 3.26. The 
region of solid-liquid coexistence in this case is at   ≈ 0.85 – 0.89. According to the ideas of Udink 
and Frenkel (1987) the solid – liquid region for LJ-spline fluid is narrow because of short range 
potential. 
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Figure 3.23. Pressure of two-dimensional LJ-spline substance versus its density at T = 1.0 obtained 
by MD simulation. Crosses: liquid; circles: solid. 
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Figure 3.24. The melting region of Fig. 3.23 enlarged. Crosses: liquid; circles: solid. 
 93 
Table 3.4. Coefficients of Eq. 3.26 and (3.29) for two-dimensional LJ-spline substance at T = 
1.0. 
Phase A1 A2 A3 A4 A5 
Liquid −29.735(10.6) 225.27(68.4) 570.53(162) 607.95(167) 220.22(63.5) 
Solid 171.57(3.4) 416.66(7.4) 259.84(4.0)   
Error is given in the brackets. 
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Figure 3.25. Dependence of the pressure of two-dimensional LJ-spline solid on its density at  
T = 1.0. Line: fit, Eq. (3.29); symbols: MD simulation.  
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Figure 3.26. Dependence of the pressure of two-dimensional LJ-spline fluid on its density at T = 
1.0. Line: fit, Eq. (3.26); crosses: MD simulation. 
 
With Eq. (3.29), Eq. (3.28) turns to  
)1(
2
)1(ln)1()( 2321  
A
AAAAex   (3.30) 
From Eqs. (3.4), (3.27) and (3.30) one can obtain the Gibbs energy per particle for both phases.  
We made an attempt to solve Eqs. (3.1), (3.4), (3.27), (3.29) and (3.30) by a Matlab program but 
convergence was not achieved and wrong results were obtained because of a high instability of the 
problem. Our Matlab program is given in Appendix 1. Using metrics minimisation, the points on 
the solid – liquid phase diagram were obtained numerically for T = 0.7 and 1.0. They are given in 
Table 3.5. The liquid − solid curves are extrapolated along them, Fig. 4.25. This is also a new 
interesting result. 
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Table 3.5. Liquid-solid interface for LJ-spline potential obtained by Maxwell equal area 
construction. 
T liquid solid 
0.7 0.840 0.869 
1.0 0.860 0.886 
 
In Fig. 3.27 the Helmholtz energy for LJ-spline liquid and solid for T = 0.7 is given. One can see 
that it is extremely complicated to determine the coexisting densities by the common tangent 
construction. If this plot had two distinct minima, we could apply this common tangent method. 
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Figure 3.27. Helmholtz energy for LJ-spline liquid and solid for T = 0.7. Left curve, solid, right 
curve, liquid. 
 
 96 
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
0 0.2 0.4 0.6 0.8 1
T

 
Figure 3.28. Phase diagram of the LJ-spline fluid. On the right hand side, the liquid – solid curves. 
Triple line is about T = 0.4. In the middle, triangles, the law of rectilinear diameters. 
 
3.7 Conclusions 
 
In this Chapter, the upper part of the binodal for the two-dimensional LJ-spline fluid is obtained by 
Gibbs ensemble Monte Carlo simulation. Nobody obtained it earlier. It has been found that the 
triple point is about T = 0.4. This phase diagram resembles those of similar LJ potentials what 
should be expected. Two points on the liquid - solid branch of the phase diagram were obtained 
using metrics minimisation and this is also a new and good result. However, we did not succeed to 
produce these points with our Mathlab program. A possible reason could be an error in algebra and 
this requires further investigation. These two points are at   T = 0.7 and 1.0, and the curves are 
extrapolated along them. This is also a new interesting result. An attempt to obtain the same 
diagram by the Gibbs − Duhem simulation failed and this requires further investigation. We have 
shown that it is very complicated to determine the coexisting liquid and solid densities by the 
common tangent construction. 
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We have also produced the 2
nd
 and 3
rd
 virial coefficient for the two-dimensional LJ-spline fluid. It 
was not done earlier. It is important to compare the pressure of the two-dimensional LJ-spline fluid 
obtained with these coefficients with that obtained from MD simulation to find the range of 
applicability of the virial coefficients. The pressure of the two-dimensional LJ-spline fluid obtained 
with the virial coefficients is compared with that obtained from MD simulation for T = 0.7 and 1.2. 
There is a good agreement till   0.2  0.3.  
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Chapter 4 
Expansion via the Holian-Grady Method 
 
 
4.1 Introduction 
 
Studies of fluid fragmentation are now of importance because of many applications. One can 
mention hot nuclear matter which exhibits fragmentation and a transition from a liquid-like phase to 
a gas-like one during bombardment by heavy ions (Schulz et al. 1984). One can name other 
examples: combustion in motors and in other processes of combustion (Sotolongo-Costa 1996), for 
example, droplet fragmentation in a diesel fuel jet (Ahurst and Holian 1999) and fragmentation and 
atomization of liquids in liquid jets at the nozzle exit (Reitz and Bracco 1982). To describe the 
phenomenon of fragmentation quantitatively it is useful to achieve the ability to simulate the 
fragmentation of a fluid under homogeneous adiabatic expansion.  
 
The aim of our work described in this Thesis is to carry out molecular dynamics simulations of 
fragmentation of expanding two-dimensional fluids. The molecular dynamics (MD) method has a 
very big predictive capability. Molecular dynamics is exact for a given force law. It complements 
Monte Carlo well. We use simple force laws to study microscopic fragmentation. In fragmentation 
science it is necessary to find the correct statistical theory among the many existing. It is very 
difficult to do from the experiments due to their complexity. MD is a very useful tool for this 
purpose. 
 
There are two published methods of simulation of a homogeneous expansion of fluids by molecular 
dynamics: the methods of Blink and Hoover (Blink and Hoover 1985), and Holian and Grady 
(Holian and Grady 1988). The former one is more complicated and will be considered in detail in 
the next Chapter. In our work we have compared the numerous results produced by both methods 
for different systems under a large variety of conditions. To the best of our knowledge, nobody has 
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done such an extensive comparison before. We compare our simulations with energy based 
theoretical models of fragmentation. 
 
In this Chapter, we consider the method of Holian and Grady for the simulation of fragmentation of 
condensed matter undergoing adiabatic expansion. It uses non-equilibrium molecular dynamics and 
the periodic boundary conditions. It was used also by Toxvaerd (1998). We describe the algorithm 
and verify it against the existing literature data, and then we report simulations of much larger 
systems (up to N = 541 696) than our predecessors.  
 
4.2 Holian-Grady Algorithm 
 
In this molecular dynamics based method the two-dimensional system is modelled as an expanding 
grid of periodically repeated squares (it means, the periodic boundary conditions are imposed). At 
time zero the fluid is in an equilibrium state. The particles possess initial coordinates and momenta. 
At time t = 0+, the side lengths of the rectangle expand at a constant rate,  , in both the x and y 
directions:  
))(()( tLtL
xx
 10 ; )1)(0()( tLtL yy    (4.1) 
Consequently, the velocities of particles increase linearly with the rate  . For example, the x 
component of the velocity of particle i becomes  
)0()0()0( iixix xvv       (4.2) 
where xi(0) and vi(0) are its initial coordinate and thermal velocity. For the times greater than t = 0+, 
the expansion is adiabatic because no more energy is added to the system, and the particles obey 
Newton’s equations of motion, with expanding periodic boundary conditions. 
 
If particle i leaves the simulation box at the left side in the x direction with a velocity vix, it enters at 
the right side of the box with the coordinate )()()( tLtxtx xii  and a velocity equal to  
 )0()()()( xxixix LtLtvtv     (4.3) 
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The opposite occurs if the particle leaves the box at the right hand side: )()()( tLtxtx xii   and 
)()()( tLtvtv xixix
 . 
 
In order to determine thermal properties of the system during the expansion one needs to obtain the 
particuliar velocities of the particles )(' tiv  (in expanding frame). It is done by the following formula 
(Toxvaerd 1998): 
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iii rvv      (4.4) 
It is possible to improve upon Holian and Grady’s algorithm by making use of the Dolls tensor 
Hamiltonian (not explored here). 
 
4.3 Equilibration: Validation 
 
To validate our two-dimensional MD code we compared our results of a simulation of the two-
dimensional Lennard-Jones fluid with those in Barker et al (1981) obtained by MC for N = 256, 
Table 4.1, and got excellent agreement. Our system size N was 1600 particles, run length was 100 
000 steps and the cut off radius was 5.0 (so not LJ spline). Holian and Grady do not give any 
numbers to compare for their equilibrium case. 
 
Table 4.1. Pressure, P, and the potential energy, U obtained with our MD code and obtained 
by MC by Barker et al (1981). 
 This work (Barker et al 1981) 
<P> <U> <P> <U> 
T=0.7,  = 0.803 2.07(9) 2.363(59) 2.01 2.367 
T=1.0,  = 0.80 3.57(6) 2.177(69) 3.51 2.178 
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Holian and Grady used the Lennard-Jones potential truncated at Rcut 1.74 and smoothly 
extrapolated to zero by a cubic spline from the point of inflection Rcut2 1.24, Fig. 2.2. In 
(Toxvaerd 1998) Lennard-Jones potential truncated at 2.5 and shifted was used. Blink and Hoover 
(1985) use the LJ potential truncated at 2.5. 
 
To verify our own two-dimensional MD code for the Holian-Grady expansion method, we 
performed a number of simulations at the same conditions as in (Holian and Grady 1988). We 
consider a two-dimensional fluid with a LJ potential truncated and smoothly extrapolated by a cubic 
spline with the same Rcut and Rcut2, Eq. (2.18). The initial state is a fluid at a density approximately 
that of the triple point (ρ = 0.75), and a temperature a little higher than that of the critical point of LJ 
fluid with full-range potential (T = 0.6).  
 
The pressure in this method was calculated by the virial 
  
i i j
ijijimPV Frv
2
12    (4.5) 
where vi are the velocities of atoms, rij and Fij are the distances and the forces between the atoms 
and V is the system volume (Allen and Tildesley 1987).  
 
A set of 4225 particles, as in (Holian and Grady 1988) was initially set up on a regular square 
lattice. Their initial velocities are sampled from a Maxwell-Boltzmann distribution with zero mean 
and variance proportional to the required temperature (§2.1.1). At the beginning, an equilibrium 
state was prepared for a constant volume with 100 000 steps. This number was chosen by trial and 
error method: we plotted physical values versus time. A plateau in this dependence indicated 
equilibrium was achieved. 
 
During the equilibration, a Gaussian thermostat was used to control temperature (§2.1.7). To 
integrate the equations of motion a Runge-Kutta 4
th
 order scheme was used with t = 0.001. In Fig. 
4.1 the positions of the particles are shown after the equilibration.  
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Figure 4.1. Snapshot of particle positions after the equilibration of two-dimensional MD system 
before expansion by Holian and Grady method (this work). N = 4225,  = 0.75, T = 0.6. Number of 
steps = 100000, Time step = 0.001. 
 
Our snapshots of the two-dimensional liquid reveal the presence of large vacancies within the fluid 
which agrees with the data of other researchers and with the experiment (Fehder 1969), (Singh et al 
1990). As pointed out by them, the presence of these vacancies indicates an important effect of the 
attractive forces in the two-dimensional LJ fluid. These authors used in their analysis also the radial 
distribution functions g(r), they compared them at several densities. Another method of quantitative 
analysis would be to employ the structure factor S(q). This is an aim of the future work. 
 
4.4 Expansion: Validation 
 
We carried out a few expansion runs after the equilibration, with the same conditions as in (Holian 
and Grady 1988): initial density 0
 
= 0.75, initial temperature T0 = 0.6. Two expansion rates,  , 
were used: 0.107 and 0.21. The square simulation box is expanded until its side lengths have 
increased by a factor of approximately 2. That is, the final density is 0.175 for all expansion rates.  
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It is interesting to compare these rates with typical experimental values. The values of σ, ε and atom 
mass for argon are 3.4·10
-10
 m, 1.65·10
-21
 J and 39.9/6.02·10
-26
 kg, respectively. For   = 0.107, the 
dimensionless time needed to double the box length is 1/  = 10. This time is 2.15·10-11 seconds, 
and   approximately equals 5·1010 s-1. The strain rate of a piston in a car engine is maximum      
10
7
 s
-1
. So, the strain rates used in atomic simulations are many orders of magnitude greater than 
anything achievable in engineering situations. 
 
The expanding fluid follows an isentrope on the phase diagram of the two-dimensional Lennard-
Jones system in Fig. 4.2. 
 
 
Figure 4.2. Phase diagram for two-dimensional Lennard-Jones system. Reproduced from (Holian 
and Grady 1988). Arrows show molecular dynamics expansion path. Dashed curve is spinodal line. 
(There is a misprint in the legend of that Figure. The expansion path is for   = 0.107 but not for 
0.214 – private communication by B. Holian to K. Travis.) 
 
The simulations used a 4
th
 order Runge-Kutta integrator with t = 0.002 for   = 0.0535, t = 0.001 
for   = 0.107, etc. Time step decreases with the expansion rate. We obtained a similar picture and 
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final temperature to Holian and Grady at the beginning of the expansion, Fig. 4.3a. Their plot is 
given on Fig. 4.3b. Holian and Grady found that fragmentation began about the time t = 1, the 
density ρ  0.612 and temperature T  0.37, when incipient voids (microcracks) form due to thermal 
fluctuations. Our result supports this view. At the time 0 of the expansion, our system contained 
4210 particles in 6 clusters and 15 monomers. At the time t = 1 and rate 0.107, there were 4089 
particles in 86 clusters (in average, 48 particles per cluster). At the expansion rate 0.214 and at t = 
0.5, we had 4021 particles in 189 clusters (in average, 21 particles per cluster). The average cluster 
size decreases with increasing rate, as expected. The dependence of cluster size on the expansion 
rate is considered in detail in §4.10. The comparison of that size for a given density and temperature 
is given in §4.9. 
 
A snapshot of the particle positions at the end of the expansion at the rate 0.107 (at t = 10) is given 
in Fig. 4.3c. This is a picture of a non-equilibrium state, since many of the fragments are far from 
spherical. It resembles very well the corresponding Figure from (Holian and Grady 1988), Fig. 4.3d 
in this report. (In (Holian and Grady 1988) it is written that this is a snapshot for the expansion at 
the rate   = 0.21 but this is a misprint – private communication by B. Holian to K. Travis.) At t = 
10 (Figs. 4.3c and d), one can see that the system consists of many elongated fragments with similar 
sizes. The number of monomers is small in both cases. In our case, it is about 279(20), standard 
error is given in the brackets, i.e. 6.6%. It was about 140 at t = 1. Holian and Grady point out that if 
the system was at equilibrium then 80% of the mass would be in the vapour phase. Unfortunately, 
these authors do not provide a proof of their statement. Our simulation of the equilibrium case at the 
same state point as in Fig. 4.3c:  = 0.175, T  0.38, gave the number of monomers 558(20), namely 
13% (see §4.11, Fig. 4.26).
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b) t = 1;  = 0.612; T  0.37 (Holian and Grady 
1988) 
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d) t = 10;  = 0.175, T  0.39 (Holian and Grady 
1988) 
 
 
 
 
Figure 4.3a - d. a) Snapshot of particle positions shortly after start of two-dimensional MD 
expansion with Holian − Grady method. N = 4225, ρ0 = 0.75, T0 = 0.6 and 107.0 . Expansion 
time t = 1,  = 0.612, T  0.37. b) Same but obtained by Holian and Grady (reproduced from 
(Holian and Grady 1988)),  = 0.612, T  0.37. c) Snapshot of final particle positions,  = 0.175, t = 
10, T  0.38. d) Same but obtained by Holian and Grady (reproduced from (Holian and Grady 
1988)),  = 0.175, T  0.39.  
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Ideally, we would show that ours and Holian-Grady’s results are equivalent by comparing radial 
distribution functions but Holian and Grady did not include such information in their papers and, 
therefore, we have to rely on pictures, cumulative fragment distributions and final temperatures. 
 
4.4.1 Analysis of fragment distribution 
 
The fragment size distribution can be characterised by the cumulative number of clusters. The 
cumulative number of clusters is the number of clusters of mass M or greater (it is more convenient 
to use the cumulative number because it is much less noisy than the actual number). The cumulative 
distribution is represented by a bimodal distribution: 
  
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N'dM)'M(SMC mm
M
 (4.6) 
where S(M) is density of probability of clusters of size M, N is the number of particles in the 
system, Nm is the number of monomers, and 1 and 2 are the two population means. The first mode 
1 is equal to 1 and the second one 2 is equal to the average fragment mass. Such a distribution 
obtained by Holian and Grady at   = 0.107 is presented at the Fig. 4.4. 
 
Figure 4.4. Cluster statistics for the final state of two-dimensional MD expansion (N = 4225) at 
initial rate 07.1 . Reproduced from (Holian and Grady 1988). Cumulative number of fragments 
of mass M or greater (dots) vs M, along with fitted bimodal distribution (solid curve). The initial 
density and temperature were ρ0 = 0.75 and T0 = 0.6, and the final density and temperature were ρ = 
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0.175 and T ≈ 0.39 (There is a misprint in (Holian and Grady 1988). They performed the simulation 
at   = 0.107, not at 0.214.) 
One can determine the average cluster size <2> (we denote it <> from now on) from the slope of 
the shoulder on the plot of cumulative number versus fragment mass, lnC(n) vs n. Holian and Grady 
determined that the average cluster size <> on Fig. 4.4 equals 20.6. Our simulation at   = 0.107 is 
given in Fig. 4.5. It was obtained with 10 realisations (it means, with 10 different initial 
configurations, this will be considered later). It resembles Fig. 4.4 rather well. We obtained <> = 
20.2. We also present the plot of the cumulative number of fragments for the expansion rate 0.214 
in Fig. 4.6 obtained with 10 realisations. Our simulation produced <> = 8.0(3). 
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Figure 4.5. Cumulative number of clusters of mass M or greater vs M at the end of two-dimensional 
MD expansion by the Holian-Grady method. N = 4225, ρ0 = 0.75, T0 = 0.6 and expansion rate 
107.0 . Straight line is linear fit. 
 
We found that plots in Figs. 4.5 and 4.6 also obey the bimodal distribution, however, they disobey it 
at far right end, for large fragments. The role of the first mode is negligible. The experimental 
distribution for explosive fragmentation of a steel cylinder obeys a bimodal distribution beautifully 
in the whole range of fragment sizes (Mock and Holt 1983). At 107.0  there are a few clusters 
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which are much larger than the others. At the rate 214.0 , the dependence of the number of 
clusters on their size is much smoother. 
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Figure 4.6. Cumulative number of clusters of mass M or greater vs M at the end of two-dimensional 
MD expansion by the Holian-Grady method. N = 4225, ρ0 = 0.75, T0 = 0.6 and expansion rate 
214.0 . Straight line is linear fit.  
 
4.5 Cluster Statistics 
 
In (Blink and Hoover 1985) the fragment translational, rotational, thermal and monomer 
temperatures were defined. The translational temperature is the fragment’s centre-of-mass kinetic 
energy divided by Boltzmann’s constant k, and the fragment size in atoms. The rotational 
temperature is 
IkN
L
c
2
where I is the moment of inertia of the fragment, L is the angular momentum 
around its centre, and Nc is the number of particles in the fragment. The fragment thermal 
temperature is defined as the remaining kinetic energy (once translational and rotational 
contributions have been removed) divided by k and the fragment size. The monomer temperature is 
the temperature of the monomers (vapour, fragments containing exactly one atom). We have written 
programs which extract these temperatures from our simulations results. These programs calculate 
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also the relative shape anisotropy (it will be defined further) and the root mean square radius of 
gyration. The radius of gyration can be defined through the gyration tensor: 



n
i
i
b
i
aab rr
n
S
1
1
    (4.7) 
Here n is the total number of the particles in the cluster, iar  and 
i
br  are Cartesian coordinates of the 
i-th particle in the centre of mass frame. The gyration tensor is symmetric and can be reduced to the 
diagonal form: 

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     (4.8) 
where 22 yx     (these diagonal values are called the principal moments of the tensor). Then the 
squared radius of gyration is defined as the sum of its diagonal elements: 
222
g yxR        (4.9) 
The relative shape anisotropy is defined 
 
4
g
222
2
R
yx 

     (4.10) 
It takes the values between zero and one. Zero means perfect circle and one means line. 
 
4.5.1 Relative shape anisotropy 
 
In Fig. 4.7 the dependence of the shape factor of the fragments on the relative expansion time for 
the system with N = 4225 is given for various expansion rates. They show that for all rates except 
0.856, the relative shape anisotropy has a weak dependence on ,  and t. At the rate 0.856 the 
dependence exhibits a peak. At the highest rate the fragments are mostly elongated, which should 
be expected. 
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Figure 4.7. Shape factor of fragments versus reduced expansion time for various expansion rates. N 
= 4225, ρ0 = 0.75 and T = 0.6. The time is divided by the total expansion time. 
 
In Fig. 4.8 the same dependence is given for the system with N = 541 696. It resembles very much 
the plot for N = 4225, Fig. 4.7. We know already that the fragment size decreases with increasing 
expansion rate but their shape is approximately the same for all rates but 0.856. For all rates but 
0.856 the relative shape anisotropy depends weakly on the expansion rate and time. At the rate 
0.856, the dependence exhibits the same striking peak as for N = 4225. One can make a conclusion 
that in general, the shape factor increases with the expansion rate.  
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Figure 4.8. Shape factor of fragments versus reduced expansion time for various expansion rates.                  
N = 541 696, ρ0 = 0.75 and T = 0.6. The time is divided by the total expansion time.  
 
On Figs. 4.9 and 4.10, the dependence of the probability distributions of the relative shape 
anisotropy on the fragmentation time are given for N = 33 856 and expansion rates 0.0535 and 
0.856. This dependence for other system sizes is similar.  The latest one is approximately the mirror 
image of the former one; and for the rate 0.428 we found that the probability distribution practically 
does not depend on the fragmentation time. However, it is possible that these differences between 
the mirror images are not statistically significant. One can see that in the system about 15% of 
clusters are almost symmetric.  
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Figure 4.9. Histogram of the relative shape anisotropy on the relative fragmentation time in the 
Holian-Grady method. N = 33 856, 0535.0 , circles, t = 0.1, plusses, t = 1. 
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Figure 4.10. Histogram of the relative shape anisotropy on the relative fragmentation time in the 
Holian-Grady method. N = 33856, 856.0 , circles, t = 0.1, plusses, t = 1. 
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4.5.2 Thermal temperature of fragments 
 
In Fig. 4.11 the dependence of the thermal temperature of fragments in the laboratory frame on the 
expansion time for various expansion rates is given. One can see that at the initial stage the 
temperature increases sharply due to external expansion, then it decreases. The reason of that is 
simple. We expand the box, the inter-particle bonds fail due to fluctuations, and the energy of 
expansion turns to kinetic and thermal energy of fragments. After some time, the system consists of 
many fragments which are not chained to each other, and subsequent pulling does not increase the 
energy of fragments. The thermal energy of fragments slowly decreases because it increases the 
monomer temperature which is lower. Our program measures the configuration temperature in the 
expanding system frame. It practically does not depend on the expansion rate and time and is equal 
with a high accuracy to 0.30(1). For the rate 856.0  it is slightly higher: 0.33(5). Therefore, the 
thermal temperature also practically does not depend on the expansion rate and time. 
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Figure 4.11. Thermal temperature of fragments in the laboratory frame versus expansion time for 
the expansion rates 0.0535, 0.107, 0.214, 0.428 and 0.856. N = 4225, ρ0 = 0.75 and T0 = 0.6. The 
time is reduced.  
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In Fig. 4.12 the same dependence for the rate 0.107 and for N = 67 600, 135 424 and 541 696 is 
given. It resembles the one for N = 4225, and one can notice that the temperatures in these Figures 
grow proportionally to N  which is an interesting fact but what should be expected because 
thermal fluctuations grow proportionally to N (Landau 1981), Table 4.2. In (Stepanov 1995) it 
was shown that in condensed matter, the fluctuations are proportional to N  till N = N0 and are 
constant at larger N. The thermal temperature in the expanding system frame does not depend on 
the system size because the configuration temperature equals 0.30(1) with a high accuracy for 
almost all system sizes. For N = 541 696 and the rate 856.0  the configuration temperature is 
again slightly higher: 0.34(5). 
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Figure 4.12. Thermal temperature of fragments in the laboratory frame versus reduced expansion 
time for the expansion rate 0.107. From top to bottom: N = 541 696, N = 135 424, N = 67 600, ρ0 = 
0.75 and T0 = 0.6.  
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Table 4.2. The ratio of the thermal temperatures of fragments in the laboratory frame for N = 
541696, T3, and N = 67 600, T1; 832
67600
541696
. . 
Time 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
T3 4.4032 6.8426 6.0252 5.4384 5.0414 4.6157 4.3105 3.9662 3.6453 3.4882 
T1 1.6604 2.3832 2.1991 2.0107 1.7842 1.7051 1.6384 1.5602 1.4679 1.4017 
T3/T1 2.6520 2.8712 2.7399 2.7048 2.8256 2.7070 2.6310 2.5422 2.4833 2.4884 
 
 
4.6 Expansion Pathway  
 
As mentioned in Chapter 3, the configurational temperature is a useful diagnostic tool in simulation 
of a many particle system because it tracks the temperature of the system even when it is not in 
global thermodynamic equilibrium. In Fig. 4.13 we show the dependence of the thermal 
temperature and configurational temperature on the density during a simulation for the expansion 
rate   = 0.107. The thermal temperature plot resembles well that in Fig. 4.2, it oscillates along the 
triple-point line, T ≈ 0.4. As expected, the configurational temperature tracks the thermal 
temperature even if the system is far from equilibrium. It is interesting to note that at the early stage 
and at the end of the expansion, the difference between both temperatures becomes very small. The 
thermal temperature of the system after expansion with the rate 0.107 is about 0.39, Figs. 4.2 and 
4.3. The configurational temperature after the expansion is approximately 0.36. 
 
The plot on Fig. 4.13 clearly demonstrates that one can take the configurational temperature instead 
of the thermal one in cases when the latter is difficult to calculate. The difference between the two 
temperatures is small. 
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Figure 4.13. Dependence of the thermal temperature (solid line) and configurational temperature 
(dashed line) on density during two-dimensional MD expansion simulation by the Holian-Grady 
method (this work). Symbols: our binodal for LJ-spline fluid. N = 4225, 107.0 , ρ0 = 0.75, T0 = 
0.6. 
 
4.7 Effect of Expansion Rate 
 
To explore the effect of changing the expansion rate on fragmentation we have explored a range of 
different expansion rates ,0535.0  0.107, 0.214, 0.428 and 0.856. Figs. 4.14a-e show 
respectively the final snapshots (for two-fold expansion and hence same final density of 0.175) for 
the same N = 4225 system (ρ0 = 0.75 and T0 = 0.6) and same time step as used in §4.4.  
 
One can see that the fragment size decreases with the expansion rate but their shape is 
approximately the same except for the rate 0.856: they are wormlike. Really, Figs. 4.7 and 4.8 
confirm that. The average fragment size decreases by a factor of approximately 2 when the rate is 
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doubled, Table 4.4. This suggests a scaling law. In §4.10 this will be studied in more detail. The 
final temperature of the fragments increases slightly with the expansion rate. The number of 
monomers increases drastically for 8560. : it is about a half of the population. 
 
The maximum cluster sizes in this case are (with increasing expansion rate): 189, 83, 43, 24 and 
11.5. A correlation is evident: that size decreases twice when the expansion rate increases twice. 
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Figure 4.14. Final particle positions for MD 
two-fold expansion, N = 4225, ρ0 = 0.75 and T0 
= 0.6. a) 0535.0 , expansion time t = 20, T  
0.38; b) 107.0 , expansion time t = 10, T  
0.38; c) 214.0 , t = 5, T  0.40; d) 
428.0 , t = 2.5, T  0.45; e) 856.0 , t = 
1.25, T  0.48. 
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4.8 Fragmentation  Sensitivity to Initial Microscopic State 
 
There are many sets of coordinates  ir  and momenta  ip  consistent with the fixed value of ρ0 and 
T0; this is simply a consequence of statistical mechanics. It is of interest to see how reproducible the 
fragmentation is if we change the microscopic state for a fixed thermodynamic condition. One way 
to do this is to change the seed in the random number generator used to create initial momenta. The 
set of coordinates and momenta which corresponds to a certain seed number can be called 
realisation. We have chosen another route. We equilibrated the system at a slightly higher 
temperature, then changed the temperature back to the initial one and again equilibrated. That is, if 
the initial temperature was 1.0, the first realisation was increasing it to 1.05 and then back to 1.0, 
the second realisation was increasing it to 1.10, etc. Then we averaged the results of the simulations 
over the number of realisations. We have run simulations with 1, 5, 10 and 20 realisations. In Table 
4.3 the dependence of the average fragment size and the temperature of the fragments on the 
number of realisations is given. One can see that 10 realisations can be taken to produce reliable 
results and, therefore, we use 10 realisations in the remainder of our simulations. 
 
Table 4.3. Dependence of the average cluster size, <>, and the final temperature, T, on the 
number of realisations (initial configurations of the system), at various expansion rates,  , N 
= 4225.  = 0.75, T = 0.6. In brackets, standard deviation. 
  1070.  2140.  
  <> T <> T 
Number of  
Realisations 
1 23.6 0.42 7.7 0.38 
5 18.0(4) 0.36(2) 7.8(2) 0.38(2) 
10 17.9(5) 0.37(2) 8.0(3) 0.37(1) 
20 16.2(16) 0.37(2) 7.0(6) 0.37(1) 
 
Simulations with 10 realisations produce the same final temperature and approximately the same 
cluster number as those with 20 realisations. Examples of the cumulative distributions for 
107.0  and 0.214 for different number of realisations obtained in our work are given in Figs. 
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4.15 and 4.16. In Figs. 4.15 and 4.16 there is a satisfactory agreement between the results obtained 
by 10 and 20 realisations. At 107.0 , for large cluster numbers they even coincide. Our 
predecessors took not more than 5 realisations (Ashurst 1999a,b). In Fig. 4.16 the maximum cluster 
size for 1 and 5 realisations ranges from 80 to 120 particles: this is in a complete agreement with 
(Ashurst 1999) who tried 1 and 3 realisations for the same system. For 10 and 20 realisations, the 
maximum cluster is about 130 particles. 
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Figure 4.15. Cumulative number of clusters of mass M or greater vs M at the end of two-
dimensional MD expansion by the Holian-Grady method. N = 4225, 107.0 , ρ0 = 0.75 and T0 = 
0.6. The curves are for n = 1, 5, 10 and 20 realisations. Straight lines are trend lines.  
 
 
 
 121 
1
10
100
1000
0 10 20 30 40 50 60 70 80
 C
u
m
u
la
ti
v
e 
n
u
m
b
er
Fragment mass
n = 1
n = 5
n = 10
n = 20
 
Figure 4.16. Cumulative number of clusters of mass M or greater vs M at the end of two-
dimensional MD expansion by the Holian-Grady method. N = 4225, 214.0 , ρ0 = 0.75 and T0 = 
0.6. The curves are for n = 1, 5, 10 and 20 realisations. Straight lines are trend lines.  
 
4.9 Fragmentation  Sensitivity to Initial Thermodynamic State 
 
It is important to know how the distribution and properties of fragments depend on the initial 
temperature and pressure of the system. Therefore, we performed simulations for the systems with a 
constant density and varying temperature, and with a constant temperature and varying density (for 
10 realisations). The number of particles N was 4225 and the expansion rate,  , was 0.107. The 
first series of simulations was for a constant initial density 0 = 0.75 and the initial temperatures T0 
= 0.7, 0.8, 0.9 and 1.0. The second series of simulations was for a constant initial temperature T0 = 
0.6 and the initial densities 0 = 0.7, 0.6, 0.5, 0.4.  
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Snapshots of the final configurations from the first series are given in Fig. 4.17. They do not differ 
noticeably from each other. The cumulative distributions of clusters also do not differ much from 
each other, Fig. 4.18. The average cluster size obtained from those distributions, <>, also slowly 
decreases with temperature: 13.2, 11.4, 10.4 and 9.5. It is interesting that the final temperature of 
the fragments is practically the same. For T0 = 0.7, the maximum cluster is 104 particles, for T0 = 
0.8 it is 93, for T0 = 0.9 it is 84 particles, and for T0 = 1.0 it is 82 particles. 
 
The final positions for the second series are given in Fig. 4.19. They also do not differ very much 
from each other but one can see that the size of fragments decreases faster than in Fig. 4.17. The 
values of the average cluster size, <>, are 12.0, 9.1, 7.2 and 5.8. The dependencies of the 
cumulative distribution of clusters on the density also differ from each other stronger than in Fig. 
4.17.  For 0 = 0.7, the maximum cluster is 85 particles, for 0 = 0.6 it is 69, for 0 = 0.5 it is 60 
particles, and for 0 = 0.4 it is 52 particles, Fig. 4.20. One can make a conclusion that there is a 
small dependence of fragmentation on the initial temperature, and a stronger dependence on the 
initial density. The final temperature of the fragments again is practically the same. 
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Figure 4.17. Snapshots of final particle positions for the Holian-Grady method for the initial 
density 0 = 0.75 and temperatures T0 = 0.7, 0.8, 0.9 and 1.0. N = 4225, final = 0.175, 107.0 . 
Tfinal is thermal temperature of fragments. In brackets, standard deviation. 
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Figure 4.18. Cumulative number of clusters of mass M or greater vs M at the end of two-
dimensional MD expansion by the Holian-Grady method. N = 4225, 107.0 . The initial density 
0 = 0.75 and temperatures T0 = 0.7, 0.8, 0.9 and 1.0. The average cluster size, <>, equals 13.2, 
11.4, 10.4, and 9.5, respectively. 
 
 125 
 
 
-100
-50
0
50
100
-100 -50 0 50 100
 
0 = 0.7, T0 = 0.6, Tfinal  0.47(7) 
-100
-50
0
50
100
-100 -50 0 50 100
 
0 = 0.6, T0 = 0.6, Tfinal = 0.45(4) 
-100
-50
0
50
100
-100 -50 0 50 100
 
0 = 0.5, T0 = 0.6, Tfinal = 0.48(6) 
-100
-50
0
50
100
-100 -50 0 50 100
 
0 = 0.4, T0 = 0.6, Tfinal = 0.48(4) 
 
Figure 4.19. Snapshots of final particle positions for the Holian-Grady method for the initial 
temperature T0 = 0.6 and densities 0= 0.7, 0.6, 0.5 and 0.4. N = 4225, 107.0 . Tfinal is thermal 
temperature of fragments. 
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Figure 4.20. Cumulative number of clusters of mass M or greater vs M at the end of two-
dimensional MD expansion by the Holian-Grady method. N = 4225, 107.0 . The initial 
temperature T0 = 0.6 and densities 0= 0.7, 0.6, 0.5 and 0.4. The average cluster size, <>, is 12.0, 
9.1, 7.2, and 5.8, respectively. 
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4.10 Dependence of the Average Cluster Size on the System Size and Expansion 
Rate 
 
We explored much larger systems than Holian and Grady (1988) to check and extend their results: 
from 1089 to 541 696 particles. Our results were averaged over 10 realisations in each case and the 
time step in the expansion ranged from 0.002 for 0.0535  to 0.000125 for 0.856 . An 
interesting result is obtained: the average cluster size depends weakly on the system size, and 
strongly on the expansion rate, as shown in Table 4.4. 
 
Table 4.4. Dependence of the average cluster size on the expansion rate for systems of 
different sizes, ρ = 0.75, T= 0.6. In brackets, standard deviation. 
Rate \ 
Size 
0.0535 0.107 0.214 0.428 0.856 
1089 40.6(66) 17.9(13) 9.4(18) 4.0(2) 1.6(1) 
2116 36.8(36) 17.3(20) 7.5(4) 3.0(2) 1.5(1) 
4225 41.4(21) 17.9(5) 8.0(3) 3.0(1) 1.4(1) 
8464 41.4(57) 16.7(16) 7.2(9) 3.0(3) 1.4(1) 
16900 41.8(23) 17.7(6) 7.2(4) 3.1(1) 1.3(1) 
33856 38.5(17) 15.6(9) 7.0(2) 3.0(1) 1.2(1) 
67600 35.6(31) 15.7(8) 7.0(2) 2.8(1) 1.23(5) 
135424 32.4(60) 14.9(4) 6.5(3) 2.81(4) 1.25(3) 
541696 31.6(11) 
 
13.3(4) 
 
5.5(1) 
 
2.64(5) 
 
1.14(4) 
 
For N = 541 696, the number of monomers is anomalously high for 8560. : it is about 151 240. 
The maximum cluster sizes for this system are (with increasing expansion): 328, 142, 70, 34 and 16. 
The same correlation is evident as for N = 4225, §4.7: that size decreases twice when the expansion 
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rate increases twice, and the maximum cluster for this system is not much smaller than that for  
541696 particles. 
 
In science and engineering simple models of fragmentation are required which give the average 
fragment mass as a function of the expansion rate. Grady proposed a simple model which balances 
the kinetic energy of expansion of a fluid sphere and the potential energy of its surface (Grady 
1982, Holian and Grady 1988). For a two-dimensional droplet, the kinetic energy of expansion per 
unit mass is 
4
22R
. The potential energy of its surface per unit mass is 
R
Er cohc , where rc is the 
thickness of the surface and Ecoh is the cohesive energy. One then minimises the sum of these 
energies for the minimum density of the surface and obtains the mean cluster size: 
32
2
cohc2
2
/
Er











   (4.11) 
 Eq. (4.11) can be evaluated for atomistic systems: Ecoh ≈ ndε/2m, where nd is the nearest neighbours 
number (6 for 2 dimensions), ε is the inter-atomic potential well depth, and rc ≈ . The mean cluster 
size is therefore: 
34326)750( //.       (4.12) 
Holian and Grady (1988) obtained the dependence of    on   for only one system size, N = 
4225. Their linear fit to that dependence had the slope about –4/3. Our dependence of the average 
cluster size on the expansion rate for N = 4225 and for the same initial temperature and density is 
plotted in Fig. 4.21. It differs slightly from the result in Holian and Grady (1988): it equals –
1.23(0.4). We performed the investigation for many system sizes, from 1089 to 541 696 particles 
for ρ0 = 0.75 and T0 = 0.6. The results are given in Table 4.5. The scaling exponent does not depend 
on the system size and approximately equals –1.22(2) which is close to Grady’s model. Our results 
seem to be more reliable because they are obtained by averaging over 10 realisations but Holian and 
Grady did only one realisation. In Fig. 4.22 the dependence of the average cluster size on the 
expansion rate for N = 541 696 is presented. The simulations points lie exactly on the line, as they 
do for 4225 particles, i.e., there is practically no scatter. So, our results support the power law of 
Grady’s model in a very broad range of system sizes. The scaling exponent is close to that of 
Grady’s model. 
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Figure 4.21. Dependence of the average cluster size on the expansion rate,  , N = 4225, ρ0 = 0.75, 
T0 = 0.6. The line has slope –1.23(0.4). 
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Figure 4.22. Dependence of the average cluster size on the expansion rate,  , N = 541 656, ρ0 = 
0.75, T0 = 0.6. The line has slope –1.20(0.4). 
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Table 4.5. Dependence of the scaling exponent in Grady’s model on the size of the system, ρ0 = 
0.75, T0 = 0.6. 
Size, 
N 
1089 2116 4225 8464 16900 33856 67600 135424  541696 
Slope –1.15 –1.20 –1.23 –1.22 –1.25 –1.24 –1.23 –1.19 –1.20 
 
 
The Grady’s model predicts that the largest fragment size in a two-dimensional system is 
proportional to 1  (Ashurst and Holian 1999a). Our simulations for N ≤ 541 696 confirm very 
well those of Ashurst and Holian for N = 4225. The results are presented in Fig. 4.23 and Table 4.6. 
The average scaling exponent is –1.04(7). 
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Figure 4.23. Dependence of the largest cluster size on the expansion rate,  , N = 541 656, ρ0 = 
0.75, T0 = 0.6. The line has slope –1.09(0.4). 
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Table 4.6. Dependence of the scaling exponent in Grady’s model on the size of the system for 
the largest fragment, ρ0 = 0.75, T0 = 0.6. 
Size, 
N 
1089 2116 4225 8464 16900 33856 67600 135424  541696 
Slope –0.93 –1.17 –0.99 –0.99 –1.05 –1.03 –1.06 –1.07 –1.09 
 
 
In Fig. 4.24 the cumulative number of fragments versus fragment mass is given for N = 541 656 and 
five expansion rates. The distributions are qualitatively similar to those for lower N. The maximum 
cluster size decreases sharply with the expansion rate: from 550 to 17. The maximum cluster size at 
 0.107 is 170, and at  0.214 it is 90. Compared with the corresponding values for N = 4225: 
130 for  0.107 and 55 for  0.214, one can see that this size does not increase much with 
increasing size. 
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Figure 4.24. Cumulative distribution of fragments for N = 541 656, ρ0 = 0.75 and T0 = 0.6 at 
various expansion rates in the Holian-Grady method for 10 realisations. 
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4.11 Expansion Pathway in the ρ – T Plane 
 
It is of interest to see what phases on the phase diagram correspond to the density and temperature 
of the expanding system, how different is the state of the expanding system from that of the 
equilibrium one, and how the equilibrium system influences the expanding one. We plotted on the 
phase diagram the density and temperature of the system with N = 4225 during the expansion at the 
rate 107.0  from the initial state at 0.1, 0.2, ... , 0.9 of the expansion time, Fig. 4.25.  
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
0 0.2 0.4 0.6 0.8 1
T

 
Figure 4.25.  Thermodynamic pathway (bold line) on LJ-spline phase diagram. N = 4225, ρ0 = 0.75, 
T0 = 0.6 and 107.0 . In the middle, triangles, the law of rectilinear diameters. On the right hand 
side, the liquid – solid curves of the phase diagram. 
 
In Fig. 4.26 we present system snapshots along the expansion path together with the equilibrium 
states sampled from the same state points. The equilibrium states were taken as the averages of 10 
simulations with different initial conditions. Non-equilibrium states at t = 1000 − 2000 consist of 
coexisting solid and liquid, then the number of solid fragments rapidly decreases and they become 
liquid-like ones. Non-equilibrium states until t = 8000 are much more uniform, have much smaller 
voids and have much smaller and more elongated fragments (that should be expected – far from 
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equilibrium fragments are far from spherical form and their size should be smaller). After t = 6000 
the difference becomes much smaller. The equilibrium states exhibit solid, liquid and gas phases. 
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 = 0.175, T = 0.37. Equilibrium. 
 
Figure 4.26. Particle positions along the expansion path in the Holian and Grady method (on the 
left) and in equilibrium at the same points of the expansion pathway (on the right). N = 4225, ρ0 = 
0.75 and T0 = 0.6, and 107.0 . 
 
One can see in Fig. 4.26 that a phase transition liquid – vapour occurs during the expansion by 
spinodal decomposition and by hydrodynamic fracture. Quenching into unstable region of the phase 
diagram happens during the expansion and the resulting snapshots resemble highly-connected 
regular patterns in spinodal decomposition until t ≈ 4000 (Abraham 1986). Then their break up into 
clusters happens. 
 
To examine snapshots in Fig. 4.26 quantitatively we examine the dependence of the cumulative 
number of clusters on the fragment mass, Fig. 4.27. One can see that at the initial state,  = 0.612, 
the equilibrium and non-equilibrium distributions resemble each other quite well, then due to rapid 
destruction of the expanding system, at  = 0.509 and  = 0.368, there is a significant difference in 
the distributions, but after that the distributions begin to converge. Particles in the non-equilibrium 
case are much smaller till  = 0.278. It is interesting to notice that the fragment sizes in the 
equilibrium system begin quickly to decrease at  = 0.278. At the endpoint of the expansion, the 
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distributions differ insignificantly. One can conclude that at  = 0.612 − 0.509, the equilibrium 
system is coexisting solid and vapour, then, at  = 0.368, it consists of many fragments and the 
biggest part of them are liquid like, some are solid like, and the gas phase increases; at  = 0.278, all 
fragments turn to liquid, and then the system gradually moves to vapour.  
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 = 0.278, T ≈ 0.41. 
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Figure 4.27. Cumulative distribution of fragments along the expansion pathway for 107.0 . N = 
4225, ρ0 = 0.75 and T0 = 0.6. Dashed line – non-equilibrium, solid line – equilibrium. 
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4.12 Holian-Grady Simulations with a 2.5 Cut LJ Potential 
 
We also performed simulations with the Holian − Grady method but using a different potential. In 
this case we use a LJ potential truncated at 2.5 with no spline part. This potential was also used in a 
different form of expansion – the so-called Blink − Hoover method, which we investigated in 
Chapter 5. The system had the same size, N = 4225, and the initial state, ρ0 = 0.75 and T0 = 0.6, as 
before. The cluster bond length remained the same. Our results are presented in Fig. 4.28. The 
snapshots resemble very much those ones in Fig. 4.14. Again, the number of clusters increases with 
the expansion rate and their size decreases: <> = 27(2), 16(1), 8.8(2), 5.1(1) and 3.2(2). That 
average cluster size is only slightly larger than that for LJ-spline potential, and the average fragment 
size decreases proportionally to the expansion rate. The maximal cluster size also is practically the 
same in both cases: 233(67), 99(11), 46(3), 24(3) and 11(1). So, one can see that the change in the 
potential results only in a very small changes in the fragmentation. However, the slope on the plot 
of log<> versus log  for the average fragment is 0.78 which is far from that of the Grady’s 
model. So this is not a universal scaling law. That plot for the maximum fragment has the slope 
−1.09(0.6) what agrees with this model.   
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Figure 4.28. Final positions of particles for the Holian-Grady expansion method with the LJ-cut 2.5 
potential from Blink and Hoover (1985) for N = 4225 at various expansion rates; ρ0 = 0.75 and T0 = 
0.6. The system was expanded approximately twofold.  
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4.13 Conclusions 
 
We performed expansions by the Holian-Grady method for the systems from 1089 to 541 696 
particles. Our predecessors used not more that 4225 particles. We averaged our result over 10 
realisations (initial microscopic states of the system) while our predecessors used not more than 5, 
and therefore, our results are much more reliable because 5 and less realisations produce noticeably 
worse results. Our snapshots of the two-dimensional liquid reveal the presence of large vacancies 
within the fluid which agrees with the experiment. It is found that fragment sizes obey the bimodal 
distribution, this is in agreement with our predecessors. In these expansions, the relative shape 
anisotropy of the fragments is calculated in the course of expansion. It is found that it does not 
depend on the system size and in general increases with the expansion rate. Its dependence on the 
rate and on the time is small but at the rate 0.856 the shape anisotropy is much higher and exhibits a 
peak for systems of all sizes. About 15% of the fragments are almost round during the expansion for 
all rates. The thermal temperature of fragments in the laboratory frame has been calculated. It 
exhibits a peak at the initial stage of the expansion and then decreases. It grows proportionally to 
square root of the system size. It is shown that the thermal temperature of fragments in the 
expanding system frame does not depend on the time, expansion rate and the system size. The 
configurational temperature is calculated in our work and fruitfully employed. We investigated how 
the fragmentation depends on the initial temperature and pressure of the system. It is found that 
fragmentation depends rather weak on the initial temperature, but stronger on the initial density. It 
is interesting that the final temperature of the fragments is practically the same in both cases.  
 
We performed a very extensive exploration on how the fragments size and shape depend on the 
expansion rate. An interesting result has been obtained: the average fragment size in the expansion 
by the Holian-Grady method depends weakly on the system size. One can even notice a trend: that 
size decreases slowly with the system size. It agrees with the Grady’s model of fragmentation. The 
dependence of that size on the expansion rate also agrees well with the Grady’s model: the scaling 
exponent does not depend on the system size and equals –1.22 (the Grady’s model predicts −4/3). 
However, for the LJ potential with the cutoff 2.5, the scaling exponent equals 0.78, so Grady’s 
model is not universal. Another interesting result is that the maximum fragment size does not 
depend much on the system size. According to the Grady’s model, the largest fragment size in a 
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two-dimensional system is proportional to the inverse expansion rate. Our simulations confirm that 
very well. 
 
We have found out what phases on the phase diagram of LJ-spline fluid correspond to the density 
and temperature of the expanding system, and how they differ from the expanding system. We have 
come to conclusion that a phase transition liquid – vapour occurs during the expansion by spinodal 
decomposition and by hydrodynamic fracture. Quenching into unstable region of the phase diagram 
happens during the expansion and spinodal decomposition occurs: one can observe highly-
connected regular patterns. Then a break up into clusters happens. 
 
Our simulations with a different potential, a LJ potential truncated at 2.5, showed that the snapshots 
resemble very much the previous ones. The average cluster size is only slightly larger than that for 
LJ-spline potential, and the average fragment size decreases proportionally to the expansion rate. 
The maximal cluster size also is practically the same in both cases. However, the slope on the plot 
of log<> versus log  is far from that of the Grady’s model. So this is not a universal scaling law. 
That plot for the maximum fragment versus log  agrees with this model.   
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Chapter 5 
Blink-Hoover Fragmentation 
 
 
Blink and Hoover used a different approach to achieve essentially the same goal of MD simulation 
of fluid fragmentation as Holian and Grady. In their method, fragmentation of a two-dimensional 
Lennard-Jones fluid is initiated by removal of a confining wall, i.e. by expanding into vacuum 
(Blink and Hoover 1985). It is of interest to study this method and to compare it with that of Holian 
and Grady.  
 
5.1 Basic Algorithm 
 
In the Blink-Hoover method, the expansion is initiated by removing a confining boundary wall 
having first equilibrated a circular droplet. The expansion is then Newtonian and adiabatic because 
no more energy is added to the system, and the particles obey Newton’s equations of motion. 
 
In this method, the initial configuration comprised a regular hexagon lattice of atoms. The hexagon 
is contained within impenetrable boundaries (exact details not given in their paper). The crystal is 
melted by evolving thermostatted dynamics using initial random velocities. This generated an 
equilibrium configuration.  
 
The Lennard-Jones equation truncated at Rcut = 2.5 was used. It has been found in the preceding 
chapter that the truncation had a negligible effect on the results of the simulations. The authors 
calculate the size of the largest fragment, the average of the ten largest fragments, and the average 
of the largest fragments comprising 30% of the system population for quantitative study of the 
fragmentation process. They found that their results agreed well with a simple Grady’s model of 
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fragmentation (Grady 1982) which balances the surface energy of the system with the kinetic 
energy of the fragments, §4.10. 
 
5.2 Method of generating circular droplets 
 
A convenient way to model the rigid boundary is to use a steep repulsive potential to prevent 
material from crossing an interface. In the works (Thompson et al 1984), (Shreve et al 1986) on 
liquid drops with surface tension the following form for this potential was adopted 
0
0LJ
0
)()(
rr,
rr,rr
i
iii

 
   (5.1) 
where ri is the radial distance of molecule i from the wall,  is the Lennard-Jones potential well 
depth and ro = 2
1/6 is the separation at the minimum in the LJ potential. This potential is zero when 
the molecule-wall distance is greater than ro. 
 
In our work we have explored two different methods of confining the fluid to circle: a short ranged 
repulsive potential and elastic boundaries. We chose the following repulsive potential and force: 
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This potential turns on when r < . The pressure exerted at the wall (only calculated in the 
repulsive-wall case) is  
R
F
i
i
2π
boundary
     (5.4) 
While straightforward in principle, this type of confining potential has some drawbacks: 
1) There are now two adjustable parameters to be specified:  and  (these are not the LJ ones). 
2) Particles can still penetrate the walls. 
 
In the elastically reflecting boundary conditions, a particle is reflected from the wall at the same 
angle as that between the incident velocity and normal to the wall, see Fig. 5.1.  
The elastic boundary conditions are simple to implement and have no adjustable parameters and in 
principle conserve energy. In practice, one observes spikes in the energy versus time plot. This is 
well known in hard sphere simulations. It can be corrected but it is not necessary to do so because it 
does not influence the results significantly. One could also use circular mirror boundary conditions 
though we have not explored that option in this work.  
 
5.2.1. Equilibration results 
 
It is convenient to begin a simulation from an ordered crystalline state. It is impossible to place the 
particles regularly inside the circle hence we position them into a polygon inscribed into the circle. 
A hexagonal array is simple and we, therefore, follow (Blink 1985) in starting our equilibration 
from a hexagonal lattice. The hexagon was placed into a circle of the size that results in the required 
density. 
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Figure 5.1. Elastically reflecting boundary. A particle (full blob) is reflected from the wall at the 
same angle as that between the incident velocity and normal to the wall. Light blob is a supposed 
position of the blob in the absence of reflection. 
 
If Nx is the number of atoms along one side of a regular hexagon, then the total number of atoms N 
is given by  
133 2  xx NNN     (5.5) 
Taking Nx = 8, 16, 30 and 70, for example, yields hexagons containing 169, 721, 2611 and 
14 491 atoms, respectively, Fig. 5.2. These sizes were simulated by Blink and Hoover (Blink and 
Hoover 1985) and so for purpose of validation of our codes, we have also generated lattices with 
this number of atoms.  
 
R 
 149 
The bounding circle has a radius given by 
4
N
 (assuming unit spacing between atoms). The aim is 
to produce a droplet with a given density. Its radius is 

N
 hence it is necessary to adjust the 
spacing accordingly. Once the hexagon is created, particles were given velocities with zero mean, 
sampled from a Maxwell-Boltzmann distribution. Constant temperature MD was then performed 
using either of the two confining schemes (elastic boundary conditions and repulsive potential) until 
the crystal melted and a uniform droplet was obtained, Fig. 5.2. So, the system was equilibrated to 
the desired density and temperature within the confining circle. The equilibration lasted 100 000 
steps with the step size 0.001. A plateau in the dependence of a physical value on the step number 
indicated equilibrium was achieved, for example, Fig. 5.3 illustrates how the pressure in the droplet 
varies with the number of steps. 
 
The pressure in this method at the first stage was calculated by the same virial formula as in the 
Holian-Grady method, Eq. (4.6), although it may not be strictly applied because of the absence of 
periodic boundary conditions. Nevertheless, it produced reasonable results. These results appear in 
Table 5.1 along with those of (Blink and Hoover 1985) for comparison. Neither method is correct 
but they are reasonable. The agreement is not perfect because of the problems previously discussed 
(referring to calculating pressure in a non-periodic box) and because Blink and Hoover used an 
equation of state to estimate their initial pressure.  Their pressures are not simulated values but 
calculated from the Henderson equation of state (Henderson 1977). Hoover and Blink used an 
equation of state developed from limited results obtained by Henderson for the cut Lennard-Jones 
potential. Because equations of state have improved since Hoover’s paper, we decided to use a 
more up to date one, namely, the Reddy-O’Shea equation of state (Reddy and O’Shea 1986).
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Figure 5.2. Snapshot of the particle positions during and after the equilibration in our MD 
simulation by the Blink-Hoover method. N = 2611,  = 0.62, T = 0.76. a) The initial system 
configuration, b) After 15 000 steps, c) After 100 000 steps. 
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Figure 5.3. Dependence of the pressure in a spherical droplet with elastic wall on the number of 
steps. N = 2611, ρ = 0.62, T = 0.76. 
 
An alternative to using the virial is to compute the force at the walls in the confining potential case. 
Our results are given in Table 5.2. There is a good agreement between virial and wall pressure. It 
can also be done with elastic boundary conditions, this is more effortful but it produces the best 
results and is used by us. The steep repulsive potential produces unphysical cavitation. Another 
alternative would be to use the method of planes (Todd et al 1995) adapted for circular symmetry, 
but again that involves tedious coding. 
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Table 5.1. The dimensionless values of pressure P, obtained in (Blink and Hoover 1985) and in 
this work by the Blink-Hoover method for LJ potential with Rcut = 2.5. In this work 100 000 
equilibration steps were used and step size 0.001. 
   
 
 
 
 
 
 
 
 
Superscript a means obtained in simulations with 14491 particles. Other results are for N = 2611. In 
brackets, standard error. 
 
The availability of an equation of state has many advantages, particularly in relation to studying 
fragmentation since the whole of thermodynamics is unlocked. One can easily compute internal 
energy, heat capacity, sound speed and in principle determine the phase diagram (see later). Reddy 
and O’Shea derived their equation of state for the two-dimensional Lennard-Jones fluid following 
the approach of (Nicolas et al 1979) for the three-dimensional fluid. They obtained a modified 
Benedict-Webb-Rubin equation (Reid et al 1977) by fitting the energy, pressure, and second virial 
coefficients, as Nicolas et al did, but they also fitted the third virial coefficients. They supplemented 
that with Monte Carlo data from their simulations and that resulted in a big improvement. The 
authors used Lennard-Jones reduced units. 
 
 
 
T  P 
  (Blink, 
Hoover 
1985) 
This 
work 
1.01 0.61 1.02
a 
1.086(7)
a 
1.16 0.62 1.38
 
1.46(3)
 
0.76 0.62 0.53
 
0.66(3)
 
0.65 0.62 0.31
 
0.394(2)
 
 153 
Table 5.2. Pressure, P, obtained in this work by the Blink-Hoover method for LJ potential 
with Rcut = 2.5 by the virial method, and by Eq. (5.4).  The number of equilibration steps:    
100 000, and step size: 0.001. 
   
 
 
 
 
 
 
 
Superscript a means obtained in simulations with 14 491 particles. Other results are for N = 2611. In 
brackets, standard error. The values  and  are parameters of Eq. (5.2). Data for virial method are 
for  = 0.8,  = 10. 
 
The Reddy-O’Shea equation is: 
P = T + 2[c1T + c2T
1/2
 + c3 + c4T
−1
 + c5T
−2
] + 3[c6T + c7 + c8T
−1
 + c9T
−2
] +   
3[c20T
−2
 + c21T
−3
]exp(−2) + 4[c10T + c11 + c12T
−1
] + 5c13 +  
5[c22T
−2 
+ c23T
−4
]exp(−2) + 6[c14T
−1
 + c15T
−2
] + 7c16T
−1
 +    
          7[c24T
−2
 + c25T
−3
]exp(−2) + 8[c17T
−1
 + c18T
−2
] + 9c19T
−2
 +     
          9[c26T
−2
 + c27T
−4
]exp(−2) + 11[c28T
−2
 + c29T
−3
] exp(−2) +  
          13[c30T
−2
 + c31T
−3
 + c32T
−4
]exp(−2)               (5.6) 
The parameters Cn and  of this equation are given in Table A1 in Appendix 2. 
 
T  P 
  Virial 
method 
 = 0.8, 
 = 10 
 = 1.0, 
 = 10 
 = 1.0, 
 = 100 
1.01 0.61 1.086(7)
a 
1.19(5)
a 
1.21(6)
a 
1.21(5)
a 
1.16 0.62 1.432(2)
 
1.55(2) 1.46(2) 1.61(2) 
0.76 0.62 0.66(3)
 
0.71(3) 0.72(3) 0.74(3) 
0.65 0.62 0.394(2)
 
0.48(4) 0.49(3) 0.50(3) 
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The internal energy may be obtained from the thermodynamic relationship:  
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From which, the isochoric heat capacity may be obtained from (5.7) via  
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In fragmentation science, the speed of sound is very important because it is the speed by which 
information is transferred between particles. The fragmentation (or expansion) of an object needs to 
occur for several sound traversal times because we consider practically instant fragmentation in our 
work, not a long-term one. One can derive the speed of sound thermodynamically, and the 
expression is: 
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(ρ is the mass density and the dimension of the left and right parts of Eq. (5.9) is m2/s2.) This 
derivation is given in Appendix 3. Finally, we obtain the speed of sound by introducing this heat 
capacity and pressure from Eq. (5.6) into Eq. (5.9). Toxvaerd quotes the formula in his paper 
(Toxvaerd 1981). Note the different power on the second term on the right hand side. His equation 
is in error – a fact acknowledged by him to us in a private communication to K. Travis (Travis 
2009). 
 
Tables 5.3 and 5.4 show a range of pressures, internal energies, heat capacities and sound speeds 
computed using the Reddy-O’Shea equation of state: Eq. (5.6). Also included are results from 
periodic two-dimensional Monte Carlo simulations (our work). Sound speeds obtained by Blink and 
Hoover are included as well. One can see that there is a good agreement between the values except 
for CV and c at T = 0.55 and 0.51. The heat capacity was calculated in MC by the formula 
2
22
kT
UU
CV

 . A possible reason could be that a 721 particle system is not big enough. In the 
Monte Carlo method we used a cut off potential and applied long range correction for the pressure 
and internal energy in two dimensions: 
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(Allen and Tildesley 1987). We assumed the radial distribution function g(r) tends to unity after 
Rcut. Here w(r) is the intermolecular pair virial function 
r
)r(U
r)r(w
d
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     (5.12) 
For the Lennard-Jones potential these equations become  
4-
cut
10-
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Table 5.3. The dimensionless values of the pressure P and internal energy U, obtained in this 
work using the Reddy-O’Shea equation of state, Eq. (5.6), and Monte Carlo simulations.  
T  P
 
U 
  Reddy 
EoS 
 
Monte 
Carlo 
From 
Reddy EoS 
 
Monte 
Carlo 
1.01 0.61 0.99 0.98(8) 1.659 1.666(2) 
1.16 0.62 1.36 1.354(3) –1.642 –1.649(4) 
0.76 0.62 0.51 0.51(2) –1.779 1.785(3) 
0.65 0.62 0.28 0.28(2) 1.835 1.839(7) 
1.17 0.61 1.31 1.31(1) −1.611 −1.618(1) 
0.77 0.63 0.56 0.56(2) −1.803 1.811(3) 
0.65 0.65 0.35 0.35(1) −1.918 1.925(2) 
0.55 0.66 0.13 0.12(1) −2.013 2.012(3) 
0.51 0.68 0.07 0.06(2) −2.102 2.096(4) 
In brackets, standard error. 
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Table 5.4. The dimensionless values of the isochoric heat capacity CV and speed of sound c 
obtained in this work using the Reddy-O’Shea equation of state (5.6) and Monte Carlo 
simulations, and in (Blink and Hoover 1985). 
T  CV c 
  From 
Reddy EoS 
 
Monte 
Carlo 
(Blink, 
Hoover 
1985) 
From Reddy 
EoS  
1.01 0.61 1.32 1.32 3.7 3.73 
1.16 0.62 1.30 1.29 4.1 4.20 
0.76 0.62 1.44 1.43 3.1 3.05 
0.65 0.62 1.61 1.58 2.7 2.50 
1.17 0.61 1.29 1.29 4.0 4.1 
0.77 0.63 1.42 1.42 3.2 3.2 
0.65 0.65 1.55 1.51 3.2 2.95 
0.55 0.66 1.82 1.70 2.9 2.41 
0.51 0.68 1.95 1.79 2.9 2.42 
In brackets, standard error. 
 
5.3 Fragmentation results 
 
We conducted a series of expansion runs using the same conditions as used in Hoover-Blink. 
Expansion begins with removal of the confining boundary. The thermostat is switched off and the 
expansion occurs adiabatically. The simulations used a 4
th
 order Runge-Kutta integrator with t = 
0.001. Blink and Hoover ran their simulations at multiples of the sound traversal time, R/c, where R 
is the radius of boundary circle, and c is the sound speed. If density  = N/V, V is R2 then 
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
N
R  . For example, for N = 2611,  = 0.62 and T = 1.16, R = 36.6.  Now if the expansion time 
equals 4.2R/c and t = 0.001 the simulation is stopped after 37510 steps (Blink and Hoover found 
that for these values of N,   and T the expansion lasts 4.2R/c).  
 
Clusters were evaluated as in the previous Holian-Grady work except a cluster bond length of r0 = 
2.5 was used to define a cluster in keeping with the definition employed by Blink and Hoover. We 
calculated the number of monomers, Nm, cluster size, Nc, defined as the maximum cluster size and 
the ratio Nc/(N – Nm) etc. The results produced with 10 realisations are in Table 5.5 together with 
the values of Blink and Hoover. The agreement is good.  
 
We have plotted snapshots of the particle positions in the course of the fragmentation; such a 
sequence is shown in Fig. 5.4. They resemble well the corresponding plots in (Blink and Hoover 
1985) done for 14 491 particles. Once can see that the main body of the system expands slowly and 
in it, crushing of the fragments occurs. The number of monomers is small. Significant expansion is 
due to a small portion of the particles. The largest cluster decreases from 2580 at reduced time t = 
0.1 to 2044 at t = 0.5, then it quickly diminishes to 171 at   t = 1.0. One can see that the 
fragmentation mechanism is hydrodynamic fracture (usual mechanical fracture) because regular 
patterns which occur in spinodal decomposition cannot be observed. This is because the expansion 
is non-homogeneous, spinodal decomposition occurs only in homogeneous systems. 
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Table 5.5. Initial conditions and results from the two-dimensional MD simulations by Blink 
and Hoover (1985), and from this work using the method of Blink and Hoover. The system 
population N, temperature T and density  are given. Nc is the biggest cluster population, Nm 
is the number of monomers. 
N T  P 
Reddy 
EoS 
 
Nc Nm Nc/(NNm) 
(Blink, 
Hoover 
1985) 
This 
work 
(Blink, 
Hoover 
1985) 
This 
work 
(Blink, 
Hoover 
1985) 
This 
work 
14491 1.01 0.61 0.99 375 369(12) 1183 1088(24) 0.028 0.028 
2611 1.16 0.62 1.36 136 171(9)
 
200 196(14)
 
0.056 
 
0.071
 
2611 0.76 0.62 0.51 270 236(8) 218 231(13) 0.11 0.10 
2611 0.65 0.62 0.28 361 646(7) 170 152(14) 0.15 0.26 
721 1.17 0.61 1.31 44 67(6) 82 80(6) 0.069 0.10 
721 0.77 0.63 0.56 117 149(5) 85 94(6) 0.18 0.24 
721 0.65 0.65 0.35 337 338(4) 66 64(7) 0.515 0.514 
721 0.55 0.66 0.13 593 628(3) 64 44(3) 0.90 
 
0.93 
 721 0.51 0.68 0.07 626 645(4) 53 43(5) 0.94 
 
0.95 
 Blink and Hoover do not give errors. Standard error is given in brackets. 
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Figure 5.4. Snapshot of the particle configuration in our simulation by the Blink-Hoover method at 
a) t = 1.4R/c, b) t = 2.8R/c, and c) t = 4.2R/c. N = 2611. Initial state points ρ0 = 0.62 and T0 = 1.16. 
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5.4  System Size Dependence and Scaling Law 
 
5.4.1 Dependence of the largest fragment size, Nc, on the system size, N  
 
The largest fragment size depends on the initial pressure in the system, and on the system size. 
Existing four fragmentation models predict different dependencies. It is necessary to compare the 
results of our simulations with those models. The first two models are very simple and given in 
(Blink and Hoover 1985). The third and the fourth models are developed by Grady (Grady 1982) 
and extended by Blink, Glenn and Hoover (Blink and Hoover 1985). They predict dependence of 
the fragment maximum size on the initial pressure and the number of particles in the system; model 
1: Nc ~ N
0
P
–D
, model 2: Nc ~ N
0
P
–2D
, model 3: Nc ~ N
2/3
P
–2D/3
, and model 4: Nc ~ NP
–D
, where D is 
the dimensionality. This dependence is summarised in Table 5.6. 
 
Table 5.6. Dependence of the largest fragment size in the Blink-Hoover method on the 
number of particles, N, and the initial pressure, P for the 2-dimensional fluid. 
Model Dependence on the number of 
particles 
Dependence on the pressure 
1, (Blink and Hoover 1985) N
0 
P
-2 
2, (Blink and Hoover 1985) N
0 
P
-4 
3, (Grady 1982, Blink and 
Hoover 1985) 
N
-2/3 
P
-4/3 
4 (Grady 1982, Blink and 
Hoover 1985) 
N
 
P
-2 
 
In the model 1, the initial pressure balances the surface tension. Model 2 is more realistic, it 
accounts for expansion pressure instead of static one. Description of model 3 was given in §4.10, it 
minimises the sum of the kinetic energy of expanding fragments per unit mass and the surface 
energy per unit mass. Model 4 is model 3 which takes only the dilational energy of fragments in an 
outer shell and does not account for the energy of the core. 
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Blink and Hoover (Blink and Hoover 1985) investigated the dependence of the largest fragment size 
on the system size for the systems with 169, 721, 2611 and 14 491 atoms. We performed 
simulations with larger systems, even with 202 021 and 500 617 atoms. Their systems had different 
pressures and temperatures and they adjusted their data to uniform starting conditions. We 
performed this investigation for many more systems, from 169 to 202 021 particles with 10 
realisations, and for 500 617 particles with 7 realisations, and with uniform initial conditions  = 
0.62, T = 1.16, and, therefore, our results should be more reliable. Our results are given in Table 5.7 
and plotted in Fig. 5.5 as logNc versus logN. Our results produce the slope 0.33 and the work of 
Blink and Hoover gives the value  0.7. The slope 0.33 agrees with neither of 4 above mentioned 
models, it is in the middle between the model 3 and models 1 and 2. 
 
Table 5.7. Dependence of the largest cluster size, Nc, on the system size in the Hoover-Blink 
method, ρ = 0.62, T = 1.16. 
N P Nc 
169 1.36(1) 60.8(17.5) 
721  1.41(1) 124(27.9) 
2611 1.43(3) 169(29) 
4219 1.437(2) 180(22.4) 
14491 1.445(3) 295(58.8) 
101017    1.48(4) 550(167) 
202021 1.46(3) 738(116) 
500617
a 
1.39(4) 897(107) 
In brackets, standard error in pressure and standard deviation for Nc. 
a
Obtained with 7 realisations. 
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In Table 5.8 and Fig. 5.6 the same dependence is given obtained with 10 realisations but for another 
state of the system: ρ = 0.65 and T = 0.65. The slope is equal to 0.63(1). This is close to the model 
3. 
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Figure 5.5. Dependence of the largest fragment, Nc, on the system size, N, Table 5.7. Parameters of 
the system are ρ = 0.62 and T = 1.16. Slope equals 0.33(1). 
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Figure 5.6. Dependence of the largest fragment, Nc, on the system size, N, Table 5.8. Parameters of 
the system are ρ = 0.65 and T = 0.65. Slope equals 0.63(1). The points from 2nd till 5th from the left 
have a slope 0.30(0.4). 
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Table 5.8. Dependence of the largest cluster size Nc on the system size in the Hoover-Blink 
method but for ρ = 0.65 and T = 0.65.  
N P Nc 
169 0.458(2) 103(20) 
721 0.492(3) 348(95) 
1519 0.489(3) 469(102) 
2611 0.483(3) 568(148) 
4219 0.475(1) 606(110) 
6211 0.474(2) 679(130) 
14491 0.480(3) 1407(489) 
101017 0.54(5) 8131(1060) 
In brackets, standard error in pressure and standard deviation for Nc. 
 
5.4.2 Dependence on the initial pressure P0 
 
To test the fragmentation models, we examined the dependence of the largest fragment size on the 
pressure for systems with different sizes and pressures. For N = 2611, our result is given in Table 
5.9 for 10 realisations. Again, 100 000 equilibration steps were used. Step size is 0.001.The slope 
obtained from the plot is –1.76(1) for all points, Fig. 5.7, (Hoover had –1.3 for only two points).   
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Table 5.9. Dependence of the largest fragment size Nc on the pressure in the simulation with 
the Blink-Hoover method for N = 2611 and ρ = 0.62. 
T P Nc 
1.16 1.43(3) 171(29) 
1.0 1.14(3) 105(27) 
0.90 0.94(3) 150(38) 
0.76 0.74(3) 291(86) 
0.65 0.50(3) 703(237) 
0.55 0.26(3) 2155(333) 
In brackets, standard error for P and standard deviation for Nc. 
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Figure 5.7. Dependence of the largest fragment, Nc, on the pressure, P, Table 5.9. Parameters of the 
system are N = 2611 and ρ = 0.62. Slope equals –1.76(1), the fit is not weighted. 
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In Table 5.10, the same dependence is presented but for N = 4219 and also for 10 realisations. The 
slope equals –1.53(1), Fig. 5.8. 
  
Table 5.10. Dependence of the largest fragment size, Nc, on the pressure in the simulation with 
the Blink-Hoover method for N = 4219 and ρ = 0.62. 
T P Nc 
1.16 1.437(2) 180(22) 
1.0 1.15(4) 292(58) 
0.90 0.96(5) 211(42) 
0.76 0.61(0) 313(49) 
0.65 0.39(0) 727(262) 
0.55 0.28(3) 3245(678) 
100 000 equilibration steps were used. Step size is 0.001. In brackets, standard error for P and 
standard deviation for Nc. 
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Figure 5.8. Dependence of the largest fragment, Nc, on the pressure, P, Table 5.10. Parameters of 
the system are N = 4219 and ρ = 0.62. Slope equals –1.53(1), not weighted fit. 
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In Table 5.11 our results are given for N = 14 491 and a constant density 0.61 for 10 realisations. 
The slope in this case is –1.31(1), Fig. 5.9. One can observe that the slope decreases with the 
number of particles and tends to –1.3 predicted by the model 3 (simulations for larger sizes are 
necessary, of course). Another important result is obtained – generally, the higher is the pressure, 
the smaller are the largest fragment sizes. 
 
Table 5.11. Dependence of the largest fragment size, Nc, on the pressure in the simulation with 
the Blink-Hoover method for N = 14 491 and  = 0.61. 
T P Nc 
1.16 1.46(4) 270(70) 
1.06 1.176(1) 273(64) 
1.01 1.09(1) 369(120) 
0.96 0.974(1) 381(74) 
0.86 0.773(1) 403(101) 
0.76 0.573(1) 596(172) 
0.66 0.376(1) 1732(248) 
100 000 equilibration steps were used. In brackets, standard error for P and standard deviation for 
Nc.  
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Figure 5.9. Dependence of the largest fragment, Nc, on the pressure, P, Table 5.11. Parameters of 
the system are N = 14491 and ρ = 0.61. Slope equals –1.31(1), not weighted fit. 
 
5.5 Simulations with the Blink-Hoover method with the LJ-spline potential 
 
We did simulations with the Blink-Hoover method but with the same potential as used by Holian 
and Grady – i.e. spline-aproximated Lennard-Jones potential, for a state point in common with 
Blink and Hoover. The system size was N = 2611, and the number of steps used for equilibration 
was 100 000, with the step size 0.001. The cluster bond length, r0, was 2.5. The idea was to perform 
the simulations in the same circular system and with the same parameters but with a different 
potential and to compare the computed thermodynamic parameters of the system and properties of 
the fragments. The results of the simulations and the cluster statistics are given in Tables 5.12 − 
5.14. The pressure obtained by this method differs not much from that of the traditional Blink-
Hoover routine in our simulations, however, it is always a little higher. The potential energy with 
the LJ-spline potential is noticeably higher what should be expected. Increase in the potential 
energy leads to increase of the pressure, that should be expected. The final thermal temperatures of 
the fragments agree very well with each other except for  = 0.68. The biggest cluster size for the 
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LJ-spline potential usually is smaller than for the traditional case. For the points with  = 0.62 in 
Table 5.13, the dependence logNc – logP has the slope –2.5. In Table 5.14 additional simulations 
are given, and for them the slope is –2.1. This is close to the models 1 and 4. 
 
Table 5.12. Simulations with the Blink - Hoover method, and with the Blink - Hoover method 
with the LJ-spline potential done in this work, N = 2611 (the same circular system but 
different potentials). Equilibrium values of pressure P and internal energy U.  
T  P U  
  LJ cut 
 
LJ-spline LJ cut LJ-spline 
1.16 0.62 1.46(3) 1.50(2) 1.608(49) 
 
1.399(49) 
 0.76 0.62 0.66(3) 0.70(3) 1.797(72) 
 
1.592(70) 
0.65 0.62 0.394(2)
 
0.48(3) 1.869(75) 
 
1.672(74) 
1.17 0.61 1.41(2) 1.45(2) –1.581(49) –1.370(49) 
0.51 0.68 0.32(6) 0.34(6) –2.149(76) –1.923(68) 
Standard deviation is given in brackets.  
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Table 5.13. Simulations with the Blink - Hoover method, and with the Blink - Hoover method 
with the LJ-spline potential done in this work, N = 2611. Non-equilibrium value of the final 
thermal temperature of particles after the expansion, Tfinal, and the largest cluster population, 
Nc. 
T  Tfinal Nc 
  LJ cut LJ-spline LJ cut LJ-spline 
1.16 0.62 0.22(1) 0.21(1) 171(29) 117(26) 
0.76 0.62 0.19(1) 0.19(1) 236(71) 157(32) 
0.65 0.62 0.18(2) 0.19(3) 646(118) 1821(385) 
1.17 0.61 0.19(1) 0.19(1) 113(27) 76(16) 
0.51 0.68 0.12(2) 0.19(1) 2296(204) 295(61) 
Standard deviation is given in brackets.  
 
Table 5.14. Simulations with the Blink - Hoover method with the LJ-spline potential done in 
this work, N = 2611. Dependence of the largest cluster population, Nc, on the pressure. 
T  P Nc 
1.16 0.62 1.50(2) 117(26) 
1.0 0.62 1.18(2) 165(40) 
0.90 0.62 0.98(2) 119(19) 
0.76 0.62 0.70(3) 157(32) 
0.65 0.62 0.48(3) 1821(385) 
0.55 0.62 0.29(3) 2425(39) 
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5.6 Properties of Fragments 
 
It is interesting to know what is the effect of system size on the fragment population and on the size 
of the largest fragment, their translational, thermal and rotational temperature, gyration radius and 
shape factor. We calculate these values obtained with 10 realizations. In Figs. 5.10 and 5.11 that 
dependence is plotted for the systems of 14 491, 101017, 202021 and 500 617 particles (in the latter 
case 7 realisations were done). The initial density and temperature are ρ = 0.62 and T = 1.16, 
respectively. 
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Figure 5.10. Dependence of the number of fragments on the time during Blink-Hoover expansion 
for 14 491, 101 017, 202 021 and 500 617 particles. Initial density and temperature are 0.62 and 
1.16, respectively. 
 
One can notice an interesting result in Fig. 5.10: the number of clusters does not depend strongly on 
the system size at the beginning of the expansion for all systems, then till the half of the expansion 
time this dependence is not strong for N ≤ 202021. At the end of the expansion, the number of 
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fragments is proportional to the system size. In Fig. 5.11 one can see that until N = 202 021 the 
largest fragment size is proportional to the system size during the first half of the expansion, and 
then it decreases drastically. For N = 500 617 the largest fragment size decreases faster with the 
expansion. 
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Figure 5.11. Dependence of the largest fragment size on the time during Blink-Hoover expansion 
for 14 491, 101 017, 202 021 and 500 617 particles. Initial density and temperature are 0.62 and 
1.16, respectively. 
 
In Fig. 5.12 the translational temperature of clusters is given for the systems with 14 491, 101 017, 
202 021 and 500 617 particles and the initial density and temperature ρ = 0.62 and T = 1.16, 
respectively. It decreases with the expansion and increases with N, as in Blink and Hoover (1985). 
In Fig. 5.13 the translational temperature of the largest cluster is presented. It increases with the 
expansion and practically does not depend on the system size during the fragmentation run. The 
latter reaches the value ≈0.4 (same as thermal temperature) at the end of the expansion, the same 
one as that of Blink and Hoover (1985) for much smaller systems and it does not depend on the size 
for N = 100 – 500 thousands. However, For N = 14 491 this temperature is about 0.25. Also, the 
final temperature is reached after 4 sound traversal times and not after 3 as by Blink and Hoover. 
173 
 
Blink and Hoover found an increase with the size of this temperature in agreement with model 3, 
our data confirm that, but at N about 100 000 the saturation exists.  
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Figure 5.12. Translational temperature of fragments versus expansion time during Blink-Hoover 
expansion for 14 491, 101 017, 202 021 and 500 617 particles. Initial density and temperature are 
0.62 and 1.16, respectively.  
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Figure 5.13. Translational temperature of the largest fragment versus expansion time during Blink-
Hoover expansion for 14 491, 101 017, 202 021 and 500 617 particles. Initial density and 
temperature are 0.62 and 1.16, respectively.  
 
In Fig. 5.14 the thermal temperature of clusters is given for the systems with N = 14 491, 101 017, 
202 021 and 500 617 particles, and the initial density and temperature ρ = 0.62 and T = 1.16, 
respectively. In Fig. 5.15 the thermal temperature of the largest fragment is presented. It decreases 
with the expansion steadily. Behaviour of the temperature of all fragments is more complicated. 
One can notice an interesting result: the latter value for N = 101 017 differs noticeably from that for 
other sizes. For other system sizes it is practically the same. The temperature of the largest fragment 
practically does not depend on the system size. The final thermal temperature of the largest 
fragment is about 0.4 and it reaches this value after 3 − 4 sound traversal times, both in agreement 
with Blink and Hoover (1985). The parameters of the largest fragment are of particular importance 
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to us because Grady’s model in the Blink-Hoover expansion predicts only the size of the largest 
fragment. In general, the thermal temperatures of all fragments are similar, in agreement with Blink 
and Hoover (1985) and Vicentini et al (1985). Their final value obtained by us is about 0.22. The 
monomer temperature is always higher than the fragment temperature in the papers of these authors 
and in our case. Also, the sum of the final thermal and translational temperatures in their case and 
our case is always less than the initial temperature of the system.  
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Figure 5.14. Thermal temperature of the fragments versus expansion time during Blink-Hoover 
expansion for 14 491, 101 017, 202 021 and 500 617 particles. Initial density and temperature are 
0.62 and 1.16, respectively.  
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Figure 5.15. Thermal temperature of the largest fragment versus expansion time during Blink-
Hoover expansion for 14 491, 101 017, 202 021 and 500 617 particles. Initial density and 
temperature are 0.62 and 1.16, respectively.  
 
In Fig. 5.16 the rotational temperature of the largest cluster is given for the systems with N = 14491, 
101 017, 202 021 and 500 617 particles and the initial density and temperature ρ = 0.62 and T = 
1.16, respectively. This temperature is negligibly small, as in Blink and Hoover (1985). From the 
beginning till the half of the expansion time, this temperature strongly depends on N: it decreases 
with N till N = 202 021 and then it remains constant. Starting from the half of the expansion time, 
this temperature becomes practically equal for all N. 
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Figure 5.16. Dependence of the rotational temperature of the largest fragment on the expansion 
time during Blink-Hoover expansion for 14 491, 101 017, 202 021 and 500 617 particles. Initial 
density and temperature are 0.62 and 1.16, respectively. 
 
In Figs. 5.17 and 5.18 the mean square radius of gyration of the largest cluster, and of an average 
fragment are given for the systems with N = 14 491, 101 017, 202 021 and 500 617 particles and the 
initial density and temperature ρ = 0.62 and T = 1.16, respectively. The former initially is 
proportional to the system size and becomes independent on it from a half of the expansion time. 
The latter is practically independent on the system size. 
 
In Figs. 5.19 and 5.20 the shape factor of the largest cluster, and that of an average fragment are 
given for the same systems and initial conditions. The shape factor of the largest cluster does not 
differ significantly on the system size during the expansion but it increases with the time and this 
means that the fragments become more asymmetric. However, that of an average fragment is 
practically independent on the system size and the expansion time. 
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Figure 5.17. Dependence of the mean square radius of gyration of the largest fragment on the 
expansion time during Blink-Hoover expansion for 14 491, 101 017, 202 021 and 500 617 particles. 
Initial density and temperature are 0.62 and 1.16, respectively. 
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Figure 5.18. Dependence of the mean square radius of gyration of the fragments on the expansion 
time during Blink-Hoover expansion for 14 491, 101 017, 202 021 and 500 617 particles. Initial 
density and temperature are 0.62 and 1.16, respectively. 
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Figure 5.19. Dependence of the shape factor of the largest fragment on the expansion time during 
Blink-Hoover expansion for 14 491, 101 017, 202 021 and 500 617 particles. Initial density and 
temperature are 0.62 and 1.16, respectively. 
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Figure 5.20. Dependence of the shape factor of the fragments on the expansion time during Blink-
Hoover expansion for 14 491, 101 017, 202 021 and 500 617 particles. Initial density and 
temperature are 0.62 and 1.16, respectively. 
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5.7 Conclusions 
 
In this Chapter simulations by the Hoover-Blink method for the systems from 721 to 500 617 
particles are performed. Other researchers used not more that 14 491 particles. We compared two 
methods to prevent material from crossing an interface: a steep repulsive potential and elastic 
boundary conditions and found that the latter is much better. For example, the former one produces 
unphysical cavitation. The latter one is used in our work. Some authors used the repulsion potential, 
therefore, our results are much more reliable. Blink and Hoover did not report on their method. 
They used and old equation of state to calculate the pressure but we calculated the pressure exerted 
at the wall. We also calculated the pressure at the first stage by the virial formula, although it may 
not be strictly applied because of the absence of periodic boundary conditions, and showed that it 
produced reasonable results. Nevertheless, it produced reasonable results. We averaged our result 
over 10 realisations while our predecessors used not more than 3, we showed that it is far not 
enough and, therefore, our results are much more reliable. In our studies, an effective Reddy and 
O’Shea equation of state for the two-dimensional Lennard-Jones fluid which is much better that the 
equations of state used by the previous authors. It is shown that the fragmentation mechanism is 
mechanical fracture, not spinodal decomposition. Four simple models of fragmentation were tested. 
They predict dependence of the fragment maximum size on the pressure and the number of particles 
in the system. Our results for the dependence on the size for ρ = 0.62 and T = 1.16 disagree with all 
four models, they are in the middle between the model 3 and models 1 and 2. The results of Blink 
and Hoover for this density and temperature agree well with the model 3. It is necessary to say that 
their systems had different initial pressures and temperatures and they adjusted their data to the 
same starting conditions. This leads to an error and our results are more exact. One must notice that 
Hoover used only two or three points for interpolation but we used many points. However, for ρ = 
0.65 and T = 0.65 our results are close to the model 3. 
 
The dependence on the pressure is examined for systems with up to 14 491 particles. The scaling 
exponent decreases with the system size and tends to that predicted by the model 3. For 14 491 
particles the agreement is beautiful but simulations for larger systems are necessary to confirm the 
result. An interesting result is obtained: generally, the higher is the pressure – the smaller are the 
largest fragment sizes. It can be explained taking into account the fact that entropy of the system 
increases with the pressure. Simulations with the Blink-Hoover method with the LJ-spline potential 
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are performed for a state point in common with Blink and Hoover. The equilibrium pressures and 
the final thermal temperatures of the fragments obtained with this potential are almost always the 
same as those of the traditional Blink-Hoover routine. The dependence of the largest fragment size 
on the pressure for this potential is close to that of the models 1 and 4. 
 
In these simulations, the number of fragments is proportional to the system size. The largest 
fragment size is proportional to the system size during the first half of the expansion, but at the end 
of expansion it does not depend on that size. Another interesting result is: the translational 
temperature of fragments decreases with the expansion, however, that of the largest cluster 
increases. The latter is zero initially till 0.5 – 2 sound traversal times. This temperature increases 
with the size till N = 100 000, then the saturation occurs. Both temperatures are approximately 
equal at the end of expansion. The thermal temperature of fragments initially decreases, then 
increases, and then again decreases. That temperature of the largest fragment always decreases. The 
final thermal temperature of the largest fragment is about 0.4 for all system sizes and reaches this 
value after 4 sound traversal times, in agreement with the result of Blink and Hoover for much 
smaller systems. The final thermal temperature of the other fragment is about 0.22 for all system 
sizes. The rotational temperature is small as expected. Till the half of the expansion time this 
temperature strongly depends on N: it decreases with N and then it becomes practically equal for all 
N. The mean square radius of gyration of the largest cluster becomes independent on the system 
size from a half of the expansion time. This factor for an average fragment is practically 
independent on the system size, which is an interesting result. The relative shape anisotropy 
increases with the expansion and does not depend significantly on the system size. This means that 
the fragments become more asymmetric for all systems. However, it is interesting to note the 
anisotropy of an average fragment is practically independent on the system size and the expansion 
time. 
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Chapter 6 
Results, Conclusions and Recommendations for Future 
Work 
 
 
In this work, the binodal of the two-dimensional LJ-spline fluid is obtained. Nobody succeeded to 
obtain it earlier. Due to very large uncertainties, presence of the solid phase at T < 0.4 and 
instability in the simulations of this liquid, only the top of this curve (T > 0.4) is more or less 
reliable. Two points on the liquid - solid branches of the phase diagram of this fluid were obtained 
for T = 0.7 and 1.0, and the curves were extrapolated along them. This is also a new and interesting 
result because nobody tried to obtain them earlier. 
 
We also calculated the 2
nd
 and 3
rd
 virial coefficient for the two-dimensional LJ-spline fluid. It was 
not done earlier. The pressure of the two-dimensional LJ-spline fluid obtained with the virial 
coefficients is compared with that obtained from MD simulation for T = 0.7 and 1.2. There is a 
good agreement till   0.2  0.3.  
 
We performed expansions by the Holian-Grady method for the systems from 1089 to 541 696 
particles. Our predecessors used not more that 4225 particles. We averaged our result over 10 
realisations while our predecessors used not more than 5, and therefore, our results are much more 
reliable. In these expansions, the relative shape anisotropy of the fragments is calculated in the 
course of expansion. It is found that it does not depend on the system size and in general increases 
with the expansion rate. Its dependence on the rate and on the time is small but becomes large for 
the high rates. At the rate 0.856 that dependence exhibits a peak. About 15% of the fragments are 
almost round during the expansion. Thermal temperature of fragments in the laboratory frame has 
been calculated. It exhibits a peak at the initial stage of the expansion and then decreases. It grows 
proportionally to square root of the system size. It is shown that the thermal temperature of 
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fragments in the expanding system frame does not depend on the time, expansion rate and the 
system size. We showed that the results of the simulations depend noticeably on the number of 
realisations (initial configurations of the system). It is investigated how the fragmentation depends 
on the initial temperature and pressure of the system. It is found that fragmentation depends rather 
weak on the initial temperature, but stronger on the initial density. The aim of the future work is to 
analyse the fragmentation patterns quantitatively with the radial distribution functions g(r) and the 
structure factor S(q). 
 
An interesting result has been obtained: the average fragment size in the expansion by the Holian-
Grady method depends weakly on the system size. One can even notice a trend: that size decreases 
slowly with the system size. It agrees with Grady’s model of fragmentation. The dependence of that 
size on the expansion rate also agrees well with the Grady’s model: the scaling exponent does not 
depend on the system size and equals –1.22 (the Grady’s model predicts −4/3). However, for the LJ 
potential with the cutoff 2.5, the scaling exponent equals 0.78. Another interesting result is that the 
maximum fragment size does not depend much on the system size. According to the Grady’s 
model, the largest fragment size in a two-dimensional system is proportional to the inverse 
expansion rate. Our simulations confirm that very well. 
 
We have found out what phases on the phase diagram of LJ-spline fluid correspond to the density 
and temperature of the expanding system, and how they differ from the expanding system. We have 
come to conclusion that a phase transition liquid – vapour occurs during the expansion by spinodal 
decomposition and by hydrodynamic fracture. Quenching into unstable region of the phase diagram 
happens during the expansion and spinodal decomposition occurs. Then a break up into clusters 
happens. 
 
We performed simulations by the Hoover-Blink method for the systems from 721 to 500 617 
particles. Our predecessors used not more that 14 491 particles. We averaged our result over 10 
realisations while our predecessors used not more than 3, hence our results are much more reliable. 
In fragmentation studies, an equation of state is of big importance since one can compute all 
relevant thermodynamics and determine the phase diagram. We applied a progressive Reddy and 
O’Shea equation of state for the two-dimensional Lennard-Jones fluid which is much better that the 
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equations of state used by the previous authors. It is shown that the fragmentation mechanism is 
hydrodynamic fracture, not spinodal decomposition. Four simple models of fragmentation were 
tested. They predict dependence of the fragment maximum size on the pressure and the number of 
particles in the system. Our results for the dependence on the size for ρ = 0.62 and T = 1.16 disagree 
with all four models; they are in the middle between the model 3 and models 1 and 2, namely, we 
got the power of N equal to 0.33, the model 3 predicts this power to be 0.7, and the models 1 and 2 
predict it to be 0 and 1, respectively. The results of Blink and Hoover for this density and 
temperature agree well with the model 3. However, for ρ = 0.65 and T = 0.65 our results are close to 
the model 3. 
 
The dependence on the pressure is examined for systems with up to 14 491 particles. The scaling 
exponent decreases with the system size and tends to that predicted by the model 3 (Table 5.6). For 
14 491 particles the agreement is very good. An interesting result is obtained: generally, the higher 
is the pressure – the smaller are the largest fragment sizes. Simulations with the Blink-Hoover 
method with the LJ-spline potential are performed for a state point in common with Blink and 
Hoover. The equilibrium pressures and the final thermal temperatures of the fragments obtained by 
this method are almost always the same as those of the traditional Blink-Hoover routine. The 
dependence of the largest fragment size on the pressure is close to that of the models 1 and 4. 
 
In these simulations, the number of fragments is proportional to the system size. The largest 
fragment size is proportional to the system size during the first half of the expansion, but at the end 
of expansion it does not depend on that size. Another interesting result is: the translational 
temperature of fragments decreases with the expansion, however, that of the largest cluster 
increases. The latter is zero initially till 0.5 – 2 sound traversal times. This temperature increases 
with the size till N = 100 000, then the saturation occurs. The thermal temperature of fragments 
initially decreases, then increases, and then again decreases. That temperature of the largest 
fragment always decreases. It is interesting that the former temperature depends on the system size 
non-monotonically. The final thermal temperature of the largest fragment is about 0.4 and it reaches 
this value after 4 sound traversal times, in agreement with the result of Blink and Hoover for much 
smaller systems. The rotational temperature initially strongly depends on the system size: it 
decreases with the system size and then it becomes practically equal for all system sizes. The 
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relative shape anisotropy increases with the expansion and does not depend much on the system 
size. This means that the fragments become more asymmetric for all systems. 
 
The future work is to obtain the binodal of the two-dimensional LJ-spline fluid with a higher 
accuracy, (may be, with the histogram reweighting method) and to obtain many points on the liquid 
− solid branch of the phase diagram. It is necessary to calculate the 4th coefficient of this fluid. 
Nobody has calculated this coefficient earlier for this fluid and it is of interest to see what parts of 
the phase diagram can be described using it. It is important to perform many simulations for large 
systems and different potentials, and for different starting conditions. It is essential to revise and 
develop the existing simple models of fragmentation, for that reason a lot of theoretical work must 
be carried out. 
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Appendix 1 
The Matlab program for solving the equations for pressures and 
Helmholtz free energies to determine solid – liquid coexistence curves 
(Written by I. Stepanov) 
 
The Matlab program is called FSOLVE. It solves systems of nonlinear equations of several 
variables. The program is started by the command [X, FVAL] = FSOLVE(@MYPROGRAM,X0).  
Here X0 is the vector of the initial values of the solid and liquid densities. This command tries to 
solve the equations in MYPROGRAM. MYPROGRAM returns a vector of solutions X and 
equation values FVAL evaluated at X. FSOLVE implements three different algorithms: trust region 
dogleg, trust region reflective, and Levenberg-Marquardt. It needs to give the chemical potentials as 
well as pressures and coexisting densities.  
function F = myprogram(x) 
T = 1.4 
% F0 is the reference helmholtz free energy 
F0 = 2.6718*T 
% B2 is 2nd virial coefficient 
B2 = 0.2136 
% values a are coeffiecients for solids 
a1 = 256.58 
a2 = -591.61 
a3 = 353.36 
% values c are coefficients for fluid 
c1 = 2.6284 
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c2 = -13.261 
c3 = 52.31 
c4 = -82.335 
c5 = 55.328 
% PS is solid pressure 
PS = a1*x(1) + a2*x(1)^2 + a3*x(1)^3 
%PL is liquid pressure 
PL = T*x(2)*(1 + B2*x(2) + c1*x(2)^2 + c2*x(2)^3+ c3*x(2)^4 + c4*x(2)^5 + c5*x(2)^6) 
% FS is solid excess energy 
FS = F0 + a1*log(x(1)) + a2*(x(1) - 1) + a3*(x(1)^2 - 1)/2 + T*(log(x(1)) - 1) 
%FL is liuid excess free energy 
FL = T*(B2*x(2) + c1*x(2)^2/2 + c2*x(2)^3/3 + c3*x(2)^4/4 + c4*x(2)^5/5 +c5*x(2)^6/6) +     
         T*(log(x(2)) - 1) 
PS2 = a1 + a2*x(1) + a3*x(1)^2 
PL2 = T*(1 + B2*x(2) + c1*x(2)^2 + c2*x(2)^3 + c3*x(2)^4 + c4*x(2)^5 +c5*x(2)^6) 
F = [PS - PL; FS + PS2 - FL - PL2]; 
End 
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Appendix 2 
The parameters of the Reddy equation of state 
 
Table A1 
N Cn n Cn N Cn 
1 0.7465941518D00 12 -0.4654184040D00 23 0.7948290821D-01 
2 0.2170202387D01 13 0.2060578013D02 24 0.8494574507D03 
3 -0.3867162453D01 14 0.2778370707D01 25 -0.4038923642D01 
4 0.1955514819D00 15 -0.3788766473D03 26 -0.1388504769D04 
5 -0.3080792027D00 16 -0.1227538308D03 27 0.1001438224D01 
6 0.7254286978D00 17 0.1276939405D03 28 -0.1962817948D02 
7 -0.8449806323D00 18 -0.3730636670D03 29 -0.1844924653D02 
8 0.1312097237D01 19 0.1354795604D04 30 -0.7164817351D03 
9 0.1270817291D00 20 -0.6993741337D-01 31 0.2630515216D02 
10 0.2906037677D01 21 -0.4066552651D-01 32 0.4773207984D00 
11 -0.6390601256D01 
 
22 0.6531068158D02  0.6682623864D00 
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Appendix 3 
Derivation of the speed of sound 
 
The formula for the adiabatic velocity of sound is (Rowlinson 1959): 
S
v
c

2      (A1) 
Here v is the molar volume,  is the molecular weight and S is the adiabatic bulk compressibility: 
S
S
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V
V
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1
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where V is the volume, P is the pressure and S is the entropy. Now we derive the ratio of isothermal 
bulk compressibility
T
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1
 to the adiabatic bulk compressibility, S. There is a 
Maxwell relation: 
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At constant S, P
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or  
     
V
P
S
T
C
C



     (A5) 
Here CP and CV are the isobaric and isochoric heat capacities, respectively. 
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In thermodynamics there is a well-known result: 
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Introducing Eqs. (A5) and (A6) into Eq. (A1) one obtains  
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There is a thermodynamic relation (Rowlinson 1959): 
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Applying it to Eq. (A7) one obtains  
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Using the relation  
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where M is the mass of the system assumed to be constant,  = M/V = /v is density, the first term 
on the right hand side of Eq. (A9) can be written as 
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. In Eq. (A9) CV is the heat capacity of 
the system. If to denote the specific capacity by Cv, the second term on the right hand side of Eq. 
(A9) will look like 
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and the speed of sound now becomes 
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