Graphs of $C^*$-correspondences and Fell bundles by Deaconu, Valentin et al.
ar
X
iv
:0
90
1.
00
32
v2
  [
ma
th.
OA
]  
17
 Fe
b 2
00
9
GRAPHS OF C∗-CORRESPONDENCES AND FELL BUNDLES
VALENTIN DEACONU, ALEX KUMJIAN, DAVID PASK, AND AIDAN SIMS
Abstract. We define the notion of a Λ-system of C∗-correspondences associated to a
higher-rank graph Λ. Roughly speaking, such a system assigns to each vertex of Λ a C∗-
algebra, and to each path in Λ a C∗-correspondence in a way which carries compositions
of paths to balanced tensor products of C∗-correspondences. Under some simplifying
assumptions, we use Fowler’s technology of Cuntz-Pimsner algebras for product systems
of C∗-correspondences to associate a C∗-algebra to each Λ-system. We then construct
a Fell bundle over the path groupoid GΛ and show that the C∗-algebra of the Λ-system
coincides with the reduced cross-sectional algebra of the Fell bundle. We conclude by
discussing several examples of our construction arising in the literature.
1. Introduction
The Cuntz-Krieger algebras introduced in [7] in 1980 were considered the C∗-analogues
of type III factors, and formed a bridge between symbolic dynamics and operator algebras.
These algebras have since been generalised in various ways including discrete graph alge-
bras [33], Cuntz-Pimsner algebras [45], topological graph algebras [26], and higher rank
graph algebras [31]. Between them, these generalisations include large classes of classifi-
able C∗-algebras, like AF-algebras [11], AT-algebras [42], crossed products by Zk [18, 32],
and Kirchberg algebras [54, 60].
In the current paper, we will be interested in a further generalisation of this theory based
on structures which we call Λ-systems of C∗-correspondences, and on the relationship
between this construction and Fell bundles over groupoids. Our construction contains
elements of both higher-rank graph C∗-algebras and of Cuntz-Pimsner algebras, so we
must digress a little to discuss both before describing our results.
Building on the theory of graph C∗-algebras introduced in [13, 33], higher-rank graphs,
or k-graphs, and their C∗-algebras were developed in [31] to provide a graph-based model
for the Cuntz-Krieger algebras of Robertson and Steger [54]. They have subsequently
attracted widespread research interest (see, for example, [8, 14, 17, 22, 29, 47, 48, 57]).
A k-graph is a kind of k-dimensional graph, which one visualises as a collection Λ0 of
vertices together with k collections of edges Λe1 , ...,Λek which we think of as lying in k
different dimensions. As an aid to visualisation, we distinguish the different types of edges
using k different colours. The higher-dimensional nature of a k-graph is encoded by the
factorisation property which implies that each path consisting of two edges of different
colours can be re-factorised in a unique way with the order of the colours reversed. When
k = 1, we obtain an ordinary directed graph, and the definition of the higher-rank graph
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C∗-algebra given by Kumjian and Pask then reduces to that of the graph C∗-algebra
[33]. However, for k ≥ 2, there are many k-graph algebras which do not arise as graph
algebras. For example, the original work of Robertson and Steger on higher-rank Cuntz-
Krieger algebras describes numerous 2-graphs Λ for which C∗(Λ) is a Kirchberg algebra
and K1(C
∗(Λ)) contains torsion.
Cuntz-Pimsner algebras, originally introduced by Pimsner in [45] and since studied
by many authors (see, for example, [1, 4, 5, 10, 20, 21, 27, 35, 40, 55]) are a common
generalisation of graph C∗-algebras and of crossed products by Z. Let B be a C∗-algebra
and let X be a right Hilbert B-module. If a second C∗-algebra A acts by adjointable
operators on X , we refer to X as a C∗-correspondence from A to B. The prototype
arises from a C∗-homomorphism φ : A → B; there is then a C∗-correspondence φB from
A to B which is equal to B as a Banach space, has inner product 〈x, y〉B := x
∗y for
x, y ∈ φB, and has operations given by a · x · b = φ(a)xb for a ∈ A, x ∈ φB, and b ∈ B.
A C∗-correspondence from A to itself is called a C∗-correspondence over A. Pimsner’s
construction associates to each C∗-correspondence over A a C∗-algebra OX which (under
mild hypotheses) contains an isomorphic copy iA(A) of A and an isometric copy iX(X)
of X , and in which the operations in X are implemented C∗-algebraically.
In this paper we seek to combine elements of these two constructions. Our model is
the situation of Γ-systems of k-morphs introduced in [34] to unify various constructions
of higher rank graphs. A k-morph is the analogue at the level of k-graphs of a C∗-
correspondence between C∗-algebras. For a precise definition, see Example 3.1.6(ii).
One of the main results of [34] is that there is a category M whose objects are k-
graphs and whose morphisms are isomorphism classes of k-morphs, and there is a functor(
Λ 7→ C∗(Λ), [W ] 7→ [H(W )]
)
from M to the category C whose objects are C∗-algebras
and whose morphisms are isomorphism classes of C∗-correspondences. Given an ℓ-graph
Γ, a Γ-system of k-morphs is a collection {Λv : v ∈ Γ
0} of k-graphs connected by k-morphs
{Wγ : γ ∈ Γ} satisfying appropriate compatibility conditions. This gives rise to a family
indexed by γ ∈ Γ of C∗(Λr(γ))–C
∗(Λs(γ)) C
∗-correspondences H(Wγ). The Γ-system also
gives rise to a (k + l)-graph Σ called the Γ-bundle for the system, and this Σ encodes all
the information in the Γ-system. The C∗-algebra C∗(Σ) contains isomorphic and mutually
orthogonal copies of the C∗(Λv) and isometric copies of the H(Wγ), so it has the flavour
of a Cuntz-Pimsner algebra for the system of correspondences arising from the Γ-system.
Indeed, when Γ is the graph consisting of just one vertex v and one loop e, Theorem 6.8
of [34] shows that C∗(Σ) ∼= OH(We).
In this work, we generalize this idea, defining a system (A,X, χ) of C∗-correspondences
over a k-graph Λ, by associating a C∗-algebra Av to each vertex v ∈ Λ
0, a Ar(λ)–As(λ) C
∗-
correspondence Xλ to each λ ∈ Λ, and a compatibility isomorphism χλ,µ : Xλ⊗As(λ)Xµ →
Xλµ to each composable pair λ, µ of paths. The case k = 1 is the easiest, since we may
always take each Xλ to be Xλ1 ⊗ · · · ⊗Xλn, where λ = λ1 · · ·λn with d(λi) = 1, and the
compatibility isomorphisms χλ,µ to be the canonical ones. Under a number of simplifying
assumptions (see Definition 3.1.2), we define a C∗-algebra C∗(A,X, χ) by first constructing
from (A,X, χ) a product system Y of C∗-correspondences over Nk, and then tapping
into Fowler’s theory of Cuntz-Pimsner algebras for such product systems [19]. Under
the same simplifying hypotheses, we then construct a Fell bundle EX over the graph
groupoid GΛ developed in [31] such that C
∗
r (GΛ, EX) and C
∗(A,X, χ) are isomorphic. Our
main results are: a version of the gauge-invariant uniqueness theorem for C∗(A,X, χ)
(Theorem 3.3.1); the construction of the Fell bundle EX itself (Theorem 4.3.1); and the
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isomorphism between C∗(A,X, χ) and the reduced cross-sectional algebra C∗r (GΛ, EX)
(Theorem 4.3.6).
The relationship between between product systems of C∗-correspondences and k-graphs
was previously investigated in [51]. There the authors show that given a k-graph Λ there
is a product system YΛ over Nk whose coefficient algebra is C0(Λ0) and whose fibre over
n is the completion of Cc(Λ
n) under an appropriate C0(Λ
0)-valued inner product (the
Λn are given the discrete topology). This relates to Λ-systems as follows. Let X be the
Λ-system with Xλ = C for all λ and with the χλ,µ determined by multiplication. Then
the product system Y described in the preceding paragraph is precisely the YΛ arising in
[51]; in particular, it follows from Theorem 4.2 of [51] that our OY coincides with C
∗(Λ)
under our regularity hypotheses, which in this situation just boil down to the requirement
that Λ is row-finite and has no sources.
Our construction is also consistent with the example of Γ-systems of k-morphs. Given
an ℓ-graph Γ and a Γ-system W of k-morphs in the sense of [34], there is a Γ-system
X = (Av, Xγ, χ) of C
∗-correspondences, where Av = C
∗(Λv) and Xγ is equal to the C
∗-
correspondence H(Wγ) constructed in [34, Proposition 6.4]. Moreover, C
∗(A,X, χ) ∼=
C∗(Σ) where Σ is the Γ-bundle described above associated to the Γ-system of k-morphs
Wγ .
Our construction is quite general, and includes a number of diverse situations studied
by a variety of authors in recent papers. We will briefly discuss here how our work relates
to four such situations; we present the details of these examples as well as a number of
others in Section 5.
The first situation covered by our construction which we mention here is Cuntz’s study
of twisted tensor products [6]. Cuntz considers a C∗-algebra A×U On, where A is a C
∗-
algebra, On is the Cuntz algebra, and U = (U1, ..., Un) is a family of unitaries implementing
automorphisms αi of A. This defines a system of C
∗-correspondences over the 1-graph
Bn with one vertex v and n loop-edges e1, . . . , en based at v, whose C
∗-algebra C∗(Bn)
is canonically isomorphic to On. The C
∗-algebra which we associate to this Bn-system
coincides with Cuntz’s twisted tensor product.
Our construction also generalises the situation considered in Section 5.3 of [46]. There
Pinzari, Watatani and Yonetani study KMS states on a C∗-algebra constructed from
a family of compatible C∗-correspondences Xi,j, one for each non-zero entry in a finite
{0, 1}-matrix Σ = (σi,j) ∈ Mn({0, 1}). The C
∗-algebra they associate to these data is
the Cuntz-Pimsner algebra of
⊕
σi,j=1
Xi,j. Let Λ be the 1-graph with a vertex vi for
each 1 ≤ i ≤ n and an edge ei,j from vj to vi if and only if σi,j = 1. Then Xei,j := Xi,j
determines a Λ-system of C∗-correspondences (A,X, χ). By construction, our C∗(A,X, χ)
coincides with the Cuntz-Pimsner algebra studied by Pinzari-Watatani-Yonetani.
A third situation related to our work is that of Ionescu, Ionescu-Watatani, and Quigg
[23, 24, 25, 49] on C∗-algebras associated to Mauldin-Williams graphs. In the setting
studied by Ionescu [24], a Mauldin-Williams graph consists of a directed graph Λ, compact
metric spaces Tv associated to the vertices of Λ, and strict contractions ϕe : Ts(e) → Tr(e)
associated to the edges. Let Av := C(Tv) for each vertex v. For each edge e, the induced
homomorphism ϕ∗e : C(Tr(e)) → C(Ts(e)) determines a C
∗-correspondence Xe := ϕ∗eAs(e)
from Ar(e) to As(e). These correspondences determine a Λ-system (A,X, χ). Quigg [49]
considers a more general situation.
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A fourth connection between our construction and the literature arises in Katsura’s
realisation of the Kirchberg algebras using topological graph C∗-algebras. In [28, section
3], Katsura uses a family of topological graphs which are fibered over discrete graphs to
construct all nonunital Kirchberg algebras. We can interpret his construction in terms of
systems of C∗-correspondences over 1-graphs, where each vertex algebra is C(T) and each
C∗-correspondence is constructed using two covering maps (see also [9]).
Our paper is structured as follows. In Section 2 we collect basic facts about k-graphs,
C∗-correspondences, product systems and Fell bundles, and we establish notation. In
Section 3 we define Λ-systems (A,X, χ) of C∗-correspondences and, for systems satisfying
a number of simplifying hypotheses which we refer to collectively as regularity (see below),
the associated C∗-algebras C∗(A,X, χ). In Section 4 we construct from each regular Λ-
system (A,X, χ) a Fell bundle EX over the graph groupoid GΛ and prove that there is
an isomorphism C∗r (GΛ, EX)
∼= C∗(A,X, χ). Section 5 is devoted to a discussion of the
examples outlined above amongst others.
As already mentioned, for all the C∗-algebraic results, we restrict our attention to the
regular Λ-systems such that the k-graph Λ is row-finite and has no sources (that is, for
any degree in Nk and any vertex v of Λ, the set of paths with range v and degree n is
finite and nonempty), that the C∗-correspondences Xγ are full and nondegenerate, and
that left action of each Ar(γ) on Xγ is implemented by an injective homomorphism into
the compacts. One good reason for this is that if Λ = Tk is the k-graph with one vertex
and one path of each degree (that is, Λ is isomorphic as a category to Nk), then Λ-systems
are precisely the product systems of Hilbert bimodules over Nk considered in [19, 56]; in
particular, since this special case is not yet well understood, it seems bootless to worry
overmuch about non-regular Λ-systems at this juncture.
Acknowledgements. The authors wish to express their gratitude for the financial sup-
port as well as the stimulating atmosphere of the Fields Institute and of the Banff Inter-
national Research Station; this work was initiated during our time at the Fields Institute
as participants in the special session entitled Structure theory for operator algebras in
November 2007, and continued in Banff, during the C*-Algebras Associated to Discrete
and Dynamical Systems workshop in January 2008. Much of the work was done when
the authors gathered at the University of Wollongong in August—September 2008: VD
and AK would like to thank DP and AS for their warm hospitality and generous support
during this period.
2. Preliminaries
2.1. Higher-rank graphs. We will adopt the conventions of [31, 41] for k-graphs. Given
a nonnegative integer k, a k-graph is a nonempty countable small category Λ equipped
with a functor d : Λ → Nk satisfying the factorisation property : for all λ ∈ Λ and
m,n ∈ Nk such that d(λ) = m + n there exist unique µ, ν ∈ Λ such that d(µ) = m,
d(ν) = n, and λ = µν. When d(λ) = n we say λ has degree n. We will use d to denote
the degree functor in every k-graph in this paper; the domain of d is always clear from
context.
For k ≥ 1, the standard generators of Nk are denoted e1, . . . , ek, and for n ∈ N
k and
1 ≤ i ≤ k we write ni for the i
th coordinate of n.
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Given a k-graph Λ, for n ∈ Nk, we write Λn for d−1(n). The vertices of Λ are the
elements of Λ0. The factorisation property implies that o 7→ ido is a bijection from the
objects of Λ to Λ0. We will frequently use this bijection to silently identify Obj(Λ) with Λ0.
The domain and codomain maps in the category Λ therefore become maps s, r : Λ→ Λ0.
More precisely, for α ∈ Λ, the source s(α) is the identity morphism associated with the
object dom(α) and similarly, r(α) = idcod(α).
Note that a 0-graph is then a countable category whose only morphisms are the identity
morphisms; we think of a 0-graph as a collection of isolated vertices.
For u, v ∈ Λ0 and E ⊂ Λ, we write uE for E ∩ r−1(u) and Ev for E ∩ s−1(v). We say
that Λ is row-finite and has no sources if vΛn is finite and nonempty for all v ∈ Λ0 and
n ∈ Nk.
Given µ, ν ∈ Λ, we say λ is a common extension of µ and ν if λ = µα = νβ for some
α, β ∈ Λ. This forces d(λ) ≥ d(µ) ∨ d(ν). We say λ is minimal if d(λ) = d(µ) ∨ d(ν). We
define
Λmin(µ, ν) = {(α, β) : µα = νβ is a minimal common extension of µ and ν}.
Two important examples of k-graphs are the following. (1) For k ≥ 1 let Ωk be the small
category with objects Obj (Ωk) = Nk, and morphisms Ωk = {(m,n) ∈ Nk × Nk : m ≤ n};
the range and source maps are given by r(m,n) = m, s(m,n) = n. Define d : Ωk → Nk
by d(m,n) = n−m. Then Ωk is a k-graph. (2) Let T = Tk be the semigroup Nk viewed
as a small category. If d : T → Nk is the identity map, then (T, d) is also a k-graph.
2.2. The path groupoid of a higher rank graph. In this section we summarise the
construction and properties of the path groupoid associated to a row-finite higher-rank
graph with no sources. For further details, see [31, 43].
By a k-graph morphism from a k-graph Λ to a k-graph Γ, we mean a functor f : Λ→ Γ
which respects the degree maps.
Definition 2.2.1. Let Λ be a row-finite k-graph with no sources. We define the infinite
path space of Λ by
Λ∞ = {x : Ωk → Λ : x is a k-graph morphism}.
For each p ∈ Nk define σp : Λ∞ → Λ∞ by σp(x)(m,n) = x(m + p, n + p) for all x ∈ Λ∞
and (m,n) ∈ Ωk.
We define r : Λ∞ → Λ0 by r(x) = x(0, 0). Our identification of vertices and objects in
k-graphs identifies x(0, 0) with x(0), and each x(n, n) with x(n). For v ∈ Λ0, set
vΛ∞ := {x ∈ Λ∞ : r(x) = v}.
For λ ∈ Λ and z ∈ s(λ)Λ∞, there is a unique x ∈ Λ∞ such that x(0, d(λ)) = λ and
σd(λ)(x) = z. We denote this infinite path x by λz. The cylinder sets
Z(λ) := {x ∈ Λ∞ : x(0, d(λ)) = λ},
where λ ∈ Λ are a basis of compact open sets for a Hausdorff topology on Λ∞. Note that
vΛ∞ is just Z(v).
Definition 2.2.2. Let Λ be a row-finite k-graph with no sources. Let
GΛ := {(x, n, y) ∈ Λ
∞ × Zk × Λ∞ : σℓ(x) = σm(y), n = ℓ−m}.
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Define the range and source maps r, s : GΛ → Λ
∞ by r(x, n, y) = x, s(x, n, y) = y. For
(x, n, y), (y, ℓ, z) ∈ GΛ set (x, n, y)(y, ℓ, z) := (x, n + ℓ, z), and (x, n, y)
−1 := (y,−n, x).
Then GΛ is a groupoid called the path groupoid of Λ.
For λ, µ ∈ Λ with s(λ) = s(µ), we define
Z(λ, µ) = {(λz, d(λ)− d(µ), µz) ∈ GΛ : z ∈ s(λ)Λ
∞}.
The family UΛ := {Z(λ, µ) : s(λ) = s(µ)} is a basis of compact open bisections for
a topology under which GΛ becomes a Hausdorff e´tale groupoid. Moreover, for every
g = (x, n, y) ∈ GΛ, the collection of sets Z(λ, µ) such that there is z ∈ Λ
∞ with r(z) = s(λ)
satisfying x = λz, y = µz and n = d(λ)− d(µ), constitutes a neighborhood basis for g.
Fix λ1, λ2, µ1, µ2 ∈ Λ with s(λi) = s(µi). Suppose that (x, n, y) ∈ Z(λ1, µ1)∩Z(λ2, µ2).
Then x = λ1z1 = λ2z2 and y = µ1z1 = µ2z2 for some z1, z2 ∈ Λ
∞. The factorisation
property forces z1 = αz and z2 = βz for some (α, β) ∈ Λ
min(λ1, λ2). We then have
(2.2.1) µ1αz = µ1z1 = y = µ2z2 = µ2βz
so that µ1α = µ2β is a common extension of µ1 and µ2. Moreover that (x, n, y) ∈
Z(λ1, µ1) ∩ Z(λ2, µ2) forces d(λ1)− d(µ1) = n = d(λ2)− d(µ2), so
d(α) = (d(λ1) ∨ d(λ2))− d(λ1) = ((d(µ1) + n) ∨ (d(µ2) + n))− (d(µ1) + n) =
= (d(µ1) ∨ d(µ2))− d(µ1),
and similarly
d(β) = (d(µ1) ∨ d(µ2))− d(µ2).
In particular d(µ1α) = d(µ1) ∨ d(µ2) = d(µ2β), and combined with (2.2.1) this forces
(α, β) ∈ Λmin(µ1, µ2). It is easy to check that for any (α, β) ∈ Λ
min(λ1, λ2) ∩ Λ
min(µ1, µ2)
and any z ∈ s(α)Λ∞, we have (λ1αz, d(λ1) − d(µ1), µ1αz) ∈ Z(λ1, µ1) ∩ Z(λ2, µ2). It
is likewise easy to check that if (α, β), (α′, β ′) are distinct elements of Λmin(λ1, λ2) ∩
Λmin(µ1, µ2), then Λ
min(λ1α, λ2α
′) = ∅. We conclude that
Z(λ1, µ1) ∩ Z(λ2, µ2) =
⊔
(α,β)∈Λmin(λ1,λ2)∩Λmin(µ1,µ2)
Z(λ1α, µ1α)
=
⊔
(α,β)∈Λmin(λ1,λ2)∩Λmin(µ1,µ2)
Z(λ2β, µ2β)
(2.2.2)
Let p := (d(λ1) ∨ d(λ2))− d(λ1). Since
Z(λ1, µ1) =
⊔
α∈s(λ1)Λp
Z(λ1α, µ1α),
we also have
Z(λ1, µ1) \ Z(λ2, µ2) =
⊔
{Z(λ1α, µ1α) : α ∈ s(λ1)Λ
p, ∄β such that
(α, β) ∈ Λmin(λ1, λ2) ∩ Λ
min(µ1, µ2)}.
(2.2.3)
Lemma 2.2.3. Any finite union
⋃m
i=1 Z(λi, µi) of elements of UΛ can be expressed as a
finite disjoint union
⊔n
j=1Z(σj , τj) of elements of UΛ in such a way that each (σj, τj) has
the form (σj , τj) = (λi(j)νj , µi(j)νj) for some i(j) ≤ n and νj ∈ s(λi(j))Λ
0.
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Proof. Fix a finite collection of pairs {(λi, µi) : i = 1, . . . , n} such that each s(λi) = s(µi).
Then we may write
⋃n
i=1 Z(λi, µi) as the disjoint union
n⋃
i=1
Z(λi, µi) =
n⊔
i=1
( i−1⋂
j=1
(Z(λi, µi) \ Z(λj, µj))
)
.
Since intersection distributes over unions, it therefore suffices to show that given basis sets
Z(λ, µ) and Z(σ, τ) in UΛ, the intersection Z(λ, µ)∩Z(σ, τ) and the relative complement
Z(λ, µ) \ Z(σ, τ) can both be written as finite disjoint unions of elements of UΛ of the
desired form. These statements follow from (2.2.2) and (2.2.3). 
2.3. C∗-algebras associated to higher-rank graphs. Given a row-finite k-graph Λ
with no sources, a Cuntz-Krieger Λ-family is a collection {tλ : λ ∈ Λ} of partial isometries
satisfying the Cuntz-Krieger relations:
• {tv : v ∈ Λ
0} is a collection of mutually orthogonal projections;
• tλtµ = tλµ whenever s(λ) = r(µ);
• t∗λtλ = ts(λ) for all λ ∈ Λ; and
• tv =
∑
λ∈vΛn tλt
∗
λ for all v ∈ Λ
0 and n ∈ Nk.
In [51], a family satisfying only the first three of these relations is called a Toeplitz-Cuntz-
Krieger Λ-family. The k-graph C∗-algebra C∗(Λ) is the universal C∗-algebra generated
by a Cuntz-Krieger Λ-family {sλ : λ ∈ Λ}. That is, for every Cuntz-Krieger Λ-family
{tλ : λ ∈ Λ} there is a homomorphism πt of C
∗(Λ) satisfying πt(sλ) = tλ for all λ ∈ Λ.
By [52, Theorem 3.15], the generators sλ of C
∗(Λ) are all nonzero.
If Λ is a 0-graph, then it trivially has no sources, and the last three Cuntz-Krieger
relations follow from the first one. So C∗(Λ) is the universal C∗-algebra generated by
mutually orthogonal projections {sv : v ∈ Λ
0}; that is C∗(Λ) ∼= c0(Λ
0).
Let Λ be a k-graph. A standard argument (see, for example, [50, Proposition 2.1])
using the universal property shows that there is a strongly continuous action γ of Tk on
C∗(Λ), called the gauge action, such that γz(sλ) = z
d(λ)sλ for all z ∈ Tk and λ ∈ Λ.
2.4. C∗-correspondences. We define Hilbert modules following [36] and [2, §II.7]. Let
B be a C∗-algebra and let H be a right B-module. Then a B-valued inner product on H
is a function 〈·, ·〉B : H × H → B satisfying the following conditions for all ξ, η, ζ ∈ H,
b ∈ B and α, β ∈ C:
• 〈ξ, αη + βζ〉B = α〈ξ, η〉B + β〈ξ, ζ〉B,
• 〈ξ, ηb〉B = 〈ξ, η〉B · b,
• 〈ξ, η〉B = 〈η, ξ〉
∗
B,
• 〈ξ, ξ〉B ≥ 0, and 〈ξ, ξ〉B = 0 if and only if ξ = 0.
If H is complete with respect to the norm ‖ξ‖2 := ‖〈ξ, ξ〉B‖, then H is said to be a (right-)
Hilbert B-module. If the range of the inner product is not contained in any proper ideal in
B, H is said to be full. Note that B may be endowed with the structure of a full Hilbert
B-module by taking 〈ξ, η〉B = ξ
∗η for all ξ, η ∈ B. Let H1,H2 be Hilbert B-modules; a
map T : H1 → H2 is an adjointable operator if there is a map T
∗ : H2 → H1 such that
〈Tξ, η〉B = 〈ξ, T
∗η〉B for all ξ, η ∈ H. Such an operator is necessarily linear and bounded.
We denote the collection of all adjointable operators by L(H1,H2). For ξi ∈ Hi there
is a rank-one adjointable operator θξ2,ξ1 : H1 → H2 defined by θξ2,ξ1(η) = ξ2 · 〈ξ1, η〉B.
Note that θ∗ξ2,ξ1 = θξ1,ξ2. The closure of the span of such operators in L(H1,H2) is
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denoted K(H1,H2) (the space of compact operators). For a Hilbert B-module H, both
K(H) = K(H,H) and L(H) = L(H,H) are C∗-algebras. Moreover, K(H) is an essential
ideal in L(H), and L(H) may be identified with the multiplier algebra of K(H). There is
a canonical identification H ≡ K(B,H) which identifies ξ ∈ H with the operator b 7→ ξb.
With this identification we have the factorization θξ2,ξ1 = ξ2ξ
∗
1. Set H
∗ := K(H, B). We
may regard H∗ as a left-Hilbert B-module.
Let A and B be C∗-algebras; then a C∗-correspondence from A to B or more briefly
an A–B C∗-correspondence is a Hilbert B-module H together with a ∗-homomorphism
φ : A→ L(H). We often suppress φ, writing a · ξ for φ(a)ξ. A homomorphism φ : A→ B
becomes a homomorphism from A to K(B) = B when B is regarded as a Hilbert B module
as above, and therefore gives B the structure of an A–B C∗-correspondence denoted φB.
So it is natural to think of an A–B C∗-correspondence as a generalised homomorphism
from A to B.
A C∗-correspondence H is said to be nondegenerate if span {φ(a)ξ : a ∈ A, ξ ∈ H} =
H (some authors have also called such C∗-correspondences essential). The above C∗-
correspondence φB is nondegenerate if and only if φ : A → B is approximately unital,
that is, φ maps approximate units into approximate units (note that by [2, Theorem
II. 7.3.9] this condition implies that φ extends to a unital map between the multiplier
algebras).
As discussed in [2, 12, 37, 55], there is a category C such that Obj(C) is the class of C∗-
algebras, and HomC(A,B) consists of all isomorphism classes of A–B C
∗-correspondences
(with identity morphisms [A]). Composition
HomC(B,C)× HomC(A,B)→ HomC(A,C)
is defined by ([H1], [H2]) 7→ [H2 ⊗B H1] where H2 ⊗B H1 denotes the balanced tensor
product of C∗-correspondences. This H2 ⊗B H1 is called the internal tensor product of
H2 and H1 by Blackadar and the interior tensor product by Lance (see [2, II.7.4.1] and
[36, Prop. 4.5] and the following discussion).
Observe that any full right-Hilbert B-module H is a nondegenerate K(H)–B C∗-
correspondence (φ is the inclusion map); this is the basic example of an imprimitivity
bimodule between K(H) and B. In this case, K(H) and B are said to be Morita-Rieffel
equivalent. Moreover, H∗ may also be viewed as a B–K(H) imprimitivity bimodule. Given
two Hilbert B-modules H1,H2, there is a natural isomorphism K(H2,H1) → H1 ⊗B H
∗
2
such that θξ1,ξ2 7→ ξ1 ⊗ ξ
∗
2.
2.5. Representations of C∗-correspondences. Let H be an A–A C∗-correspondence.
Recall from [27, 45], that a representation of H in a C∗-algebra B is a pair (t, π) where
π : A → B is a homomorphism, t : H → B is linear, and such that for all a ∈ A and
ξ, η ∈ H, we have t(a · ξ) = π(a)t(ξ), t(ξ · a) = t(ξ)π(a), and π(〈ξ, η〉A) = t(ξ)
∗t(η).
Given a C∗-correspondence H over A and a representation (t, π) of H in B, there is a
homomorphism t(1) : K(H)→ B satisfying t(1)(θξ,η) = t(ξ)t(η)
∗ for all ξ, η ∈ H (Pimsner
denotes this homomorphism π(1) in [45]). The pair (t, π) is said to be Cuntz-Pimsner
covariant if t(1)(φ(a)) = π(a) for all a ∈ φ−1(K(H)) ∩ (ker φ)⊥ (see [27, Definition 3.4]).
In the cases of interest later in this paper, φ is injective and φ(A) ⊂ K(H), so t(1) ◦ φ
is a homomorphism from A to B. Then the pair (t, π) is Cuntz-Pimsner covariant if
t(1) ◦ φ = π.
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Given a C∗-correspondenceH over A, there is a Cuntz-Pimsner covariant representation
(jH, jA) in a C
∗-algebra OH which is universal in the sense that given another Cuntz-
Pimsner covariant representation (t, π) of H in B there is a unique homomorphism t ×
π : OH → B satisfying (t × π) ◦ jH = t and (t × π) ◦ jA = π. Both jH and jA are
isometric. Moreover, OH is unique up to canonical isomorphism. There is a strongly
continuous gauge action γ : T → Aut(OH) such that γz(jH(ξ)) = zjH(ξ) for ξ ∈ H and
γz(jA(a)) = jA(a) for a ∈ A.
2.6. Product systems and representations. Let (P, ·) be a discrete semigroup with
identity e and let A be a C∗-algebra. A product system of A–A C∗-correspondences over
P is a semigroup Y =
⊔
p∈P Yp such that
• for each p ∈ P , Yp ⊂ Y is a A–A C
∗-correspondence with inner product 〈·, ·〉pA;
• the identity fiber Ye is the A–A C
∗-correspondence idA;
• for p, q ∈ P \ {e} there is an isomorphism Θp,q : Yp ⊗A Yq → Ypq satisfying
Θp,q(x⊗A y) = xy for all x ∈ Yp and y ∈ Yq;
• multiplication in Y by elements of Ye = A implements the right and left actions
of A on each Yp.
The homomorphism of A into L(Xp) implementing the left action on Yp is denoted φp. The
product system Y is said to be nondegenerate if each Yp is a nondegenerate correspondence.
Let B be a C∗-algebra, and let Y be a nondegenerate product system such that each φp
is an injection into K(Xp). A map ψ : Y → B is called a representation of Y if, writing
ψp for ψ |Yp, we have
• each (ψp, ψe) is a representation of Yp; and
• ψp(x)ψq(y) = ψpq(xy) for all p, q ∈ P, x ∈ Yp, y ∈ Yq.
There is a C∗-algebra TY (called the Toeplitz algebra) and a representation iY : Y → TY
which is universal in the following sense: TY is generated by iY (Y ) and for any represen-
tation ψ : Y → B there is a homomorphism ψ∗ : TY → B such that ψ∗ ◦ iY = ψ. The
representation iY is isometric and unique up to isomorphism.
For each p ∈ P we write ψ(p) for the homomorphism (ψp)
(1) discussed in the pre-
ceeding section. The representation ψ is Cuntz-Pimsner covariant if each (ψp, ψe) is
Cuntz-Pimsner covariant, that is if ψ(p) ◦ φp = ψe for all p ∈ P .
There is a C∗-algebra OY and a Cuntz-Pimsner covariant representation jY : Y → OY
which is universal in the following sense: for any Cuntz-Pimsner covariant representation
ψ : Y → B there is a unique homomorphism ψ∗ : OY → B such that ψ∗ ◦ jY = ψ. The
pair (OY , jY ) is unique up to canonical isomorphism and jY is isometric. For more details
about product systems, see [19].
For P = Nk, universality allows us to define strongly continuous gauge actions γ : Tk →
Aut(OY ) and γ˜ : Tk → Aut(TY ) such that γz(jY (y)) = znjY (y) and γ˜z(iY (y)) = zniY (y)
for y ∈ Yn. If Y is nondegenerate and each φn is an injection into K(Yn), the fixed point
algebra OγY is isomorphic to the inductive limit
lim−→
n∈Nk
K(Yn).
We will be mostly interested in nondegenerate product systems over P = Nk (under
addition) such that each φn is an injection into K(Yn).
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2.7. Fell bundles over groupoids. Fell bundles over groupoids were introduced in [61]
and subsequently studied in [30]. The notion of Fell bundle over a locally compact
groupoid generalizes both the notion of C∗-algebraic bundle over a group (see [16, §11])
and that of C∗-algebra bundle over a space. Actions of groupoids on C∗-algebra bundles
yield Fell bundles but not all Fell bundles arise in this way.
We assume familiarity with groupoids; we direct the reader to [53] or [44] for the
necessary background or to [31] for details on groupoids associated to higher-rank graphs.
Definition 2.7.1 ([30, Definition 2.1]). Let G be a locally compact Hausdorff groupoid
and let π : E → G be a Banach bundle. Define
E(2) = {(e1, e2) ∈ E ×E : (π(e1), π(e2)) ∈ G
(2)}.
A multiplication on E is a continuous map (e1, e2) 7→ e1e2 from E
(2) to E which satisfies:
(i) π(e1e2) = π(e1)π(e2) for all (e1, e2) ∈ E
(2)
(ii) the induced map Eg1 × Eg2 → Eg1g2 is bilinear for all (g1, g2) ∈ G
(2)
(iii) (e1e2)e3 = e1(e2e3) whenever the multiplication is defined
(iv) ‖e1e2‖ ≤ ‖e1‖ ‖e2‖ for all (e1, e2) ∈ E
(2).
An involution on E is a continuous map e 7→ e∗ from E to E which satisfies:
(v) π(e∗) = π(e)−1 for all e ∈ E
(vi) the restriction of the involution to Eg is conjugate linear for all g ∈ G
(vii) e∗∗ = e for all e ∈ E.
Finally, the bundle E together with the structure maps is said to be a Fell bundle if in
addition the following conditions hold:
(viii) (e1e2)
∗ = e∗2e
∗
1 for all (e1, e2) ∈ E
(2)
(ix) ‖e∗e‖ = ‖e‖2 for all e ∈ E
(x) for each e ∈ E, e∗e is positive as an element of Es(π(e)) (which is a C
∗-algebra by
(i)-(ix)).
The Fell bundle E is said to be saturated if Eg1 ·Eg2 is total in Eg1g2 for all (g1, g2) ∈ G
(2).
Remark 2.7.2. It follows that ‖e∗‖ = ‖e‖ for all e ∈ E.
Note that Eg is a right-Hilbert Es(g)-module with right action implemented by multi-
plication and inner product given by
〈e1, e2〉Es(g) = e
∗
1e2.
Similarly, Eg can be regarded as a left Hilbert Er(g)-module. Observe that E is saturated
if and only if Eg is full as a right Hilbert module for all g. Moreover, E is saturated if
and only if Eg is an Er(g)–Es(g) imprimitivity bimodule for all g. In this case, if s(g1) =
x = r(g2), there is an isomorphism Eg1 ⊗Ex Eg2
∼= Eg1g2 such that e1 ⊗ e2 7→ e1e2.
We denote by E(0) the restriction of the bundle E to G(0), and observe that E(0) is a
C∗-bundle. We denote the corresponding C∗-algebra of sections vanishing at infinity by
C0(G
(0), E(0)).
Given a Fell bundle E over an e´tale groupoid G we construct the C∗-algebra C∗r (G, E)
as a completion of Cc(G, E) in the following way. First we use the groupoid structure of
G to define a product and involution on Cc(G, E):
(f1f2)(g) =
∑
g=g1g2
f1(g1)f2(g2), f
∗(g) = f(g−1)∗.
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Then regard Cc(G, E) as a pre-Hilbert right C0(G
(0), E(0))-module under pointwise oper-
ations, and form the completion L2(G, E). Left multiplication by elements of Cc(G, E)
induces an embedding into L(L2(G, E)). We define C∗r (G, E) to be the completion of the
image of Cc(G, E) in the operator norm. For more details see [30, §3].
3. Λ-systems of C∗-correspondences and representations
3.1. Λ-systems of C∗-correspondences. Given a k-graph Λ, we define a Λ-system of
C∗-correspondences by associating a C∗-algebra to each vertex, and a C∗-correspondence
to each path, as follows.
Definition 3.1.1. Let Λ be a k-graph. Fix
• for each vertex v ∈ Λ0 a C∗-algebra Av;
• for each λ ∈ Λ an Ar(λ)–As(λ) C
∗-correspondence Xλ; and
• for each composable pair α, β in Λ a map of Ar(α)–As(β) C
∗-correspondences:
χα,β : Xα ⊗As(α) Xβ → Xαβ such that if α 6∈ Λ
0, then χα,β is an isomorphism.
Suppose that the Av, the Xλ and the χα,β have the following properties:
(1) for each v ∈ Λ0, Xv = idAv (the identity correspondence over Av);
(2) for each λ ∈ Λ, the maps χr(λ),λ and χλ,s(λ) are given by
χr(λ),λ(a⊗Ar(λ) x) = φλ(a)x and χλ,s(λ)(x⊗As(λ) a) = x · a.
(3) for each composable triple α, β, γ ∈ Λ, the following diagram commutes.
Xα ⊗As(α) Xβ ⊗As(β) Xγ
χα,β⊗idXγ
−−−−−−→ Xαβ ⊗As(β) Xγ
idXα ⊗χβ,γ
y χαβ,γy
Xα ⊗As(α) Xβγ
χα,βγ
−−−−−−−→ Xαβγ
Then we say that (A,X, χ) is a Λ-system of C∗-correspondences. By the usual abuse of
notation, we will frequently just say that X is a Λ-system of C∗-correspondences.
Definition 3.1.2. We shall say that a system X of C∗-correspondences is regular if it
satisfies all of the following assumptions:
• Λ is row-finite and has no sources;
• each Xλ is nondegenerate and full; and
• each φλ : Ar(λ) → L(Xλ) is injective and takes values in K(Xλ).
Remark 3.1.3. Suppose that X is a regular Λ-system of C∗-correspondences. Note that
each map φλ : Ar(λ) → K(Xλ) is approximately unital. Furthermore, for every λ, since Xλ
is nondegenerate, χr(λ),λ : Xr(λ) ⊗Ar(λ) Xλ → Xλ is an isomorphism. Hence by the third
bullet-point of Definition 3.1.1, χα,β is an isomorphism for every composable pair α, β.
Remark 3.1.4. Fix a Λ-system X of C∗-correspondences. Recall that C denotes the cat-
egory whose objects are C∗-algebras and whose morphisms are isomorphism classes of
C∗-correspondences. There is a contravariant functor FX from Λ to C determined by
FX(λ) = [Xλ]; in particular, the object map satisfies F
0
X(v) = Av. As with systems of
k-morphs (see [34]), more than one system may determine the same functor, and there
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Remark 3.1.5. To specify a Λ-system when Λ is a 1-graph it suffices to give a C∗-algebra
Av for each vertex v ∈ Λ
0 and a C∗-correspondence Xλ for each edge λ ∈ Λ
1. For
λ = λ1 · · ·λn ∈ Λ
n, with n ≥ 2 and λi ∈ Λ
1, define
Xλ = Xλ1 ⊗As(λ1) Xλ2 ⊗As(λ2) · · · ⊗As(λn−1) Xλn;
the maps χα,β are given by the canonical isomorphisms.
When Λ is a 0-graph, a Λ-system of C∗-correspondences simply consists of a C∗-algebra
Av for each vertex v ∈ Λ
0.
Examples 3.1.6. We pause to mention a number of examples from the literature which can
be regarded as Λ-systems. We will indicate how each example relates to a Λ-system, but
will postpone detailed discussions of these and a number of other examples until Section 5.
(i) In [39, section 3], the authors consider two C∗-algebras A and B, an A–B C∗-
correspondence R, and a B–A C∗-correspondence S. Suppose R and S are nonde-
generate with both left actions injective and given by compacts. Then they prove
that the Cuntz-Pimsner algebras OR⊗BS and OS⊗AR are Morita-Rieffel equivalent.
Let Λ be the path category of the directed graph pictured below.
v w
e
f
If we let Av := A, Aw := B, Xe = R and Xf = S, then we obtain a Λ-system X
of correspondences as in Remark 3.1.5. If we assume in addition that R and S are
full, then the Λ-system is regular.
(ii) Recall from [34] that, given k-graphs Λ and Γ, a Λ-Γ k-morphX is a set X together
with range and source maps r : X → Λ0 and s : X → Γ0 and a bijection
φ : {(x, γ) ∈ X × Γ : s(x) = r(γ)} → {(λ, y) ∈ Λ×X : s(λ) = r(x)}
such that: whenever φ(x, γ) = (λ, y), we have r(x) = r(λ), s(y) = s(γ), and d(λ) =
d(γ); and whenever φ(x, γ) = (λ, y) and φ(y, σ) = (µ, z), we have φ(x, γσ) =
(λµ, z). If Γ is an ℓ-graph, then a Γ-system W of k-morphs consists, roughly
speaking, of k-graphs Λv associated to the vertices v ∈ Γ
0, k-morphsWγ associated
to the paths γ ∈ Γ, and compatible isomorphisms θα,β : Wα ∗Λ0
s(α)
Wβ → Wαβ.
Under the technical hypothesis (z), we have by [34, Proposition 6.4] that each
k-morph Wγ gives rise to a full nondegenerate C
∗-correspondence H(Wγ) whose
left action is implemented by an injective homomorphism into the compacts and it
also follows implicitly from the proof of [34, Theorem 6.6] that the θα,β determine
isomorphisms χ(θα,β) : H(Wα)⊗C∗(Λs(α)) H(Wβ)→ H(Wαβ). In particular, if Γ is
row-finite with no sources, and each Wγ satisfies (z), then the assignments Av :=
C∗(Λv) and Xγ := H(Wγ) and the isomorphisms χ(θα,β) : Xα ⊗As(α) Xβ → Xαβ
determine a regular Γ-system of C∗-correspondences.
(iii) Every product system of C∗-correspondences over Nk can be regarded as a Tk-
system of C∗-correspondences where Tk is the k-graph isomorphic as a category
to Nk (see section 2.1).
(iv) Given a C∗-algebra A, let End1(A) denote the semigroup of approximately unital
endomorphisms of A, regarded as a category with one object A. Let Λ be a k-
graph. Then each contravariant functor ϕ : Λ→ End1(A) determines a Λ-system
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of C∗-correspondences. Specifically, Av := A for all v ∈ Λ
0, Xλ := ϕ(λ)A for all
λ ∈ Λ, and χα,β is defined by χα,β(a ⊗ b) := φβ(a)b for all a ∈ Xα = ϕ(α)A and
b ∈ Xβ = ϕ(β)A. Conditions (1) and (2) of Definition 3.1.1 are clearly satisfied,
and condition (3) boils down to the identity
ϕγ(ϕβ(a)b)c = ϕβγ(a)ϕγ(b)c.
The system is regular precisely when Λ is row-finite with no sources, and each
ϕλ is injective. This example may easily be generalized by replacing the target
category End1(A) with the category of C
∗-algebras and approximately unital ho-
momorphisms.
Fix a Λ-system X of C∗-correspondences. Let A denote the c0 direct sum
A =
⊕
v∈Λ0 Av.
We can regard the Xλ as A–A correspondences in the obvious way. Hence, for n ∈ Nk we
may define a C∗-correspondence Yn over A by
Yn =
⊕
λ∈Λn Xλ
(this time, we are taking an ℓ2 direct sum). For α ∈ Λ, let ια : Xα → Yd(α) denote the
inclusion map.
By checking that it preserves inner-products, one can see that for m,n ∈ Nk \ {0}, the
formula
Θm,n(ια(x)⊗A ιβ(y)) :=
{
ια,β(χα,β(x⊗As(α) y)) if s(α) = r(β)
0Ym+n otherwise
determines an isomorphism Θm,n : Ym ⊗A Yn → Ym+n.
Proposition 3.1.7. With notation as above,
Y = YX :=
⊔
n∈Nk
Yn
is a product system over Nk. If X is regular (this entails, in particular, that Λ is row-finite
and has no sources), then YX is nondegenerate, and the left action of A on each fibre Yn
of YX is implemented by an injection of A into K(Yn).
Proof. Fix l, m, n ∈ Nk. Then Yl ⊗A Ym ⊗A Yn is spanned by the subspaces
{ιλ(Xλ)⊗As(λ) ιµ(Xµ)⊗As(µ) ιν(Xν) : λ ∈ Λ
l, µ ∈ Λm, ν ∈ Λn, s(λ) = r(µ), s(µ) = r(ν)}.
Fix x ∈ Xµ, y ∈ Xν , and z ∈ Xν , and for convenience, write x¯ for ιλ(x) ∈ Yl and similarly
for µ and ν. Then the associativity condition Definition 3.1.1(3) ensures that
(x¯y¯)z¯ = θlm,n(θl,m ⊗ 1)(x¯⊗ y¯ ⊗ z¯)
= ιλµν(χλµ,ν(χλ,µ ⊗ 1)(x⊗ y ⊗ z)) = ιλµν(χλ,µν(1⊗ χµ,ν)(x⊗ y ⊗ z)) = x¯(y¯z¯).
Hence Y is a product system.
Now suppose that X is regular. It is immediate that Y is nondegenerate because each
Xλ is. To see that each φn is injective, fix n ∈ N and a ∈ A \ {0}. Then there is some
v ∈ Λ0 such that the component av of a in Av is nonzero. Since Λ has no sources, there
exists λ ∈ vΛn. Since φλ is injective, the direct summand φλ(av) of φn(a) is nonzero,
and hence φn(a) is itself nonzero. Finally, to see that φn takes values in K(Yn), observe
that the Av span a dense subspace of A and that for a fixed v and a ∈ Av, the operator
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φn(a) = ⊕λ∈vΛnφλ(a) belongs to K(Yn) because each φλ(a) ∈ K(Xλ) and because vΛ
n is
finite. 
The construction of the product system Y from the Λ-system X is the analogue for
systems of correspondences of the Γ-bundle construction from [34].
Fix a Λ-system X , and paths α, β ∈ Λ with s(α) = r(β). As on [36, page 42], there is
a homomorphism (φβ)∗ : L(Xα)→ L(Xα ⊗As(α) Xβ) characterised by
(φβ)∗(T )(x⊗ y) = T (x)⊗ y.
By [36, Proposition 4.7], if φβ(As(α)) ⊂ K(Xβ), then (φβ)∗(K(Xα)) ⊂ K(Xα ⊗As(α) Xβ),
and (φβ)∗ is injective if φβ is injective, and surjective if φβ is surjective. We define a
homomorphism iαβα : L(Xα)→ L(Xαβ) by
(3.1.1) iαβα (S) := χα,β ◦ (φβ)∗(S) ◦ χ
−1
α,β.
Hence, if φβ : Ar(β) → L(Xβ) takes values in K(Xβ), then i
αβ
α restricts to a homomorphism
from K(Xα) to K(Xαβ), which is injective if φβ is.
The maps iαβα are compatible with composition in Λ in the sense that for a composable
triple α, β, γ of Λ, we have
iαβγαβ ◦ i
αβ
α = i
αβγ
α .
To see this, fix S ∈ L(Xα), apply each of (i
αβγ
αβ ◦ i
αβ
α )(S) and i
αβγ
α (S) to the image of an
elementary tensor x ⊗ y ⊗ z and use condition (3) of Definition 3.1.1 to see that they
agree.
Similarly, if Y is a product system over Nk and m,n ∈ Nk, let im+nm : L(Ym) →
L(Ym+n) denote the map obtained as in (3.1.1) from the isomorphisms Θm,n : Ym⊗AYn →
Ym+n. If φn(A) ⊂ K(Yn) we reuse the symbol i
m+n
m to denote the restriction of i
m+n
m to a
homomorphism from K(Ym) to K(Ym+n).
3.2. Representations of Λ-systems of C∗-correspondences.
Definition 3.2.1. Let (A,X, χ) be a regular Λ-system of C∗-correspondences. A repre-
sentation of X in a C∗-algebra B is a pair (ρ, π) consisting of
• linear maps ρλ : Xλ → B, and
• homomorphisms πv : Av → B
which satisfy the following conditions.
(1) For each v ∈ Λ0, ρv = πv.
(2) For α, β ∈ Λ, x ∈ Xα and y ∈ Xβ,
ρα(x)ρβ(y) =
{
ραβ(χα,β(x⊗As(α) y)) if s(α) = r(β)
0B if s(α) 6= r(β).
(3) For all α, β ∈ Λ with d(α) = d(β), and all x ∈ Xα and y ∈ Xβ,
ρα(x)
∗ρβ(y) =
{
πs(α)(〈x, y〉As(α)) if α = β
0B otherwise.
We say that a representation (ρ, π) of X in B is Cuntz-Pimsner covariant if
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(4) for all v ∈ Λ0, all n ∈ Nk and all a ∈ Av, we have
πr(λ)(a) =
∑
λ∈vΛn
ρ(λ)(φλ(a)),
where ρ(λ) = ρ
(1)
λ .
Let (ρ, π) be a representation of (A,X, χ) in a C∗-algebra B. We will say that (ρ, π) is
universal if for any other representation (ρ′, π′) of (A,X, χ) in a C∗-algebra C, there is
a unique homomorphism Φ = Φρ′,π′ : B → C satisfying Φ ◦ ρλ = ρ
′
λ for all λ ∈ Λ, and
Φ ◦ πv = π
′
v for all v ∈ Λ
0. A Cuntz-Pimsner covariant representation of (A,X, χ) is
universal if it has the universal property described above with respect to Cuntz-Pimsner
covariant representations (ρ′, π′).
Remark 3.2.2. Since, in a regular Λ-system of C∗-correspondences, each Xλ is nonde-
generate, conditions (2) and (3) of Definition 3.2.1 are then equivalent to the apparently
weaker relations
(A) πv(Av) ⊥ πw(Aw) for distinct v, w ∈ Λ
0.
(B) ρα(x)ρβ(y) = ραβ(χα,β(x⊗As(α) y)) whenever s(α) = r(β), x ∈ Xα and y ∈ Xβ.
(C) πs(λ)(〈x, y〉As(λ)) = ρλ(x)
∗ρλ(y) for all λ ∈ Λ and x, y ∈ Xλ.
We discuss the complications which would arise in the absence of the regularity hypothesis
at the end of the section in Remark 3.3.3
Proposition 3.2.3. Let Λ be a row-finite k-graph with no sources, and let X be a regular
Λ-system of C∗-correspondences. Let Y = YX be the product system over N
k of C∗-
correspondences over A = ⊕Av obtained as above.
(1) If ψ is a representation of Y in a C∗-algebra B, then there is a representation
(ρψ, πψ) of X in B given by ρψα := ψ ◦ ια and π
ψ
v := ψ ◦ ιv.
(2) Conversely if (ρ, π) is a representation of X in a C∗-algebra B, then there is a
representation ψ(ρ,π) of Y in B determined by ψ(ρ,π)(ια(x)) = ρα(x) for α ∈ Λ and
x ∈ Xα.
These constructions are mutually inverse in the sense that for a representation ψ of Y , we
have ψ(ρ
ψ ,πψ) = ψ, and for a representation (ρ, ψ) of X, we have (ρψ
(ρ,pi)
, πψ
(ρ,pi)
) = (ρ, π).
The representation (ρiY , πiY ) of X in TY is universal in the sense described above.
Proof. For (1), fix a representation ψ of Y in B, and let ρψ and πψ be as in (1). We have
ρψv = π
ψ
v for all v by definition.
Fix α, β ∈ Λ, x ∈ Xα and y ∈ Xβ. We must establish Definition 3.2.1(2). When s(α) =
r(β) this follows because multiplication in Y is determined by the isomorphisms χµ,ν , and
ψ is multiplicative. When s(α) 6= r(β), the left-hand side of Definition 3.2.1(2) is equal
to zero by the Hewitt-Cohen factorisation theorem because the πψv (Av) are orthogonal.
To verify Definition 3.2.1(3), Fix α, β ∈ Λ, x ∈ Xα and y ∈ Xβ . Then
ρψα(x)
∗ρψβ (y) = ψ(ια(x))
∗ψ(ιβ(y)) = ψ(〈ια(x), ιβ(y)〉A),
and the desired relation holds because α 6= β forces 〈ια(x), ιβ(y)〉A = 0, and because ψ is
a representation. This establishes (1).
For (2), let (ρ, π) be a representation of X . By definition of the direct sums Yn, n ∈ Nk,
there exists a map ψ(ρ,π) : Y → B satisfying the given formulae, and the restriction ψ0
of ψ to Y0 = A is a C
∗-homomorphism. Fix x, y ∈ Y , say x ∈ Ym and y ∈ Yn. We must
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show that ψ(ρ,π)(xy) = ψ(ρ,π)(x)ψ(ρ,π)(y). Since multiplication in Y implements bimodule
isomorphisms, it suffices to consider x ∈ Xµ and y ∈ Yν for some µ ∈ Λ
m, ν ∈ Λn, and
show that
(3.2.1) ψ(ρ,π)(ιµ(x)ιν(y)) = ψ
(ρ,π)(ιµ(x))ψ
(ρ,π)(ιν(y)).
This follows from Definition 3.2.1(2), the Hewitt-Cohen factorisation theorem, and the
definition of multiplication in Y . Now fix x, y ∈ Y ; we must show that ψ(ρ,π)(〈x, y〉A) =
ψ(ρ,π)(x)∗ψ(ρ,π)(y). By sesqui-linearity and continuity we need only consider x ∈ Xα and
y ∈ Xβ for some α, β ∈ Λ. The desired identity then follows from routine calculations
using Definition 3.2.1(3) and the definition of the inner product in Y . This completes the
proof of (2).
That the two constructions are inverse to each other follows from the definitions of the
maps involved. For the final statement, observe that the universal representation j of Y in
TY determines a generating representation (ρ
j , πj) of X in TY . If (ρ, π) is a representation
of X in B, then (ψ(ρ,π)) is a representation of Y in B. The universal property of TY gives
a unique homomorphism σ : TY → B such that σ ◦ j = ψ
(ρ,π), and it is easy to check that
this is equivalent to σ ◦ πjv = πv and σ ◦ ρ
j
λ = ρλ for all v ∈ Λ
0 and λ ∈ Λ. 
Remark 3.2.4. It should also be possible to consider contractive representations of a Λ-
system of C∗-correspondences using the associated product system as in Proposition 3.2.3
and thus to formulate a corresponding dilation theory in the manner of [38, 58, 59]. We
thank the referee for pointing out this connection.
Our next goal is to show that the bijection between representations of a regular Λ-
system of C∗-correspondences X and representations of the associated product system
YX preserves Cuntz-Pimsner covariance.
Proposition 3.2.5. Let X be a regular Λ-system of C∗-correspondences. Let Y = YX be
the product system associated to X (see Proposition 3.1.7). A representation ψ of Y in a
C∗-algebra B is Cuntz-Pimsner covariant if and only if the representation (ρψ, πψ) of X
in B is Cuntz-Pimsner covariant.
Proof. Since ψ(ρ
ψ ,πψ) = ψ for all representations (ρ, π) of X and vice versa, it suffices to
show that if ψ is Cuntz-Pimsner covariant, then (ρψ, πψ) has the same property and that
if (ρ, π) is Cuntz-Pimsner covariant, then ψ(ρ,π) has the same property.
Before doing this, we establish some notation. For each λ ∈ Λ, there is a homomorphism
ι(λ) : K(Xλ)→ K(Yd(λ)) determined by
(3.2.2) ι(λ)(θx,y) = θιλ(x),ιλ(y)
for x, y ∈ Xλ. For x, y ∈ Xλ, we then have
(ρψ)(λ)(θx,y) = ρ
ψ(x)ρψ(y)∗
= ψ(ιλ(x))ψ(ιλ(y))
∗ = ψ(d(λ))(θιλ(x),ιλ(y)) = ψ
(d(λ))(ι(λ)(θx,y));
that is,
(3.2.3) (ρψ)(λ) = ψ(d(λ)) ◦ ι(λ) for all λ ∈ Λ.
Equivalently, for a fixed representation (ρ, π) of X ,
(3.2.4) ρ(λ) = (ψ(ρ,π))(d(λ)) ◦ ι(λ) for all λ ∈ Λ.
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To prove the equivalence of the two notions of Cuntz-Pimsner covariance, first note
that since A =
⊕
v∈Λ0 Av is spanned by the Av and since, for a representation ψ of Y ,
we have πψv = ψ0|Av by definition, it will suffice to fix a representation ψ of Y , a vertex
v ∈ Λ0, an element n ∈ Nk and an element a ∈ Av and prove that∑
λ∈vΛn
(ρψ)(λ)(φλ(a)) = ψ
(n)(φn(a)).
We have φn(a) =
∑
λ∈vΛn ι
(λ)(φλ(a)) by definition of the product system Y , so we may
use (3.2.3) to see that∑
λ∈vΛn
(ρψ)(λ)(φλ(a)) =
∑
λ∈vΛn
ψ(n)(ι(λ)(φλ(a)))
= ψ(n)
( ∑
λ∈vΛn
ι(λ)(φλ(a))
)
= ψ(n)(φn(a))
as required. 
It follows from [56, Theorem 4.1 and Proposition 5.1] that each nondegenerate product
system Y in which each φn is injective with range in K(Yn) has an isometric universal
Cuntz-Pimsner covariant representation jY : Y → OY (it seems likely that Fowler knew
this, but did not make it explicit in [19]).
Corollary 3.2.6. Let X be a regular Λ-system of C∗-correspondences. Let Y = YX be the
product system associated to X (see Proposition 3.1.7). The representation (ρjY , πjY ) of
(A,X, χ) in OY is Cuntz-Pimsner covariant. This is a universal Cuntz-Pimsner covariant
representation in the sense that for any other Cuntz-Pimsner covariant representation
(ρ, π) of (A,X, χ) in a C∗-algebra C, there is a unique homomorphism Ψ = Ψρ,π : OY → C
satisfying Ψ ◦ ρjYλ = ρλ for all λ ∈ Λ, and Ψ ◦ π
jY
v = πv for all v ∈ Λ
0.
Proof. The results follow from the universal property of OY and Proposition 3.2.5, as in
the proof of the final statement of Proposition 3.2.3. 
Definition 3.2.7. Let X be a regular Λ-system of C∗-correspondences, and let YX be the
product system associated to X as in Proposition 3.1.7. We define C∗(A,X, χ) := OYX ,
and let (ρX , πX) denote the universal Cuntz-Pimsner covariant representation (ρjY , πjY )
of (A,X, χ) in C∗(A,X, χ). Given a Cuntz-Pimsner covariant representation (ρ, π) of
(A,X, χ) in a C∗-algebra C, we denote the homomorphism induced by the universal
property by Ψρ,π : C
∗(A,X, χ)→ C.
3.3. The gauge-invariant uniqueness theorem. There is a strongly continuous gauge
action γ : Tk → Aut(C∗(A,X, χ)) (inherited from OY ) such that for all z ∈ Tk we have
γz(π
X
v (a)) = π
X
v (a) for all v ∈ Λ
0 and a ∈ Av,
γz(ρ
X
λ (x)) = z
d(λ)ρXλ (x) for all λ ∈ Λ and x ∈ Xλ,
where zd(λ) is multi-index notation: zd(λ) =
∏k
i=1 z
d(λ)i
i .
Theorem 3.3.1. Let X be a regular Λ-system of C∗-correspondences. Let B be a C∗-
algebra equipped with a strongly continuous action β : Tk → Aut(B). Let (ρ, π) be a Cuntz-
Pimsner covariant representation of (A,X, χ) in B. Suppose the following conditions are
satisfied:
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(1) for all z ∈ Tk we have
βz(πv(a)) = πv(a) for v ∈ Λ
0 and a ∈ Av,
βz(ρλ(x)) = z
d(λ)ρλ(x) for all λ ∈ Λ and x ∈ Xλ;
(2) for all v ∈ Λ0, πv is injective.
Then Ψρ,π : C
∗(A,X, χ)→ B is injective.
The proof follows from Proposition 3.1.7, the definition of the gauge action and the
following lemma.
Lemma 3.3.2. Let Y be a nondegenerate product system over Nk such that the left ac-
tion on each Yn is injective and by compacts. Let B be a C
∗-algebra equipped with a
strongly continuous action β : Tk → Aut(B), and let ψ be a Cuntz-Pimsner covariant
representation of Y in B. Suppose that the following conditions are satisfied.
(1) For all z ∈ Tk, n ∈ Nk and y ∈ Yn, we have βz(ψn(x)) = znψn(x).
(2) The homomorphism ψ0 : A→ B is injective.
Then the induced map ψ∗ : OY → B is injective.
Proof. The map a 7→
∫
Tk
γz(a) dz is a faithful conditional expectation Φ
γ : OY → O
γ
Y ,
and condition (1) ensures that the linear map Φβ : ψ∗(a) 7→
∫
Tk
βz(ψ∗(a)) dz satisfies
ψ∗ ◦ Φ
γ = Φβ ◦ ψ∗. It therefore suffices to prove that the restriction of ψ∗ to O
γ
Y is
injective. We claim that ψn is injective for all n ∈ Nk. Indeed, fix a nonzero y ∈ Yn. Then
〈y, y〉nA 6= 0, and since 〈y, y〉
n
A ∈ Y0 = A, we have
ψn(y)
∗ψn(y) = ψ0(〈y, y〉
n
A) 6= 0
by (2). Hence ψn(y) 6= 0. Moreover, ψ
(n) : K(Yn) → B is injective because ψ0 is (see the
opening paragraph of [45, p.202]).
For all m,n ∈ Nk with m ≤ n, we have j(m)Y (K(Ym)) ⊂ j
(n)
Y (K(Yn)). These embed-
dings are compatible with the natural injection inm : K(Ym) →֒ K(Yn) guaranteed by our
assumptions on Y . Moreover,
⋃
n j
(n)
Y (K(Yn)) is a dense subalgebra of O
γ
Y , and hence
OγY
∼= lim−→
n∈Nk
K(Yn).
It remains to show that the restriction of ψ∗ to each j
(n)
Y (K(Yn)) is injective. But this
follows from the fact that each ψ(n) : K(Yn)→ B is injective. 
Remark 3.3.3. Restricting attention to regular Λ-systems vastly simplifies Definition 3.2.1
as well as the proofs of the subsequent results — namely Proposition 3.2.3, Proposi-
tion 3.2.5, Corollary 3.2.6 and Theorem 3.3.1. We pause to point out how complications
arise in the absence of regularity.
For a start, the results of [19] and [56] suggest that to obtain a nicely-behaved Toeplitz
algebra for non-regular Λ-systems we would still have to restrict attention to finitely
aligned k-graphs Λ and to Λ-systems which were compactly aligned in the sense that
given compact operators S on Xµ and T on Xν the product ι
λ
µ(S)ι
λ
ν(T ) is compact for
each minimal common extension of µ and ν. This should ensure that YX is compactly
aligned in the sense of [19]. One would then have to add a Nica covariance relation to
those already listed in Definition 3.2.1: presumably that each ρ(µ)(S)ρ(ν)(T ) is equal to the
sum of the ρ(λ)(ιλµ(S)ι
λ
ν(T )) where λ ranges over all minimal common extensions of µ and
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ν. Though the technical details of the proof of Proposition 3.2.3 would be complicated
by this, it seems clear that the result would generalise.
Since our interest here is in the Cuntz-Pimsner algebra rather than its Toeplitz exten-
sion, the situation is further complicated in that the issue of an appropriate notion of
Cuntz-Pimsner covariance for compactly aligned Λ-systems over finitely aligned Λ arises.
One would presumably have to translate the notion of Cuntz-Pimsner covariance formu-
lated in [56] into a corresponding notion for Λ-systems (the introduction of [56] gives an
account of the issues involved). A first guess would be to impose [56, Relation (CP)] in the
product system associated to each boundary path of Λ. The situation here is very unclear
and the technical details formidable. While versions of Proposition 3.2.5, Corollary 3.2.6
and Theorem 3.3.1 should be achievable with an appropriate definition of Cuntz-Pimsner
covariance (forthcoming work of Carlsen, Larsen, Sims and Vittadello indicates how to
address the gauge-invariant uniqueness theorem), one would not wish to speculate on the
status of later results. For example, the definition of the Ex at the beginning of Section 4.1
is already problematic because the linking maps ι
x(0,n)
x(0,m) may not be injective and may not
map compacts to compacts; besides which, the appropriate groupoid is presumably the
one described in [17] whose unit space is much more complicated than the infinite-path
space in general.
4. Construction of a Fell bundle
Fix for this section a row-finite k-graph Λ with no sources, and a regular Λ-system X
of C∗-correspondences.
4.1. The fibres of the Fell bundle.
Definition 4.1.1. Given an infinite path x ∈ Λ∞, let Ex be the C
∗-algebraic inductive
limit
Ex := lim−→
n∈Nk
K(Xx(0,n))
under the connecting maps i
x(0,n)
x(0,m) : K(Xx(0,m)) → K(Xx(0,n)) defined by equation (3.1.1)
for (m,n) ∈ Ωk. Let i
x
x(0,n) : K(Xx(0,n))→ Ex denote the canonical embedding.
Proposition 4.1.2. Fix x ∈ Λ∞. Let x∗X be the pullback Ωk-system given by
(x∗A)m = Ax(m), (x
∗X)(m,n) = Xx(m,n) and (x
∗χ)(m,n),(n,p) = χx(m,n),x(n,p).
Let (ρ, π) denote the universal representation of x∗X in C∗(x∗A, x∗X, x∗χ). Fix n ∈ Nk.
Then πn : Ax(n) → C
∗(x∗A, x∗X, x∗χ) extends to multiplier algebras; denote this extension
π˜n. Let
Pn := π˜n(1(x∗A)n) ∈M(C
∗(x∗A, x∗X, x∗χ)).
Then Pn is full, and Eσn(x) ∼= PnC
∗(x∗A, x∗X, x∗χ)Pn. In particular, n = 0 yields
Ex ∼= P0C
∗(x∗A, x∗X, x∗χ)P0.
Proof. To see that πn extends to multiplier algebras, recall that since the Xx(m,n) are
nondegenerate, the product system Y associated to x∗X by Proposition 3.1.7 is also
nondegenerate. Hence the universal representation of Y in OY extends to a unital ho-
momorphism j˜Y from M(A) = M
(⊕
m∈Nk Ax(m)
)
to M(OY ). The restriction of j˜Y to
M(Ax(n)) is then the desired extension of πn.
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To see that Pn is full, let I(Pn) be the ideal of C
∗(x∗A, x∗X, x∗χ) generated by Pn.
Since (ρ, π) is Cuntz-Pimsner covariant and X is regular, each a ∈ Ax(0) satisfies π0(a) =
ρ(0,n)(T ) for some T ∈ K(Xx(0,n)). Since K(Xx(0,n)) = span{θξ,η : ξ, η ∈ Xx(0,n)} and
ρ(0,n)(θξ,η) = ρ(0,n)(ξ)Pnρ(0,n)(η)
∗,
it follows that Ax(0) ⊂ I(Pn), and hence that I(Pn) contains I(P0). Now for any other
m ∈ Nk, and any a ∈ Ax(m), that X is regular, and in particular that Xx(0,m) is full,
ensures that a ∈ span{〈ξ, η〉Ax(m) : ξ, η ∈ Xx(0,m)}, and in particular that
πm(a) ∈ span{ρ(0,m)(ξ)
∗P0ρ(0,m)(η) : ξ, η ∈ Xx(0,m)}.
Thus span(
⋃
n∈Nk πn(Ax(n))) belongs to I(Pn). Since eachXx(n) is nondegenerate, it follows
that I(Pn) = C
∗(x∗A, x∗X, x∗χ).
For the final statement, we will invoke the universal property of the direct limit Eσn(x) =
lim−→(K(Xx(n,n+p)), i
x(n,n+q)
x(n,n+p)). First fix p ∈ N
k. By definition, ρ(n,n+p) is a homomorphism
from K(Xx(n,n+p)) to PnC
∗(x∗A, x∗X, x∗χ)Pn. Lemma 3.10 of [45] shows that the ρ
(n,n+p)
are compatible with the connecting maps i
x(n,n+q)
x(n,n+p) in the sense that ρ
(n,n+q) ◦ i
x(n,n+q)
x(n,n+p) =
ρ(n,n+p) for all p. The universal property of the direct limit now implies that there is
a unique homomorphism ρ(n,∞) : Eσn(x) → PnC
∗(x∗A, x∗X, x∗χ)Pn such that ρ
(n,∞) ◦
i
x(n,∞)
x(n,n+p) = ρ
(n,n+p) for all p. Since each πn+p is injective, each ρ
(n,n+p) is injective and
hence isometric, which implies that ρ(n,∞) is isometric. Finally, since
C∗(x∗A, x∗X, x∗χ)
= span{ρ(m,q)(ξ)ρ(p,q)(η)
∗ : q ∈ Nk, m, p ≤ q, ξ ∈ (x∗X)(m,q), η ∈ (x
∗X)(p,q)},
we have
PnC
∗(x∗A, x∗X, x∗χ)Pn
= span{ρ(n,p)(ξ)ρ(n,p)(η)
∗ : p ≥ n, ξ, η ∈ Xx(n,p)}
= span{ρ(n,p)(T ) : p ≥ n, T ∈ K(Xx(n,p))}
= ρ(n,∞)(Ex),
so that ρ(n,∞) is the desired isomorphism. 
In the Fell bundle we will construct over the k-graph groupoid GΛ, the C
∗-algebras Ex
will be the fibres over the unit space. We now turn to the construction of the other fibres.
We do this using linking algebra techniques of [3]. Our first step is to associate a C∗-
algebra and two complementary full projections in its multiplier algebra to each groupoid
element.
Notation 4.1.3. Given paths λ, µ, ν ∈ Λ such that s(λ) = s(µ) = r(ν), there is a homo-
morphism iλν,µνλ,µ : L(Xλ ⊕Xµ)→ L(Xλν ⊕Xµν) obtained in an analogous manner to the
definition of iαβα in equation (3.1.1). Specifically, regarding Xλ ⊕ Xµ as a right Hilbert
Ar(ν) module, [36, page 42] gives a homomorphism
(φν)∗ : L(Xλ ⊕Xµ)→ L((Xλ ⊕Xµ)⊗Ar(ν) Xν).
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combining this with the isomorphism χλ,ν ⊕ χµ,ν : (Xλ ⊕Xµ)⊗Ar(ν) Xν → Xλν ⊕Xµν , we
obtain the desired homomorphism, namely
iλν,µνλ,µ (S) := (χλ,ν ⊕ χµ,ν) ◦ (φν)∗(S) ◦ (χλ,ν ⊕ χµ,ν)
−1.
Proposition 4.7 of [36] and that X is regular imply that iλν,µνλ,µ restricts to an injective
approximately unital homomorphism from K(Xλ ⊕Xµ) to K(Xλν ⊕Xµν).
Lemma 4.1.4. Given paths λ, µ, ν ∈ Λ such that s(λ) = s(µ) = r(ν), let Pλ, Pµ ∈ L(Xλ⊕
Xµ) be the projections onto Xλ and Xµ respectively, and define Pλν , Pµν ∈ L(Xλν ⊕Xµν)
similarly. Then
(1) the homomorphism iλν,µνλ,µ takes Pλ to Pλν and Pµ to Pµν ;
(2) the projections Pλ and Pµ are complementary full projections inM(K(Xλ⊕Xµ)) =
L(Xλ ⊕Xµ); and
(3) under the canonical identification of PλK(Xλ ⊕Xµ)Pλ with K(Xλ), we have
Pλi
λν,µν
λ,µ (S)Pλ = i
λν
λ (S)
for all S ∈ K(Xλ), and similarly for µ.
Proof. A typical spanning element of Xλν⊕Xµν is of the form (χλ,ν⊕χµ,ν)((xλ⊕xµ)⊗xν)
where xλ ∈ Xλ, xµ ∈ Xµ and xν ∈ Xν . By definition of i
λν,µν
λ,µ , we have
iλν,µνλ,µ (Pλ)
(
(χλ,ν ⊕ χµ,ν)((xλ ⊕ xµ)⊗ xν)
)
= (χλ,ν ⊕ χµ,ν)(Pλ(xλ ⊕ xµ)⊗ xν)
= (χλ,ν ⊕ χµ,ν)(xλ ⊕ 0)⊗ xν .
Since (χλ,ν ⊕ χµ,ν)((xλ ⊕ xµ)⊗ xν) = χλ,ν(xλ ⊗ xν)⊕ χµ,ν(xµ ⊗ xν), we deduce that
iλν,µνλ,µ (Pλ)
(
(χλ,ν ⊕ χµ,ν)((xλ ⊕ xµ)⊗ xν)
)
= Pλν
(
(χλ,ν ⊕ χµ,ν)((xλ ⊕ xµ)⊗ xν)
)
.
That Pλ and Pµ are complementary projections is clear from their definitions. They are
full because each of Xλ and Xµ is a full right-Hilbert As(λ)-module. The last assertion is
verified via a straightforward calculation using spanning elements like the one above. 
For the next result, we need the following notation. For g = (x, n, y) ∈ GΛ we define
Dg := {(λ, µ) : x = λz, y = µz, d(λ)− d(µ) = n}.
The setDg is ordered by the relation (λ, µ) ≤ (λ
′, µ′) if and only if d(λ) ≤ d(λ′). Moreover,
we have (λ, µ) ≤ (λ′, µ′) in Dg if and only if there exists ν such that λ
′ = λν and µ′ = µν.
We may therefore form the inductive limit
lim−→
(λ,µ)∈Dg
K(Xλ ⊕Xµ)
with respect to the connecting maps iλν,µνλ,µ defined in Lemma 4.1.4. We denote the uni-
versal inclusion maps into the direct limit by
igλ,µ : K(Xλ ⊕Xµ)→ lim−→
(λ,µ)∈Dg
K(Xλ ⊕Xµ).
Proposition 4.1.5. Fix g = (x, n, y) ∈ GΛ. The maps i
g
λ,µ defined above extend to unital
homomorphisms of multiplier algebras such that for each (λ, µ) ∈ D(g), the elements
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igλ,µ(Pλ) and i
g
λ,µ(Pµ) are complementary full projections which do not depend on the choice
of (λ, µ) ∈ D(g). We define Px := i
g
λ,µ(Pλ) and Py := i
g
λ,µ(Pµ). We then have
Ex ∼= Px
(
lim
−→
(λ,µ)∈Dg
K(Xλ ⊕Xµ)
)
Px, and
Ey ∼= Py
(
lim−→
(λ,µ)∈Dg
K(Xλ ⊕Xµ)
)
Py;
so lim
−→
(λ,µ)∈Dg
K(Xλ ⊕Xµ) is a linking algebra for Ex and Ey.
Proof. First observe that the map igλ,µ is approximately unital for every (λ, µ) ∈ Dg.
This follows because all the linking maps iλν,µνλ,µ : K(Xλ ⊕ Xµ) → K(Xλν ⊕ Xµν) are ap-
proximately unital. Hence the map igλ,µ extends to a unital map between the multiplier
algebras. By the preceding lemma, the projections Pλ and Pµ are complementary full pro-
jections, and since the map igλ,µ is approximately unital, their images, i
g
λ,µ(Pλ) and i
g
λ,µ(Pµ),
are also complementary full projections. By the same lemma, igλ,µ(Pλ) = i
g
λ′,µ′(Pλ′) and
igλ,µ(Pµ) = i
g
λ′,µ′(Pµ′) for all (λ, µ), (λ
′, µ′) ∈ D(g); therefore Px and Py are well defined.
Lemma 4.1.4(3) combined with the universal property of the direct limit gives the two dis-
played equations in the statement of the Proposition. The final statement is a consequence
of the preceding ones. 
It will frequently be useful to make the identification:
(4.1.1) K(Xµ, Xλ) = PλK(Xλ ⊕Xµ)Pµ.
Corollary 4.1.6. For g = (x, n, y) ∈ GΛ, the C
∗-algebras Ex and Ey are Morita-Rieffel
equivalent with imprimitivity bimodule
Eg := Px
(
lim
−→
(λ,µ)∈Dg
K(Xλ ⊕Xµ)
)
Py.
Moreover, under the identification (4.1.1) we have (as Banach spaces):
Eg = lim−→
(λ,µ)∈Dg
K(Xµ, Xλ).
Proof. The first statement follows immediately from Proposition 4.1.5 and [3, Theo-
rem 1.1]. The second statement follows from the first and (4.1.1). 
Remark 4.1.7. Let g, h ∈ G with s(g) = s(h) = x. Then
Egh−1 ∼= Eg ⊗Ex Eh−1 ∼= Eg ⊗Ex E
∗
h
∼= K(Eh, Eg).
Using the identification (4.1.1), we retain the notation iλν,µνλ,µ and i
g
λ,µ for the embeddings
iλν,µνλ,µ : K(Xλ, Xµ)→ K(Xλν , Xµν),
igλ,µ : K(Xλ, Xµ)→ Eg.
Note that if λ = µ we have K(Xλ, Xλ) = K(Xλ) and our embeddings satisfy i
λν,λν
λ,λ = i
λν
λ .
It follows that for all x ∈ Λ∞, we may identify E(x,0,x) with Ex, and that if x = λz we
have i
(x,0,x)
λ,λ = i
x
λ.
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4.2. The operations and topology of the Fell bundle. The following lemma shows
that the connecting maps are compatible with composition. This will be used later to
define the multiplicative structure of the Fell bundle.
In this lemma and throughout the rest of the paper, given right Hilbert A-modules
X, Y, Z and given T ∈ K(X, Y ) and S ∈ K(Y, Z), we will use the juxtaposition ST to
denote the composition S ◦ T ∈ K(X,Z).
Lemma 4.2.1. Fix λ1, λ2, λ3, µ ∈ Λ such that s(λi) = r(µ) for each i = 1, 2, 3. Then for
Ti ∈ K(Xλi+1 , Xλi),
iλ1µ,λ2µλ1,λ2 (T1)i
λ2µ,λ3µ
λ2,λ3
(T2) = i
λ1µ,λ3µ
λ1,λ3
(T1T2).
Proof. Embed each K(Xλi+1 , Xλi) in K(Xλ1 ⊕Xλ2 ⊕Xλ3) in a way analogous to (4.1.1),
and then use that the linking map
K(Xλ1 ⊕Xλ2 ⊕Xλ3) →֒ K(Xλ1µ ⊕Xλ2µ ⊕Xλ3µ)
is a homomorphism. 
Before setting ourselves up to define the multiplication between the various Eg, we
establish a simple technical lemma that we will use a number of times.
Lemma 4.2.2. Fix n ≥ 1, a composable n-tuple (g1, . . . , gn) ∈ G
(n)
Λ , elements ei ∈ Egi for
i ≤ n, and ε > 0. There exist x ∈ Λ∞, λ1, . . . , λn+1 ∈ Λr(x), and Ti ∈ K(Xλi+1 , Xλi) for
i ≤ n such that, for each i ≤ n,
(4.2.1) gi = (λix, d(λi)− d(λi+1), λi+1x) and ‖i
gi
λi,λi+1
(Ti)− ei‖ < ε.
Proof. We proceed by induction on n. The base case n = 1 follows from the definition
of Eg1 as lim−→(λ1,λ2)∈Dg1
K(Xλ2 , Xλ1). Now suppose that the result holds for n ≤ k, and
fix (g1, . . . , gk+1) ∈ G
(k+1)
Λ and ei ∈ Egi. Apply the inductive hypothesis with n = k
to (g1, . . . , gk), (e1, . . . , ek), ε and with n = 1 to (gk+1), (ek+1), ε to obtain y, z ∈ Λ
∞,
µ1, . . . , µk+1 ∈ Λr(y), ν1, ν2 ∈ Λr(z), Ri ∈ K(Xµi+1 , Xµi) and S ∈ K(Xν2 , Xν1) with the
appropriate properties.
We have µk+1y = s(gk) = r(gk+1) = ν1z, so
µ′ := y(0, (d(µk+1) ∨ d(ν1))− d(µk+1)) and ν
′ := z(0, (d(µk+1) ∨ d(ν1))− d(ν1))
satisfy (µ′, ν ′) ∈ Λmin(µk+1, ν1). Let λi := µiµ
′ for i ≤ k + 1, let λk+2 := ν2ν
′, and let
x := σd(µ
′)(y). Then
λk+1 = µk+1µ
′ = ν1ν
′ and µ′x = y and ν ′x = z.
Hence gi = (µiy, d(µi) − d(µi+1), µi+1y) = (λix, d(λi) − d(λi+1), λi+1x) for i ≤ k, and
similarly gk+1 = (λk+1x, d(λk+1)− d(λk+2), λk+2x). Let Ti := i
µiµ
′,µi+1µ
′
µi,µi+1 (Ri) for i ≤ k and
let Tk+1 := i
ν1ν
′,ν2ν
′
ν1,ν2
(S). By the compatibility of the connecting maps in the inductive
limit, we have
igiλi,λi+1(Ti) =
{
igiµi,µi+1(Ri) if i ≤ k
i
gk+1
ν1,ν2(S) if i = k + 1.
In particular, each ‖igiλi,λi+1(Ti)− ei‖ < ε by choice of the Si and R. 
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Lemma 4.2.3. Fix composable elements g1 = (x1, n1, x2) and g2 = (x2, n2, x3) of GΛ.
There is a bilinear map (e1, e2) 7→ e1e2 from Eg1 × Eg2 to Eg1g2 determined as follows: if
λ1, λ2, λ3 ∈ Λ and z ∈ Λ
∞ satisfy ni = d(λi) − d(λi+1), and xi = λiz, (so in particular
gi = (λiz, ni, λi+1z) ∈ Z(λi, λi+1)) then for Ti ∈ K(Xλi+1 , Xλi),
(4.2.2) ig1λ1,λ2(T1)i
g2
λ2,λ3
(T2) = i
g1g2
λ1,λ3
(T1T2).
Moreover, ‖e1e2‖ ≤ ‖e1‖‖e2‖. If g3 = (x3, n3, x4), so that g2 and g3 are composable and
e3 ∈ Eg3, then (e1e2)e3 = e1(e2e3).
Proof. That (4.2.2) is bilinear follows from Lemma 4.2.1 and the definition of the direct
limit, and we then have
‖ig1g2λ1,λ3(T1T2)‖ ≤ ‖i
g1
λ1,λ2
(T1)‖ ‖i
g2
λ2,λ3
(T2)‖
because the igiλi,λi+1 are restrictions of the injective C
∗-homomorphisms
igiλi,λi+1 : K(Xλi ⊕Xλi+1)→ lim−→
(µ,ν)∈Dgi
K(Xµ ⊕Xν)
and are therefore isometric. It follows from Lemma 4.2.2 that the assignment (4.2.2)
extends uniquely to the desired bilinear map (e1, e2) 7→ e1e2, and that this map satisfies
‖e1e2‖ ≤ ‖e1‖‖e2‖. For the final statement, use Lemma 4.2.2 to approximate e3 by an
element of the form ig3λ3,λ4(T3), and then use (4.2.2) and that (T1T2)T3 = T1(T2T3). 
We now define an involution on
∏
g∈GΛ
Eg which is compatible with the product structure
defined in Lemma 4.2.3. Recall that for right Hilbert A-modules X, Y the adjoint map
T 7→ T ∗ defines a conjugate linear isometry from K(X, Y ) to K(Y,X).
Lemma 4.2.4. For each g = (x, n, y) ∈ GΛ there is a conjugate linear isometry e 7→ e
∗
from Eg to Eg−1 which is determined by the following property: for (λ, µ) ∈ Dg, and
T ∈ K(Xµ, Xλ),
(4.2.3) igλ,µ(T )
∗ = ig
−1
µ,λ (T
∗).
For e ∈ Eg, we have e
∗∗ = e, the element e∗e is positive in Es(g) and ‖e
∗e‖ = ‖e‖2. For
g1 = (x1, n1, x2), g2 = (x2, n2, x3) ∈ GΛ, e1 ∈ Eg1 and e2 ∈ Eg2 we have (e1e2)
∗ = e∗2e
∗
1.
Proof. For each (λ, µ) ∈ Dg, the involution on K(Xλ ⊕ Xµ) restricts to the adjoint map
from K(Xµ, Xλ) to K(Xλ, Xµ). By definition of C
∗-algebraic direct limits, it follows that
the involution on lim−→(λ,µ)∈Dg
K(Xλ ⊕Xµ) restricts to a conjugate linear map from Eg to
Eg−1 satisfying (4.2.3). This map is an isometry because the connecting maps in the direct
limit are all isometric.
To see that e∗∗ = e, that e∗e ≥ 0 and that ‖e∗e‖ = ‖e‖2 for all e ∈ Ex, note that by
continuity it suffices to consider e = igλ,µ(T ). Two applications of (4.2.3) then give e
∗∗ =
(ig
−1
µ,λ (T
∗))∗ = igλ,µ(T
∗∗) = e because T ∗∗ = T . We have e∗e = ig
−1
µ,λ (T
∗)igλ,µ(T ) = i
s(g)
µ (T ∗T )
as i
s(g)
µ is a homomorphism. Moreover, regarding T as an element of K(Xλ⊕Xµ) and i
g
λ,µ
as a homomorphism of K(Xλ ⊕Xµ), we have
‖e∗e‖ = ‖igλ,µ(T
∗T )‖ = ‖igλ,µ(T )‖
2 = ‖e‖2.
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For the final statement, it suffices by Lemma 4.2.2 to consider ei = i
gi
λi,λi+1
(Ti) for
i = 1, 2, and then
(e1e2)
∗ = ig1g2λ1,λ3(T1T2)
∗ = i
g−12 g
−1
1
λ3,λ1
(T ∗2 T
∗
1 ) = i
g−12
λ2,λ3
(T ∗2 )i
g−11
λ1,λ2
(T ∗1 ) = e
∗
2e
∗
1. 
The disjoint union
⊔
g∈GΛ
Eg will form a Fell bundle over GΛ, but we must first endow
it with an appropriate topology. To do this, we first make it into a Banach bundle by
defining a linear space of sections of continuous norm which is fibrewise dense.
Definition 4.2.5. Fix a pair λ, µ ∈ Λ such that s(λ) = s(µ). Let T ∈ K(Xµ, Xλ). We
define an element fλ,µT ∈
∏
g∈GΛ
Eg by
fλ,µT (g) =
{
igλ,µ(T ) if g ∈ Z(λ, µ)
0 otherwise.
Lemma 4.2.6. For each g ∈ GΛ, the collection
{fλ,µT (g) : (λ, µ) ∈ Dg, T ∈ K(Xµ, Xλ)}
is a dense subspace of Eg. Moreover, for a fixed pair λ, µ ∈ Λ with s(λ) = s(µ), the
map T 7→ fλ,µT is a linear map such that ‖f
λ,µ
T (g)‖ = ‖T‖ for g ∈ Z(λ, µ); in particular,
g 7→ ‖fλ,µT (g)‖ is locally constant and thus continuous.
Proof. The first statement follows immediately from the definitions of fλ,µT (g) and of Eg.
Fix λ, µ ∈ Λ with s(λ) = s(µ). The map T 7→ fλ,µT is linear because the i
λ,µ
g are linear,
and for g ∈ Z(λ, µ), we have ‖fλ,µT (g)‖ = ‖i
g
λ,µ(T )‖ = ‖T‖ because i
g
λ,µ is an injective
C∗-homomorphism. The final statement follows because Z(λ, µ) is both open and closed
in GΛ. 
We now define
EX := span{f
λ,µ
T : λ, µ ∈ Λ, s(λ) = s(µ), T ∈ K(Xµ, Xλ)}.
This is the collection of sections which will determine the topology on the Fell bundle.
Proposition 4.2.7. Let E = EX denote the disjoint union
⊔
g∈GΛ
Eg, and let π : E → GΛ
be the fibre map. There is a unique topology on E under which π : E → GΛ becomes a
Banach bundle and such that the elements of EX are continuous.
Proof. By [15, Proposition 1.6], it suffices to check that each Eg is a Banach space, that
g 7→ ‖f(g)‖ is continuous on GΛ for each f ∈ EX , and that for each g ∈ G, the set
{f(g) : f ∈ EX} is dense in Eg. Let f ∈ EX be given; to prove that g 7→ ‖f(g)‖ is
continuous on GΛ, it is sufficient (by Lemma 4.2.6) to observe that f agrees locally with
functions of the form fλ,µT . The other statements follow from the definition of Eg and
Lemma 4.2.6. 
Remark 4.2.8. A basis for the topology on EX obtained from Proposition 4.2.7, is de-
scribed in the second paragraph of the proof of [15, Proposition 1.6]: it consists of the
sets
W (f, U, ε) := {e ∈ E : ‖f(π(e))− e‖ < ε and π(e) ∈ U}
where U varies over open subsets of GΛ, f varies over EX , and ε > 0.
Indeed, we may restrict U to vary over any basis for the topology on GΛ. In particular,
we may restrict U to the basis UΛ as defined in subsection 2.2.
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The following lemma will be needed for the proof of the main theorem.
Lemma 4.2.9. Fix f1, f2 ∈ EX , an element g ∈ GΛ and an open neighbourhood U of g.
For any ε, δ > 0 such that ‖f1(g)− f2(g)‖ < ε− δ, there exists an open neighbourhood V
of g such that
W (f2, V, δ) ⊂ W (f1, U, ε).
Proof. By Proposition 4.2.7, each element f of EX has the property that g 7→ ‖f(g)‖ is
continuous. In particular, since ‖f1(g)−f2(g)‖ < ε−δ, there exists a basic neighbourhood
V of g such that for all h ∈ V , we have ‖f1(h) − f2(h)‖ < ε − δ. We claim that this V
suffices. Indeed, if e ∈ W (f2, V, δ), then in particular π(e) ∈ V ⊂ U , and ‖e−f1(π(e))‖ < ε
by the triangle inequality. 
4.3. The main results.
Theorem 4.3.1. Endowed with the multiplication given in Lemma 4.2.3, the involution
given in Lemma 4.2.4, and the topology given in Proposition 4.2.7, E forms a saturated
Fell bundle over GΛ.
Proof. To prove that the multiplication is continuous, fix (g1, g2) ∈ G
(2)
Λ , elements ei ∈ Egi,
and a basic neighbourhood W (f, U, ε) of e1e2 where U belongs to the basis UΛ described
in Remark 4.2.8. We must find neighbourhoods Wi =W (fi, Ui, εi) of the ei such that
W1W2 := {v1v2 : vi ∈ Wi, (π(v1), π(v2)) ∈ G
(2)
Λ } ⊂W (f, U, ε).
To do this, we first show that W (f, U, ε) contains a smaller neighbourhood of a specific
form as justified by the following claim.
Claim. There exist δ, η > 0 such that, for any compatible pair of decompositions g1 =
(λ1z, d(λ1)− d(λ2), λ2z) and g2 = (λ2z, d(λ2)− d(λ3), λ3z), and for any pair of operators
Ti ∈ K(Xλi+1 , Xλi) satisfying
‖igiλi,λi+1(Ti)− ei‖ < η,
there exists n ∈ Nk such that ν := z(0, n) and V := Z(λ1ν, λ3ν) satisfy g1g2 ∈ V ⊂ U and
e1e2 ∈ W (f
λ1,λ3
T1T2
, V, δ) ⊂W (f, U, ε).
To prove the claim, we choose δ ∈ (0, ǫ/2) such that ‖e1e2 − f(g1g2)‖ < ε − 2δ. Since
the multiplication map (e, f) 7→ ef from Eg1×Eg2 to Eg1g2 satisfies ‖ef‖ ≤ ‖e‖‖f‖, there
exists η > 0 such that for all ai ∈ Egi with ‖ai − ei‖ < η, we have ‖a1a2 − e1e2‖ < δ. Fix
Ti ∈ K(Xλi+1 , Xλi) satisfying
‖igiλi,λi+1(Ti)− ei‖ < η.
Then setting ai := i
gi
λi,λi+1
(Ti), our choice of η forces
‖fλ1,λ3T1T2 (g1g2)− f(g1g2)‖ = ‖a1a2 − f(g1g2)‖ < ‖a1a2 − e1e2‖+ ‖e1e2 − f(g1g2)‖ < ε− δ.
By Lemma 4.2.9 applied to f1 = f and f2 = f
λ1,λ3
T1T2
, there exists a neighbourhood V0 of
g1g2 such that
e1e2 ∈ W (f
λ1,λ3
T1T2
, V0, δ) ⊂W (f, U, ε).
There exists n ∈ Nk such that, with ν := z(0, n),
g1g2 ∈ Z(λ1ν, λ3ν) ⊂ V0 ∩ Z(λ1, λ3)
since such sets form a neighborhood basis for g (see subsection 2.2). Setting V :=
Z(λ1ν, λ3ν) concludes the proof of the claim.
GRAPHS OF C∗-CORRESPONDENCES 27
Let δ and η be as in the claim. Let
M := max{‖e1‖, ‖e2‖}+ 2η,
and define
κ := min
{ δ
2M
, η
}
.
By Lemma 4.2.2, we may fix x ∈ Λ∞ and λ1, λ2, λ3 ∈ Λr(x) such that gi = (λix, d(λi)−
d(λi+1), λi+1x) and Ti ∈ K(Xλi+1 , Xλi), and such that
(4.3.1) ‖igiλi,λi+1(Ti)− ei‖ < κ.
By the claim, there exists n ∈ Nk such that, with ν := z(0, n), V = Z(λ1ν, λ3ν) is a
neighbourhood of g1g2 contained in U and satisfying
e1e2 ∈ W (f
λ1,λ3
T1T2
, V, δ) ⊂W (f, U, ε).
Observe that ‖Ti‖ < ‖ei‖+ κ ≤ ‖ei‖+ η, so M ≥ ‖ei‖+ 2η > (‖Ti‖ − η) + 2η = ‖Ti‖+ η
for each i.
Let Vi := Z(λiν, λi+1ν) for i = 1, 2, and observe that V = V1V2. We claim that the sets
Wi := W
(
f
λi,λi+1
Ti
, Vi, κ
)
have the desired properties. Indeed, suppose that bi ∈ Wi for i = 1, 2, and let hi :=
π(bi) ∈ Vi. By Lemma 4.2.3 we have f
λ1,λ3
T1T2
(h1h2) = f
λ1,λ2
T1
(h1)f
λ2,λ3
T2
(h2). Using this fact
and the estimate
‖bi‖ ≤ ‖Ti‖+ κ ≤ ‖ei‖+ 2κ ≤M,
obtained from the definition of the bi and (4.3.1), we may calculate:
‖b1b2 − f
λ1,λ3
T1T2
(h1h2)‖ ≤ ‖b1‖ ‖b2 − f
λ2,λ3
T2
(h2)‖+ ‖b1 − f
λ1,λ2
T1
(h1)‖ ‖f
λ2,λ3
T2
(h2)‖
< κ‖b1‖+ κ‖T2‖
≤ δ.
We have e1e2 ∈ W1W2 because ‖Ti − ei‖ < κ forces ei ∈ Wi for i = 1, 2. This completes
the proof that multiplication in E is continuous.
By (4.2.3), the set EX is closed under the map f 7→ f
∗ where f ∗(g) := f(g−1)∗. Hence,
the involution on EX is continuous.
To complete the proof that π : EX → GΛ is a Fell bundle, we must verify that EX is
a Banach bundle, satisfies conditions (i)–(x) of Definition 2.7.1, and is saturated. It is
a Banach bundle by Proposition 4.2.7. It satisfies (i)–(iv) by Lemma 4.2.3, and satisfies
(v)–(x) by Lemma 4.2.4. Finally, that E is saturated follows from Corollary 4.1.6 and the
remark following Definition 2.7.1. 
Example 4.3.2. Let (A,X, χ) be a regular Ωk-system of C
∗-correspondences. We have
Ω∞k = {xn : n ∈ N
k} where xn is the unique infinite path with range n. Note that
for each n we have xn = σ
n(x0). For each pair m,n ∈ Nk there is a unique element
gm,n = (xm, m − n, xn) of G = GΩk whose range is xm and whose source is xn, so G is
isomorphic to the complete equivalence relation Nk × Nk.
The pullback x∗0X associated to the infinite path with range 0 may be identified in the
obvious way with X itself. Hence Proposition 4.1.2, implies that for each n, the fibre
Exn is isomorphic to the corresponding corner PnC
∗(A,X, χ)Pn. More generally, the fibre
Em,n over the groupoid element gm,n is the subspace PmC
∗(A,X, χ)Pn.
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Remark 4.3.3. Fix paths λ1, λ2, λ3 ∈ Λ such that s(λ1) = s(λ2) = s(λ3), and for i = 1, 2
let Ti ∈ K(Xλi+1 , Xλi). It follows from Lemma 4.2.3 that
(4.3.2) fλ1,λ2T1 f
λ2,λ3
T2
= fλ1,λ3T1T2 .
Recall from 2.7 that C∗r (GΛ, EX) is defined to be the closure of Cc(GΛ, EX) in the operator
norm.
Lemma 4.3.4. Let EX be the Fell bundle described in Theorem 4.3.1. Then EX is a dense
∗-subalgebra of C∗r (GΛ, EX).
Proof. Each element of EX is a linear combination of continuous sections supported on
compact sets of the form Z(λ, µ). Hence EX ⊂ Cc(GΛ, EX). As noted above, equa-
tion (4.2.3) implies that EX is closed under involution. To show that EX is closed under
convolution, fix λ, µ, ν, τ ∈ Λ with s(λ) = s(µ) and s(ν) = s(τ) and fix T1 ∈ K(Xµ, Xλ)
and T2 ∈ K(Xτ , Xν). We must show that f
λ,µ
T1
f ν,τT2 ∈ EX . To calculate the product, fix
g ∈ GΛ. Since GΛ is e´tale, we have(
fλ,µT1 f
ν,τ
T2
)
(g) =
∑
g1g2=g
ig1λ,µ(T1)i
g2
ν,τ (T2).
Suppose that g1, g2 ∈ GΛ satisfy g1g2 = g and i
g1
λ,µ(T1)i
g2
ν,τ (T2) 6= 0. Then g1 = (λx, d(λ)−
d(µ), µx) for some x ∈ Λ∞, and g2 = (νy, d(ν) − d(τ), τy) for some y ∈ Λ
∞. Since
(g1, g2) ∈ G
(2), we have
µx = s(g1) = r(g2) = νy,
so there is a unique (α, β) ∈ Λmin(µ, ν) such that z := σd(µ)∨d(ν)(µx) satisfies
µαz = µx = νy = νβz.
Let m = d(λ)− d(µ) and n = d(ν)− d(τ). Then
d(λα)− d(τβ) = d(λ) +
(
(d(µ) ∨ d(ν))− d(µ)
)
−
(
d(τ) +
(
(d(µ) ∨ d(ν))− d(ν)
))
= d(λ)− d(µ)− d(τ) + d(ν)
= m+ n.
We then have g = g1g2 = (λx, n+m, τy) = (λαz, d(λα)− d(τβ), τβz).
We conclude that if
(
fλ,µT1 f
ν,τ
T2
)
(g) is nonzero, then there is a unique (α, β) ∈ Λmin(µ, ν)
such that
g = (λαz, d(λα)− d(τβ), τβz) ∈ Z(λα, τβ),
and in this case, (
fλ,µT1 f
ν,τ
T2
)
(g) = i
(λx,m,µx)
λ,µ (T1)i
(νy,n,τy)
ν,τ (T2)
= i
(λx,m,µx)
λα,µα
(
iλα,µαλ,µ (T1)
)
i
(νy,n,τy)
νβ,τβ
(
iνβ,τβν,τ (T2)
)
= igλα,τβ
(
iλα,µαλ,µ (T1)i
νβ,τβ
ν,τ (T2)
)
= fλα,τβ
i
λα,µα
λ,µ
(T1)i
νβ,τβ
ν,τ (T2)
(g).
It follows that
(fλ,µT1 f
ν,τ
T2
)(g) =
{
fλα,τβ
i
λα,µα
λ,µ
(T1)i
νβ,τβ
ν,τ (T2)
(g) if g ∈ Z(λα, τβ) for some (α, β) ∈ Λmin(µ, ν)
0 otherwise.
GRAPHS OF C∗-CORRESPONDENCES 29
Hence
fλ,µT1 f
ν,τ
T2
=
∑
(α,β)∈Λmin(µ,ν)
fλα,τβ
i
λα,µα
λ,µ
(T1)i
νβ,τβ
ν,τ (T2)
,
which belongs to EX as required.
It remains to prove that EX is dense in C
∗
r (GΛ, EX). Since Cc(GΛ, EX) is dense in
C∗r (GΛ, EX) it suffices to show that we may approximate each f ∈ Cc(GΛ, EX) by an
element of EX . Given f ∈ Cc(GΛ, EX), we may rewrite f as a finite sum of sections, each
of which is supported on an element of UΛ. So it suffices to consider the case where the
support of f is contained in U ∈ UΛ. On such sections, the uniform norm agrees with the
C∗-norm. Fix ε > 0. For each point g ∈ U fix fg ∈ EX such that ‖fg(g)− f(g)‖ < ε/2.
Then there is an element Vg of UΛ containing g such that ‖fg(h) − f(h)‖ < ε for all
h ∈ Vg. We pass to a finite subcover and then disjointize to obtain a cover of U by
disjoint compact open sets V1, . . . , Vn and elements f1, . . . fn ∈ EX such that the support
of each fi is contained in Vi and each fi is within ε of f uniformly on Vi. Now
∑n
i=1 fi
approximates f within ε. 
To reduce confusion in the next two results and their proofs, we adopt the following
notation. For λ ∈ Λ and ξ ∈ Xλ, there is an element ofK(As(λ), Xλ) defined by a 7→ ξ·a; we
denote this operator by lξ. In particular, for a ∈ Av, we write la for the compact operator
on Xv = Av implemented by left multiplication by a. Observe that l
∗
ξ ∈ K(Xλ, As(λ)) is
defined by l∗ξ(η) := 〈ξ, η〉As(λ), and in particular that lξl
∗
η = θξ,η whilst l
∗
ξ lη = l〈ξ,η〉As(λ) .
Proposition 4.3.5. The assignments πv(a) := f
v,v
la
and ρλ(x) := f
λ,s(λ)
lx
determine a
Cuntz-Pimsner covariant representation (ρ, π) of (A,X, χ) in C∗r (GΛ, EX).
Proof. Throughout this proof, we use 1Z(λ,µ) to denote the indicator function of a cylinder
set in GΛ.
We first show that each πv is a C
∗-homomorphism. They are linear by definition. We
have 1Z(v,v)(g) = 1 if and only if g = g
−1 = (x, 0, x) for some x ∈ vΛ∞, and since a 7→ la
is a homomorphism we obtain πv(a)
∗ = (f v,vla )
∗(g) = 1Z(v,v)(g)i
g
v(la∗) = f
v,v
a∗ (g) = πv(a
∗)
from (4.2.3). Similarly,
πv(a)πv(b) = (f
v,v
la
f v,vlb )(g) =
∑
g1g2=g
1Z(v,v)(g1)1Z(v,v)(g2)i
g1
v (a)i
g2
v (b)
= 1Z(v,v)(g)i
g
v(a)i
g
v(b) = f
v,v
lab
(g) = πv(ab).
since igv and a 7→ la are homomorphisms.
The ρλ are clearly linear maps, and ρv = πv for v ∈ Λ
0 by definition.
We must next check the multiplicative property Definition 3.2.1(2). Fix α, β ∈ GΛ, and
fix ξ ∈ Xα and η ∈ Xβ . Then for g ∈ GΛ,
ρα(ξ)ρβ(η) =
∑
g1g2=g
1Z(α,s(α))(g1)1Z(β,s(β))(g2)i
g1
α,s(α)(lξ)i
g2
β,s(β)(lη).
The conditions g1g2 = g, 1Z(α,s(α))(g1) = 1 and 1Z(β,s(β))(g2) = 1 combine to force g =
(αβx, d(αβ), x) ∈ Z(αβ, s(β)) for some x ∈ s(β)Λ∞, and g1 = (αβx, d(α), βx) and g2 =
(βx, d(β), x); in particular, they force s(α) = r(β), so ρα(ξ)ρβ(η) = 0 if s(α) 6= r(β).
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If s(α) = r(β), let gα := (r(g), d(α), σ
d(α)(r(g))) and gβ := (σ
d(α)(r(g)), d(β), s(g)).
Then we may continue our calculation:
ρα(ξ)ρβ(η) = 1Z(αβ,s(β))(g)i
gα
α,s(α)(lξ)i
gβ
β,s(β)(lη)
= 1Z(αβ,s(β))(g)i
g
αβ,s(αβ)
(
iαβ,β
α,s(α)(lξ)lη
)
= 1Z(αβ,s(β))(g)i
g
αβ,s(αβ)(lχα,β(ξ⊗η))
= ραβ(χα,β(ξ ⊗ η)).
We have next to show that if d(α) = d(β), then ρα(ξ)
∗ρβ(η) = δα,βπs(α)(〈ξ, η〉As(α)) for
all ξ ∈ Xα and η ∈ Xβ. Fix such α, β, ξ and η. For g ∈ GΛ,(
ρα(ξ)
∗ρβ(η)
)
(g) =
(
(f
α,s(α)
ξ )
∗fβ,s(β)(η)
)
(g)
=
∑
g1g2=g
f
α,s(α)
ξ (g
−1
1 )
∗fβ,s(β)η (g2)
=
∑
g1g2=g
1Z(s(α),α)(g1)1Z(β,s(β))(g2)i
g1
s(α),α(l
∗
ξ)i
g2
β,s(β)(lη).
The conditions g1g2 = g, 1Z(s(α),α)(g1) = 1 and 1Z(β,s(β))(g2) = 1 combine to force g =
(x, 0, x) for some x ∈ s(α)Λ∞, g1 = (x,−d(α), αx) and g2 = g
−1
1 . In particular, if α 6= β,
then
(
ρα(ξ)
∗ρβ(η)
)
(g) = 0. Hence, writing gα = (r(g),−d(α), αr(g)),(
ρα(ξ)
∗ρβ(η)
)
(g) = δα,β1Z(s(α),s(α))(g)i
gα
s(α),α(l
∗
ξ)i
g−1α
α,s(α)(lη)
= δα,β1Z(s(α),s(α))(g)i
g
s(α),s(α)(l
∗
ξ lη) = δα,βπs(α)(〈ξ, η〉As(α))
as required.
It remains to show that (ρ, π) is Cuntz-Pimsner covariant. To do this, we first show
that for λ ∈ Λ, T ∈ K(Xλ) and g ∈ GΛ, we have ρ
(λ)(T ) = 1Z(λ,λ)(g)i
g
λ,λ(T ). By linearity
and continuity, it suffices to consider T = θξ,η for some ξ, η ∈ Xλ. For this we calculate
ρ(λ)(θξ,η) = ρλ(ξ)ρλ(η)
∗
=
∑
g1g2=g
f
λ,s(λ)
ξ (g1)(f
λ,s(λ)
η )
∗(g2)
=
∑
g1g2=g
f
λ,s(λ)
ξ (g1)(f
λ,s(λ)
η )(g
−1
2 )
∗
=
∑
g1g2=g
1Z(λ,s(λ))(g1)1Z(s(λ),λ)(g2)i
g1
λ,s(λ)(lξ)i
g2
s(λ),λ(l
∗
η)(4.3.3)
by (4.2.3). The conditions g1g2 = g, 1Z(λ,s(λ))(g1) = 1 and 1Z(s(λ),λ)(g2) = 1 combine to
force g = (λx, 0, λx) for some x ∈ s(λ)Λ∞, g1 = (λx, d(λ), x) and g2 = g
−1
1 . Hence (4.3.3)
together with the characterisation (4.2.2) of multiplication in EX implies that
ρ(λ)(θξ,η) = 1Z(λ,λ)(g)i
g
λ,λ(θξ,η)
as claimed.
By Condition 3.1.1(2), we have φλ(a) = i
λ
r(λ)(la) for all a ∈ Ar(λ). Hence
(4.3.4) ρ(λ)(φλ(a)) = 1Z(λ,λ)(g)i
g
λ,λ(i
λ
r(λ)(la)) = 1Z(λ,λ)(g)i
g
r(λ),r(λ)(la).
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We are now ready to establish that (ρ, π) is Cuntz-Pimsner covariant. Indeed, fix
n ∈ Nk, v ∈ Λ0 and a ∈ Av. Observe that Z(v, v) =
⊔
λ∈vΛn Z(λ, λ). Hence, for g ∈ Gλ,
using equation (4.3.4) to obtain the first equality, we calculate∑
λ∈vΛn
ρ(λ)(φλ(a)) =
∑
λ∈vΛn
1Z(λ,λ)(g)i
g
r(λ),r(λ)(la) = 1Z(v,v)(g)i
g
r(λ),r(λ)(la) = f
v,v
la
(g) = πv(a),
so (ρ, π) is Cuntz-Pimsner covariant as required. 
Our second main theorem identifies the cross-sectional algebra of the Fell bundle with
the C∗-algebra C∗(A,X, χ) of the Λ-system X (see Section 3).
Theorem 4.3.6. There is an isomorphism Ψ : C∗(A,X, χ) → C∗r (GΛ, EX) such that
under the canonical identifications Av = K(Xv, Xv) and Xλ = K(Xs(λ), Xλ), we have
Ψ(πXv (a)) = f
v,v
la
for all v ∈ Λ0 and a ∈ Av, and
Ψ(ρXλ (x)) = f
λ,s(λ)
lx
for all λ ∈ Λ and x ∈ Xλ.
Proof. Let (ρ, π) be the Cuntz-Pimsner covariant representation of (A,X, χ) in C∗r (GΛ, EX)
obtained from Proposition 4.3.5. This gives a homomorphism
Ψ = Ψρ,π : C
∗(A,X, χ)→ C∗r (GΛ, EX)
as in Definition 3.2.7 satisfying the given formulae. It remains to show that Ψ is bijective.
We use Theorem 3.3.1 to prove injectivity. Observe that for each v ∈ Λ0, the map πv
is injective, so condition Theorem 3.3.1(2) holds.
Define a cocycle c : GΛ → Zk by c(x, n, y) := n. Then c is locally constant and therefore
continuous. Hence there is a strongly continuous action β : Tk → Aut(C∗r (GΛ, EX))
determined by βz(f)(g) = z
c(g)f(g). Observe that βz(f
λ,µ
T ) = z
d(λ)−d(µ)fλ,µT for all T ∈
K(Xµ, Xλ). In particular, for all v ∈ Λ
0 and a ∈ Av = K(Xv, Xv) we have
βz(πv(a)) = βz(f
v,v
la
) = f v,vla = πv(a),
and for all λ ∈ Λ and x ∈ Xλ we have
βz(ρλ(x)) = βz(f
λ,s(λ)
lx
) = zd(λ)f
λ,s(λ)
lx
= zd(λ)ρλ(x).
Hence Theorem 3.3.1(1) is also satisfied. Thus Ψ is injective.
For surjectivity, it suffices by Lemma 4.3.4 to show that the set EX is contained in the
range of Ψ. For this it suffices by definition of EX to show that f
λ,µ
T is in the range of Ψ
for all λ, µ ∈ Λ with s(λ) = s(µ) and all T ∈ K(Xµ, Xλ). Fix such λ, µ and T , and let
v := s(λ) = s(µ). Since the range of Ψ is closed, we may assume that T is finite rank, that
is, T =
∑n
j=1 θxj ,yj where xj ∈ Xλ and yj ∈ Xµ for j = 1, . . . , n. We have T =
∑n
j=1 lxj l
∗
yj
.
Hence, by the linearity of the section map S 7→ fλ,µS and equation (4.3.2), we have:
fλ,µT =
n∑
j=1
fλ,µlxj l∗yj
=
n∑
j=1
fλ,vlxj
f v,µl∗yj
=
n∑
j=1
fλ,vlxj
(fµ,vlyj
)∗
=
n∑
j=1
Ψ(ρXλ (xj))Ψ(ρ
X
λ (yj))
∗.
Thus fλ,µT is in the range of Ψ. This concludes the proof of surjectivity. 
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5. Examples
5.1. Higher-rank graph C∗-algebras. Let Λ be a higher-rank graph. For each v ∈ Λ0,
let Av be the 1-dimensional C
∗-algebra C, and for each λ ∈ Λ, let Xλ be the 1-dimensional
Hilbert space C regarded as an Ar(λ)–As(λ) C
∗-correspondence. The multiplication iso-
morphisms χα,β : w ⊗ z 7→ wz determine a Λ-system (A,X, χ) of C
∗-correspondences.
Observe that the product system Y of C∗-correspondences constructed from this example
as in Proposition 3.1.7 is precisely the product system associated to Λ by [51, Proposi-
tion 3.2]. The Λ-system (A,X, χ) is regular precisely when Λ is row-finite and has no
sources, and then C∗(A,X, χ) is canonically isomorphic to C∗(Λ) by [51, Theorem 4.2].
Suppose that Λ is indeed row-finite with no sources. Then the Fell-bundle EX is the
trivial bundle GΛ×C, and its reduced cross-sectional algebra is the completion of the image
of Cc(GΛ) under the regular representation, that is, the reduced groupoid C
∗-algebra
C∗r (GΛ). The isomorphism C
∗(Λ) ∼= C∗r (GΛ) of Kumjian and Pask (see [31, Corollary
3.5(i)]) is a special case of Theorem 4.3.6.
5.2. Strong shift equivalent C∗-correspondences. Consider the situation of Exam-
ple 3.1.6(i). That is, let A and B be C∗-algebras, let R be an A–B correspondence, and
let S be a B–A correspondence. Suppose that R and S are each full and nondegenerate,
and that the left action of the coefficient algebra on each is implemented by an injective
homomorphism into the compact operators. Let (Λ0,Λ1) be the directed graph with ver-
tices v, w and edges {e, f} where s(e) = r(f) = v and r(e) = s(f) = w. Define Av = A
and Aw = B, Xe = R and Xf = S, and for m ≥ 2 and µ ∈ Λ
m, define
Xµ := Xµ1 ⊗As(µ1) Xµ2 ⊗As(µ2) · · · ⊗s(µm−1) Xµm .
Define isomorphisms χµ,ν : Xµ ⊗As(µ) Xν by
χµ,ν
(
(xµ1 ⊗ · · · ⊗ xµm)⊗ (xν1 ⊗ · · · ⊗ xνn)
)
= xµ1 ⊗ · · · ⊗ xµm ⊗ xν1 ⊗ · · · ⊗ xνn .
The result is a regular Λ-system (A,X, χ) of correspondences. Notice that our notion of
regularity implies the one in [39].
Muhly, Pask and Tomforde show in [39] that OR⊗BS and OS⊗AR are Morita-Rieffel
equivalent. We can reinterpret this in terms of the Λ-system. Indeed, if 1v, 1w ∈
M(C∗(A,X, χ)) are the images of the units of the multiplier algebras of Av and Aw
respectively, then each of 1v and 1w is a full projection, and two applications of the
gauge-invariant uniqueness theorem show that
1vC
∗(A,X, χ)1v ∼= OR⊗BS and 1wC
∗(A,X, χ)1w ∼= OS⊗AR,
so that 1vC
∗(A,X, χ)1w implements the desired Morita-Rieffel equivalence.
The graph Λ has precisely two infinite paths, namely (ef)∞ ∈ vΛ∞ and (fe)∞ ∈ wΛ∞.
By construction,
E(ef)∞ = lim−→
n
K((R ⊗B S)
⊗n) and E(fe)∞ = lim−→
n
K((S ⊗A R)
⊗n),
which are precisely the fixed-point subalgebras of the copies of OR⊗BS and OS⊗AR em-
bedded in C∗(A,X, χ) as above.
More generally, let Λ be the path-category of the directed graph consisting of a simple
cycle of length n. Let (A,X, χ) be a regular Λ-system. For any two vertices v, w ∈ Λ0
let µv,w denote the unique path of minimal length from w to v, and for each vertex v,
let λv denote the unique cycle of length n with range v. Proposition 4.1.2 implies that
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the fibre Exv is isomorphic to the fixed point algebra O
γ
Xλv
for the gauge action on the
Cuntz-Pimsner algebra of Xλv (see the final paragraph of Section 2.5). Then for distinct
v, w, the correspondences Xµv,w and Xµw,v become an instance of the situation considered
above, and we obtain a Morita-Rieffel equivalence
(5.2.1) OXλv
∼= OXµv,w⊗AwXµw,v ∼ OXµw,v⊗AvXµv,w
∼= OXλw .
Indeed, as argued above, each 1vC
∗(A,X, χ)1v ∼= OXλv and the 1vC
∗(A,X, χ)1w imple-
ment the Morita-Rieffel equivalences (5.2.1). For each vertex v ∈ Λ0 there is a unique
infinite path xv = (λv)
∞ such that v = r(xv). Recall that we may identify Λ
∞ with G
(0)
Λ ,
and then for each v ∈ Λ0 the fibre Exv is isomorphic to the fixed-point algebra for the
gauge action on OXλv .
5.3. Γ-systems of k-morphs. Let Γ be a row-finite ℓ-graph with no sources, and let
W be a Γ-system of k-morphs satisfying the technical assumptions (z) of [34]. Proposi-
tion 6.4 of [34] shows how to associate to each k-morph Wγ (where γ ∈ Γ) a C
∗(Λr(γ))–
C∗(Λs(γ)) correspondence H(Wγ). The proof of [34, Theorem 6.6] shows how to construct
isomorphisms χµ,ν : H(Wµ)⊗C∗(Λs(µ)) H(Wν)→H(Wµν), and it is routine to verify using
the associativity conditions imposed on the system W of k-morphs that the χµ,ν satisfy
the associativity condition (3) of Definition 3.1.1. Let Av := C
∗(Λv) for all v ∈ Γ
0 and let
Xγ := H(Wγ) for each γ ∈ Γ. Then (A,X, χ) is a Γ-system of C
∗-correspondences.
Let Σ be a Γ-bundle for the Γ-system of k-morphs. This is a (k + ℓ)-graph Σ to-
gether with a functor f : Σ → Γ called the bundle map such that the degree d(f(λ)) =
(d(λ)k+1, . . . , d(λ)k+ℓ) for all λ ∈ Σ, each f
−1(v) ∼= Λv, and each f
−1(λ)∩{µ ∈ Σ : d(µ)i =
0 for i ≤ k + 1} is isomorphic to Xλ. We claim that C
∗(Σ) ∼= C∗(A,X, χ). To see this,
fix σ ∈ Σ. Factorise σ = yλ where d(λ)i = 0 for i ≥ k + 1 and d(y)i = 0 for i ≤ k. Then
we may identify λ with an element of Λs(γ) and y with an element of Wf(σ). Let γ = f(σ),
so that y ∈ Wγ .
Proposition 6.7 of [34] shows that
Xγ = H(Wγ) ∼= Cc(Wγ)⊗C0(Λ0s(γ)) C
∗(Λs(γ)).
In particular if δy ∈ Cc(Wγ) is the point-mass, and if sλ denotes the canonical generator of
C∗(Λs(γ)), then δy⊗sλ is an element of Xγ. Let (ρ, π) denote the universal representation
of (A,X, χ) in C∗(A,X, χ), and define tσ ∈ C
∗(A,X, γ) by tσ := ργ(δy ⊗ sλ). It is
routine to check that {tσ : σ ∈ Σ} is a Cuntz-Krieger Σ-family. These elements generate
C∗(A,X, χ) because the elements δy ⊗ sλ span a dense subspace of each Xγ . Hence the
universal property of C∗(Σ) ensures that there is a surjective homomorphism φ : C∗(Σ)→
C∗(A,X, χ) such that φ(sσ) = tσ for all σ. A straightforward application of the gauge-
invariant uniqueness theorem [31, Theorem 3.4] shows that φ is injective.
For g = (αx, d(α)− d(β), βx) ∈ GΓ, the fibre Eg of the Fell-bundle E can be described
using the isomorphism φ : C∗(Σ)→ C∗(A,X, χ) as
Eg = span
(⋃
n∈Nk{φ(sµs
∗
ν) : f(µ) = αx(0, n) and f(ν) = βx(0, n)}
)
.
5.4. Systems of endomorphisms of a single C∗-algebra. Consider a C∗-algebra A
and a row-finite k-graph Λ with no sources. Suppose that λ 7→ ϕλ is a contravariant
functor from Λ to End1(A), the semigroup of approximately unital endomorphisms of A
regarded as a category with one object A. Assuming each ϕλ is injective, we construct
a regular Λ-system (A,X, χ) as in Example 3.1.6(iv), where Av = A for v ∈ Λ
0 and
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Xλ = ϕλA for λ ∈ Λ
1. In this case, Ex = lim−→
(Ax(n), ϕx(m,n)) for x ∈ Λ
∞ = G(0)Λ ; if all ϕλ
are automorphisms, Ex is isomorphic to A for all x.
We regard the C∗-algebra C∗(A,X, χ) as a kind of crossed-product of A by an action
of Λ. We consider two special cases (see also section 4.3 in [46]).
Example 5.4.1 (Crossed products by Zk). Consider k commuting automorphisms α1, ..., αk
of a C∗-algebra A. For m ∈ Nk let Xm = αmA, where αm = α
m1
1 · · ·α
mk
k . Then X = (Xm)
is a Tk-system of correspondences, where Tk is the k-graph whose path category can be
identified with Nk. The corresponding C∗-algebra C∗(A,X, χ) is isomorphic to the crossed
product A⋊ Zk.
In this instance, the groupoid GΛ is isomorphic to Zk. Note that E0 = A, and, more
generally, for n ∈ Zk we have En = αnA with the same multiindex convention as above.
Observe that the Fell bundle E is the Fell bundle over Zk obtained in the usual fashion
from the dual action of Tk on the crossed product.
Example 5.4.2 (Cuntz’s twisted tensor products). In [6], Cuntz constructs a twisted tensor
product A ×U On. Let A be a unital C
∗-algebra acting nondegenerately on the Hilbert
space H, let U = (U1, ..., Un) be a family of commuting unitaries in L(H) implementing
automorphisms α1, ..., αn of A, and let S1, ..., Sn be the isometries generating On. Cuntz
defines A ×U On as the C
∗-subalgebra of L(H) ⊗ On generated by A ⊗ 1 together with
U1 ⊗ S1, ..., Un ⊗ Sn. Notice that we have the relations
(αi(a)⊗ 1)(Ui ⊗ Si) = (Ui ⊗ Si)(a⊗ 1), for a ∈ A, i = 1, ..., n.
Let Λ be the 1-graph with Λ0 = {v} and Λ1 = {e1, ..., en}. Let α1, . . . , αn be any
collection of automorphisms of A (we need not assume that the αi commute, though this
is the case in Cuntz’s setting). Let Av := A, and for each edge ei let Xei := α−1i A. Let
(A,X, χ) be the corresponding Λ-system. The C∗-algebra C∗(A,X, χ) is generated by A
and n isometries V1, ..., Vn with relations
V ∗i Vj = δij ,
n∑
i=1
ViV
∗
i = 1, αi(a)Vi = Via, i = 1, ..., n.
Indeed, for i ≤ n, let xi = (0, ..., 1A, ..., 0) ∈
⊕n
i=1Xei, where the 1A is in position i. Then
〈xi, xj〉 = δij and x =
∑n
i=1 xi〈xi, x〉 for all x ∈
⊕n
i=1Xei. Consider the image Vi of xi
in C∗(A,X, χ). Then V ∗i Vj = δij ,
∑n
i=1 ViV
∗
i = 1, and since a · xi = xi〈xi, a · xi〉, we get
aVi = Viα
−1
i (a) or αi(a)Vi = Via for a ∈ A. If the αi commute, the isomorphism between
C∗(A,X, χ) and A×U On is given by
a 7→ a⊗ 1, Vi 7→ Ui ⊗ Si.
Notice that C∗(A,X, χ) unitally contains an isomorphic copy of C∗(Λ) = On, and the
groupoid GΛ is the Cuntz groupoid described in [53, Definition III.2.1]. As noted above,
each fibre of the Fell bundle over G
(0)
Λ is isomorphic to A.
5.5. Ionescu’s C∗-algebras associated to Mauldin-Williams graphs. Our discus-
sion is based on the class of examples considered by Ionescu in [24]. Let Λ be a k-graph
(Ionescu considers a finite directed graph). Let T be the category whose objects are com-
pact metric spaces T , and whose morphisms are contractions. Let λ 7→ ϕλ be a covariant
functor from Λ to T ; since we identify the vertices of Λ with its objects, we have ϕv = idTv
for each v ∈ Λ0.
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For v ∈ Λ0, let Av := C(Tv), and for λ ∈ Λ, let ϕ
∗
λ : Ar(λ) → As(λ) be the induced map
ϕ∗λ(f) = f ◦ ϕλ. Now define Xλ to be the C
∗-correspondence ϕ∗
λ
As(λ) from Ar(λ) to As(λ).
For each composable pair α, β in Λ, there is an isomorphism χα,β : Xα ⊗As(α) Xβ → Xαβ
given by
χα,β(f ⊗A(s(α)) g)(t) = (ϕ
∗
β(f)g)(t) = f(ϕβ(t))g(t).
Since T 7→ C(T ) and ϕ 7→ ϕ∗ determines a contravariant functor from T to the category
of C∗-algebras with C∗-homomorphisms as morphisms, the triple (A,X, χ) is a Λ-system
of C∗-correspondences.
The Xλ are always full and nondegenerate with a left action by compact operators.
The left actions are all injective when the ϕλ are all surjective. In particular, the system
X is regular if Λ is row-finite with no sources, and each ϕλ is surjective.
For each element x ∈ Λ∞, the fibre Ex of the Fell bundle E is given by
Ex = lim−→
K(Xx(0,n)) = lim−→
(C(Tx(n)), ϕ
∗
x(m,n)) = C(lim←−
(Tx(n), ϕx(m,n))).
In Ionescu’s setting, Λ is the path category of a finite directed graph with no sinks
or sources and there is a constant c < 1, such that the contraction constant cλ of ϕλ
satisfies cλ ≤ c for every λ ∈ Λ
1. As in Remark 3.1.5, the functor is then determined by
{Tv : v ∈ Λ
0} and {ϕe : e ∈ Λ
1}. Since cλ ≤ c < 1 for every λ ∈ Λ
1, the intersection⋂∞
n=1 ϕx(0,n)(Tx(n)) is a singleton {tx} for any infinite path x ∈ Λ
∞. By the universal
property of projective limits, it follows that lim
←−
(Tx(n), ϕx(m,n)) is a singleton, so Ex ∼= C.
Unfortunately, the ϕλ will typically not be surjective in this setting. So the resulting
Λ-system will fail to be regular.
Quigg (see [49]) considers graphs of C∗-correspondences over row-finite 1-graphs with
no sources with a view towards generalizing Ionescu’s result by working in the category
of locally compact Hausdorff spaces with continuous proper maps.
5.6. Pinzari, Watatani and Yonetani’s systems of C∗-correspondences. In sec-
tion 5.3 of [46], Pinzari, Watatani and Yonetani study KMS states on the C∗-algebra
defined using a finite family of C∗-correspondences. More precisely, let A1, . . . , An be uni-
tal simple C∗-algebras. Fix a matrix Σ = (σi,j) ∈Mn({0, 1}) with no row and no column
identically zero. For each pair (i, j) such that σi,j = 1, let Xi,j be a full, finite projective
Ai-Aj C
∗-correspondence. Pinzari, Watatani and Yonetani study the KMS states on the
Cuntz-Pimsner algebra of the C∗-correspondence X :=
⊕
σi,j 6=0
Xi,j over A :=
⊕n
i=1Ai.
Let ΛΣ be the 1-graph with Λ
0 = {v1, . . . , vn} and Λ
1 = {ei,j : σi,j = 1} with s(ei,j) = vj
and r(ei,j) = vi. As in Remark 3.1.5, setting Avi := Ai andXei,j := Xi,j determines a regu-
lar ΛΣ-system of C
∗-correspondences. Our construction of C∗(A,X, χ) in Definition 3.2.7
is so that C∗(A,X, χ) ∼= OLXi, the C
∗-algebra studied by Pinzari-Watatani-Yonetani.
5.7. Topological graphs fibred over directed graphs. Let Λ be a 1-graph, and fix
locally compact spaces Tv and Ue for each v ∈ Λ
0 and e ∈ Λ1. Suppose there are local
homeomorphisms σe : Ue → Ts(e) and continuous maps ρe : Ue → Tr(e) for each e ∈ Λ
1.
These data define a Λ-system of C∗-correspondences, by taking Av = C0(Tv) and Xe to
be the Ar(e)–As(e) C
∗-correspondence obtained from the completion of Cc(Ue), with inner
product defined by
〈ξ, η〉(t) =
∑
σe(u)=t
ξ(u)η(u)
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and with right and left multiplications defined by
(f · ξ · g)(u) = f(ρe(u))ξ(u)g(σe(u)),
where ξ, η ∈ Cc(Ue), f ∈ C0(Tr(e)), and g ∈ C0(Ts(e)). This Λ-system is regular if Λ is
row-finite with no sources, the maps σe are surjective, and the ρe are proper with dense
range. By construction, C∗(A,X, χ) is isomorphic to the C∗-algebra of the topological
graph with vertex space
⊔
v∈Λ0 Tv, edge space
⊔
e∈Λ1 Ue, and source and range maps defined
using σe and ρe. An important special case of this example is given by the following.
5.8. Katsura’s realisation of nonunital Kirchberg algebras. Building on earlier
work of Deaconu (see [9]), Katsura (see [28]) constructs the topological graph Λ ×n,m T
as above, with Tv = Ue = T for all v ∈ Λ
0 and e ∈ Λ1. Given two maps n : Λ1 → Z+ and
m : Λ1 → Z, define σe : Ue → Ts(e) by σe(z) = zn(e), and ρe : Ue → Tr(e) by ρe(z) = zm(e).
He shows that every nonunital Kirchberg algebra is isomorphic to the C∗-algebra of such
a topological graph where the maps n,m are chosen appropriately (see [28, Lemmas
4.2 and 4.4 and Proposition 4.5]). The associated Λ-system of C∗-correspondences is
regular precisely when Λ is row-finite with no sources and m(e) 6= 0 for all e ∈ Λ1.
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