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form of weight 4 and level 9, and then show that the number
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1. Introduction and statement of results
In this paper, we consider the problem of expressing traces of Hecke operators in terms of Gaussian
hypergeometric series, where these functions are the ﬁnite ﬁeld analogues of classical hypergeometric
series. Recent work (see for example [1,2,5,6]) has shown that trace formulas for Hecke operators (and
therefore also the Fourier coeﬃcients of certain modular forms) can often be naturally expressed in
terms of Gaussian hypergeometric series. We further explore the connections between trace formulas
and hypergeometric series and provide simple recursive formulas for Hecke operators on spaces of
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3-torsion point in such a way that is easy to determine how many isogenous curves exist. We use
the results obtained to provide a simple expression for the Fourier coeﬃcients of η(3z)8, the unique
normalized cusp form of weight 4 and level 9, in terms of Jacobi sums. Using purely elementary
techniques, we are able to then provide a threefold whose number of points over Fp can be expressed
in terms of the Fourier coeﬃcients of a modular form.
Along the way, we also prove that the traces of the Frobenius endomorphism on curves in our
family are equal to special values of a Gaussian hypergeometric series. Earlier results such as [13,19]
have proven formulas for other families of elliptic curves, including the Legendre family. As in these
cases, the classical hypergeometric series analogue of the Gaussian hypergeometric series obtained
matches that giving the period of the elliptic curve. This is not surprising given the relationship
between periods of curves and their Hasse–Witt matrix, as well as the strong connection between
Gaussian hypergeometric series and their classical counterparts [3,16,10].
We begin with some preliminary deﬁnitions needed to state our results. Let q = pe be a power of
an odd prime and let Fq be the ﬁnite ﬁeld of q elements. Extend each character χ ∈ F̂×q to all of Fq
by setting χ(0) := 0. For any two characters A, B ∈ F̂×q one can deﬁne the normalized Jacobi sum by(
A
B
)
:= B(−1)
q
∑
x∈Fq
A(x)B¯(1− x) = B(−1)
q
J (A, B¯) (1.1)
where J (A, B) denotes the usual Jacobi sum.
Recall the deﬁnition of the Gaussian hypergeometric series over Fq ﬁrst deﬁned by Greene in [7]. For
any positive integer n and characters A0, A1, . . . , An, B1, B2, . . . , Bn ∈ F̂×q , the Gaussian hypergeomet-
ric series n+1Fn is deﬁned to be
n+1Fn
(
A0 A1 . . . An
B1 . . . Bn
∣∣∣∣∣ x
)
q
:= q
q − 1
∑
χ∈F̂×q
(
A0χ
χ
)(
A1χ
B1χ
)
· · ·
(
Anχ
Bnχ
)
χ(x). (1.2)
We will sometimes drop the subscript q when it is clear what ﬁeld we are working in, and just
write n+1Fn
( A0 A1 ... An
B1 ... Bn
∣∣x). See also Katz [12] (in particular Section 8.2) for more information on how
these sums naturally arise as the traces of Frobenius at closed points of certain -adic hypergeometric
sheaves.
Gaussian hypergeometric series are of interest because of their connection to the arithmetic prop-
erties of varieties, as demonstrated in [6,13,19]. In this paper, we provide further evidence for this
connection; in particular, consider an elliptic curve over Z in the form
Ea1,a3 : y2 + a1xy + a3 y = x3. (1.3)
If p is a prime for which Ea1,a3 has good reduction, let E˜a1,a3 denote the same curve reduced modulo
p and E˜a1,a3 (Fq) its Fq-rational points. For each q = pe , write the trace of the Frobenius map on
E˜a1,a3 (Fq) as tq(Ea1,a3 ), so that
tq(Ea1,a3) = q + 1−
∣∣E˜a1,a3(Fq)∣∣. (1.4)
Then this value may be expressed in terms of Gaussian hypergeometric functions as follows.
Theorem 1.1. Let Ea1,a3 be an elliptic curve over Z in the form given in Eq. (1.3) and let p be a prime for which
Ea1,a3 has good reduction. Also assume that p  a1 , and q ≡ 1 (mod 3). Let ρ ∈ F̂×q be a character of order
three, and let  be the trivial character. Then the trace of the Frobenius map on E˜a1,a3 (Fq) is given by
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(
ρ ρ2

∣∣∣∣∣27a−31 a3
)
q
.
If we write the Hasse–Weil L-function of Ea1,a3 as
L(s, Ea1,a3) =
∞∑
n=1
an(Ea1,a3)n
−s, (1.5)
then we can use Theorem 1.1 to express the coeﬃcients an(Ea1,a3 ) in terms of Gaussian hypergeo-
metric functions. Expressions for the trace of Frobenius like the one above turn out to be a common
phenomenon and generalizing this result is the subject of another paper [15].
For each integer k  2 we denote the space of cusp forms of weight k and trivial character on
Γ0(N) by Sk(Γ0(N)). For each integer n such that gcd(n,N) = 1, let Tk(n) denote the nth Hecke
operator on this space and let trk(Γ0(N),n) denote the trace of Tk(n). We will prove that trk(Γ0(3), p)
can be expressed as follows:
Theorem 1.2. Let p = 3 be prime. For t ∈ F×p , let Et := Et,t2 denote the elliptic curve y2 + txy+ t2 y = x3 , and
let aq(Et) be the coeﬃcient of q−s in the Hasse–Weil L-function of Et . For any even k  4, the trace of Tk(p)
on Sk(Γ0(3)) can be written as
trk
(
Γ0(3), p
)= − ∑
t∈Fp ,(Et ) =0
apk−2(Et)− γk(p)− 2,
where
γk(p) :=
{
1
3 (apk−2(E0,α)+ apk−2(E0,α2)+ apk−2(E0,α3)), p ≡ 1 (mod 3),
(−p)k/2−1, p ≡ 2 (mod 3),
(1.6)
and α ∈ F×p is not a cube.
Combining Theorems 1.1 and 1.2 and using the relation tpk (E) = apk (E) − p · apk−2 (E) (see Sec-
tion 3.3) then yields the corollary:
Corollary 1.3. Let p = 3 be prime and k 4 even. One can alternately express the trace formula as
trk
(
Γ0(3), p
)= k/2−2∑
i=0
pk−2−i
p−1∑
t=2
2F1
(
ρ ρ2

∣∣∣∣∣ t
)
pk−2−2i
− pk/2−1(p − 2)− γk(p)− 2.
Remark 1.4. Because the weight k is even, each q = pk−2−2i automatically satisﬁes q ≡ 1 (mod 3), and
so Theorem 1.1 can be used in the expression for trk(Γ0(3), p) for all p = 3.
Remark 1.5. The function γk(p) can also be expressed in terms of Gaussian hypergeometric functions
as
γk(p) =
⎧⎪⎨⎪⎩−
∑k/2−2
i=0 3|(k−2−2i) p
k−2−i · 2F1
(
ρ ρ2

∣∣∣∣ 98)
pk−2−2i
+ pk/2−1, p ≡ 1 (mod 3),
(−p)k/2−1, p ≡ 2 (mod 3),
and so the trace formula in Corollary 1.3 can be expressed entirely in terms of such functions.
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particularly well suited for this kind of expression. A straightforward consequence of Theorem 1.2 is
the following theorem.
Theorem 1.6. The trace formula for p = 3 and k 6 even may be written as
trk
(
Γ0(3), p
)= pk−2 p−1∑
t=2
2F1
(
ρ ρ2

∣∣∣∣∣ t
)
pk−2
+ p · trk−2
(
Γ0(3), p
)+ 2p − 2− βk(p),
where
βk(p) :=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, p ≡ 1 (mod 3), k ≡ 0,1 (mod 3),
−pk−2 · 2F1
(
ρ ρ2

∣∣∣∣ 98)
pk−2
, p ≡ 1 (mod 3), k ≡ 2 (mod 3),
2(−p)k/2−1, p ≡ 2 (mod 3).
(1.7)
Many of the same methods used in the Γ0(3) case may be adapted to prove trace formulas for
Γ0(9) as well. We discuss this in Section 4 and present a number of formulas for the trace in forms
like those above. As an example, we have the following inductive formula.
Theorem 1.7. Let k 4 and p ≡ 1 (mod 3). Then the trace is given by
trk
(
Γ0(9), p
)= pk−2 p−1∑
t=2
t3 =1
2F1
(
ρ ρ2

∣∣∣∣∣ t3
)
pk−2
+ pk−22F1
(
ρ ρ2

∣∣∣∣∣9 · 8−1
)
pk−2
− 4+ 4p − δ(k − 2)p(p + 1)+ p · trk−2
(
Γ0(9), p
)
,
where δ(k) = 1 if k = 2 and 0 otherwise. When p ≡ 2 (mod 3), we have trk(Γ0(9), p) = trk(Γ0(3), p).
In fact, when p ≡ 2 (mod 3), we will see that trk(Γ0(3m), p) = trk(Γ0(3), p) for every m.
Let q = e2π iz and recall that the Dedekind eta function is deﬁned to be
η(z) = q 124
∞∏
n=1
(
1− qn).
Then η(3z)8 is the unique normalized Hecke eigenform in S4(Γ0(9)) and we write its Fourier expan-
sion as
η(3z)8 =
∑
b(n)qn.
We will show using trace formula results such as Theorem 1.7 that the Fourier coeﬃcients of η(3z)8
are given by the following simple expression.
Corollary 1.8. Let p ≡ 1 (mod 3), and let ρ ∈ F̂×p be a character of order three. The pth Fourier coeﬃcient of
η(3z)8 is given by
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((
ρ2
ρ
)3
+
(
ρ
ρ2
)3)
= −p3 · 2F1
(
ρ ρ2

∣∣∣∣∣9 · 8−1
)
p3
.
When p ≡ 2 (mod 3), b(p) = 0.
In addition, let V be the threefold deﬁned by the following equation:
x3 = y1 y2 y3(y1 + 1)(y2 + 1)(y3 + 1) (1.8)
and let N(V , p) denote the number of projective Fp-points on V . Then one can use the results above
to show that V is “modular” in the sense that N(V , p) relates to the Fourier coeﬃcients of η(3z)8 by
the following expression:
b(p) = p3 + 3p2 + 1− N(V , p).
It would be interesting to learn more about this variety, or to use Corollary 1.8 to describe the point
counts on other more well understood varieties, such as those in [17]. We leave this for future work.
We begin in Section 2 by stating Hijikata’s version of the Eichler–Selberg trace formula for Hecke
operators on Sk(Γ0()) where  is prime, and then work to simplify this formula into an expression
in terms of the number of isomorphism classes of elliptic curves in different isogeny classes. This
expression will hold whenever p ≡ 1 (mod ) or ( p

) = −1. We then specialize this formula further
to the case where  = 3 in Section 3 and prove Theorem 1.2. At the end of this section we will
derive other expressions for the trace on this space, such as Corollary 1.3 and the inductive trace
formula in Theorem 1.6. In Section 4 we show how methods similar to those in Section 3 can be
used to prove results when  = 9, such as Theorems 4.3 and 1.7. We then use these trace formulas
to prove Corollary 1.8, an explicit expression for the Fourier coeﬃcients of a weight four modular
form. Using this, we show in Section 5 that the number of points on the threefold given by Eq. (1.8)
can be expressed in terms of the Fourier coeﬃcients of the same modular form. Finally, in Section 6,
we prove Theorem 1.1, an expression for traces of Frobenius of certain elliptic curves in terms of
hypergeometric functions.
While simplifying the expression for trk(Γ0(3), p), we use theorems of Schoof to rewrite sums
of class numbers which appear in Hijikata’s trace formula in terms of the number of isomorphism
classes of elliptic curves. These theorems only hold when p,  satisfy certain congruence properties.
Although it is possible when  = 3,9 to reduce the trace formula expression for all values of p, this
seems to pose a real diﬃculty for proving trace formulas for general p, .
2. Trace formulas
2.1. Hijikata’s trace formula
Let p,  be distinct odd primes, and let k  2 be even. We will specialize the trace formula given
by Hijikata in [8] to the case where Tk(p) acts on Sk(Γ0()). Some preliminary notation is necessary
to state the theorem.
For each s in the range 0< s < 2
√
p, let t > 0 and D be the unique integers satisfying
s2 − 4p = t2D (2.1)
and such that D is a fundamental discriminant of an imaginary quadratic ﬁeld. Additionally, for
any d < 0, d ≡ 0,1 (mod 4), write h(d) := h(O) for the class number of the order O ⊂ Q(√d )
of discriminant d, and write ω(d) := 12 |O×| for one half of the number of units in that order. Set
h∗(d) := h(d)/ω(d).
Deﬁne the polynomial Φ(X) := X2 − sX + p and let x, y be the complex roots of Φ(X). Deﬁne
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k−1 − yk−1
x− y . (2.2)
One can verify that when k is even Gk(s, p) can be alternately expressed as
Gk(s, p) =
k/2−1∑
j=0
(−1) j
(
k − 2− j
j
)
p jsk−2 j−2. (2.3)
Finally, for any integer f dividing t , deﬁne a function c(s, f , ):
c(s, f , ) =
{
1+ ( D

), ord( f ) = ord(t),
2, ord( f ) < ord(t).
(2.4)
Then Hijikata’s version of the trace formula yields the following:
Theorem 2.1. (See [8, Theorem 2.2].) Let p,  be distinct odd primes, and let k 2 be even. Then
trk
(
Γ0(), p
)= − ∑
0<s<2
√
p
Gk(s, p)
∑
f |t
h∗
(
s2 − 4p
f 2
)
c(s, f , ) − K (p, )+ δ(k)(1+ p) (2.5)
where
K (p, ) := 2+ 1
2
(−p)k/2−1
(
1+
(−p

))
H∗(−4p),
δ(k) :=
{
1 if k = 2,
0 otherwise.
In the following we will often write H∗(s2−4p) :=∑ f |t h∗( s2−4pf 2 ) and H(s2−4p) :=∑ f |t h( s2−4pf 2 )
for simplicity.
2.2. Simplifying the formula
The aim of this section is to rewrite Hijikata’s trace formula given in Theorem 2.1 in a more
convenient form for our purposes by expressing trk(Γ0(), p) in terms of the number of isomor-
phism classes of elliptic curves with speciﬁed torsion. This formula will hold for all p satisfying
p ≡ 1 (mod ) or ( p

) = −1. In particular, we see that it will hold for all p = 3 when  = 3. In
the following section we will specialize further to  = 3 to obtain an explicit trace formula.
We begin by eliminating the c(s, f , ) term from (2.5). Speciﬁcally, we show the following:
Lemma 2.2.
∑
f |t
h∗
(
s2 − 4p
f 2
)
c(s, f , ) =
{
(1+ ( D

))H∗(s2 − 4p) when   t,
H∗(s2 − 4p)+ H∗((s2 − 4p)/2) when |t.
Proof. Consider ﬁrst the case where   t . Then ord( f ) = ord(t) is automatically satisﬁed, so
c(s, f , ) = (1+ ( D

)), and the result follows.
When |t , we use the following theorem from [4]:
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and let O′ ⊂ O be an order with [O : O′] = ι. Then
h∗
(O′)= h∗(O) · ι ∏
|ι, prime
(
1−
(
d

)
1

)
.
Substituting the explicit description of c(s, f , ) given in (2.4) and manipulating the terms alge-
braically gives
∑
f |t
h∗
(
s2 − 4p
f 2
)
c(s, f , ) =
(
1+
(
D

)) ∑
f |t
f (t/)
h∗
(
s2 − 4p
f 2
)
+ 2
∑
f |(t/)
h∗
(
s2 − 4p
f 2
)
=
∑
f |t
h∗
(
s2 − 4p
f 2
)
+ 
∑
f |t
f (t/)
h∗
(
s2 − 4p
f 2
)
+
∑
f |(t/)
h∗
(
s2 − 4p
f 2
)
− 
(
1−
(
D

)
1

) ∑
f |t
f (t/)
h∗
(
s2 − 4p
f 2
)
. (2.6)
Applying Theorem 2.3, we ﬁnd that

(
1−
(
D

)
1

) ∑
f |t
f (t/)
h∗
(
s2 − 4p
f 2
)
+ 
∑
f |(t/)
h∗
(
s2 − 4p
f 2
)
=
∑
f |t

(
1−
(
(s2 − 4p)/ f 2

)
1

)
h∗
(
s2 − 4p
f 2
)
=
∑
f |t
h∗
(
2
s2 − 4p
f 2
)
by Theorem 2.3
=
∑
f |(t/)
h∗
(
s2 − 4p
f 2
)
,
and so the ﬁnal term in (2.6) can therefore be written as
−
(
1−
(
D

)
1

) ∑
f |t, f t/
h∗
(
s2 − 4p
f 2
)
= (− 1)
∑
f |t/
h∗
(
s2 − 4p
f 2
)
,
and ﬁnally (2.6) becomes
∑
f |t
h∗
(
s2 − 4p
f 2
)
+ 
∑
f |t/
h∗
(
s2 − 4p
( f )2
)
= H∗(s2 − 4p)− H∗((s2 − 4p)/(2)). 
Using this, the trace formula may be written as
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(
Γ0(), p
)= − ∑
0<s<2
√
p
Gk(s, p)H
∗(s2 − 4p)(1+( s2 − 4p

))
− 
∑
0<s<2
√
p,|t
Gk(s, p)H
∗
(
s2 − 4p
2
)
− K (p, )+ δ(k)(p + 1). (2.7)
We now rewrite the above equation in terms of the function H instead of H∗ , so that we may
apply Schoof’s results counting isomorphism classes of elliptic curves in the next section. Recall that
h∗(d) = h(d)/ω(d), where ω(d) = 12 |O(d)×|. Therefore, whenever d = −3,−4, we have that h∗(d) =
h(d). If s2 − 4p = t2D and D = −3,−4 this implies that H(s2 − 4p) = H∗(s2 − 4p). If s2 − 4p = −3t2,
then
H
(−3t2)=∑
f |t
h
(−3t2
f 2
)
=
∑
f |t, f =t
h∗
(−3t2
f 2
)
+ 3h∗(−3)
=
∑
f |t
h∗
(−3t2
f 2
)
+ 2h∗(−3)︸ ︷︷ ︸
=1/3
= H∗(−3t2)+ 2/3
and similarly, H(−4t2) = H∗(−4t2)+ 1/2.
It is left to determine which s satisfy either s2 − 4p = −4t2 or s2 − 4p = −3t2. By considering the
splitting of p in Z[i] and Z[ 1+
√−3
2 ], we see that the former equality will occur for some s < 2
√
p if
and only if p ≡ 1 (mod 4) and the latter if and only if p ≡ 1 (mod 3). Additionally, by looking at the
units in these rings, we see that when p ≡ 1 (mod 4) (respectively p ≡ 1 (mod 3)), there are exactly
2 (resp. 3) values of s > 0 and t > 0 for which s2 − 4p = −4t2 (resp. s2 − 4p = −3t2).
When p ≡ 1 (mod 4) let a,b be positive integers satisfying p = a2 + b2, and similarly when p ≡ 1
(mod 3), let c,d be positive integers satisfying p = c2+3d24 . Then the set of all (s, t) ∈ N × N such that
s2 − 4p = −4t2 is
S4 =
{
(2a,b), (2b,a)
}
(2.8)
and the set of all (s, t) such that s2 − 4p = −3t2 is
S3 =
{
(c,d),
(
c + 3d
2
,
∣∣∣∣ c − d2
∣∣∣∣),(∣∣∣∣ c − 3d2
∣∣∣∣, c + d2
)}
. (2.9)
By a simple congruence argument mod , we see that there can be at most one pair (s, t) ∈ S4
such that |t , and similarly for S3. Label the elements of these sets so that in the ﬁrst case, if |t ,
then (s, t) = (2a,b) and in the second if |t then (s, t) = (c,d).
Using the solutions in S3, S4, we deﬁne the following corrective factors
4(p, ) =
⎧⎪⎨⎪⎩
1
2 (Gk(2a, p)+ Gk(2b, p))(1+ (−4 )) if p ≡ 1 (mod 4),   b,
1
2Gk(2b, p)(1+ (−4 ))+ 12 (1+ )Gk(2a, p) if p ≡ 1 (mod 4), |b,
0 if p ≡ 3 (mod 4),
(2.10)
and
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⎧⎪⎨⎪⎩
2
3 (Gk(c, p)+ Gk( c+3d2 , p)+ Gk( c−3d2 , p))(1+ (−3 )) if p ≡ 1 (mod 3),   d,
2
3 (Gk(
c+3d
2 , p)+ Gk( c−3d2 , p))(1+ (−3 ))+ 23 (1+ )Gk(c, p) if p ≡ 1 (mod 3), |d,
0 if p ≡ 2 (mod 3).
(2.11)
Using this, the trace formula can be written as
trk
(
Γ0(), p
)= − ∑
0<s<2
√
p
Gk(s, p)
(
1+
(
s2 − 4p

))
H
(
s2 − 4p)
− 
∑
0<s<2
√
p
|t
Gk(s, p)H
(
s2 − 4p
2
)
− K (p, )+ 4(p, )+ 3(p, )+ δ(k)(p + 1). (2.12)
2.3. Trace in terms of elliptic curves
For an elliptic curve E , let E(Fp) denote the group of Fp-rational points on E , and let E(Fp)[n]
denote its n-torsion subgroup. Furthermore, let Ip denote the set of Fp-isomorphism classes of elliptic
curves over Fp and write [E] for the isomorphism class containing E . Deﬁne the sets
I(s) := {C ∈ Ip: ∀E ∈ C, ∣∣E(Fp)∣∣= p + 1− s},
In(s) :=
{C ∈ I(s): ∀E ∈ C, Z/nZ ⊂ E(Fp)[n]},
In×n(s) :=
{C ∈ I(s): ∀E ∈ C, E(Fp)[n] ∼= Z/nZ × Z/nZ},
and from these deﬁne the quantities N(s) := |I(s)|, Nn(s) := |In(s)|, Nn×n(s) := |In×n(s)|.
We use the following two theorems of Schoof to rewrite (2.12) in terms of the above quantities.
Although the theorems given in [21] hold for curves deﬁned over ﬁelds Fpe , we specialize to the
prime order case.
Theorem 2.4. (See [21, Theorems 4.6, 4.9].) Let s ∈ Z satisfy s2 < 4p. Then
N(s) = H(s2 − 4p).
Suppose in addition that n ∈ Z1 is odd. Then
Nn×n(s) =
{
H( s
2−4p
n2
) if p ≡ 1 (modm) and s ≡ p + 1 (mod n2),
0 otherwise.
If E is an elliptic curve such that |E(Fp)| = p + 1 − s then Z/nZ ⊂ E(Fp)[n] ⇔ n | #E(Fp) ⇔ s ≡
p + 1 (mod n). It follows from this that Nn(s) = N(s) if s ≡ p + 1 (mod n) and Nn(s) = 0 otherwise.
We may apply Theorem 2.4 to replace H(s2 − 4p) by N(s) for each s in (2.12). However, since s is
not necessarily congruent to p+1 (mod 2), we cannot simply replace H( s2−4p
2
) by N×(s) in (2.12).
Instead, we can use the following lemma when p ≡ 1 (mod ).
Lemma 2.5. Assume that p ≡ 1 (mod ). Then 2|s2 − 4p ⇔ 2|p + 1− s or 2|p + 1+ s.
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gives
|p − 1 ⇔ (p + 1)2 ≡ 4p (mod 2).
Assuming ﬁrst that 2|s2 − 4p, this implies that (p + 1)2 ≡ s2 (mod 2) ⇒ (p + 1 − s)(p + 1 + s) ≡
0 (mod 2). There are now three possibilities. If 2|p + 1 − s or 2|p + 1 + s then we are done.
Otherwise, it must be that |p + 1− s and |p + 1+ s. Then, since we assume throughout that  = 2,
this implies that s ≡ 0 (mod ). This is a contradiction, since then 0 ≡ s2 ≡ 4p (mod 2) and we
assumed that  = p.
Conversely, if 2|p + 1− s or 2|p + 1+ s, then (p + 1)2 ≡ s2 (mod 2) ⇒ 4p ≡ s2 (mod 2). 
This lemma shows that if 2 divides s2 − 4p (or equivalently, |t) and p ≡ 1 (mod ), then either
s or −s satisﬁes the hypotheses of Theorem 2.4. Therefore, either H( s2−4p
2
) = N×(s) or H( s2−4p2 ) =
N×(−s). Since s and −s cannot both be congruent p + 1 (mod 2), it follows that H( s2−4p2 ) =
N×(s)+ N×(−s) and so summing over all s in the range 0< |s| < 2√p gives∑
0<s<2
√
p,|t
Gk(s, p)H
((
s2 − 4p)/2)= ∑
0<|s|<2√p
Gk(s, p)N×(s).
Similarly, if p ≡ 1 (mod ) but ( p

) = −1, then   t for any t satisfying s2 − 4p = t2D . The second
sum in (2.12 ) is empty and also N×(s) = 0 for all s and so we may replace H( s2−4p2 ) by N×(s)
in this sum without affecting the value. This shows that when p ≡ 1 (mod ) or ( p

) = −1 the trace
formula can be written as
trk
(
Γ0(), p
)= − ∑
0<|s|<2√p
Gk(s, p)
(
1
2
(
1+
(
s2 − 4p

))
N(s)+ N×(s)
)
− K (p, ) + 4(p, )+ 3(p, )+ δ(k)(p + 1). (2.13)
3. Level 3
We are now in a position to prove Theorem 1.2, a trace formula for  = 3 and arbitrary prime
p = 3.
3.1. The case where p ≡ 1 (mod 3)
We ﬁrst prove the theorem in the case where p ≡ 1 (mod 3). We begin by considering the main
term in (2.13). This term is
∑
0<|s|<2√p
Gk(s, p)
(
1
2
(
1+
(
s2 − 4p
3
))
N(s)+ 3N3×3(s)
)
.
For each congruence class of s (mod 3), consider the term 12 (1 + ( s
2−4p
3 ))N(s). When s ≡
0 (mod 3), we have ( s
2−4p
3 ) = −1, so 12 (1 + ( s
2−4p
3 ))N(s) = 0, and also N3(s) = 0. When s ≡
1,2 (mod 3), (1 + ( s2−4p3 )) = 1, and the terms in the sum corresponding to s and −s are 12N(s) +
1
2N(−s) = N(s). Since exactly one of s,−s will be congruent to p + 1 (mod 3), exactly one of N3(s)
and N3(−s) will be nonzero and equal to N(s). We may therefore write
2330 C. Lennon / Journal of Number Theory 131 (2011) 2320–23511
2
N(s)+ 1
2
N(−s) = N(s) = N3(s)+ N3(−s).
The main term is then ∑
0<|s|<2√p
Gk(s, p)
(
N3(s) + 3N3×3(s)
)
.
We next determine the values of K (p,3), 4(p,3) and 3(p,3). It is clear from the deﬁnition of
K (p,3) and the fact that (−p3 ) = (−13 ) = −1 that
K (p,3) = 2.
Now, if p ≡ 1 (mod 4), then p = a2 + b2 ≡ 1 (mod 3), and 3 must divide exactly one of a or b. By our
previous convention we assume 3|b. This gives
4(p,3) =
{
2Gk(2a, p) if p ≡ 1 (mod 4),
0 if p ≡ 3 (mod 4). (3.1)
Again, writing p = c2+3d24 , a congruence argument shows that 3|d, and
3(p,3) = 2
3
(
Gk(c, p)+ Gk
(
c + 3d
2
, p
)
+ Gk
(
c − 3d
2
, p
))
+ 2Gk(c, p) (3.2)
and the trace formula becomes
trk
(
Γ0(3), p
)= − ∑
0<|s|<2√p
Gk(s, p)
(
N3(s) + 3N3×3(s)
)− 2+ 2Gk(c, p)+ 4(p,3)
+ 2
3
(
Gk(c, p)+ Gk
(
c + 3d
2
, p
)
+ Gk
(
c − 3d
2
, p
))
+ δ(k)(p + 1).
The problem then reduces to parameterizing elliptic curves with 3-torsion and counting isomor-
phism classes. By changing coordinates so (0,0) is a point of order 3, any nonsingular elliptic curve
E with 3-torsion can be written in the form
E: y2 + a1xy + a3 y = x3 (3.3)
with a3 = 0 (see, for example, Chapter 4, Section 2 in [9]). The j-invariant of such a curve is
j(E) = a
3
1(a
3
1 − 24a3)3
a33(a
3
1 − 27a3)
(3.4)
and its discriminant is
(E) = a33
(
a31 − 27a3
)
. (3.5)
By considering the division polynomial Ψ3, it was shown ([18], Corollary 5.2) that E has E(Fp)[3] ∼=
Z/3Z × Z/3Z if and only if p ≡ 1 (mod 3) and (E) is a cube in Fp , or equivalently if a31 − 27a3 is a
cube in Fp . We next show how to write any elliptic curve with j = 0 in terms of one parameter.
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variables y → u3 y, x → u2x, gives the isomorphic curve
Et : y2 + txy + t2 y = x3, t = a
3
1
a3
. (3.6)
This curve has j-invariant j(Et) = t(t−24)3t−27 and discriminant t := (Et) = t6(t3 −27t2). This provides
a way of parameterizing all elliptic curves E with j(E) = 0 and nontrivial 3-torsion.
If j(E) = 0, then from (3.4) we know that a1 = 0 or a31 = 24a3. If in addition E(Fp)[3] ∼= Z/3Z ×
Z/3Z then Lemma 5.6 in [21] tells us that there is only one such isomorphism class over Fp . In
particular, E24 is an elliptic curve over Fp with j(E24) = 0 and 24 = 246 · 242 · (−3) = −246 · 26 · 33,
a cube. This shows that any such E will be isomorphic to E24. In particular, the curve given by
y2 + y = x3 is isomorphic to E24. Setting u = 24−1a1, and mapping y → u3 y, x → u2x shows that
when a31 = 24a3 E ∼= E24. The curves with j(E) = 0 and E(Fp)[3] ∼= Z/3Z must have a1 = 0 and are
not of the form Et for any t .
Recall that Ip is the set of isomorphism classes of curves over Fp . Deﬁne the following sets
L(s) := {t ∈ Fp: t = 0, |Et | = p + 1− s},
I(s) := {C ∈ Ip: ∀E ∈ C, |E| = p + 1− s},
I3(s) :=
{[E] ∈ I(s): Z/3Z ⊂ E(Fp)[3]},
J3(s) :=
{[E] ∈ I(s): E(Fp)[3] ∼= Z/3Z, j(E) = 0,1728},
J3×3(s) :=
{[E] ∈ I(s): E(Fp)[3] ∼= Z/3Z × Z/3Z, j(E) = 0,1728},
J03(s) :=
{[E] ∈ I(s): E(Fp)[3] ∼= Z/3Z, j(E) = 0},
J03×3(s) :=
{[E] ∈ I(s): E(Fp)[3] ∼= Z/3Z × Z/3Z, j(E) = 0},
J17283 (s) :=
{[E] ∈ I(s): E(Fp)[3] ∼= Z/3Z, j(E) = 1728},
J17283×3 (s) :=
{[E] ∈ I(s): E(Fp)[3] ∼= Z/3Z × Z/3Z, j(E) = 1728}.
Then I3(s) = J3(s)∪ J3×3(s)∪ J03(s)∪ J03×3(s)∪ J17283 (s)∪ J17283×3 (s) and by construction this is a union
of disjoint sets. Note next that 1728 = 123 is a cube and that this implies that a curve E with j-
invariant 1728 has a discriminant that is a cube and therefore has E(Fp)[3] ∼= Z/3Z × Z/3Z. This
shows that J17283 = ∅.
The goal now is to express the value |L(s)| in terms of the sets above. This is accomplished with
the following proposition.
Proposition 3.1. For every s, L(s) satisﬁes the relationship
∣∣L(s)∣∣= ∣∣ J3(s)∣∣+ 4∣∣ J3×3(s)∣∣+ ∣∣ J03×3(s)∣∣+ 2∣∣ J17283×3 (s)∣∣.
To see this result, deﬁne the map
φs : L(s) → I3(s) by t → [Et]. (3.7)
By the previous discussion, φs(t) /∈ J03(s) for any t , and so φs maps L(s) onto J3(s)∪ J3×3(s)∪ J03×3(s)∪
J17283×3 (s), and the following lemma describes the structure of this map.
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preimages when [E] ∈ J17283×3 (s) and exactly 4 preimages when [E] ∈ J3×3(s).
Proof.
Case 1. Let [E] ∈ J03×3(s). Then [E] = [E24]. Since 0 = j(Et) = t(t−24)
3
t−27 the only possible preimages of[E] are t = 24,0. But 0 = 0, so t cannot be zero and there is exactly one preimage.
Case 2. Assume now that p ≡ 1 (mod 4), because otherwise J17283×3 = ∅, by [21], Lemma 5.6. Let [E] ∈
J17283×3 (s). Again, [E] ∼= [Et] for some t , and 1728 = t(t−24)
3
t−27 . Solving for t , we ﬁnd that the only possible
solutions are t1 = 18 + 6
√
3, t2 = 18 − 6
√
3. Since
√
3 ∈ Fp when p ≡ 1 (mod 4), both solutions
are in Fp . By [21], Lemma 5.6, there is only one isomorphism class of curve with j(E) = 1728 so
φs(t1) = φs(t2) = [E].
Case 3. We next consider the case where [E] ∈ J3(s)∪ J3×3(s), and j(E) = j0. Deﬁne the polynomial
f (t) = t(t − 24)3 − j0(t − 27).
This has roots at all t such that j(Et) = j0. Since E ∼= Et0 for some t0, we know that there is at
least one solution to f (t) in Fp . Recalling that ρ satisﬁes ρ2 + ρ + 1 = 0 and deﬁning w so that
w3 = (t30 − 27t20), we may factor f over F¯p[x] as
f (t) = (t − t0)
(
t − (w − t0 + 36)(2w + t0)
3w
)(
t − (ρw − t0 + 36)(2ρw + t0)
3ρw
)
·
(
t − (ρ
2w − t0 + 36)(2ρ2w + t0)
3ρ2w
)
.
Since w ∈ Fp if and only of  is a cube in Fp or equivalently E has full 3-torsion, we see that [E]
has exactly one preimage when E(Fp)[3] ∼= Z/3Z. If w is a cube, then there are four values of t that
map to curves isomorphic over F¯p to E . These four curves are either isomorphic over Fp to E or a
quadratic twist of E . The second case cannot occur because by construction each of the four curves
have nontrivial 3-torsion, and so all have their trace of Frobenius congruent to 1 modulo 3 and a
quadratic twist of E would have trace of Frobenius congruent to 2 modulo 3. Therefore, [E] has four
preimages only when E(Fp)[3] ∼= Z/3Z × Z/3Z. 
The proposition now follows easily from the above lemma. Returning then to the main term of the
trace formula, we may write∑
0<|s|<2√p
Gk(s, p)
(
N3(s)+ 3N3×3(s)
)
=
∑
0<|s|<2√p
Gk(s, p)
(∣∣ J3(s)∣∣+ 4∣∣ J3×3(s)∣∣+ ∣∣ J03×3(s)∣∣+ 2∣∣ J17283×3 (s)∣∣︸ ︷︷ ︸
|L(s)|
+3∣∣ J03×3(s)∣∣
+ 2∣∣ J17283×3 (s)∣∣+ ∣∣ J03(s)∣∣)
=
∑
0<|s|<2√p
Gk(s, p)
∣∣L(s)∣∣+ ∑
0<|s|<2√p
Gk(s, p)
(
3
∣∣ J03×3(s)∣∣+ 2∣∣ J17283×3 (s)∣∣+ ∣∣ J03(s)∣∣)
=
∑
t∈Fp ,t =0
Gk
(
a(Et), p
)+ ∑
0<|s|<2√p
Gk(s, p)
(
3
∣∣ J03×3(s)∣∣+ 2∣∣ J17283×3 (s)∣∣+ ∣∣ J03(s)∣∣).
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1728
3×3 (s), J
0
3(s) nonempty. From Schoof [20,21], we know
that when p ≡ 1 (mod 3), there are six curves E with j(E) = 0 and each has End(E) ∼= Z[ 1+
√−3
2 ]. For
each such curve E , its trace of Frobenius s therefore satisﬁes s2 − 4p = −3t2 for some t . As discussed
previously, the six traces s satisfying this equation are s = ±c,± c+3d2 ,± c−3d2 and for each such s,
exactly one of s or −s will be congruent to p + 1 (mod 3), the proper congruence in order to have
nontrivial 3-torsion. Of these three, a congruence argument shows that exactly one will further satisfy
s ≡ p+1 (mod 9), and by construction |s| = c. Similarly, If p ≡ 1 (mod 4), the E such that j(E) = 1728
have End(E) ∼= Z[i] and as before the trace of Frobenius of such an E will satisfy s2 − 4p = −4t2. We
use the following lemma from [21].
Lemma 3.3. (See [21, Lemma 5.6].) Let Fp be a ﬁnite ﬁeld.
1. There is at most one elliptic curve E with j = 0 and #E(Fp)[3] = 9. There is exactly one if and only if
p ≡ 1 (mod 3) and this curve has the trace of its Frobenius endomorphism equal to c as above.
2. There is at most one elliptic curve E with j = 1728 and #E(Fp)[3] = 9. There is exactly one if and only if
p ≡ 1 (mod 12) and this curve has the trace of its Frobenius endomorphism equal to 2a.
Then if p ≡ 3 (mod 4), J17283×3 (s) = ∅ for all s, and if p ≡ 1 (mod 4), | J17283×3 (2a)| = 1 and J17283×3 (s) = ∅
for all other s. Recalling that 4(p,3) = 2Gk(2a, p), this gives:∑
0<|s|<2√p
Gk(s, p)
(
N3(s)+ 3N3×3(s)
)= ∑
t∈Fp ,t =0
Gk
(
a(Et), p
)+ 3Gk(c, p)
+ Gk
(
c + 3d
2
, p
)
+ Gk
(
c − 3d
2
)
+ 4(p,3).
Finally, we relate this back to the trace.
trk
(
Γ0(3), p
)= − ∑
0<|s|<2√p
Gk(s, p)
(
N3(s)+ 3N3×3(s)
)− 2+ 4(p,3)
+ 2
3
(
Gk(c, p)+ Gk
(
c + 3d
2
, p
)
+ Gk
(
c − 3d
2
, p
))
+ 2Gk(c, p)+ δ(k)(p + 1)
= −
∑
t∈Fp ,t =0
Gk
(
ap(Et), p
)− 3Gk(c, p)− Gk( c + 3d2 , p
)
− Gk
(
c − 3d
2
)
− 4(p,3)
− 2+ 4(p,3)+ 2
3
(
Gk(c, p)+ Gk
(
c + 3d
2
, p
)
+ Gk
(
c − 3d
2
, p
))
+ 2Gk(c, p)+ δ(k)(p + 1)
= −2−
∑
t∈Fp ,t =0
Gk
(
ap(Et), p
)− 1
3
(
Gk(c, p)+ Gk
(
c + 3d
2
, p
)
+ Gk
(
c − 3d
2
, p
))
+ δ(k)(p + 1).
This can be simpliﬁed with the following lemma.
Lemma 3.4. Let E be an elliptic curve over Q and p a prime for which E has good reduction. Recall that
L(E, s) =
∑
an(E)n
−sn
2334 C. Lennon / Journal of Number Theory 131 (2011) 2320–2351is the Hasse–Weil L-function of E. Then the p power coeﬃcients of L(E, s) can bewritten explicitly as a function
of ap(E) by
apk−2(E) = Gk
(
ap(E), p
)
when k 2.
Proof. Recall that we can deﬁne Gk(s, p) by
Gk(s, p) := x
k−1 − yk−1
x− y
where x+ y = s and xy = p.
We will show that the function Gk(ap(E), p) satisﬁes the same recurrence as the p power co-
eﬃcients of L(E, s). This recurrence for the coeﬃcients ape ( f ) of the L-function where E has good
reduction at p, is
ape (E) = ap(E)ape−1(E)− p · ape−2(E)
and ap0(E) := 1.
Explicitly evaluating G2(ap(E), p) shows
G2
(
ap(E), p
)= 1= ap0(E).
Now assume that the relation holds for all weights less than k. Then in particular
apk−3(E) = Gk−1
(
ap(E), p
)
, (3.8)
apk−4(E) = Gk−2
(
ap(E), p
)
. (3.9)
Computing apk−2(E) using the known recurrence relation and Eqs. (3.8) and (3.9) we have
apk−2(E) = ap(E)apk−3(E)− p · apk−4(E)
= ap(E)Gk−1
(
ap(E), p
)− pGk−2(ap(E), p)
= ap(E)
(
xk−2 − yk−2
x− y
)
− p
(
xk−3 − yk−3
x− y
)
.
Since ap(E) = x+ y and xy = p, we may replace these in the equation above
= (x+ y)
(
xk−2 − yk−2
x− y
)
− (xy)
(
xk−3 − yk−3
x− y
)
= x
k−1 − yk−1
x− y
= Gk
(
ap(E), p
)
which proves the lemma. 
Let α ∈ F×p be a noncube. Then one can check that
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∣∣∣∣ c − 3d2
∣∣∣∣}
so that the ﬁnal form of the trace formula is
trk
(
Γ0(3), p
)= −2− ∑
t∈Fp ,t =0
apk−2(Et)+ δ(k)(p + 1)
− 1
3
(
apk−2(E0,α)+ apk−2(E0,α2)+ apk−2(E0,α3)
)
.
3.2. The case where p ≡ 2 (mod 3)
Next, we prove the version of the trace formula for p ≡ 2 (mod 3). The argument follows similarly
to the case where p ≡ 1 (mod 3). Also, we assume that p > 3 since the p = 2 case is straightforward.
We begin by noting that ( p3 ) = −1, so that the trace formula in this case is given by (2.13). Also,
3(p,3) = 0 and 4(p,3) = 0 so that the trace formula can be written as
trk
(
Γ0(3), p
)= −1
2
·
∑
0<|s|<2√p
Gk(s, p)
(
1+
(
D
3
))
N(s)− K (p,3)+ δ(k)(1+ p).
Recall that N3(s) is the number of isomorphism classes of elliptic curves with trace of Frobenius s
and a point of order 3. Since
|E| = p + 1− s
we see that in our case, N3(s) = N(s) when s ≡ 0 (mod 3) and N3(s) = 0 otherwise. Still using the
relation s2 − 4p = t2D , we also ﬁnd that
s ≡ 0 (mod 3) ⇔ D ≡ 1 (mod 3) ⇔
(
1+
(
D
3
))
= 2,
s ≡ 1,2 (mod 3) ⇔ D ≡ 2 (mod 3) ⇔
(
1+
(
D
3
))
= 0,
so we can write the trace formula as
trk
(
Γ0(3), p
)= − ∑
0<|s|<2√p
Gk(s, p)N3(s) − 2− (−p)k/2−1H(−4p)+ δ(k)(1+ p)
= −
∑
0<|s|<2√p
Gk(s, p)N3(s) − 2− Gk(0, p)N(0)+ δ(k)(1+ p)
= −
∑
0|s|<2√p
Gk(s, p)N3(s)− 2+ δ(k)(1+ p). (3.10)
Again deﬁne Et : y2 + txy + t2 y = x3, which has (0,0) as a point of order 3 and the sets
L(s) := {t ∈ Fp: t = 0, |Et | = p + 1− s},
I(s) := {C ∈ Ip: ∀E ∈ C, |E| = p + 1− s},
I3(s) :=
{[E] ∈ I(s): Z/3Z ⊂ E(Fp)[3]},
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φs : L(s) → I3(s) to t → [Et].
We will prove the following lemma.
Lemma 3.5. Assuming that s ≡ 0 (mod 3), the map φs : L(s) → Is(s) is injective, and when s = 0 it is a
bijection.
Proof. When s = 0, surjectivity is clear, since any elliptic curve with 3-torsion and nonzero j-invariant
can be written in the form given above, and curves with j invariant equal to 0 will be supersingular.
When s = 0, the isomorphism classes of curves E0t with j(E0t ) = 0 given by E0t : y2 + ty = x3 are
not in the image of φ0. Any two curves E0t0 and E
0
t1 in this form will have the Weierstrass forms
E0t0 : y
2 = x3 − (108t0)2 and E0t1 : y2 = x3 − (108t1)2. These curves isomorphic over Fp , since all
elements of Fp are cubes. This shows that when s = 0, there is exactly one isomorphism class over
Fp that is not in the image of φ0.
For injectivity, consider ﬁrst the case where the j-invariant is nonzero. Let [Et0 ] ∈ I3(s) be an
isomorphism class of curve over Fp with j-invariant j0, and consider its preimage in L(s). As in the
case for p ≡ 1 (mod 3), deﬁne the polynomial
f (t) = t(t − 24)3 − j0(t − 27).
Any element of L(s) mapping to [Et0 ] will be a root of f (t). Now, deﬁne w ∈ Fp to be the unique
element of Fp satisfying
w3 = (t30 − 27t20).
Then f (t) factors over F¯p as
f (t) = (t − t0)
(
t − (w − t0 + 36)(2w + t0)
3w
)(
t − (ρw − t0 + 36)(2ρw + t0)
3ρw
)
·
(
t − (ρ
2w − t0 + 36)(2ρ2w + t0)
3ρ2w
)
,
where ρ is a third root of unity. Since p ≡ 2 (mod 3), it follows that ρ /∈ Fp . Therefore, f (t) factors
over Fp into two linear terms and a quadratic term. Let t1 := (w − t0 + 36)(2w + t0)/3w be the
second root of f (t) in Fp .
We have now shown that there are exactly two roots of f (t) in Fp , and so the corresponding
curves Et0 and Et1 are isomorphic over F¯p . We can easily see that they are not isomorphic over Fp
since Et0 will have a quadratic twist deﬁned over Fp with the same j-invariant. Since the trace of
Frobenius of this twist is −s ≡ 0 (mod 3), it will also have 3-torsion, and so can be written as Et for
some t . Such a curve will be isomorphic to Et0 over F¯p but not Fp , so it must be isomorphic to Et1
over Fp . This shows that [Et0 ] has exactly one preimage in L(s).
Now, if j(Et) = 0, and [Et] is in the image of φ0, by a previous discussion in fact t = 24 and so the
map is also injective. 
This lemma shows that |L(s)| = |I3(s)| = N3(s) when s = 0 and |L(0)| = |I3(0)| − 1 = N(0) − 1.
Using this in the trace formula gives
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(
Γ0(3), p
)= − ∑
0|s|<2√p
Gk(s, p)|L(s)| − Gk(0, p)− 2+ δ(k)(1+ p)
= −
∑
t∈Fp ,t =0
Gk
(
ap(Et), p
)− (−p)k/2−1 − 2+ δ(k)(1+ p)
= −
∑
t∈Fp ,t =0
apk−2(Et)− (−p)k/2−1 − 2+ δ(k)(1+ p), (3.11)
which proves Theorem 1.2 in all cases.
3.3. Proof of Corollary 1.3
Corollary 1.3 now follows quickly from Theorems 1.1 and 1.2.
Proof of Corollary 1.3. Begin with the formula
trk
(
Γ0(3), p
)= − ∑
t∈Fp ,(Et ) =0
apk−2(Et)− γk(p)− 2
and use the relation
apk−2(Et) = tpk−2(Et)+ p · apk−4(Et) (3.12)
to replace each apk−2 (Et) to give
trk
(
Γ0(3), p
)= − ∑
t∈Fp ,(Et ) =0
tpk−2(Et)− p ·
∑
t∈Fp ,(Et ) =0
apk−4(Et)− γk(p)− 2.
One can see Eq. (3.12) by recalling that
ap(E) = tp(E) = α + α¯
where αα¯ = p, and that for each k, tpk (E) = αk + α¯k . Then
(α − α¯)tpk (E) = (α − α¯)
(
αk + α¯k)= αk+1 − α¯k+1 − αα¯(αk−1 − α¯k−1)
= αk+1 − α¯k+1 − p(αk−1 − α¯k−1)
and so
tpk (E) =
αk+1 − α¯k+1
α − α¯ − p
αk−1 − α¯k−1
α − α¯ = Gk+2
(
ap(E), p
)− p · Gk(ap(E), p)
= apk (E)− p · apk−2(E)
where the ﬁnal equality follows from Lemma 3.4.
Apply again (3.12) to each apk−4 (Et) and so on, until reaching a
0
p(Et) = 1.
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trk
(
Γ0(3), p
)= − k/2−2∑
i=0
pi
∑
t∈F p ,(Et ) =0
tpk−2−2i (Et)− pk/2−1(p − 2)− γk(p)− 2.
Applying Theorem 1.1 to each tpk−2−2i (Et) then yields the corollary. 
3.4. Inductive trace
Now that we have proven Theorem 1.2, we can prove Theorem 1.6, a version of the trace formula
which expresses trk(Γ0(3), p) in terms of traces on spaces of smaller weight, as well as an additional
inductive formula.
Proof of Theorem1.6. We show the theorem when p ≡ 1 (mod 3), but the p ≡ 2 (mod 3) case follows
similarly. We use the relation 3.12 in order to phrase Theorem 1.2 in terms of traces of Frobenius, and
then Theorem 1.1 to express this in terms of Gaussian hypergeometric functions.
Replacing each apk−2 (Et) by tpk−2(Et)+ p · apk−4(Et) in the sum then gives
trk
(
Γ0(3), p
)= − ∑
t∈Fp
(Et ) =0
tpk−2(Et)− p
∑
t∈Fp
(Et ) =0
apk−4(Et)
− 1
3
(
tpk−2(E0,α)+ tpk−2(E0,α2)+ tpk−2(E0,α3)
)
− 1
3
(
p · apk−4(E0,α)+ p · apk−4(E0,α2)+ p · apk−4(E0,α3)
)− 2
= −
∑
t∈Fp
(Et ) =0
tpk−2(Et)−
1
3
(
tpk−2(E0,α)+ tpk−2(E0,α2)+ tpk−2(E0,α3)
)
+ p · trk−2
(
Γ0(3), p
)+ 2p − 2
= pk−2
p−1∑
t=2
2F1
(
ρ ρ2

∣∣∣∣∣ t
)
pk−2
+ p · trk−2
(
Γ0(3), p
)
− 1
3
(
tpk−2(E0,α)+ tpk−2(E0,α2)+ tpk−2(E0,α3)
)+ 2p − 2.
Finally, we will show in Lemma 6.4 that
1
3
(
tpk−2(E0,α)+ tpk−2(E0,α2)+ tpk−2(E0,α3)
)
=
⎧⎨⎩
0 if k ≡ 0,1 (mod 3),
−pk−2 · 2F1
(
ρ ρ2

∣∣∣∣9 · 8−1)
pk−2
if k ≡ 2 (mod 3),
which completes the proof when p ≡ 1 (mod 3). 
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4.1. Proof of Theorems 4.3, 1.7
Now we sketch a proof of Theorem 1.7, a trace formula for Hecke operators on Sk(Γ0(9)). No-
tation and methods are similar to the level 3 case, so we only outline the important differences.
Its not hard to see (from the deﬁnition of c(s, f ,9) given below) that when p ≡ 2 (mod 3),
trk(Γ0(9), p) = trk(Γ0(3), p). Therefore the level 3 formulas hold in this case. Because of this, we
may assume throughout that p ≡ 1 (mod 3). Applying Hijikata’s trace formula results in the following
expression:
trk
(
Γ0(9), p
)= −1
2
∑
0<|s|<2√p
Gk(s, p)
∑
f |t
h∗
(
s2 − 4p
f 2
)
c(s, f ,9) − 2+ δ(k)(1+ p).
The following lemma characterizes the function c(s, f ,9).
Proposition 4.1. Let s2 − 4p = t2D where D is a fundamental discriminant of an imaginary quadratic ﬁeld
and let f |t. Let
τ := ord3 t,
ρ := ord3 f .
Then the value of c(s, f ,9) is given by:
If τ = ρ:
c(s, f ,9) =
⎧⎨⎩
2 if D ≡ 1 (mod 3),
0 if D ≡ 2 (mod 3),
0 if D ≡ 0 (mod 3).
If τ = ρ + 1:
c(s, f ,9) =
⎧⎨⎩
5 if D ≡ 1 (mod 3),
3 if D ≡ 2 (mod 3),
4 if D ≡ 0 (mod 3).
If τ > ρ + 1:
c(s, f ,9) = 4.
Because p ≡ 2 (mod 3) ⇒ τ = ρ , we have c(s, f ,9) = 1 + ( D3 ) when p ≡ 2 (mod 3). This
agrees with the  = 3 case, and the same calculations as in Section 3.2 show that trk(Γ0(3), p) =
trk(Γ0(9), p). In fact, one can show, using the deﬁnition of c(s, f ,N) from [8] that c(s, f ,3m) =
1+ ( D3 ) for each m, and so all of these traces are equal.
Now, as in Lemma 2.2, we remove the c(s, f ,9) term from the trace formula by applying Theo-
rem 2.3.
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∑
f |t
h∗
(
s2 − 4p
f 2
)
c(s, f ,9) =
{
12H∗( s
2−4p
9 ) if 3|t,
0 otherwise.
Proof. Consider ﬁrst the case where 3  t . Then ord3 f = ord3 t = 0. Also, s2 − 4p ≡ 0,2 (mod 3), so if
3  t this implies that t2D ≡ D ≡ 0,2 (mod 3). In either case, c(s, f ,9) = 0 for all f |t . This shows that
the whole term is 0, agreeing with the lemma.
Now we assume that 3|t . When D ≡ 1 (mod 3), applying 2.3 in the second equality below yields
the following:
2
∑
f |t, f t/3
h∗
(
s2 − 4p
f 2
)
= 2
∑
f |t/3, f t/9
h∗
(
s2 − 4p
(3 f )2
)
=
∑
f |t/3, f t/9
h∗
(
s2 − 4p
f 2
)
.
This shows that
∑
f |t
h∗
(
s2 − 4p
f 2
)
c(s, f ,9) =
∑
f |t/3, f t/9
h∗
(
s2 − 4p
f 2
)⎧⎪⎨⎪⎩
6 if D ≡ 1 (mod 3)
3 if D ≡ 2 (mod 3)
4 if D ≡ 0 (mod 3)
⎫⎪⎬⎪⎭
+ 4
∑
f |t/9
h∗
(
s2 − 4p
f 2
)
.
Now apply 2.3 to both terms above. The ﬁrst one becomes:
∑
f |t/3, f t/9
h∗
(
s2 − 4p
f 2
)⎧⎪⎨⎪⎩
6
3
4
⎫⎪⎬⎪⎭=
∑
f |t/3, f t/p
h∗
(
s2 − 4p
(3 f )2
)⎧⎪⎨⎪⎩
6
3
4
⎫⎪⎬⎪⎭ ·
⎧⎪⎨⎪⎩
2
4
3
⎫⎪⎬⎪⎭
= 12
∑
f |t/3 f t/9
h∗
(
s2 − 4p
(3 f )2
)
.
The second becomes
4
∑
f |t/9
h∗
(
s2 − 4p
f 2
)
= 12
∑
f |t/9
h∗
(
s2 − 4p
(3 f )2
)
.
Replacing these two quantities into the expression above and combining the sums gives
∑
f |t
h∗
(
s2 − 4p
f 2
)
c(s, f ,9) = 12
∑
f |t/3
h∗
(
s2 − 4p
(3 f )2
)
= 12H∗
(
s2 − 4p
9
)
. 
Now we have (using the deﬁnitions of 4, 3, a, c in Eqs. (2.11), (2.10) to rewrite the expressions
in H∗ in terms of H)
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(
Γ0(9), p
)= −6 ∑
0<|s|<2√p,
3|t
Gk(s, p)H
∗
(
s2 − 4p
9
)
− 4+ δ(k)(1+ p)
= −6
∑
0<|s|<2√p,
3|t
Gk(s, p)H
(
s2 − 4p
9
)
+ 12 · 1
2
Gk(2a, p)δ4(p)
+ 12 · 2
3
Gk(c, p)− 4+ δ(k)(1+ p)
= −12
∑
0<|s|<2√p
Gk(s, p)N3×3(s) + 6Gk(2a, p)δ4(p)
+ 8Gk(c, p)− 4+ δ(k)(1+ p)
where δ4(p) = 1 if p ≡ 1 (mod 4) and 0 otherwise. Keeping notation as in Section 3, this is equal to:
= −3
∑
0<|s|<2√p
Gk(s, p)
(
4
∣∣ J3×3(s)∣∣+ ∣∣ J03×3(s)∣∣+ 2∣∣ J17283×3 (s)∣∣+ 3∣∣ J03×3(s)∣∣+ 2∣∣ J17283×3 (s)∣∣)
+ 6Gk(2a, p)+ 8Gk(c, p)− 4+ δ(k)(1+ p)
= −3
∑
t∈Fp ,(Et ) =0,
t3−27t2 a cube
Gk
(
ap(Et), p
)− Gk(c, p)− 4+ δ(k)(1+ p)
= −3
p−1∑
t=2,
1−t a cube
Gk
(
ap(E27/t), p
)− Gk(c, p)− 4+ δ(k)(1+ p)
= −3
p−1∑
t=2,
1−t a cube
Gk
⎛⎝p2F1(ρ ρ2

∣∣∣∣∣ t
)
p
, p
⎞⎠− Gk(c, p)− 4+ δ(k)(1+ p).
Now apply the transformation law in Theorem 4.4 in Greene [7], to write this as
= −3
p−1∑
t=2,
1−t a cube
Gk
⎛⎝p2F1(ρ ρ2

∣∣∣∣∣1− t
)
p
, p
⎞⎠− Gk(c, p)− 4+ δ(k)(1+ p)
= −3
p−1∑
t=2,
t a cube
Gk
⎛⎝p2F1(ρ ρ2

∣∣∣∣∣ t
)
p
, p
⎞⎠− Gk(c, p)− 4+ δ(k)(1+ p).
This gives the following expression for the trace formula.
Theorem 4.3. Let p ≡ 1 (mod 3) and k  4. Then the trace of the pth Hecke operator on Sk(Γ0(9)) is given
by the expression
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(
Γ0(9), p
)= − p−1∑
t=2
t3 =1
Gk
⎛⎝p2F1(ρ ρ2

∣∣∣∣∣ t3
)
p
, p
⎞⎠− Gk(c, p)− 4+ δ(k)(1+ p).
From here we may derive a number of expressions as in the level 3 case. For example, using
Lemma 3.4, it follows that when k 4,
trk
(
Γ0(9), p
)= − p−1∑
t=1
t3 =27
apk−2(Et3)− apk−2(E24)− 4.
Also, using Eq. (3.12) we can write when k 4
trk
(
Γ0(9), p
)= k/2−2∑
i=0
p−1∑
t=2
t3 =1
pk−2−i2F1
(
ρ ρ2

∣∣∣∣∣ t3
)
pk−2−2i
+
k/2−2∑
i=0
pk−2−i2F1
(
ρ ρ2

∣∣∣∣∣9 · 8−1
)
pk−2−2i
− 4− pk/2−1(p − 1).
Finally, arguing as in Section 3.4 we derive an inductive formula for all k 6:
trk
(
Γ0(9), p
)= pk−2 p−1∑
t=2
t3 =1
2F1
(
ρ ρ2

∣∣∣∣∣ t3
)
pk−2
+ pk−22F1
(
ρ ρ2

∣∣∣∣∣9 · 8−1
)
pk−2
− 4+ 4p + p · trk−2
(
Γ0(9), p
)
.
4.2. Proof of Corollary 1.8
Let
η(3z)8 =
∑
b(n)qn, q = e2π iz
be the Fourier expansion of the unique Hecke eigenform in S4(Γ0(9)). We now prove Corollary 1.8,
which states that the Fourier coeﬃcients of η(3z)8 when p ≡ 1 (mod 3) are given by the expression
b(p) = −p3
((
ρ2
ρ
)3
+
(
ρ
ρ2
)3)
= −p32F1
(
ρ ρ2

∣∣∣∣∣9 · 8−1
)
p3
.
Proof. We actually begin with the alternate trace formula expression from Theorem 4.3 and derive
the corollary from this. Applying Theorem 4.3 with k = 4 and noting that the dimension for S4(Γ0(9))
is one, we can write
b(p) = −
p−1∑
G4
(
p2F1
(
ρ ρ2

∣∣∣∣∣ t
)
, p
)(
ρ2(t)+ ρ(t)+ 1)− G4(c, p)− 4t=1
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(
p2F1
(
ρ ρ2

∣∣∣∣∣1
)
, p
)
= −
p−1∑
t=1
p22F1
(
ρ ρ2

∣∣∣∣∣ t
)2 (
ρ(t)+ ρ2(t)+ 1)− c2 + p2 − 3p − 1.
Now compute the term
∑p−1
t=1 p22F1
(
ρ ρ2

∣∣t)2ρ(t). Use Deﬁnition 3.5 and Theorem 3.6 of Greene
[7], which in our case (switching A and B in the deﬁnition) states that
2F1
(
ρ ρ2

∣∣∣∣∣ t
)
= 1
p
∑
y∈Fp
ρ(y)ρ2(1− y)ρ(1− ty).
Then
p−1∑
t=1
p22F1
(
ρ ρ2

∣∣∣∣∣ t
)2
ρ(t) =
p−1∑
t=1
p · 2F1
(
ρ ρ2

∣∣∣∣∣ t
)∑
y
ρ(y)ρ2(1− y)ρ(1− ty)ρ(t)
= p2
p−1∑
y=1
ρ2(1− y)
(
1
p
p−1∑
t=1
2F1
(
ρ ρ2

∣∣∣∣∣ t
)
ρ(ty)ρ(1− ty)
)
= p2
p−1∑
y=1
ρ2(1− y)
(
1
p
p−1∑
t=1
2F1
(
ρ ρ2

∣∣∣∣∣ ty−1
)
ρ(t)ρ(1− t)
)
.
Now apply Theorem 3.13 of [7], which gives an inductive deﬁnition of hypergeometric series. This
gives that the above is equal to
p2
p−1∑
y=1
ρ2(1− y)3F2
(
ρ ρ2 ρ
 ρ2
∣∣∣∣∣ y−1
)
= p2
p−1∑
y=1
ρ2
(
1− y−1)3F2(ρ ρ2 ρ
 ρ2
∣∣∣∣∣ y
)
= p2
p−1∑
y=1
ρ(y)ρ2(1− y)3F2
(
ρ ρ2 ρ
 ρ2
∣∣∣∣∣ y−1
)
= p34F3
(
ρ ρ2 ρ ρ
 ρ2 
∣∣∣∣∣1
)
.
By the same method we can show that
p−1∑
t=1
p22F1
(
ρ ρ2

∣∣∣∣∣ t
)2
ρ2(t) = p34F3
(
ρ ρ2 ρ2 ρ2
 ρ 
∣∣∣∣∣1
)
, (4.1)
and
p−1∑
p22F1
(
ρ ρ2

∣∣∣∣∣ t
)2
= p34F3
(
ρ ρ2  
 ρ2 ρ
∣∣∣∣∣1
)
. (4.2)t=1
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A
B
)(
C
A
)
=
(
C
B
)(
C B¯
A B¯
)
− p − 1
p2
B(−1)δ(A) = p − 1
p2
AB(−1)δ(BC¯), (4.3)
where δ(A) = 1 if A =  and 0 otherwise. When χ = ,ρ,ρ2, applying Eq. (4.3) and using Jacobi sum
identities gives the equality (
ρχ
χ
)(
χ
ρχ
)(
ρ2χ
χ
)(
χ
ρ2χ
)
= 1
p2
.
There are p− 4 such terms. We must consider the exceptional three cases separately. We have shown
so far that:
p34F3
(
ρ ρ2  
 ρ2 ρ
∣∣∣∣∣1
)
= p
4
p − 1
∑
χ
(
ρχ
χ
)(
χ
ρχ
)(
ρ2χ
χ
)(
χ
ρ2χ
)
= p
4
p − 1
(
ρ

)(

ρ
)(
ρ2

)(

ρ2
)
+ p
4
p − 1
(
ρ2
ρ
)(
ρ
ρ2
)(

ρ
)(
ρ

)
+ p
4
p − 1
(

ρ2
)(
ρ2

)(
ρ
ρ2
)(
ρ2
ρ
)
+ p
2(p − 4)
p − 1
= p
2(p − 4)
p − 1 +
1
p − 1 +
2p2
p − 1
(
ρ2
ρ
)(
ρ
ρ2
)
= p
3 − 4p2 + 2p + 1
p − 1 = p
2 − 3p − 1.
Combining these results, we have
b(p) = −p34F3
(
ρ ρ2 ρ2 ρ2
  ρ
∣∣∣∣∣1
)
− p34F3
(
ρ2 ρ ρ ρ
  ρ2
∣∣∣∣∣1
)
− c2.
Reducing this further, we use 2.15 again to write
p34F3
(
ρ ρ2 ρ2 ρ2
  ρ
∣∣∣∣∣1
)
= p3
(
ρ2
ρ
)
3F2
(
ρ2 ρ2 ρ2
 
∣∣∣∣∣1
)
− p2
(
ρ
ρ2
)(
ρ
ρ2
)
and similarly
p34F3
(
ρ2 ρ ρ ρ
  ρ2
∣∣∣∣∣1
)
= p3
(
ρ
ρ2
)
3F2
(
ρ ρ ρ
 
∣∣∣∣∣1
)
− p2
(
ρ2
ρ
)(
ρ2
ρ
)
.
Now, we can evaluate these hypergeometric series using Theorem 4.35 from [7]. Using this, we
have
3F2
(
ρ2 ρ2 ρ2
 
∣∣∣∣∣1
)
=
(
ρ2
ρ
)(
ρ2
ρ
)
− 1
p
(
ρ
ρ2
)
,
C. Lennon / Journal of Number Theory 131 (2011) 2320–2351 23453F2
(
ρ ρ ρ
 
∣∣∣∣∣1
)
=
(
ρ
ρ2
)(
ρ
ρ2
)
− 1
p
(
ρ2
ρ
)
.
So
b(p) = −p3
(
ρ2
ρ
)3
+ p2
(
ρ2
ρ
)(
ρ
ρ2
)
+ p2
(
ρ
ρ2
)(
ρ
ρ2
)
− p3
(
ρ
ρ2
)3
+ p2
(
ρ
ρ2
)(
ρ2
ρ
)
+ p2
(
ρ2
ρ
)(
ρ2
ρ
)
− c2
= −p3
((
ρ
ρ2
)3
+
(
ρ2
ρ
)3)
+ p2
((
ρ
ρ2
)
+
(
ρ2
ρ
))2
− c2.
Finally, recall that c is the trace of Frobenius of the curve E : y2 + y = x3, which we computed in
Eq. (6.4) and is given by
c = − 1
p
G3p−1
3
− 1
p
G32(p−1)
3
= −p
(
ρ
ρ2
)
− p
(
ρ2
ρ
)
. (4.4)
Using this in the equation above, we have that
b(p) = −p3
((
ρ
ρ2
)3
+
(
ρ2
ρ
)3)
.
For the second equality in Corollary 1.8, let α = −p(ρ2ρ ). Then by Eq. (4.4), tp(E) = α + α¯ and
αα¯ = p. It follows then that tp3 (E) = α3 + α¯3 = b(p). Theorem 1.1 now implies that
b(p) = tp3(E) = −p32F1
(
ρ ρ2

∣∣∣∣∣9 · 8−1
)
p3
. 
5. A modular threefold
Now let V be the threefold deﬁned by the equation
x3 = y1 y2 y3(y1 + 1)(y2 + 1)(y3 + 1),
and let N(V , p) denote the number of projective Fp-points on V . Then we will show that V is
“modular” in the sense that the number of points on V can be expressed in terms of the Fourier
coeﬃcients of a modular form. In particular, the function η(3z)8 =∑b(n)qn discussed in Section 4.2
has Fourier coeﬃcients given by the expression
b(p) = p3 + 3p2 + 1− N(V , p). (5.1)
We consider ﬁrst the case where p ≡ 1 (mod 3). Deﬁne the set W to be
W = {(y1, y2, y3, x) ∈ F4p: y1 y2 y3(1+ y1)(1+ y2)(1+ y3) = x3}.
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#W =
∑
y1,y2,y3∈Fp
(
1+ ρ(y1 y2 y3(1− y1)(1− y2)(1− y3))
+ ρ2(y1 y2 y3(y1 − 1)(y2 − 1)(y3 − 1))) (5.2)
= p3 +
∑
y1
ρ(y1)ρ(1− y1)
∑
y2
ρ(y2)ρ(1− y2)
∑
y3
ρ(y3)ρ(1− y3)
+
∑
y1
ρ2(y1)ρ
2(1− y1)
∑
y2
ρ2(y2)ρ
2(1− y2)
∑
y3
ρ(y3)ρ(1− y3)
= p3 + p3
(
ρ
ρ2
)3
+ p3
(
ρ2
ρ
)
. (5.3)
Now we compute the value N(V , p), the number of projective points on V , in terms of #W . Begin
by homogenizing the equation:
y1 y2 y3(y1 + z)(y2 + z)(y3 + z) = x3z3.
The points corresponding to z = 0 are on the curve
y21 y
2
2 y
3
3 = 0.
First we count the points where x = 0 (so ﬁx x = 1). At least one yi must be zero and the other
two can be anything. There are exactly 3(p − 1)2 + 3(p − 1)+ 1 possible choices for y1, y2, y3.
Now, we count the points corresponding to x = 0. We choose one of the yi to be zero (three
choices) and there are (p−1)
2
(p−1) values for the other yi ’s. There are another 3 points corresponding to
when exactly two of the yi are 0. So the number of projective points is
N(V , p) = #W + 3(p − 1)2 + 3(p − 1)+ 1+ 3(p − 1)+ 3= #W + 1+ 3p2.
Finally, combining the above with Eq. (5.2) it follows that, when p ≡ 1 (mod 3),
b(p) = p3 − #W = p3 + 3p2 + 1− N(V , p).
If however, p ≡ 2 (mod 3), then every element of Fp is a cube, and so for any choice of y1, y2, y3
there is a unique x satisfying Eq. (1.8). There are p3 such choices for the yi ’s, so #W = p3. Since
b(p) = 0 for all p ≡ 2 (mod 3), it follows that
b(p) = 0= p3 − #W = p3 + 3p2 + 1− N(V , p).
6. Expressing the number of points on E as a Gaussian hypergeometric function
Again we have q = pe ≡ 1 (mod 3), p > 3 a prime. Let Ea1,a3 be the curve y2 + a1xy + a3 y = x3,
where a1,a3 ∈ Z and assume that Ea1,a3 has good reduction modulo p. Write E˜a1,a3 for the reduction
modulo p and #E˜a1,a3 (Fq) for the number of projective points of E˜a1,a3 in Fq . We next prove Theo-
rem 1.1, which expresses the trace of the Frobenius map on E˜a1,a3 (Fq) as a special value of a Gaussian
hypergeometric function. We begin as in [6] by expressing the number of points as an exponential
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easily extended to q a power of a prime.
Proof of Theorem 1.1. If we let
P (x, y) = y2 + a1xy + a3 y − x3
then
#E˜a1,a3(Fq)− 1 = #
{
(x, y) ∈ Fq × Fq: P (x, y) = 0
}
.
Deﬁne the additive character θ : Fq → C× by
θ(α) = ζ tr(α) (6.1)
where ζ = e2π i/p and tr : Fq → Fp is the trace map, i.e. tr(α) = α + αp + αp2 + · · · + αpe−1 . We will
repeatedly use the elementary identity [11]
∑
z∈Fq
θ
(
zP (x, y)
)= {q if P (x, y) = 0,
0 if P (x, y) = 0. (6.2)
Using this we write
q
(
#E˜a1,a3(Fq)− 1
)= ∑
z∈Fq
∑
x,y∈Fq
θ
(
zP (x, y)
)
= q2 + (q − 1)+
∑
z∈F×q
∑
x∈F×q
θ
(−zx3)
︸ ︷︷ ︸
B
+
∑
z∈F×q
∑
y∈F×q
θ
(
zy2
)
θ(za3 y)
︸ ︷︷ ︸
C
+
∑
x,y,z∈F×q
θ
(
zP (x, y)
)
︸ ︷︷ ︸
D
.
We can compute these sums using the following lemma from [6]:
Lemma 6.1. (See [6, Lemma 3.3].) For all α ∈ F×q ,
θ(α) = 1
q − 1
q−2∑
m=0
G−mTm(α),
where T is a ﬁxed generator of the character group and G−m is the Gauss sum G−m := G(T−m) =∑
x∈Fq T
−m(x)θ(x).
Computing B: Use Lemma 6.1 to replace θ(−zx3), and then apply the orthogonality relation (6.2)
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∑
z,x∈F×q
1
q − 1
∑
m
G−mTm
(−x3)Tm(z) = 1
q − 1
∑
m
G−m
∑
x∈F×q
Tm
(−x3) ∑
z∈F×q
Tm(z)
=
∑
x∈F×q
G0 = −(q − 1).
Computing C :
C =
∑
z,y∈F×q
1
(q − 1)2
∑
k,m
G−kG−mTk+m(z)T 2k+m(y)Tm(a3)
= 1
(q − 1)2
∑
k,m
G−kG−mTm(a3)
∑
z∈F×q
T k+m(z)
∑
y∈F×q
T 2k+m(y).
We see here that k +m ≡ 0 (mod q − 1) ⇒m ≡ −k (mod q − 1) and 2k +m ≡ 0 (mod q − 1) ⇒ k ≡
m ≡ 0 (mod q − 1). So this becomes G20 = 1.
Computing D:
D =
∑
x,y,z∈F×q
1
(q − 1)4
∑
j,k,l,m
G− jG−kG−lG−mT j+k+l+m(z)T 2 j+k+l(y)T k+3m(x)T k(a1)T l(a3)Tm(−1)
= 1
(q − 1)4
∑
j,k,l,m
G− jG−kG−lG−mTm(−1)T k(a1)T l(a3)
∑
x∈F×q
T k+3m(x)
∑
y∈F×q
T 2 j+k+l(y)
×
∑
z∈F×q
T j+k+l+m(z).
Solving each of these equations j + k + l +m ≡ 0 (mod q − 1), k + 3m ≡ 0 (mod q − 1), 2 j + k + l ≡
0 (mod q − 1) gives k ≡ −3m and l ≡m ≡ j. Plugging this in we have
D = 1
q − 1
∑
m
G3−mG3mT−3m(a1)Tm(−a3).
Putting this all together then gives
q
(
#E˜a1,a3(Fq)− 1
)= q2 + 1+ 1
q − 1
∑
m
G3−mG3mT−3m(a1)Tm(−a3)
and so #E˜a1,a3 (Fq) = 1+ q + 1q + 1q(q−1)
∑
m G
3−mG3mT−3m(a1)Tm(−a3) and ﬁnally
tq(Ea1,a3) = q + 1− #E˜a1,a3(Fq) = −
1
q
− 1
q(q − 1)
∑
m
G3−mG3mT−3m(a1)Tm(−a3).
In order to write this as a ﬁnite ﬁeld hypergeometric function, we use the fact that if Tm−n =  ,
then (
Tm
n
)
= GmG−nT
n(−1)
G q
. (6.3)
T m−n
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χ1χ2 is a primitive character. We also use the Davenport–Hasse relation for q ≡ 1 (mod 3). We state
the general result as well as the case needed here.
Theorem 6.2 (Davenport–Hasse Relation). (See [14].) Let m be a positive integer and let q = pe be a prime
power such that q ≡ 1 (mod m). Let θ be the additive character on Fq deﬁned by θ(α) = ζ trα , where ζ =
e2π i/p . For multiplicative characters χ,ψ ∈ F̂×q we have∏
χm=1
G(χψ) = −G(ψm)ψ(m−m) ∏
χm=1
G(χ).
Corollary 6.3 (Davenport–Hasse for q ≡ 1 (mod 3)). If k ∈ Z and q satisﬁes q ≡ 1 (mod 3) then
GkGk+ q−13 Gk+ 2(q−1)3 = qT
−k(27)G3k.
First we use Corollary 6.3 to write G3m = GmGm+ q−13 Gm+ 2(q−1)3
Tm(27)
q , giving
tq(Ea1,a3) = −
1
q
− 1
q2(q − 1)
∑
m
G3−mGmGm+ q−13 Gm+ 2(q−1)3 T
m(27)T−3m(a1)Tm(−a3).
Next, make the substitution GmG−m = qTm(−1), which holds whenever m = 0. For m = 0, we
write GmG−m = Tm(−1) = qTm(−1)− (q − 1)Tm(−1):
tq(Ea1,a3) = −
1
q
− 1
q(q − 1)
∑
m
G2−mGm+ q−13 Gm+ 2(q−1)3 T
−3m(a1)Tm(27a3)+
G q−1
3
G 2(q−1)
3
q2
.
For the last term above, note that G q−1
3
G 2(q−1)
3
= q and cancel with the ﬁrst term, giving
tq(Ea1,a3) = −
1
q(q − 1)
∑
m
G2−mGm+ q−13 Gm+ 2(q−1)3 T
−3m(a1)Tm(27a3).
Now apply Eq. (6.3) to write Gm+ q−13 G−m =
(
Tm+
q−1
3
Tm
)
G q−1
3
qTm(−1) and Gm+ 2(q−1)3 G−m =(
Tm+
2(q−1)
3
Tm
)
G 2(q−1)
3
qTm(−1). Plugging this in yields
tq(Ea1,a3) = −
q(G q−1
3
G 2(q−1)
3
)
q − 1
∑
m
(
Tm+
q−1
3
Tm
)(
Tm+
2(q−1)
3
Tm
)
T−3m(a1)Tm(27a3).
Again use the fact that G q−1
3
G 2(q−1)
3
= q to get
tq(Ea1,a3) = −
q2
q − 1
∑
m
(
Tm+
q−1
3
Tm
)(
Tm+
2(q−1)
3
Tm
)
Tm
(
27a−31 a3
)
= −q · 2F1
(
T
q−1
3 T
2(q−1)
3

∣∣∣∣∣27a−31 a3
)
q
. 
When E˜a1,a3 = E˜t this expression reduces to
2350 C. Lennon / Journal of Number Theory 131 (2011) 2320–2351tq(Et) = −q · 2F1
(
ρ ρ2

∣∣∣∣∣ 27t
)
q
where ρ is a character of order 3.
Finally, we prove the following lemma, which will allow us to represent the sums of the trace of
Frobenius of elliptic curves with j-invariant 0 in terms of Gaussian hypergeometric functions.
Lemma 6.4.When p ≡ 1 (mod 3) and α is not a cube in F×p ,
1
3
(
tpk−2(E0,α)+ tpk−2(E0,α2)+ tpk−2(E0,α3)
)
=
⎧⎨⎩
0 if k ≡ 0,1 (mod 3),
−pk−2 · 2F1
(
ρ ρ2

∣∣∣∣9 · 8−1)
pk−2
if k ≡ 2 (mod 3).
Proof. As in the proof of Theorem 1.1, set P (x, y) = y2 + αi y − x3 and compute
q
(
#E˜0,αi (Fq)− 1
)= ∑
z∈Fq
∑
x,y∈Fq
θ
(
zP (x, y)
)
= q2 + (q − 1)− (q − 1)+ 1+
∑
x,y,z∈F×q
θ
(
zP (x, y)
)
= q2 + 1+ 1
(q − 1)3
∑
j,k,l
G− jG−kG−l T k
(
αi
)
T l(−1)
∑
z∈F×q
T j+k+l(z)
×
∑
x∈F×q
T 3l(x)
∑
y∈F×q
T 2 j+k(y).
The terms above will be nonzero when 3l = 0 and j = k = l. Plugging this in above gives
q
(
#E˜0,αi (Fq)− 1
)= q2 + 1+ ∑
j=0, q−13 , 2(q−1)3
G3− j T
j(αi).
So
tq(E0,αi ) = −
1
q
− 1
q
∑
j=0, q−13 , 2(q−1)3
G3− j T
j(αi) (6.4)
and summing over all three traces then gives
tq(E0,α)+ tq(E0,α2)+ tq(E0,α3) = −
3
q
− 1
q
∑
j=0, q−13 , 2(q−1)3
G3− j
(
T j(α)+ T 2 j(α)+ T 3 j(α)).
Now let q = pk−2 and let g ∈ F×
pk−2 generate the group. Since α ∈ F×p , we know that αp−1 = 1,
and so α = ga p
k−2−1
p−1 = ga(pk−3+pk−4+···+1) for some integer a. Since p ≡ 1 (mod 3), it follows that
pk−3 + pk−4 + · · · + 1≡ k − 2 (mod 3).
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pk−2 (recall that α was initially
chosen as a noncube in F×p ). Therefore
T j(α)+ T 2 j(α)+ T 3 j(α) = 0
when j = q−13 and 2(q−1)3 . The only nonzero term then is when j = 0, and computing this gives
tq(E0,α)+ tq(E0,α2)+ tq(E0,α3) = −
3
q
− 1
q
G30 · 3T 0(α) = 0.
If however k ≡ 2 (mod 3), then α is a cube, and (6.4) implies that
tq(E0,α) = tq(E0,α2) = tq(E0,α3).
In particular, all curves with j invariant equal to 0 will have the same trace of Frobenius. We have
already shown that E24 is a curve with j invariant equal to 0 with trace of Frobenius equal to
tq(E24) = −q · 2F1
(
ρ ρ2

∣∣∣∣∣27 · 24−1
)
q
.
Using this equality then gives
1
3
(
tpk−2(E0,α)+ tpk−2(E0,α2)+ tpk−2(E0,α3)
)= −pk−22 F1
(
ρ ρ2

∣∣∣∣∣9 · 8−1
)
pk−2
. 
References
[1] S. Ahlgren, The points of a certain ﬁvefold over ﬁnite ﬁelds and the twelfth power of the eta function, Finite Fields
Appl. 8 (1) (2002) 18–33.
[2] S. Ahlgren, K. Ono, Modularity of a certain Calabi–Yau threefold, Monatsh. Math. 129 (3) (2000) 177–190.
[3] C.H. Clemens, A Scrapbook of Complex Curve Theory, Grad. Stud. Math., vol. 55, Plenum Press, New York, 1980.
[4] D.A. Cox, Primes of the Form x2 + ny2. Fermat, Class Field Theory and Complex Multiplication, Wiley–Interscience Publ.,
John Wiley and Sons, New York, 1989.
[5] S. Frechette, K. Ono, M. Papanikolas, Gaussian hypergeometric functions and traces of Hecke operators, Int. Math. Res.
Not. 60 (2004) 3233–3262.
[6] J. Fuselier, Hypergeometric functions over Fp and relations to elliptic curves and modular forms, Proc. Amer. Math. Soc. 138
(2010) 109–123.
[7] J. Greene, Hypergeometric functions over ﬁnite ﬁelds, Trans. Amer. Math. Soc. 301 (1) (1987) 77–101.
[8] H. Hijikata, A.K. Pizer, T.R. Shemanske, The basis problem for modular forms on Γ0(N), Mem. Amer. Math. Soc. 82 (418)
(1989), vi+159 pp.
[9] D. Husemöller, Elliptic Curves, Grad. Texts in Math., vol. 111, Springer-Verlag, New York, 2004.
[10] J. Igusa, Class number of a deﬁnite quaternion with prime discriminant, Proc. Natl. Acad. Sci. 44 (1958) 312–314.
[11] K. Ireland, M. Rosen, A Classical Introduction to Modern Number Theory, 2nd ed., Grad. Texts in Math., vol. 84, Springer-
Verlag, New York, 1990.
[12] N. Katz, Exponential Sums and Differential Equations, Ann. of Math. Stud., vol. 124, Princeton University Press, New Jersey,
1990.
[13] M. Koike, Orthogonal matrices obtained from hypergeometric series over ﬁnite ﬁelds and elliptic curves over ﬁnite ﬁelds,
Hiroshima Math. J. 25 (1995) 43–52.
[14] S. Lang, Cyclotomic Fields I and II, Grad. Texts in Math., vol. 121, Springer-Verlag, New York, 1990.
[15] C. Lennon, Gaussian hypergeometric evaluations of traces of Frobenius for elliptic curves, Proc. Amer. Math. Soc. 139 (2011)
1931–1938.
[16] J.I. Manin, The Hasse–Witt matrix of an algebraic curve, Trans. Amer. Math. Soc. 45 (1965) 245–264.
[17] C. Meyer, Modular Calabi–Yau Threefolds, Fields Inst. Monogr., vol. 22, American Mathematical Society, Providence, 2005.
[18] J. Miret, R. Moreno, A. Rio, M. Valls, Computing the -power torsion of an elliptic curve over a ﬁnite ﬁeld, Math. Comp. 78
(2009) 1767–1786.
[19] K. Ono, Values of Gaussian hypergeometric series, Trans. Amer. Math. Soc. 350 (1998) 1205–1223.
[20] R. Schoof, Counting points on elliptic curves over ﬁnite ﬁelds, J. Theor. Nombres Bordeaux 7 (1995) 219–254.
[21] R. Schoof, Nonsingular plane cubic curves over ﬁnite ﬁelds, J. Combin. Theory Ser. A 46 (2) (1987) 183–211.
