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Abstract 
We discuss the computational complexity of the multidimensional periodic scheduling prob- 
lem. This problem originates from the assignment of periodic tasks to processing units over time 
and it is related to the design of high-performance video signal processors. We present a model 
of multidimensional periodic operations and introduce the multidimensional periodic scheduling 
problem. Next, we show that this problem and two related sub-problems are NP-hard. Further- 
more, we identify several special cases induced by practical situations, of which some are proven 
to be polynomially solvable. 1998 Published by Elsevier Science B.V. All rights reserved. 
Keywords: Periodic scheduling; Combinatorial optimization; Computational complexity; IC de- 
sign; Video signal processing 
1. Introduction 
Multidimensional periodic scheduling is concerned with the problem of assigning 
periodic tasks to processing units over time. The problem we consider originates from 
the design of digital video signal processors. The design of such a processor involves 
the mapping of a video signal processing algorithm onto dedicated hardware that im- 
plements it. 
Video signal processing algorithms consist of repetitive executions of operations, 
resulting in repetitive production and consumption of data. This can be described by 
nested loops and multidimensional arrays. Such a video signal processing algorithm 
can be viewed as a repetition of executions of operations in several dimensions, each 
of which corresponds to one loop. A specific execution of an operation can be iden- 
tified by the corresponding values of the loop iterators. In addition to the repetitive 
executions, real-time algorithms like video signal processing algorithms contain strict 
timing requirements that constrain the rates at which input data arrive, and the rates 
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at which output data must be produced. Furthermore, in order to achieve a sufficiently 
high throughput, it is necessary to execute the operations in parallel. 
To handle the above characteristics, we introduce an explicit timing model containing 
operations that are executed periodically. The periods of each operation are given by 
a period vector whose components denote the time between two consecutive iterations 
in each dimension of repetition. In the multidimensional periodic scheduling problem, 
we now have to determine for each operation a period vector, a start time, and a 
processing unit on which it is executed. 
There are three sets of scheduling constraints. Timing constraints bound the period 
vectors and start times of the operations. Some of these bounds may fix the period 
vectors and start times in case the lower and upper bounds are equal, e.g., for input 
and output operations. Processing unit constraints specify that at most one operation 
can occupy a processing unit at a time. Precedence constraints specify that data must 
be produced before it is consumed. 
The scheduling objective we consider is to minimize the area occupied by the hard- 
ware. In video applications, area is not only determined by processing units, but also 
by the size of the memories that are used and the number of them. So, a trade-off has 
to be made between processing units and the total memory size and bandwidth. 
The multidimensional periodic scheduling problem is one of the sub-problems in the 
design methodology Phideo [ 161, which is aimed at the automated design of dedicated 
digital video signal processors. Furthermore, the model of multidimensional periodic 
operations also plays an important role in other sub-problems emerging from this de- 
sign methodology, like memory synthesis, address generator synthesis, and controller 
synthesis. Obviously, the model can also be used in other areas such as mapping onto 
programmable video processors, where parallel execution of loops is also a necessity. 
1.1. Related work 
The problems in computer-aided design of digital ICs have gained much interest in 
the literature in the past decades. For an overview of these problems and corresponding 
solution approaches, we refer the reader to [2, 18, 20, 291. 
Most of the problems raised in the design of digital ICs have a discrete nature, and 
thus can be formulated as combinatorial optimization problems. This opens the way to 
applying the elaborate theory of combinatorial optimization, as can be found in e.g. 
[21, 22, 281. Furthermore, this allows us to study the computational complexity [9] of 
the design problems. 
Scheduling is an important issue in the area of combinatorial optimization, It is de- 
fined as the problem of allocating scarce resources to activities over time. Scheduling 
problems occur in many areas such as IC design, production planning, and computer 
scheduling, and there exists an extensive body of literature on this subject. For an 
elaborate introduction to the theory of scheduling we refer to [ 1, 4, 6, 8, 251. We re- 
strict ourselves to non-preemptive scheduling, which means that executions may not be 
interrupted. Much of the literature on scheduling concerns the deterministic machine 
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scheduling problem for job shops and flow shops. Nevertheless, several approaches 
have been presented on scheduling in IC design, such as list scheduling [ 12, 191, in- 
teger linear programming based scheduling [ 10, 131, and approaches based on domain 
reduction, also called constraint satisfaction techniques [24, 30, 341. Most of these ap- 
proaches, however, do not consider periodic operations. 
In the area of one-dimensional periodic scheduling, work is done on mapping video 
signal processing algorithms onto programmable video signal processors [ 141, and on 
synchronous data flow for digital signal processing [15]. Furthermore, work on one- 
dimensional periodic scheduling with all operations having the same period is done in 
the area of pipelined scheduling [23, 341. 
The literature also presents several approaches to the problem of handling multidi- 
mensional repetitive executions with multidimensional repetitive productions and con- 
sumptions of data, however without periodicity and strict timing requirements. In the 
area of high-throughput digital signal processing work is done on loop transformations 
[ 11, 261, in which descriptions with loops are modified in order to obtain, for instance, 
more parallelism and a higher throughput. In that approach the throughput is a result 
instead of a constraint. In [3 I] the loop transformations are handled by a method based 
on placement of polytopes. Furthermore, related work is done in the area of systolic 
array design [3] and in the area of data flow analysis for parallel program construction 
~7, 271. 
In this paper we present a model that considers operations to be executed repeat- 
edly, with both multidimensional repetitions and strict periodicity [32]. The executions 
of the operations are considered as multidimensional repetitions since considering all 
executions separately is impracticable. The explicit timing in the model, incorporated 
by the periodicity, has the advantage that it facilitates constraint handling and allows a 
more adequate cost model. Furthermore, it enables us to obtain the required parallelism 
rather easily. 
1.2. Puper outline 
The objective of this paper is to present a formal model of multidimensional periodic 
operations and the multidimensional periodic scheduling problem, and to discuss the 
computational complexity of this problem and two related sub-problems. For reasons 
of simplicity, we restrict ourselves in this paper to the case that the period vectors 
and the set of processing units are given. Furthermore, we restrict ourselves for the 
moment to finding a feasible solution instead of finding one with minimal cost. For 
the general problem without these restrictions, we refer to [32]. 
The organization of this paper is as follows. In Section 2 we present a model of 
periodic operations and formulate the multidimensional periodic scheduling problem. 
In Sections 3 and 4 we discuss the computational complexity of checking processing 
unit constraints and precedence constraints, respectively, together with several special 
cases. Finally, we discuss in Section 5 the complexity of the scheduling problem in its 
entirety. 
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2. Modeling multidimensional periodic operations 
In this section we formulate the multidimensional periodic scheduling problem. We 
do this by means of a fictive, yet illustrative, example of a video algorithm, which is 
given in Fig. 1. 
A video algorithm is represented by a signal flow graph, of which the nodes denote 
operations and the edges denote data dependencies. Fig. 2 shows the signal flow graph 
corresponding to the video algorithm of Fig. 1. 
The operations we consider may have several input and output ports. For reasons of 
simplicity, we assume in this paper that the consumptions of input data all take place 
at the beginning of the execution of an operation, and that all productions of output 
data occur at the end of the execution, The time unit we maintain throughout this paper 
is the clock cycle, and all time points are given by clock cycles c E Z, where Z is the 
set of integer numbers. Input and output operations of a signal flow graph are modeled 
as operations without input ports and output ports, respectively. Next, we assume that 
each operation must be executed on a specific type of processing unit, i.e., there are 
no alternative processing unit types for an operation. In typical video applications this 
is a realistic assumption, since processing units perform rather complex functions, such 
as filtering. 
Next, we give a formal definition of a signal flow graph, after which we exemplify 
its attributes by means of the video algorithm of Fig. 1. 
Definition 1 (Signal $0~ graph). A signal flow graph G is given by a 7-tuple (V, e, t, 
I, E, A, b), where 
l V is a set of multidimensional periodic operations, 
l e(v) E N+ denotes the execution time of each operation u E V, 
l t(u) denotes the processing unit type on which each operation v E V has to be 
executed, 
l Z(U)E N, ‘(‘) denotes the ite rator bound vector, for each v E V, 
b E c 0 x I is a set of directed edges representing data dependencies, where 0 is the 
set of all operations’ output ports and I is the set of all operations’ input ports, 
l A(p) E ZIa(J’)xb(v) denotes the index matrix, for each input or output port p of each 
operation v, 
l b(p) E P(p) denotes the index ofSset vector, for each port p E 0 U I. 
Here, N is the set of non-negative integers, N+ the set of positive integers, and 
&=NU{cC3}. 
In the example of Fig. 1, the set of operations is given by V = {in, mu, nl,ad, out}, 
each of which has its own processing unit type and execution time. If, for instance, 
the execution time of a multiplication e(mu) = 2 and an execution of it starts in clock 
cycle 4, then the corresponding processing unit is occupied in the clock cycles 4 
and 5. 
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for f ==0 to cc period 30 
begin 
for jt = 0 to 3 period 7 
for j2 = 0 to 5 period 1 
Iin> df lU11U21= MW 
for kt = 0 to 3 period 7 
for k2 = 0 to 2 period 2 
{mu> v~f1[~~1~~21=~~f1~~~1~~~21 *dfl[hP -2k21 
for II =0 to 2 period 1 
14 4f 1[~11[- 11 = 0 
for ml =0 to 2 period 5 
for m2 = 0 to 3 period 1 
14 4fl[ml[~2l=4fl[~~l[~2 - II+ v[fl[m2l[mll 
for nl = 0 to 2 period 1 
{out) =o~W(4fl[nll[31) 
end 
Fig 1. Example of a video algorithm, describing repetitive operations and data dependencies. Between curly 
braces the names of the operations are given. 
Fig. 2. An abstract picture of a signal flow graph. Each operation is repeatedly executed; details of the 
iterations and of the data dependencies are not shown. The black dots denote the operations’ input and 
output ports. 
Each operation v has a number 6(v) of iterators in the enclosing loops, which are 
combined in an iterator vector i. For example, the iterator vector of the multiplication 
is given by 
For each operation v E V, the iterator vector i is bounded between the zero vector and 
the iterator bound vector, i.e., 0 di <Z(v). In Fig. 1, the multiplication has an iterator 
bound vector 
cc 
Z(mu)= 3 il 2 
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We assume that only dimension 0 of an operation may have an unbounded number 
of repetitions, denoted by IO = co. The numbers of repetitions in the other dimensions 
are finite. The set of all possible iterator vectors of an operation u E V is given by 
~(u)={iEZS(“)IO~i~z(,)}, and is called the iterator space. 
The data dependencies are modeled in a signal flow graph by means of the edge set 
E and by describing at each output and input port the relation between the indices of 
the array that is used there, and the iterators of the corresponding operation. In Fig. 1 
we have e.g. a three-dimensional array x, and a certain element in that array is indexed 
by an index vector 
n0 
n= n1 . [I n2 
Generally, at an output or input port p of an operation v, the relation between index 
vector n and the iterator vector i of the operation is given by 
n(p,i> = 4pP + 6~). 
For example, at the second input of the multiplication operation of Fig. 1, we have 
Note that we assume that the index vector can be written as a linear expression in the 
iterator vector, which is a realistic assumption in video signal processing. Furthermore, 
for the productions we assume single assignments, i.e., each element of an array can 
be produced at most once. 
A signal flow graph describes what operations have to be executed and what data is 
used. Next, a schedule defines when they are executed and on what processing unit. 
Definition 2 (Schedule). Given a signal flow graph G = (V,e, t,Z, E, A,b), a schedule 
is given by a 4-tuple (p,s, W, h), where 
p(v) E @“) is a period vector, for each operation v E V, 
s(u) E Z is a start time, for each v E V, 
W is a set of processing units, and 
h : V -+ W is a function that assigns each operation to a processing unit of the right 
type. 
Given a schedule, the clock cycle c(v, i) in which an execution i E 9(v) of operation 
v E V starts is given by 
c(v,i)=pT(v)i +s(v). 
W.F.J. Verhaegh et al. IDiscrete Applied Mathematics 89 (1998) 213-242 219 
time 
Fig. 3. An example of a schedule for the example of Fig. 1, showing the executions for iterator value f = 0. 
The figures denote the start times of the operations. 
For the video algorithm of Fig. 1, the multiplication has a period vector 
so if the start time of this operation is chosen s(mu) = 6, then execution i = [f kt kJr 
starts in clock cycle 
c(mu,i) = 30f + 7k, + 2k2 + 6. 
For a graphical representation of a schedule, see Fig. 3, where we assumed an execution 
time of 2 for a multiplication and 1 for the other operations. Furthermore, we assumed 
that the operations are assigned to separate processing units. 
For the scope of this paper, we assume that the period vectors p and the set W of 
processing units are given. For the general problem, we refer to [32]. 
Next, we define the three kinds of constraints that a schedule has to satisfy. 
Definition 3 (Timing constraints). Given are a signal flow graph G = (V, e, t, I, E, 
A, b), a schedule c = (p,s, W, h), and for each operation v E V a lower bound s(u) E Z, 
and an upper bound S(v) E Z, on the start time s(u), where Z, = Z U {-cq+oo}. 
Then the timing constraints specify that 
for all u E V. 
Here, s(u) = -cc and S(v) = +CC are used to denote that the start time of an operation 
v is not bounded from below or from above, respectively. 
Definition 4 (Processing unit constraints). Given are a signal flow graph G = (V, e, t, 
I, E, A, b) and a schedule c = (p,s, W, h). Then for each execution i of an operation 
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u E V, and for each execution j of an operation v E V, with h(u) = h(v) and (u, i) # (v,j), 
the processing unit constraints specify that 
c(u,i)+k#c(v,j)+l, 
for all k=O ,..., e(u)- 1 and I=0 ,..., e(v)- 1. 
The processing unit constraints state that at most one execution of an operation 
can occupy a processing unit at a time. Note that this applies to two executions of 
two different operations, as well as to two different executions of one and the same 
operation. 
Definition 5 (Precedence constraints). Given are a signal flow graph G = (V, e, t, I, E, 
A, 6) and a schedule (T = (p,s, IV, h). Then for each edge (p, q) E E from an output port 
p of an operation u to an input port q of an operation v, and for each execution i of 
u and each execution j of v, the precedence constraints specify that 
n(p,i)=n(q,j)*c(u,i)fe(u)<c(v,j). 
The precedence constraints state that if at execution i of output port p an array 
element is produced with the same index as consumed at execution j of a connected 
input port q, then the production must take place before the consumption. 
Now we can formulate the restricted version of the multidimensional periodic 
scheduling problem that we consider in this paper. 
Definition 6 (Multidimensional periodic scheduling (MPS)). Given are a signal flow 
graph G, a set W of processing units, and for each operation a period vector and a 
lower and upper bound on its start time. Find a schedule CJ that satisfies the timing 
constraints, the processing unit constraints, and the precedence constraints. 
3. Checking the processing unit constraints 
In this section we analyze the computational complexity of checking processing unit 
constraints. To this end, we use a complementary formulation, and we restrict ourselves 
to the special case where we have two different operations that are assigned to the same 
processing unit. 
Definition 7 (Processing unit conJict (PUC)). Given are two operations u and v, with 
their iterator bound vectors Z(u) E Nz,“‘, Z(v) E N%:“, for which Ik(u),lk(v) # 3;) for 
all k ~0. Furthermore, their period vectors p(u) E Zs(U), p(v) E Z6(‘), their start times 
s(u),s( a) E Z, and their execution times e(u), e(v) E N+ are given. Determine whether 
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there are vectors i and j and numbers x and y that satisfy 
pT(u)i+s(u)+x=pT(C)j+s(l~)+y, 
O<i<Z(u), O<jbZ(v), O<xde(u) - 1, 
Oby<e(u) - 1, i,j,x,y integer. 
(1) 
By concatenation and rewriting, we can show that this problem is equivalent to the 
following one [32]. 
Definition 8 (PVC reformulated). Given are an iterator bound vector Z E Nt, a period 
vector p E F@, and an integer s. Determine whether there is a vector i that satisfies 
pTi=s, O<i<Z, i integer. (2) 
In the remainder, we assume s to be positive, since otherwise it is trivial that no 
solution exists. 
For discussing the complexity of PUC, we use the subset sum problem [9], which 
is defined as follows. 
Definition 9 (Subset sum (SUB)). Given are a finite set A, with for each a E A a size 
s(a) E N+, and a positive integer B. Determine whether there is a subset A’ c A for 
which 
c s(a)=B. (3) 
l7EA’ 
SUB is NP-complete, and it can be solved in pseudo-polynomial time [9]. 
Theorem 1. PUC is NP-complete. 
Proof. First, for a given vector i one can check in polynomial time whether it satisfies 
(2), so PUC E NP. Next, SUB can be reduced to PUC as follows. Let an instance Jsub 
of SUB be given with A={ao,al,..., a,_, }. Now we define an instance S,,, of PUC 
according to 
a 6=n, 
0 Ik=l, for k=O ,..., 6- 1, 
0 pk=S(ak), for k=O ,..., 6- 1, and 
l s=B. 
If we take the following relation between a solution A’ of &,b and a solution i of Xr,,, 
&=l ti fZkEA’Aik=O @ uk@A’, 
then 
p’i = C s(a), 
&A’ 
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and it follows directly that &,b has a solution if and only if jr,, has one. This 
concludes the proof. 0 
Theorem 2. PUC can be solved in pseudo-polynomial time. 
Proof. For this proof, we transform an instance 9&, of PUC into an instance &b of 
SUB as follows. 
l For each k = 0,. . . , 6- 1 and each l=O,...,Ik-1 we add an element ak,j to A with 
size s(ak,l) = pk. 
. B=s. 
Note that IAl = )$i Ik, h ence this transformation is pseudo-polynomial. Next, we 
show that y& has a solution if and only if 9p,,, has one. 
If Ya,,, has a solution i, then we can make a solution A’ of y& by assigning 
A’={ak,lEAIO</<ik}. 
i.e., we put ik elements a,,,/ with m = k in A’. Then 
c s(a) =pTi = s = B, 
&A’ 
so A’ satisfies (3). 
Next, if A’ iS a solution of y&, then we can make a solution i of 9& by assigning 
ik=({a,,lEA’Im=k}(, 
for each k=O,...,& 1. Then 
pTi= xs(a)=B=s, 
&A’ 
hence i satisfies (2). So, we can conclude that 9rpuc has a solution if and only if &,b 
has one, and thus we can use a pseudo-polynomial time algorithm for SUB to solve 
PUC. 0 
Unfortunately, the value of s in (2) can be very large in practice, e.g., 106-109, 
which makes a pseudo-polynomial algorithm impracticable. 
Next, we discuss the complexity of four special cases of PUC, induced by practical 
situations. The first special case of PUC is the case with divisible periods. An example 
of this case is given by an operation that is repeated for all pixels in a video line, 
for all lines in a field, and for a number of fields, and for which the pixel period 
divides the line period, and the line period divides the field period. For some well- 
known problems, such as bin packing, divisibility leads to polynomial-time algorithms 
[5]. The special case of PUC with divisible periods is defined as follows. 
Definition 10 (PUCDP). Given are an iterator bound vector Z E N$, a period vector 
PEN:, sorted in non-increasing order, with pk+i ]pk for all k = 0,. . . ,6 - 2, and a 
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positive integer s. Determine whether there is a vector i that satisfies 
j~~i=.~, Odi<Z, i integer. 
Theorem 3. PUCDP can he solved in pol_vnomial time. 
Proof. For the proof, we show that if PUCDP has a solution, then the lexicographically 
maximal solution i* satisfies 
(4) 
for all k = 0,. . . ,6 - 1. So, if a solution exists, then there is a lexicographically maximal 
one, and by using (4) it can be computed in polynomial time. Note that in this formula, 
the elements iz are computed in order of increasing index k, i.e., in order of non- 
increasing period. 
We show that i* satisfies (4) by contradiction. Let i* be the lexicographically max- 
imal solution of a given instance of PUCDP, and let k E (0,. ,6 - l} be such that 
Since i: cannot be larger than this minimum, it must be smaller. So, 
Then 
k-l 
Pki,* ds - C plij+ - pk 
I=0 
and thus 
Since pTi* = s, this implies that 
This in turn implies that there is an m E N with k + 1 <m < 6, and a j E N with 
0 <j 6 iz, such that 
nz-1 m-l 
c pd+prnjdpkA c pIiT+prn(,j+l)>pk. 
l=k+l I=k+l 
(5) 
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Because of the divisibility of the periods we know that 
m-1 
c Pli: + f&j= f Pm A Pk = gh 
I=k+ I 
for certain f, g E N. Together with (5) this yields 
fPm~SPm<(f + l)Pin, 
which implies that f = g, and consequently we obtain 
m-l 
c pI$ f p,j = pk. 
I=k+l 
If we now define a vector i’ E 77” as follows 
for I=O,...,k - 1 
for l=k+ l,...,m - 1 
for I=m+ 1,...,6 - 1, 
(6) 
then (6) implies that pT(i’ - i*) = 0, so pTi’ = s. Furthermore, 0 d i’ ,<I. So, we have 
found a solution that is lexicographically greater than i*, which contradicts the as- 
sumptions. 0 
The second special case of PUC is the case with a lexicographical execution, which 
means that we can identify an innermost loop, with the smallest period, which is com- 
pletely executed within the next greater period. This next outer loop is then again 
completely executed within the next greater period, etc. For instance, consider an op- 
eration that is repeated for all pixels in a line, and for a number of lines, with the 
repetition of the pixels being completed within the line period. The special case of 
PUC with a lexicographical execution is defined as follows. 
Definition 11 (PUCL). Given are an iterator bound vector ZE Nt, a period vector 
PC N$, sorted in non-increasing order, and a positive integer s. Furthermore, for all 
vectors i, j E & with 0 <i, j < Z holds 
i < lex j * pTi cp’j, 
where <iex stands for lexicographically smaller than. Determine whether there is a 
vector i that satisfies 
pTi=s, 0 < i< Z, i integer. 
Theorem 4. PUCL can be solved in polynomial time. 
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Proof. We again show by contradiction that if PUCL has a solution, then the lexico- 
graphically maximal solution i* satisfies (4), for all k = 0,. . . ,6- 1. So, let i* be the lex- 
icographically maximal solution of a given instance of PUCL, and let k E (0,. . ,6 - 1) 
be such that 
Then we again have 
and thus 
I / k-l \ 
/i 
Pk -1, 
So, if we define a vector i’ E Zs as follows 
( 
iT for l=O,...,k - 1, 
ii = it + 1 for 1 =k, 
0 for Z=k + 1,...,6 - 1, 
then pTi’ 6s. Furthermore, 0 <i’ <I and i* -c lex i’, which implies that pTi* <pTi’ 6s. 
This contradicts the fact that i* is a solution. q 
In the reformulation of PUC, the periods and iterator bounds of both operations 
have been combined into one new period vector and iterator bound vector. Although 
both operations may have a lexicographical execution, this does not guarantee that 
the new iterator bound vector and period vector also give a lexicographical execution. 
Therefore, we identify the following special case. 
Definition 12 (PUCLL). Given are an iterator bound vector ZE N$, a period vector 
PC N$, and a positive integer s. Furthermore, the vector p E N”+ can be split into two 
vectors p’ E Nb; and p” E iW f’ , with 6’ + 6” = 6, and the vector ZE N$ can be split 
accordingly into Z’ E N$ and I” E Nf’ , such that Z’ with p’ gives a lexicographical 
execution, as well as Z” with p”. Determine whether there is a vector i that satisfies 
pTi=s, 0 <id Z, i integer. 
Theorem 5. PUCLL is NP-complete. 
Proof. Again, the proof is based on a reduction from the subset sum problem. Let 
an instance Ysub of SUB be given with A = {a~, . . . ,a,_l}, and let S = xaEA s(a). 
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Without loss of generality, we may assume B <S, since otherwise it is trivial that no 
solution exists. Now we define an instance .Ypuctt of PUCLL, by defining the vectors 
pl, p”, I’, and I”, and the integer s as 
. 6’ = 6” = 12 
l I’=l”=l for k=(l k k ) ,...,n - 1, 
l ~i=2”-~S, for k=O ,..., n- 1, 
l p~=2”-kS+S(ak), for k=O,...,n- 1, and 
l s=(2”+’ -2)S+B. 
Now, if we have a solution of Ypuctl, which we denote by the vectors i’ E Z” and 
i” E Z”, then we can show that 
i;+i;==1, (7) 
for all k = 0 , . . . , n - 1, by induction. To this end, we assume that (7) holds for all 
k=O,..., m - 1, which is trivial for m = 0, and then we show that it also holds for 
k = m, i.e., we show that ik + iz = 1. The reason for this is the fact that ik = ig = 0 
leads to p’Ti’ + pffTi” <s, and ik = ig = 1 leads to pITi’ +ptfTi” >s. 
Using i; + ii = 1, for all k = 0,. . . , n - 1, we derive 
n-1 
pfTi’ + p’ITi” = s - B + c s(al)iy, 
I=0 
so pfTi’ +pftTi” = s if and only if 
n-l 
c s(al)iy = B. 
I=0 
Now consider a solution A’ of $s,,b and a solution (i’,i”) of Yructt related according 
to 
(iL,iF)=(O,l) H akEA’A(iL,iz)=(l,O) @ ak$!A’. 
Then we can see that Ysut, has a solution if and only if Xpuctl has one. So, we can 
conclude that PUCLL is NP-complete. q 
The fourth special case of PUC is the special case with two periods not equal to 1 
and one period equal to 1. An example of this case is given by two one-dimensional 
periodic operations, for instance in one-dimensional periodic scheduling. 
Definition 13 (PUCZ). Given are three iterator bounds Io,Zt,I2 E N+, two periods pa, 
p1 E FV+, with PO, pi # 1, and a positive integer s. Determine whether there are numbers 
io, il, i2 that satisfy 
poio + plil + i2 =s, O<io<<ro, O,<il 611, O<i2<Zz, io,il,i2 integer. (8) 
Theorem 6. PUC2 can be solved in polynomial time. 
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Fig. 4. The feasible region of (9) consists of the integer points in the gray area. The upper diagonal line is 
given by p& - plil =x, and the lower diagonal line is given by p& - plil = I’, The small arrows show 
that taking the minimal iterators of two solutions results in a new solution. 
Proof. Without loss of generality, we may assume po > pt , and consequently (8) may 
be rewritten as 
p&-pIi{ =s - plZl-i2. OGio<Io, O<ii 611, Odi2</2, io,il;,il integer, 
where we have substituted il by Ir - ii. Since the period of i2 equals 1, this problem 
is equivalent to determining whether there are numbers io and ir that satisfy 
poi0 - pj ii E [x, y], 0 6 i0 <I,, 0 d ii <II, i0, il integer, (9) 
where x = s - p1 II - I2 and y = s - p, II. The feasible region of (9) is shown in Fig. 4. 
If we now have two solutions (i&i{) and (ii,iy) of (9) with ih <i: and ii >iy, then 
(i&ii’) is also a solution, since 
poi(, - pl ii’ > p& - pl ii Bx, 
4 
polo - pl ii’ < poif: - pliy d y. 
This is also shown in Fig. 4. It implies that minimizing io and minimizing il can be 
done independently, and that if (9) has a solution, then we can find one by minimizing 
both io and il subject to 
poio - plil E [x, y], Ohio, Odil, io,il integer. (10) 
In the remainder of the proof, we show that a minimal pair (io, il) satisfying ( 10) can 
be found in polynomial time, by means of a recursive procedure. To this end, we make 
a distinction between three cases: (a) x60 < y, (b) 0 <x6 y, and (c) x< y ~0. These 
cases are illustrated in Fig. 5. 
In case (a), i.e., x<O< y, the minimal solution is given by (io,il) = (O,O), which 
solves the problem. 
In case (b), i.e., O<x G y, io has to be at least [x/pal. So we can substitute ia by 
[x,/p01 + il, with ib 3 0. Then x is replaced by x - po [x/p01 d 0, and y is replaced by 
y - po [x/pal. Now the instance is reduced to one for which case (a) or (c) applies. 
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Fig. 5. The feasible region of (IO) in three different cases: (a) x<O<y, (b) O<x<y, and (c) x<yiO. In 
case (a) the origin is the minimal solution. In cases (b) and (c) the shaded areas can be excluded from the 
iterator space. 
In case (c), i.e., x < y <O, we determine q, Y E N such that 
po=qpl +rAO<r<pl. 
NOW (10) has no solution with ii < qio, since otherwise 
p0io-plil>p0i0-plqi0=ri0~O>y. 
Therefore, we can exclude this area from the solution space, which means that a 
solution (io, ii ) can be written as 
(io, il 1 = (jo, qjo + jl ), 
with jo,j~ > 0, and minimizing is and il corresponds to minimizing j. and jl. Hence, 
we obtain 
P0i0 - Piii = poj0 - pl(qj0 +j~> =rj0 - plj], 
and thus 
p0i0 - PI 6 E Lx, rl 
if and only if 
rj0 - PI~I E Lx, ~1, 
which is equivalent to 
p1.L - rj0 E I-Y, -xl. 
So, we have to find a minimal ih and ii such that 
phiA - pi ii E [x’, y’], 0 < i& 0 <ii, i& ii integer, 
where p; = ~1, pi = r, x’ = -y, and y’ = -x. In this way we have reduced the instance 
to an instance with smaller periods. 
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Following the above procedure, an instance of PUC2 is solved by alternately applying 
the recipes for cases (b) and (c), until case (a) is achieved or until the smallest period 
has become zero, in which case the solution is trivial. The number of steps for this 
procedure is of the same order as the number of steps that Euclid’s algorithm requires 
for calculating the greatest common divisor of po and pi. So, PUC2 can be solved in 
@(log po) steps, which is polynomially bounded by the size of the instance. 0 
4. Checking the precedence constraints 
In this section we analyze the computational complexity of checking precedence 
constraints. To this end, we use a complementary formulation. 
Definition 14 (Precedence conjlict (PC)). Given are an output port p of an operation 
u that is connected to an input port q of an operation v, and the operations’ itera- 
tor bound vectors Z(u) E I$$‘, Z(u) E IV%‘, for which Z~(u),l~(u)#cc for all k>O. 
Furthermore, period vectors p(u) E J?(‘), p(v) E Z 6(v), start times s(u),s(v) E Z, an ex- 
ecution time e(u) E IV+, index matrices A(p) E Z z(P)XHU), A(q) E ~%q)x’X~), and index 
offset vectors b(p) E T(p), b(q) E J?(q) are given. Determine whether there are vectors 
i and j that satisfy 
pT(u)i + s(u) + e(u)>pT(Y)j+ s(u), 
A( + HP) = A(q)j + b(q), 
O<i<Z(u), O<j<Z(v), i,j integer. 
(11) 
By combining all iterators into one vector, we can show that this problem is equiv- 
alent to the following problem. 
Definition 15 (PC reformukuted). Given are an iterator bound vector ZE N$, a period 
vector p E Z”, an integer s, an index matrix A E iPx6 with lexicographically positive 
columns, and an index offset vector b E Z”. Determine whether there is a vector i that 
satisfies 
T. 
p c>s, Ai= 6, O<i<Z, i integer. (12) 
In this definition, we call a column lexicographically positive if its first non-zero 
element is positive. In the remainder, we assume that b is lexicographically positive, 
since otherwise it is trivial that no solution exists, as is given by the fact that Ai is a 
non-negative combination of lexicographically positive columns. 
Next, we discuss the complexity of PC. For this, we use the zero-one integer pro- 
gramming problem [9], which is defined as follows. 
Definition 16 (Zero-one integer programming (ZOIP)). Given are a matrix ME 
72 mxn, a vector dE Z”, a vector c E Z”, and an integer B. Determine whether there 
is a vector x E (0, 1)” such that Mw = d and cTx 3 B. 
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Without loss of generality, we may assume the columns in M and the vector d to 
be lexicographically positive. ZOIP is NP-complete in the strong sense [9]. 
Theorem 7. PC is NP-complete in the strong sense. 
Proof. First, for a given vector i one can check in polynomial time whether it satisfies 
(12), so PC E NP. Next, ZOIP can be reduced to PC. Let an instance Xzoip of ZOIP 
be given, then we define an instance 4,, of PC according to 
a 6=n, 
0 &=l, fork-0 ,..., 6-1, 
l p=c, 
l s=B, 
0 a=m, 
l A=M, and 
l b=d. 
Now, with the relation x =i we can see that YzO,,, has a solution if and only if 9,,c 
has one. Since ZOIP is NP-complete in the strong sense, PC is also NP-complete in 
the strong sense. 0 
Solving PC is as hard as solving the following optimization variant of it. 
Definition 17 (Precedence determination (PD)). Given are an iterator bound vector 
Z~N$,aperiodvectorp~@,anindexmatrix AEZ”~’ with lexicographically positive 
columns, and an index offset vector b E 27”. Determine the maximum value of pTi, for 
any in Z” subject to 
Ai= 6, O<i<Z, i integer. 
The reason that PC is as hard as PD is the fact that pTi is bounded by -6 p,,J,,,,, 
and +6 p,,,l,,, where pmax is the maximum of the absolute values of the periods 
and Imax is the maximum of the iterator bounds. The solution of PD can then be found 
by bisecting the value range of pTi and using an algorithm for PC. 
By switching from the decision problem PC to the optimization problem PD it is 
possible to decompose for a given instance the integer linear programming problem 
into a number of smaller problems. 
Next, we discuss the complexity of four special cases of PC, induced by practical 
situations. The first special case is the case with a lexicographical index ordering. This 
property is analogous to the property of a lexicographical execution. It implies that a 
lexicographically larger iterator vector results in a lexicographically larger index vector. 
Definition 18 (PCL). Given are an iterator bound vector ZE Nt, a period vector 
p E Z”, an integer s, an index matrix A E TX a with lexicographically positive columns, 
and an index offset vector b E Z”. Furthermore, for all vectors i, j E Z” with 0 < i,j < 1 
holds 
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Determine whether there is a vector i that satisfies 
pTi>s, A-b, 06&Z, i integer. 
Theorem 8. PCL can be solved in polynomial time. 
Proof. For the proof, we show that if PCL has a solution, then the lexicographically 
maximal solution i* satisfies 
(13) 
for all k = 0,. . . , 6 - 1, where A.,[ denotes column 1 of matrix A, and where we define 
xdivy=max{kEZ, Iky<lexx}, 
for y > tex 0, i.e., the maximal integer number of times a vector y can be subtracted 
from a vector x that results in a lexicographically non-negative vector. So, if a solution 
exists, then there is a lexicographically maximal one, and by using (13) it can be 
computed in polynomial time. Similar to PUCL, the elements it are computed in order 
of increasing index k, i.e., in order of lexicographically non-increasing column A.,k. 
We show that i* satisfies (13) by contradiction. Let i* be the lexicographically 
maximal solution of a given instance of PCL, and let k E (0,. . ,6 - l} be such that 
it#rnin{Ik, (b-gA.,jiF)divA.,i). 
Since it cannot be larger than this minimum, it must be smaller. So, 
Then, using y(x div y) <tex x for all y > tex 0, we have 
k-l 
A.,k ic <lex b - c A.,[ i: - A.,k 
I=0 
and thus 
k 
c A.,I i; + A.,k <lex b. 
I=0 
So, if we define a vector i’ E Z” as follows 
iT for l=O,...,k - 1, 
ii zz i: + 1 for I= k, 
0 for l=k+ 1,...,6 - 1, 
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then Ai’ < lex b. Furthermore, 0 6i’ <I and i* < lex i’, which implies that Ai* <lex Ai’ 
61ex 6. This contradicts the fact that i* is a solution. 0 
Analogously to PUCLL, we define the second special case of PC. 
Definition 19 (KU). Given are an iterator bound vector ZE N$, a period vector 
p E Zb, an integer s, an index matrix A E HE ’ ’ with lexicographically positive columns, 
and an index offset vector b E 27”. Furthermore, the columns of matrix A can be divided 
among two matrices A’ E Pxs and A” E Pxs”, with 6’ + 6” = 6, and the enties in 
the vector ZE N$ can be divided accordingly among I’ E Nf and Z” E Nf’ , such that 
Z’ with A’ gives a lexicographical index ordering, as well as Z” with A”. Determine 
whether there is a vector i that satisfies 
pTi2s, Ai-b, O<i<Z, i integer. 
Theorem 9. PCLL is NP-complete in the strong sense. 
Proof. For this proof, we polynomially transform PC into PCLL. Let an instance Ypc 
of PC be given, then we define an instance 9rctl of PCLL as 
AI,= [; A], bu= [ :I; 4,= [f]. P,I= [;I, SII=S. 
Here, I is the 6 x 6 identity matrix, and 0 is the c( x 6 zero matrix. Now, for a solution 
of 3rctt, which we denote by the vectors i’ and i”, we see that i’ + i” = I. Next, we 
introduce a relation between a solution i of _aPc and a solution (i’, i”) of _aPclr according 
to 
i’ = i A i” = 1 - i. 
Then we can see that Yrc has a solution if and only if Ypctl has one. So we can 
conclude that PCLL is NP-complete in the strong sense. c1 
The third special case of PC is the case with only one index equation, i.e., a = 1. 
Note that this special case also occurs if the original problem can be decomposed into 
a number of problems with one index equation each. 
Definition 20 (PC]). Given are an iterator bound vector ZE N”+, a period vector p E 
Zs, an integer s, a vector a E IV:, and an index offset b E N,. Determine whether there 
is a vector i that satisfies 
T. 
p 12% aTi=b, O<i<Z, 
To discuss the complexity of PC1 
as follows. 
i integer. (14) 
we use the knapsack problem [9], which is defined 
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Definition 21 (Knupsack (KS)). Given are a finite set U, with for each u E U a size 
S(U) E N+ and a value v(u) E N+, and positive integers B and K. Determine whether 
there is a subset U’ c U that satisfies 
c s(u)<B/\ c v(u)aK. 
rrE U’ L&U 
(15) 
KS is NP-complete, and it can be solved in pseudo-polynomial time [9]. 
Theorem 10. PC1 is NP-complete. 
Proof. For the proof, we show that KS can be reduced to PC 1. Let an instance .Yks 
of KS be given with U = {IQ,. . , u,_l }. Now we define an instance Xpct of PC1 
according to 
/k=l, for k=O ,..., n- 1, and I,=B, 
pk =v(uk). for k=O ,..., n - 1, and p,,=O, 
.s=K, 
ul,=s(uk),fork=O ,..., n-l,and&=l,and 
h=B. 
Next, we introduce a relation between a solution U’ of .gks and a solution i of Jpcl 
according to 
for k=O,...,n - 1, and 
i,=B- 
c s(u). 
1rElJ’ 
Then we have 
n-l 
aTi = c akik + t&i,, = c s(u) + B - c s(u)= B= h. 
k=O UEC” UEU’ 
Furthermore. we have 
c v(u) =pTi. 
UEU 
So, we can see that Yks has a solution if and only if .Jpct has one. This proves that 
PC1 is NP-complete. 0 
Theorem 11. PC1 can be solved in pseudo-polynomial time. 
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Proof. For this proof, we transform an instance Ypcl of PC1 into an instance yks of 
KS, allowing us to use a pseudo-polynomial time algorithm for KS to solve PCl. The 
transformation is as follows. First, we define 
6-l 
x= c IPklIk + 1. 
k=O 
Consequently, -x <pTi <x, for all i, 0 <i <I. So, without loss of generality, we may 
assume that s 3 - x. Next, we define the following. 
l For each k = 0,. . . , 6-l and each l=O,...,&-1 we add an element t&r to U with 
Size s(uk,[) = ffk and Value u(uk,J) = pk + 2xffk. 
l B=b. 
. K==s+2xb. 
Note that S(U) > 0, for all u E U, and K 3s + 2x > 0. Furthermore, note that the given 
transformation can be done in pseudo-polynomial time, and that the largest number in 
Ypcl is pseudo-polynomially bounded. 
Now, if 4rcr has a solution i, then yks has a solution given by 
U’={Uk,JEUIO6l<ik}, 
i.e., we put ik elements U,J with m = k in U’. Then we have 
ii-l 
c s(u)= c akik=b=B, 
UEU k=O 
6-l 
c u(u) = c (Pk + 2xffk)ik >S + 2xb = K. 
UEU k=O 
So, U’ satisfies (15). 
If yks has a solution U’, which can be computed in pseudo-polynomial 
we construct a solution i of Ypct by assigning 
ik=I{um,JEU’Im=k}l. 
Then we have 
&I 
c ffkik = c s(u)<B=b, 
k=O UEU 
akik = c( pk + 2Xak)ik - pTi 
k=O k=O 
= C v(u) -pTi 
l&cl 
> s+2xb-x 
> 2x(b - 1). 
time, then 
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Hence, b - 1 < aTi d h, i.e., aTi = b. Furthermore, we have 
6- I 6- 1 
pTi = c (pk f 2xak)ik - c 2xakik 
k::O k=O 
=c 
v(u) - 2xb 
UE U’ 
> s -t 2xb - 2xb 
= s. 
So, i satisfies (14) and, consequently, we have found a solution of Ypct in pseudo- 
polynomial time. This concludes the proof. 0 
The following special case of PC is the case with only one index equation, with 
divisible coefficients. Divisibility of coefficients occurs when, for instance, in a video 
algorithm a two-dimensional array with indices 110 and n 1, with 0 < n 1 < c, is substituted 
by a one-dimensional array with index n = cna + nt . 
Definition 22 (PCIDC). Given are an iterator bound vector Z E N’$, a period vector 
p E Z”, an integer S, a vector a E Nt, sorted in non-increasing order, with ak+l 1 al, for 
all k = 0,. . . , 6 - 2, and an index offset b E N+. Determine whether there is a vector i 
that satisfies 
T. 
p 13s, aTi=b, OdiGZ, i integer. 
Theorem 12. PCIDC can be solved in polynomial time. 
Proof. In this proof, we determine in polynomial time a vector i for which pTi is 
maximal, subject to 
aTi=b, O<i<Z, i integer. 
To this end, we interpret the problem as follows. The number of iterators, 6, is inter- 
preted as a number of block types. Each block type k = 0,. . ,6 - 1 has a size ak and 
a profit pk. Furthermore, of each type k we are given Zk blocks. The question is now 
to determine for each block type k, a number ik of blocks to be taken, such that the 
total size, given by 
s-1 
c akik, 
k=O 
is equal to b, which we call a bag size, and such that the total profit, given by 
6- 1 
c pkilh 
k=O 
is maximal. 
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Let the number of different block sizes be given by m, i.e., 
m=~{a~~k=0,...,6- 1}1. 
Furthermore, let these sizes be denoted by CO,. . . , c,+, , sorted in decreasing order, 
i.e., 
CO>C] > ... >C*_l. 
The sizes are divisible, so c,+i 1 Cj, for all j = 0,. . . , m - 2. 
Next, we re-index the block types, by giving them an index j E (0,. . . ,m - l}, 
denoting that their size equals cj, and an index 1, used to sort the block types in order 
of non-increasing profit within each group of equal size. More detailed, if we denote 
the number of block types with size cj by nj, i.e., 
then we re-index the sizes as aj,l, for j = 0,. . . ,m - 1 and 1 =O,. . . ,nj - 1, and 
we re-index the profits and numbers of blocks accordingly as pj,l and I,,,, such 
that 
Uj,O=Uj,l = . . ’ =Uj,n,-l =Cj, 
Pj,O3Pj,13 .” 3Pj.n,-l, 
for all j = 0,. . . , m - 1. 
Now we can make a distinction between three cases: (a) c,_ 1 lb, (b) c,,- 1 lb A m = 1, 
and (c) c,_llbAm>l. 
In case (a), the smallest block size C,_I does not divide the bag size b. Since all 
sizes are multiples of c,,_], this means that no solution exists. 
In case (b), we have only one block size, CO, and it divides the bag size b. This 
means that we have to take b/co blocks. In order to maximize the total profit, we do 
this in order of non-increasing profit, i.e., we set 
for 1= 0,. . . , no - 1. If the total number of blocks, given by Cyli’ lo,,, is at least b/co, 
then this gives a solution with maximal total profit. Otherwise, no solution exists. 
In case (c), we have more than one block size, and the smallest one, cm-l, divides 
the bag size b. Now, we first determine q,r E N such that 
b=qc,,_z +r~O<r<c,,-2 
Since the block sizes cj, for j <m - 1, are all multiples of c,-2, we know that the 
part Y of the bag has to be filled by blocks of size c,_ 1. So, to start with, we need to 
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I=7 I=4 [=a 
p=9 p=3 p=2 
r 1 I I 
1 I I I 1 
I=2 I=1 I=1 I=2 
p=21 p=i5 p=a p=6 
Fig. 6. Grouping remaining blocks with size c,,_l optimally in groups of .fh-l =c,_2/c,,-l blocks. In this 
example, the grouping factor fm_l = 3. One block is wasted. The widths of the boxes denote the sizes of 
the blocks. The numbers in the boxes denote the profits. 
take Y/c~~-~ blocks of size c,_t. Again, we do this in order of non-increasing profit, 
i.e., we set 
{ 
I-1 
im-,,/ = min I+I,I,~/~,-I - C &-1.j , 
/=o 1 
for l=O,...,n,_l - 1. 
Next, the remaining part of the bag, given by qc,,-2, is a multiple of ~~-7.. So, 
if we use the remaining blocks with size c,,+l, then we have to do that in groups 
of f,,-I = c,,_~/c,,-t blocks; fm-] is called the grouping factor. Furthermore, if we 
use them, we must do that in order of non-increasing profit, in order to maximize 
the total profit. Therefore, we line up the remaining blocks of size c,_r in order of 
non-increasing profit, and then we replace groups of fm_l blocks by blocks with size 
c,-2. For each new item of size c,,_2, the new profit p is given by the sum of the 
profits of the contained blocks of size c,_ 1. Fig. 6 shows an example of this grouping. 
After the grouping, the problem instance is reduced to one with m - 1 different sizes. 
Following the above procedure, an instance of PClDC is solved by repeatedly ap- 
plying the recipe for case (c), until case (a) or (b) is achieved. 
To show that this algorithm has a polynomial time complexity, we first determine 
how many new block types are constructed in the grouping phase. In order to derive 
polynomial bounds, we make a distinction between block types of which we will use 
the fact that one block is given, i.e., Ii.l= 1, and block types with no such restriction 
on their upper bounds, i.e., types which may have an upper bound equal to or larger 
than one. So, in the set of n, block types with size ci, j = 0,. . , m - 1, we identify o, 
types of which exactly one block is given, i.e., Ii,/ = 1, and U, types with fine upper 
bounds. For simplicity, the initial block types can all be considered as block types with 
free upper bounds, i.e., we can take u, = nj and Oj = 0, for all j = 0,. . . ,m - 1. 
In the grouping phase, remaining blocks with size c,,_r are grouped into blocks 
with size cm_-2 = ,fm_ 1 cm_ 1. The u,,_ 1 block types with free upper bounds then result 
in Au,,-2 <u,_l new block types with free bounds. For the example of Fig. 6, we see 
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that the urn_1 = 3 block types with free bounds result in Au,,_2 = 2 new block types 
with free bounds. At the transition from one block type to another, some blocks of 
one type may be grouped together with blocks of other types. Of each of the u,-1 
block types with free bounds, however, at most fm-l - 1 blocks at the left-hand side 
and fm-, - 1 blocks at the right-hand side may be grouped together with blocks of 
other types. Consider, for example, the block type with bound I = 4 and profit p = 3 
in Fig. 6. At the left-hand side two blocks are combined with blocks of profit p=9, 
and at the right-hand side two blocks are combined with blocks of profit p=2. Apart 
from these blocks, there are o,_i block types of which exactly one block is given, 
which are also grouped together with blocks of other types. All these combinations of 
different block types result then in a number do,,_2 of new block types with exactly 
one block each, bounded by 
2(fm-1 - lhr-I +%-I 
fm-I 
< 
L 
2ll,_, + z 
1 
<22&-I + L+Om_,J d224,_, I- ;o,_,. 
So, in the new subset of nk_2 block types with size ~-2, we can identify ok-2 types 
of which exactly one block is given, and u;_~ types with free bounds, where 
4-2 = urn-2 + Au,_2 GU,,_~ + u,-i, 
I 
On?-2 - - ~-2 + Aon-- <0,_2 + 2u,_, + ;o,_,_ 
In the grouping phases of subsequent iterations, where blocks of size cj+i are grouped 
into blocks of size cj, we have 
ll; <u; + u;+1, 0; <Oj + 2Ui+, + +O$+I, 
for all j = 0,. . . , m - 3. If we apply the above inequalities recursively, we can derive 
m-l m-l m-l 
2.4; d c ut, 0; 6 Cot +4 c ut, 
t=j t=j t=j+l 
for all j = 0,. . . , m - 1. Since the total number of block types is given by 6, we can 
conclude that u; = Co(d) and 0; = O(6), for all j = 0,. . , m - 1. 
Now, in each iteration of the recursive procedure, sorting the block types with size 
c,-i in order of non-increasing profit, and taking blocks of these types to fill up the part 
Y of the bag, takes O(61og S) + O(6)= O(Slog6) steps. After that, the grouping takes 
O(6) steps. So, the total amount of steps in each iteration is G(6 log6). The number 
of iterations is given by m, so the recursive procedure takes B(m6 log 6) = 0(a2 log S) 
steps, which is polynomially bounded in the size of the instance. 0 
As a corollary of Theorem 12 we can derive that knapsack with divisible item sizes 
can be solved in polynomial time [33]. 
W.F.J. Verhaeyh et al. I Discrete Applied Mathematics 89 (1998) 213-242 239 
5. Multidimensional periodic scheduling 
In this section we discuss the complexity of the multidimensional periodic schedul- 
ing problem in its entirety. Based on the complexity of checking the processing unit 
and precedence constraints, we can show that the complementary problem co-MPS of 
MPS is NP-complete in the strong sense, i.e., the problem to detect whether no fea- 
sible schedule u exists. These proofs are straightforward. If however multidimensional 
periodic scheduling is restricted to instances for which these sub-problems are well 
solvable, then the problem remains NP-hard, as can be seen by the following theorem. 
For this, we use the strictly periodic single processor scheduling problem [14]. 
Definition 23 (Strictlv periodic single processor scheduling (SPSPS)). Given are a 
finite set U of operations, and for each operation u E U a period q(u) E N+ and an exe- 
cution time e(u) E N+, with e(u) <q(u). Determine whether there is a time assignment 
s : Ii --) Z for which 
[s(u) + kdu),s(u) + kq(u) + e(u)) n b(u) + Iq(v),s(v) + /q(a) + e(v)) = 0, 
for all U, 2’ E U, u # u, and all k, 1 c L. 
SPSPS is NP-complete in the strong sense [14]. 
Theorem 13. MPS is NP-hard in the strong sense. 
Proof. For this proof, we reduce SPSPS to MPS. Let an instance Yspsps of SPSPS 
be given, with U = { ug, . . . , u,_ I}. We now construct the following instance Xmps of 
MPS. For the signal flow graph G we choose 
l the set of operations V={II~,...,V,_I}, 
l all operation types t(u) are chosen identical, for all II E V, 
l the execution times e(vk ) = e(uk ), for all k = 0,. . . , n - 1, 
l the iterator bound vectors Z(o) = [m], for all 1: E V, and 
l the operations have no input ports nor output ports, and thus the set of edges E = 0. 
Next, we choose period vectors 
for all k = 0 , . . . , n - 1. Finally, we choose the start time bounds s(u) = -cc and S(U) = 
+xj, for all v E V, and we choose one processing unit, i.e., W = {w}. 
Note that the difference between the SPSPS instance and the MPS instance merely is 
that in the former operations are repeated to infinity in two directions, i.e., from -CC 
to +x, whereas in the latter operations are only repeated to infinity in one direction, 
i.e., from 0 to -too. 
Now, with the relation s( uk ) = s( uk ), for all k = 0, . . , n - 1, we can see that .Y~spsps has 
a solution if and only if all operations in V can be scheduled on the given processing 
unit. This completes the proof. 0 
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Note that it is not likely that MPS E NP. For instance, it is not likely that one can 
verify in polynomial time that a schedule is feasible. 
6. Conclusion 
We have presented a model of multidimensional periodic operations and we have 
formulated the multidimensional periodic scheduling problem. This problem originates 
from the design of digital video signal processors. We have shown that the multidimen- 
sional periodic scheduling problem and two related sub-problems are NP-hard. Next, 
we have identified several practically relevant special cases, some of which are proven 
to be well solvable. 
In its more general form, the multidimensional periodic scheduling problem also 
comprises period assignment, and we want to minimize a weighted sum of processing 
unit costs and memory costs. Since this problem is too complex to be handled in its 
entirety, we decompose it into two stages. In the first stage we assign period vectors 
to all operations and in the second stage we assign start times to the operations and 
assign the operations to processing units. 
The main objective to be minimized in the first stage is the storage cost, subject to 
the timing and precedence constraints. In order to do so, we also have to determine 
preliminary start times, which may be altered in the second stage. The processing unit 
cost is not taken into account, since no processing unit assignment is determined. For 
similar reasons the access cost is not taken into account. The determination of periods 
is based on a linear programming approach. To this end, so-called stop operations 
are added which denote the ends of the variables’ lifetimes, and the storage cost is 
estimated by a function that is linear in the periods and start times. Furthermore, 
a branch-and-bound technique is applied to find solutions that satisfy the non-linear 
constraints. 
In the second stage, we opt for a resource and time constrained approach. So, we 
assume that the number of processing units of each type is given. Then, start times and 
a processing unit assignment are determined, such that a feasible schedule is obtained. 
This is done by means of list scheduling, based on integer linear programming (ILP) 
techniques for detecting processing unit and precedence conflicts, which are tailored 
towards the well-solvable special cases. The sizes of these ILP sub-problems are small 
since they only depend on the number of dimensions of repetition and not on the 
number of operations. 
The details of the solution approach can be found in [35, 321. The corresponding 
algorithms have been implemented in C++, and are incorporated in the design method- 
ology Phideo [ 161. In practice they are well applicable for finding good solutions in a 
reasonable amount of time, using them in an iterative and interactive way. Currently, 
the Phideo tools are being used by several design teams within Philips. For example, 
they have been used to design an IC for the latest generation of lOO-Hz TV [ 171; an 
IC that is produced in high volumes. 
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