Well-nested word languages have been advertised as adequate formalizations of the notion of mild context-sensitivity. The main result of this paper is a characterization of well-nested tree languages in terms of simple attributed tree transducers.
Introduction
The intuitive notion of mild context-sensitivity has led to two competing candidates claiming to be an exact formal rendering of the intentions Joshi (1985) was trying to capture when introducing this concept. On the one hand multiple context-free grammars and their equivalents exhibiting a variety of wildly different specifications provide impressive evidence that this precise counterpart of the informal description of mild context-sensitivity constitutes a natural class. On the other hand the wellnested subclass of the multiple context-free grammars has recently been advertised as a formalization more in accordance with Joshi's original intentions ( (Kanazawa, 2009) , (Kuhlmann, 2007) ). Both candidates have counterparts in the realm of tree languages and it is in this context that they are easily recognized as mathematically precise characterizations of two leading linguistic models, minimalist syntax and tree adjoining grammars (cf. (Harkema, 2001) , (Michaelis, 2001) , (Kepser and Rogers, 2007) , (Mönnich, 1997) , (Mönnich, 2007) ).
The tree languages in question are the multiple regular tree languages ( (Raoult, 1997) ) and the simple context-free tree languages ( (Engelfriet and Maneth, 2000) ). Both language families are proper subfamilies of the tree languages generated by context-free hyperedge-replacement graph grammars and the latter family is identical with the output languages of logical tree-to-tree transductions applied to regular tree languages. The obvious question that poses itself is whether the two restricted rule formats or their corresponding tree transducers, finite-copying top-down tree transducers and simple macro tree transducers (M T T ), respectively, can be given an equivalent logical characterization in terms of restrictions on the logical formulae defining the relations in the target structures of logical transductions. This is indeed the case. From results presented in (Bloem and Engelfriet, 2000) and in (Engelfriet and Maneth, 1999) it follows that the tree languages which are the output of finite-copying top-down tree transducers applied to regular tree languages are exactly the output tree languages of logical tree transducers which are direction preserving in the sense that edges in the output trees correspond to directed paths in the input trees. As a preliminary step towards an analogous result for languages generated by simple context-free tree grammars (CF T sp ) we'll show in this paper that they are equivalent to the output languages of a highly restricted form of attributed tree transducers (AT T ). As emphasized by (Bloem and Engelfriet, 2000) , attribute grammars are to be regarded as a specification language and, as such, they are much closer to logical specifications than context-free tree grammars.
In previous work Duske et al. (1977) have characterized the inside-out macro languages due to (Fischer, 1968) as the output string languages of attribute grammars with one synthesized attribute only. In a nutshell, we lift their result to the tree level and restrict it to the case of well-nested tree languages, which are immune to differences of derivation mode ( (Kepser and Mönnich, 2006) ) and, a fortiori, are inside-out. In their paper mentioned above Engelfriet and Maneth (2000) point out that wellnested tree grammars can be regarded as a notational variant of simple M T T s. Our result could accordingly be interpreted as showing the equivalence between simple AT T s and simple M T T s. We believe that our construction that avoids the detour via M T T s has the advantage of establishing a direct link between a procedural and a declarative formalization of well-nestedness.
After these introductory remarks we will recall some basic concepts from the theory of tree languages and the theory of attributed tree transducers. The following section is an attempt at reviewing briefly the notion of mild context-sensitivity from the perspective of context-free graph languages. We will then proceed to prove the equivalence of CF T sp and simple AT T s with one attribute only (1S − AT T ss,si ). We shall close with some remarks regarding the problems to be solved for a logical characterization of CF T sp .
Preliminaries
For any set A, A * is the set of all strings over A. ε is the empty string, |w| is the length of a string w. N denotes the set {0, 1, 2, 3, . . .} of nonnegative integers.
Let S be a finite set of sorts. An S-signature is a set Σ given with two mappings ar : Σ → S * (the arity mapping) and so : Σ → S (the sort mapping). The length of ar(σ) is called the rank of σ, and is denoted by rank(σ). The type of σ (σ ∈ Σ) is the pair ar(σ), so(σ) . The elements of Σ ε,s are also called constants (of sort s).
In case S is a singleton set {s}, i.e. in case Σ is a single-sorted or ranked alphabet (over sort s), we usually write Σ (n) to denote the (unique) set of operators of rank n ∈ N ; we also write σ (n) to indicate that rank(σ) = n. In this case, which is of particular interest to us, the set of trees T Σ is defined recursively as follows. Each constant of Σ, i.e., each symbol of rank 0, is a tree. If σ is of rank k and t 1 , . . . , t k are trees, then σ(t 1 , . . . , t k ) is a tree. A tree language L ⊆ T Σ over Σ is a subset of T Σ . With each tree t ∈ T Σ we can associate a string s ∈ Σ * 0 by reading the leaves of t from left to right. This string is called the yield of t, denoted by yd(t). More formally, yd(t) = t if t ∈ Σ 0 , and yd(t) = yd(t 1 ) · · · yd(t k ) whenever t = σ(t 1 , . . . , t k ) with k ≥ 1. The yield of tree language L is defined straightforwardly as yd(L) = {yd(t)|t ∈ L}.
If A is a set (of symbols) disjoint from Σ, then T Σ (A) (alternatively T (Σ, A)) denotes the set of trees T Σ∪A where all elements of A are taken as constants. Let X = {x 1 , x 2 , x 3 , . . .} be a fixed denumerable set of input variables and Y = {y 1 , y 2 , y 3 , . . .} be a fixed denumerable set of parameters.
Definition 1 A context-free tree (CF T ) grammar is a tuple G = (F, Ω, S, P ) where F and Ω are ranked alphabets of non-terminals and terminals, respectively, S ∈ F (0) is the start symbol and P is a finite set of productions of the form
where F ∈ F and ξ is a tree over F, Ω and Y m .
If for every F ∈ F (m) each y ∈ Y m occurs exactly once on the right-hand side of the corresponding rule then the context-free tree grammar is called simple in the parameters (sp). The family of tree languages which is generated by context-free tree grammars which are simple in their parameters is designated as CF T sp .
A grammar G = F, Ω, S, P ) is called a regular tree (REGT) grammar if F = F (0) , i.e., if all nonterminals are of rank 0.
Attributed tree transducers are a variant of attribute grammars in which all attribute values are trees. Besides meaning names which transmit information in a top-down manner, attributed tree transducers contain explicit context names which allow information to be passed up from a node to its mother. Consequently, arbitrary tree walks can be realized by attributed tree transducers.
Definition 2 An attributed tree transducer (AT T ) is a tuple
where Syn and Inh are disjoint alphabets of synthesized and inherited attributes, respectively, Σ and Ω are ranked alphabets of input and output symbols, respectively, α m is a synthesized attribute, and R is a finite set of rules of the following form: For every σ ∈ Σ (m) , for every (γ, ρ) ∈ ins σ (the set of inside attributes of σ), there is exactly one rule in R σ :
where ξ ∈ T Ω∪outσ and out σ is the set of outside attributes of σ. Definition 3 For every σ ∈ Σ (m) , the set of inside attributes is the set ins σ = {(α, π)|α ∈ Syn} ∪ {(β, πi)|β ∈ Inh, i ≤ m} and the set of outside attributes is the set out σ = {(β, π)|β ∈ Inh} ∪ {(α, πi)|α ∈ Syn, i ≤ m}. π and ρ are path variables ranging over node occurrences in the input tree.
AT T s with rules R σ at an input symbol σ in which each outside attribute occurs exactly once are called simple attributed tree transducers. We denote this class by AT T ss,si on the model of macro tree transducers that are simple, i.e., linear and nondeleting, both in their input variables and in their parameters (M T T si,sp ).
The dependencies between attribute occurrences in an input tree s can be represented with the help of R σ . An instance of an attribute occurrence (α, π) depends on another occurrence (α ′ , π ′ ) if σ labels node u in s, R σ contains the rule (α ′ , π ′ ) → ξ and (α, π) labels one of the leaves in ξ.
The dependency graph D(s) of an input tree s ∈ T Σ consists of the set of attribute occurrences together with the dependencies according to the rules in R. Reversing the direction of these dependencies leads to the notion of a semantic graph S(s) of an input tree s ∈ T Σ .
An attributed tree transducer is noncircular if the paths of attribute dependencies are noncircular. It is well known that noncircular AT T s have unique decorations dec, functions which assign each attribute occurrence a tree over Ω ∪ out σ in accordance with the productions R σ .
Definition 4
The transduction realized by a noncircular attributed tree transducer A is the function
Remark 1 AT T s which have synthesized attributes only are very close to top-down tree tranducers. Their rules (γ, ρ) → ξ in R σ correspond to tree transducer rules
where σ ∈ Σ (m) and ξ ′ is obtained from ξ by substituting every (α, πi) by α(x i ).
Mild Context-Sensitivity
Even though the list of characteristic properties Joshi (1985) has suggested as characteristic features of a linguistically adequate extension of contextfreeness can hardly be considered as a formally explicit definition it has become accepted as an informal description of a precise counterpart that has turned out to be remarkably stable with respect to a variety of wildly different specifications. This stability provides impressive evidence that the precise counterpart of the informal description of mild context-sensitivity constitutes a natural class. Over the last couple of years the formal characterizations assembled in Tabel 1, which all satisfy the criteria for membership in the class of mildly contextsensitive languages, have turned out to be weakly equivalent. Besides this group of attempts at providing a formal explication for a framework adapted to the level of complexity found in natural language syntax another proposal for an exact definition of mild context-sensitivity is currently the focus of attention among linguists. We referred above to Kanazawa's claim that the so-called well-nested multiple context-free word grammars constitute a more faithful approximation of Joshi's original ideas than the multiple context-free grammars that were M CF L =languages generated by multiple context-free grammars M CT AL =languages generated by multi-component tree adjoining grammars LCF RL =languages generated by linear context-free rewriting systems LU SCL =languages generated by local unordered scattered context grammars ST R(HR) =languages generated by string generating hyperedge replacement grammars OU T (DT W T ) =output languages of deterministic tree-walking tree-to-string transducers ydDT f c (REGT ) =yields of images of regular tree languages under deterministic finite-copying top-down tree transduction P GRP T =languages defined by pregroups with tupling Table 1 : Classes of mildly context-sensitive word languages the most prominent member of the first mathematically precise rendering of the notion of mild context-sensitivity. Well-nested multiple contextfree string grammars satisfy the additional condition of a matching-like or well-nested rearrangement of the arguments of non-terminals on the right-hand sides of possible rules allowed by this type of grammar. Furthermore, it is obvious that well-nested multiple context-free languages are included in the multiple context-free languages in general. Besides this formal characterization in terms of well-nested multiple context-free languages, a number of further precise representatives of this second version of mild context-sensitivity have been found. This group assembled in Table 2 may not be as impressive as the long list of equivalent formalizations that was listed in connection with the first proposal for a formal rendering of mild context-sensitivity. Still, the equivalence of such wildly different systems as abstract categorial grammars and (subclasses of) macro tree transducers cannot be a pure coincidence, but has to be accepted as a sign of an underlying conceptual coherence.
The Table 2 contains besides examples of wellnestedness on the level of word languages two specimens of well-nested tree languages. Needless to say, the derived tree structures are well-nested in both alternatives suggested as formal renderings of mild-context-sensitivity. The well-nestedness condition concerns exclusively the rule format. In sharp contrast with the situation on the word level the multiple regular tree languages and the simple context-free languages mentioned in the introduction as candidate formalizations of minimalist syntax and tree adjoining grammars, respectively, are proper subfamilies of the tree languages gen- erated by context-free hyperedge-replacement graph grammars (T R(HR)) and the latter family is identical with the output languages of logical treeto-tree transductions applied to regular tree languages (M SOT T (REGT )). Both mildly contextsensitive subfamilies of tree languages can be given descriptions in terms of grammatical systems and syntax-directed tree transducers. To repeat their formal characterizations, the multiple regular tree languages are exactly the output tree languages of finite-copying top-down tree transducers (T f c ) which, in turn, are the same as the output tree languages of direction preserving logical transductions (M SOT T dir ). The simple context-free tree languages, analogously, are exactly the output tree languages of simple macro tree transducers which, in turn, are the same as the output tree languages of simple attributed tree transducers with one synthesized attribute only, as shown in this paper. Their logical characterization is still open. Figure 1 summarizes the overview of the previous discussion concerning the inclusion relation among mildly contextsensitive tree languages.
Given the incomparability of the two families of mildly context-sensitive tree languages, the investi-M CF L wn = well-nested multiple context-free languages M AC sp = simple macro languages ydCF T sp = yields of context-free tree languages ydM T T si,sp (REGT ) = yields of output languages of tree transductions realized by simple macro tree transducers taking regular tree languages as input CF T sp = simple context-free tree languages ACG (2,3) = abstract categorial languages with abstract vocabulary of order at most 2 and lexical images of atomic types of order at most 3 Table 2 : Classes of well-nested mildly context-sensitive word and tree languages gation of their formal properties is of obvious interest for the evaluation of the corresponding linguistic frameworks. Should it turn out that ill-nested structures are needed for an adequate representation of structures exemplified in natural syntax the theory of "mildly context-sensitive" graph languages might still be the framework of choice as long as these structures are more tree-than graph-like. Trees can be uniquely characterised by specifying their hierarchical structure, they can be enumerated by means of a production system and they can be fed into an abstract automaton. For graphs no suitable notion of finite automaton has been proposed. Similarly, Graph grammars, on the other hand, do not generate their output in a way that is patterned by an independently given hierarchical structure which would be intrinsic to this data type.
In spite of this difference of the two data structures, the fact that certain linguistic phenomena are graphs does not as such preclude the possibility of an approach which sees them as the result of a logically defined tree transduction. Bauderon and Courcelle (1987) present an approach to graphs by defining a (generally infinite) set of graph operations such that every finite graph can be constructed by finitely many applications of these graph operations. For the particular licensing theory, head-driven phrase structure grammar (HP SG), we have shown ( (Kepser and Mönnich, 2003) ) that the classes of finite graphs defined by a finite HP SG signature and grammar are indeed such that they cannot be generated by a finite set of graph operations. But this purely metatheoretic limitation of HP SG in general is not supported by the amount of tree-likeness retained in concrete analysis structures proposed for grammatical phenomena in languages like Serbo-Croatian. It is thus not excluded that the general approach in terms of syntax-directed morphisms by means of tree-to-tree or tree-to-(tree-like) graph transducers can also be applied to a conceptual framework in which ill-nested derived structures enjoy full citizenship.
Main Result
In this section we will present our main result. The proof requires two constructions that reduce simple context-free tree grammars (CF G sp ) to simple attributed tree transducers with one synthesized attribute only (1S − AT T ss,si ) and vice versa.
From CF T sp to 1S − AT T ss,si
Before showing that for every CF G sp G an 1S − AT T ss,si A G can be constructed with the same output language we first regularize G by translating its rules into terms over a new signature that is obtained from the original one by a so-called lifting process (cf. (Maibaum, 1974) ). It would have been possible to reduce a given CF G sp directly into an equivalent 1S − AT T ss,si . We have opted for the indirect approach, because the lifting technique is closely related to a decomposition result for M T T s to the effect that the transformation performed by this family of tree transducers can be split into a symbolic replacement and a second-order substitution (cf. (Engelfriet and Vogler, 1985) ). We shall see in the last section that the recourse to context attributes in coping with the second-order substitution cannot be avoided, destroying the prospect of a characterization of well-nestedness by means of straightforward tree homomorphisms.
Definition 5 (LIFT) Let Σ be a ranked alphabet and X a finite set of variables. The derived N -sorted alphabet Σ ′ is defined as follows: For each n ≥ 0, Well-Nested Tree Languages and Attributed Tree Transducers Σ ′ ε,n = {f ′ | f ∈ Σ n } is a new set of symbols of type ε, n ; for each n ≥ 1 and each i, 1 ≤ i ≤ n, π n i is a new symbol, the ith projection symbol of type ε, n ; for each n, k ≥ 0 the new symbol c (n,k) is the (n, k)th composition symbol of type
By way of example, we consider the effect of the lifting transformation on a CF T sp G that generates the language L(G) = {a n b m c n d m }, where we have omitted the concatenation symbols. The grammar consists of the terminal alphabet Ω = F (4) }and the following group P of rules: Figure 2 illustrates a derivation of the string aabccd with explicit concatenation. The process of applying the lifting transformation to the grammar G given above returns a regular tree grammar G ′ with the following group of rules P ′ :
1 , π 4 2 ), π 4 3 ), π 4 4 ) We parallel the derivation of the example string aabccd with the corresponding derivation in the lifted grammar G ′ in Figure 3 .
The terminal tree in Fig 3 over the lifted signature is yet to be translated into the structures generated by the CF T sp G. These latter structures are coded into the lifted trees and are easily retrieved by unraveling the information contained in the projection and composition symbols. Algebraically speaking, the step from the lifted to the intended structures is nothing but the value of the unique homomorphism from the free term algebra into the substitution algebra over the lifted signature. This homomorphism is simulated by the attributed tree transducer which constitutes the core of the proof of the crucial lemma.
Lemma 1 For every CF T sp G, there is an 1S − AT T ss,si A G that outputs the same language when applied to the lifted derivation trees of G ′ .
Proof For a given CF G sp G = (F, Ω, S, P ) an 1S − AT T ss,si = (Syn, Inh, Σ, Ω, α m , R) A G that outputs the same language is defined from the components of Gs lifted version in the following way.
• Syn = {α} with α = α m at the root node
• Inh = {β j |1 ≤ j ≤ m} with m the maximal sort of a lifted non-terminal F ′
• Every symbol in the derivation trees is assigned one synthesized attribute.
• Every projection symbol is assigned one inherited attribute
• Every lifted terminal symbol f ′ of sort n is assigned n inherited attributes.
• The function ass inh assigning inherited symbols to composition symbols c is defined by structural induction on the trees on the rhs of
where t = c(t 1 , . . . , t n ) and where proj deletes all inherited attributes of t 1 that have no counterparts in ass inh (t i ) (2 ≤ i).
• Each R π n i contains the rule
where n is the sort of f ′ .
• Each R c contains the rules απ → απ1
provided that the inherited attributes belong to the outside attributes of the composition symbol c.
The correctness of the construction follows from an easy rule induction.
Remark 2 In the proof of Lemma 1 we have slightly departed from the official definition of an ATT by assigning inherited attributes to composition symbols in a context-dependent way. This could be repaired by labeling composition symbols with the non-terminals on the lhs of P.
By way of example, consider the slightly simplified lifted tree in Figure 4 which is decorated with both the synthesized and inherited attributes and their values. Evaluating the meaning attribute α m by traveling along the semantic graph results in the output tree •(• (•(•(a, a) , ε), •(c, c)), ε).
4.2 From 1S − AT T ss,si to CF G sp It was mentioned above that attributed tree transducers are attribute grammars with all their attribute values restricted to trees and their semantic functions to substitution of trees for dependent leaves. Second-order substitution for internal nodes of trees is achieved through the upward information transport that is made possible by the inherited attributes. Integrating this information transfer with the leaf substitution leads to the kind of substitution or adjunction, for that matter, characteristic of contextfree grammars.
Lemma 2 For every 1S − AT T ss,si A, there exists an equivalent CF G sp G A .
Proof Let A = (Syn, Inh, Σ, Ω, α m , R) be an attributed tree transducer with one synthesized attribute only such that each outside attribute at an input symbol σ occurs exactly once in R σ . An equivalent simple context-free tree grammar G A is defined as follows:
• F = Σ where the arity of non-terminals is given by the number of interited attributes assigned to them in the input tree.
• Ω = Ω
• S = {σ (0) } with σ ∈ Σ labeling the root of an input tree.
• For every σ ∈ Σ we construct a rule σ(x 1 , . . . , x n ) → t where t = COM P (ξ) and ξ is the right-hand side of the only synthesized attribute α in R σ .
Well-Nested Tree Languages and Attributed Tree Transducers The right-hand sides of rules in R σ are designated by rhs(γπ, σ) in the following:
where ρ labels the ith daughter of σ, m is the arity of ρ and
By a routine inspection it is easy to verify that the resulting grammar G A is indeed simple and that it generates exactly the output language of A.
Remark 3 The construction in the preceding lemma is inspired by the proofs of Lemma 6.1 in (Engelfriet and Maneth, 1999) and of Lemma 5.11 in (Fülöp and Vogler, 1998) . In these references it was shown how to turn an AT T into an equivalent M T T . M T T s can be regarded as tree grammars in which the generation process is controlled by the input trees. In the present case these input structures assume the role of derivation trees. This leads to a certain amount of proliferation in the rule component of the resulting grammar. It is not difficult to prove that this rule proliferation is of no consequence for the derived tree language, i.e., the derived structures.
By Lemmas 1 and 2 we obtain our main result.
Theorem 1
The well-nested tree languages are exactly the output languages of simple attributed tree transducers with one synthesized attribute only applied to regular tree languages. Bloem and Engelfriet (2000) have shown that the output language of single use attributed tree transducers applied to regular tree languages are equal to the translations definable by monadic second-order logic. By the result presented in this paper this could be extended to a logical description of simple context-free tree languages. The question, though, of how to give a logical characterization for this family of tree languages is still open. The same question regarding the special case of monadic context-free tree languages was answered in (Mönnich, 2008) . The main theorem of that talk states that the edge definitions of a logical characterization with respect to these languages are either direction preserving or direction reversing. This characterization depends crucially on the possibility of proving a Greibach normal form for monadic simple context-free grammars, a result that would require a completely different proof in the case of non-monadic alphabets.
Envoi
An alternative way out by means of a bimorphic characterization is not open, either. Bimorphisms were introduced by Nivat (1968) for word languages and later extended to trees by Arnold and Dauchet (1982) . A bimorphism is a triple B = (φ, L, ψ) where L is a regular language and φ and ψ are homomorphisms. A bimorphism induces a relation B defined as B = {(φ(t), ψ(t) | t ∈ L}. It is interesting to note that the relations specified by tree transducers are captured by bimorphisms in which ψ is unrestricted and φ is a relabeling. Shieber (2004) has shown that the relations defined by synchronous tree-substitution grammars correspond exactly to bimorphism relations in which both homomorphisms are linear and non-deleting. An analogous result is not possible for simple context-free tree grammars. Take the familiar example of a simple context-free tree grammar G over a monadic alphabet that generates the language L = {a n (b n (e))}. According to a well-known theorem due to Rounds (1970) every monadic output tree language of a tree transducer applied to a regular language is regular. Consequently, there is no hope of giving a characterization of context-free tree languages without having recourse to context attributes enabling an upward information transport in the controlling input tree.
