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Abstract
We investigate the global dynamics of a special case of the classical Lotka-Volterra competition-
diffusion system in spatially heterogeneous environment. This model indicates that the evolution
of the density of the predator is independent of the density of the prey. Based on the principal
spectral theory and the dynamics of the classical single-species logistic model, we obtain the
global dynamics of this competition-diffusion system. As an application, under some suitable
conditions we use the obtained results to prove the global stability of steady states and the per-
sistence of the two species in a modified Leslie-Gower model with diffusion in heterogeneous
environment.
Keywords: Lotka-Volterra system, modified Leslie-Gower model, spatial heterogeneity,
diffusion, stability
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1. Introduction
The Lotka-Volterra models, which are originated by Lotka [22] and Volterra [34, 35], have
been frequently used to describe population dynamics in the past couple of decades. Among
the investigation to the interactions between movement and environmental heterogeneity in pop-
ulation dynamics, many efforts have been devoted to studying the dynamics of single species
models [7, 21, 23], Lotka-Volterra competition systems [2, 5, 12, 13, 14, 18, 19, 25, 33, 38], and
Lotka-Volterra predator-prey systems [10, 11, 24, 29, 36, 37] with diffusion in spatially heteroge-
neous environment. For more detail concerning this topic, we also refer the readers to excellent
monographs [6, 26].
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In this paper, we consider a 2 × 2 Lotka-Volterra competition-diffusion system of the form
Ut = d1∆U + U (r1(x) − b1U − c1V) in Ω × R+,
Vt = d2∆V + V (r2(x) − c2V) in Ω × R+,
∂U
∂n
=
∂V
∂n
= 0 on ∂Ω × R+,
U(0, x) = U0(x), V(0, x) = V0(x) in Ω.
(1)
whereU(t, x) and V(t, x) respectively represent the population densities of the prey and the preda-
tor at location x and time t > 0, all model parameters are positive, the parameters d1 and d2 are
the dispersal rates, the growth rates r1(x) and r2(x) of the prey and the predator are spatially
heterogeneous, the Laplacian operator ∆ is defined by ∆ =
∑N
i=1
∂2
∂x2
i
, the vector n denotes the out-
ward unit normal vector on ∂Ω, the habitat Ω is a bounded region in RN with smooth boundary
∂Ω, and R+ = (0,+∞). This model indicates that the evolution of the density V of the predator
is independent of the density U of the prey.
Taking into consideration that real environments are highly heterogeneous in the abiotic fac-
tors, here we assume that the growth rates r1(x) and r2(x) of the prey and the predator depend
on location x. This implies the spatial heterogeneity. More precisely, throughout this paper we
assume that the growth rates ri(x) satisfy the following hypothesis:
(H1) The growth rates ri(x) are non-negative functions in C
α(Ω) for α ∈ (0, 1), (r1(x), r2(x)) is
not a constant vector in Ω, and ri satisfy ri > 0, where ri, i = 1, 2, are defined by
ri =
1
|Ω|
∫
Ω
ri(x) dx,
where |Ω| denotes the measure of the bounded regionΩ.
No confusion should arise, when we use a function with a bar without any qualification we mean
the average of this function on Ω.
As we know, it is highly difficult to give a detailed study of the global dynamics of diffusive
Lotka-Volterra systems in heterogeneous environment. In the recent work of He and Ni [14],
they considered a Lotka-Volterra competition-diffusion system of the form
Ut = d1∆U + U (r1(x) − U − cV) in Ω × R+,
Vt = d2∆V + V (r2(x) − bU − V) in Ω × R+,
∂U
∂n
=
∂V
∂n
= 0 on ∂Ω × R+,
U(0, x) = U0(x), V(0, x) = V0(x) in Ω.
(2)
By mainly employing the principal spectral theory and the theory of monotone dynamical sys-
tems, [14] obtained a powerful conclusion that the global dynamics of the competition-diffusion
system (2) with b, c > 0 and some additional conditions (see the notation Ξ defined in [14,
p.987]) could be determined by its local dynamics. By taking a variable transformation of the
form (U,V) → (U/b1,V/c2), system (1) is changed into the form (2) with c = c1/c2 and b = 0,
Then system (1) can be viewed as a special case of system (2) with b = 0 and c > 0. The dynam-
ics of system (2) with b = 0 and c > 0 were once developed by [18]. Our goal is to investigate
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the global dynamics of the competition-diffusion system (1), which will be a complement to the
results obtained in [14, 18].
More precisely, we obtain that system (1) always has the trivial steady states (0, 0), and
precisely two semi-trivial steady states (θd1,r1/b1, 0) and (0, θd2,r2/c2). By employing the principal
spectral theory, we further prove that the steady states (0, 0) and (θd1,r1/b1, 0) are always linearly
unstable, that is, the associated principal eigenvalues are always negative (see, for instance, [26]),
and the linear stability of the semi-trivial steady state (0, θd2,r2/c2) changes as the parameters
vary in different regions. A steady state is called to be linearly stable if the associated principal
eigenvalue is positive. If the associated principal eigenvalues is equal to zero, then it is referred
to as the degenerate case. Otherwise, it is called the non-degenerate case. Stimulated by the
conclusions obtained by He and Ni [14], an interesting question arises:
• Is the semi-trivial steady state (0, θd2,r2/c2) of the the competition-diffusion system (1) glob-
ally asymptotically stable when it is not linearly unstable ?
The answer to this question is affirmative. The proof is mainly based on the principal spectral
theory and the dynamics of the classical single-species logistic model. As an application, we ap-
ply the obtained results to study the dynamics of a diffusive Lotka-Volterra predator-prey system
with modified Leslie-Gower and Holling type II functional response in spatially heterogeneous
environment.
This paper is organized as follows. In section 2 we first introduce some results on the global
dynamics of the classical single-species logistic model with diffusion in spatially heterogeneous
environment. In section 3 we study the global dynamics of the competition-diffusion system (1).
In section 4 we applied the obtained results to a modified Leslie-Gower model. Some concluding
remarks are given in the final section.
2. Preliminaries
In this section we introduce some results on the eigenvalues problems associated with the
following single-species logistic model
Ut = d∆U + U(h(x) − U) in Ω × R+,
∂U
∂n
= 0 on ∂Ω × R+,
(3)
where d > 0 and the function h : Ω→ R satisfies the following hypothesis:
(H2) the function h is non-constant, bounded and measurable.
Under the hypothesis (H2) the single-species logistic model (3) has at most a unique positive
steady state denoted by θd,h (see, for instance, [23, 26] or Lemma 2.3). Then this steady state θd,h
satisfies the following equation
d△θd,h + θd,h(h(x) − θd,h) = 0.
Let both sides of this equation be divided by θd,h. And then integrating over the bounded region
Ω, we get
d
∫
Ω
|
∇θd,h(x)
θd,h(x)
|2 dx +
∫
Ω
(h(x) − θd,h(x)) dx = 0.
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Since the function h is non-constant, then the steady state θd,h is also non-constant, which yields
that for each d > 0, ∫
Ω
h(x) dx <
∫
Ω
θd,h dx. (4)
To analyze the stability of the steady state θd,h for system (3), it is useful to study the eigenvalue
problem with indefinite weight: 
∆φ + λh(x)φ = 0 in Ω,
∂φ
∂n
= 0 on ∂Ω.
(5)
A constant λ is referred to as a principal eigenvalue of the eigenvalue problem (5) if the problem
(5) has a positive solution associated with λ. Clearly, λ = 0 is always a principal eigenvalue for
each function h. The properties of the principal eigenvalues for (5) are stated in the next lemma.
Lemma 2.1. [26, Theorem 4.2, p.67] Assume that the function h satisfies the hypothesis (H2)
and changes sign in Ω. Then the eigenvalue problem (5) has a nonzero principal eigenvalue
λ1 = λ1(h) if and only if
∫
Ω
h(x) dx , 0. More precisely, the following statements hold:
(i) if
∫
Ω
h(x) dx > 0, then λ1(h) < 0.
(ii) if
∫
Ω
h(x) dx = 0, then λ1(h) = 0 is a unique principle eigenvalue.
(iii) if
∫
Ω
h(x) dx < 0, then λ1(h) > 0. Moreover, λ1(h) is given by
λ1(h) = inf

∫
Ω
|∇φ|2∫
Ω
hφ2
: φ ∈ H1(Ω) and
∫
Ω
hφ2 > 0
 , (6)
which satisfies the following properties:
(iv) λ1(h) > λ1(k) if h ≤ k and h . k in Ω,
(v) λ1(hm) → λ1(h) as ‖hm − h‖∞ → 0, where ‖ · ‖∞ is the essential supremum norm of L
∞(Ω).
The eigenvalue problem (5) is closely related to the next eigenvalue problem
d∆φ + h(x)φ + µφ = 0 in Ω,
∂φ
∂n
= 0 on ∂Ω.
(7)
We recall that the first eigenvalue µ1(d, h) of the problem (7) is given by the following variational
characterization (see [26, Formula (4.9), p.69])
µ1(d, h) = inf
{∫
Ω
(
d|∇φ|2 − hφ2
)
dx :
∫
Ω
φ2 dx = 1 for φ ∈ H1(Ω)
}
.
To study the stability of the steady states for system (30), we need to get the sign of µ1(d, h).
Lemma 2.2. [26, Proposition 4.4, p.69] Assume that the function h satisfies the hypothesis (H2)
and changes sign in Ω. Let µ1(d, h) denote the first eigenvalue of the eigenvalue problem (7).
Then the following statements hold:
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(i) if
∫
Ω
h(x) dx ≥ 0 and h . 0, then µ1(d, h) < 0 for each d > 0.
(ii) if
∫
Ω
h(x) dx < 0, then the sign of µ1(d, h) has the following trichotomies:
(B1) µ1(d, h) < 0 for d < 1/λ1(h);
(B2) µ1(d, h) = 0 for d = 1/λ1(h);
(B3) µ1(d, h) > 0 for d > 1/λ1(h), where λ1(h) is defined by (6).
(iii) the first eigenvalue µ1(d, h) is strictly increasing and concave in d. Furthermore,
lim
d→0+
µ1(d, h) = min
Ω
(−h), lim
d→+∞
µ1(d, h) = h = −
1
|Ω|
∫
Ω
h(x) dx.
(iv) if h ≥ k and h . k in Ω, then µ1(d, h) < µ1(d, k). In particularly, if h ≤ 0 and h . 0, then
µ1(d, h) > 0.
The results on the global dynamics of system (3) are summarized in the next lemma.
Lemma 2.3. [15, 26] Assume that the function h satisfies the hypothesis (H2) in the single-
species logistic model (3). Then the following statements hold:
(i) if
∫
Ω
h(x) dx ≥ 0, then for each d > 0 system (3) has a unique positive steady state θd,h,
which is globally asymptotically stable. Moreover, this steady state θd,h satisfies the limits:
lim
d→0+
θd,h(x) = h
+(x) := max {h(x), 0} , lim
d→+∞
θd,h = h. (8)
(ii) if
∫
Ω
h(x) dx < 0 and the function h changes sign inΩ, then system (3) has a unique positive
steady state θd,h if and only if 0 < d < 1/λ1(h), where the constant λ1(h) is defined by (6).
Moreover, the steady state θd,h is globally asymptotically stable and θd,h(x) → h
+(x) as
d → 0+. If d ≥ 1/λ1(h), then the trivial steady state 0 is a global attractor of system (3) in
{U ∈ R : U ≥ 0}.
(iii) if the function h satisfies h(x) ≤ 0 for each x ∈ Ω, then the trivial steady state 0 is a global
attractor of system (3) in R.
By applying the method of upper and lower solutions (see, for instance, [28, 32]), the exis-
tence and uniqueness of the steady state θd,h can be established. The results on the limit behavior
of the steady state θd,h are obtained by [15, Lemmas 2.4 and 2.5]. An outline of the proof for this
lemma is given in [26, Section 4.1].
3. Global dynamics of the competition-diffusion system
In this section, we give the detailed study of the competition-diffusion system (1), which
depends on the special structure of this system, that is, the second equation in system (1) is a
single-species logistic system in heterogeneous environment and the evolution of the density V
of the predator is independent of the density U of the prey.
Assume that the competition-diffusion system (1) has a non-negative steady state (u, v) with
u ≥ 0 and v ≥ 0. We linearize the corresponding elliptic system of (1) at (u, v) and obtain
d1∆Φ + (r1(x) − 2b1u − c1v)Φ − c1uΨ + µΦ = 0 in Ω,
d2∆Ψ + (r2(x) − 2c2v)Ψ + µΨ = 0 in Ω,
∂Φ
∂n
=
∂Ψ
∂n
= 0 on ∂Ω.
(9)
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By the Krein-Rutman Theorem [30, Theorem 4.2, p.20], the linearized system (9), has a principal
eigenvalue µ1 ∈ R, that is, µ1 is simple and has the least real part among all eigenvalue. The
local dynamics of system (1) at this steady state (u, v) are determined by the principal eigenvalue
µ1 ∈ R. If the associated principal eigenvalues µ1 is equal to zero, then it is referred to as the
degenerate case. Otherwise, it is called the non-degenerate case. The steady state (u, v) is called
linearly stable (resp. linearly unstable) if µ1 is positive (resp. negative) (see, for instance, [26]).
We next make some preparations. Assume that the rate d and the function h in the single-
species logistic model (3) are in the form d = d2 and h = r2, where r2 satisfy the conditions in
(H1). Then by Lemma 2.3 the single-species logistic model (3) has a unique positive steady state
θd2 ,r2 . Let the constants α and β be respectively defined by
α = inf
d2>0
r1
θd2,r2
, β = sup
d2>0
sup
Ω
r1(x)
θd2 ,r2(x)
. (10)
Then we have the following.
Lemma 3.1. Assume that the functions r1 and r2 satisfy the hypothesis (H1). Let θd2,r2 denote
the unique positive steady state of the single-species logistic model (3) with d = d2 and h = r2.
Then the constants α and β in (10) satisfy α < β.
Proof. If r2 is a constant, then r2(x) ≡ r2 > 0 for each x ∈ Ω and θr2,d2(x) ≡ r2 for all x ∈ Ω and
d2 > 0. By the hypothesis (H1), the function r1 is not a constant. Hence, we have the following:
β = sup
d2>0
sup
Ω
r1(x)
θd2 ,r2(x)
=
1
θd2,r2
sup
Ω
r1(x) >
r1
θd2,r2
= α.
Thus, the estimate α < β holds.
If r2 is not a constant, then θd2,r2 is positive and non-constant in Ω. Thus we have
0 =
∫
Ω
(
r1(x)θd2,r2 − r1θd2 ,r2(x)
)
dx =
∫
Ω
θd2,r2θd2,r2(x)
(
r1(x)/θd2,r2(x) − r1/θd2,r2
)
dx,
which implies
sup
Ω
r1(x)
θd2,r2(x)
≥
r1
θd2,r2
. (11)
By (4) and (8), we obtain that θ·, r2 reaches its minimum at infinity and θd2, r2 is not a constant as
d2 varies. This together with (11) yields
β = sup
d2>0
sup
Ω
r1(x)
θd2,r2(x)
≥ sup
d2>0
r1
θd2,r2
> inf
d2>0
r1
θd2,r2
= α.
Therefore, the proof is now complete.
By Lemma 2.3, the second equation in system (1) satisfying (H1) has a unique positive steady
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state θd2 ,r2/c2. Let the sets I˜, I˜1 and I˜2 be defined by
I˜ =
{
d2 ∈ R+ :
∫
Ω
(
r1(x) −
c1
c2
θd2 ,r2(x)
)
dx < 0
}
, (12)
I˜1 =
{
d2 ∈ R+ : r1 −
c1
c2
θd2,r2 ≤ 0 and r1 −
c1
c2
θd2,r2 . 0
}
, (13)
I˜2 =
d2 ∈ I : sup
Ω
(
r1(x) −
c1
c2
θd2,r2(x)
)
> 0
 , (14)
respectively. Then I˜ = I˜1 ∪ I˜2. Then we have the following lemma.
Lemma 3.2. Assume that the competition-diffusion system (1) satisfies the hypothesis (H1). Then
system (1) has a trivial steady state (0, 0), and two semi-trivial steady states (θd1,r1/b1, 0) and
(0, θd2,r2/c2), where θdi ,ri denotes the unique positive steady state of system (3) with d = di and
h = ri for each i = 1, 2. Furthermore, the following statements hold:
(i) the trivial steady state (0, 0) and the semi-trivial steady state (θd1,r1/b1, 0) are both linearly
unstable.
(ii) the semi-trivial steady state (0, θd2,r2/c2) is linearly stable for (d1, d2) in D˜+ and linearly
unstable for (d1, d2) in D˜−, where the sets D˜± are respectively given by
D˜+ =
{
(d1, d2) ∈ R
2
+ : µ1
(
d1, r1 −
c1
c2
θd2,r2
)
> 0
}
, (15)
D˜− =
{
(d1, d2) ∈ R
2
+ : µ1
(
d1, r1 −
c1
c2
θd2,r2
)
< 0
}
,
and the set D˜+ has the following trichotomies:
(T1’) if c1/c2 ∈ (0, α], then D˜+ = ∅;
(T2’) if c1/c2 ∈ [β,+∞), then D˜+ = R
2
+;
(T3’) if c1/c2 ∈ (α, β), then D˜+ = {(d1, d2) ∈ R
2
+ : d2 ∈ I˜, d1 > ϕ˜(d2)}, where the function ϕ˜
is defined by
ϕ˜(d2) :=
 0 for d2 ∈ I˜1,(λ1 (r1 − c1θd2,r2/c2))−1 for d2 ∈ I˜2. (16)
Proof. It is clear that system (1) has the trivial steady state (0, 0). Under the hypothesis (H1),
by Lemma 2.3 we obtain that system (1) has two semi-trivial steady states (θd1,r1/b1, 0) and
(0, θd2,r2/c2). Thus, the first statement holds.
Consider the linearized system (9) with (u, v) = (0, 0), that is,

d1∆Φ + r1(x)Φ + µΦ = 0 in Ω,
d2∆Ψ + r2(x)Ψ + µΨ = 0 in Ω,
∂Φ
∂n
=
∂Ψ
∂n
= 0 on ∂Ω.
Then by Lemma 2.2 (i), we see that µ1(di, ri) < 0 for di > 0. This proves that (0, 0) is linearly
unstable.
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Consider the linearized system (9) with (u, v) = (θd1,r1/b1, 0), that is,
d1∆Φ +
(
r1(x) − 2θd1,r1(x)
)
Φ −
c1
b1
θd1,r1(x)Ψ + µΦ = 0 in Ω,
d2∆Ψ + r2(x)Ψ + µΨ = 0 in Ω,
∂Φ
∂n
=
∂Ψ
∂n
= 0 on ∂Ω.
(17)
By (i) and (iv) in Lemma 2.2, we obtain that µ1(d2, r2) < 0 for each d2 > 0, and µ1(d1, r1 −
2θd1,r1) > µ1(d1, r1 − θd1,r1) = 0 for each d1 > 0. Then for µ = µ1(d2, r2) < 0, the operator
d1∆ · +
(
r1(x) − 2θd1,r1(x)
)
· +µ ·
is invertible, which implies that the eigenvalue problem (9) has a negative eigenvalue µ1(d2, r2).
This yields that (θd1,r1/b1, 0) is linearly unstable. Thus, (i) is proved.
Consider the linearized system (9) with (u, v) = (0, θd2,r2/c2), that is,
d1∆Φ +
(
r1(x) −
c1
c2
θd2,r2(x)
)
Φ + µΦ = 0 in Ω,
d2∆Ψ + (r2(x) − 2θd2,r2(x))Ψ + µΨ = 0 in Ω,
∂Φ
∂n
=
∂Ψ
∂n
= 0 on ∂Ω.
(18)
By similar method used in the proof for the stability of the semi-trivial steady state (θd1,r1/b1, 0),
the eigenvalue problem (18) with (d1, d2) ∈ D˜− has a negative eigenvalue
µ = µ1
(
d1, r1 −
c1
c2
θd2,r2
)
< 0.
Thus, (0, θd2,r2/c2) is unstable for (d1, d2) ∈ D˜−.
We next consider the case that (d1, d2) is in D˜+. Let (Φ0,Ψ0) , (0, 0) be a solution of the
eigenvalue problem (18) with some eigenvalue µ. If Φ0 satisfies Φ0 , 0, then
µ ≥ µ1
(
d1, r1 −
c1
c2
θd2,r2
)
> 0.
If Φ0 = 0 and Ψ0 , 0, then
µ ≥ µ1(d2, r2 − 2θd2,r2) > µ1(d2, r2 − θd2 ,r2) = 0.
Thus, (0, θd2,r2/c2) is linearly stable for (d1, d2) ∈ D˜+.
To obtain the explicit expression of the set D˜+, we first recall that the constants α and β
defined by (10) satisfies α < β. If c1/c2 ∈ (0, α], then by (10) we have that for each d2 > 0,∫
Ω
(
r1(x) −
c1
c2
θd2,r2(x)
)
dx ≥ 0.
Lemma 2.2 (i) yields that µ1
(
d1, r1 −
c1
c2
θd2,r2
)
≤ 0 for all (d1, d2) ∈ R
2
+. Then (T1’) is proved.
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If c1/c2 ∈ [β,+∞), then from (10) it follows that for each x ∈ Ω and each d2 > 0,
r1(x) −
c1
c2
θd2,r2(x) ≤ 0. (19)
We further claim that if c1/c2 ∈ [β,+∞), then for all d2 > 0,
r1 −
c1
c2
θd2,r2 . 0. (20)
In fact, in case c1/c2 ∈ (β,+∞), it is clear that the claim holds. In case c1/c2 = β, the proof is
divided into three different cases: (E1) if r1 is not a constant and r2 is a constant, then θd2,r2 is
a constant for all d2 > 0, and r1 −
c1
c2
θd2,r2 is not a constant. Thus, the claim holds. (E2) if r1 is
a constant and r2 is not a constant, then θd2,r2 is not a constant for all d2 > 0, which yields the
claims. (E3) if both ri are not constants, then θd2,r2 is not a constant for all d2 > 0. Suppose that
there exists a d̂2 with 0 < d̂2 < +∞ such that r1 −
c1
c2
θ
d̂2,r2
≡ 0. Then for each x ∈ Ω,
r1(x)
θ
d̂2,r2
(x)
=
c1
c2
= β = sup
d2>0
sup
Ω
r1(x)
θd2,r2(x)
,
which yields that θ
d̂2 ,r2
≤ θd2,r2 and θd̂2 ,r2 . θd2,r2 for all d2 > 0. This is a contradiction with the
fact that (4) and (8) hold if r2 is not a constant. Hence, the claim is proved. Thus, by (19), (20)
and Lemma 2.2 (iv). we obtain (T2’).
If c1/c2 ∈ (α, β), then by (4), (8) and (10), there exist d˜2 > 0 and x0 ∈ Ω such that
r1(x0) −
c1
c2
θ
d˜2,r2
(x0) > 0 and
∫
Ω
(
r1(x) −
c1
c2
θ
d˜2,r2
(x)
)
dx < 0,
which yields that I˜2 is not an empty set. By Lemma 2.2 (ii), then for either d1 > 0 and d2 ∈ I˜1 or
d1 > 1/λ(r1−
c1
c2
θd2 ,r2) and d2 ∈ I˜2, we have µ1(d1, r1−
c1
c2
θd2,r2) > 0. Thus, (T3’) holds. Therefore,
the proof is now complete.
We observe that the non-trivial steady state (u, v) of the competition-diffusion system (1)
satisfies that v = θd2,r2/c2 and u is the solution of the following single-species logistic model
Ut = d1∆U + U (˜r1(x) − b1U) in Ω × R+,
∂U
∂n
= 0 on ∂Ω × R+,
(21)
where the function r˜1 is in the form r˜1(x) = r1(x) − c1θd2,r2(x)/c2 for x ∈ Ω. Let the sets D˜± be
defined as in Lemma 3.2, and D˜0 are given by
D˜0 =
{
(d1, d2) ∈ R
2
+ : µ1
(
d1, r1 −
c1
c2
θd2,r2
)
= 0
}
. (22)
In order to study the degenerate case, we next give a description of the set D˜0.
Lemma 3.3. Assume that the functions r1 and r2 satisfy the hypothesis (H1). Let the set D˜0 be
defined by (32) and a family of sets Es, s > 0, be in the form
Es = {(d1, d2) ∈ R
2
+ : r1 ≡ sθd2 ,r2}, s > 0. (23)
Then for each s > 0, the set Es has the following dichotomies:
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(D1) Es = ∅;
(D2) Es = {(d1, d
∗
2
) ∈ R2+ : d1 > 0}, where d
∗
2
is the only d2 satisfying r1 ≡ sθd2,r2 ,
and the set D˜0 can be rewritten as the form
D˜0 =

∅ if
c1
c2
∈ (0, α) ∪ [β,+∞),{
(d1, d2) ∈ R
2
+ : r1 ≡ αθd2,r2
}
if
c1
c2
= α,
∂D˜+ ∪
{
(d1, d2) ∈ R
2
+ : r1 ≡
c1
c2
θd2 ,r2
}
if
c1
c2
∈ (α, β),
(24)
where D˜+ is in the form (15), the boundary ∂D˜+ of D˜+ is given by
∂D˜+ =

∅ if d2 ∈ I˜1,(d1, d2) ∈ R2+ : d1 =
(
λ1
(
r1 −
c1
c2
θd2,r2
))−1 if d2 ∈ I˜2. (25)
and the sets I˜1 and I˜2 are defined by (13) and (14), respectively.
Proof. The proof for the dichotomies (D1) and (D2) is divided into three different cases: (E1) r1
is a constant and r2 is non-constant; (E2) r1 is non-constant and r2 is a constant; (E3) both r1 and
r2 are non-constant.
Case (E1): If r1 is a constant and r2 is non-constant, then θd2,r2 is non-constant, which yields
that no constants d2 satisfy r1 ≡ sθd2,r2 for each s > 0. Then Es = ∅.
Case (E2): If r1 is non-constant and r2 is a constant, then θd2,r2 is a constant. This implies
that for each s > 0, there are also no constants d2 such that r1 ≡ sθd2 ,r2 holds. Then Es = ∅.
Case (E3): If both r1 and r2 are non-constant, then θd2,r2 is also non-constant and satisfies
d2∆θd2 ,r2 + θd2,r2(r2(x) − θd2,r2) = 0. (26)
For each s > 0, assume that (d1, d2) is in the set Es. Then d2 satisfies r1 ≡ sθd2 ,r2 . This together
with (26) yields that
d2 =
∫
Ω
(
θd2 ,r2(x) − r2(x)
)
dx∫
Ω
|(∇θd2,r2(x))/θd2,r2(x)|
2dx
=
∫
Ω
(r1(x)/s − r2(x))dx∫
Ω
|(∇r1(x))/r1(x)|2dx
.
By (4) we have d2 > 0. Hence, the positive constant d2 with the property r1 ≡ sθd2 ,r2 is well-
defined and unique. This yields that Es satisfies (D2). Thus, (D1) and (D2) are obtained.
Next we prove (24). If c1/c2 ∈ (0, α), then by (10) we have that∫
Ω
(
r1(x) −
c1
c2
θd2,r2(x)
)
dx > 0 for each d2 > 0.
This together with Lemma 2.2 (i) yields that for each d1 > 0,
µ1
(
d1, r1 −
c1
c2
θd2 ,r2
)
< 0.
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Thus, D˜0 = ∅ for c1/c2 ∈ (0, α).
If c1/c2 ∈ [β,+∞), then Lemma 3.2 yields D˜+ = R
2
+. This implies that D˜0 = ∅ for c1/c2 ∈
[β,+∞).
If c1/c2 = α, then (10) yields that∫
Ω
(
r1(x) − αθd2,r2(x)
)
dx ≥ 0, for each d2 > 0. (27)
Assume that d2 satisfies r1 ≡ αθd2 ,r2 . Then µ1(d1, 0) = 0 is the first eigenvalue of the Neumann
boundary problem (7) with h ≡ 0. This implies{
(d1, d2) ∈ R
2
+ : r1 ≡ αθd2,r2
}
⊂ D˜0. (28)
Assume that d2 satisfies r1 . αθd2 ,r2 . Then by (27) and Lemma 2.2 (i), we obtain that µ1(d1, r1 −
αθd2 ,r2) < 0 for each d1 > 0. This together with (28) yields that D˜0 =
{
(d1, d2) ∈ R
2
+ : r1 ≡ αθd2 ,r2
}
for c1/c2 = α.
If c1/c2 ∈ (α, β), then Lemma 3.2 (ii) we have
D˜+ =
{
(d1, d2) ∈ R
2
+ : d2 ∈ I˜, d1 > ϕ˜(d2)
}
.
Thus ∂D˜+ is in the form
∂D˜+ =
{
(d1, d2) ∈ R
2
+ : d2 ∈ I˜, d1 = ϕ˜(d2)
}
.
If d2 ∈ I˜1, then ϕ˜(d2) = 0, which yields ∂D˜+ = ∅. If d2 ∈ I˜2, then by Lemma 2.2 (ii),
d1 = ϕ˜(d2) =
(
λ1
(
r1 −
c1
c2
θd2,r2
))−1
, µ1
(
d1, r1 −
c1
c2
θd2,r2
)
= 0.
Thus, we obtain (25) and ∂D˜+ ⊂ D˜0.
Similarly to (28), we obtain
Ec1/c2 =
{
(d1, d2) ∈ R
2
+ : r1 ≡
c1
c2
θd2,r2
}
⊂ D˜0.
This together with ∂D˜+ ⊂ D˜0 yields (∂D˜+ ∪ Ec1/c2) ⊂ D˜0 for c1/c2 ∈ (α, β). Thus, to finish the
proof, it is only necessary to obtain D˜0 ⊂ (∂D˜+ ∪ Ec1/c2) for c1/c2 ∈ (α, β).
If (d1, d2) ∈ D˜0 with r1 ≡ c1θd2,r2/c2 then (d1, d2) ∈ Ec1/c2 .
If (d1, d2) ∈ D˜0 with r1 . c1θd2,r2/c2, then by Lemma 2.2 we have∫
Ω
(
r1 −
c1
c2
θd2 ,r2
)
dx < 0
which yields d2 ∈ I˜ = I˜1 ∪ I˜2. For d2 ∈ I˜1, Lemma 2.2 yields
µ1
(
d1, r1 −
c1
c2
θd2 ,r2
)
> 0.
Recall that µ1
(
d1, r1 − c1θd2,r2/c2
)
= 0 for (d1, d2) ∈ D˜0, then d2 ∈ I˜2. Following this assertion,
by Lemma 2.2 (ii) we have d1 = (λ1(r1 − c1θd2,r2/c2)
−1. This finishes the proof.
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Finally, we summarize the global dynamics of the competition-diffusion system (1) with (H1)
in the following.
Theorem 3.4. Assume that the competition-diffusion system (1) satisfies the hypothesis (H1).
Then the following statements hold:
(i) if (d1, d2) ∈ (D˜+ ∪ D˜0), then the semi-trivial steady state (0, θd2,r2/c2) is globally asymptot-
ically stable, and system (1) has no positive coexistence steady states.
(ii) if (d1, d2) ∈ (R
2
+ \ (D˜+ ∪ D˜0)), then the semi-trivial steady state (0, θd2,r2/c2) is unstable,
and system (1) has a unique positive coexistence steady state (θd1 ,˜r1/b1, θd2,r2/c2), which is
globally asymptotically stable.
Proof. If (d1, d2) ∈ (D˜+ ∪ D˜0), then according to Lemma 3.2 and Lemma 3.3, we divide the
proof for (i) into three different cases: c1/c2 = α, c1/c2 ∈ (α, β) and c1/c2 ∈ [β,+∞). If
(d1, d2) ∈ (R
2
+ \ (D˜+ ∪ D˜0)), then by Lemma 3.2 the semi-trivial steady state (0, θd2,r2/c2) is
unstable. The proof for (ii) is divided into the four different cases: c1/c2 ∈ (0, α), c1/c2 = α,
c1/c2 ∈ (α, β) and c1/c2 ∈ (β,+∞).
We only give the proof for the case that (d1, d2) ∈ (R
2
+ \ (D˜+ ∪ D˜0)) and c1/c2 ∈ (0, α), all
other cases can be similarly proved. By (10) and c1/c2 ∈ (0, α), we have that
∫
Ω
r˜1(x) dx > 0
holds for each d2 > 0. Hence, applying Lemma 2.3 to equation (21) implies that system (1) has
a unique positive co-existence steady state (θd1 ,˜r1/b1, θd2,r2/c2). To prove that this steady state is
globally asymptotically stable, we first show that it is locally asymptotically stable. Substituting
(θd1 ,˜r1/b1, θd2,r2/c2) into (9) yields
d1∆Φ +
(˜
r1(x) − 2θd1 ,˜r1(x)
)
Φ −
c1
b1
θd1 ,˜r1(x)Ψ + µΦ = 0 in Ω,
d2∆Ψ +
(
r2(x) − 2θd2,r2(x)
)
Ψ + µΨ = 0 in Ω,
∂Φ
∂n
=
∂Ψ
∂n
= 0 on ∂Ω.
Then similarly to the proof for Lemma 3.2 (ii), the local stability is proved. Choose a sufficiently
small ε0 satisfying ε0 > 0 and
∫
Ω
(˜r1(x) ± ε0) dx > 0 for each d2 > 0. Since v = θd2 ,r2/c2 is
a globally asymptotically stable steady state of the second equation in (1) with the Neumann
boundary condition, then every solution (U,V) of system (1) satisfies that
‖V(t, ·) − θd2 ,r2/c2‖∞ → 0 as t → +∞. (29)
This yields that for each ε with 0 < ε < ε0, there exists a sufficiently large t0 such that for t > t0
and U ≥ 0,
U (˜r1(x) − ε − b1U) ≤ U (r1(x) − b1U − c1V) ≤ U (˜r1(x) + ε − b1U) ,
and u = θd1 ,˜r1±ε/b1 are globally asymptotically steady states of equation (21) with r˜1 replacing by
r˜1 ± ε, then by (2.4) in [23, p.406] and the Comparison Principle we obtain that for each positive
real constant δ there exists a sufficiently large t0 such that every solution (U,V) of system (1)
satisfies ‖U−θd1 ,˜r1/b1‖ < δ for each t > t0, together with (29) and the fact that (θd1 ,˜r1/b1, θd2,r2/c2)
is locally asymptotically stable, yields that (θd1 ,˜r1/b1, θd2,r2/c2) is also globally asymptotically
stable.
The proof can also be obtained by the similar method used in [14, Theorem 3.4]. By this
lemma, we have that if the competition-diffusion system (1) has a positive coexistence steady
state, then it is globally asymptotically stable. We also observe that the semi-trivial steady state
(0, θd2,r2/c2) is not linearly unstable, then it is globally asymptotically stable.
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4. Application to a modified Leslie-Gower model
In this section we apply the results on the dynamics of the competition-diffusion system (1) to
a 2×2 diffusive predator-prey system with modified Leslie-Gower and Holling type II functional
response in heterogeneous environment, which is in the form
Ut = d1∆U + U(r1(x) − b1U) − VP(U) in Ω × R+,
Vt = d2∆V + V
(
r2(x) −
a2V
U + k2
)
in Ω × R+,
∂U
∂n
=
∂V
∂n
= 0 on ∂Ω × R+,
U(0, x) = U0(x), V(0, x) = V0(x) in Ω,
(30)
with a Holling type II functional response
P(U) =
a1U
U + k1
,
where the predator’s numerical response is modified Leslie-Gower form proposed by Aziz-
Alaoui and Daher Okiye in [3], which extends the classical Leslie form originated by Leslie
in [20]. Here all model parameters are positive.
As one of important classes of Lotka-Volterra models, the predator-prey systems with mod-
ified Leslie-Gower and Holling type II functional response were widely investigated by many
authors. For example, [3] studied the global stability of a unique positive equilibrium by the
method of Lyapunov functions and [39] considered the periodic solutions for these systems of
ordinary differential equations, [27] obtained a unique globally asymptotically stable positive
equilibrium under some conditions for this system with delays, [1, 4, 8, 16] investigated the dy-
namics of the corresponding reaction-diffusion models in homogeneous environment. Here we
assume that the growth rates r1(x) and r2(x) of the prey and the predator satisfy the hypothesis
(H1). This implies the spatial heterogeneity.
Assume that the modified Leslie-Gower model (30) satisfies the hypothesis (H1). Then by
Lemma 2.3, we have that system (30) has a trivial steady state (0, 0), and two semi-trivial steady
states (θd1,r1/b1, 0) and (0, k2θd2,r2/a2), where θdi ,ri denotes the unique positive steady state of
system (3) with d = di and h = ri for each i = 1, 2. It is worth mentioning that in contrast with
the Lotka-Volterra competitionmodel (see, for instance, [12, 13, 14, 17, 30]), it is not easy task to
obtain the monotonicity of the semiflow for a diffusive Lotka-Volterra predator-prey system with
a Holling-type functional response in heterogeneous environment. This causes a big obstacle to
analyze the dynamics of Lotka-Volterra predator-prey systems. To overcome this obstacle, by
apply the global dynamics of the competition-diffusion system (1) and the method of upper and
lower solutions (see, for instance, [28]), we obtain the global stability of steady states and the
persistence of the two species under some suitable conditions.
Similar to the competition-diffusion system (1), we defineD± andD0 by
D+ :=
{
(d1, d2) ∈ R
2
+ : µ1
(
d1, r1 −
a1k2
a2k1
θd2,r2
)
> 0
}
, (31)
D− :=
{
(d1, d2) ∈ R
2
+ : µ1
(
d1, r1 −
a1k2
a2k1
θd2,r2
)
< 0
}
,
D0 :=
{
(d1, d2) ∈ R
2
+ : µ1
(
d1, r1 −
a1k2
a2k1
θd2,r2
)
= 0
}
. (32)
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The main results on global stability of the semi-trivial steady state (0, k2θd2,r2/a2) are summarized
as follows.
Theorem 4.1. Assume that the modified Leslie-Gower model (30) satisfies the hypothesis (H1),
and the parameters a1, a2, k1 and k2 satisfy one of the following conditions: (C1) a1k2/(a2k1) ∈
[β,+∞) and k1 ≥ k2; (C2) a1k2/(a2k1) ∈ (α, β) and k1 = k2; (C3) a1k2/(a2k1) ∈ (0, α] and
k2 ≥ k1, where the constants α and β are given by (10). Then for each (d1, d2) ∈ D+ ∪ D0, the
semi-trivial steady state (0, k2θd2 ,r2/a2) is globally asymptotically stable, and system (30) has no
positive steady states.
We next state the main results on the the persistence and coexistence states of the modified
Leslie-Gower model (30). More precisely, assume that the modified Leslie-Gower model (30)
satisfies one of the following assumptions:
(A1) a1k2/(a2k1) ∈ (0, α], k1 ≤ k2, (d1, d2) ∈ R
2
+ \
{
(d1, d2) ∈ R
2
+ | r1(x) ≡ αθd2,r2
}
.
(A2) a1k2/(a2k1) ∈ (0, α], k1 = k2, (d1, d2) ∈ R
2
+ \
{
(d1, d2) ∈ R
2
+ | r1(x) ≡ αθd2,r2
}
.
(A3) a1k2/(a2k1) ∈ (α, β), k1 = k2, (d1, d2) ∈
{
(d1, d2) ∈ R
2
+ | d2 ∈ I2, d1 < ϕ(d2)
}
.
where the function ϕ is defined as in Theorem 4.3. By applying the method of upper and lower
solutions and the global dynamics of the competition-diffusion system (1), we prove the existence
and the stability of a unique positive steady state, and establish the uniform persistence of the
two species under some suitable conditions. The modified Leslie-Gower model (30) is said to
be uniformly persistent [31, p.61] if there exists a positive constant δ > 0 such that for each
non-negative initial value (U0,V0) with U0(x) . 0 and V0(x) . 0, the solution (U,V) satisfies
lim inf
t→+∞
min
x∈Ω
U(t, x) ≥ δ, lim inf
t→+∞
min
x∈Ω
V(t, x) ≥ δ.
The main results on the the persistence and coexistence states are stated as follows.
Theorem 4.2. Assume that that the modified Leslie-Gower model (30) satisfies the hypothesis
(H1). Then the following statements hold:
(i) if either (A1) or (A3) holds, then system (30) is uniformly persistent.
(ii) if either (A2) or (A3) holds, then system (30) has at most one positive coexistence steady
state. Further, if there exists a positive coexistence steady state, then it is a unique positive
coexistence steady state, and is globally asymptotically stable.
4.1. Proof of Theorem 4.1
To prove Theorem 4.1, we first make some preparations and start by the explicit expressions
ofD+ andD0. Let the sets I, I1 and I2 be denoted by
I :=
{
d2 ∈ R+ :
∫
Ω
(
r1(x) −
a1k2
a2k1
θd2,r2(x)
)
dx < 0
}
,
I1 :=
{
d2 ∈ R+ : r1 −
a1k2
a2k1
θd2 ,r2 ≤ 0 and r1 −
a1k2
a2k1
θd2 ,r2 . 0
}
, (33)
I2 :=
d2 ∈ I : sup
Ω
(
r1(x) −
a1k2
a2k1
θd2,r2(x)
)
> 0
 , (34)
respectively. Then I = I1 ∪ I2. By the similar method used in Lemma 3.2 (ii) we have the
following lemma.
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Lemma 4.3. Assume that the modified Leslie-Gower model (30) satisfies the hypothesis (H1).
Then the setD+ has the following trichotomies:
(T1) if a1k2/(a2k1) ∈ (0, α], thenD+ = ∅;
(T2) if a1k2/(a2k1) ∈ [β,+∞), thenD+ = R
2
+;
(T3) if a1k2/(a2k1) ∈ (α, β), then D+ = {(d1, d2) ∈ R
2
+ : d2 ∈ I, d1 > ϕ(d2)}, where the function
ϕ is defined by
ϕ(d2) :=

0 for d2 ∈ I1,(
λ1
(
r1 −
a1k2
a2k1
θd2,r2
))−1
for d2 ∈ I2,
andD0 = D˜0 with c1/c2 replaced by a1k2/(a2k1), where D˜0 is defined as in Lemma 3.3.
We next consider the invariant regions of system (30).
Lemma 4.4. Assume that the modified Leslie-Gower model (30) satisfies the hypothesis (H1).
Let the constants M1 and M2 be defined by M1 = sup
Ω
r1(x) and M2 = sup
Ω
r2(x), respectively.
Then the setA of the form
A :=
{
(U,V) : 0 ≤ U ≤
M1
b1
, 0 ≤ V ≤
(M1 + b1k2)M2
a2b1
}
is an invariant region of system (30). Furthermore, the setA is a global attractor of system (30)
in the set {(U,V) ∈ R2 : U ≥ 0, V ≥ 0}.
Proof. Similarly to [8, Lemma 5], we obtain that the unique solution of system (30) is nonneg-
ative and defined in the set [0,+∞) × Ω. Then by the Comparison Principle, we obtain that the
set A is an invariant region of system (30), and U(t, x) ≤ U˜(t) for t ≥ 0 and x ∈ Ω, where U˜ is
the solution of the initial value problem
dU˜
dt
= U˜(M1 − b1U˜), U˜(0) = max
Ω
U(x, 0).
Hence, for t ≥ 0 and x ∈ Ω,
U(t, x) ≤ U˜(t) =
U˜(0)M1
(M1 − b1U˜(0))e−M1t + b1U˜(0)
, (35)
which yields that for each U0 with 0 ≤ U0 ≤ M1/b1, the solution (U,V) of system (30) satisfies
0 ≤ U ≤ M1/b1. Further, consider the following equation
dV˜
dt
= V˜
(
M2 −
a2b1
M1 + k2b1
V˜
)
, V˜(0) = max
Ω
V(x, 0).
Then for each (U0,V0) ∈ A, we obtain that for each t ≥ 0 and each x ∈ Ω,
V(t, x) ≤ V˜(t) =
V˜(0)M2(
M1 − KV V˜(0)
)
e−M2t + KV V˜(0)
, (36)
where KV = a2b1/(M1 + b1k2). The attraction of the setA is obtained by letting t → +∞ in (35)
and (36). Therefore, the proof is now complete.
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Now we are in the position to prove Theorem 4.1 by applying the method of upper and lower
solutions, and Lemma 3.4.
Proof of Theorem 4.1. By Lemma 4.4 it suffices to consider the asymptotical behaviors of all
solutions of system (30) with 0 ≤ U0(x) ≤ M1/b1 and 0 ≤ V0(x) ≤ (M1+b1k2)M2/(a2b1) for each
x ∈ Ω. Thus in the following we always assume that (U0,V0) ∈ A. The detailed proof is divided
into three different cases: (E1’) a1k2/(a2k1) ∈ [β,+∞) and k1 ≥ k2; (E2’) a1k2/(a2k1) ∈ (α, β),
k1 = k2 and (d1, d2) ∈ D+ ∪D0; (E3’) a1k2/(a2k1) ∈ (0, α], k2 ≥ k1 and (d1, d2) ∈ D+ ∪D0.
Case (E1’): If a1k2/(a2k1) ∈ [β,+∞) and k1 ≥ k2, then by Theorem 4.3 we have D+ = R
2
+.
Consider the following systems:
∂U1 j
∂t
= d1∆U1 j + U1 j
(
r1(x) − b1U1 j − γ1 jV1 j
)
in Ω × R+,
∂V1 j
∂t
= d2∆V1 j + V1 j
(
r2(x) − η1 jV1 j
)
in Ω × R+,
∂U1 j
∂n
=
∂V1 j
∂n
= 0 on ∂Ω × R+,
U1 j(0, x) = U0(x), V1 j(0, x) = V0(x) in Ω.
(37)
where j = 1, 2. Define the constants γ1 j and η1 j, j = 1, 2, by
γ11 =
a1
k1
, η11 =
a2
k2
, γ12 =
a1b1
M1 + b1k1
, η12 =
a2b1
M1 + b1k2
.
then by a1k2/(a2k1) ≥ β and k2 ≤ k1 we have that γ11/η11 ≥ β and γ12/η12 ≥ β. This together
with Lemma 3.2 (ii) and Lemma 3.4 (i) yields that for each j = 1, system (37) has a globally
asymptotically stable steady state (0, θd2,r2/η1 j) and has no positive coexistence steady states.
Clearly, the solution (U,V) of system (30) is an upper solution of system (37) with j = 1 and a
lower solution of system (37) with j = 2 (see, for instance, [28, p.21]). Then we obtain that
U11(t, x) ≤ U(t, x) ≤ U12(t, x), V11(t, x) ≤ V(t, x) ≤ V12(t, x), t > 0, x ∈ Ω.
Thus for each small ε > 0, there exists a time t1 > 0 such that 0 ≤ U(t, x) < ε for each t ≥ t1 and
x ∈ Ω, which implies that for t ≥ t1,
V11 (r2(x) − η11V11) ≤ V
(
r2(x) −
a2V
U + k2
)
≤ V
(
r2(x) −
a2V
ε + k2
)
, t ≥ t1, x ∈ Ω.
By applying the method of upper and lower solutions again, we obtain that
k2
a2
θd2,r2(x) ≤ lim inf
t→+∞
V(t, x) ≤ lim sup
t→+∞
V(t, x) ≤
k2 + ε
a2
θd2,r2(x), x ∈ Ω.
Then we obtain that (U(t, x),V(t, x))→ (0, k2θd2,r2/a2) as t → +∞. Then this case is proved.
Case (E2’): If a1k2/(a2k1) ∈ (α, β), k1 = k2 and (d1, d2) ∈ D+ ∪D0, then
γ11
η11
=
γ12
η12
=
a1
a2
∈ (α, β),
which together with Lemmas 3.3, 3.2 and 3.4, yields that for each j = 1, system (37) has a
globally asymptotically stable steady state (0, θd2,r2/η1 j) and has no positive coexistence steady
states. Thus similarly to the case (E1’), we can prove (E2’).
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Case (E3’): If a1k2/(a2k1) ∈ (0, α], k2 ≥ k1 and (d1, d2) ∈ D+ ∪D0, then
0 <
γ11
η11
=
a1k2
a2k1
≤ α, 0 <
γ11
η11
≤
γ12
η12
=
a1k2(M1/k2 + b1)
a2k1(M1/k1 + b1)
≤ α. (38)
By the similar way used in the case (E2’), we obtain that this theorem holds in the case (E3’).
Therefore, the proof is now complete. 
4.2. Proof of Theorem 4.2
To complete the proof for Theorem 4.2, we first consider the relation between the solutions
of systems (30) and (37).
Lemma 4.5. Assume that either (A1) or (A3) holds. Then for each (U0,V0) ∈ A, the solutions
(U,V) of system (30) and (U1 j,V1 j) of systems (37) with j = 1, 2, satisfy the following statements:
(i) U11(t, x) ≤ U(t, x) ≤ U12(t, x), V11(t, x) ≤ V(t, x) ≤ V12(t, x), t > 0, x ∈ Ω.
(ii) let r˜1 j be defined by r˜1 j(x) = r1(x) − γ1 jθd2 ,r2(x)/η1 j for x ∈ Ω, then
lim
t→+∞
(U1 j(t, x),V1 j(t, x)) = (θd1 ,˜r1 j(x)/b1, θd2,r2(x)/η1 j), j = 1, 2, (39)
and the following inequalities hold:
θd1 ,˜r11(x)/b1 ≤ θd1 ,˜r12(x)/b1, θd2,r2(x)/η11 ≤ θd2,r2(x)/η12, (40)
θd1 ,˜r11(x)/b1 ≤ lim inft→+∞ U(t, x) ≤ lim supt→+∞U(t, x) ≤ θd1 ,˜r12(x)/b1,
θd2 ,r2(x)/η11 ≤ lim inft→+∞ V(t, x) ≤ lim supt→+∞ V(t, x) ≤ θd2 ,r2(x)/η12.
Proof. Similarly to the case (E1’) in the proof of Theorem 4.1, we obtain that (i) holds.
To prove (ii), we only assume that the conditions stated in (A1) hold, the other case can be
similarly discussed. By the similar method used in the proof of Theorem 4.1 we obtain that
γ1 j/η1 j ∈ (0, α]. This together with Lemma 3.3, the fact that D˜0 = D0 for a1k2/(a2k1) = c1/c2
and Lemma 3.2 yields that D˜+ = ∅ and D˜0 =
{
(d1, d2) ∈ R
2
+ | r1(x) ≡ αθd2,r2
}
. Since (d1, d2) ∈
R
2
+ \
{
(d1, d2) ∈ R
2
+ | r1(x) ≡ αθd2 ,r2
}
in (A1), then (d1, d2) ∈ (R
2
+ \ (D˜+ ∪ D˜0)). Thus by Lemma
3.4 (ii) the limits in (39) hold. The left statements in (ii) can be obtained by applying (38) and (i)
in this lemma. Therefore, the proof is now complete.
We next show the limit behavior of U(t, x) as t tends to infinity under the assumption that
either (A2) or (A3) holds. More precisely, we have the following lemma.
Lemma 4.6. Assume that either (A2) or (A3) holds. Then there exists a unique positive function
U∗(x) for x ∈ Ω, which is independent of (U0,V0), such that the solution (U,V) of the modified
Leslie-Gower model (30) satisfies that
lim
t→+∞
U(t, x) = U∗(x), x ∈ Ω.
Proof. Since either (A2) or (A3) holds, then by Lemma 4.5 we have that
θd1 ,˜r11(x)/b1 ≤ lim inf
t→+∞
U(t, x) ≤ lim sup
t→+∞
U(t, x) ≤ θd1 ,˜r12(x)/b1. (41)
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Since k1 = k2, then
γ11
η11
=
γ12
η12
=
a1
a2
,
which yields that
r˜11(x) = r1(x) −
γ11
η11
θd2 ,r2(x) = r1(x) −
γ12
η12
θd2 ,r2(x) = r˜12(x).
Hence, by the above equalities and (41) the proof is finished.
In the end of this section we give the proof for Theorem 4.2.
Proof of Theorem 4.2. If either (A1) or (A3) holds, then by Lemma 4.5 we have that
lim inf
t→+∞
min
x∈Ω
U(t, x) > δ > 0, lim inf
t→+∞
min
x∈Ω
V(t, x) > δ > 0,
where δ satisfies that
2δ = min
{
min
x∈Ω
θd1 ,˜r11(x)/b1, min
x∈Ω
θd2 ,r2(x)/η11
}
.
Then (i) is proved.
Assume that system (30) has a positive coexistence steady state (u∗, v∗), then u∗ = U∗, where
U∗ is a positive function obtained as in Lemma 4.6. To obtain v∗ we consider the elliptic equation
in the form 
d2∆V + V
(
r2(x) −
a2V
U∗(x) + k2
)
= 0 in Ω × R+,
∂V
∂n
= 0 on ∂Ω × R+,
which is equivalent to
d2∆V +
V
U∗(x) + k2
(r2(x)(U
∗(x) + k2) − a2V) = 0 in Ω × R+,
∂V
∂n
= 0 on ∂Ω × R+,
(42)
Let the constantsW∗ andW
∗ be given by
W∗ = min
x∈Ω
r2(x)(U
∗(x) + k2)
a2
, W∗ = max
x∈Ω
r2(x)(U
∗(x) + k2)
a2
.
Since U∗ is a positive function and r2 is a non-negative function with r2 > 0, then W∗ ≥ 0 and
W∗ > 0, which implies that W∗ is a lower solution of (42) and W
∗ > 0 is a upper-solution. Con-
sequently, by the method of upper and lower solutions, we have that (42) has a unique positive
solution v∗, which is globally asymptotically stable. This together with Lemma 4.6 yields that
(ii) holds. Therefore, the proof is finished. 
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5. Concluding remarks
In this paper we have investigated the global dynamics of the competition-diffusion system
(1), which indicates that the evolution of the density of the predator is independent of the density
of the prey. By the principal spectral theory and the dynamics of the classical single-species
logistic model, we prove that its global dynamics can be determined by the local stability of its
semi-trivial steady state (0, θd2,r2/c2). We also apply the obtained results to study the dynamics of
a diffusive predator-prey system (30) with modified Leslie-Gower and Holling-type II schemes in
spatially heterogeneous environment. More precisely, we obtain the global stability of the steady
states and the persistence of the modified Leslie-Gower model under some suitable conditions. It
is also interesting to give a more detailed study of the positive coexistence steady states for system
(30). For example, if the modified Leslie-Gower model (30) satisfies the following conditions:
a1k2
a2k1
∈ (0, α], k2 > k1, (d1, d2) ∈ R
2
+ \
{
(d1, d2) ∈ R
2
+ | r1(x) ≡ αθd2 ,r2
}
.
We conjecture that under the above conditions the modified Leslie-Gower model (30) has at
most one positive coexistence steady state. Further, if it exists, we conjecture that it is globally
asymptotically stable.
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