Multi-user detection allows for the e cient use of bandwidth in Code Division Multiple Access (CDMA) channels through mitigation of near-far e ects and multiple-access noise limitations. The decorrelating detector, developed by Lupas, is a linear multi-user detector that is asymptotically optimal in terms of near far resistance when certain communication parameters are completely known to the detector. In this paper, a simple adaptive decorrelating detector is developed by placing constraints on the set of spreading codes to be used by the active users. This adaptive detector has two modules: it rst decorrelates the existing users, and then determines the spreading code of a new user entering the network with or without the use of a training sequence. Maximum Likelihood detection is proposed for determining the new user's spreading code. The performance of this algorithm is studied by investigating the probability of making an error in determining the new user's spreading code as a function of the number of samples used to make the determination, the number of users transmitting, and the signal to noise ratio of the new user with respect to the ambient Gaussian noise.
Introduction
The rapid expansion of digital communications services has increased the need for realistic multi-user communication techniques for applications such as computer networks, radio transmission, telephony and satellite broadcast channels. Code-division multiple-access (CDMA) implemented via direct-sequence spread-spectrum modulation is emerging as an important technique for implementing multi-user systems in such applications.
In this form of CDMA, users are distinguished at the receiving end of a communications channel by their unique codes which they use to modulate the transmitted data. In CDMA, all active users communicate simultaneously. This method of channel allocation alleviates the problems commonly associated with other forms of channel allocation: unused resources and the need to retransmit data. In addition, CDMA enables the number of potential users to be increased in bursty or fading channels with cellular topologies, making it particularly attractive for applications such as mobile telephony and personal communications 11] .
In a CDMA communication environment, demodulation requires the suppression of two forms of noise: ambient channel noise, which is often modeled as an additive Gaussian process, and multiple access interference (MAI), which is highly structured. The ambient channel noise can be treated using the classical methods of signal processing; however, the effective mitigation of MAI requires multi-user detection techniques. A disadvantage of the optimal multi-user detector 15] is that its complexity is exponential in the number of active users. An alternative detector is the decorrelating detector 5], which is a linear receiver (in operation and in complexity) that retains the so-called near-far resistance of the optimal multiuser detector. A detector is near-far resistant if it is insensitive to the e ects of a large received power for the interferers relative to that of the desired user. Note that the conventional receiver, a receiver that is matched to the spreading code of the desired user, is severely near-far limited. The decorrelating detector achieves near-optimum performance when the users' signals form a linearly independent set and the signature sequences of each active user is known. In the noiseless case, the decorrelating detector achieves perfect demodulation.
The decorrelating detector has been the subject of much research, as modi cations are made to enhance its ability to decorrelate user information streams in more realistic communication scenarios. Zvonar and Brady 19] have developed a decorrelating detector for frequencyselective Rayleigh fading channels; the decorrelating detector has been proposed as a front-end for Varanasi's 14] multi-stage detector; and Duel-Hallen has studied decorrelating decisionfeedback multi-user detectors 2].
None of the optimal receiver, the conventional decorrelating detector, and the decorrelating detector progeny mentioned above is adaptive. The use of a non-adaptive receiver can result in wasted resources and unnecessary computations if only a subset of the possible users is active. In a practical communication environment, the set of active users is dynamic as users enter and leave the network. As CDMA based digital communication networks proliferate, the need to determine the presence of a new user and integrate knowledge of this new user into the detection scheme becomes more important. It is expected that multiple network providers will share the communication space; as a result security and privacy issues will gain greater prominence. It 1 will be desirable not to broadcast the network determined communication parameters of the new users; thus adaptive schemes for integrating the new users into communication will be necessary. While the option for setting aside a separate channel for the transmission of such side information is possible, this results in a waste of bandwidth due to the bursty nature of much telecommunications tra c. These issues motivate the consideration of an adaptive multi-user receiver.
In this paper, we propose an adaptive decorrelator that will operate in a dynamic communication environment. In particular, we consider the situation in which the decorrelating detector for K ? 1 existing, synchronous users is in operation, and a new synchronized user becomes active. The development of an adaptive version of the decorrelator is necessary due to the fact that the decorrelator ceases to be near-far resistant if operating in the presence of a new unknown user. Synchronous communication is considered as a necessary precursor to the investigation of asynchronous communication. The receiver to be developed here will adapt to this new user and result in a decorrelating detector for the K active users. In order to realize this detector, we put the following restriction on the spreading codes of the users: they must have the same (normalized) cross-correlation value for all pairs of distinct codes. In addition, we require that only one new user be admitted to the system at a time. For the current work we assume that knowledge of the presence of the new users exists; there is research in progress to determine this information. In the conclusions, the method for determining this information is brie y described. As it enters the network, the new user can send a training signal that will be used during adaptation. A blind scheme that performs without the use of a training signal is also investigated, although it achieves performance that is inferior to that of the training signal dependent scheme. This paper is organized as follows: the decorrelating detector is reviewed and the adaptive decorrelator structure is introduced in Section 2. In Section 3, the performance of the adaptive decorrelator is initially addressed by considering the probability of determining the incorrect spreading code for the new user. A blind adaptive decorrelator scheme is introduced in Section 4. Next the probability of error of the original users during training is considered in Section 5. The scenario of a user ceasing communication is addressed in Section 6. Simulation results are found in Section 7 and nal conclusions are drawn in Section 8. The appendix describes the statistics of the decision variables used for maximum-likelihood detection of the new user's unknown spreading code and derives the upper bound on performance of the adaptive decorrelator described in Section 3.2.
Adaptive Decorrelator
The decorrelating detector 5], which will be described in more detail in Section 2.1 below, consists of a lter bank matched to the spreading codes of the active users followed by a linear transformation that is equivalent to pre-multiplying the matched lter bank output by the inverse of the matrix of normalized cross-correlation values between the active users' spreading codes. As noted above, we will constrain the signal constellation to be such that the normalized cross-correlations between any two signals (the spreading codes) in the set is the same. Due to this constraint on the spreading codes, all of the relevant cross-correlation values are known a priori. Thus, the inverse of the cross-correlation matrix can be pre-computed given the common cross-correlation value and the number of active users. Our communication environment is such that there are K ? 1 active users for whom a decorrelating detector is in use. We assume that at most one new user can enter the system at a time, that this new user will be synchronized with the original K ? 1 users, and that the new user will use a spreading code from our pre-de ned code set. We shall assume that we have knowledge of the presence of this new user, but make no assumptions about how that knowledge was obtained. Currently we are investigating schemes for determining this information. It is necessary to determine the spreading code of the new user so that the appropriate matched lter bank can be created, and thus the decorrelating detector for the (now) K active users can be implemented.
Under the assumption that communication is both synchronous and coherent, the received vector in a given symbol interval, after chip matched ltering, can be described as follows, r = S K Ab + n; (1) where S K is an N K matrix whose columns are the normalized spreading codes of each of the active users, A is a diagonal K K matrix whose non-zero entries are the received amplitudes of the active users and b is the K 1 vector of bit values for the K users. The additive Gaussian noise process is n, which is assumed to be white. In the sequel, members of the signal constellation will be denoted as m i ; and these codes are normalized (see (2) below). In writing (1), we have removed references to a time index due to the synchronous transmission assumption. Constraining pairs of distinct codes to have the same cross-correlation value yields a crosscorrelation matrix, R = S T K S K , of the active user's normalized codes that has the following form: R ii = m T i m i = 1 and R ij = m T i m j = for i 6 = j; (2) Note that this matrix is both Toeplitz and symmetric. The inverse of this matrix is easily determined to be:
and (R ?1 ) ij = ? (1 ? )(1 + (K ? 1) ) for i 6 = j: (3) Enhancing the receiver to decorrelate the new user will be done in two stages. The rst stage will focus on demodulating the original K ?1 users to create a signal that will contain the K'th user's data plus noise. We will term this signal, the residual signal as it will constitute the remaining signal after the contribution from the original users is removed. In the second stage, the residual signal is used to learn the new user's spreading code. Initially, we will require the new user to send a training signal of pre-determined length M to aid in our 'learning' of the new user's spreading code. This assumption will be removed in Section 4.
Decorrelating the Previous Users
To better understand the techniques proposed for the implementation of an adaptive decorrelator, we rst review the operation of the Lupas decorrelating detector. This decorrelator assumes perfect knowledge of the spreading codes of all of the active users. The received signal, r, is ltered by a bank of spreading codes matched to the codes of the active users, y = S T K r = S T K (S K Ab + n); (4) = RAb + S T K n; (5) and
The desired bit vector estimate,b, is extracted by applying the inverse of the spreading code cross-correlation matrix to y, followed by a signum operation: b = sgn(R ?1 y);
We shall consider similar operations for the construction of the adaptive decorrelator. Given that we have a constrained set of spreading codes, let us reserve one code for the learning process. This code will still have our desired cross-correlation properties, but it will never be used as a spreading code for an active user. We denote this reserved code by m . Notice that m T k m = for 1 k K: (9) Consider a matched-lter bank S K whose K'th column is m and whose rst K ?1 columns are the normalized spreading codes of the original K ?1 users. Thus S K is S K?1 augmented by m .
Recall that for the conventional decorrelating detector we would correlate the received vector with S K , which has the K th user's true spreading code in the last column as was seen in (4) . Instead, we propose to correlate with S K . The resulting cross-correlation matrix, R (= S T K S K ), after matched ltering by S K , is the same as R except for one component, i.e. R ij = R ij for 1 i; j K except for i = j = K; (10) R KK = 1 but R KK = ; (11) For this new scenario, we write the output of the matched lter bank , S K , as y = S T K r = R Ab + S T K n; (12) that is, A k b k + m T n: (14) We now make the following illuminating observation,
Note that this di erence contains signal information about user j only, and so we have created a method for removing the rst K ? 1 users' signals from the received signal in (14) . ?? T . There are a few features of this new decorrelation system to notice. The rst is that there is no need to have explicit knowledge of the received amplitudes of the rst K ? 1 users in order to correctly create the residual signal. Thus, the formation of the residual signal is near-far resistant. Like the conventional decorrelating detector, there is a potential for noise enhancement. The amount of noise enhancement cannot be characterized without knowing ? explicitly. Most importantly, the demodulator, F, requires no complicated computations, nor does any matrix need to be inverted, hence this phase of the adaptive decorrelator is low in complexity, both in construction of the demodulator, F, and in operation. In fact, the F matrix is dependent on the active users' codes only through the common cross-correlation value. Figure 1 shows the operation of decorrelating the previously active users.
Next we employ the residual signal to determine the signature sequence of the new active user.
Determining the New Spreading Code
We propose to use Maximum Likelihood (ML) detection for determining m K from the residual signal x described above. Initially we shall assume the presence of a training signal sent by the new user. We will assume without loss of generality, that the training sequence sent will consist entirely of +1's, which implies that x = A K m K + ?n. ML detection will be accomplished using a xed sample size, where the relevant statistic will be determined in a sequential manner as more observations of the residual signal are collected. This statistic will be equivalent to the likelihood ratio.
Essentially, we perform M-ary hypothesis testing 13]. In this scenario, M = C, where C is the cardinality of the set of possible codes from which the new active user has drawn its code. It is shown in Appendix A that the noise covariance matrix resulting from the formation of the residual signal is positive-semi-de nite. In order to determine the maximum likelihood decision rule, we rst restrict the detection problem to the space where the noise covariance matrix is full rank. This will be the space spanned by the new user and the noise after the isolating linear transformation. We note that singular detection is not possible in this scenario because the signal content in the space corresponding to the eigenvectors associated with the zero eigenvalues of the noise covariance matrix is also zero.
As ?? T is symmetric, there exist orthonormal eigenvectors such that 
where the superscript @ denotes the restriction onto the desired subspace. As is to be expected, ?? T @ is simply the identity matrix of dimension L, since the linear transformation ? 1 2 V T is e ectively a whitening transformation.
We return to the detection problem at hand. Our decision rule will be, m t = arg max
where M is the number of samples examined. The x @ j are samples of the received signal with respect to the reduced dimension basis, where j is a time reference with respect to the bit interval. We next describe the probability density of the observation, (x @ , the residual signal) conditioned on a particular hypothesis, i, and on the received amplitude, A K :
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The samples of the residual signal are independent of each other. From the results of Appendix A we can observe that the following equivalence holds for all spreading code sets with the common cross-correlation value constraint, 
wherem t is the ML estimate of the new user's true spreading code. Note that the decision rule is independent of the unknown A K ; and since this decision rule is the maximum likelihood one for all values of A K , it is globally optimum 9] for this code set.
Probability of Choosing the Incorrect Code
In order to discuss the performance of the ML training signal dependent detector, we shall describe the particular code set used for experimentation that meets our constraint of common cross-correlation value between distinct codes. In particular, we will consider m-sequences, which are linear shift register sequences having a two valued auto-correlation function 10], c(0) T c(0) = 1 and c(i) T c(j) = ? 1 N for i 6 = j: (32) where c(j) represents a circular shift of j chips with respect to the unshifted m-sequence, c(0), and N is the length of the spreading code. In this case N must be of the form 2 m ? 1 for a positive integer m. A possible code set for use with the adaptive decorrelator is to use shifted versions of an m-sequence as the auto-correlation sequence for an m-sequence has the same value for all non-zero shifts. This code set o ers the system construction advantage that only one shift register need be implemented in a transmitter. However, it should be emphasized that this code set is only feasible for synchronous communication. It should be noted that the common cross-correlation constraint is equivalent to requiring that the code set be of uniform distance; that is if each code is viewed as a vector, then each pair of codes is the same Euclidean distance from once another.
We look to the probability of the ML training signal dependent algorithm making an incorrect decision (i.e. choosing the wrong code) to investigate the performance of the algorithm. Note that the probability of detection error of the information stream of the users is distinct from the performance measure studied in this section. Once adaptation has been completed, the probability of detection error for the decorrelating detector for user k, conditioned on the ML scheme having determined the correct code, will be
where A k is the k'th user's received amplitude, 2 is the ambient noise variance, and R ?1 is the inverse of the cross-correlation matrix of the spreading codes of all of the active users.
We shall compute the probability of making a correct decision conditioned on m k being the correct code, P c k . Without loss of generality, the new user's amplitude, A K will be absorbed into the noise variance of the Gaussian noise, so that e ectively A eff K = 1 and the noise variance will be 2 =A 2 K . We then note that the average probability of choosing the incorrect code is, P e = 1 C C X k=1 P e k and that P e k = 1 ? P c k :
Due to the symmetry of the decision variable statistics and the assumption of equal prior probabilities for the possible spreading codes, P e k is the same for each user k and so, P e = P e k = 1 ? P c k = 1 ? P c . Before proceeding to determine P c , we shall need to determine the statistics . Appendix A shows that for spreading codes with the common-cross correlation constraint, these decision variables are equi-correlated, that is, each pair of distinct decision variables has the same covariance. In addition, each decision variable corresponding to an incorrect code has the same mean, and each variable has the same variance. The probability of a correct decision is described by,
where f T(m t ) ( ) is the probability density associated with the decision statistic T(m t ). Given that the decision variables are correlated, this expression does not simplify into a closed form expression. We note that due to this correlation, numerical integration packages have proven fruitless for the evaluation of (38). We next discuss methods for bounding the expression for the probability of a correct decision. 
where P n (D) and P n (Q) are orthant 2 probabilities for the same bounded region. The probability of correct code selection (see (38)) that we wish to determine is actually the expected value of an orthant probability, and so we can use the previously described generalization of Slepian's lemma to obtain a bound on the probability of correct code selection. It can further be shown that for a negative cross-correlation value, the probability of choosing the incorrect code using the ML training signal dependent algorithm is lower bounded by a system that has decision variables with the same statistics as the original system but are orthogonal to each other, i.e, Dij = 0. To lower bound the performance of our ML training signal dependent detector with a corresponding orthogonal system is useful due to the fact that this error probability is easier to calculate and simple bounds for the C'ary orthogonal signaling detection problem already exist.
It is noted that this bound was developed independently of the work by Viterbi 17] , pp. 242-244, who considered the use of the maximum correlation system to bound the probability of detection error in a manner similar to what has been presented here.
Upper Bound on the Probability of an Incorrect Code
In order to determine an upper bound on performance, we consider an approximate upper bound for the exact probability of code-selection error. As the decision variables for the ML training signal dependent test are equi-correlated, the probability of code-selection error is a function of a single variable: the common cross-correlation. Let us denote this common crosscorrelation as %. Speci cally, we look to the rst three terms of the Taylor expansion (in %) about % = 0 of the exact probability of code-selection error and provide an upper bound for the third term. The derivation of this bound is shown in Appendix B, here we simply describe the nal bound, 2 Let P n (D) denote the following orthant probability, where D is the covariance matrix of the Gaussian random variables, x, then P n (D) = P x 1 < a 1 ; x 2 < a 2 ; ; x n < a n ] = where the rst term is simply the orthogonal-signal lower bound previously described, sgn returns the sign of its argument, and (a; y 0 ; y 1 ) = R y 1 y 0 t a?1 expf?tg dt is the generalized incomplete gamma function.
In Section 7, we shall compare the simulated probability of error for the ML training signal dependent detector with the lower and approximate upper bounds described in this section. We shall next brie y consider a scheme for determining the new user's signature sequence in the absence of a training signal.
Blind Determination of the New Spreading Code
The previous method for determining the signature sequence of the new user relied on the existence of a training signal sent by the new user. In this section we consider detection in the absence of such a training signal, that is, a blind determination of the unknown parameter. ML detection will be employed again, however the value of the transmitted bit will be a random variable , b K , which is 1 with probability 1 2 . Thus our residual signal will be x = A K b K m K +?n. As before, the test statistic will be determined in a sequential manner using a xed sample size. We next describe the probability density of the residual signal, x @ , in the subspace where the noise matrix has full rank conditioned on a particular hypothesis, i, and on the received amplitude A K as was done in Section 2.2,
We look to locally optimum 9] rules with respect to the unknown amplitude, A K . This yields the following ML decision rule:
We can further massage this rule by observing that the members of the set of possible codes S P are of uniform norm in the subspace of interest. This property was shown in (29) 
Due to the fact that the set of possible spreading codes are of equal norm in the subspace of interest, the resulting blind rule is globally optimum like its training signal dependent counterpart. Also notable is the fact that this globally optimum decision rule for the blind hypothesis testing case di ers only from the training signal dependent rule by the inclusion of a squaring operation on the correlation statistics.
The performance of this blind rule is compared to the training signal dependent rule via simulation data in Section 7. As with the training signal dependent ML test, the decision statistics are correlated, thus exact computation of the probability of code-selection error is intractable. The derivation of upper and lower bounds is a topic for future research. Trivially, the lower bound derived in Section 3.1 will also be a lower bound for the probability of codeselection error for the blind algorithm.
5 Detection of the Original K ? 1 Users While our adaptive decorrelator is training to determine the spreading code of the new active user, it would be desirable to be able to continue to detect the information streams of the original users. We propose using a decorrelator matched to the bank of lters used to determine the new user's spreading code. That is, we propose to apply R ?1 to the matched lter outputs described in (12) . We shall refer to this as the modi ed decorrelator to distinguish it from the decorrelator developed by Lupas and Verd u 5]. For the modi ed decorrelator, the estimate of the bit vector,b, would be expressed as follows:
To compare the e cacy of this decorrelating detector to be used in the training phase with the decorrelating detector in full reception phase we look to multi-user performance measures, and in particular we consider the asymptotic multi-user e ciency 16]. Qualitatively, the asymptotic multi-user e ciency measures the amount of power necessary for a multi-user receiver to emulate the performance of a corresponding single-user receiver as the ambient Gaussian noise diminishes. The asymptotic e ciency for user k, k , is de ned as follows:
where P k ( ) is the probability of error for the k'th user for the multi-user receiver under study, is the Gaussian noise variance, and A k is the received amplitude of the k'th user. Q( A ) is the probability of error of a single-user system where the single user has received amplitude A and the ambient Gaussian noise has variance . A related performance index, the near-far resistance k of a detector is de ned as,
The near-far resistance describes the performance of the multi-user detector for user k independent of the possible received amplitudes, thus it is a good measure of robustness against the near-far problem. It has been shown by Lupas and Verd u 5] that the near-far resistance of the decorrelating detector is given by,
where R is the cross-correlation matrix of the active users' spreading codes. Using an analysis similar to Lupas 6] , we can show that the near-far resistance of user k of the decorrelating detector during the training phase is
The di erence in near-far resistances of these two decorrelators is due to the fact that our bank of matched lters in the training phase does not correspond to the actual spreading codes of all of the active users because we have used our reserved code m in place of the new user's spreading code. Recall that R = S T K S K = S T K S K . The inverse of R is easily shown to be, 
Clearly it would be possible to estimate the bit of the new active user (user K) using such a decorrelating detector and thus simplify the code determination scheme. This is not recommended due to the fact that, if is quite small, the matrix R ?1 becomes ill-conditioned.
Also note that ! 0 =) K ! 0. Even if is small, though, the modi ed decorrelating detectors for the original K ? 1 users can be constructed without fear of numerical instability. For a realistic communication system we can safely assume that 0 < j j < 1, thus it is clear that the modi ed decorrelator is near-far resistant. With further manipulation of the expressions for k and k we can see that k > k for < ? 1
Recall that K is the number of active users inclusive of the new active user. This expression is independent of the length of the signature sequences employed. We focus on the signaling scenario used in our experiments, i.e., = ? ; this implies that while the adaptive decorrelator is training it can still e ectively demodulate the existing users.
A User Exits Communication
The dominant issue in the creation of the adaptive decorrelator is the accommodation of a new transmitting user into the reception of the multi-user signal; however, one must still consider a procedure for dealing with a user leaving communication. Due to the structure of the decorrelator in the constrained signature sequence scenario, this is easily done.
We begin by assuming that it is known that a user has ceased communication, and which user that is. At this point the matched lter corresponding to that user is removed from operation and the matrix R ?1 K is replaced by R ?1 K?1 . As R ?1 K?1 is simply a function of the common crosscorrelation value and the number of active users, this new matrix can simply be computed. It is clear that the exodus of multiple users can easily be accommodated. The crux of the matter is then determining when a user has left and the identity of that user. It is easily shown that the output of the K-user original decorrelator for user i is 
The locally optimal rule with respect to the unknown amplitude is found to be: choose H 1 if
Thus both the optimal and locally optimal rules are of the form js i j > < , where is some threshold. Given such a threshold we can calculate the probability of a missed detection P M and the probability of false alarm, P F , for a rule of this form,
The resulting receiver operating characteristics are provided in Figure 4 . We note that the SNR values shown are the output SNRs and are thus independent of the common crosscorrelation value and the number of active users. It should be noted, however, that the near-far resistances of the Lupas decorrelator for the constrained code case are quite high as was seen in Figure 3 . Thus the output SNR should not be signicantly less than the input SNR. From this characteristic, it can be observed that this simple detection scheme performs well. It should be noted that more involved change detection methods are possible as well. Sequential detection schemes (e.g. the classical work found in 18]) which would involve collecting samples until an appropriate threshold has been exceeded or extensions of such work such as quickest detection schemes (e.g. 1] and references therein) could prove useful for this problem.
In the sequel, performance of the various ML code-selection algorithms is examined and compared to the previously developed bounds on probability of code-selection error.
Simulation Results
Performance of the ML based detectors was evaluated as a function of three parameters: the number of active users, the signal to noise ratio between the new user's power and that of the ambient Gaussian noise, and the number of received samples employed to make a code selection. Codes of length N = 31 were used where each code was a shifted version of an m-sequence 10] .
The probability of code-selection error of the ML detector is shown in Figures 5-7 for various combinations of the parameters for both the blind and training signal dependent algorithms. The corresponding upper and lower bounds for the training signal dependent ML test as described in Sections 3.1 and 3.2 are also provided. Figure 5 shows performance as a function of SNR when there are 10 active users and 2 received symbols were used to determine the new user's spreading code. Figure 6 shows performance as a function of the number of active users. In this experiment the SNR was 8dB and the signal sequence was also 2 symbols long. The nal experiment for the ML detector was to determine performance as the number of received samples was varied. Here, there were 10 active users and the SNR was 6dB. The results of this experiment are shown in Figure 7 . The`linear' behavior exhibited in this log-linear plot is to be expected as the number of received samples used a ects the decision statistic in a simple manner: it scales the noise variance. Low SNRs were considered in order to assure low variances for the simulations. It is clear that with very few received samples and relatively conservative SNR values the algorithms in question achieve exemplary performance. It is also observed that the blind algorithm requires more received samples than the training signal dependent algorithm to achieve commensurate performance; however the number of samples necessary remains quite reasonable. In addition we observe that the bounds developed for the performance of the training signal dependent test are quite tight and in fact for certain scenarios the lower bound provides a good approximation for the probability of error.
Conclusions
In this paper, we have presented a simple, adaptive decorrelating detector. This adaptive detector can accommodate a new user entering into communication as well as existing users ceasing communication. The simplicity of the algorithm is derived from two constraints placed on the problem: the normalized cross-correlation value between any two distinct user spreading codes is the same, and only one new synchronized user may enter the system at a time. A method for decorrelating the original existing users is presented and maximum likelihood (ML) based algorithms are suggested for determining the new user's spreading code with or without a training sequence. Simple hypothesis tests are provided for determining when an existing user has terminated its transmission. Simulation results show that the ML algorithms perform well in realistic communication environments for this problem. In addition, due to the intractability of the probability of choosing the incorrect code, bounds have been provided for the training signal dependent ML algorithm's performance. Receiver operating characteristics have been provided to show the e cacy of the hypothesis tests for a user ceasing communication.
The ML algorithm necessitates knowing the set of codes from which the new user has chosen its spreading code. Clearly there are scenarios where the receiver will not have this knowledge. In addition, if the cardinality, C, of the code set is very large, the number of necessary operations for the ML algorithm becomes prohibitively large. For these two scenarios, where the use of the ML algorithm is undesirable, we have investigated using an adaptive algorithm based on least-mean-squares techniques. Our results indicate that the ML algorithm outperforms the LMS algorithm. However, with long enough training sequences, the LMS algorithm provides adequate performance.
The current work assumes knowledge of the presence of a new user. Work is in progress to develop tests for determining this event. It is proposed that the residual signal described in (19) be used as the input to a detection scheme for the presence of a new user. Correlator based tests are under investigation and preliminary results are promising 7] .
Future research on this adaptive decorrelator will focus on developing a tighter upper bound for the probability of incorrect code selection for the training signal dependent algorithm as well as bounds for the blind algorithm. Saddle point approximations may prove to be useful in this context 3] . These approximations use the fact that cumulative distributions can be determined by the inverse Laplace transform of the moment generating function of the random variable of interest. The approximation is made by considering a truncation of the Taylor series expansion of this complex integral. In addition, we would like to devise bounds on the performance of the MMSE based detectors. Another avenue for future research is considering the relaxation of the cross-correlation constraint. This would allow for other code sets and possible asynchronous transmission. Based on the current work, projection based operators will be considered for this future research.
As a nal note, we emphasize that although the dynamic user problem has been solved by considering the augmentation of a decorrelator, the methods presented herein have more global applicability. They can be utilized in conjunction with a variety of static multi-user detectors to augment them from a K ? 1 user implementation to a K user implementation.
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APPENDIX A Determining the ML Decision Statistics
In this section we calculate the ML decision statistics described in Section 2.2. Rather than calculate the statistics in a brute force manner, we shall show the equivalence of the linear transformation required for the formulation of the residual signal to a linear transformation that is more easily manipulated. Through algebraic manipulations it is simple to show that ?S P = S P ; (66) where S P is the matrix whose columns are the possible spreading codes for the new active user. It can then be shown that the covariance matrix of the decision variables for the decision rule described in (31) is It is also noted that B is a positive semi-de nite matrix. We now show the equivalence of the two linear transformations in question. 
The rst identity shows that ? is idempotent and hence a projection. The second (69) implies that R(?) R(B) where R(X) denotes the range space of the columns of the matrix X. Similarly, the last identity (70) implies that R(B) R(?). Therefore, R(B) = R(?). The range space of the columns of a projection matrix is simply the space onto which the projection operator casts its projection, therefore B and ? project onto the same subspace. Given the equivalence of the linear transformations, we can now consider creating the residual signal by operating on the received signal with B instead of ?. Next we show an equivalence which enables us to directly calculate the that the resulting statistics for the decision variables of the constrained adaptive decorrelator. 
where 1] P K?1 is a matrix composed of ones of size P K ?1. Note that this covariance matrix has retained the structure of the cross-correlation matrix of the signature sequences: there is one value across the diagonal and all o -diagonal components have the same value. Thus for spreading codes with the common-cross correlation constraint, these decision variables are equi-correlated. Clearly ? is a low complexity implementation of the projection matrix B; an implementation which is only possible when using constrained spreading codes. This appendix provides intuition as to why the constrained adaptive decorrelator works well. It employs a low complexity implementation of a linear transformation which is able to null out the signal content from all users except that of the new user. Due to the common cross-correlation constraint, this is achieved without any degradation of the new user's signal.
B Determining the Upper Bound on the Probability of Code-Selection Error
In this section we shall describe the derivation of the approximate upper bound seen in Section 3.2. The probability of a correct decision in equation (38) 
where x is the vector of decision random variables conditioned on the value of the decision random variable associated with the correct code, z. The vector z has z as the value of each element. % is the covariance matrix of the random variables in x, and is their common mean. The decision statistic corresponding to a correct decision, z, has mean and variance 2 . is the length of the column vector x. To draw correspondence to previously de ned notation, 
where the notation jT(m t ) = z] denotes conditioning on the event T(m t ) = z. It is noted that (87)and (88) are simply the conditional covariance and means of the decision variables. The columns of the matrix S P are the set of possible signature sequences from which the new user has drawn its spreading code. Given that the decision variables are jointly Gaussian, determining the statistics of the conditioned random variables above is straightforward. We note that the covariance matrix % can be described as having a constant diagonal value of ( % ) ii = and a constant o -diagonal value of ( % ) ij = %. As stated above, we approximate the probability of a correct decision by the rst three terms of the Taylor expansion about % = 0, that is, 
Thus an approximation for the probability of code-selection error is, 
