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Abstract—Front wall reflections are considered one of the
main challenges in sensing through walls using radar. This is
especially true under sparse time-space or frequency-space sam-
pling of radar returns which may be required for fast and efficient
data acquisition. Unlike homogeneous walls, heterogeneous walls
have frequency and space varying characteristics which violate
the smooth surface assumption and cause significant residuals
under commonly used wall clutter mitigation techniques. In the
proposed approach, the phase shift and the amplitude of the
wall reflections are estimated from the compressive measurements
using a Maximum Likelihood Estimation (MLE) procedure. The
estimated parameters are used to model electromagnetic (EM)
wall returns, which are subsequently subtracted from the total
radar returns, rendering wall-reduced and wall-free signals.
Simulation results are provided, demonstrating the effectiveness
of the proposed technique and showing its superiority over
existing methods.
I. INTRODUCTION
Through-the-wall radar imaging (TWRI) [1]–[4] is an
emerging technology that uses electromagnetic (EM) waves
to penetrate man-made building materials and image targets
behind visually opaque structures. Imaging of building inte-
riors has recently been a subject of interest in both civilian
and military contexts [5], [6]. One of the main challenges in
TWRI is the detection and localization of stationary targets
inside enclosed structures. This is attributed to the fact that
targets radar cross-section (RCS) is much weaker than front
wall EM backscatterings. Therefore, stationary targets cannot
be generally detected without an effective removal of front
wall clutter [7], [8].
Reduction of radar measurements due to logistics in data
collections or fast data acquisition requirements make the
above challenge even more formidable. If the front wall causes
insignificant clutter, previous work on Compressive Sensing
(CS) and l1-norm reconstruction techniques [9], [10] have
shown that sparsity of the indoor scene can be exploited
in TWRI to provide high-resolution images while alleviating
the demand on acquisition and processing time [11]–[14].
Wall mitigation techniques in conjunction with CS were first
considered in [15]–[17]. Direct application of these methods
to the reduced data volume was shown to provide comparable
performance to their full data volume counterparts. In [15]–
[17], wall clutter reduction typically assumes spatial invariance
of the wall reflections along the array dimension. While
this condition complies best for walls with flat surface and
antenna arrays parallel to front wall, it is clearly no longer
satisfied when dealing with walls with non-planar surfaces. The
approach in [18] relaxes the spatial invariance of the front wall
and confined it to neighboring antenna positions; however, it
required accurate calibration and was originally introduced to
work on the full data volume and did not account for reduced
data measurements.
Inspired by recent works on Ground Penetrating Radar
(GPR) [19], this paper proposes a simple and effective wall
mitigation technique using compressive measurements that can
be used for planar and non-planar walls. In the proposed
approach, the phase shift and the amplitude of the wall
reflections are estimated from reduced measurements using
a Maximum Likelihood Estimation (MLE) [20] procedure.
The estimated parameters are used to model EM wall returns,
which are subtracted from the total radar returns, rendering
wall-free signals. Numerical simulations are provided which
validate the effectiveness of the proposed technique and prove
its superiority over existing techniques.
The remainder of the paper is organized as follows. In
Section II we introduce the TWR received signal model and
its relation with the radar image and we provide the CS
fundamental formulation in TWRI context. Section III reviews
conventional wall clutter mitigation methods. Section IV de-
scribes the proposed wall mitigation technique. Supporting
simulation results are presented in Section V and concluding
remarks are provided in Section VI.
II. SIGNAL MODEL
Assume a synthetic aperture radar (SAR) is used in which
a single antenna at one location transmits and receives the
radar signal, then moves to the next location, and repeats the
same operation along the axis parallel to a homogenous wall.
Consider the homogeneous wall located along the x-axis, and
the region to be imaged located beyond the wall along the
positive z-axis. Assume N antenna locations, with the n-th
transceiver, located at xn = (xn,−zoff), where zoff is the wall
standoff distance. The scene is illuminated with a stepped-
frequency signal of M frequencies, which are equispaced over
the desired bandwidth ωM−1 − ω0,
ωm = ω0 +m∆ω m = 0, . . . ,M − 1 (1)
where ω0 is the lowest frequency in the desired frequency
band and ∆ω is the frequency step size. The reflections by
the wall and any targets in the scene are measured only at
the same transceiver location. Assuming the scene contains P
point targets, the output of the n-th transceiver corresponding
to the m-th frequency is given by,
y(m,n) = yw(m,n) +
P−1∑
p=0
σpe
−jωmτp,n (2)
where yw(m,n) denotes the wall EM backscatterings, σp is
the complex reflectivity of the p-th target and τp,n is the
two-way traveling time between the n-th antenna and the
target. For through-the-wall propagation, τp,n will comprise
the components corresponding to traveling distances before,
through, and after the wall [21]. A reference wall reflection
model for an average standoff distance d from the surface can
be stated as,
yw,ref(m) = e
−jωmτw (3)
where τw = 2d/c. However, the actual wall reflection yw(m,n)
from a rough wall will be a scaled and phase-shifted version
of yw,ref(m) as,
yw(m,n) = αmyw,ref(m)e
jωm∆τn (4)
where αm is the scale and ∆τn denotes the time shift with re-
spect to the average time delay τw for the n-th antenna location.
Note that wall ringing or reverberation is not considered in
(4). Therefore, the indoor targets are obscured due to the wall
reflections, which are relatively stronger than target reflections.
Assume that the region of interest is divided into a finite
number of pixels Nx×Nz in crossrange and downrange. In CS-
based TWRI, the scene itself is usually considered sparse. The
sparsity-driven approach operates under the assumption of the
point target model and applies the sparsity condition directly
to the scene, arguing that the point targets occupy no more
than P ( Nx ×Nz) pixels. Let r(k, l), k = 0, . . . , Nx − 1,
l = 0, . . . , Nz−1 be a weighted indicator function, which takes
the value σp if the p-th point target exists at the (k,l)-th pixel;
otherwise, it is zero. With the values r(k, l) lexicographically
ordered into a column vector r of length NxNz , the received
signal corresponding to the n-th antenna can be expressed in
matrix-vector form as,
yn = Ψnr (5)
where Ψn is a matrix of dimensions M × NxNz , and for
homogeneous walls, its m-th row is given by,
[Ψn]m =
[
e−jwmτn,00 · · · e−jwmτn,NxNz ] (6)
with yn = [y(0, n) y(1, n) · · · y(M − 1, n)]T and
y(m,n) given in (2). Considering the measurement vector
corresponding to all N antennas, defined as,
y =
[
yT0 yT1 · · · yTN−1
]T
(7)
the relationship between y and r is given by,
y = Ψr (8)
where
Ψ =
[
ΨT0 Ψ
T
1 · · · ΨTN−1
]T
. (9)
The expression in (8) involves the full set of measurements
made at the N array locations using all M frequencies.
Consider y˘ ,which is a vector of length QfQn ( MN )
consisting of elements chosen from y as follows,
y˘ = Φy = ΦΨr (10)
where Φ is a QfQn ×MN matrix of the form,
Φ = (ϑ⊗ IQf) · diag
{
ϕ(0), . . . ,ϕ(N−1)
}
(11)
In (11), ⊗ denotes the Kronecker product, IQf is a Qf × Qf
identity matrix, ϑ is a Qn×N measurement matrix constructed
by either uniformly or randomly selecting Qn rows of an
N × N identity matrix, and ϕ(n), n = 0, 1, . . . , N − 1, is
a Qf ×M measurement matrix constructed by uniformly or
randomly selecting Qf rows of an M ×M identity matrix. We
note that ϑ determines the reduced antenna locations, whereas
ϕ(n) determines the reduced set of frequencies corresponding
to the nth antenna location. The number of measurements
QfQn required to achieve successful CS reconstruction highly
depends on the coherence between Φ and Ψ. For the problem
at hand,Φ is the canonical basis andΨ is similar to the Fourier
basis, which have been shown to exhibit maximal incoherence
[10]. Given y˘, we can recover r by solving the following
equation,
rˆ = arg min
r
‖r‖l1 subject to y˘ ≈ ΦΨr (12)
where ‖r‖l1 is simply the sum of the absolute values of the
elements in r. Several methods are available in the literature to
solve the optimization problem in (12). In this paper, we con-
sider Matching Pursuit (MP) to solve (12). More specifically,
we use the Orthogonal Matching Pursuit (OMP) [22], which
is known to provide a fast and easy to implement solution.
III. EXISTING WALL MITIGATION TECHNIQUES
Previous works thus far assumed a planar front wall which
causes specular reflections towards the SAR [23], [24]. Assum-
ing αm = 1 and ∆τn = 0 in (4), we note that the two-way
traveling time from the wall to each of the antenna elements
does not vary with the antenna location. Furthermore, as the
wall is homogeneous and assumed to be of extent that is much
larger than the beamwidth of the antenna, the wall return in
(2) assumes the same value across the array aperture. Unlike
τw, the time delay τp,n in (2) is different for each antenna
location, since the signal path from the antenna to the target is
different from one antenna to the other. For the m-th frequency,
the received signal is a function of n via the variable τp,n.
Therefore, we can rewrite (2) as,
yωm(n) = vωm +
P−1∑
p=0
up,ωm(n) (13)
where vωm = yw,ref(m) and up,ωm(n) = σpe
−jωmτp,n . Thus,
separating wall reflections from target reflections amounts to
basically separating constant from non-constant valued signals
across antennas, which can be performed by applying a proper
spatial filter [23] across the antenna array. In its simplest form,
the spatial filter, which removes, or significantly attenuates,
the zero spatial frequency component, can be implemented as
the subtraction of the average of the radar return across the
antennas. That is,
y˜ωm(n) = yωm(n)− y¯ωm (14)
where
y¯ωm =
1
N
N−1∑
n=0
yωm(n) (15)
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Fig. 1: Backprojected image: (a) Scene image with full data set when wall contribution is perfectly removed, (b) Scene image
with full dataset, and (c) Scene image with 4% of the data volume
This technique, named Spatial Filtering (SF), was first
introduced in [23]. The wall scattering invariance together
with the fact that wall reflections are relatively stronger than
target reflections are the basis of another technique presented
in [24], where it was shown that the wall subspace is usually
captured in the most dominant singular values when applying
singular value decomposition (SVD) to the measured data
matrix. Both methods were extended to deal with compressive
measurements in [16].
IV. PROPOSED TECHNIQUE
Our goal is to obtain estimates of αm and ∆τn such that the
wall reflection can be modeled and, subsequently, subtracted
from the total radar returns to render wall-free signals. The
calculation of the Maximum Likelihood (ML) estimate of ∆τn
can be found by,
τˆn = arg max
∣∣sHn y˘n∣∣ (16)
where y˘n = ϕ(n)yn is the reduced set of frequencies measured
at the n-th antenna location and with,
sn =
[
e−jω0(τw−τn) · · · e−jωM−1(τw−τn)]T (17)
for τw−∆τ ≤ τn ≤ τw+∆τ . Note that we use prior knowledge
of the wall standoff distance to obtain the value of τw. The time
delay limits defined by ∆τ should be selected appropriately
depending on the roughness of the surface. Once the shift in
time domain is estimated as ∆τˆn = τˆn− τw, it can be used to
obtain the estimate of the scale parameter αm as,
αˆm =
1
Qn
Qn∑
n=1
|y˘(m,n)|
|yˆw(m,n)| (18)
where yˆw(m,n) denotes the estimated wall contribution ob-
tained from (4) using the estimated ∆τˆn and with αm = 1. Us-
ing ∆τˆn and αˆm, the wall reflections can be reconstructed for
the reduced data volume and, thus, subtracted from the com-
pressive measurements. The estimated wall reflection model
for the reduced set of measurements is given by,
yˆw(m,n) = αˆmy˘w,ref(m,n)e
jωm∆τˆn (19)
V. SIMULATION RESULTS
In this section, we evaluate the performance of the pro-
posed technique using synthesized data. A stepped-frequency
signal consisting of M = 728 frequencies covering the ω0 = 1
to ωM−1 = 3 GHz frequency band was used for interrogating
the scene. A monostatic synthetic aperture array, consisting
of N = 67 element locations with an inter-element spacing
of 1.87 cm was employed. The array was located parallel to
the front wall, and centered at x = 0 m in crossrange at a
standoff distance of zoff = 1 m. The roughness of the wall is
simulated by adding a bias to the standoff distance. This bias
is selected randomly in the range 0.5 m to 0.5 m. The scaling
factor αm ∼ N (1, 10−3) is modeled as a Gaussian random
variable. The scene consisted of a single point target located
at (0, 1.59) m (near the behind-the-wall area). The region to be
imaged is chosen to be 5.61 m (down-range) × 4.88 m (cross-
range) centered at (0, 3.59) m and is divided into Nz = 73 ×
Nx = 33 pixels, respectively.
Figure 1(a) shows the image corresponding to the simu-
lated scene obtained with conventional backprojection applied
directly to the full raw dataset after perfect wall subtraction.
We plot the image intensity with the maximum intensity
value in the image normalized to 0 dB. Fig. 1(b) shows the
backprojection image obtained when the full dataset is not
pre-processed. Finally, Fig. 1(c) depicts the backprojection
image of the scene when using only Qf = 146 uniformly
selected frequencies and Qn = 14 uniformly selected array
locations, which represent 4% of the total data volume. For
comparison, Fig. 1(b) and Fig. 1(c) have been normalized
according to the maximum intensity value in both images.
Clearly, data reduction translates into the appearance of clutter
in the image, thereby challenging the detection of the targets
behind the wall. If the spatial filtering technique summarized
in Section III is applied using the reduced set of measurements,
the image shown in Fig. 2(a) is obtained. It can be observed
that the target is obscured due to the non-planar surface of
the wall. If the proposed method is applied to the compressive
measurements, the image shown in Fig. 2(b) is obtained. Now,
the target can be easily identified. The proposed technique
was applied to the same scenario but assuming specular wall
reflections, i.e., with a complete flat wall. Fig. 2(c) shows the
corresponding recovered image, where the same compressive
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Fig. 2: Backprojected image with 4% of the data volume: (a) Spatial Filtering dealing with rough wall, (b) Proposed method
dealing with rough wall, and (c) Proposed method dealing with flat wall.
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Fig. 3: l1 reconstruction-based imaging results using the proposed technique with 4% of the data volume: (a) with rough wall,
(b) with flat wall.
sampling pattern as in Fig. 2(b) has been considered. These
results prove the efficiency of the proposed technique dealing
with planar and non-planar walls.
Finally, Fig. 3(a) and Fig. 3(b) show the l1 reconstruction
based images corresponding to the data obtained after applying
the proposed wall mitigation technique. It is evident that CS
reconstructions provide an improvement over the correspond-
ing backprojection results in terms of clutter reduction.
VI. CONCLUSION
In this paper, we proposed a simple and effective tech-
nique to remove rough wall reflections from a random and
small number of measurements. Essentially, the phase shift
and the amplitude of the wall reflections are estimated from
the compressive measurements using a MLE procedure. The
estimated parameters are used to model EM wall returns,
which are subsequently subtracted from the total radar returns,
rendering wall-free signals. Simulation results demonstrated
the effectiveness of the proposed technique when dealing
with homogeneous and heterogeneous walls with significantly
reduced data measurements
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