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Abstract
For a family of stochastic differential equations, we investigate the asymptotic
behaviors of its corresponding Picard’s iteration, establishing convergence results
in terms of relative entropy. Our convergence results complement the conventional
ones in the L2 and almost sure sense, revealing some previously unexplored aspects
of the stochastic differential equations under consideration. For example, in com-
bination with Pinsker’s inequality, one of our results readily yields the convergence
under Picard’s iteration in the total variation sense, which does not seem to directly
follow from any other known results. Moreover, our results promise possible further
applications of SDEs in related disciplines. As an example of such applications, we
establish the convergence of the corresponding mutual information sequence under
Picard’s iteration for a continuous-time Gaussian channel with feedback, which may
pave way for effective computation of the mutual information of such a channel, a
long open problem in information theory.
Keywords: relative entropy, mutual information, Girsanov’s theorem, stochastic dif-
ferential equations, Picard’s iteration.
1 Introduction
Let T > 0, and let C[0, T ] denote the space of all real-valued continuous functions over
the interval [0, T ]. Let f be a non-anticipative functional from [0, T ]×C[0, T ]×C[0, T ] to
R in the sense that, roughly speaking, with t interpreted as the present time, the value of
f(t, ϕ, ψ) only causally depends on the “history” of ϕ and ψ (see the rigorous definition
in Section 2.1). And let g be a non-anticipative functional from [0, T ] × C[0, T ] to R.
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In this paper, we are concerned with a stochastic differential equation (SDE) taking the
following form:
dY (t) = f(t, ξ, Y )dt+ g(t, Y )dW (t), 0 ≤ t ≤ T, (1)
with the initial condition Y (0) = 0, where W = {W (t); 0 ≤ t ≤ T} is a standard
Brownian motion and ξ = {ξ(t); 0 ≤ t ≤ T} is a stochastic process independent of W
with E
[
sup0≤t≤T |ξ(t)|
2
]
<∞.
For the special case that there is no actual dependence of f on the second parameter
ϕ, it is well known (see, e.g., [11, 15]) that a convergence analysis of the corresponding
Picard’s iteration can establish the existence and uniqueness of the strong solution to the
equation (1), provided that f and g satisfy the conventional uniform Lipschitz and linear
growth conditions. It turns out that, for the general case (that f may actually depends
on ϕ), the aforementioned conditions and convergence analysis can be adapted to achieve
the same objective. More precisely, assume that f and g satisfy the following conditions:
(L) (Uniform Lipschitz) There existsK > 0 such that for any t ∈ [0, T ] and any ϕ, ψ, ψ˜ ∈
C[0, T ],
|f(t, ϕ, ψ)− f(t, ϕ, ψ˜)|2 + |g(t, ψ)− g(t, ψ˜)|2 ≤ K sup
0≤s≤t
|ψ(s)− ψ˜(s)|2. (2)
(G) (Linear Growth) There exists L > 0 such that for any t ∈ [0, T ] and ϕ, ψ ∈ R,
|f(t, ϕ, ψ)|2 + |g(t, ψ)|2 ≤ L
(
1 + sup
0≤s≤t
|ϕ(s)|2 + sup
0≤s≤t
|ψ(s)|2
)
. (3)
And consider the sequence {Y (n)} = {Y (n)(t); 0 ≤ t ≤ T}∞n=0 recursively defined by
Y (n)(t) =
∫ t
0
f
(
s, ξ, Y (n−1)
)
ds+
∫ t
0
g
(
s, Y (n−1)
)
dW (s), for n ∈ N, (4)
starting with Y (0)(t) ≡ 0. Then, as elaborated in Theorem 2.1, the sequence
{
Y (n)
}
converges in the L2 and almost-sure sense, which yields the unique strong solution Y =
{Y (t); 0 ≤ t ≤ T} to the equation (1).
In this paper, we will further characterize the convergence behaviors of
{
Y (n)
}
in terms
of the so-called relative entropy, a.k.a. Kullback-Leibler divergence. Roughly speaking,
the relative entropy between two probability measures µ and ν, denoted by D (µ‖ν), is a
“distance-like” function measuring how “close” µ and ν are; and our main results show
that as n tends to infinity, the distribution of {Y (n)} converges to that of Y with respect to
certain measures in terms of relative entropy. More precisely, let B = {B(t); 0 ≤ t ≤ T}
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be the strong solution to the following SDE:
dB(t) = g(t, B)dW (t), 0 ≤ t ≤ T, (5)
with the initial condition B(0) = 0. And let µY (n), µY and µB denote the probability
measures on the space of C[0, T ] induced by Y (n), Y and B, respectively. Then, our main
result can be stated as follows:
Theorem 1.1. Suppose that f and g satisfy (L) and (G) and that g satisfies the following
regularity condition:
(R) sup(t,ϕ)∈[0,T ]×C[0,T ] |g
−1(t, ψ)| <∞.
Then, we have
1) limn→∞D (µY (n)‖µY ) = 0;
2) limn→∞D (µY (n)‖µB) = D (µY ‖µB) .
Though often intuited as a way of measuring the distance between two probability dis-
tributions, relative entropy does not qualify as a metric due to its asymmetry (with respect
to its two parameters) and failure to obey the triangle inequality. Nevertheless, relative
entropy is intimately related to many other metrics such as total variation distance, Fisher
information divergence, Wasserstein distance and so on; see, e.g., [23, 24] and references
therein. This, together with many other desirable properties, explains its widespread
use in diverse disciplines including probability theory [9], statistics [12, 22], statistical
physics [21, 7], machine learning and neural science [2, 1, 17, 14], and information the-
ory [3, 8]. Complementing the convergence of Picard’s iteration in the conventional L2
and almost sure sense, relative entropy convergence as characterized in Theorem 1.1 may
reveal aspects of SDEs unexplored as yet, which hold out the promise of new applications
of SDEs in some uncharted research territories.
Roughly speaking, the well-known Pinsker’s inequality [4] states that the relative en-
tropy between two probability measures dominates their total variation distance. As an
example of the possible applications of our results, we note that the statement 1) of The-
orem 1.1, in combination with Pinsker’s inequality, immediately leads to the following
corollary, which does not seem to directly follow from any other known results.
Corollary 1.1. Suppose f and g satisfy (L), (G) and (R). Then, µY (n) converges to µY
in total variation distance.
For another example, the equation (1) is often used to model a continuous-time Gaus-
sian channel with feedback in information theory. As a corollary of the statement 2) of
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Theorem 1.1, we establish the convergence of the mutual information of such a channel
under Picard’s iteration in Theorem 4.1. Here, we note that this convergence result re-
quires rather mild assumptions and more importantly feature a finer characterization of
the convergence behavior, and thereby may pave way for effective computation of the
mutual information of a continuous-time Gaussian channel with feedback, which is a long
open problem in information theory.
The remainder of the paper is organized as follows. We start with Section 2, which will
introduce some basic notions and results that are instrumental in our proofs. The proof
of our main result will then be presented in Section 3. In Section 4, we state and prove
Theorem 4.1, which exemplifies the possible applications of Theorem 1.1 in information
theory.
2 Preliminaries
2.1 Notations
We denote by N and N0 the sets of positive and non-negative integers respectively. For
any ϕ ∈ C[0, T ], let ‖ϕ‖T denote its sup-norm, that is, ‖ϕ‖T := sup0≤t≤T |ϕ(t)|. We
will equip the space C[0, T ] with the filtration {Bt}0≤t≤T , where BT denotes the Borel
σ-algebra on the space C[0, T ] and Bt = pi
−1
t (BT ), where pit : C[0, T ] → C[0, T ] is given
by the map (pitx)(s) = x(t∧ s). We say that a functional f from [0, T ]×C[0, T ]×C[0, T ]
to R is non-anticipative if f is B([0, T ]) ⊗ BT ⊗BT -measurable and for each t ∈ [0, T ],
f(t, ·, ·) is Bt⊗Bt-measurable, or equivalently, for any ϕ, ψ ∈ C[0, T ],
f(t, ϕ, ψ) = f(t, {ϕ(s); 0 ≤ s ≤ t}, {ψ(s); 0 ≤ s ≤ t}).
We use (Ω,F ,P) to denote the underlying probability space equipped with a filtration
F = {Ft}0≤t≤T , which, as is typical in the theory of SDEs, satisfies the usual condi-
tions [11] and is rich enough to accommodate ξ and W . For any F -adapted process
X = {X(t),Ft; 0 ≤ t ≤ T}, we use F
X = {FXt ; 0 ≤ t ≤ T} to denote the augmented
filtration generated by X .
For any two probability measures µ and ν, we write µ ≪ ν to mean µ is absolutely
continuous with respect to ν and µ ∼ ν if they are equivalent. For any two processes
X = {X(t); 0 ≤ t ≤ T} and Y = {X(t); 0 ≤ t ≤ T}, as mentioned before, we use µX , µY
to denote the probability distributions on BT induced by X, Y , respectively; and we write
the Radon-Nikodym derivative of µY with respect to µX as dµY /dµX .
Given two expressions A1, A2, we use A1 .M A2 as a shorthand for the inequality
A ≤ CMB for some constant CM depending only on M .
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2.2 The L2 and Almost Sure Convergence of {Y (n)}
The following theorem establishes the convergence of {Y (n)} in the L2 and almost sure
sense, and thereby the existence and uniqueness of the strong solution to (1). The proof
is a slight modification of the conventional argument and is included in Appendix A for
completeness. Here, we emphasize that the constants specified in the theorem will be
used to characterize the rate of convergence in Theorem 4.1.
Theorem 2.1. Consider the equation (1) satisfying the conditions (L) and (G). Then,
we have
1) for all n ∈ N0,
E
[∥∥Y (n)∥∥2
T
]
≤ k1e
k2T and E
[∥∥Y (n+1) − Y (n)∥∥2
T
]
≤ c1
(c2T )
n
n!
, (6)
where k1 = 2LT (T+4) (1 + E [‖ξ‖
2
T ]), k2 = 2L(T+4), c1 = 2TL(T+4) (1 + E [‖ξ‖
2
T ])
and c2 = 2K(T + 4);
2) there exists a unique strong solution Y = {Y (t); 0 ≤ t ≤ T} to (1) with
lim
n→∞
∥∥Y (n) − Y ∥∥2
T
= 0 and E
[∥∥Y (n) − Y ∥∥2
T
]
≤ c3
(c2T )
n
n!
n→∞
−→ 0, (7)
where c3 = k1e
k2T . So, the solution Y is the pointwise and L2-limit of the sequence{
Y (n)
}∞
n=0
.
2.3 Absolute Continuity between Relevant Measures
In this section, assuming g ≡ 1, we will discuss the absolute continuity between vari-
ous measures and derive some formulas for the corresponding Radon-Nikodym deriva-
tives which will be used in our proofs. For notational convenience, we may simply write
f
(
t, ξ, Y (n)
)
as f (n)(t), and f(t, ξ, Y ) as f(t).
First of all, it is easy to see that the linear growth condition (G) guarantees that
∫ T
0
|f(t, ϕ, ψ)|dt <∞ (8)
for any ϕ, ψ ∈ C[0, T ], and
P
(∫ T
0
f 2 (t, ξ, Y ) dt <∞
)
= 1 and P
(∫ T
0
E
2
[
f (t, ξ, Y )
∣∣FYt ] dt <∞
)
= 1. (9)
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Hence, by [13, Theorem 7.14 and Lemma 7.7], we have
µY ∼ µW and µξ,Y ∼ µξ × µW , (10)
and moreover,
dµY
dµW
(Y ) = exp
(∫ T
0
E
[
f(t, ξ, Y )|FYt
]
dY (t)−
1
2
∫ T
0
E
2
[
f(t, ξ, Y )|FYt
]
dt
)
(11)
and
dµξ,Y
d(µξ × µW )
(ξ, Y ) = exp
(∫ T
0
f(t, ξ, Y )dY (t)−
1
2
∫ T
0
f 2(t, ξ, Y )dt
)
. (12)
Similarly, it follows from (G) and (7) that for any n ∈ N0,
P
(∫ T
0
f 2
(
t, ξ, Y (n)
)
dt <∞
)
= 1 and P
(∫ T
0
E
2
[
f
(
t, ξ, Y (n)dt
) ∣∣FY (n+1)t ] dt <∞
)
= 1.
(13)
Hence, by [13, Theorem 7.14], we have µY (n) ≪ µW for all n ∈ N, and furthermore,
dµY (n)
dµW
(
Y (n)
)
= exp
(∫ T
0
α(n)(t)dY (n)(t)−
1
2
∫ T
0
(
α(n)(t)
)2
dt
)
= exp
(∫ T
0
α(n)(t)f (n−1)(t)dW (t) +
∫ T
0
f (n−1)(t)α(n)(t)dt−
1
2
∫ T
0
(
α(n)(t)
)2
dt
)
, (14)
where α(n)(t) := E
[
f
(
t, ξ, Y (n−1)
) ∣∣FY (n)t ], and, as mentioned before, f (n)(t) is a short-
hand notation for f(t, ξ, Y (n)). The following proposition, whose proof is postponed to
Appendix B, says that an extra condition will guarantee that µY (n) and µW are equivalent.
Proposition 2.1. If f satisfies (L) and there exists an ε > 0 such that
E
[
eε‖ξ‖
2
T
]
<∞, (15)
then µY (n) ∼ µW .
We next show the absolute continuity of µξ,Y (n) with respect to µξ × µW and derive
the formula for
dµξ,Y (n)
d (µξ × µW )
(
ξ, Y (n)
)
, for which we will extend the results in [13, Lemmas
7.6 and 7.7] below. Consider the process Z = {Z(t); 0 ≤ t ≤ T} defined by
Z(t) =
∫ t
0
h(s, ξ,W )ds+W (t), 0 ≤ t ≤ T, (16)
where h : [0, T ]×C[0, T ]×C[0, T ]→ R is a non-anticipative functional, and ξ and W are
as in (1). Then, the extension (see Appendix C for the proof) says
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Proposition 2.2. Suppose that
E
[∫ T
0
h2(t, ξ,W )dt
]
<∞, and for any x, w ∈ C[0, T ],
∫ T
0
|h(t, x, w)|dt <∞. (17)
Then, µξ,Z ≪ µξ × µZ and moreover,
dµξ,Z
d(µξ × µW )
(ξ, Z) = exp
(∫ T
0
E
[
h(t, ξ,W )
∣∣FZ,ξt ] dZ(t)− 12
∫ T
0
E
2
[
h(t, ξ,W )
∣∣FZ,ξt ] dt
)
. (18)
Note that an application of Proposition 2.2 with h(t, ξ,W ) = f(t, ξ, Y (n)) immediately
yields that µξ,Y (n) is absolutely continuous with respect to µξ × µW , and moreover,
dµξ,Y (n)
d (µξ × µW )
(
ξ, Y (n)
)
= exp
(∫ T
0
β(n)(t)dY (n)(t)−
1
2
∫ T
0
(
β(n)(t)
)2
dt
)
, (19)
where β(n)(t) := E
[
f
(
t, ξ, Y (n−1)
) ∣∣F ξ,Y (n)t ].
2.4 Relative Entropy
Definition 2.1 (Relative entropy). For two probability measures µ and ν on a same
probability space, the relative entropy of µ with respect to ν is defined as
D (µ‖ν) =


∫
log dµ
dν
(x)µ(dx), if µ≪ ν;
∞ otherwise,
where dµ/dν(x) is the Radon-Nikodym derivative of µ with respect to ν.
It is well known that relative entropy D (µ‖ν) is convex in (µ, ν). To be exact, for any
α ∈ [0, 1] and measures µi, νi, i = 1, 2, we have
D (µ‖ν) ≤ αD (µ1‖ν1) + (1− α)D (µ2‖ν2) ,
where µ = αµ1 + (1 − α)µ2 and ν = αν1 + (1 − α)ν2. It turns out, as elaborated in the
following lemma (see Appendix D for the proof), the convexity can be generalized to our
setting, which is crucial in our proof of Theorem 1.1.
Proposition 2.3. Let U, V and Z be C[0, T ]-valued random variables defined on the
probability space (Ω,F ,P). Suppose µU ≪ µV . Then,
D (µU‖µV ) ≤
∫
C[0,T ]
D (µU,Z(·, z)‖µV,Z(·, z))µZ(dz). (20)
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3 Proof of Theorem 1.1
First of all, we show that the proof boils down to that for the special case g ≡ 1.
Consider the process Y˜ = {Y˜ (t); 0 ≤ t ≤ T} satisfying the following SDE:
dY˜ (t) = f˜(t, ξ, Y˜ )dt+ dW (t), 0 ≤ t ≤ T, (21)
with the initial condition Y (0) = 0, where f˜ := fg−1. It follows from (L), (G) and (R)
that f˜ satisfies (L) and (G), and hence the solution to (21) uniquely exists. Then, by [13,
Theorem 7.19], we have
dµY
dµB
(y) =
dµY˜
dµW
(y) and
dµξ,Y
d (µξ × µB)
(x, y) =
dµξ,Y˜
d (µξ × µW )
(x, y), (22)
where B = {B(t); 0 ≤ t ≤ T} is the process defined in (5). Note that the Picard’s
iteration corresponding to (21) recursively computes: for any n ∈ N,
Y˜ (n)(t) =
∫ t
0
f˜
(
s, ξ, Y˜ (n−1)
)
ds+W (t), (23)
starting with Y˜ (0) ≡ 0. Therefore, following the proofs of [13, Theorems 7.14, 7.18 and
7.19], we have
dµY (n)
dµB
(y) =
dµY˜ (n)
dµW
(y) and
dµξ,Y (n)
d (µξ × µB)
(x, y) =
dµξ,Y˜ (n)
d (µξ × µW )
(x, y). (24)
It then immediately follows from (22) and (24) that Theorem 1.1 established for the
special case g ≡ 1 implies that for the general case. So, throughout the remainder of the
proof, we will assume that g ≡ 1.
3.1 Some Useful Relations
For each x ∈ C[0, T ], consider the process Y x = {Y x(t); 0 ≤ t ≤ T} satisfying the
following SDE:
dY x(t) = f(t, x, Y x)dt+ dW (t), 0 ≤ t ≤ T, (25)
with the initial condition Y x(0) = 0. The corresponding Picard’s iteration recursively
computes: for any n ∈ N,
Y x,(n)(t) =
∫ t
0
f
(
s, x, Y x,(n−1)
)
ds+W (t), (26)
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starting with Y (0)(t) ≡ 0. As discussed in Section 2.3, it holds that µY x ∼ µW and
furthermore
dµY x
dµW
(Y x) = exp
(∫ T
0
f(t, x, Y x)dY x(t)−
1
2
∫ T
0
f 2(t, x, Y x)dt
)
. (27)
We now claim that, for any n ∈ N0, there exists a non-anticipative functional Q
(n) :
[0, T ]× C[0, T ]× C[0, T ]→ R such that for any x ∈ C[0, T ],
P
(
Y (n)(t) = Q(n)(t, ξ,W ); 0 ≤ t ≤ T
)
= P
(
Y x,(n)(t) = Q(n)(t, x,W ); 0 ≤ t ≤ T
)
= 1.
(28)
Indeed, for n = 0, one can simply set Q(n) ≡ 0. By way of induction, suppose that (28)
is satisfied by Q(n) for a particular n. Then, we have
Y x,(n+1)(t) =
∫ t
0
f
(
s, x, Y x,(n)
)
ds+W (t)
=
∫ t
0
f
(
s, x,Q(n)(·, x,W )
)
ds+W (t). (29)
Setting Q(n+1)(t, x, y) :=
∫ t
0
f
(
s, x,Q(n)(·, x, y)
)
ds+ y(t), one readily verifies that for any
t ∈ [0, T ],
Y (n+1)(t) = Q(n+1)(t, ξ,W ) and Y x,(n+1)(t) = Q(n+1)(t, x,W ) P -a.s.
Since the above processes admit continuous sample paths, (28) holds true for Q(n+1),
which in turn yields the claim.
Note that when ξ is fixed as x, (15) is trivially satisfied, and therefore, by Proposi-
tion 2.1, it holds that µY x,(n) ∼ µW , and, by Proposition 2.2,
dµY x,(n)
dµW
(
Y x,(n)
)
= exp
(∫ T
0
Φ(n)
(
t, Y x,(n)
)
dY x,(n)(t)−
1
2
∫ T
0
(
Φ(n)
(
t, Y x,(n)
))2
dt
)
,
(30)
where Φ(n) : [0, T ] × C[0, T ] → R is a non-anticipative functional such that for any
t ∈ [0, T ],
Φ(n)
(
t, Y x,(n)
)
= E
[
f
(
t, x, Y x,(n−1)
) ∣∣FY x,(n)t ] P -a.s. . (31)
Finally, mimicking the proof of [13, Lemma 7.6] with the representation as in (28), we
can show that for all x ∈ C[0, T ] and n ∈ N0,
dµξ,Y (n)
d (µξ × µW )
(
x, Y (n)
)
=
dµY x,(n)
dµW
(
Y (n)
)
P -a.s., (32)
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and
dµξ,Y
d (µξ × µW )
(x, Y ) =
dµY x
dµW
(Y ) P -a.s. . (33)
And moreover, by [13, Lemma 7.7], we have the following relations
dµY (n)
dµW
(
Y (n)
)
=
∫
C[0,T ]
dµξ,Y (n)
d(µξ × µW )
(
x, Y (n)
)
µξ(dx) P -a.s., (34)
and
dµY
dµW
(Y ) =
∫
C[0,T ]
dµξ,Y
d(µξ × µW )
(x, Y )µξ(dx) P -a.s. . (35)
3.2 Proof of 1)
Applying Lemma 2.3 with U = Y (n), V = Y , Z = ξ and V˜ =W , we arrive at
D (µY (n)‖µY ) ≤
∫
C[0,T ]
D
(
µY (n),ξ(·, x)‖µY,ξ(·, x)
)
µξ(dx)
=
∫
C[0,T ]
(
E
[
log
dµξ,Y (n)
d (µξ × µW )
(
x, Y (n)
)]
− E
[
log
dµξ,Y
d (µξ × µW )
(x, Y )
])
µξ(dx)
=
∫
C[0,T ]
(
E
[
log
dµY x,(n)
dµW
(
Y (n)
)]
− E
[
log
dµY x
dµW
(
Y (n)
)])
µξ(dx),
where for the last equality we have used the relations (32) and (33).
As discussed in Sections 2.3 and 3.1, µY x,(n) ∼ µW for any fixed x ∈ C[0, T ] and
µY (n) ≪ µW for every n ∈ N0. It then immediately follows that µY (n) ≪ µY x,(n) , which,
together with [13, Lemma 4.10], implies that
dµY x,(n)
dµW
(
Y (n)
)
= exp
(∫ T
0
Φ(n)
(
t, Y (n)
)
dY (n)(t)−
1
2
∫ T
0
(
Φ(n)
(
t, Y (n)
))2
dt
)
.
In a parallel fashion, we deduce that µY (n) ≪ µY x , and moreover,
dµY x
dµW
(
Y (n)
)
= exp
(∫ T
0
f
(
t, x, Y (n)
)
dY (n)(t)−
1
2
∫ T
0
f 2
(
t, x, Y (n)
)
dt
)
.
With Φ(n) as defined in (31), we now show that, for each t ∈ [0, T ],
Φ(n)
(
t, Y (n)
)
= E
[
f
(
t, x, Y (n−1)
) ∣∣FY (n)t ] P -a.s. . (36)
To see this, recall that from Section 3.1 that for each n ∈ N0, there exists a non-anticipative
functional Q(n) satisfying (28). Then, for any bounded FY
(n)
t -measurable random variable
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λ = λ
(
Y (n)(t)
)
, we have
E
[
Φ(n)
(
t, Y (n)
)
λ
(
Y (n)(t)
)]
=
∫
C[0,T ]
(∫
C[0,T ]
Φ(n)
(
t, Q(n)(·, x, w)
)
λ
(
Q(n)(·, x, w)
)
µW (dw)
)
µξ(dx)
=
∫
C[0,T ]
∫
C[0,T ]
f
(
t, x, Q(n)(·, x, w)
)
λ
(
Q(n)(·, x, w)
)
µW (dw)× µξ(dx)
= E
[
f
(
t, x, Y (n)
)
λ
(
Y (n)(t)
)]
,
where the second equality follows from (31). The claim (36) then immediately follows.
Then, using (36) and rewriting f
(
t, x, Y (n)
)
as f
(n)
x (t), we have
D (µY (n)‖µY ) ≤
∫
C[0,T ]
E
[∫ T
0
E
[
f (n−1)x (t)− f
(n)
x (t)
∣∣FY (n)t ] dY (n)(t)
−
1
2
∫ T
0
(
E
2
[
f (n−1)x (t)
∣∣FY (n)t ]− (f (n)x (t))2
)
dt
]
µξ(dx)
=
∫
C[0,T ]
(
E
[∫ T
0
β(n)x (t)dW (t)
]
+
1
2
E
[∫ T
0
(
β(n)x (t)
)2
dt
])
µξ(dx), (37)
where β
(n)
x (t) = E
[
f
(n−1)
x (t)− f
(n)
x (t)
∣∣FY (n)t ]. Now, by Jensen’s inequality and the Itoˆ
isometry, we infer that, for the first term in (37),
E
[∫ T
0
β(n)x (t)dW (t)
]
≤ E
1
2
[∫ T
0
(
β(n)x (t)
)2
dt
]
≤
√∫ T
0
E
[(
f
(n−1)
x (t)− f
(n)
x (t)
)2]
dt
≤
√
K
∫ T
0
E
[
‖Y (n−1) − Y (n)‖
2
t
]
dt
≤ (c1KT )
1
2
√
(c2T )n−1
(n− 1)!
, (38)
where c1 and c2 are the constants as in Theorem 2.1. Similarly, for the second term in
(37), we have
E
[∫ T
0
(
β(n)x (t)
)2
dt
]
≤ c1KT
(c2T )
n−1
(n− 1)!
. (39)
With the two bounds in (38) and (39), we eventually reach
D (µY (n)‖µY ) ≤ (c1KT )
1
2
√
(c2T )n−1
(n− 1)!
+ c1KT
(c2T )
n−1
2(n− 1)!
, (40)
which in turn implies 1) of Theorem 1.1.
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3.3 Proof of 2)
We will need the following lemma, whose proof is postponed to Appendix E.
Lemma 3.1. Assume (L), (G) and the following condition:
(B) (Uniform Boundedness) There exists M > 0 such that for all ϕ, ψ ∈ C[0, T ],
∫ T
0
f 2(t, φ, ϕ)dt ≤ M. (41)
Then, for any n ∈ N0 and p with |p| ≥ 1 ,
E
[(
dµY (n)
dµW
(
Y (n)
))p]
≤ e
p(p+1)M
2 . (42)
Moreover, for any x ∈ C[0, T ], we have
E
[(
dµY x,(n)
dµW
(
Y x,(n)
))p]
≤ e
p(p+1)M
2 . (43)
Now, we are ready for the proof of 2), which consists of the following two steps:
Step 1. In this step, we establish 2) with an extra condition (B).
First of all, we note that for each n ∈ N0, it can be readily verified that
D (µY (n)‖µW )−D (µY ‖µW ) = D (µY (n)‖µY )+E
[
log
dµY
dµW
(
Y (n)
)]
−E
[
log
dµY
dµW
(Y )
]
. (44)
Since it has been established in 1) that limn→∞D (µY (n)‖µY ) = 0, to prove (2), it suffices
to show that
lim
n→∞
E
[
log
dµY
dµW
(
Y (n)
)]
= E
[
log
dµY
dµW
(Y )
]
. (45)
Now, applying Jensen’s inequality and Fubini’s theorem, we have, for any p ≥ 1,
E
[∣∣∣∣ dµYdµW
(
Y (n)
)
−
dµY
dµW
(Y )
∣∣∣∣
p]
≤
∫
C[0,T ]
E
[∣∣∣∣dµY xdµW
(
Y (n)
)
−
dµY x
dµW
(Y )
∣∣∣∣
p]
µξ(dx). (46)
Notice that as discussed before, µY (n) ≪ µW for all n ∈ N0, µY ∼ µW and µY x ∼ µW , we
have µY (n) ≪ µY x ∼ µY , which, together with [13, Lemma 4.10], implies that
dµY x
dµW
(
Y (n)
)
= exp
(∫ T
0
f
(
t, x, Y (n)
)
dY (n)(t)−
1
2
∫ T
0
f 2
(
t, x, Y (n)
)
dt
)
, P -a.s., (47)
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and moreover,
dµY x
dµW
(Y ) = exp
(∫ T
0
f (t, x, Y ) dY (t)−
1
2
∫ T
0
f 2 (t, x, Y ) dt
)
, P -a.s. . (48)
It then follows from (47), (48), the condition (B) and the Cauchy-Schwarz inequality that
E
[∣∣∣∣log
(
dµY x
dµW
(
Y (n)
))
− log
(
dµY x
dµW
(Y )
)∣∣∣∣
2
]
≤ 2E
[∣∣∣∣
∫ T
0
(
f (n)x (t)f
(n−1)
x (t)−
1
2
(
f (n)x (t)
)2
−
1
2
f2x(t)
)
dt
∣∣∣∣
2
]
+ 2E
[∣∣∣∣
∫ T
0
(
f (n)x (t)− fx(t)
)
dW (t)
∣∣∣∣
2
]
≤ 18E
[∣∣∣∣
∫ T
0
f (n)x (t)
(
f (n−1)x (t)− fx(t)
)
dt
∣∣∣∣
2
]
+ 9E
[∣∣∣∣
∫ T
0
f (n)x (t)
(
fx(t)− f
(n)
x (t)
)
dt
∣∣∣∣
2
]
+ 9E
[∫ T
0
∣∣∣fx(t)(f (n)x (t)− fx(t)) dt∣∣∣2
]
+ 2E
[∫ T
0
(
f (n)x (t)− fx(t)
)2
dt
]
≤ 18M
(
E
[∫ T
0
(
f (n−1)x (t)− fx(t)
)2
dt
]
+ E
[∫ T
0
(
fx(t)− f
(n)
x (t)
)2
dt
])
+ 2E
[∫ T
0
(
f (n)x (t)− fx(t)
)2
dt
]
.M,K,L
(c2T )
n−1
(n− 1)!
+
(c2T )
n
n!
, (49)
where c2 = 2KT , the constants M,K,L in the last inequality does not depend on x
(cf. Theorem 2.1 and Remark A.1), and we have rewritten f
(
t, x, Y (n)
)
, f(t, x, Y ) as
f
(n)
x (t), fx(t), respectively, for notational simplicity.
Note that it can be verified that for any p ≥ 1 and any x, y ∈ R,
|ex − ey|p ≤ |ex − ey|p−1(ex ∨ ey)|x− y|. (50)
Using this, the Cauchy-Schwarz inequality and Proposition 3.1, we have the following
estimate
E
[∣∣∣∣dµY xdµW
(
Y (n)
)
−
dµY x
dµW
(Y )
∣∣∣∣
p]
.M
√√√√E
[∣∣∣∣log
(
dµY x
dµW
(Y (n))
)
− log
(
dµY x
dµW
(Y )
)∣∣∣∣
2
]
.M,K,L,p
√
(c2T )n−1
(n− 1)!
+
(c2T )n
n!
. (51)
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Since the bound in (51) does not depend on x, we infer from (46) that
E
[∣∣∣∣ dµYdµW
(
Y (n)
)
−
dµY
dµW
(Y )
∣∣∣∣
p]
.M,K,L,p
√
(c2T )n−1
(n− 1)!
+
(c2T )n
n!
. (52)
Now, using the well-known inequality | log x| ≤ |x−1|+|1/x− 1|, Proposition 3.1, Ho¨lder’s
inequality and (52), we arrive at
E
[∣∣∣∣log
(
dµY
dµW
(
Y (n)
))
− log
(
dµY
dµW
(Y )
)∣∣∣∣
]
≤ E
[((
dµY
dµW
(Y )
)−1
+
(
dµY
dµW
(
Y (n)
))−1) ∣∣∣∣ dµYdµW
(
Y (n)
)
−
dµY
dµW
(Y )
∣∣∣∣
]
.M,p E
1
p
[∣∣∣∣ dµYdµW
(
Y (n)
)
−
dµY
dµW
(Y )
∣∣∣∣
p]
.M,K,L,p
(
(c2T )
n
n!
+
(c2T )
n−1
(n− 1)!
) 1
2p
. (53)
Therefore, by (44), (40) and (53), we reach
|D (µY (n)‖W )−D (µY ‖µW )| .M,K,L,p
(
(c2T )
n−1
(n− 1)!
+
(c2T )
n
n!
) 1
2p
+
√
(c2T )n−1
(n− 1)!
+
(c2T )
n−1
(n− 1)!
, (54)
which converges to 0 as n tends to infinity, and thereby completing Step 1.
Remark 3.1. At the expense of a possible increase of the corresponding constant, the rate
of convergence as in (54) can be made arbitrarily close to O
(√
(c2T )n−1
(n−1)!
)
by choosing p
close enough to 1.
Step 2. In this step, we finish the proof of 2) without the condition (B).
First of all, for each n,m ∈ N, we define the stopping times τ
(n)
m and τm by
τ (n)m :=

inf{t ≤ T :
∫ t
0
f 2(s, ξ, Y (n))ds ≥ m}, for
∫ T
0
f 2
(
t, ξ, Y (n)
)
dt ≥ m;
T, otherwise,
(55)
and
τm :=

inf{t ≤ T :
∫ t
0
f 2(s, ξ, Y )ds ≥ m}, for
∫ T
0
f 2(t, ξ, Y )dt ≥ m;
T, otherwise.
(56)
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Furthermore, we define the stopping time σm by
σm := inf
n≥0
{
τ (n)m
}
. (57)
For each fixed n ∈ N0, it is easy to see that τ
(n)
m ↑ T P -a.s. as m→∞; and moreover, by
the easily verifiable fact that
lim
n→∞
∫ T
0
f 2
(
t, ξ, Y (n)
)
dt =
∫ T
0
f 2(t, ξ, Y )dt, (58)
we infer that σm ↑ T P -a.s. as m → ∞. Now, we are ready to define truncated versions
of f and Y as below:
f(m)(t, φ, ϕ) := f(t, φ, ϕ)1{
∫ t
0 f
2(s,φ,ϕ)ds≤m}, (59)
and
Y(m)(t) :=
∫ t
0
f(m)(s, ξ, Y )ds+W (t), 0 ≤ t ≤ T. (60)
Since for any t ∈ [0, T ], Y(m)(t)1{t≤τm} = Y (t)1{t≤τm} P -a.s., and both the processes
{Y(m)(t)1{t≤τm}; 0 ≤ t ≤ T} and {Y (t)1{t≤τm}} admit left-continuous sample paths, they
are indistinguishable to each other. Consequently, we have
P
(∫ t
0
f(m)(s, ξ, Y )ds =
∫ t
0
f(m)
(
s, ξ, Y(m)
)
ds; 0 ≤ t ≤ T
)
= 1, (61)
and moreover,
Y(m)(t) =
∫ t
0
f(m)(s, ξ, Y(m))ds+W (t), 0 ≤ t ≤ T. (62)
Note that, for any fixedm ∈ N, the corresponding Picard’s iteration
{
Y
(n)
(m)
}∞
n=0
recursively
computes: for any n ∈ N,
Y
(n)
(m)(t) =
∫ t
0
f(m)
(
s, ξ, Y
(n−1)
(m)
)
ds+W (t), (63)
starting with Y
(0)
(m)(t) ≡ 0. By way of induction, we can show that, for all n,m ∈ N0 and
t ∈ [0, T ],
Y
(n)
(m)(t)1{t≤σm} = Y
(n)(t)1{t≤σm} P -a.s. and Y(m)(t)1{t≤σm} = Y (t)1{t≤σm} P -a.s., (64)
i.e., the process {Y
(n)
(m)(t)1{t≤σm}; 0 ≤ t ≤ T} is a modification of
{
Y (n)(t)1{t≤σm}; 0 ≤ t ≤ T
}
.
Again, since both of them admit left-continuous sample paths, they are indistinguishable
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to each other. And a similar argument can be applied to establish the indistinguishability
between the two processes
{
Y(m)(t)1{t≤σm}; 0 ≤ t ≤ T
}
and
{
Y (t)1{t≤σm}; 0 ≤ t ≤ T
}
.
Hence, when restricted to the event {σm = T}, the processes Y
(n)
(m) and Y(m) share the
same laws as Y (n) and Y , respectively.
With the above preparations, we are now ready to establish the desired convergence
in 2). Splitting E
[
log dµY
dµW
(Y )
]
with respect to the two non-overlapping events {σm = T}
and {σm < T}, we have
E
[
log
dµY
dµW
(Y )
]
= E
[
log
dµY
dµW
(Y )
(
1{σm=T}+1{σm<T}
)]
= E
[
log
dµY(m)
dµW
(
Y(m)
)]
+ E
[
log
dµY
dµW
(Y )1{σm<T}
]
. (65)
Similarly, for each n,m ∈ N, by (64), we have
E
[
log
(
dµY (n)
dµW
(
Y (n)
))]
= E

log

dµY (n)(m)
dµW
(
Y
(n)
(m)
)

+ E [log(dµY (n)
dµW
(
Y (n)
))
1{σm<T}
]
. (66)
Note that by Step 1, we have
lim
n→∞
E
[
log
(
dµ
Y
(n)
(m)
dµW
(
Y
(n+1)
(m)
))]
= E
[
log
dµY(m)
dµW
(
Y(m)
)]
. (67)
And, by (65), (66) and (67), we have
E
[
log
(
dµY
dµW
(Y )
)]
− lim
n→∞
E
[
log
(
dµY (n)
dµW
(
Y (n)
))]
= E
[
log
(
dµY
dµW
(Y )
)
1{σm<T}
]
− lim
n→∞
E
[
log
(
dµY (n)
dµW
(
Y (n)
))
1{σm<T}
]
. (68)
Noticing that (68) holds true for allm ≥ 0 and using the fact that 1{σm<T} ↓ 0 asm→∞,
we deduce that
lim
m→∞
E
[
log
(
dµY
dµW
(Y )
)
1{σm<T}
]
= 0, (69)
where we have applied the dominated convergence theorem. The proof is then complete
if we can show
lim
m→∞
lim
n→∞
E
[
log
(
dµY (n)
dµW
(
Y (n)
))
1{σm<T}
]
= 0. (70)
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To this end, we note that by (14),
E
[
log
(
dµY (n)
dµW
(
Y (n)
))
1{σm<T}
]
=
E
[(∫ T
0
α(n)(t)dW (t)−
1
2
∫ T
0
(
α(n)(t)
)2
dt+
∫ T
0
f (n−1)(t)α(n)(t)dt
)
1{σm<T}
]
, (71)
where α(n)(t) := E
[
f
(
t, ξ, Y (n−1)
) ∣∣FY (n)t ] and f (n)(t) represents f(t, ξ, Y (n)). By the Itoˆ
isometry, the Cauchy-Schwarz inequality and Jensen’s inequality, we have
E
[∣∣∣∣
∫ T
0
α(n)(t)dW (t)1{σm<T}
∣∣∣∣
]
≤
√
E
[∫ T
0
(α(n)(t))
2
dt
]
P(σm < T )
≤
√
E
[∫ T
0
(f (n−1)(t))
2
dt
]
P(σm < T ). (72)
By (58), with f(t) represents f(t, ξ, Y ), we have
lim
n→∞
E
[∣∣∣∣
∫ T
0
α(n)(t)dW (t)1{σm<T}
∣∣∣∣
]
≤
√
E
[∫ T
0
f 2(t)dt
]
P(σm < T ), (73)
and therefore,
lim
m→∞
lim
n→∞
E
[∫ T
0
α(n)(t)dW (t)1{σm<T}
]
= 0. (74)
Using a similar argument, we deduce that
E
[∣∣∣∣
∫ T
0
f (n−1)(t)α(n)(t)dt1{σm<T}
∣∣∣∣
]
≤ E
[(∫ T
0
(
f (n−1)(t)
)2
dt
)1/2(∫ T
0
(
α(n)(t)
)2
dt
)1/2
1{σm<T}
]
≤
√
E
[∫ T
0
(f (n−1)(t))
2
dt1{σm<T}
]
E
[∫ T
0
(α(n)(t))
2
dt
]
≤
√
E
[∫ T
0
(f (n−1)(t))
2
dt1{σm<T}
]
E
[∫ T
0
(f (n−1)(t))
2
dt
]
, (75)
which, upon letting n→∞, yields
lim
n→∞
E
[∣∣∣∣
∫ T
0
f (n−1)(t)α(n)(t)dt1{σm<T}
∣∣∣∣
]
≤
√
E
[∫ T
0
f 2(t)dt1{σm<T}
]
E
[∫ T
0
f 2(t)dt
]
. (76)
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A further application of the dominated convergence theorem then gives
lim
m→∞
lim
n→∞
E
[∫ T
0
f (n−1)(t)α(n)(t)dt1{σm<T}
]
= 0. (77)
Next, by Jensen’s inequality and (L), we have
E
[∫ T
0
(
α(n)(t)
)2
dt1{σm<T}
]
≤ E
[∫ T
0
E
[(
f (n−1)(t)
)2 ∣∣∣FY (n)t
]
dt1{σm<T}
]
≤ E
[∫ T
0
E
[
L
(
1 + sup
0≤s≤t
|ξ(s)|2 + sup
0≤s≤t
∣∣∣Y (n−1)(s)∣∣∣2) ∣∣∣FY (n)t
]
dt1{σm<T}
]
≤ E
[∫ T
0
E
[
L
(
1 + sup
0≤s≤t
|ξ(s)|2 + 2 sup
0≤s≤t
∣∣∣Y (n)(s)− Y (n−1)(s)∣∣∣2) ∣∣∣FY (n)t
]
dt1{σm<T}
]
+ 2E
[∫ T
0
sup
0≤s≤t
∣∣∣Y (n)(s)∣∣∣2 dt1{σm<T}
]
(78)
≤ L
(
T P(σm < T ) + E
[∫ T
0
E
[
‖ξ‖2T + 2
∥∥∥Y (n) − Y (n−1)∥∥∥2
T
∣∣∣FY (n)t
]
dt1{σm<T}
]
+ 2T E
[∥∥∥Y (n)∥∥∥2
T
1{σm<T}
])
. (79)
It is easy to see that
lim
m→∞
lim
n→∞
E
[∥∥Y (n)∥∥2
T
1{σm<T}
]
= lim
m→∞
E
[
‖Y ‖2T 1{σm<T}
]
= 0, (80)
and
lim
n→∞
E
[∫ T
0
E
[∥∥Y (n) − Y (n−1)∥∥2
T
∣∣∣∣FY (n)t
]
dt1{σm<T}
]
≤ T lim
n→∞
E
[∥∥Y (n) − Y (n−1)∥∥2
T
]
= 0.
(81)
Finally, since E [‖ξ‖2T ] <∞, by [6, Theorem 5.5.1], the collection{
E
[
‖ξ‖2T
∣∣FY (n)t ] ; n ∈ N0, 0 ≤ t ≤ T}
is uniformly integrable. It then follows that
lim
m→∞
lim sup
n→∞
E
[∫ T
0
E
[
‖ξ‖2T
∣∣∣FY (n)t ]1{σm<T} dt
]
= 0. (82)
Combining (78), (80), (81) and (82), we infer that
lim
m→∞
lim
n→∞
E
[∫ T
0
(
α(n)(t)
)2
dt1{σm<T}
]
= 0. (83)
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Hence, the desired (70) follows from (74), (77) and (83), which in turn completes the
proof of the theorem.
4 Application in Information Theory
In the context of information theory, an SDE taking the form
Y (t) =
∫ t
0
f(s, ξ, Y )ds+W (t), 0 ≤ t ≤ T, (84)
is often used to model a continuous-time Gaussian channel with feedback, where ξ is in-
terpreted as the message to be transmitted, f as the channel input and Y as the channel
output. The mutual information IT (ξ; Y ), a fundamental notion measuring the informa-
tion transmission rate of the channel (84), is defined as
IT (ξ; Y ) := E
[
log
dµξ,Y
d (µξ × µY )
(ξ, Y )
]
= D (µξ,Y ‖µξ × µY ) . (85)
Exemplifying the possible applications of Theorem 1.1, the following theorem show
that IT (ξ; Y ) can be approximated via the means of Picard’s iteration.
Theorem 4.1. Let {Y (n)}∞n=0 be as in (4) with g ≡ 1 and ξ = {ξ(t),Ft; 0 ≤ t ≤ T} be
such that E [‖ξ‖2T ] <∞. Suppose f and g satisfy (L) and (G). Then,
lim
n→∞
IT
(
ξ; Y (n)
)
= IT (ξ; Y ). (86)
In addition, if f further satisfies (B), then, for any p ≥ 1, we have
∣∣IT (ξ; Y (n))− IT (ξ; Y )∣∣ .M,K,L,p
(
(cT )n−1
(n− 1)!
+
(cT )n
n!
) 1
2p
+
√
(c2T )n−1
(n− 1)!
+
(c2T )
n−1
(n− 1)!
, (87)
where c1, c2 are the constants as in Theorem 2.1.
Proof. First of all, we note that the mutual information IT (ξ; Y ) can be split into
IT (ξ; Y ) = E
[
log
(
dµξ,Y
d(µξ × µY )
(ξ, Y )
)]
= E
[
log
(
dµξ,Y
d(µξ × µW )
(ξ, Y )
)]
− E
[
log
(
dµY
dµW
(Y )
)]
= D (µξ,Y ‖µξ × µW )− D (µY ‖µW ) . (88)
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Similarly, for each n ∈ N, we have
IT
(
ξ; Y (n)
)
= D
(
µξ,Y (n)‖µξ × µW
)
− D (µY (n)‖µW ) . (89)
Then, by 2) of Theorem 1.1, we have
lim
n→∞
D (µY (n)‖µW ) = D (µY ‖µW ) . (90)
Hence, to prove (86), it remains to show
lim
n→∞
D
(
µξ,Y (n)‖µW
)
= D (µξ,Y ‖µW ) . (91)
Towards this goal, applying Proposition 2.2, we have
dµξ,Y (n)
d (µξ × µW )
(
ξ, Y (n)
)
= exp
(∫ T
0
β(n)(t)dY (n)(t)−
1
2
∫ T
0
(
β(n)(t)
)2
dt
)
= exp
(∫ T
0
β(n)(t)dW (t) +
∫ T
0
β(n)(t)f (n−1)(t)dt−
1
2
∫ T
0
(
β(n)(t)
)2
dt
)
, (92)
and furthermore,
dµξ,Y
d (µξ × µW )
(ξ, Y ) = exp
(∫ T
0
f(t, ξ, Y )dY (t)−
1
2
∫ T
0
f 2(t, ξ, Y )dt
)
. (93)
Here, β(n)(t) = E
[
f (n−1)(t)
∣∣F ξ,Y (n)t ] . Now, with a parallel argument as in the proof of
Theorem 1.1, we reach
E
[∣∣∣∣log
(
dµξ,Y (n)
d (µξ × µW )
(
ξ, Y (n)
))
− log
(
dµξ,Y
d(µξ × µW )
(ξ, Y )
)∣∣∣∣
]
≤ 4(c1KT )
1/2
√
(c2T )n
n!
+ 4(c1KT )
1/2
√
(c2T )n−1
(n− 1)!
+ 2c1KT
(c2T )
n
n!
, (94)
which implies (91) and hence (86). In addition, if f satisfies the condition (B), we can
combine (94) and (40) to establish (87).
Remark 4.1. Effective computation of the mutual information of a continuous-time Gaus-
sian feedback channel under various input constraints has been a long open problem in
information theory (see, e.g., [19, 5, 10, 20, 16]). Evidently, Theorem 4.1 suggests a so-
lution via Picard’s iteration, which, thanks to the rate of convergence in (85), can be
particularly promising for the channel under the condition (B), which is often termed as
“peak power constraint” (see, e.g., [18]) in information theory.
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5 Appendices
A Proof of Theorem 2.1
The proof closely follows those showing the existence and uniqueness of the solution to
some “conventional” SDEs where ξ is absent (see, e.g., [11, 15]). In the following we only
sketch the proof and emphasize the technical issues only present in our setting.
The uniqueness of the solution can be proven using Gronwall’s inequality in a parallel
fashion as in [11, 15], so here we only prove the existence. More precisely, we achieve this
by establishing (7), which in turn implies the well-definedness of the limit of the sequence{
Y (n)
}
.
To this end, we first note that for any n ∈ N0 and any t ∈ [0, T ],
sup
0≤s≤t
∣∣Y (n)(s)∣∣2 ≤ 2 sup
0≤s≤t
(∫ s
0
f
(
u, ξ, Y (n−1)
)
du
)2
+ 2 sup
0≤s≤t
(∫ s
0
g
(
u, Y (n−1)
)
dW (u)
)2
≤ 2t
∫ t
0
f 2
(
u, ξ, Y (n−1)
)
du+ 2 sup
0≤s≤t
(∫ s
0
g
(
u, Y (n−1)
)
dW (u)
)2
, (95)
where the last inequality follows from the Cauchy-Schwarz inequality. Taking expectation
on both sides of (95) then yields
E
[
sup
0≤s≤t
∣∣Y (n)(s)∣∣2] ≤ 2LT (T + T E [‖ξ‖2T ]+
∫ t
0
E
[
sup
0≤v≤u
∣∣Y (n−1)(v)∣∣2] du)
+ 2E
[
sup
0≤s≤t
(∫ s
0
g
(
u, Y (n−1)
)
dW (u)
)2]
. (96)
For the second term in (96), by Doob’s submartingale inequality and the Itoˆ isometry,
we have
E
[
sup
0≤s≤t
∣∣∣∣
∫ s
0
g
(
u, ξ, Y (n−1)
)
dW (u)
∣∣∣∣
2
]
≤ 22 E
[∫ t
0
g2
(
u, ξ, Y (n−1)
)
du
]
≤ 4L
(
T + T E
[
‖ξ‖2T
]
+
∫ t
0
E
[
sup
0≤v≤u
∣∣Y (n−1)(u)∣∣] du) .
(97)
Now, letting k1 := 2LT (T + 4) (1 + E [‖ξ‖
2
T ]) and k2 := 2L(T + 4), we have
E
[
sup
0≤s≤t
∣∣Y (n)(s)∣∣2] ≤ k1 + k2
∫ t
0
E
[
sup
0≤v≤u
∣∣Y (n−1)(v)∣∣2] du,
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a recursive application of which yields
E
[
sup
0≤s≤t
∣∣Y (n)(s)∣∣2] ≤ k1ek2t. (98)
Next, using a similar approach as above and taking into account the fact that f and
g satisfy (L), we reach, for any t ∈ [0, T ],
E
[
sup
0≤s≤t
∣∣Y (1)(s)− Y (0)(s)∣∣2] ≤ 2t ∫ t
0
E
[
f 2
(
u, ξ, Y (0)
)]
du+ 2E
[
sup
0≤s≤t
∣∣∣∣
∫ s
0
g
(
u, Y (0)
)
dW (u)
∣∣∣∣
2
]
≤ 2T 2L
(
1 + E
[
‖ξ‖2T
])
+ 2E
[
sup
0≤s≤t
∣∣∣∣
∫ s
0
g
(
u, Y (0)
)
dW (u)
∣∣∣∣
2
]
. (99)
Again, by Doob’s submartingale inequality and the Itoˆ isometry,
E
[
sup
0≤s≤t
∣∣∣∣
∫ s
0
g
(
u, Y (0)
)
dW (u)
∣∣∣∣
2
]
≤ 22 E
[∫ t
0
g2
(
u, Y (0)
)
du
]
≤ 4LT
(
1 + E
[
‖ξ‖2T
])
. (100)
Hence, from (99) and (100), we have
E
[
sup
0≤s≤t
∣∣Y (1)(s)− Y (0)(s)∣∣2] ≤ 2TL(T + 4) (1 + E [‖ξ‖2T ]) =: c1, (101)
for any t ∈ [0, T ]. It then follows from the fact that f and g satisfy (L) that
E
[
sup
0≤s≤t
∣∣Y (2)(s)− Y (1)(s)∣∣2] ≤ 2E
[∣∣∣∣
∫ t
0
(
f
(
u, ξ, Y (1)
)
− f
(
u, ξ, Y (0)
))
du
∣∣∣∣
2
]
+ 8E
[∣∣∣∣
∫ t
0
(
g
(
u, ξ, Y (1)
)
− g
(
u, ξ, Y (0)
))
dW (u)
∣∣∣∣
2
]
≤ 2K(T + 4)
∫ t
0
E
[
sup
0≤v≤u
∣∣Y (1)(v)− Y (0)(v)∣∣2] du
≤ c1c2t,
where c2 := 2K(T + 4). Now, by way of induction, one can readily show that
E
[
sup
0≤s≤t
∣∣Y (n+1)(t)− Y (n)(t)∣∣2] ≤ c1 (c2t)n
n!
, (102)
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which can be used to establish
E
[∥∥Y (n)∥∥2
T
]
≤ k1e
k2T ,
and thereby completing the proof of (6). Consequently, the sequence {Y (n)}∞n=0 is Cauchy
in L2(Ω,F ,P) with the limit Y = {Y (t),F ; 0 ≤ t ≤ T}. Furthermore, by Fatou’s lemma,
the limit Y satisfies
E
[
‖Y ‖2T
]
≤ lim inf
n→∞
E
[∥∥Y (n)∥∥2
T
]
≤ k1e
k2T . (103)
We are now ready to establish (7). To this end, note that for any t ∈ [0, T ], we have
E
[
sup
0≤s≤t
∣∣Y (n)(s)− Y (s)∣∣2] ≤ c2
∫ t
0
E
[
sup
0≤v≤u
∣∣Y (n−1)(v)− Y (v)∣∣2] du,
which, upon a sequence of recursive substitutions, yields that
E
[
sup
0≤s≤t
∣∣Y (n)(s)− Y (s)∣∣2] ≤ E [‖Y ‖2T ] (c2t)nn! , (104)
establishing the L2 convergence of
{
Y (n)
}∞
n=0
. To establish that Y is the uniform pointwise
limit of the sequence
{
Y (n)
}∞
n=0
to complete the proof of (7), one can use the estimate in
(102) and the Borel-Cantelli lemma; moreover, together with the estimate in (104), one
can show that Y indeed satisfies (1). These assertions can be shown in the same way as
in [11, 15], and thereby we omit the details thereof.
Remark A.1. For the special case that g ≡ 1 and f satisfies (B), c1 can be replaced by
c˜1 := 2T (M + 4), a constant that is independent of ξ, which can be justified by noting
E
[
sup
0≤s≤t
∣∣Y (1)(s)− Y (0)(s)∣∣2] ≤ 2tE [∫ t
0
f 2(u, ξ, Y (0))du
]
+8T ≤ 2T (M+4) = c˜1. (105)
It can be verified that, via a similar argument, the constants k1 and c3 can also be
respectively replaced by some constants that are independent of ξ.
B Proof of Proposition 2.1
By [13, Theorem 7.1], it suffices to establish
E
[
exp
(
−
∫ T
0
f (n)(t)dW (t)−
1
2
∫ T
0
(
f (n)(t)
)2
dt
)]
= 1, for all n ∈ N0 . (106)
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In the meantime, to prove (106), by the well-known Novikov’s condition [11], it suffices
to construct, for each n ∈ N, a sequence {t
(n)
m }
Mn
m=0 with 0 = t
(n)
0 < t
(n)
1 < · · · < t
(n)
Mn
= T ,
such that for any m = 1, 2, . . . ,Mn,
E
[
exp
(∫ t(n)m
t
(n)
m−1
(
f (n)(t)
)2
dt
)]
<∞. (107)
To this end, we first note that it follows from (L) that, for each n ∈ N0,
∥∥Y (n+1)∥∥2
T
≤ 2‖W‖2T + 2
∫ T
0
L
(
1 + sup
0≤s≤t
|ξ(s)|2 + sup
0≤s≤t
|Y (n)(s)|2
)
dt
≤ 2‖W‖2T + 2LT (1 + ‖ξ‖
2
T ) + 2L
∫ T
0
sup
0≤s≤t
|Y (n)(s)|2dt,
a recursive application of which yields
∥∥Y (n+1)∥∥2
T
≤ 2Cn+1‖W‖
2
T + 2LTCn+1(1 + ‖ξ‖
2
T ),
where Cn+1 =
(2L)n+1−1
2L−1
. Then, with the linear growth assumption (G), we derive
E
[
exp
(
1
2
∫ t(n)m
t
(n)
m−1
(
f (n)(t)
)2
dt
)]
≤ E
[
exp
(
1
2
L
(
t(n)m − t
(n)
m−1
) (
1 + ‖ξ‖2T + ‖Y
(n)‖2T
))]
≤ eLTDn,m E
[
eLTDn,m‖ξ‖
2
T
]
E
[
eDn,m‖W‖
2
T
]
,
where Dn,m = LCn
(
t
(n)
m − t
(n)
m−1
)
. Now, applying Doob’s submartingale inequality, we
conclude that, as long as maxm∈{1,2,...,Mn}{t
(n)
m − t
(n)
m−1} ≤
ε
L2CnT
,
E
[
exp
(
1
2
∫ t(n)m
t
(n)
m−1
(
f (n)(t)
)2
dt
)]
≤ 4eLTDn,m E
[
eLTDn,m‖ξ‖
2
T
]
E
[
eDn,mW (T )
2
]
<∞,
which immediately implies the proposition.
C Proof of Proposition 2.2
Fix x ∈ C[0, T ] and consider the process Zx satisfying
Zx(t) =
∫ t
0
h(s, x,W )ds+W (t), 0 ≤ t ≤ T.
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Using similar arguments as in Section 3.1, we infer that there exists a non-anticipative
functional Q : [0, T ]× C[0, T ]→ R, such that for any t ∈ [0, T ],
Z(t) = Q(t, ξ,W ) and Zx(t) = Q(t, x,W ).
Note that [13, Theorem 7.14], together with the condition (17), implies that that µZ ≪ µW
and µZx ≪ µW , and furthermore,
dµξ,Z
d(µξ × µW )
(x, w) =
dµZx
dµW
(w) µξ × µW -a.s.,
and
dµξ,Z
d(µξ × µW )
(x,W ) =
dµZx
dµW
(W ) = exp
(∫ T
0
γ(t, x,W )dW (t)−
1
2
∫ T
0
γ2(t, x,W )dt
)
,
where γ : [0, T ]× C[0, T ]→ R is a non-anticipative functional such that
γ(t, x, Zx) = γ(t, x, Q(·, x,W )) = E
[
h(t, x,W )
∣∣FZxt ] .
Since µZ ≪ µW , by [13, Lemma 4.10], we have
dµξ,Z
d(µξ × µW )
(ξ, Z) = exp
(∫ T
0
γ(t, ξ, Z)dZ(t)−
1
2
∫ T
0
γ2(t, ξ, Z)dt
)
.
We now claim that for each t ∈ [0, T ], γ(t, ξ, Z) = E
[
h(t, ξ,W )
∣∣F ξ,Zt ] P -a.s., which
will imply the proposition. Indeed, for any bounded, F ξ,Zt -measurable random variable
λ(ξ, Z), we have
E [λ(ξ, Z)γ(t, ξ, Z)] = E [λ(ξ, Q(t, ξ,W ))γ(t, ξ, Q(t, ξ,W ))]
=
∫
C[0,T ]
∫
C[0,T ]
λ(x,Q(t, x, w))γ(t, x, Q(x, w))µW (dw)× µξ(dx)
=
∫
C[0,T ]
∫
C[0,T ]
λ(x,Q(t, x, w))h(t, x, w)µW (dw)× µξ(dx)
= E [λ(ξ, Z)h(t, ξ,W )] ,
where the second equality follows from the independence of ξ and W , and the third one
follows from the fact that γ(t, x, Q(x,W )) = E
[
h(t, x,W )
∣∣FZxt ]. The proof of the claim
is then completed by noting that γ(t, ξ, Z) is F ξ,Zt -measurable.
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D Proof of Proposition 2.3
We will need the following lemma, which generalizes the well-known log-sum inequality
for discrete probability distributions (see, e.g., [3]).
Lemma D.1. Let f, g be positive measurable functions defined on a probability space
(E, E , µ) such that
µ(f), µ(g), µ(f log f), µ(f log g) <∞,
where µ(·) means the integral with respect to µ. Then, we have
∫
E
f(x) log
f(x)
g(x)
µ(dx) ≥ µ(f) log
µ(f)
µ(g)
. (108)
Proof. We define two probability measures ν, κ as follows: for any A ∈ E ,
ν(A) :=
∫
A
f(x)
µ(f)
µ(dx) and κ(A) :=
∫
A
g(x)
µ(g)
µ(dx).
Since f/g > 0, we have ν ≪ κ with dν/dκ = (µ(f)/µ(g))−1f/g. Therefore, by the
well-known fact that relative entropy is non-negative [8], we have
0 ≤ D (ν‖κ) =
∫
E
log
dν
dκ
(x)ν(dx) =
∫
E
dν
dµ
(x) log
dν
dκ
(x)µ(dx)
= µ(f)−1
∫
E
f(x) log
f(x)
g(x)
µ(dx)− log
µ(f)
µ(g)
,
establishing the lemma.
Proof of Lemma 2.3. First of all, we define
f(w, z) :=
dµU,Z
d (µV × µZ)
(w, z), and g(w, z) :=
dµV,Z
d (µV × µZ)
(w, z).
Then, by Lemma D.1, we have, for each w ∈ E,
∫
E
f(w, z) log
f(w, z)
g(w, z)
µZ(dz) ≥ µZ(f(w, ·)) log
µZ(f(w, ·))
µZ(g(w, ·))
, (109)
where
µZ(f(w, ·)) =
∫
E
dµU,Z
d (µV × µZ)
(w, z)µZ(dz) =
dµU
dµV
(w)
and
µZ(g(w, ·)) =
∫
E
dµV,Z
d (µV × µZ)
(w, z)µZ(dz) = 1.
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Finally, integrating both sides of (109) with respect to the measure µV yields the desired
result.
E Proof of Lemma 3.1
By [13, Theorem 7.1], we have
dµY (n+1)
dµW
(Y (n+1)) =
1
E
[
exp
(
−
∫ T
0
f (n)(t)dY (n+1)(t) + 1
2
∫ T
0
(f (n)(t))
2
dt
) ∣∣∣FY (n+1)T ] . (110)
Then, applying Jensen’s inequality, we establish (42) as follows:
E
[(
dµY (n+1)
dµW
(Y (n+1))
)p]
= E

 1
E
p
[
exp
(
−
∫ T
0 f
(n)(t)dY (n+1)(t) + 12
∫ T
0
(
f (n)(t)
)2
dt
) ∣∣∣FY (n+1)T ]


≤ E
[
exp
(
p
∫ T
0
f (n)(t)dY (n+1)(t)−
p
2
∫ T
0
(
f (n)(t)
)2
dt
)]
= E
[
exp
(
p
∫ T
0
f (n)(t)dW (t)−
p2
2
∫ T
0
(
f (n)(t)
)2
dt+
p(p+ 1)
2
∫ T
0
(
f (n)(t)
)2
dt
)]
≤ e
p(p+1)M
2 E
[
exp
(
p
∫ T
0
f (n)(t)dW (t)−
p2
2
∫ T
0
(
f (n)(t)
)2
dt
)]
= e
p(p+1)M
2 ,
where the last equality follows from the martingale property of the process
{
exp
(
p
∫ t
0
f (n)(s)dW (s)−
p2
2
∫ t
0
(
f (n)(s)
)2
ds
)
, 0 ≤ t ≤ T
}
.
A parallel argument can be used to establish (43).
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