Abstract-Multimedia conferencing is a communication service to approach multi-party, real-time, interactive and multimedia applications. Due to mature Internet technologies and ubiquitous network access services, more and more Internet applications about real-time multimedia conferencing are used. In the current conferencing systems, the media processing in centralized mixer servers is the system bottleneck. The communication quality will be decreased because of the central system loading. This paper proposes a cluster-based framework to provide a SIP-based multimedia conferencing service. In this framework, the cluster members are selforganizing and self-maintaining to share the resources of mixers within the cluster. Additionally, the extended SIP messages and SIP-based clustering mechanism are designed in this paper. Thus, if the resources of the mixers can be allocated in an optimal planning, the mixer loading can be distributed well to each mixer in the cluster. The system requirements of super-performance mixer servers can be avoided. In the framework, not only the system loading of conference servers can be distributed well, but also the infrastructure cost can be reduced.
I. INTRODUCTION
Multimedia conferencing is a multi-party interactive real-time communication service, which connects two or more endpoints over IP networks. The users can communicate to all participants with multimedia applications in the same conference, such as audio/video, whiteboard, file transfer, etc. In order to support the service reliability, availability and security, a multimedia conferencing server, i.e., Focus, helps users to handle the conference management and control. The multimedia conferencing system realizes a real-time interactive conference as sharing a virtual working space through Internet, the users can join and leave a conference remotely, and they feel like the same in a real conference. Additionally, due to the Internet characteristics of resource sharing and ubiquity, the multimedia conferencing provides lower cost and higher flexibility than the traditional video conferencing in telecommunications.
Nowadays, several researches and standards about multimedia conferencing architectures were proposed [1] , [2] . Their conference models can be separated as follows:
• Loosely coupled model, *Corresponding author: Hui-Kai Su.
• Tightly coupled model, and • Fully distributed multiparty model The loosely coupled model is usually based on IP multicast, and there is no central point of control or conference server. This model is suitable for applying in a large-scale environment, but it is lack of reliability.
In the tightly coupled model, several entities are implemented as servers in the network, such as Focus and Mixer. These entities are deployed to enforce the conference management and control. The reliability and stability can be guaranteed well, since the states and memberships of conferences are maintained in the centralized servers. However, the model should deploy more centralized servers and apply hierarchical management to a large-scale environment, but this needs many powerful servers and may increase higher communication cost.
The fully distributed multiparty model so-called a peerto-peer conference model is discussed recently. Each participant contacts to other participants in order to negotiate in a conference. There is no central point of control in this model.
In this paper, we propose a cluster-based conferencing framework to provide multimedia conferencing services over IP networks. Our motivations are to share users' resource and reduce the cost of infrastructure establishment. In our framework, a clustering mechanism is design to achieve the user collaboration. Except for the lowability peers, i.e. clients, the high-ability peers in the same cluster can share their computing and audio/video mixing resources to support intra-cluster multimedia conferences.
However, the quality of long-distance conferences in a large-scale IP networks is very difficult to control well. In our framework, a centralized multimedia conferencing backbone network are deployed to deal with long-distance conferences in the inter-cluster. Therefore, due to the user collaboration, the system loading of the multimedia conferencing backbone network would be reduced and distributed to high-ability peers. The system requirements of super-performance mixer servers can be avoided. Thus, if the minimal resource utilization of each cluster can be maximized, the infrastructure cost of the multimedia conferencing backbone network will be minimized. This paper is organized below. In Section II, we introduce the related works about multimedia conferencing system architecture. In Section III, we propose a cluster- based multimedia conferencing system architecture. The clustering mechanism is shown in Section IV. And, a use case for multimedia conferencing service is explained in Section V. Finally, we give some conclusions in Section VI.
II. RELATED WORKS
The conferencing models can be separated into loosely coupled model, tightly coupled model and fully distributed multiparty model. Because of the approachability, several working groups in IETF are focus on the tightly coupled model, sucn as MMUSIC [3] and XCON [4] working groups. The related works about the tightly coupled model can be found in [1] and [5] .
In the tightly coupled model, three logical entities, i.e. Conference Server, Focus and Mixer, are implemented to provide the conference management and audio/video mixing for the tightly coupled conferences. Additionally, the functionalities of Participants Management, Floor Control and Media Management are performed in the Conference Server. Focus is a center of conference control, and its primary assignment is to handle the signaling of conferences. Mixer is an entity that mixes the audio/video streams of a conference and redistributes them to each participant in the same conference. Mixers are managed by the Focus. Additionally, RFC 4353 [1] still proposed five physical instantiations based on the tightly coupled model, these instantiations are developed to meet the different requirements for conferencing.
The framework of tightly coupled model is shown in Fig. 1 .
• Conference Server: The conference server is a physical element, which least contains the Focus logical entity and may combines the conference policy server and Mixer. Basically, it performs the conference control and management. Besides, the conference management usually contains three major parts which are listed as follows: • Conference Policy Server: The conference policy server can store and manipulate the policy. This logical entity is not specified in SIP, and may not physically exist. In the above frameworks, the reliability and the stability of conferences can be controlled well, since the states and memberships of conferences are maintained in the centralized servers. However, all these frameworks are suffered by the overweighted system loading and the limited scalability. The overall system loading would be aggregated into some critical points. If one critical server is crashed, the conference service would be disrupted. Besides, the infrastructure cost is raised rapidly with the service scale increasing. Therefore, if the system loading can be distributed to user agents, the scalability and system performance can be improved.
III. MULTIMEDIA CONFERENCING SYSTEM ARCHITECTURE

A. System Architecture
Our system framework is shown in Fig. 2 . The system has two kinds of networks, the multimedia conferencing backbone network (MCBN) and the cluster. The MCBN is a conference virtual overlay network over IP network, and it provides a tightly coupled multimedia conferencing service. The MCBN consists of the main centralized servers, such as Focuses, Mixers and signaling servers. The deployment of these servers is based on the cascaded mixers model [1] .
In the framework, the multimedia conferecing services can be controlled well in an intra-cluster, since a robust clustering mechanism and a conference control mechanism are design. Except for the intra-cluster conferences, a centralized multimedia conferencing backbone network are deployed to deal with long-distance conferences in the inter-cluster.
A cluster is a group of user agents, the cluster members are self-organizing and self-maintaining. A cluster head is selected to perform group management, i.e., cluster maintenance, heartbeat notifications and messages forwarding. Additionally, the clusters are managed by the signaling server.
In the clusters, we use clustering mechanism to achieve the user collaboration. Each user agent is classified to a superior or a peer. The superiors share their computing and audio/video mixing resources to other user agents. Due to the low capacity of some user agents, they can not provide any resource to others and should be supported resources to make a conference by the superiors or the centralized conference service in the multimedia conferencing backbone network. The superiors may be assigned to play the role of cluster head, and then other user agents should contact to the cluster head and join the cluster. Besides, the user collaboration is only limited inside the cluster.
The cluster structure is restricted in a specified domain, such as within the same network ID of IP address of user agents. We assume that the bandwidth in those specified domains can be guaranteed; therefore, the quality of network transportation among user agents in the same cluster will not be an issue. Furthermore, the multimedia conferencing backbone network resource is reserved for the long-distance conference between clusters. We also assume that the quality of network transportation in the multimedia conferencing backbone network is guaranteed.
B. The Multimedia Conferencing Backbone Network
The multimedia conferencing backbone network consists of three logical entities that are implemented on different servers. These entities are Focuses, Mixers and signaling servers.
The functionalities of Focus are introduced in Section II. A least one Focus should be constructed in our architecture. The number of Focuses may be increased to support a large-scale environment. The Focus contains three management functions and a signaling handler, i.e., participant management, mixer management and floor control. The participant management deals with the affiliation and departure of a conference participant. In addition, it generates notifications after the states of the participants are changed, such as join and leave. The mixer management handles the mixer configuration and the media capability negotiation. The third function, floor control, manages the preaudience and the conference resources. The signaling handler receives or generates SIP messages, and it parses the SIP messages and represents its content.
The functionalities of Mixer are introduced in Section II. In our architecture, the Mixers are deployed near to the specified domains. However, several specified domains may share the resource of the same mixer. The mixers' topology in our system is arranged to a hierarchical architecture that is the same as the cascaded mixers model defined in [1] , if the distribution of the participants is wide. Besides, the mixer also mixes the media streams which belong to the same conference from the other mixers.
The signaling servers deal with user registration, destination querying and SIP messages forwarding, those functionalities are handled by three logical entities in SIP, i.e. Registrar, Redirect and Proxy, respectively, and implemented in the signaling server [6] . A new logical entity named Cluster Manager is defined, its functional block is shown in Fig. 3 . The functions in the Cluster Manager are explained below:
This function is different from the participant management in the Focus. It maintains the profile of each user in our system. User authentication, user authorization and user accounting are included.
• Cluster Maintenance:
Cluster formation and cluster head selection are handled by this function. The function also detects cluster head failure and provides failure recovery by using a heartbeat mechanism, which was designed in this paper.
C. The Clusters
Before introducing the concept of cluster, two types of user agents are defined. The user agents are classified into the peer type due to their low capability of hardware and network bandwidth. The hardware means the CPU, RAM and storage of the user agent's device. A threshold, like a minimum requirement, is given to determine whether a device resource can be shared or not. It is defined by application developers. The user agents that satisfy the requirements are classified into the superior type.
Users are grouped into clusters, and a cluster head is selected from the superiors in the same cluster. The remain users in the cluster are called cluster members. The cluster head maintains the state of cluster relationship for each cluster member, and it notifies every cluster member when the relationship is changed. The registration status is also maintained for the purpose of authorization for each cluster member in the cluster. The third information, the mixing capacity of each superior in the cluster, is collected in advance in order to perform mixing resource management.
Signaling flows can divide into general signaling messages and clustering messages. The signaling messages are relayed to the MCBN by cluster heads, and the clustering messages are exchanged with the cluster head. The clustering messages are defined in the extended Figure 2 . The system framework for cluster-based multimedia conferencing services over IP networks.
General Signaling Messages
Clustering Messages heartbeat mechanism which is proposed in our system framework. The illustrations of signaling flows are shown in Fig. 4 .
IV. CLUSTERING MECHANISM
The cluster mechanism includes the user registration, the heartbeat mechanism and the cluster maintenance. The related cluster mechanisms in Mobile Ad Hoc Networks (MANET) can be found in [7] and [8] .
A. User Registration
The user registration in our system is separated into two modes. One of the modes is that a user agent registers at the signaling server directly. This situation is often occurred when no cluster exists or the new peer cannot find an available cluster head. The other mode is that a user agent registers at the signaling server through a cluster head, i.e. the register messages are relayed by a cluster head. The register messages include the SIP REGISTER request and the relative response. Two SIP header fields in the REGISTER request are extended. The UA-Type indicates the type of a user agent, and the TimeStamp indicates whether a superior list is kept up to date or not. The superior list records the IP address, port number and estimated availability of a superior. The signaling server possesses the latest superior list for each specific domain. The superior list is used in the Cluster Head Discovery (CHD). An example is shown in Fig. 5 .
The superior with the highest estimated availability in a cluster will be selected as the cluster head. A cluster head selection is occurred when a cluster membership joins and leaves. The estimated availability of each superior is calculated after registering. If a user logs in the system for the first time, the estimated availability is given to a default value. The estimated availability is an exponentially weighted moving average. The formulation of estimated availability is shown in Eq. 1.
where E ′ denotes the previous estimated availability, and α is the sample availability. The characteristic of this average is that it takes the historical behavior into account. We can manipulate the ratio of the historical average by configuring the coefficient α in Eq. 1. The α is recommended to set for 0.125 since it gives the average a better smoothly adjustment. In the equation, a denotes the sample availability of a superior. The sample availability is a measured availability from sampling. The illustration of registration workflow is shown in Fig. 6 . It is described below:
• Step 1: While a user agent starts to log in the system, it first examines the existence of superior list on its local system. If a superior list exists, the progress will go to step 2(a), otherwise, will go to 2(b).
• Step 2(a): The progress is named the Cluster Head Discovery (CHD). The user agent sends the register messages to all superiors listed in the superior list.
If there exits at least one superior that is playing the role of cluster head, the superior, i.e. the cluster head, will return the acknowledged response immediately. The user agent then registers at the signaling server through the cluster head after receiving the acknowledged response from the cluster head. In addition, a user agent may receive several acknowledged responses. Once it occurs, the user agent will choose the cluster head with a rapid response. • Step 2(b): Because there is no superior list on the local system, the user agent then registers at the signaling server directly. During the registration, the response that returns to the user agent carries a latest superior list.
• Step 2(c):
The CHD may fail due to the nonexistence of cluster or the out-of-date superior list. In this case, the progress turns to step 2(b). • Step 3: The registration is successfully completed.
B. The Enhanced SIP Heartbeat Mechanism
The heartbeat mechanism is an integrated model of the SIP registration framework and the SIP event notification framework [9] . Two events are extended in this mechanism. One is called Refer event which is defined in RFC 3515 [10] , and this event provides a mechanism to refer a remote node to the resource indicated in the request. The other event named Cluster is proposed in our system architecture. This event defines the generation of notifications for the change in a cluster membership, and it also gives a method to detect a cluster member failure.
The framework of heartbeat mechanism is shown in Fig. 7 . Every cluster head is a central notifier. Those clusters will send notifications to their cluster members when the state of cluster membership is changed. The state machine of cluster member is shown in Fig. 8 . The state machine of each cluster member is maintained by the cluster head. If there is a change to the states, the cluster head will generate a notification to notify the subscribers [11] .
C. Cluster Maintenance
There are seven cluster operations in our system architecture. We describe them as follows:
1) Joining a cluster:
When a user wants to join a cluster, it first completes the registration process through the cluster head, and then sends a SUBSCRIBE request to the cluster head. The cluster head will check the registration status of the user before approving the subscription. It will reject of the subscription if the user has not yet registered.
2) Leaving a cluster:
When a user wants to leave a cluster, it unregisters the registration, i.e. sending a REGISTER request that contains the Expires header field equaled to "0". And, the cluster head will remove the relative subscription and forward the request immediately. Moreover, the cluster head will also set the state of the cluster member to Terminated state and will generate a notification for this change.
3) Cluster head resignation:
While a new cluster member has successfully joined a cluster, the signaling server will make a comparison on the estimated availabilities of the joiner and the cluster head. If the joiner has a higher estimated availability, the signaling server reassigns it to be the new cluster head. When a cluster head resignation begins, the signaling server sends a SUBSCRIBE request to the new selected cluster head. After subscription, the signaling server informs the old cluster head to terminate its subscription by sending a SUBSCRIBE request with the expiration interval of "0". The old cluster head subsequently removes all the subscriptions relative to the Cluster event. In the mean time, the new cluster head sends a REFER request to each cluster member. Briefly, the REFER request advertises the cluster members to establish relationships with the new cluster head. After all the cluster members have connected to the new cluster head, the cluster head resignation is complete.
4) Cluster splitting:
Here, we refer to the cluster splitting in peer-topeer Ad Hoc networks [7] . A split value (Sv) is configured to indicate a threshold for the cluster splitting. When a new cluster member arrives, the signaling server checks the number of members in the cluster. If the number of members achieves the spit value, the signaling server will perform the cluster splitting. First, the signaling server instructs the cluster member with the second highest estimated availability to leave the cluster and sends a SUBSCRIBE to it. After subscribed, the signaling server instructs half the rest of the cluster members to join the new cluster. 5) Cluster merging:
In the cluster merging procedure, a specified merging value which indicates the trigger threshold is used. The merging procedure is much simpler than the splitting procedure. Briefly, the signaling server sends REFER requests to those nodes that are going to be merged. Those requests instruct the nodes to join a merging cluster. The merging cluster is selected by the signaling server. 6) Abnormal disconnection:
The abnormal disconnection is divided into two situations. Situation (1) is occurred when the cluster head detects an abnormal event, i.e. the response lost for a notification. In this case, the cluster head becomes a failover controller in the abnormal operation. In Situation (2), a cluster head is out of order. The signaling server detected the cluster head is abnormal, and it then becomes the failover controller. 7) Inter-cluster Conference and Intra-cluster Conference: Two scenarios are presented, the inter-cluster conference and the intra-cluster conference. A conference that takes place across two clusters or more is classified as an inter-cluster conference. The intercluster conference is illustrated in Fig. 9 . Intercluster conferences are handled by the Focus in the MCBN, and the media streams are gathered to the MCBN. An intra-cluster conference is a conference that takes place inside the cluster. Briefly, all the conference participants are in the same cluster. The illustration of intra-cluster conference is shown in Fig. 10 . If there are enough resources in a cluster, the intra-cluster conferences will be handled by the cluster head (or named P2PFocus), and the media streams are mixed by the superiors (or named P2PMixers) in the cluster. Once the resources are consumed, the MCBN will take over the conference.
V. A USE CASE OF MULTIMEDIA CONFERENCING
A. User Registration
In the use case, the scenario of user registration through a cluster head is presented. The user registration is introduced in Section IV-A. The sequence chart is shown in Fig. 11 . First, a cluster is existent in the system, and Bob is the cluster head. Meanwhile, a user agent, Alice, wants to log in the system. We assume that Alice has a superior list on its local system. Alice finds and contacts Bob through the cluster head discovery explained in Section 4. Alice then registers at the signaling server through Bob, which are shown in messages F1-F4. The messages F5 and F6 show the subscription, and that also represent that Alice joins the cluster. An immediate notification is shown in messages F7 and F8.
B. Intra-cluster Conference
In the following use case, a scenario of intra-cluster conference is presented, and its sequence chart is shown in Fig. 12 . An intra-cluster conference is defined to be a conference that takes place inside a cluster that is introduced in Section IV-C.
In this scenario, another two user agents, Joe and Tom, has logged in the system and joined to the cluster. Figure 12 shows that Joe wants to create a conference with Alice and Tom. He sends an INVITE message to Bob to request a conference setup, which is shown in message F11. Bob notices that the request is an intra-cluster conference, so that its user agent initializes the P2PFocus process to handle this conference. The P2PFocus checks the capability of each superior in the cluster for media mixing. In this case, Alice is assigned to be the P2PMixer for this conference, the P2PFocus invites Alice with a INVITE message shown in message F12. After receiving the message, the user agent initializes the P2PMixer process.
The P2PFocus configures the media channel between Joe and the P2PMixer by using third party call control [12] and an offer/answer model with SDP [13] , which is shown in messages F11-F16. After a media channel has been setup, Joe can send media streams to the specified P2PMixer. The P2PFocus then invites the other user agents, Tom and Alice, to join the conference shown in messages F17 and F23. The messages F17-F22 indicate the media channel setup between Tom and the P2PMixer. The media channel setup between Alice and the P2PMixer is omitted here. The detail of the media channel setup can be referred to the conference paper [14] . Finally, the conference participants begin the conversation with others.
VI. CONCLUSION
We propose a cluster-based system architecture for multimedia conferencing services over IP network in this paper. Our system architecture takes the advantage of the user collaboration, not only the system loading of conference servers can be minimized, but also the infrastructure cost can be reduced. Besides, the centralized multimedia conferencing backbone network can improve the overall reliability and the stability of the clusterbased conferencing system. A clustering mechanism was designed in the paper, and the mechanism extends the Session Initial Protocol(SIP) to achieve the cluster operation and the heartbeat mechanism. A use case of our system prototype with sequence charts is explained to show the system is practicable. In our framework, some practical issues are still needed to be deeply investigated, such as conference policy control, floor control, resource allocation and planning, etc. Moreover, the intra-cluster mixer resource allocation problem in the environment can be modeled to a mathematical optimization problem. If the mixer resource can be allocated in optimal solution, the mixer loading can be distributed well to each mixer within a cluster. According to the optimization model, we will find the optimal solution and apply it to our system framework.
