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Abstract—Anomaly detection in spatiotemporal data is a
challenging problem encountered in a variety of applications
including hyperspectral imaging, video surveillance, urban traffic
monitoring and environmental monitoring. Existing anomaly
detection methods are mostly suited for dealing with point
anomalies in sequence data. These methods cannot deal with
temporal and spatial dependencies that arise in spatiotemporal
data. In recent years, tensor based anomaly detection methods
have been proposed to deal with the multi-way structure inherent
to these data. Most of the tensor based methods are supervised or
semi-supervised, which rely on training models based on labeled
cases and assume relatively stable patterns in normal cases. In
this paper, we introduce an unsupervised tensor based anomaly
detection method for spatiotemporal urban traffic data. The
proposed method assumes that the anomalies are sparse and tem-
porally continuous, i.e. anomalies appear as spatially contiguous
groups of locations that show anomalous values consistently for a
short duration of time. Moreover, we preserve the local geometric
structure of the data through graph regularization across each
mode. The proposed framework, Graph Regularized Low-rank
plus Temporally Smooth Sparse decomposition (GLOSS), is
formulated as an optimization problem and solved using ADMM.
The resulting algorithm is shown to converge and be robust
against missing data and noise. The proposed framework is
evaluated on both synthetic and real spatiotemporal urban traffic
data and compared with baseline methods.
Index terms— Anomaly Detection, Tensor Decomposition,
Graph Regularization, ADMM, Urban Spatiotemporal Data.
I. INTRODUCTION
Large volumes of spatiotemporal (ST) data are increas-
ingly collected and studied in diverse domains, including
climate science, social sciences, neuroscience, epidemiology
[1], transportation [2], mobile health, and Earth sciences
[3]. One emerging application of interest in spatiotemporal
data is anomaly detection. Detecting anomalies can help us
identify interesting but rare phenomena, e.g. abnormal flow of
crowds, traffic congestion in traffic monitoring or hot-spots for
monitoring outbreaks in infectious diseases.
Traditionally, the problem of anomaly detection has been
approached mainly through statistical and machine learning
techniques [4], [5], [6]. However, these techniques are not as
effective on spatiotemporal data. Since the different data points
are highly correlated across time and space, anomalies can no
longer be modeled as i.i.d.
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The definition of anomaly and the suitability of a particular
method is determined by the application. In this paper, we fo-
cus on urban anomaly detection [7], [8], [9], [10], [11], where
anomalies correspond to incidental events that occur rarely,
such as irregularity in traffic volume, unexpected crowds, etc.
Urban data are spatiotemporal data collected by mobile devices
or distributed sensors in cities and are usually associated
with timestamps and location tags. Detecting and predicting
urban anomalies are of great importance to policymakers and
governments for understanding city-scale human mobility and
activity patterns, inferring land usage and region functions and
discovering traffic problems [7], [12]. In this paper, we will
focus on urban event data such as trip records which comprise
discrete events occurring at point locations and times. Differ-
ent data structures have been used to represent urban data
including time series, matrices, graphs and tensors. However,
it is important for the selected data structure to capture the
spatial and temporal relations within the data. For this reason,
in this paper we will represent spatiotemporal urban event data
using higher-order tensors with modes corresponding to time,
location and features.
In particular, we will present a new robust tensor decom-
position method for unsupervised anomaly detection in urban
event data. The proposed tensor decomposition approach takes
the particular structure of urban data into account, where
anomalies occur in a given region for a certain duration of
time. The main contributions of the proposed method are:
• We adopt a low-rank plus sparse tensor decomposition
similar to higher order robust PCA (HoRPCA) as anoma-
lies are generally assumed to be sparse. Unlike regular
HoRPCA, we employ a weighted nuclear norm definition
to emphasize the difference in low-rank structure across
modes.
• As anomalies tend to last for periods of time, we impose
temporal smoothness on the sparse part of the tensor
through total variation regularization. This regularization
ensures that instantaneous changes in the data, which may
be due to errors in sensing, are not mistaken for actual
anomalies. This formulation leads to our first algorithm;
low-rank plus temporally smooth sparse (LOSS) tensor
decomposition.
• We introduce a graph regularized version of LOSS to
exploit the geometric structure of the data. This new
algorithm, named GLOSS, preserves the local geometry
across each mode while still obtaining a low-rank approx-
imation to the observed spatiotemporal tensor.
• Our optimization framework is formulated in a flexible
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2manner such that it solves a tensor completion problem
simultaneously with the anomaly detection problem. As
such, the resulting algorithm is robust against missing
data.
• Finally, as the proposed framework extracts low-
dimensional spatiotemporal projections of the original
data to separate anomalies from normal events, the re-
sulting spatiotemporal features can be used as input to
any conventional statistical anomaly detection or scoring
algorithm.
The rest of the paper is organized as follows. In Section,
II, we review some of the related work in spatiotemporal
anomaly detection, in particular tensor based anomaly detec-
tion methods. In Section III, we provide background on tensor
operations and tensor norms. In Section IV, we formulate the
optimization problem and propose an ADMM based solution.
In Section V, we describe the experimental settings both with
synthetic and real data and compare the proposed method with
baseline anomaly detection methods as well as tensor based
methods.
II. RELATED WORK
Spatiotemporal data bring with themselves unique chal-
lenges to anomaly detection problem due to the autocorre-
lation structure of the normal points. Different algorithms
have been proposed to detect three types of ST anomalies:
point anomalies; trajectory anomalies and group anomalies.
Point anomalies are defined as spatiotemporal outliers that
break the natural ST autocorrelation structure of the normal
points. Most ST point anomaly detection algorithms such
as ST-DBSCAN [13] assume homogeneity in neighborhood
properties across space and time, which can be violated in the
presence of ST heterogeneity. Trajectory anomalies are usually
detected by computing pairwise similarities among trajectories
and identifying trajectories that are spatially distant from the
others [14]. Finally, group anomalies appear in ST data as
spatially contiguous groups of locations that show anomalous
values consistently for a short duration of time stamps. The
urban anomalies considered in this paper fall into this last
category. Most approaches for detecting group anomalies in
ST raster data decompose the anomaly detection problem by
first treating the spatial and temporal properties of the outliers
independently, which are then merged together in a post-
processing step [15], [16]. One natural approach to address
ST group anomaly detection is to use tensor decomposition.
Low-rank tensor decomposition and completion have been
proposed as suitable approaches to anomaly detection in
spatiotemporal data as these methods are a natural extension
of spectral anomaly detection techniques from vector to multi-
way data [5], [17], [18], [3], [19], [10], [9], [20]. Most of
the existing tensor based methods are supervised or semi-
supervised and focus on dimensionality reduction and feature
extraction. In this line of work, tensor decomposition is first
applied to normal tensor samples and the factor matrices are
fed to a classifier to build a model for normal activity. This
model is then used to predict the label of observation in the test
factor matrix. These methods require labeled historical data
which is not suitable for online real-time anomaly detection.
Unsupervised tensor based anomaly detection methods [20],
on the other hand, aim to learn spatiotemporal features within a
representation learning framework [21], [20], [22]. The learned
features, i.e. factor matrices or core tensors, are then used to
detect anomalies by monitoring the reconstruction error at each
time point [23], [24], [25], [20] or by applying well-known
statistical tests to the extracted multivariate features [21], [3].
The existing tensor based anomaly detection methods have
multiple shortcomings. First, they rely on well-known tensor
decomposition models such as Tucker [21], [3], [20] and CP
[9]. These methods use tensor decomposition to obtain a low-
dimensional projection of the data without taking the particular
structure of anomalies into account. The proposed method
incorporates the sparseness of anomalies into the model, and
in fact, assumes that the anomalies lie in the sparse part of
the tensor rather than in the low-rank part. Moreover, by
incorporating HoRPCA, the proposed method is robust against
missing input data which is not considered by most of the
existing methods. Second, prior work on HoRPCA within the
framework of anomaly detection [17], [18] does not ensure
temporal smoothness for the detected anomalies. However, in
urban data, anomalies typically last for some time and are
not instantaneous. Finally, the existing tensor based anomaly
detection methods are limited to anomalies that lie in low
dimensional linear subspaces. The proposed method utilizes
a graph regularization approach to preserve the geometry of
data and can capture the nonlinearities in the data structure.
III. BACKGROUND
Let Y ∈ RI1×I2×···×IN be a N -mode tensor, where
yi1,i2,...,iN denotes the (i1, i2, . . . , iN )
th element of the tensor
Y . Vectors obtained by fixing all indices of the tensor except
the one that corresponds to nth mode are called mode-n fibers
and denoted as yi1,...in−1,in+1,...iN ∈ RIn .
Definition 1. (Mode-n product) The mode-n product of
a tensor A ∈ RI1×...In×...×IN and a matrix U ∈
RJ×In is denoted as B = A ×n U and defined as
bi1,...,in−1,j,in+1...,iN =
∑In
in=1
ai1...,in,...,iNuj,in , where B ∈
RI1×...×In−1×J×In+1×...×IN .
Definition 2. (Mode-n unfolding) The mode-n unfolding of a
tensor Y is defined as Y(n) ∈ RIn×
∏N
n′=1,n′ 6=n In′ where the
mode-n fibers of the tensor Y are the columns of Y(n) and the
remaining modes are organized accordingly along the rows.
Definition 3. (Mode-n Concatenation) Mode-n concatenation
unfolds the input tensors along mode-n and stacks the un-
folded matrices across rows:
catn(Y,Y) =
[
Y>(n) Y>(n)
]>
. (1)
If the input are a set of tensors, e.g. {T } = {T1, T2, . . . , TM},
where Tm ∈ RI1×···×IN ,∀m ∈ {1, . . . ,M}, then catn({T })
stacks all mode n unfoldings of tensors {T } across rows into
a matrix of size MIn ×
∏N
n′=1,n′ 6=n In′ .
Definition 4. (Tensor norms) In this paper, we employ three
different tensor norms. Frobenius norm of a tensor is defined
as ‖Y‖F =
√∑
i1,i2,...,iN
y2i1,i2,...,iN . `1 norm of a tensor is
defined as ‖Y‖1 =
∑
i1,i2,...,iN
|yi1,i2,...,iN |. Finally, in this
3paper the nuclear norm of a tensor is defined as the weighted
sum of the nuclear norms of all mode-n unfoldings of a tensor,
namely ‖Y‖∗ =
∑N
n=1 ψn‖Y(n)‖∗, where ψns are the weights
corresponding to each mode [26], [27].
Definition 5. (Mode-n Graph Adjacency and Laplacian Ma-
trices) The mode-n adjacency matrix of a tensor is defined
by quantifying the similarity, wns,s′ , between rows s and s
′ of
mode-n unfolding of Y:
wnss′ =

e−
‖Y(n),s−Y(n),s′ ‖
2
F
2σ , if Y(n),s ∈ Nk(Y(n),s′)
or Y(n),s′ ∈ Nk(Y(n),s)
0, otherwise
,
(2)
where Nk(Y(n),s) is the Euclidean k-nearest neighborhood of
the sth row of Y(n), Y(n),s. The mode-n graph Laplacian Φn
is then defined as Φn = Dn−Wn, where Dn is the diagonal
degree matrix with entries dni,i =
∑In
i′=1 w
n
i,i′ .
Definition 6. (Support Set) Let Ω be a support set defined for
tensor Y , i.e. Ω ∈ {1, . . . , I1}×{1, . . . , I2}×· · ·×{1, . . . , IN}.
The projection operator on this support set, PΩ, is defined as:
PΩ[Y]i1,i2,...,iN =
{
Yi1,i2,...,iN , (i1, i2, . . . , iN ) ∈ Ω,
0, otherwise.
(3)
The orthogonal complement of the operator PΩ is defined in
a similar manner as:
PΩ⊥ [Y]i1,i2,...,iN =
{
Yi1,i2,...,iN , (i1, i2, . . . , iN ) /∈ Ω,
0, otherwise.
(4)
IV. METHODS
In the following discussions, we model spatiotemporal data
as a four mode tensor Y ∈ RI1×I2×I3×I4 . The first mode
corresponds to hours in a day. The second mode corresponds
to the days of a week as urban traffic activity shows highly
similar patterns on the same days of different weeks. The third
mode corresponds to the different weeks and the last mode
corresponds to the spatial locations, such as stations for metro
data, sensors for traffic data or zones for other urban data.
A. Problem Statement
Assuming that anomalies are rare events, our goal is to
decompose Y into a low-rank part, L, that corresponds to
normal activity and a sparse part, S, that corresponds to the
anomalies. This model relies on the assumption that normal
activity can be embedded into a lower dimensional subspace
while anomalies are outliers. We also take into account the
existence of missing elements from the data, i.e., the observed
data is PΩ[Y]. This goal can be formulated through:
min
L,S
‖L‖∗ + λ‖S‖1, s.t. PΩ[L+ S] = PΩ[Y], (5)
where λ is the regularization parameter for sparsity.
Since urban anomalies tend to be temporally continuous,
i.e., smooth in the first mode, this assumption can be incorpo-
rated into the above formulation as:
min
L,S
‖L‖∗ + λ‖S‖1 + γ‖S ×1 ∆‖1, s.t. PΩ[L+ S] = PΩ[Y],
(6)
where γ is the regularization parameter for temporal smooth-
ness and ‖S ×1 ∆‖1 quantifies the sparsity of the projection
of the tensor S onto the discrete-time differentiation operator
along the first mode where ∆ is defined as:
∆ =

1 −1 0 . . . 0
0 1 −1 . . . 0
. . . . . . . . . . . . . . .
0 0 . . . 1 −1
−1 0 . . . 0 1
 . (7)
It is common to incorporate the relationships among data
points as auxiliary information in addition to the low-rank
assumption to improve the quality of tensor decomposition
[28]. In particular, regularization using auxiliary similarity
matrices has been a common approach. In this approach, the
goal is to preserve the similarity between original objects in
the low-rank approximation. This goal can be achieved through
graph regularization across each mode as follows:
min
L,S
‖L‖∗ + θ
2
4∑
n=1
In∑
i=1
In∑
i′=1
i′ 6=i
‖L(n),i − L(n),i′‖2Fwnii′ + λ‖S‖1+
γ‖S ×1 ∆‖1, s.t. PΩ[L+ S] = PΩ[Y],
where θ is the weight parameter for graph regularization.
The above optimization problem can equivalently be rewrit-
ten using trace norm to represent the graph regularization and
total variation (TV) norm across the temporal mode to describe
temporal smoothness as:
min
L,S
‖L‖∗ + θ
4∑
n=1
tr
(
L>(n)ΦnL(n)
)
+ λ‖S‖1+
γ
∑
i2,i3,i4
‖si2,i3,i4‖TV, PΩ[L+ S] = PΩ[Y], (8)
where ‖.‖TV denotes the total variation norm. The solution
to the optimization problems (6) and (8) will be referred to
as Low-rank plus Temporally Smooth Sparse (LOSS) Decom-
position, and Graph Regularized Low-rank plus Temporally
Smooth Sparse (GLOSS) Decomposition, respectively.
B. Optimization
The proposed objective function is convex. In prior work,
ADMM has been shown to be effective at solving similar
optimization problems in an iterative fashion [27], [29]. Thus,
we follow a similar approach for solving the optimization
problem given in (8). To separate the minimization of TV, `1
norm and graph regularization from each other, we introduce
auxiliary variables Z,W, {L} := {L1,L2,L3,L4}, {G} :=
{G1,G2,G3,G4} such that the optimization problem be-
comes:
min
L,{L},{G},S,Z,W
4∑
n=1
(
ψn‖Ln(n)‖∗ + θg(Gn,Φn)
)
+ λ‖S‖1+
γ‖Z‖1, s.t. W = S, Z =W ×1 ∆,
PΩ[L+ S] = PΩ[Y],Ln = L,Gn = L, n ∈ {1, 2, 3, 4}, (9)
4where g(Gn,Φn) = tr
(
Gn(n)
>ΦnGn(n)
)
is the graph regular-
ization term for each auxiliary variable Gn. To solve the above
optimization problem, we propose using ADMM with partial
augmented Lagrangian:
4∑
n=1
(
ψn‖Ln(n)‖∗ + θg(Gn,Φn)
)
+ λ‖S‖1 + γ‖Z‖1+
β1
2
‖PΩ[L+ S − Y − Λ1]‖2F +
β2
2
4∑
n=1
‖Ln − L− Λn2‖2F+
β3
2
4∑
n=1
‖L −Gn − Λn3‖2F +
β4
2
‖W ×1 ∆−Z − Λ4‖2F+
β5
2
‖S −W − Λ5‖2F , (10)
where Λ1,Λn2 ,Λ
n
3 ,Λ4,Λ5 ∈ RI1×I2×I3×I4 are the Lagrange
multipliers.
1. L update: The low-rank variable L can be updated using:
Lt+1 = argmin
L
β1
2
‖PΩ[L+ St − Y − Λt1]‖2F+
4∑
n=1
(
β2
2
‖Ln,t − L− Λn,t2 ‖2F +
β3
2
‖L −Gn,t − Λn,t3 ‖2F
)
,
(11)
which has the analytical solution:
PΩ[Lt+1] = PΩ [β1T1 + β2T2 + β3T3]
β1 + 4(β2 + β3)
, (12)
PΩ⊥ [Lt+1] =
PΩ⊥ [β2T2 + β3T3]
4(β2 + β3
, (13)
where T1 = Y − St + Λt1, T2 =
∑4
n=1 L
n,t − Λn,t2 and T3 =∑4
n=1G
n,t + Λn,t3 .
2. Ln update: The variables Ln can be updated using:
Ln,t+1 = argmin
Ln
ψn‖Ln(n)‖∗ +
β2
2
‖Ln − Lt+1 − Λn,t2 ‖2F ,
(14)
which is solved by a soft thresholding operator on singular
values of
(Lt+1 + Λn,t2 )(n) with a threshold of ψn/β2.
3. Gn update: The variables Gn can be updated using:
Gn,t+1 = argmin
Gn
θtr
(
Gn(n)
>ΦnGn(n)
)
+
β3
2
‖Lt+1 −Gn − Λn,t3 ‖2F , (15)
which is solved by:
Gn,t+1(n) = β3Ginv
(Lt+1 − Λn,t3 )(n) , (16)
where Ginv = (θΦn + β3I)
−1 always exists and can be
computed outside the loop for faster update.
4. S update: The variable S can be updated using:
St+1 = argmin
S
λ‖S‖1 + β1
2
‖PΩ[S + Lt+1 − Y − Λt1]‖2F+
β5
2
‖S −Wt − Λt5‖2F , (17)
where the Frobenius norm terms can be combined and the
expression can be simplified into:
PΩ[St+1] = argmin
PΩ[S]
‖PΩ[S]‖1 + β1 + β5
2λ
‖PΩ[S − Ts]‖2F ,
(18)
PΩ⊥ [St+1] = argmin
P
Ω⊥ [S]
‖PΩ⊥ [S]‖1 +
β5
2λ
‖PΩ⊥ [S − Ts]‖2F ,
(19)
where
PΩ[Ts] = PΩ
[
β1(Y − Lt+1 + Λt1) + β5(Wt + Λt5)
β1 + β5
]
PΩ⊥ [Ts] = PΩ⊥ [Wt + Λt5]
The above is solved by setting PΩ[St+1] =
soft thresh(PΩ[Ts], λβ1+β5 ) and PΩ⊥ [St+1] =
soft thresh(PΩ⊥ [Ts], λβ5 ), where soft thresh(a, φ) =
sign(a)  max(|a| − φ, 0) and  is elementwise or
Hadamard product.
5. W update: The auxiliary variable W can be updated
using:
Wt+1 = argmin
W
β4
2
‖W ×1 ∆−Zt − Λt4‖2F+
β5
2
‖St+1 −W − Λt5‖2F , (20)
which is solved analytically by taking the derivative of the
expression given above and setting it to zero which results in:
Wt+1(1) = Winv
(
β5(S − Λ5)(1) + β4∆>(Λ4 + Z)(1)
)
, (21)
where Winv =
(
β5I+ β4∆
>∆
)−1
always exists and can be
computed outside the loop for faster update.
6. Z update: The auxiliary variable Z , can be updated
using:
Zt+1 = argmin
Z
γ‖Z‖1 + β4
2
‖Wt+1 ×1 ∆−Z − Λt4‖2F
(22)
which is solved by soft thresh(Wt+1 ×1 ∆− Λt4, γ/β4).
7. Dual updates: Finally, dual variables Λ1,Λn2 ,Λn3 ,Λ4,Λ5
are updated using:
Λt+11 = Λ
t
1 − PΩ[Lt+1 + St+1 − Y], (23)
Λn,t+12 = Λ
n,t
2 − (Ln,t+1 − Lt+1), (24)
Λn,t+13 = Λ
n,t
3 − (Lt+1 −Gn,t+1), (25)
Λt+14 = Λ
t
4 − (Wt+1 ×1 ∆−Zt+1), (26)
Λt+15 = Λ
t
5 − (St+1 −Wt+1). (27)
The pseudocode for the proposed algorithm, GLOSS, is given
in Algorithm 1. The optimization for LOSS can be similarly
computed without the updates on graph regularization and
related variables {G}, {Λ3}.
5Algorithm 1 GLOSS
Input: Y ∈ RI1×I2×I3×I4 , Ω, Φ, parameters λ, γ, θ, {ψ}, β1,
β2, β3, β4, β5, max iter.
Output: L : Low-rank tensor; S: Sparse tensor.
Initialize S0 = 0, Z0 = 0, Ln,0 = 0, Gn,0 = 0, Λ01 = 0,
Λn,02 = 0, Λ
n,0
3 = 0, Λ
0
4 = 0, Λ
0
5 = 0, ∀i ∈ {1, . . . , 4}.
Winv ←
(
β5I+ β4∆
>∆
)−1
Ginv ← (θΦn + β3I)−1
for t = 0 to max iter do
T1 ← Y − St + Λt1
T2 ←
∑4
n=1 L
n,t − Λn,t2
T3 ←
∑4
n=1G
n,t + Λn,t3
PΩ[Lt+1] ← PΩ [β1T1 + β2T2 + β3T3] /(β1 + 4(β2 +
β3))
PΩ⊥ [Lt+1]← PΩ⊥ [β2T2 + β3T3] /4(β2 + β3)
for n = 1 to 4 do
[U,Σ, V ]← SVD (Lt+1 + Λn,t2 )(n)
σˆi,i ← max (σi,i − ψnβ2 , 0) ∀i ∈ {1, . . . , In}
Ln,t+1(n) ← U ΣˆV >
Gn,t+1(n) ← β3Ginv
(Lt+1 − Λn,t3 )(n)
end for
PΩ[Ts]← PΩ
[
β1(Y−Lt+1+Λt1)+β5(Wt+Λt5)
β1+β5
]
PΩ⊥ [Ts]← PΩ⊥ [Wt + Λt5]
PΩ[St+1]← soft thresh(PΩ[Ts], λβ1+β5 )
PΩ⊥ [St+1]← soft thresh(PΩ⊥ [Ts], λβ5 )
Wt+1(1) ←Winv
(
β5(St+1−Λt5)(1)+ β4∆>(Λt4 + Zt)(1)
)
Zt+1 ← soft thresh(Wt+1 ×1 ∆− Λt4, γβ4 )
Λt+11 ← Λt1 − PΩ[Lt+1 + St+1 − Y]
Λt+14 ← Λt4 − (Wt+1 ×1 ∆−Zt+1)
Λt+15 ← Λt5 − (St+1 −Wt+1)
for n = 1 to 4 do
Λn,t+12 ← Λn,t2 − (Ln,t+1 − Lt+1)
Λn,t+13 ← Λn,t3 − (Lt+1 −Gn,t+1)
end for
end for
C. Convergence
In this section, we analyze the convergence of the proposed
algorithm. First, we show that the proposed optimization
problem can be written as a two-block ADMM. In previous
work, linear and global convergence of ADMM is proven for
two-block systems [30] with no dependence on the hyper-
parameters. We use this proof to derive the convergence of
GLOSS.
In the following discussion, we will assume that there is
no missing data, i.e. PΩ[Y] = Y , to simplify the notation. Let
h(S) = λ‖S‖1, j(Z) = γ‖Z‖1, f({L}) =
∑4
n=1 ψn‖Ln(n)‖∗,
g({G}) = ∑4n=1 tr(Gn(n)>ΦnGn(n)), (9) can be rewritten as:
min
{L},{G},S,Z
h(S) + j(Z) + f({L}) + θg({G}),
A1L(1) +A2S(1) +A3cat1({L}) +A4cat1({G})+
A5Z(1) +A6W(1) = cat1({Y, 0, . . . , 0}), (28)
where
A1 =

I
I
I
I
I
I
I
I
I
0
0

, A2 =

I
0
0
0
0
0
0
0
0
I
0

, A3 =

0 0 0 0
−I 0 0 0
0 −I 0 0
0 0 −I 0
0 0 0 −I
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

,
A4 =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
−I 0 0 0
0 −I 0 0
0 0 −I 0
0 0 0 −I
0 0 0 0
0 0 0 0

, A5 =

0
0
0
0
0
0
0
0
0
−I
∆

, A6 =

0
0
0
0
0
0
0
0
0
0
−I

.
From this reformulation, it is easy to see that A>1 A5 = 0 and
A2, A3, A4, A6 are all orthogonal to each other, i.e. A>i Aj = 0
where i, j ∈ {2, 3, 4, 6} and i 6= j.
In this manner, the optimization problem
reduces to a special case of two-block ADMM as
follows. Define variables V1 = [L(1),W(1)] and
V2 = [X(1), cat1({L}), cat1({G}),Z(1)], and matrices
B1 = [A1, A5] and B2 = [A2, A3, A4, A6]. When we create
the variable V1, the order of updating S and W needs
to change in the new formulation as A2 and A5 are not
orthogonal. Updates of {L} and {G} have no effect on the
update of W but this is not true for S, so updating W before
S might affect the solution. However, it was proven in [31]
that the change in order gives the equivalent solution if either
one of the functions of the variables S and W is affine. In
our formulation, this is true as the function corresponding to
W is a constant. Thus, the problem reduces to the two-block
form:
min
V1,V2
f1(V1) + f2(V2), s.t. B1V1 +B2V2 = C, (29)
where f1(V1) = 0 and f2(V2) = h(S) + j(Z) + f({L}) +
θg({G}) are both convex and C = cat1({Y, 0, . . . , 0}).
D. Computational Complexity
Let Y be a mode N tensor with dimensions I1 = I2 =
· · · = IN = I . The computational complexity of each iteration
of ADMM is computed as follows:
1) The update of L only involves element-wise operations,
thus the contribution to computational complexity is not
significant.
2) The computational complexity of updating each Ln is
O (I2N−1). Thus, the total computational complexity is
O(NI2N−1). However, it is possible to reduce the effect
6of this cost by parallelizing the updates across modes,
hence the complexity becomes quadratic in the number
of elements, i.e. O (I2N−1).
3) The update of each Gn requires the computation of
a matrix inverse with complexity O(I3) and a matrix
multiplication with complexity O(IN+1). As mentioned
before, the inverse always exists and can be computed
outside the loop. Similar to the updates of Ln, the
total complexity is O(NIN+1). This can be reduced by
parallelizing across modes.
4) The second update requires a soft thresholding, which has
linear complexity, i.e., O(IN ).
5) The computational complexity of updatingW is governed
by matrix multiplication resulting in O(IN+1) complex-
ity.
6) The update of Z consists of a matrix product followed
by soft thresholding, which results in a total complexity
of O((I + 1)IN ).
7) The updates of the dual variables do not require any addi-
tional multiplication operations. Thus, the computational
complexity is negligible.
It can be concluded that the complexity of each loop is gov-
erned by the updates of Ln. Therefore, the total computational
complexity of the algorithm is O(max iterNI2N−1).
E. Anomaly Scoring
The method proposed in this paper focuses on extracting
spatiotemporal features for anomaly detection. After extracting
the features, i.e. the sparse part, a baseline anomaly detector
can be applied to obtain an anomaly score. In this paper, we
evaluated three anomaly detection methods: Elliptic Envelope
(EE) [32], Local Outlier Factor (LOF) [33] and One Class
SVM (OCSVM) [34]. These three methods are used to assign
an anomaly score to each element of the sparse tensor. Each
method was applied to all third mode fibers which correspond
to different weeks’ traffic activity. This is equivalent to fitting
a univariate distribution to each of the third mode fibers
of the tensor. The anomaly scores were used to create an
anomaly score tensor. Finally, the elements with the highest
anomaly scores were selected as anomalous while the rest were
determined to be normal.
V. EXPERIMENTS
In this paper, we evaluated the proposed method on both real
and synthetic datasets. We compared our method to regular
HoRPCA and weighted HoRPCA (WHoRPCA) where the
nuclear norm of each unfolding is weighted. In addition, to
evaluate the effect of graph regularization term in (8), we
compared with LOSS corresponding to the objective function
in (6). As our method is focused on feature extraction for
anomaly detection, we also compared our method to baseline
anomaly detection methods such as EE, LOF and OCSVM
applied to the original tensor. After the feature extraction
stage, unless noted otherwise, such as ”GLOSS-LOF”, EE
was used as the default method for computing anomaly scores
to compare the different approaches. The methods used for
comparison and their properties are summarized in Table I.
TABLE I: Properties of anomaly detection methods Used in
the experiments. The acronyms refer to the different regular-
ization terms in the cost function: (LR) low-rank, (SP) sparse,
(WLR) weighted low-rank, (TS) temporal smoothness, (GR)
graph regularization.
LR SP WLR TS GR
GLOSS + + + + +
LOSS + + + -
WHoRPCA + + + - -
HoRPCA + + - - -
EE N/A N/A N/A N/A N/A
LOF N/A N/A N/A N/A N/A
OCSVM N/A N/A N/A N/A N/A
For each data set, a varying K percent of the elements with
highest anomaly scores are determined to be anomalous. With
varying K, ROC curves were generated for synthetic data and
the mean area under the curve (AUC) was computed for 10
random experiments. For real data, number of detected events
were reported for varying K.
The number of neighbors for LOF is selected as 10 as this is
the suggested lower-bound in [3]. Finally, the outlier fraction
of OCSVM is set to 0.1 as only the anomaly scores, not labels,
generated by OCSVM is used in the experiments.
A. Data Description
To evaluate the proposed framework, we use two publicly
available datasets as well as synthetic data.
1) Real Data: The first dataset is NYC yellow taxi trip
records1 for 2018. This dataset consists of trip information
such as the departure zone and time, arrival zone and time,
number of passengers, tips for each yellow taxi trip in NYC.
In the following experiments, we only use the arrival zone and
time to collect the number of arrivals for each zone aggregated
over one hour time intervals. We selected 81 central zones to
avoid zones with very low traffic [8]. Thus, we created a tensor
Y of size 24× 7× 52× 81 where the first mode corresponds
to hours within a day, the second mode corresponds to days
of a week, the third mode corresponds to weeks of a year and
the last mode corresponds to the zones.
The second dataset is Citi Bike NYC bike trips2 for 2018.
This dataset contains the departure and arrival station numbers,
arrival and departure times and user id. In our experiments,
we aggregated bike arrival data for taxi zones imported from
the NYC yellow taxi trip records dataset, instead of using the
original stations, to reduce the dimensionality and to avoid data
sparsity. The resulting data tensor is of size 24× 7× 52× 81.
2) Synthetic Data Generation: Evaluating urban events in
a real-world setting is an open challenge, since it is difficult
to obtain urban traffic data sets with ground truth information,
i.e. anomalies are not known a priori and what constitutes an
anomaly depends on the nature of the data and the specific
problem. To be able to evaluate our method quantitatively,
we generate synthetic data and inject anomalies. Following
[8], we generated a synthetic data set by taking the average
1https://www1.nyc.gov/site/tlc/about/tlc-trip-record-data.page
2https://www.citibikenyc.com/system-data
7of the NYC taxi trip tensor, Y , along the third mode, i.e.
across weeks of a year. We then repeat the resulting three-
mode tensor such that for each zone, average data for a week
is repeated 52 times. We multiply each element of the tensor
by a Gaussian random variable with mean 1 and variance 0.5
to create variation across weeks. We then inject anomalies to
the data in randomly selected time intervals during a day by
adding or subtracting a constant c times the average of that
time interval. In our experiments, from 81 zones, we select
random time intervals of duration 7 for 500 days. Thus, in
total, there are 3500 anomalous time points for the whole
synthetic data.
B. Parameter Setting
In this section, we will discuss how the different parameters
in (8) are selected. Since the ranks across each mode are
closely related to the variance of the data within that mode,
weights for each mode in the definition of nuclear norm,
ψns, are selected to be inversely proportional to the trace
of the square root of the covariance matrix of mode-n, i.e.
ψn =
K
Tr(
√
ΣY(n) )
, where K is selected such that minn(ψn) =
1. Following [27], we set λ = 1/
√
max(I1, . . . , IN ) for
HoRPCA and β1 = 15std(vec(Y)) , where vec(Y) ∈ RI1I2...IN
is the vectorization of Y . The other β parameters for all
methods are set to be the same as β1 but the selection of
these parameters does not affect the algorithm performance as
mentioned in Section IV-C.
In Fig. 1, we present the average AUC for various λ and
γ values for GLOSS applied on the synthetic data generated
with c = 2.5. It can be seen that while low values of λ always
provide the best results, γ values are optimized at around 10−5.
Increasing the sparsity penalty λ above 10−3 results in a sparse
tensor that is mostly zero. At this λ value, AUC becomes equal
to 0.5 which is equivalent to randomly guessing the anomalous
points. On the other hand, when γ is too large, it smooths out
all mode-1 fibers and generates the same anomaly score for
each fiber. This is akin to identifying anomalous days, rather
than time intervals. Based on this analysis, we can conclude
that the proposed method is not sensitive to λ and γ as long as
they are selected within a certain range. Thus, we select λ =
γ = 1/‖PΩ(Y)‖0, where ‖PΩ(Y)‖0 is the number of nonzero
elements of Y for GLOSS and λ = γ = 1/max(I1, . . . , IN )
for LOSS. The parameter λ for WHoRPCA was selected in a
similar manner to LOSS.
C. Experiments on Synthetic Data
1) Robustness against noise: We first evaluated the effect
of c, i.e. the strength of the anomaly, on the accuracy of the
proposed method. Low c values imply that the amplitudes of
anomalies are low and they may be indistinguishable from
noise. From Fig. 2 and Table II, it can be seen that for varying
c values, our method (GLOSS-EE) achieves the highest AUC
values compared to both baseline methods and HoRPCA,
WHoRPCA and LOSS. Among the remaining methods, LOSS
performs better than WHoRPCA, especially when the anomaly
strength is small. It is also important to note that the choice of
Fig. 1: AUC values for various choices of λ and γ.
the anomaly scoring method does not change the performance
of GLOSS significantly.
2) Robustness against missing data: In addition to injecting
synthetic anomalies, we also remove varying number of days
at random from the tensor to evaluate the robustness of
the proposed method to missing data. After generating the
synthetic data, a percentage P of the mode-1 fibers is set to
zero to simulate missing data, where the number of mode-1
fibers is equal to the total number of days, i.e. 7×52×81. The
accuracy of anomaly detection for varying levels of missing
data is illustrated in Fig. 3 and the corresponding AUC values
(mean ± std) are given in Table II.
While the performance of all the methods degrades with
increasing levels of missing data, GLOSS provides the best
anomaly detection performance and is robust against missing
data compared to the rest of the methods. In particular,
GLOSS-SVM provides the highest accuracy. The proposed
method provides better features for anomaly detection com-
pared to using the original tensor or using the features from
HoRPCA, WHoRPCA or LOSS. It can be seen that weighted
low-rank approach improves the results compared to HoRPCA
which provides the lowest accuracy. This is due to the fact that
the data is not necessarily low-rank along each mode, thus
focusing on modes with low variance improves the accuracy.
Moreover, the selected λ value for HoRPCA sets all entries of
sparse tensor to zero which is not useful for anomaly detection
and provides an AUC of 0.5. Incorporating temporal smooth-
ness for the anomalies in the objective function lowers the false
detection rate by penalizing instantaneous changes in traffic
that do not constitute an actual anomaly. It is also interesting
to note that while LOSS performs comparable to GLOSS for
varying anomaly strength, the performance of LOSS degrades
quickly with increasing missing data. Therefore, even though
both WHoRPCA and LOSS are equipped to handle missing
data, GLOSS is more robust as it uses side information in the
form of similarity graphs.
D. Experiments on Real Data
To evaluate the performance of the proposed methods on
real data, we compiled a list of 20 urban events that took place
in the important urban activity centers such as city squares,
parks, museums, stadiums and concert halls, during 2018. We
used the same set of urban events for both taxi and bike data.
8(a) (b) (c)
Fig. 2: ROC curves for various amplitudes of anomalies. Higher amplitude means more separability. c = (a) 1.5, (b) 2, (c)
2.5. (P = 0%)
TABLE II: Mean and standard deviation of AUC values for Fig. 2 (top) and Fig. 3 (bottom). The proposed method, specifically
GLOSS-SVM, outperforms the other algorithms in all cases significantly with p < 0.001.
EE LOF OCSVM HoRPCA WHoRPCA LOSS GLOSS-EE GLOSS-SVM GLOSS-LOF
c = 1.5 0.70±0.003 0.67±0.004 0.65±0.005 0.5±0.01 0.7±0.004 0.72±0.01 0.82±0.005 0.79±0.006 0.79±0.006
c = 2 0.81±0.004 0.78±0.004 0.73±0.003 0.5±0.01 0.81±0.004 0.83±0.007 0.91±0.003 0.90±0.004 0.90±0.003
c = 2.5 0.87±0.002 0.84±0.004 0.77±0.005 0.5±0.01 0.87±0.003 0.88±0.007 0.95±0.002 0.94±0.002 0.95±0.002
P = 20% 0.81±0.004 0.79±0.005 0.81±0.004 0.5±0.01 0.81±0.004 0.9±0.007 0.93±0.002 0.94±0.002 0.88±0.003
P = 40% 0.61±0.008 0.77±0.005 0.81±0.005 0.5±0.01 0.62±0.008 0.78±0.01 0.78±0.007 0.93±0.002 0.86±0.003
P = 60% 0.53±0.01 0.73±0.007 0.76±0.006 0.5±0.01 0.56±0.01 0.51±0.017 0.65±0.008 0.87±0.006 0.85±0.004
(a) (b) (c)
Fig. 3: ROC curves for varying percentage of missing data, (a) P = 20%, (b) P = 40%, (c) P = 60%. (c = 2.5)
TABLE III: Results for 2018 NYC Yellow Taxi Data. Columns
indicate the percentage of selected points with top anomaly
scores. The table entries correspond to the number of events
detected at the corresponding percentage.
% 0.014 0.07 0.14 0.3 0.7 1 2 3
EE 0 0 1 5 8 9 15 18
LOF 0 0 0 1 1 2 3 5
OCSVM 0 0 0 3 9 11 14 16
HoRPCA 0 0 0 0 0 0 0 1
WHoRPCA 3 4 4 4 6 7 9 9
LOSS 0 0 1 5 11 14 16 19
GLOSS-EE 1 6 8 12 16 18 19 20
GLOSS-LOF 1 6 8 14 17 18 19 20
GLOSS-SVM 0 2 3 7 13 14 17 19
To detect the activities, top-K percent, with varying K, of
the highest anomaly scores of the extracted sparse tensors are
selected as anomalies and compared against the compiled list
of urban events.
Detection performance for all methods is given in Tables
III and IV for the taxi and bike data, respectively.
From Table III, it can be seen that anomaly scoring methods
applied to the spatiotemporal features extracted by GLOSS
TABLE IV: Results on 2018 NYC Bike Trip Data.
% 0.3 1 2 3 4.2 7 9.7 12.5
EE 0 0 2 2 2 2 2 3
LOF 1 1 1 1 2 2 3 5
OCSVM 0 0 1 2 2 2 4 5
HoRPCA 0 0 0 0 0 0 0 0
WHoRPCA 2 4 6 6 6 6 6 6
LOSS 1 2 2 2 9 9 10 14
GLOSS-EE 1 1 3 5 9 13 14 14
GLOSS-LOF 1 2 2 3 3 3 3 3
GLOSS-SVM 1 2 5 5 7 9 10 13
perform the best for the NYC Taxi data. The performance of
GLOSS is followed by LOSS as temporal smoothness allows
for detection of events at lower K by removing anomalies
resulting from noise. WHoRPCA performs well initially but
as more points are considered it fails to detect the event of
interest. HoRPCA performs the worst in both data sets as the
optimization is not tailored for anomaly detection. Among the
baseline methods, EE performs the best while LOF performs
the worst. However, when the features extracted from GLOSS
are input to LOF and EE, their performances become very
similar. This shows that GLOSS is effective at separating
9(a) (b) (c)
Fig. 4: Bike Activity data, the extracted sparse part and low-rank part across for July 4th Celebrations at Hudson River banks.
(a) Real Data where the traffic for 52 Wednesdays is shown along with the traffic on Independence Day and average traffic; (b)
Sparse tensor where the curve corresponding to the anomaly is highlighted; (c) Low-rank tensor with the curve corresponding
to the Independence Day highlighted.
anomalous entries from noise and normal traffic activity and
thus, improves the performance of both LOF and EE. It is
important to note that most of the anomalies cannot be detected
at low K values because events such as New Year’s Eve or
July 4th celebrations change the activity pattern in the whole
city and constitute the majority of the anomalies detected at
low K values for Taxi Data.
The performance of all methods is significantly reduced in
Bike Data as can be seen from Table IV. This is because
Bike Data is very noisy with a large number of days, or
points that would be considered anomalous. Also, some of
the selected events do not produce significant changes in Bike
Data such as New Year’s Eve as usage of bikes at midnight is
low even though it’s a significant event for taxi traffic. Changes
in the weather also affect the performance by increasing the
variance of the data, especially across the third mode, which
corresponds to the weeks of the year. In Fig. 4, we illustrate
the bike data for July 4th at Hudson River banks, and the low-
rank and sparse parts extracted by GLOSS. It can be seen that
as the data varies across different weeks, the low-rank part
can explain this variance well by fitting a pattern to days with
varying amplitudes. Thus, the proposed method does not get
affected by events such as the weather as it can capture both
low and high traffic days in the low-rank part which can be
seen in Fig 4c. The deviations from the daily pattern, rather
than the actual traffic volume, is captured by the sparse part,
which is then input to the anomaly scoring algorithms. Thus,
our method is able to extract the events at a fairly low K.
VI. CONCLUSION
In this paper, we proposed a robust tensor decomposition
based anomaly detection method for urban traffic data. The
proposed method extracts a low-rank component using a
weighted nuclear norm and imposes the sparse component to
be temporally smooth to better model the anomaly structure.
Finally, graph regularization is employed to preserve the
geometry of the data and to account for nonlinearities in the
anomaly structure. An ADMM based computationally efficient
and scalable algorithm is proposed to solve the resulting
optimization problem. As the proposed method focuses on
spatiotemporal feature extraction, the resulting features can be
input to well-known anomaly detection methods such as EE,
LOF and OCSVM for anomaly scoring.
The proposed method is evaluated on both synthetic and
real urban traffic data. Results on synthetic data illustrate
the robustness of our method to varying levels of missing
data and its sensitivity to even low amplitude anomalies.
In particular, our method outperforms WHoRPCA thanks to
temporal smoothness assumption on the sparse part. Moreover,
the graph regularization improves the accuracy further by
ensuring that the low-rank projections preserve local geometry
of the data. In real data, our method begins to detect anomalies
earlier, i.e. the top anomaly scores usually correspond to events
of interest, than existing methods. GLOSS provides further
improvement over LOSS as more events are detected for a
given number of selected points. Furthermore, the results from
real data show how the extracted sparse component highlights
the anomalous activities.
In future work, a statistical tensor anomaly scoring method
will be explored instead of scoring each fiber individually
by a separate algorithm. Applications and extensions of the
proposed method on network data and other spatiotemporal
data with different characteristics such as fMRI will also be
considered.
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