14 15 Visual motion estimation is a canonical neural computation. In Drosophila, recent advances have 16 identified anatomical and functional circuitry underlying direction-selective computations. 17
Introduction 33 34
Motion estimation is a canonical visual computation that requires integrating information 35 nonlinearly over both time and space. Direction-selective signals are tuned to motion in a 36 preferred-direction (PD), which elicits the strongest responses, while motion in the opposite, 37 null-direction (ND), elicits a weaker response. This directional computation has been described 38 by a wide variety of computational models. Classical models, such as the Hassenstein-Reichardt 39 correlator (HRC) (Hassenstein and Reichardt, 1956 ) and motion energy model (Adelson and 40 Bergen, 1985) , rely on sensing correlations between pairs points separated in time and space. 41
These phenomenological models have provided striking insights into neural and behavioral 42 responses in a variety of species, including in flies (Yang and Clandinin, 2018) . 43
44
In the last decade, advances in defining the anatomical and functional connectivity of 45
Drosophila's visual circuits suggest that we should move towards more mechanistic, biophysical 46 descriptions of this computation. Here, we follow previous work (Gruntman et al., 2018; Torre 47 and Poggio, 1978) to propose a simple, biophysically-plausible synaptic model for direction-48 selectivity in Drosophila's ON-edge sensitive motion pathway. We compare its predictions to 49 measurements made by several research groups in response to many stimuli, giving us a tool for 50 understanding which features are sufficient to describe different response properties. (Fig. 1A) . The neuron T5 appears to have a similar 62 In this minimal model, the spatially-separated inputs to T4 are represented as three linear-93 nonlinear (LN) transformations of the input contrast (Dayan and Abbott, 2001) . These model 94 neurons then interact with T4 by altering the conductance of excitatory and inhibitory currents 95 (Gruntman et al., 2018; Torre and Poggio, 1978) . This construction is simple enough to allow 96 some algorithmic intuition but incorporates greater biophysical realism than most 97 phenomenological models. We do not fit the model to every dataset. Rather, our goal is to test 98 the sufficiency of a minimal circuit model to account for different measured phenomena in T4 99 cells. This model does not contain any exotic channels or receptors, and it biophysically models 100 the membrane voltage and intracellular calcium concentration in T4 neurons. It does not 101 reproduce all functional properties of T4 cells, but it provides a flexible framework for 102 understanding the sufficiency of simple circuit properties and mechanisms to describe the 103 processing properties of T4 neurons. In cases where this model is insufficient to describe data, 104 we suggest how model parameters might be changed to better describe the data. Constructing an anatomically constrained synaptic model for T4 cells 109
Following proposed synaptic architectures for direction-selective computations (Gruntman et al., 110 2018; Torre and Poggio, 1978) , we constructed an elementary motion detector based on the 111 connectome of the Drosophila optic lobe. We simplified this structure to consider three inputs to 112 a T4 cell: a delayed ND-offset OFF inhibitory input representing Mi9, a centered ON excitatory 113 input representing Mi1 and Tm3, and a delayed PD-offset ON inhibitory input representing Mi4 114 (and/or CT1) ( Figure 1A) (Strother et al., 2017; Takemura et al., 2017) . 115 116
We will model these inputs to T4 cells as simple linear-nonlinear (LN) transformations of the 117 input contrast (Behnia et al., 2014) . We will further model effects of these synaptic inputs on the 118 membrane potential of the T4 cell by changes in the conductance of excitatory and inhibitory 119 currents (Torre and Poggio, 1978) . For notational convenience, we define our model below in 120 continuous space and time, noting as needed where adjustments are made for the discretization 121 used in numerical simulation. We take the inputs to the model to be contrasts. We take each 122 input to the motion detector to have an 1 -normalized Gaussian spatial acceptance function 123 where the spatial parameter is related to the full width at half maximum (FWHM) of the 127 acceptance function by FWHM = 2√2 log 2 . We fix FWHM = 5.7° to approximately match 128 the spatial acceptance functions of photoreceptors in the fly eye (Stavenga, 2003) . To represent 129 the delayed inputs to the motion detector, we use the 2 -normalized lowpass temporal filter 130
where Θ( ) is the Heaviside step function. To represent the non-delayed central input to the 134 motion detector, we replace the temporal filter by its derivative ̇. We note that the term 135 resulting from the distributional derivative of Θ( ) vanishes when ̇ is convolved with any signal 136 as it is proportional to ( ), where ( ) is the Dirac delta distribution. Using these filters, we 137 define the filtered contrast signal at each point in spacetime: 138 139 ( , ) ≔ ( ℎ * )( , ) 140 141 where ( , ) is the input contrast and * denotes spatiotemporal convolution over the appropriate 142 domain. As taking the temporal derivative of the filtered contrast signal is equivalent to filtering 143 with the derivative of the temporal filter, we will use the notation ̇ for the high-pass-filtered 144 signal throughout. For convenient handling of spatial boundary conditions, we numerically 145 simulate the full 360° of visual space, which is a periodic interval. 146
147
We denote the spacing between neighboring inputs as Δ. Here, we use 5° spacing so that the 148 inputs evenly tile 360° of visual space. Then, we define the three inputs to the motion detector as 149 rectified-linear functions of the filtered contrast signal at three points in space, mimicking the 150 polarity-selectivity of the inputs to T4 cells: 151 152 1 ( , ) ≔ inh (− ( , − Δ)) 153 2 ( , ) ≔ exc (( , )) 154 3 ( , ) ≔ inh ( ( , + Δ)) 155 156 where ( ) ≔ max{0, } is the ramp function and inh and exc are parameters scaling the 157 effects of each input on the postsynaptic conductances (Figure 1A-B ). Thus far, we have 158 represented the conductances as linear-nonlinear (LN) transformations of the input contrast 159 (Dayan and Abbott, 2001) . 160
161
We define the membrane potential m of the postsynaptic cell such that the reversal potential for 162 leak currents is 0 mV. The cell's membrane voltage dynamics are then given as ( only the ratios of 1 , 2 , and 3 to leak , rather than their absolute magnitudes, are relevant. We 200 therefore express the postsynaptic conductances as non-dimensional quantities in units of leak , 201 leaving exc / leak and inh / leak as the model's two free parameters. The procedure used to 202 select the values of these parameters is described in detail in Appendix B. As shown previously 203 , there exists a broad region of parameter space for which this model 204 displays responses to sinusoid gratings with a temporal frequency of 1 Hz and a spatial 205 wavelength of 45° consistent with those measured in T4 and T5 cells. We note that our choice of 206 filter normalization, which differs from that in the previous use of this model (Badwan et al., 207 2019), affects the parameter values chosen, as it scales 1 , 2 , and 3 relative to leak . Psychtoolbox (Brainard, 1997; Kleiner et al., 2007; Pelli, 1997) to present stimuli on a 217 panoramic visual display . The glider stimuli presented during these 218 measurements are described in Appendix A. Net responses were computed as the difference in 219 responses to stimuli moving in the preferred and null directions of each T4 region of interest, and 220 then averaged within each fly. Non-parametric two-sided Wilcoxon signed-rank tests were used 221 to test whether median net responses differed significantly from zero (Hollander et al., 2013) . 222
For statistical purposes, each individual fly was considered to be an independent sample. 223
224

Numerical methods 225
Numerical simulations were conducted using Matlab 9.6 (R2019a) (The MathWorks, Natick, 226 MA, USA). For stimuli containing randomly-generated components, responses were averaged 227 over 1000 realizations, and bootstrapped 95% confidence intervals for the mean were computed 228 using the bias-corrected and accelerated percentile method (Efron, 1987) . Results 229 230
The synaptic model reduces to HRC-like terms 231
To gain intuition about the operation of the T4 synaptic model, we consider its expansion in the 232 small-input limit. To do so, we approximate the ramp function nonlinearity with a smooth 233 function that represents a soft rectifier, which can be approximated by a linear function for small 234 inputs (Fitzgerald and Clark, 2015) . In particular, letting 1 ( ) ≔ ( , − Δ), 2 ( ) ≔ ( , ), 235 and 3 ( ) ≔ ( , + Δ), and defining the non-negative constants ≔ | inh inh / leak | and ≔ 236 | exc exc / leak |, we have, to lowest order in the inputs, 237 is added to PD motion without substantial enhancement when orthogonal-direction (OD) motion 285 is added to PD motion ( Figure 2B) . 286 287 T4 and T5 cells are tuned to the temporal frequency of sinusoidal stimuli ( Figure 2C ) (Creamer 288 et al., 2018) . This means that the mean neural response is maximal at a single temporal 289 frequency, independent of the wavelength. This property also applies to measurements of fly 290 behavior (Creamer et al., 2018; Kunze, 1961) and is consistent with the classical, fully-opponent 291 HRC. We presented the T4 synaptic model with drifting gratings of different spatial and 292 temporal frequencies to find the mean response to each. The model response was strongly 293 temporal-frequency-tuned ( Figure 2C) . To quantify the temporal-frequency-tuning, we asked 294 how much of the variance in this surface was accounted for by the product of one function of 295 temporal frequency and one fuction of spatial frequency response (Creamer et al., 2018; Priebe et 296 al., 2006) . Such a separable model accounted for 99% of the variance in the response (see 297 Figure 2C ). Because of our choice of parameters, the input temporal filters in this 298 model produce peak responses at around 1 Hz, lower than the roughly 2-4 Hz peak measured in 299 these T4 cells. 300 301 T4 and T5 cells respond to static gratings with amplitudes that depend on the grating orientation 302 (Fisher et al., 2015) ( Figure 2D) . The preferred orientation (defined by the vector normal to the 303 edges in a static grating) approximately matches the preferred direction of motion of these cells 304 (Maisak et al., 2013) . The convention we use here for defining the orientation of a static grating 305 is rotated 90º relative to that used in the original study, which defined orientation in terms of 306 vectors parallel, rather than normal, to the edges (Fisher et al., 2015) (see Appendix A). When 307 the T4 synaptic model was presented with both static and drifting gratings of many different 308 orientations, it reproduced the orientation tuning observed experimentally for both static and 309 moving gratings ( Figure 2D) . The model was more selective for both orientation and direction 310 than the T4 cell measurements. 311 312
The synaptic model reproduces the selectivity of apparent motion responses in T4 cells 313
In addition to sinusoid gratings, apparent motion stimuli are a useful tool for investigating 314 direction-selective systems. These stimuli decompose visual motion into summations of simpler 315 spatiotemporal patterns, which can provide strong intuition into the motion computation (Barlow 316 and Levick, 1965) . showing only suppression of ND motion under this analysis (Figure 3E) . This discrepancy could 349 be influenced by the timescale of this stimulus, which is far longer than the 150 ms offset used in 350 the apparent motion stimuli in (Figure 3C-D) . Additionally, previous theoretical work has 351
shown that disinhibition can generate PD enhancement in similar models (Borst, 2018 and T5, the cells could discriminate between spatiotemporal correlations with delays of 0 and 15 369 ms ( Figure 4B) . We presented the synaptic model with stimuli containing pairwise 370 spatiotemporal correlations at different temporal delays. The model was direction-selective and 371 responded to both positive and negative correlations, as in the cellular measurements. However, 372 the model did not reproduce the fast timescale discrimination between delays ( Figure 4B) . 373
Furthermore, the synaptic model showed strong suppression of ND-oriented positive correlations 374 and enhancement of ND-oriented negative correlations, which was not observed in the data. 375 376 Behaving Drosophila respond direction-selectively to correlations higher than second-order 377 (Clark et al., 2014; Leonhardt et al., 2016) . This cannot be explained by models that compute 378 pairwise correlations in the stimulus, such as the HRC and motion energy model. The sensitivity 379 to higher-order correlations has been assessed using three-point glider stimuli, which contain 380 precise third-order correlations (Hu and Victor, 2010) ( Figure 4C) . The net responses of T4 cells 381 to these stimuli have previously been inferred from behavioral measurements in Drosophila with 382 the synaptic outputs of T5 cells silenced, using gliders updated at 24 Hz . 383
We used in vivo two-photon calcium imaging to measure directly the responses of T4 cells to 384 three-point gliders updated at 5 Hz, and found that the signs of the net responses were consistent 385 with those measured in behavior with T5 cells silenced (Figure 4C Figure 4D) . In particular, the responses of T4 cells are suppressed more strongly under the 402 addition of ND motion than under the addition of OD motion, a feature that is reproduced by the 403 synaptic T4 model (Figure 4D) . Therefore, as in T4 cells, the selective direction-opponency 404 observed in the model persists even with stimuli containing multiple spatiotemporal frequencies. An anatomically constrained synaptic model suffices to reproduce many, but not all, of the 431 properties of Drosophila T4 cells. This model reproduces the direction-opponency, temporal-432 frequency-tuning, orientation-tuning, and phi/reverse-phi selectivity measured in T4 cells 433 (Figures 2-4) . When applied to a naturalistic velocity estimation task, it produces decorrelated 434 signals similar to those measured in T4 and T5 neurons (Figure 5) . However, it fails to 435 reproduce the PD enhancement and fast-timescale tuning observed in T4 cells (Figures 3-4) . 436
Moreover, though it is sensitive to triplet correlations in its input, it fails to reproduce them on 437 the same timescales as observed in the data (Figure 4) . In short, this simple synaptic model is The organization of this model allows for several clear tuning mechanisms. First, the temporal 500 filters could be modified to better match measured filters (Figure 2) . Second, the degree to 501 which inhibition is shunting or hyperpolarizing can be adjusted by changing the reversal 502 potential of inhibitory currents. This could effectively hide inhibition under some stimuli and 503 measurements. Third, it is clear that to better represent preferred direction enhancement, the 504 threshold for the OFF-inhibitory input could be changed (Figure 3) (Borst, 2018 are also tuned to ON-and OFF-edges (Euler et al., 2002; Famiglietti Jr, 1983 ). It appears that 560
SACs may receive inputs that are differentially delayed (Fransen and Borghuis, 2017; Kim et al., 561 2014) , similar to the inputs to T4 cells. It would be interesting to investigate how much SAC 562 phenomenology that mechanism alone could account for, when linked to simple biophysical 563 mechanisms. As in this study, it could provide insight into where the circuit understanding is 564 lacking, especially when complex stimuli are used to probe SAC function (Chen et al., 2016) . 565 566 It is notable that the ON-ON-OFF spatial organization of T4 inputs (Fig. 1A) is almost identical 567 to a model proposed to explain cortical responses to pairwise correlations (Mo and Koch, 2003) . 568
This suggests there may be deep parallels between T4 and T5 and cortical motion processing 569 steps. Models for fly and cortical direction-selectivity have traditionally differed in whether they 570 assume discrete inputs (fly, HRC-like models) or more continuous inputs (cortex, motion-571 energy-like spatiotemporal filtering). If synaptic interactions are considered, then continuous 572 linear filters cannot be applied, and models must incorporate the discrete receptive fields of the 573 inputs to a cell. It would be interesting to ask how such conductance models fare in predicting 574 cortical responses; the statistical nature of cortical connections make it more difficult to make a 575 general model of this type. Orientation tuning of T4 and T5 cells with static gratings (data from (Fisher et al., 2015) ) 632 and direction tuning of T4 cells with drifting gratings (data from (Maisak et al., 2013) ). 633
The orientation of a static grating is defined by the vector normal to the apparent edges, 634 the same definition as for moving gratings (see Appendix A). Right: As at center, but for 635 the T4 synaptic model. Therefore, if a system is linear, its scaled, summed response of a linear system to counterphase 743 gratings with these phase shifts will be equal to its response to the corresponding drifting grating. 744
By comparing the linear prediction of the drifting grating response to the actual response, one 745 may assess a system's linearity. 746
747
To assess the orientation-and directional-tuning of the model with sinusoid gratings in Figure  748 2D, we defined a two-dimensional grating 749 750 ( , , ) = 0 sin( − ( cos + sin )) 751 752 where the angle defines its orientation. In this analysis, we assume that the ring of detectors is 753 located at = 0, and that the Gaussian spatial filter is symmetric in and . Static gratings were 754 formed by setting = 0. We note that our convention for the orientation of a static grating 755 differs from the original manuscript (Fisher et al., 2015) ; we define the orientation as the angle 756 between the normal to the apparent edge and the preferred direction rather than the angular 757 position of the edge itself. Therefore, in our convention the preferred orientations and directions 758 align. 759 760 Apparent motion stimuli (Figure 3 Hz. We estimated the linear receptive field from these responses using reverse correlation 778 (Chichilnisky, 2001) . Ternary noise stimuli with pairwise correlations were constructed as in 779 As in previous studies (Clark et al., 2014; Fitzgerald and Clark, 2015) , we constructed three-798 point glider stimuli following (Hu and Victor, 2010) . Briefly, these binary stimuli enforce 799 correlations over space and time among triplets of pixels. Three-point gliders may be categorized 800 into four types: converging gliders with positive parity (con+), converging gliders with negative 801 parity (con-), diverging gliders with positive parity (div+), and diverging gliders with negative 802 parity (div-). Letting be the pixel spacing and be the frame duration (the inverse of the 803 update rate), the update rules for each of the four three-point glider types are (see kymographs in 804 In this appendix, we briefly describe how we selected values of the weighting parameters 849 exc / leak and inh / leak . We evaluated the model solely based on its ability to produce 850 direction-opponent average responses to 1 Hz, 45º sinusoid gratings similar to those measured in 851 
