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Abstract
We study global attractors A = Af of semiflows generated by semilinear partial parabolic
differential equations of the form ut = uxx + f(x, u, ux), 0 < x < 1, satisfying Neumann
boundary conditions. The equilibria v ∈ E ⊂ A of the semiflow are the stationary solutions
of the PDE, hence they are solutions of the corresponding second order ODE boundary
value problem. Assuming hyperbolicity of all equilibria, the dynamic decomposition of A
into unstable manifolds of equilibria provides a geometric and topological characterization of
Sturm global attractors A as finite regular signed CW-complexes, the Sturm complexes, with
cells given by the unstable manifolds of equilibria. Concurrently, the permutation σ = σf
derived from the ODE boundary value problem by ordering the equilibria according to their
values at the boundaries x = 0, 1, respectively, completely determines the Sturm global
attractor A. Equivalently, we use a planar curve, the meander M = Mf , associated to the
the ODE boundary value problem by shooting.
In the previous paper [FR18d], we set up to determine the boundary neighbors of any
specific unstable equilibrium O, based exclusively on the information on the corresponding
signed cell complex. In addition, a certain minimax property of the boundary neighbors
was established. This property identifies the equilibria on the cell boundary of O which are
closest or most distant from O at the boundaries x = 0, 1.
The main objective of this paper is to derive this minimax property directly from the permu-
tation σ, the Sturm permutation, or equivalently from the meander M, the Sturm meander,
based on the Sturm nodal properties of the solutions of the ODE boundary value problem.
This minimax result simplifies the task of identifying the equilibria on the cell boundary of
each unstable equilibrium directly from the Sturm meander M. It is instrumental in the
identification of the geometric location, with respect to each unstable equilibrium, of all the
equilibria in the Sturm global attractor A. We emphasize the local aspect of this result by
applying it to an example for which the identification of the equilibria in the cell boundary
of O is obtained from the knowledge of only a section of the Sturm meander M.
1 Introduction
For quite a long time we have been pursuing the study of global attractors of scalar semilinear
parabolic equations in one space dimension. Under appropriate dissipativeness conditions
on the nonlinearity f ∈ C2, equations of the form
(1.1) ut = uxx + f(x, u, ux) , 0 < x < 1 ,
with suitable boundary conditions, generate global dissipative semiflows on a Sobolev space
X ⊂ C1([0, 1],R). The global attractor Af ⊂ X of the semiflow, i.e. the maximal compact
invariant subset, is called Sturm global attractor. In the present paper we consider the specific
case of Neumann boundary conditions ux = 0 at x = 0, 1, for which the generated semiflow
is gradient-like. We refer to [He81, Pa83, Ta79] for a general background, to [Ha88, Te88,
La91, BV92, Ra02] for a contextual introduction to global attractors, and to [FR14, FR15],
and the citations there, for a general introduction to Sturm global attractors. See also
[BF88, BF89, Fi94] for earlier results.
The stationary solutions u(t, x) = v(x) of (1.1) satisfy the second order Neumann boundary
value problem
(1.2)
vxx + f(x, v, vx) = 0 , 0 < x < 1 ,
vx = 0 , x = 0 or 1 ,
which provides the link to the name of Sturm associated to the global attractor A = Af .
Each stationary solution of (1.1) corresponds to an equilibrium v ∈ E of the semiflow in X
and is a compact invariant subset, therefore an element of the global attractor A. Under the
generic assumption of hyperbolicity of all equilibria v ∈ E the set of equilibria is finite,
(1.3) E = {vj : j = 1, . . . , N} ,
with N odd due to dissipativeness. Hyperbolicity of the equilibrium v ∈ E is achieved if
λ = 0 is not an eigenvalue of the linearization of (1.1) at v. Then, the gradient-like property
of the semiflow provides a dynamic decomposition of the Sturm global attractor A into
unstable manifolds of equilibria,
(1.4) A =
⋃
1≤j≤N
W u(vj) .
This decomposition suggests a geometric and topological characterization of the Sturm global
attractor A as a finite regular CW -complex C = Cf ,
(1.5) C =
⋃
1≤j≤N
cj ,
1
with cell interiors cj = W
u(vj). This is the regular Thom-Smale complex of the Sturm global
attractor A, or the Sturm complex, [FR14, FR18a].
Concurrently, the permutation σ = σf ∈ SN derived from the boundary value problem (1.2)
by ordering successively the N equilibria according to their values at x = 0 and x = 1,
completely determines the Sturm global attractor A up to C0 orbit equivalence, [FR00]. If
we let h0, h1 : {1, . . . , N} → E denote the two boundary orders of the equilibria,
(1.6) hι(1) < hι(2) < · · · < hι(N) at x = ι ∈ {0, 1} ,
then the Sturm permutation
(1.7) σ := h−10 ◦ h1
provides a combinatorial description of the Sturm global attractor A determining exactly
which equilibria vj, vk ∈ E are connected by heteroclinic connecting orbits, vj ; vk. For this
combinatorial description of Sturm global attractors we refer to [FR91, FR96]. Here we just
mention the central role of the nodal properties of the solutions of (1.1). If 0 ≤ z(ϕ) ≤ ∞
denotes the number of strict sign changes (the zero number) of ϕ : [0, 1] → R, with ϕ 6≡ 0,
then
(1.8) t 7−→ z(u1(t, ·)− u2(t, ·))
is finite and nonincreasing for t > 0, for any two distinct solutions u1, u2 of (1.1), and drops
strictly whenever multiple zeros u1 = u2, u1x = u
2
x occur at any t0, x0. We refer to [An88] for
details and to [Ma82, FR96, FR99, FR00, Ro91, Ga04] for many aspects of nonlinear Sturm
theory. For convenience, in the following we also use the signed notation
(1.9) z(ϕ) = m±
to indicate that ϕ has m strict sign changes and the index ± to indicate that ±ϕ(0) > 0.
The solution of the second order boundary value problem (1.2) by ODE shooting in phase
space (v, vx) produces a meander characterization of the Sturm permutation. Existence of
solutions for x ∈ [0, 1] is ensured here by assuming a sublinear growth of f , without loss of
generality for A due to its compactness. Let v = v(x, a) abbreviate the solution starting
from v = a, vx = 0 at x = 0. Then, if we consider the initial set of Neumann conditions
{(a, 0) : a ∈ R} (at x = 0) we obtain as image at x = 1 a planar regular non-selfintersecting
curve M = Mf := {(v(1, a), vx(1, a)) : a ∈ R} which transversely intersects the Neumann
horizontal axis at N points corresponding to the end values of the equilibria vj ∈ E. Such a
curve is called a meander and its existence shows that the Sturm permutation is a meander
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permutation. We refer to [FR99] for details and to [Ka17, D&al19] for many other aspects
of meander permutations. The first important outcome of the meander characterization
is that the ODE Sturm permutation σ = σf determines the PDE Morse indices i(vj) =
dimW u(vj) of the equilibria vj ∈ E, j = 1, . . . , N , and the number of zeros of their differences
z(vk − vj), 1 ≤ j < k ≤ N . We review these results further on. For now it suffices to recall
that, for odd N , a permutation σ ∈ SN is a Sturm permutation if and only if it is a dissipative,
Morse, meander permutation, [FR99]. Dissipative here means that σ(1) = 1 and σ(N) = N
are fixed, and Morse means that the Morse indices computed from σ are all non-negative,
i(vj) ≥ 0.
The association between Sturm complexes and Sturm permutations is crucial. The geomet-
ric characterization of Sturm global attractors involves a description of the set of signed
Thom-Smale complexes for which the construction of Sturm permutations is possible. This
characterization has been successfully addressed in low dimensional cases of
(1.10) dimA := max{dimW u(vj), 1 ≤ j ≤ N} ,
for the planar case in [FR09a, FR08, FR09b], and for three-dimensional balls in [FR18a,
FR18b, FR18c]. To continue this program, in [FR18d] we set up to determine the boundary
neighbors (1.6) of an unstable equilibrium, based exclusively on the information of the cor-
responding signed cell complex. Let O ∈ E denote an unstable equilibrium with i(O) = n.
The four boundary neighbors wι± = w
ι
±(O) of O,
(1.11) wι± := hι(h
−1
ι (O)± 1) , ι ∈ {0, 1} ,
whenever defined, are the predecessors and successors of O, along the boundary orders hι at
x = ι = 0, 1. Then, the identification of the boundary neighbors of O ∈ E with
(1.12) i(wι±) = i(O)− 1 = n− 1 ,
has been obtained in terms of four sequences of equilibria of descending Morse indices, called
descendants, defining maximal chains of heteroclinic orbit connections
(1.13) O; vn−1 ; · · ·; v0 , i(vj) = j ,
starting from the unstable equilibrium O and finishing on a stable equilibrium v0. Let
E
j
±(O) ⊂ E denote the equilibrium subsets
(1.14) Ej±(O) := {w ∈ E : z(w − O) = j± and O; w} .
The key ingredient for the identification of the boundary neighbors of O ∈ E is provided
by the signed zero numbers (1.9) of the differences ϕ = w − O for all w ∈ Ej±(O). We
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refer to [FR18d] for the details. Here we just remark that this identification uses the zero
number decay property (1.8) and derives exclusively from the geometric structure of the
signed Thom-Smale complex (1.5) of the Sturm global attractor.
To be more specific, let v ι±, v
ι
±, ι ∈ {0, 1}, denote the equilibria
v ι± := the equilibrium v ∈ En−1± (O) closest to O at x = ι ,(1.15)
v ι± := the equilibrium v ∈ En−1± (O) most distant from O at x = ι .(1.16)
Then [FR18d, Theorem 1.2] combined with [FR18d, Theorem 3.1] assert that those of the
boundary neighbors wι± of O defined in (1.11) which satisfy i(w
ι
±) = n− 1, are given by
w0− = v
0
−;(1.17)
w0+ = v
0
+;(1.18)
w1− =
{
v 1+, for even n;
v 1−, for odd n;
(1.19)
w1+ =
{
v 1−, for even n;
v 1+, for odd n.
(1.20)
The following additional result, also derived from the signed Thom-Smale complex of the
Sturm global attractor A, was obtained in Theorem 4.3 of [FR18d].
Theorem 1.1 If any of the wι± of the unstable equilibrium O, as defined by (1.11), is more
stable than O, i.e. if i(wι±) = n− 1, then for the associated v ι± of that sign ± and that ι, in
(1.15)–(1.20), we have
(1.21) v ι± = v
1−ι
± .
As pointed out in [FR18d], this additional minimax property simplifies the task of identifying
the equilibria En−1± (O) directly from the Sturm meander M.
The main purpose of our present paper is precisely to prove Theorem 1.1 directly, based
solely on the analysis of the Sturm meander M. Our result gains broader relevance as a
step within a much more ambitious program: the complete geometric characterization of
all those signed regular cell complexes which arise as signed Thom-Smale complexes in the
Sturm PDE setting. Limited to mere 3-ball global attractors A, we initiated this program in
[FR18a]–[FR18c]. Even with the step presented here and in the companion paper [FR18d],
we are still far from that goal, in general.
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The missing steps would involve the following. Of course, we first have to show that the
(still elusive) characterizing geometric properties of the initial formal signed regular cell
complex, are satisfied by all Sturm complexes. Given an abstract cell complex, prescribed
according to the rules of the geometric characterization, we formally call the barycenters of
the abstract cells “equilibria”. The cell dimensions are the “Morse indices” of the barycenter
equilibria. The rules of Theorem 1.1 then formally determine predecessors and successors of
all “equilibria”, recursively. Starting from the “equilibria” of maximal “Morse index”, i.e.
from the barycenters of cells with maximal dimension, this recursively determines two formal
total “boundary” orders hι of all equilibria, separately for each ι = 0, 1. The two formal total
orders hι , in turn, determine a formal permutation σ, as in (1.6), (1.7). The elusive geometric
characterization would then have to guarantee, a priori, that the formal permutation σ is
in fact a Sturm permutation. In a final step, it remains to show that the resulting signed
Thom-Smale complex, associated to the Sturm permutation σ, coincides with the prescribed
original cell complex. In particular, the barycenter “equilibria” become equilibria, their cells
are their unstable manifolds, the “Morse indices” become actual Morse indices, i.e. unstable
dimensions, and the formal total “boundary” orders hι become the orders of the equilibria
at the respective boundaries x = ι = 0, 1. We repeat that this program has only been
completed for 3-ball Sturm attractors, so far. For further illustration in the present context
we refer to the discussion section of [FR18d].
In the next section 2 we recall notation and essential results necessary to deal with the Morse
indices of equilibria and the zero numbers of their differences, directly from the meander M
or its meander permutation. In section 3 we prove the main result, Theorem 1.1. To
emphasize a local aspect of our global result, we show in section 4 an example for which the
identification of the equilibria in E
i(O)−1
+ (O) is obtained from the knowledge of only a section
of the meander M. We finish with an appendix, section 5, where we review the nonlinear
Sturm-Liouville property in our meander setting.
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Figure 2.1: A meander M in canonical form. The intersection points are labeled along the meander.
Along the horizontal line the labeling corresponds to the permutation σ = {1 4 5 6 3 2 7}.
2 Meanders and Crossing numbers
A meander is a C1-smooth planar embedding of the (oriented) real line which crosses a pos-
itively oriented horizontal line at finitely many points with transverse intersections, [Ar88].
We consider meanders that run from Southwest to Northeast asymptotically, hence the num-
ber N of crossing points is odd. A meander for which all intersections with the base line
are vertical, and all arcs joining intersection points are semicircles, is said to be in canonical
form (see Figure 2.1 for an example).
In the following, we label the intersection points along the meander. The labeling obtained
by reading along the horizontal line corresponds to a permutation σ ∈ SN . Any permutation
σ ∈ SN associated to a meander is then called a meander permutation. We recall that a
permutation σ ∈ SN is called dissipative if it fixes the end points, i.e. σ(1) = 1 and σ(N) = N .
The final ingredient has to do with the winding of the unit tangent vector of the meander.
Solely based on the permutation σ ∈ SN we inductively define the Morse numbers ij of the
intersection points labeled j = 1, . . . , N by
(2.1) i1 = 0 , ij+1 = ij + (−1)j+1 sign
(
σ−1(j + 1)− σ−1(j)) .
With the meander in canonical form, these numbers count the clockwise half-windings of
the unit tangent vector of the meander, from the initial intersection point j = 1 to the
intersection point j ∈ {1, . . . , N}. We say that σ ∈ SN is a Morse permutation if all its
Morse numbers are non-negative, that is, ij ≥ 0 for all j = 1, . . . , N .
A dissipative, Morse, meander permutation σ ∈ SN is called a Sturm permutation, and a
meander with an associated Sturm permutation is called a Sturm meander. As it follows
from [FR99, Theorem 1.2], any Sturm permutation is realizable by a boundary value problem
(1.2) with dissipative nonlinearity f , and the corresponding Sturm meander is equivalent to
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the associated ODE shooting meander in phase space (u, ux) ∈ R2. Moreover, since global
Sturm attractors Af1 and Af2 with the same Sturm permutation σf1 = σf2 are C
0 orbit
equivalent (see [FR00]), from here on we assume all meanders are in canonical form.
Let M denote a Sturm meander intersecting the horizontal axis. Let the intersection points
be labeled by j = 1, . . . , N , enumerated along the meander. For any Sturm realization (1.2)
of M, we label the set of equilibria E = {vj, j = 1, . . . , N} such that vj = h0(j). Then their
Morse indices are given by the Morse numbers, i(vj) = ij. The interpretation of Figure 2.1
as a shooting diagram and the ordering (1.6) of equilibria at x = ι = 1 then imply that
h1(k) is the k-th equilibrium, enumerated left to right, along the horizontal axis. Suppose
h1(k) = vj. Then, h1(k) = vj = h0(j), i.e. the positional index k of vj along the horizontal
axis is given by the inverse Sturm permutation
(2.2) k = σ−1(j) ;
see (1.7). Consequently, in terms of the h1-boundary order we obtain vj = h1(σ
−1(j)).
For any given Sturm meander M in canonical form let j < k and ` denote labels along h0, i.e.
along the meander M, of three meander intersections with the horizontal axis; see Figure 2.2.
Suppose the oriented meander segment Mj k of M, from j to k, intersects the vertical line
through ` transversely. (We ignore any crossing at ` itself, in case j ≤ ` ≤ k.) We count
clockwise crossings with respect to ` as +1, and counter-clockwise crossings as −1. Then we
define the crossing number cM(j, k; `) of Mj k with respect to ` as the total number of signed
crossings, along the meander segment of M from j to k. In other words, cM(j, k; `) counts
the total number of net clockwise half windings of the meander M from j to k, around `.
For j = k we naturally define cM(j, j; `) := 0.
For nontransverse crossings with the vertical line through `, e.g. during homotopies of
meanders not in canonical form, the definition can be extended by transverse approximations.
For details see [FR99], but also our comment in the Appendix section 5.
For j > k, i.e. if we follow the meander M in reverse orientation, we define
(2.3) cM(j, k; `) := −cM(k, j; `) .
Our definition of the half winding numbers cM(j, k; `) with respect to ` implies the additivity
property
(2.4) cM(j1, j2; `) + cM(j2, j3; `) = cM(j1, j3; `) ,
for all choices of j1, j2, j3, and all `.
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Figure 2.2: The crossing number cM(j, k; `) counts the crossings between the meander segment of
meander M from j to k and the vertical line through `, clockwise with respect to `. Crossings at `
are not counted. Here cM(j, k; `) = 1. Note, cM(j, k; j) = cM(j, k; k) = 0.
The zero number z(vk − vj) of the difference between any pair of distinct equilibria of any
realization (1.2) of the Sturm meander M can be obtained directly from the crossing numbers
cM(j, k; `). Indeed, from [Ro91, Proposition 3] it follows that
(2.5)
z(vk − vj) =

i(vj) + cM(j, k; j), if Mj j+1 is in an odd quadrant with respect to j;
i(vj)− 1 + cM(j, k; j), if Mj j+1 is in an even quadrant with respect to j.
Here Mj j+1 denotes the first arc segment of M strictly between the intersection points j and
j + 1. This is a nonlinear extension of the Sturm-Liouville property of solutions, which we
review and prove in the Appendix section 5.
From (2.5) we recursively obtain the zero numbers zj k := z(vk− vj) in terms of the meander
permutation σ. In fact, additivity (2.4) implies
(2.6) zj k+1 − zj k = cM(j, k + 1; j)− cM(j, k; j) = cM(k, k + 1; j),
for all 1 ≤ j < k ≤ N , and in terms of the permutation σ we have
(2.7) cM(k, k + 1; j) =
1
2
(−1)k+1 [sign (σ−1(k + 1)− σ−1(j))− sign (σ−1(k)− σ−1(j))] .
Moreover, in view of dissipativeness of f and the parabolic comparison principle, we obtain
v1(x) < vj(x) < vN(x) for all 1 < j < N and all 0 ≤ x ≤ 1. Hence, we define z1 j = zj N := 0
for all 1 < j < N and the zero numbers zj k for all 1 ≤ j < k ≤ N are obtained from the
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decreasing recursion (see for example [FR96])
(2.8)
z1 j = zj N := 0
zj k = zj k+1 +
1
2
(−1)k [sign (σ−1(k + 1)− σ−1(j))− sign (σ−1(k)− σ−1(j))] .
Finally we mention that Morse indices i(vj) and zero numbers zj k provide all the informa-
tion necessary to establish the existence of heteroclinic orbit connections between pairs of
equilibria vj ; vk. Such results derive from the zero number dropping argument mentioned
in the Introduction, section 1, in relation with (1.8); see [FR96]. Here we recall the following
adjacency notion of equilibria first introduced in [Wo02]. Two equilibria vj and vk are said
to be z-adjacent if there does not exist any other equilibrium w with w(0) strictly between
vj(0) and vk(0) such that
(2.9) z(w − vj) = z(vk − w) = z(vk − vj) .
Then vj and vk are heteroclinically connected, vj ; vk, if and only if i(vj) > i(vk) and vj
and vk are z-adjacent; see [Wo02, Theorem 2.1] and also [FR18b, Appendix 7]. If, due to
an equilibrium w, the equilibria vj and vk are not z-adjacent, we say that w satisfying (2.9)
blocks heteroclinic connections between vj and vk.
3 The minimax property
We now prove our main result Theorem 1.1. Let again O ∈ E denote the reference unstable
equilibrium with i(O) = n ≥ 1, and let wι±, ι ∈ {0, 1}, denote its four hι-boundary neighbors
given by (1.11).
Our proof proceeds along the following outline. We remark that (1.21) in Theorem 1.1
consists of four different cases according to the four choices of the sign ± and the ι ∈ 0, 1.
We consider only the case of v 1+, i.e. we chose the sign + and consider the boundary
x = ι = 1. We assume that i(wι±) = n − 1 for the particular predecessor or successor wι±
of O, associated to v 1+ according to (1.17)–(1.20). In other words, i(v
1
+) = i(w
ι
±) = n − 1.
Here we need to consider the parity of n, therefore further splitting the proof into a total of
eight cases. We first choose odd n. Then, by (1.15) and (1.20) we have v 1+ = w
1
+ ∈ En−1+ (O).
It remains to show that
(3.1) v 1+ = v
0
+ .
To prove this we use the z-adjacency notion (2.9) to show that the equilibrium v 1+ blocks
any heteroclinic connections from O to equilibria in En−1+ (O) further away at x = 0 from O.
By (1.16) this will prove v 1+ = v
0
+.
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For even n, (1.19) implies v 1+ = w
1
−. This case is analogous to the case of odd n, up to some
obvious adaptations which we sketch in Figure 3.3 below. To help face this adaptation we
recall a result appearing in [FR18b] which relates the parity of the Morse indices i(vj) and
the direction of the vertical crossing of the the horizontal line at j by the meander M. Since
it is used several times in our proof we highlight this result in Lemma 3.1 below.
We conclude this section with the remaining six cases of (1.17) in Theorem 1.1. These will
follow by applications of the trivial attractor equivalences generated by the involutions
(3.2) τ : x 7→ 1− x , κ : u 7→ −u .
Lemma 3.1 Let j = h−10 (vj) denote the h0-label of the j-th equilibrium vj ∈ E along the
meander M in canonical form. Then, the labels j ∈ {1, . . . , N} and the Morse indices i(vj)
have the opposite even/odd parity. Similarly, if the Morse index i(vj) is even/odd then the
meander M crosses the horizontal line at j vertically in the upwards/downwards direction,
respectively.
Proof: For j = 1 the first Morse index i(v1) = 0 is even and the first crossing of the meander
M of the horizontal line at 1 is vertical in the upwards direction. Afterwords, recursion (2.1)
asserts that the even/odd parity of the Morse index i(vj) = ij at the crossings j alternates,
along the meanderM. Therefore, simple induction on j alongM proves the lemma. Similarly,
the Jordan curve M crosses the horizontal line in the upwards and downwards direction,
alternatingly. 
Proof of Theorem 1.1 in the first of eight cases: v 1+ = w
1
+, n odd.
See Figures 3.1–3.2 for illustrations of the following notation. Fix an equilibrium O such that
n := i(O) ≥ 1 is odd. Let j0 := h−10 (O) denote the h0-label of the equilibrium O ∈ E along
the meander M. Consequently, the h0-label of the x = 0 boundary successor w
0
+ of O, i.e. of
w0+ := h0(h
−1
0 (O)+1), is given by j0 +1 = h
−1
0 (w
0
+) = h
−1
0 (O)+1. Also, we let j1 := h
−1
0 (w
1
+)
denote the h0-label of the x = 1 boundary successor w
1
+ of O, i.e. of w
1
+ := h1(h
−1
1 (O) + 1).
Hence j1 = h
−1
0 (w
1
+) = σ(h
−1
1 (O) + 1). By definition, the intersection points labeled j0 and
j1 are h1-neighbors along the horizontal line, in this order. Since n is odd, the meander M
is oriented downwards at the intersection point corresponding to O, by Lemma 3.1.
Our assumption i(w1+) = n − 1 implies v 1+ = w1+ ∈ En−1+ (O), by (1.15), (1.20). Therefore
(1.14) implies
(3.3) zj0 j1 := z(w
1
+ − O) = z(v 1+ − O) = n− 1 ,
which is even. Hence, v 1+(x) = w
1
+(x) > O(x) at both boundaries x = ι ∈ {0, 1}. This
is illustrated in Figures 3.1–3.2 by very simple examples of meanders M with v 1+ = w
1
+ ∈
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Figure 3.1: Illustration of a very simple case of a meander M with i(O) = n odd and v 1+ = w
1
+ ∈
En−1+ (O). This picture assumes i(w0+) = n − 1. The case i(w0+) = n + 1 is illustrated in the next
Figure. The Jordan curve J is the union of the meander segment Mj0 j1 from j0 to j1 with the section
of the horizontal axis from j1 back to j0. The dark open semicircular disk between the points labeled
j0 and j1 is in the interior of the Jordan curve J, and the unbounded meander segment of M starting
at the point j1 is in the exterior of J. The two vertical lines through the points j0 and j1 illustrate
that if the meander arc segment Mj1 j1+1 is to the right of j1 then cM(j1, j2; j1) = cM(j1, j2; j0).
En−1+ (O) and odd n. These two Figures also illustrate the alternative i(w
0
+) = n± 1 arising
from i(O) = n and (1.11).
Let J denote the union of the closed meander segment Mj0 j1 from j0 to j1 with the segment
of the horizontal axis from j1 back to the adjacent intersection j0. Since M is a meander,
the closed oriented curve J is a planar Jordan curve. Moreover, as the Morse indices count
the clockwise half-windings of the unit tangent vector along the canonical meander M (see
comment to (2.1)), the assumption i(v 1+) = i(w
1
+) = i(O)− 1 implies that J performs a full
counter-clockwise winding, i.e. J is positively oriented. This shows that the (dark) open
semicircular disk in the lower half-plane, with diameter given by the horizontal axis from j0
to j1, is interior to J. In addition, the unbounded continuing segment of the meander M
which starts at j1 and runs to Northeast asymptotically (see the meander definition in the
beginning of section 2), is exterior to J.
We now prepare to show claim (3.1) by contradiction. Assume, indirectly, that the h0-
maximal element v 0+ of E
n−1
+ (O), most distant from O at x = 0, differs from the h1-minimal
element v 1+ in E
n−1
+ (O), closest to O at x = 1, i.e.
(3.4) v 0+ 6= v 1+ .
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Figure 3.2: Illustration of a very simple case of a meander M with i(O) = n odd and v 1+ = w
1
+ ∈
En−1+ (O), assuming i(w0+) = n+ 1. Again the Jordan curve J is the union of the meander segment
Mj0 j1 from j0 to j1 with the section of the horizontal axis from j1 back to j0. Also, the dark
open semicircular disk between the points labeled j0 and j1 is in the interior of the Jordan curve
J, and the unbounded meander segment of M starting at the point j1 is in the exterior of J. As
in Figure 3.1, the two vertical lines through the points j0 and j1 illustrate that if the meander arc
segment Mj1 j1+1 is to the right of j1 then cM(j1, j2; j1) = cM(j1, j2; j0).
Let j2 denote the h0-label of the h0-maximal equilibrium v
0
+ ∈ En−1+ (O) most distant from
O at x = 0, i.e. vj2 := v
0
+ = h0(j2). Since v
0
+ is h0-maximal in E
n−1
+ (O), by (1.15), and we
just assumed v 0+ 6= v 1+ = w1+ ∈ En−1+ (O), we have j2 > j1. See Figures 3.1–3.3. Definition
(1.14) of En−1+ (O) implies
(3.5) zj0 j2 := z(v
0
+ − O) = n− 1 .
In the following we will also show
(3.6) zj1 j2 := z(v
0
+ − v 1+) = n− 1 .
Then, (3.3) and (3.5) assert that zj0 j1 = n − 1 = zj0 j2 . Invoking (2.5) with j = j0 and
k = j1, j2 we obtain equality of the crossing numbers
(3.7) cM(j0, j1; j0) = cM(j0, j2; j0) .
Since cM(j0, j2; j0) = cM(j0, j1; j0)+cM(j1, j2; j0), by the additivity property (2.4), this shows
(3.8) cM(j1, j2; j0) = 0 .
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Figure 3.3: Illustration of a very simple case of meander M with i(O) = n odd and w1+ ∈ En−1+ (O).
Here the two vertical lines through the points j0 and j1 illustrate that if the arc segment Mj1 j1+1 is
to the left of j1 then cM(j1, j2; j0) = cM(j1, j2; j1)− 1.
Next, since the intersection points j0 and j1 are h1-adjacent neighbors along the horizontal
axis, any semicircular arc segment of the meander M which crosses the vertical line at j1
also crosses the vertical line at j0, in the same upper or lower half-plane and in the same
direction. See Figures 3.1–3.3. To take into account the arc crossing at j1 also, we need to
consider two alternative cases: either the intersection point j1 + 1 is to the right of j1, or to
the left.
If j1 + 1 is to the right of j1, as illustrated in Figure 3.1, we conclude that the arc segment
Mj1 j1+1 does not cross the vertical line at j0. Therefore (3.8) implies
(3.9) cM(j1, j2; j1) = cM(j1, j2; j0) = 0 .
If, on the other hand, j1 + 1 is to the left of j1, as illustrated in Figure 3.3, the arc segment
Mj1 j1+1 crosses the vertical line at j0, counter-clockwise with respect to j0. In this case we
have cM(j1, j2; j0) = cM(j1, j2; j1) − 1 since the initial crossing of M at the vertical line j1
does not count. Then, (3.8) implies
(3.10) cM(j1, j2; j1) = cM(j1, j2; j0) + 1 = 1 .
We can now compute zj1 j2 using (2.5) with j = j1 and k = j2. In the first case, Figure 3.1,
where the intersection point j1 + 1 is to the right of j1, i.e. h1(j1 + 1) > h1(j1) at x = 1, the
(first) arc segment Mj1 j1+1 belongs to an odd quadrant with respect to j1;
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Then, (2.5) and (3.9) imply
(3.11) zj1 j2 = i(vj1) = i(v
1
+) .
In the second case, Figure 3.3, the intersection point j1+1 is to the left of j1, i.e. h1(j1+1) <
h1(j1) at x = 1. Then the meander arc segment Mj1 j1+1 belongs to an even quadrant with
respect to j1. This time, (2.5) with j = j1, k = j2 and (3.10) imply (3.11), all the same.
Now, since i(v 1+) = i(w
1
+) = n− 1, by assumption, we conclude that in both cases
(3.12) zj1 j2 = n− 1 .
This proves claim (3.6).
To reach a contradiction to our indirect assumption (3.4), we now show that the equilibrium
w := v 1+ blocks the heteroclinic connection O ; v
0
+ ∈ En−1+ (O), by blocking property (2.9)
and contrary to definition (1.14) of En−1+ (O). Indeed, relations (3.3) for w
1
+ = v
1
+, (3.5), and
(3.6) assert
(3.13) z(v 1+ − O) = n− 1 , z(v 0+ − O) = n− 1 , z(v 0+ − v 1+) = n− 1 ,
respectively. Moreover, the ordering j0 < j1 < j2 corresponds to the ordering of the equilibria
O = h0(j0), v
1
+ = h0(j1), v
0
+ = h0(j2) at the boundary x = 0,
(3.14) O(0) < v 1+(0) < v
0
+(0) .
Therefore, (2.9) and (3.13) show that the equilibrium v 1+ blocks heteroclinic connections
O ; v 0+. This contradiction to the definition of v
0
+ in (1.14), (1.16) proves claim (3.1), for
v 1+ = w
1
+ and odd n. 
Proof of Theorem 1.1 in the second of eight cases: v 1+ = w
1
−, n even.
To extend this proof to the case of even n, we observe that in this case the meander M is
oriented upwards at the intersection point j0 = h
−1
0 (O), by Lemma 3.1.
We recall our assumption i(w1−) = n−1 which by (1.15), (1.19), implies v 1+ = w1− ∈ En−1+ (O).
Therefore, (1.14) again implies
(3.15) zj0 j1 := z(w
1
− − O) = z(v 1+ − O) = n− 1 ,
which now is odd. Hence, the ordering of w1−(x) and O(x) is opposite, at the respective
boundaries x = ι ∈ {0, 1}. This implies that w1−(x) < O(x) at x = 1, and j1 = h−10 (w1−) is
the left h1-neighbor of j0 = h
−1
0 (O).
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Figure 3.4: Illustration of a very simple case of meander M with i(O) = n even and v 1+ = w
1− ∈
En−1+ (O). As in Figure 3.1 we assume i(w0+) = n− 1. In this case, j0 + 1 = h−10 (w0+) = h−10 (O) + 1
is to the left of j0. The meander segment Mj0 j2 is rotated by 180
◦ around the intersection point j0.
The alternative assumption i(w0+) = n+ 1 of Figure 3.2 yields the same rotation result.
The difference between the cases of odd or even n amounts to a rotation of the meander
segment Mj0 j2 by 180
◦ around the intersection point j0. This rotation preserves not only
even and odd quadrants, but also the orientation of the Jordan curve J and the clockwise
or counter-clockwise crosses of vertical lines by the arc segments of the meander M. A very
simple example of a meander M with w1− ∈ En−1+ (O) and n even is illustrated in Figure 3.4.
We conclude that the previous proof, under this local rotation of the meander segment, also
holds for n even. This proves claim (3.1) in the present case. 
Proof of Theorem 1.1 in the remaining six cases.
By the trivial equivalence τ : x 7→ 1 − x we obtain a Sturm global attractor τA with the
equilibria τv ι+, τv
ι
+, ι ∈ {0, 1}, now referring to τO. Specifically,
(3.16) τv 1−ι+ = v
ι
+ ; τv
1−ι
+ = v
ι
+ ; ι ∈ {0, 1} .
Then, if the appropriate i(τwι+) = n − 1, by (3.1) we have that τv 0+ = τv 1+. This shows
that, regardless of the parity of n, (3.16) implies
(3.17) v 1+ = v
0
+ ,
which settles all four cases with sign +.
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For the equilibria in En−1− (O), if we assume that any i(w
ι
−) = n − 1, for ι ∈ {0, 1} and
whichever parity of n, the remaining four cases for the sign − follow immediately by the
trivial equivalence κ : u 7→ −u.
For the convenience of the reader we include a table of the action of the Klein group Z2⊗Z2
generated by the commuting involutions 〈τ, κ〉 on the equilibria v ι±.
O τO κO τκO
v ι±(O) v
1−ι
± (τO) v
ι
∓(κO) v
1−ι
∓ (τκO)
4 Discussion and Example
As pointed out in the Introduction, section 1, the minimax property (1.21) simplifies the
task of identifying the equilibria En−1± (O) of (1.14) directly from the Sturm meander M.
To emphasize the “local” aspect of our global result, we next show an example for which the
identification of the equilibria in E
i(O)−1
+ (O) is obtained from the knowledge of only a segment
of the meander M. In fact, we will only prescribe a segment of the Sturm permutation σ.
We assume that our reference equilibrium O ∈ E has even unstable dimension n := i(O) = 2.
As before, j0 = h
−1
0 (O) denotes the h0-label of O along the meander. We consider a Sturm
permutation according to the following template
(4.1) σ = {1 . . . j0+11 j0+10 j0+3 j0+2 j0+1 j0+4 j0+9 j0+8 j0+5 j0+6 j0+7 j0 . . . N} .
This corresponds to a meander section Mj0 j0+11 which we illustrate in Figure 4.1. Note the
orientation of the meanderM due to the assumption of even n and Lemma 3.1. Our objective
is to identify the set of equilibria En−1+ (O) = E
1
+(O) from the partial “local” information (4.1)
on σ.
By (1.11) the boundary neighbors w0+ = w
0
+(O) and w
1
− = w
1
−(O) are given by
(4.2) w0+ = h0(h
−1
0 (O) + 1) = h0(j0 + 1) ; w
1
− = h1(h
−1
1 (O)− 1) = h0(j0 + 7) .
Indeed, w1− = h0(j0 + 7) since w
1
− is the left h1-neighbor of O. The recursion (2.1) for the
Morse indices ij applied to σ in (4.1), implies i(w
1
−) = i(w
0
+) = i(O) − 1 = n − 1 = 1.
Therefore, Theorem 1.1, (1.21), together with (1.18), (1.19) yields
(4.3) w0+ = v
0
+ = v
1
+ ; w
1
− = v
1
+ = v
0
+ .
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Figure 4.1: Illustration of the meander section Mj0 j0+11 corresponding to the partial Sturm permu-
tation σ = {1 . . . j0 +11 j0 +10 j0 +3 j0 +2 j0 +1 j0 +4 j0 +9 j0 +8 j0 +5 j0 +6 j0 +7 j0 . . . N},
where the reference unstable equilibrium O = h0(j0) has even Morse index n := i(O) = 2 and odd
i(v 1+) = i(w
1−) = i(w0+) = i(O)−1 = n−1 = 1. The equilibria with Morse index i = 0 are indicated
by black dots and the equilibria with Morse index i = 2 are indicated by white dots. Equilibria with
Morse index i = 1 are indicated by simple intersections. The five intersections at j0 + {1, 4, 5, 6, 7}
in gray squares indicate the target set En−1+ (O) defined in (1.14).
Equation (4.3) implies that the set E1+(O) of (1.14) is strictly contained in the set of equilibria
vj with values at the boundary x = 0 in the interval
(4.4) O(0) < w0+(0) = v
0
+(0) = vj0+1(0) ≤ vj(0) ≤ vj0+7(0) = v 0+(0) = w1−(0) ,
that is, the set of all equilibria vj = h0(j) with j0 + 1 ≤ j ≤ j0 + 7. Equation (4.3) also
implies that E1+(O) is strictly contained in the set of equilibria with values at the boundary
x = 1 in the interval
(4.5) w0+(1) = v
1
+(1) = vj0+1(1) ≤ vj(1) ≤ vj0+7(1) = v 1+(1) = w1−(1) < O(1) .
We now claim that
(4.6) E1+(O) =: {vj0+k | k ∈ K}, with K = {1, 4, 5, 6, 7} .
Here the index set K is defined by the left equality.
Equation (4.4) implies K ⊆ {1, . . . , 7}. Equation (4.5) implies K ⊆ {1, 4, 9, 8, 5, 6, 7}. By
intersection, this proves K ⊆ {1, 4, 5, 6, 7}.
We have to show, conversely, that K ⊇ {1, 4, 5, 6, 7}. The zero number formula (2.5),
with j = j0, vj = O, and vj0+k replacing vk there, implies z(vj0+k − O) = 1+ , for any
17
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Figure 4.2: Sketch of the heteroclinic connections in the global attractor corresponding to the partial
Sturm permutation σ. To abbreviate the equilibrium labels we let j0 = 0. The labels corresponding
to O, w0+ and w
1− are 0, 1 and 7, respectively. The shaded area corresponds to the subset of W u(O)
composed of all heteroclic connections O ; w with z(w − O) = 2+. In W u(O) there are exactly
two heteroclinic connections O ; w with z(w − O) = 0± which select the unique polar equilibria
N = Σ0−(O) and S = Σ0+(O); see [FR18b]. These polar equilibria are not labeled by the partial
Sturm permutation σ. According to the dashed template in Figure 4.1, one possibility is N = −2
and S = 12.
k ∈ {1, 4, 5, 6, 7}. Therefore it only remains to prove
(4.7) k ∈ {1, 4, 5, 6, 7} =⇒ O; vj0+k .
To prove claim (4.7), we recall that vj ; vk are heteroclinically connected, if and only if
i(vj) > i(vk) and vj and vk are z-adjacent; see (2.9). The following Morse indices i(vj) = ij
are easily determined from (2.1): we have i(vj0+k) = 0, for k ∈ {4, 6}, and i(vj0+k) = 1, for
k ∈ {1, 5, 7}.
Two equilibria vj and vj+1, i.e. h0-boundary neighbors, are automatically z-adjacent. In
fact, (2.1) implies |i(vj)− i(vj+1)| = 1 and there is no third equilibrium w with w(0) strictly
between vj(0) and vj+1(0). In particular O = vj0 ; vj0+1 = w
0
+ . The same assertion holds
for two equilibria vσ−1(j) and vσ−1(j+1), i.e. h1-boundary neighbors at x = 1, by the trivial
equivalence τ : x 7→ 1− x. In particular O = vj0 ; vj0+7 = w1− . This takes care of the cases
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k ∈ {1, 7}.
From (4.1) (see also the template Figure 4.1), we immediately verify the h0- boundary z-
adjacency of the equilibria vj0+7, vj0+6 , and the h1-boundary z- adjacency of the equilibria
vj0+1, vj0+4. Hence, we obtain w
1
− = vj0+7 ; vj0+6 and w
0
+ = vj0+1 ; vj0+4. By heteroclinic
transitivity, this takes care of claim (4.7) for k ∈ {4, 6}.
For the final equilibrium vj0+k with k = 5, we consider all potentially z = 1 blocking equilibria
w with w(1) strictly between O(1) and vj+5(1). By template (4.1), there are exactly two
such candidate equilibria: w = vj0+6 and w = vj0+7. Now, using the bottom row of (2.5)
with j = j0 + 5, k = j0 + 6, j0 + 7, we obtain the zero numbers
(4.8) zj0+6 j0+5 = z(vj0+5 − vj0+6) = 0 , zj0+7 j0+5 = z(vj0+5 − vj0+7) = 0 .
This shows that neither w = vj0+6 , nor w = vj0+7 , can block the z = 1 heteroclinic connec-
tion O ; vj0+5, at x = 1, and we conclude that also vj0+5 ∈ E1+(O) by z-adjacency. This
completes the proof of our claims (4.7) and (4.6).
In Figure 4.2 we sketch all the single-orbit heteroclinic connections obtained from the partial
Sturm permutation σ. In particular, the set E1+(O) is illustrated with its chain of heteroclinic
connections between the leading descendants w0+ and w
1
−.
In Figure 4.2 we include all the single-orbit heteroclinic connections as obtained from σ, by
checking z-adjacency directly from the recurrence (2.8). For completion we show next the
partial zero number matrix corresponding to the Sturm permutation segment σ, completed
on the diagonal by the Morse indices of the equilibria:
(4.9) [zj k]j,k=j0,...,j0+11 =

2 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 0 0 0 0 0 0 1 1
1 1 2 1 0 0 0 0 0 0 1 1
1 1 1 1 0 0 0 0 0 0 1 1
1 0 0 0 0 0 0 0 0 0 1 1
1 0 0 0 0 1 0 0 1 1 1 1
1 0 0 0 0 0 0 0 1 1 1 1
1 0 0 0 0 0 0 1 1 1 1 1
1 0 0 0 0 1 1 1 2 1 1 1
1 0 0 0 0 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 2 1
1 1 1 1 1 1 1 1 1 1 1 1

.
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5 Appendix: Nonlinear Sturm-Liouville property
In this Appendix we review and prove the nonlinear Sturm-Liouville property (NSL for short)
in our meander setting. Let vj = h0(j), vk = h0(k) denote two equilibria with j < k. Then,
the NSL property corresponds to the relation (2.5) between zero numbers, Morse indices and
crossing numbers, which we now repeat for convenience. The claim is that the zero number
zj k := z(vk − vj) is given by ([Ro91, Proposition 3])
(5.1)
z(vk − vj) =

i(vj) + cM(j, k; j), if Mj j+1 is in an odd quadrant with respect to j ;
i(vj)− 1 + cM(j, k; j), if Mj j+1 is in an even quadrant with respect to j ,
Here Mj j+1 denotes the first arc segment of M between the intersection points j and j + 1.
As in section 2, cM(j, k; j) denotes the net signed clockwise crossings of the oriented meander
segment Mj k from equilibrium crossing j to k through the vertical line at j, ignoring that
first crossing. See (2.3), (2.4).
Our proof of the NSL property (5.1) is based on zeros and winding numbers associated to
the solutions v = v(x, a) of the initial value second order ODE problem
(5.2) 0 = vxx + f(x, v, vx) , v(0, a) = a, vx(0, a) = 0.
The equilibrium boundary value problem (1.2) is related to this ODE by the shooting con-
dition vx(x, a) = 0 at the right boundary x = 1. Let aj := vj(0), ak := vk(0) denote the
initial values at x = 0 of the equilibria vj, vk ∈ E, i.e.
(5.3) v(·, aj) = vj(·) , v(·, ak) = vk(·) .
Then the segment Mj k of the meander M, from the intersection point j to the intersection
point k, is given by the planar curve
(5.4) a 7→ (v(1, a), vx(1, a)) ∈ R2 , aj ≤ a ≤ ak
of boundary values at the shooting boundary x = 1. Note how the shooting condition
vx(1, a) = 0 is actually satisfied, precisely, at the equilibrium intersections of the meander
M with the horizontal axis vx = 0 in the (v, vx)-plane.
For aj < a ≤ ak , let
(5.5) w = w(x, a) := (v(x, a)− vj(x))/(a− aj)
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denote the scaled difference between the two solutions v, vj of (5.2). Note that w = w(x, a)
solves a linear second order ODE initial value problem
(5.6) 0 = wxx + q1(x, a)wx + q0(x, a)w , w(0, a) = 1, wx(0, a) = 0 .
Indeed, the coefficients q0, q1 depend on v, vj and are given explicitly as
(5.7)
q0(x, a) =
∫ 1
0
∂uf(x, r(x, a, µ), rx(x, a, µ)) dµ ,
q1(x, a) =
∫ 1
0
∂pf(x, r(x, a, µ), rx(x, a, µ)) dµ ,
with r(x, a, µ) = µv(x, a) + (1− µ)vj(x), by the Fundamental Theorem of Calculus.
To extend the above construction (5.5)–(5.7), down to a = aj , let
(5.8) q0(x, aj) := ∂uf(x, vj(x), vj x(x)) , q1(x, aj) := ∂pf(x, vj(x), vj x(x)) .
Then f ∈ C1 implies continuity of q0, q1 , and therefore continuity of w,wx ∈ C1, in the
closed rectangle
(5.9) (x, a) ∈ R := [0, 1]× [aj, ak] .
The initial condition w(0, a) = 1 of the linear equation (5.6) implies (w(x, a), wx(x, a)) 6=
(0, 0) on R. We can therefore introduce (clockwise!) polar coordinates, according to the
Pru¨fer transformation
(5.10) w = ρ cosϑ , wx = −ρ sinϑ
and obtain
(5.11)
ρx =− ρ
(
q1(x, a) sin
2 ϑ+ (1− q0(x, a)) sinϑ cosϑ
)
ϑx = sin
2 ϑ− q1(x, a) sinϑ cosϑ+ q0(x, a) cos2 ϑ .
Note how the initial conditions w(0, a) = 1, wx(0, a) = 0 imply ρ = 1, ϑ = 0 at x = 0.
The first equation of (5.11) then implies ρ > 0 on the rectangle R. In particular all zeros of
x 7→ w(x, a) are simple, for any fixed a. The second equation implies ϑx > 0 for cosϑ = 0,
i.e. whenever w = 0, alias ϑ = 1
2
pi (mod pi). Hence the total number of zeros of the solutions
x 7→ w = w(x, a) relates to the winding of x 7→ ϑ = ϑ(x, a).
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Figure 5.1: Illustration of the rectangle R := [0, 1] × [aj , ak]. On each side of R is indicated the
total winding of ϑ along the corresponding side. On the top side, the two values correspond to the
alternative: Mj j+1 is in an odd/even quadrant with respect to j.
We can now outline the remaining proof of the NSL property (5.1) as follows. We first note
that the winding number of
(5.12) ϑ (mod 2pi) : ∂R → S1
is zero, along the boundary ∂R of the rectangle R in (5.9). Indeed, the map extends to all
of R, continuously, and hence is contractible, i.e. of winding number zero. In Lemma 5.1
we relate the winding along the upper boundary a = ak, 0 ≤ x ≤ 1 of R to the zero number
z(vk − vj) in claim (5.1). In Lemma 5.2 we relate the winding along the lower boundary
a = aj, 0 ≤ x ≤ 1 of R to the Morse index i(vj) in claim (5.1). In Lemma 5.3 we relate the
winding along the right boundary x = 1, aj ≤ a ≤ ak of R to the crossing number cM(j, k; j)
in claim (5.1). Since ϑ = 0 is constant along the left boundary x = 0, aj ≤ a ≤ ak , and
since the total winding number is zero, this reduces the proof of the NSL property (5.1) to
the three Lemmata 5.1 – 5.3.
Lemma 5.1 The zero number z(vk − vj) is given by
(5.13) z(vk − vj) = z(w(·, ak)) = ϑ(1, ak)/pi .
Proof: Fix a = ak. We recall that all zeros of w(·, ak) are simple. They correspond to
clockwise crossings of (w,wx) through the vertical wx-axis or, equivalently, to simple zeros of
ϑ− 1
2
pi (mod pi) with positive slope ϑx > 0 . The Neumann boundary condition vk x = vj x = 0
at x = 1 implies wx = 0 and hence ϑ ≡ 0 (modpi) there. This proves the lemma. 
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Lemma 5.2 The Morse index i(vj), i.e. the unstable dimension of the equilibrium vj, sat-
isfies
(5.14) i(vj) = bϑ(1, aj)/pic+ 1 .
Here b·c denotes the integer valued floor function.
Proof: See for example [Ro85, Theorem 2].
Comparing (5.2) with (5.5), (5.6), (5.8), we first note that w = va is the partial derivative of
v = v(·, a) with respect to a, at a = aj. In particular, (w(1, aj), wx(1, aj)) is the tangent of
the meander segment Mj j+1 at j, at (clockwise) angle ϑ(1, aj) (mod 2pi) from the horizontal
line; see (5.10). Since the equilibrium vj is assumed to be hyperbolic, ϑ(1, aj) 6= 0 (mod pi).
In particular the meander crosses the horizontal axis transversely at the intersection j. More
precisely, the (clockwise) tangent angle ϑ(1, aj) has to point above the horizontal axis, for
odd j (alias even i(vj)), and below for even j (alias odd i(vj)), alternatingly:
(5.15) ϑ(1, aj) (mod 2pi) ∈
{
(0, pi) , for odd i(vj) ;
(pi, 2pi) , for even i(vj) .
Next, consider the simple eigenvalues λm , i.e.
(5.16) λ0 > · · · > λi(vj)−1 > 0 > λi(vj) > . . . ,
of the linearization
(5.17) λv˜ = v˜xx + q1(x, aj)v˜x + q0(x, aj)v˜ , v˜(0) = 1, v˜x(0) = v˜x(1) = 0
at vj. By classical Sturm-Liouville theory, e.g. as in [CL72], the eigenfunction v˜ = v˜m of
λ = λm possesses m simple zeros. Moreover, w solves (5.17) with λ = 0, but violates the
Neumann boundary condition at x = 1. Therefore Sturm-Liouville comparison with (5.16)
implies
(5.18) i(vj)− 1 ≤ z(w) ≤ i(vj) .
Translating zeros of w to zeros of ϑ− 1
2
pi (mod pi), as in the proof of Lemma 5.1, we obtain
(5.19) (i(vj)− 1)pi < ϑ(1, aj)− pi/2 < (i(vj) + 1)pi .
Combined with (5.15), this implies
(5.20) (i(vj)− 1)pi < ϑ(1, aj) < i(vj)pi
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and proves claim (5.14) of the lemma. 
We recall the definition of the signed clockwise counts cM(j, k; j) of meander crossings, from
section 2.
Lemma 5.3 The clockwise increase
(5.21) b(ϑ(1, ak)− ϑ(1, aj))/pic = ϑ(1, ak)/pi − bϑ(1, aj))/pic
of the angle ϑ(1, a) from a = aj to a = ak is given by
(5.22)

cM(j, k; j) + 1, if Mj j+1 is in an odd quadrant with respect to j ;
cM(j, k; j), if Mj j+1 is in an even quadrant with respect to j .
Proof: At a = ak we recall ϑ(1, a)/pi ∈ N0 from (5.13). This proves claim (5.21). It remains
to prove claim (5.22).
From the proof of Lemma 5.2 we recall that ϑ(1, aj) (mod 2pi) is the (clockwise) tangent
angle of the meander segment Mj j+1 at j with the horizontal line; see (5.10). For general
aj < a ≤ ak, the angle ϑ(1, a) tracks the secant between j and (w(1, a), wx(1, a)) ∈Mj k .
By definition, neither the clockwise crossing count cM(j, k; j), nor the clockwise angular
increase b(ϑ(1, ak) − ϑ(1, aj))/pic depend on homotopies of the Jordan meander segment
Mjk, as long as the initial tangent angle ϑ(1, aj) and the final secant ϑ(1, ak) remain fixed.
Therefore we may assume all crossings of the angle ϑ(1, a) (modpi) through the levels pi/2
to be transverse, and finite in number, for a ∈ (aj, ak].
The two cases (5.22) at a = aj arise as follows. The even/odd parity of j at the up-
or down-crossing j of the meander M determines whether the initial (clockwise) tangent
ϑ(1, aj) points down or up; see (5.15). The precise direction, however, and the even/odd
quadrant on that side of the horizontal line, remain undetermined. Suppose we artificially
twist an initial tangent ϑ(1, aj) from an odd quadrant at j to the even quadrant on the
same side of the horizontal line. We do not require this twist to be realized by specific
nonlinearities f = f(x, v, vx)) in (5.2); we just compensate our twist, locally, by a homotopy
of the initial meander segmentMj j+1 near j. Then our twist of the initial tangent contributes
one additional clockwise crossing to the crossing count cM(j, k; j). Since this modification
leaves (5.22) invariant, we may assume the initial tangent ϑ(1, aj) to be in an odd quadrant,
without loss of generality, i.e.
(5.23) bϑ(1, aj))/pic+ 12 < ϑ(1, aj)/pi < bϑ(1, aj))/pic+ 1 .
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Therefore (5.21), (5.23) ensure that b(ϑ(1, ak) − ϑ(1, aj))/pic − 1 counts the net clockwise
crossings of the angle ϑ(1, a) (modpi) through the levels pi/2, as a increases from a = aj
to a = ak . This coincides with the clockwise crossing count cM(j, k; j), by definition, and
proves the lemma. 
Contractibility of the winding map (5.12) allows us to identify the values of ϑ in lemmata
5.1 – 5.3 as real numbers, not just mod 2pi. The lemmata therefore combine to show the
NSL property (5.1) as follows. We first express zj k = ϑ(1, ak)/pi in (5.13) of Lemma 5.1
via (5.21) of Lemma 5.3. We then substitute the two floor function expressions in (5.21)
by (5.22) and (5.14), respectively. This proves our original claim (5.1). We may therefore
evaluate ϑ(1, ak) in (5.13) via summation of (5.11) and (5.21), to complete the proof of the
NSL property (5.1).
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