We consider the following problem. A structural equation of interest contains two sets of explanatory variables which economic theory predicts may be endogenous. The researcher is interesting in testing the exogeneity of only one of them. Standard exogeneity tests are in general unreliable from the view point of size control to assess such a problem. We develop four alternative tests to address this issue in a convenient way. We provide a characterization of their distributions under both the null hypothesis (level) and the alternative hypothesis (power), with or without identification. We show that the usual χ 2 critical values are still applicable even when identification is weak. So, all proposed tests can be described as robust to weak instruments. We also show that test consistency may still hold even if the overall identification fails, provided partial identification is satisfied. We present a Monte Carlo experiment which confirms our theory. We illustrate our theory with the widely considered returns to education example. The results underscore: (1) how the use of standard tests to assess partial exogeneity hypotheses may be misleading, and (2) the relevance of using our procedures when checking for partial exogeneity.
Introduction
Inference methods using instrumental variables (IV) methods are mainly motivated by the fact that explanatory variables may be correlated with the error term, so ordinary least squares (OLS) yields biased and inconsistent estimators. It is well known that when explanatory variables are endogenous, OLS estimators measure only the magnitude of association, rather than the magnitude and direction of causation which is needed for policy analysis. IV estimation provides a way to nonetheless obtain consistent parameter estimates, once the effect of common driving variables has been eliminated. Usually, researchers need to pretest the exogeneity of the regressors to decide whether OLS or IV method is appropriate. In the linear IV regression, exogeneity tests of the type proposed by Durbin (1954) ; Wu (1973 Wu ( , 1974 , Revankar and Hartley (1973) , and Hausman (1978) , henceforth DWHRH tests, are often used as pretests for exogeneity. Recent studies 1 have established that they never over reject the null hypothesis of exogeneity even when model parameters are weakly identified.
A drawback of DWHRH tests however is that the null hypothesis of interest is specified on the whole set of supposedly endogenous regressors. When more than one regressor is involved, these tests cannot pinpoint which regressor is endogenous and which is not, once joint exogeneity has been rejected. This is particularly problematic from the viewpoint of estimation, since efficiency requires to use available instruments only for the regressors which are endogenous. The use of instruments for exogenous regressors often yields inefficient estimates of model parameters. To avoid such situations, it is important to know which variables are endogenous and which are not before inference. In models involving more than one supposedly endogenous variable, as it is often the case in most empirical applications, it is important to find ways to assess the exogeneity of the regressors separately.
However, the literature has focused on testing hypotheses specified on the structural parameters and inference procedures that are robust to identification problems 2 . Although these robust procedures extend to hypotheses specified on subsets of structural parameters [Dufour and Taamouti (2005, 2007) , Kleibergen (2004 Kleibergen ( , 2005 , and Guggenberger and Smith (2005) ], not much is known about testing for partial exogeneity, especially when identification is weak.
In this paper we propose alternative tests for assessing partial exogeneity hypotheses in linear 1 See for example, Staiger and Stock (1997) , Guggenberger (2010) , and Hahn, Ham and Moon (2010) . 2 Anderson and Rubin (1949, AR-test), Kleibergen (2002, KLM-test) , Moreira (2003, MQLR-test) .
simultaneous equations models. The proposed tests do not require the exogeneity of the regressors not being tested or strong instruments, so they can be described as identification-robust. To be more specific, we consider a model of the form y = Y β + W θ + u where y is an observed dependent variable, Y and W are matrices of observed (possibly) endogenous regressors. We wish to test the exogeneity of Y, i.e. the hypothesis cov(Y, u) = 0.
First, we stress the fact that the regressors W whose exogeneity is not being tested can be orthogonalized through a methodology built on four steps. We refer to the transformed equation where W has been replaced by the orthogonalized regressors,W , as the generated structural equation.
An interesting feature of this generated structural equation is the structural parameters of interest β and θ have the same interpretation as in the original model. Second, we show that the exogeneity hypothesis of Y can be assessed by testing whether Y is uncorrelated with the error of this generated structural equation, though the latter error typically differs to the original structural one. We then follow Durbin (1954) , Wu (1973) , and Hausman (1978) in proposing four statistics based on the vector of contrasts between ordinary least squares (OLS) and instrumental variables (IV) estimators of β in the transformed model, upon scaling by appropriate factors to guarantee the usual asymptotic χ 2 distributions.
Finally, after formulating generic assumptions on model variables which allow one to characterize the behaviour of the tests under both the null hypothesis (level) and the alternative hypothesis (power), we consider two main setups. In the first setup, model parameters are strongly identified, i.e., the reduced form parameter matrix that characterizes the strength of the instruments has full rank. The second setup is Staiger and Stock's (1997) local-to-zero weak instrument asymptotics. In this setup, the parameter matrix that controls the strength of the instruments approaches zero at rate [n − 1 2 ] as the sample size n increases. The later case is often interpreted as a situation where some linear combinations of the structural parameters are ill-determined by the data [see the review of Andrews and Stock (2006) , Dufour (2003) , and Stock, Wright and Yogo (2002) ].
In all setups, we show that under the null hypothesis of interest, the usual χ 2 critical values are applicable whether the instruments are strong or weak. Furthermore, our analysis indicates that test consistency may still hold over a wide range of cases where overall identification fails, pro-vided partial identification is satisfied. However, the tests exhibit lower power when all instruments are weak. We present a Monte Carlo experiment and an empirical application which confirm our theoretical results.
The paper is organized as follows. Section 2 formulates the model studied. Section 3 describes the test statistics. Sections 3.1-3.2 study the asymptotic properties (level and power) of the tests in both strong and weak identification setups. Section 3.3 presents the Monte Carlo experiment while Section 4 deals with the empirical application. Conclusions are drawn in Section 5 and proofs are presented in the Appendix.
Throughout the paper, I k stands for the identity matrix of order k. For any full rank n × m matrix A, P A = A(A ′ A) −1 A is the projection matrix on the space spanned by the columns of A, and M A = I n −P A . The notation vec(A) is the nm×1 dimensional column vectorization of A and B > 0 for a squared matrix B means that B is positive definite (p.d.) . Convergence in probability is symbolized by " 
Framework
We consider the following linear IV regression model
where y ∈ R n is a vector of observations on a dependent variable, Y ∈ R n×my and W ∈ R n×mw (m y + m w = m ≥ 1) are two matrices of (possibly) endogenous explanatory variables, Z ∈ R n×l is a matrix of exogenous instruments, u = (u 1 , . . . , u n ) ′ ∈ R n is the vector of structural disturbances, υ ∈ R n×my and ξ ∈ R n×mw are matrices of reduced form disturbances, β ∈ R my and θ ∈ R mw are unknown structural parameter vectors, while Π ∈ R l×my and Γ ∈ R l×mw are unknown reduced form coefficient matrices. An extension of model (2.1)-(2.2) that is more relevant for practical purposes arises when we add included exogenous variables Z 1 . However, the results of this paper do not alter qualitatively if we replace the variables that are currently in (2.1)-(2.2) by the residuals that result from their projection onto Z 1 . We shall assume that the instrument matrix Z has full-column rank l with probability one and l ≥ m. The full rank assumption requires excluding redundant columns from Z. It is particularly satisfied when Z i is generated by power series or splines through an underlying scalar instrument 
Statistical problem
We consider the problem of testing the partial exogeneity of Y , i.e. the hypothesis
where the regressors W not being tested may be endogenous [cov(W, u) = σ ξu = 0]. By convention, we consider that a matrix is not present if its number of columns is equal to zero. We assume m y ≥ 1 but m w = 0 is allowed. In particular, if the null hypothesis (2.3) is specified in the whole set of (possibly) endogenous regressors, we have m w = 0 and W drops out of model (2.1)-(2.2) and H p 0 is the standard exogeneity problem considered by Durbin (1954); Wu (1973) ; Revankar and Hartley (1973); and Hausman (1978) . In this case, Staiger and Stock (1997) and more recently Guggenberger (2010) showed that DWH tests apply even when model parameters are weakly identified. 
where Y i is the length of education of individual i; W i = (exper i , exper 2 i ) ′ contains the experience (exper) and experience squared of individual i where 
Approach and model assumptions
In this paper, we aim to provide valid procedure for assessing H p 0 even when W is endogenous and model identification is weak. The main challenge we are facing is how to deal with the possible simultaneity driving W and u. The strategy that we propose is to replace W by aW that is asymptotically independent with u under H p 0 . Suppose we have regressorsW satisfying this condition.
We can then express (2.1) as
θ is asymptotically uncorrelated withW . We call equation (2.5) the "generated structural equation" to underscore the fact thatW are generated regressors. Along with being uncorrelated withũ, a suitable candidateW in (2.5) should further leave invariant the null
We now wish to discuss the choice ofW . Note first that if ξ has zero mean, the choice of the conditional mean of W given Z is plausible, i.e.,W = E(W |Z) = ZΓ. This choice then entails thatũ = u + (W −W )θ = u + ξθ. Because Z is exogenous and Γ is fixed,W are also exogenous, hence uncorrelated withũ. A difficulty however is that Γ is unknown. This suggests we replace Γ by an estimator, sayΓ, which meets the above requirements. At first, one is tempted to use the least squares estimatorΓ = (Z ′ Z) −1 Z ′ W obtained from the first-step regression. Even thoughΓ is a consistent estimator of Γ when the model is correctly specified, it is well known that
√ n and Z ′ũ / √ n are not independent, even asymptotically. Hence, we will still face a simultaneity problem choosingW = ZΓ. Now, assume that σ uξ = E(u ′ ξ) < ∞ and 0 < σ 2 u = E(u ′ u) < +∞. Suppose further that (u, υ, ξ) have zero mean and
is asymptotically Gaussian. Then, we can show that
[see Kleibergen (2002) ]. Let
The choice ofW in (2.6) then impliesũ
also asymptotically independent. Hence, Z ′ũ / √ n and √ n(Γ − Γ) are asymptotically independent; which means that the choice ofW in (2.6) weighs out the simultaneity problem.Γ can be viewed here as the part ofΓ that is asymptotically orthogonal to u. Furthermore, when the above regularity However, it is practically impossible to exploit (2.6) as u, σ uξ and σ 2 u are unknown. To alleviate this difficulty, we suggest a strategy built on the following four steps:
2. regress y on Y andW by OLS and recover the residuals, sayû * ;
4. and generateW as
Note thatΓ in (2.7) can be expressed asΓ = (
, where Mû * is the projection matrix onto the orthogonal of the space spanned by the residualsû * . Hence,Γ is asymptotically orthogonal to the residualû * . When identification is strong,Γ p → Γ under standard regularity conditions, which is always independent with the asymptotic distribution of Z ′ũ / √ n. However, when identification is weak,Γ converges to a random variable which is correlated with the asymptotic distribution of Z ′ u/ √ n. The aim of the orthogonalization byW is guarantee asymptotically, the independence between Z ′ũ / √ n and Γ ψ . It is worthwhile noting that the choice ofW in (2.7) implies the following form of the errorsũ in (2.5):
We now make the following generic assumptions on the behaviour of model variables.
Assumption 2.2 The errors
. across i and n with zero mean and the same nonsingular covariance matrix Σ given by
Assumption 2.2 requires model errors to be homoskedastic. However, it can be adapted to account for serially correlated errors.
Assumption 2.3 When the sample size n converges to infinity, the following convergence results hold jointly: (a)
Assumption 2.3-(b) entails that Z is weakly exogenous for (β ′ , θ ′ ) ′ , Π, and Γ [see Engle, Hendry and Richard (1982) ]. The normality assumption on the limiting distributions is implied by Assumption 2.2 and the central limit theorem (CLT).
Assumption 2.4 Under H
2 ), where {û * i : 1 ≤ i ≤ n} are the residuals from the OLS regression in (2.7).
It is worth noting that Assumption 2.4 needs not to be satisfied under the alternative. Assumption 2.4-(a) along with Assumptions 2.2-2.3 entail that
, as n → ∞ for some ν > 1/2. This means that the covariance matrix, Σ V , of the reduced-form errors (υ, ξ) is asymptotically diagonal under H p 0 . This assumption is particularly satisfied under H p 0 if υ and ξ are uncorrelated (Σ υξ = 0) or more generally if Σ υξ =Σ υξ /n ν for some ν > 1/2, whereΣ υξ is a m y × m w constant matrix. Furthermore, note that we also have
2 ) in Assumption 2.4-(b) implies that the correlation between the residuals from the OLS regression in (2.7) and W converge to zero in probability, as the sample size n increases. It follows thatû ′ * W/ √ n = O p (1). Remark thatû ′ * W/n p → 0 does not implies that the covariance between the structural error u and W (here σ ξu ) converges to zero. However, it implies a restriction of the form σ uξ = −θ ′ Σ ξ involving σ ξu , Σ ξ and θ. Clearly, u and W may still be
In this paper, we consider two main setups related to the identification of model parameters: (i) 
identified, hence the instruments Z are strong. However, our results can be extended to cases where at rate 1/ √ n as the sample size n increases.
We can now prove the following lemma on the asymptotic behaviour of Z ′û * /n, Z ′ũ /n, W ′ũ /n, and Y ′ũ /n.
Lemma 2.5 Suppose Assumptions 2.2-2.4 hold and let σ υu = 0. Then we have:
of whether the instrument are strong or weak.
Lemma 2.5 shows clearly thatW is asymptotically uncorrelated withũ in (2.5) and further, that H p 0 is asymptotically invariant by the transformation (2.7).
We now consider the following transformed model:
where the superscript "⊥" means residual from projection onto the space spanned by the columns ofW . AsW is asymptotically uncorrelated withũ under H 
so that the remark follows. 
If β is identified 4 in (2.9), both the OLS estimator (namelyβ LS ) and IV estimator (β IV ) of β are consistent under H p 0 , andβ LS is efficient. Hence, the magnitude of the vector of contrasts is small in
. Therefore, in the same spirit as Durbin (1954 ), Wu (1973 ), and Hausman (1978 , we can build the test statistics for assessing H p 0 onβ LS −β IV , upon scaling by appropriate factors to guarantee the usual asymptotic χ 2 -distributions.
More interestingly, Lemma 2.6 shows that
, whether identification is strong or weak. So, the (possible) simultaneity driving W and u has been eliminated by the transformation (2.7), as required.
Lemma 2.6 Suppose Assumptions 2.2-2.4 hold and let
Z x 2 and pdf (x 2 ) is the probability density function of ψ Zξ evaluated at x 2 .
Three remarks are in order.
The results indicate that
√ n is asymptotically uncorrelated with υ ⊥ ′ũ ⊥ / √ n and
whether identification is strong or not. Consequently, weak identification does not affect the asymptotic behaviour of υ ⊥ ′ũ ⊥ / √ n but the asymptotic behaviour of Z ⊥ ′ũ ⊥ / √ n relies strongly on instrument quality.
When identification is strong [rank(Π
Z ψ Zξ which is a non-degenerated random process with probability one. As a result, 
Test statistics and their asymptotic behaviour
We propose four alternative statistics to assess H p 0 , namely
where κ 1 = (n − 2m y )/m y , κ i = n, for j = 2, 3, 4, and
The above expressions ofβ LS ,β IV andΩ IV are derived from the identities 
Test behaviour with strong instruments
Before investigating the properties (size and power) of the tests, we shall first examine the behaviour of the vector of contrastsβ LS −β IV . Lemma 3.1 present the results under both the null hypothesis (σ υu = 0) and the alternative hypothesis (σ υu = 0 is fixed). 
where
Lemma 3.1-(i) states the consistency to zero and the √ n-consistency of the vector of contrastsβ LS −β IV when H p 0 holds and identification is strong. As expected, the limiting distribution of √ n(β LS −β IV ) is Gaussian with zero mean and constant positive definite covariance matrix
Under the alternative hypothesis (σ υu = 0 is fixed, i.e., does not depend on the sample size 7 ),β LS −β IV p → Σ −1 π σ υu = 0 so that √ n(β LS −β IV ) explodes, as showed Lemma
3.1-(ii).
We can now characterize the asymptotic distributions of the statistics under both the null hypothesis (level) and the alternative hypothesis (power). Theorem 3.2 presents the results.
6 See also Guggenberger (2010) and Hahn et al. (2010) . 7 Throughout this paper, our analysis is based on alternative hypotheses of the form H More generally, it can be shown that the necessary and sufficient condition for consistency is that
We now study the behaviour of the tests under Staiger and Stock's (1997) localto-zero weak instrument asymptotic.
Test behaviour with weak instruments
In this section, we assume that model parameters are weakly identified, i.e.,
where Π 0 and Γ 0 are constant matrices (possibly zero). As in the previous section, we first examine the behaviour of the vector of contrastβ LS −β IV . Lemma 3.3 presents the results under both the null hypothesis and the alternative hypothesis.
Lemma 3.3 Suppose Assumptions 2.2-2.4 hold and
. Then, we have:
is the joint probability density function of (ψ Zυ , ψ Zξ ), and Γ(
In contrast of Lemma 3.1, observe now thatβ LS −β IV converges to a non degenerated random 
Z Γ(ψ Zξ ) and ψ Zυ under H p 0 , the conditional limiting distribution ofβ LS −β IV , given (ψ Zυ , ψ Zξ ), is Gaussian with zero mean. So, its unconditional null limiting distribution is a mixture of Gaussian processes with zero mean. Under the alternative hypothesis (σ υu = 0), the conditional limiting distribution ofβ LS −β IV , given (ψ Zυ , ψ Zξ ), is
Gaussian with nonzero mean so that its unconditional limiting distribution is a mixture of Gaussian processes with nonzero mean. 
for j = 2, 3. (b) If σ υu = 0, then we have:
for j = 2, 3, where Ψ Zυ ≡ Ψ Zυ (x 1 , x 2 ) and µ ≡ µ(x 1 , x 2 ) are defined in Lemma 3.3.
Firstly, we note that under H . Moreover, as Ψ Zυ (x 1 , x 2 ) > 0 with probability one and µ(x 1 , x 2 ) = 0 with probability one when Π 0 ρ υu = 0, hence the non centrality parameter in the asymptotic distribution of the statistics is positive with probability one when Π 0 ρ υu = 0. This suggests that all tests may still exhibit when identification is weak. This is conform with the necessary and sufficient condition for test consistency which was that Πρ υu = 0 when Π is fixed (does not depend on the sample size as it the case here). However, if Π 0 ρ υu = 0, the limiting distribution of all statistics is the same under the null hypothesis and the alternative hypothesis. As a result, the power of the tests cannot exceed their nominal level in that case. This is particularly the case when Π 0 = 0 (complete non identification of β). An interesting observation also is that even if the parameter of the regressor which exogeneity is not being tested in the structural is completely unidentified (Γ 0 = 0), the tests Figure 1 ]. We now study in Section 3.3, the behaviour of the tests in a Monte Carlo experiment.
Size and power comparison
We consider the following data generating process (DGP):
where Y = [Y 1 , Y 2 ] is a n × 2 matrix of regressors of interest. W (here a n × 1 vector) 8 is the endogenous variable which exogeneity is not being tested. Z contains l instruments each generated i.i.d N(0, 1) and is kept fix within experiment. So, Π 1 , Π 2 and Γ are l-dimensional vectors.
The errors (u, υ 1 , υ 2 , ξ) are generated such that: The values of β 1 , β 2 and θ are set at 2, −3 and 1/2, respectively. Π 1 , Π 2 and Γ are chosen as:
is obtained by taking the first three columns of the identity matrix of dimension l. To account for strong, partial and weak identification of model parameters, we consider six panels for the values of τ 1 , τ 2 and τ as follows: : β 1 and β 2 are completely non identified (irrelevant instruments), and θ is weakly identified. The number of instruments l belong to {3, 10, 20} . Since we have m = 3 endogenous regressors in (3.3), l = 3 corresponds to the usual "just-identified" setup, while l > 3 corresponds to the "overidentification". The simulations are run with sample sizes 100 and 300, while the number of replications is N = 10, 000. In all cases, the nominal level is set at 5 %. 
Empirical illustration
We consider the return to education model from Card (1995) in Example 2.1. The first-stage specifications for educ and (exper, exper 2 ) are given by
where Z 1 and Z are the same as in (2.4). In Example 2.1, we found that DWH-tests rejected the joint exogeneity of (educ, exper, exper 2 ), but we do not know if some regressors are exogenous.
In this application, we want to test the exogeneity of educ and (exper, exper 2 ) separately. So, two null hypotheses are considered: (i) H (exper, exper 2 ) may be endogenous], while in those for (ii), υ may be correlated with u (i.e.
educ may be endogenous). Table 1 reports the outcomes of the DWH-tests and the D p tests proposed in this paper. The DWH-tests are run under the assumption that the regressors not being tested are exogenous, while the D p tests do not require this questionable restriction. It is important to observe that because exper is generated as exper = qge − 6 − educ, we have cov(exper i , u i ) = −cov(educ i , u i ), as age is exogenous. So, any valid procedure that rejects the partial exogeneity of educ should also reject those of exper. This is not however the case for the DWH-tests, as they all fail to rejected the partial exogeneity of (exper, exper 2 ). This result is not surprising because educ is likely endogenous and DWH procedures do not account for that when testing the exogeneity of (exper, exper 2 ).
The outcomes of the D p tests indicate strong evidence against the exogeneity of both educ and (exper, exper 2 ) as showed Table 1 . Overall, these results underscore: (1) how the use of DWH tests to assess partial exogeneity hypotheses may be misleading, and (2) the relevance of using D p tests when checking for partial exogeneity. 
Conclusion
In this paper, we propose alternative tests for assessing partial exogeneity in a linear IV regression.
The tests are easy to implement as they only require OLS and IV regressions. We provide an analysis of their asymptotic behaviour (level and power) which shows that all tests are valid (level is controlled) whether model parameters are identified or not. So, the proposed tests robust to weak instruments. Moreover, our analysis indicates that test consistency may still hold over a wide range of cases where the overall identification fails, provided partial identification is satisfied. However, all tests have low power when model parameters are completely not identified.
A Monte Carlo experiment confirms our theoretical results. We illustrate our theoretical finding through the workhorse example of returns to education from Card (1995) . Our results clearly indicate that standard exogeneity tests of the type proposed by Durbin (1954) , Wu (1973 Wu ( , 1974 , and Hausman (1978) are not appropriate to assess partial exogeneity hypotheses, as they are valid only
when the regressors not being tested are exogenous. For example, we find these tests fail to rejected the exogeneity of experience variables in this model if education is assumed exogenous. In contrast, all proposed tests in this paper find strong evidence against the exogeneity of both education and experience variables, separately. Overall, this application underscores the relevance of using D p -tests when checking for partial exogeneity.
APPENDIX

A. Proofs
PROOF OF LEMMA 2.5 Assume that rank(Π Y W ) = m. First, writeũ andû * as:
When Assumptions 2.2-2.4 are satisfied and if further H 0 holds, then
This then implies that
So, we haveσ uξ =û
PROOF OF LEMMA 2.6 Firstly, from Lemma 2.6, we haveũ
−1û′ * is the projection matrix in the space spanned by the residualsû * . So, we can write Z ⊥ ′ũ ⊥ / √ n and υ ⊥ ′ũ ⊥ / √ n as: 
. By the same way, we get Z
(1) so that we can express (A.4)-(A.5) as:
 by Assumption 2.3. We shall now distinguish two cases: (1) rank(Π Y W ) = m,
(1) Suppose first that rank(
and from (A.6) we have
. From the proof in Lemma 2.5, we haveσ θ =σ uξ θ/σ
We now focus on Z ′û * / √ n. Let us decompose MX as MX = MW − P MW Y and write Z ′û * / √ n as:
, we can express (A.7) as:
we get and
and (A.6) then implies that
(A.10)
By integrating (A.10) with respect to all possible realization of ψ Zξ , the result follows.
PROOF OF LEMMA 3.1 (i) Assume first that σ υu = 0. We havê
From Lemmas 2.5-2.6, it easy to see that
Moreover, from results in by Lemma 2.6, we have
(ii) Suppose now that σ υu = 0. It is easy to see from the above proof that Y
PROOF OF THEOREM 3.2 Let σ υu = 0 and recall that
whereΣ j and κ j , j = 1, 2, 3, 4 are defined in (3.1). By noting that allσ 2 ,σ 2 ,σ 
→ +∞, for all j = 1, 2, 3, 4, by applying directly results in Lemma 3.1-(ii).
PROOF OF LEMMA 3.3 (i) Assume first that σ υu = 0 and expressβ LS −β IV as: 
By observing that we now have:
Z Γ(ψ Zξ ) and ψ Zu is also independent of ψ Zυ under H p 0 , with a little manipulation (and using results in Lemma 2.6-(ii)), we find that conditionally on
. By taking the integral with respect to all possible realizations (ψ Zυ , ψ Zξ ) = (x 1 , x 2 ), the result follows.
(ii) Suppose now that σ υu = 0. The proof is similar to those in (i). Firstly, note that we now have
→ σ υu and the other limits in (i) do not change. So, we havê 
By integrating (A.16) with respect to all possible realizations of (ψ Zυ , ψ Zξ ), the result follows. PROOF OF THEOREM 3.4 Note first that we still haveσ 2 ,σ
, whether σ υu = 0 or not. Moreover, we can writeσ 2 as: 
