A Fokker-Planck neuronal network model is presented. This model can be efficiently implemented to investigate how the mean firing rate and pair-wise correlations in each population depend on certain first and second order statistical patterns of connectivity. To capture pair-wise correlations among neurons in each population, we derive the evolution equations of the joint population density ρ(v 1 ,v 2 ,t) of the voltage of any pair of neurons in the population. By assuming that the input to any pair of neurons is a multivariate Poisson point process, we obtain partial differential-integral equations for each population, but closure of this system of equations requires inferring higher order statistics of activity. We simplify the framework by applying a diffusion approximation and obtain Fokker-Planck equations for each population. We prove that, under some assumptions, the coupling scheme to derive network equations can be based on only the first and second order statistics of activity and connectivity, without the need to infer higher order statistics. Also, fast numerical methods can be devised to solve this simple network model. We test the validity of our network model by comparing the numerical solutions to Monte Carlo simulations under various network configurations. Finally, we discuss the success and failure of our Fokker-Planck neuronal network model.
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