Rhesus monkey rhadinovirus (RRV) and Kaposi's sarcoma-associated herpesvirus (KSHV; also called human herpesvirus 8) belong to the gamma-2 grouping of herpesviruses. RRV and KSHV share a high degree of sequence similarity, and their genomes are organized in a similar fashion. RRV serves as an excellent animal model system to study the gamma herpesvirus life cycle both in vitro and in vivo. We have developed a high-sensitivity, high-throughput, high-specificity real-time quantitative reverse transcriptase-based PCR assay for RRV and have used this assay to profile transcription from the whole RRV genome during de novo productive infection of rhesus fibroblasts. Using this assay, we demonstrate that the genome-wide transcription profile for RRV closely parallels the genome-wide transcription profile for KSHV.
Kaposi's sarcoma (KS)-associated herpesvirus (KSHV; also called human herpesvirus 8) was identified in KS lesions from AIDS patients by using representational differential analysis (6) . KS was first described as a cancer of elderly men and is also found in non-human immunodeficiency virus-infected individuals who are immunocompromised, such as transplant recipients. The classic form of KS also occurs in nonimmunocompromised hosts. The KS lesion is comprised of a mixed population of cells including endothelial, inflammatory, and spindle cells. The virus is found in the spindle cells and at times in macrophages in the lesion but not the infiltrating T lymphocytes. KSHV has also been linked to two B-cell lymphoproliferative diseases, namely, primary effusion lymphoma (PEL) and multicentric Castleman's disease (4, 51) . In 1997, the New England Primate Research Center reported the isolation of a new herpesvirus, rhesus monkey rhadinovirus (RRV), showing close sequence relatedness to KSHV. Two different RRV isolates were subsequently sequenced at the New England Primate Research Center (RRV strain ) and the Oregon Regional Primate Research Center (RRV strain 17577) (1, 50) , and both isolates exhibit high overall sequence similarity to KSHV. The RRV genome, for the most part, is organized in a colinear fashion with KSHV. However, unlike KSHV, RRV grows to high titers in culture and currently represents the closest nonhuman primate model for KSHV and KSHV-associated malignancies.
Wong et al. (57) have reported that naive rhesus macaques that were coinfected with RRV (strain 17757) and simian immunodeficiency virus developed lymphoid hyperplasia comparable to KSHV-associated multicentric Castleman's disease. Similarly, Mansfield et al. (34) reported that RRV-negative naive macaques infected with RRV (strain 26-95) developed clinical lymphadenopathy consisting of paracortical and vascular hyperplasia, which over time evolved into marked follicular hyperplasia but ultimately resolved approximately 12 weeks postinfection (34) . The phenotypes seen with RRV closely resemble the clinical presentation of KSHV-associated lymphoproliferative diseases and conform to the clinical manifestations of primary gammaherpesvirus infections in the human population. Studying RRV in its natural host overcomes two fundamental roadblocks in KSHV research. First, RRV provides an animal model system to study the relationship between simian immunodeficiency virus and RRV coinfection that can closely model human immunodeficiency virus and KSHV coinfection. Such a model does not otherwise exist for KSHV. Second, studying the lytic life cycle of KSHV is hampered by the fact that at most 20 to 30% of latently infected PEL cells can be reactivated by tetradecanoyl phorbol acetate (TPA) (43) . Such TPA reactivation assays are widely used to study KSHV lytic gene expression. Recently, an Rta/ORF50-inducible BCBL-1 cell line was developed to study lytic gene expression (36) . Systems to study de novo infection of KSHV, however, are limited by low viral titers and the propensity for KSHV to enter latency after a few passages in tissue culture of infected cells (15, 30, 42, 47) . In contrast, RRV can be grown to high titers (ϳ10 6 PFU/ml) in primary rhesus fibroblasts (RhFs) and can be serially propagated ad infinitum. This greatly facilitates the construction of recombinant viruses (13) and can be used, for instance, to evaluate loss-of-function phenotypes of mutant viruses after primary infection.
As with other surrogate viruses for human pathogens, the usefulness of the RRV model rests on establishing close correlations between the molecular machinery of RRV and KSHV. We have previously shown that the kinetics of key RRV transcripts after primary infection in RhFs mirror the kinetics of the homologous KSHV transcripts after reactivation in PEL cell lines (12) . This can be attributed, in part, to the functional conservation between the major immediateearly transactivator of both viruses, namely, Rta/ORF50. RRV open reading frame 50 (ORF50) can transactivate several KSHV promoters, albeit to a lesser extent than KSHV ORF50 (11) , and KSHV ORF50 can transactivate a subset of RRV promoters tested to date (12) . In order to further elucidate commonalities and differences between RRV and KSHV, we have developed a real-time reverse transcription (RT)-PCRbased array for every mRNA in the entire RRV genome. This assay is high throughput and highly sensitive, making it amenable to profiling of the viral transcription of the more than 80 RRV genes simultaneously and with multiple samples. In this report, we describe the transcription profile of RRV after lytic infection in RhFs.
Real-time QPCR array for RRV. The primary achievement of real-time quantitative PCR (QPCR) is that, for the first time, PCR (and RT-PCR) delivers reliable quantitative information without the need for dilution series or internal competitors, etc. Quantitative information can be extracted because the QPCR is monitored in real time (23) and the reaction product is quantified at every cycle using a doublestrand-specific intercalating dye (SYBR). We have recently shown that using the fluorescent dye SYBR is as sensitive as TaqMan-based detection (38) and have thus used SYBR for every primer pair in the RRV QPCR array. This removed one layer of variation, namely, the hybridization efficiency of the indicator oligonucleotide (TaqMan, Beacon, etc.), and yielded a high-throughput, low-cost approach, without compromising sensitivity or linearity (6 orders of magnitude) of the assay.
The RRV primer set is shown in Table 1 . Primer design is one of the most important aspects in achieving a successful QPCR array. Based upon our prior experience (16, 19) , we used the following guidelines to attain the best primer pairs possible. (i) The melting temperature (T m ) of the primers should be in the range of 59 Ϯ 2°C. The T m was calculated using the Primer3 program (46) and the default setting for salt (50 mM KCl) and a 50 nM primer DNA concentration. (ii) The maximal difference between two primers within the same primer pair should be no more than 2°C. (iii) The total guanidine (G) and cytosine (C) content within any given primer should be 20 to 80%. (iv) There should not be any GC clamp designed into any of the primers. (v) Primer length should fall into the range of 9 to 40 nucleotides. (vi) Hairpins with a stem length four or more residues should not exist in the primer sequence. (vii) Fewer than four repeated N homonucleotide residues should be present within a primer. (viii) The resulting amplicon should be at least 50 nucleotides in length but no larger than 100 nucleotides. (ix) The primers should be located toward the 3Ј end of the ORF. (x) In cases where predicted ORFs overlap, primers should be selected outside the region of overlap. However, it is important to note that until a complete transcript map for RRV is known, one cannot exclude the possibility that some primers are located in regions in which 3Ј untranslated regions (UTR) or 5Ј UTR segments of one gene overlap the ORF of an adjacent gene. Primers were designed using the PrimeTime program (W. Each experimental sample was analyzed as follows. RNA from RRV-infected RhFs was isolated using RNAzol (TelTest Inc.) as previously described (16, 19) . Poly(A) mRNA was prepared using dT-beads (QIAGEN Inc.) and reverse transcribed using Superscript II reverse transcriptase (Life Technologies Inc.) according to the manufacturer's recommendations. Five hundred nanograms of RNA was reverse transcribed in a 20-l reaction volume with 100 U of Superscript II reverse transcriptase (Invitrogen Inc.), 2 mM deoxyribonucleoside triphosphates, 2.5 mM MgCl 2 , 1 U of RNasin (Applied Biosystems Inc.), and 0.5 g of random hexanucleotide primers (Amersham Inc.). The reaction mixture was sequentially incubated at 42°C for 45 min, 52°C for 30 min, and 70°C for 10 min. Heating to 95°C for 5 min stopped the RT reaction. Next, 0.5 U RNase H (Invitrogen Inc.) was added and the reaction mixture was incubated at 37°C for an additional 30 min. Afterwards, the cDNA pool was diluted 25-fold with diethyl pyrocarbonate-treated, distilled H 2 O and stored at Ϫ80°C. The forward primer and reverse primer sets were synthesized (MWG Biotech Inc.) and pipetted on separate plates. Individual primers were stored at 100 pmol/l at Ϫ80°, combined and diluted to yield enough forward and reverse primer mix for 100 reactions at a 267 nM final primer concentration. A 2.5-l volume of primer mix was combined with 7.5 l SYBR Green 2 ϫ PCR mix (Applied Biosystems Inc.) and 5 l cDNA and subjected to real-time QPCR on an ABI5700 or MJR Opticon2 cycler using universal cycling conditions (see reference 37 for details).
Following the criteria outlined above, we initially computed three primer pairs for each predicted ORF in the RRV genome (data not shown). To ascertain the potential for nonspecific amplification and cross-reactivity to other herpesviruses, we conducted a National Center for Biotechnology Information (NCBI) BLAST search with each primer against (i) the RRV genome, (ii) all herpesvirus sequences in the GenBank database, and (iii) the human genome. The results are depicted in Fig. 1 . For each individual primer (mean primer length, 20.33 nucleotides; 95% CI, 20.17 to 20.49; n ϭ 568) the second closest alignment in the RRV genome contained, on average, 9.73 mismatches (95% CI, 9.55 to 9.91; n ϭ 568), making it highly unlikely that any primer would anneal anywhere other than at its cognate sequence in the RRV genome. For example, a single primer that aligned perfectly at two different positions in the RRV genome (at nucleotide positions 115092 and 115023 in the RRV 26-95 genome) was eliminated from the array. The alignments for any RRV primer on any herpesvirus DNA segment in the NCBI GenBank database averaged 6.40 mismatches (95% CI, 6.16 to 6.64; n ϭ 568). These matches were located in RRV genes homologous to other herpesviruses. Primers which showed Ն15 matches to any herpesvirus genome other than RRV were eliminated from the array and thereby enabled the specific detection of only RRV in samples containing other herpesviruses. Lastly, we compared all RRV primers against the human genome. The alignments for any RRV primer against the human genome averaged 4.11 mismatches (95% CI, 3.94 to 4.28; n ϭ 568), which is statistically expected as the universe of possible target sequences increases by orders of magnitude (from ϳ1.2 ϫ 10 for all herpesvirus sequences to ϳ10 9 for the human genome). Only two primers (0.4%) exhibited a perfect match to a human DNA sequence, and these were removed from the array. We have shown previously that any Ն3-nucleotide sequence difference can be recognized by dissociation profile analysis (38) and thus nonspecific amplification products would have been identified. No nonspecific amplification products were generated using the primer set listed in Table 1 (Fig. 2) . To gauge the specificity and sensitivity of our approach, we conducted the following quality control experiments. (i) The cDNA was subjected to PCR with the primer pairs shown in Table 1 . We analyzed the PCR products by agarose gel electrophoresis and found that every primer pair in the RRV array yielded a single product of uniform size ( Fig. 2A). (ii) We conducted melting curve analysis for every experiment (data not shown) and excluded data for primer pairs which did not yield a single peak dissociation profile from further analysis. (iii) Under the stringent real-time QPCR conditions used (60°C annealing temperature, 60-s extension phase), no primer in the RRV array yielded a signal using either KSHV-or Epstein-Barr virusinfected cell mRNA as the target sample (data not shown). Figure 2B shows the unmanipulated cycle number (CT) signals for each primer using the following samples as targets: (i) water, as a nontemplate control (NTC; open squares), (ii) RNA from uninfected cells that was DNase I treated, reverse transcribed, and RNase H treated (gray circles), (iii) RNA from uninfected cells that was DNase I treated but prepared without reverse transcriptase in the cDNA reaction and subjected to RNase H digestion (gray squares), and (iv) RRV virion DNA (gray line). Only cDNA from RRV-infected cells or RRV virion DNA yielded a significant signal. The positive signal was, on average, 15.84 CT units (95% CI, 14.86 to 16.81) or 2 CT ϭ 58,656-fold above the background of the mockinfected, the RT-negative, or the NTC sample. This outcome demonstrates that the primer pairs were specific for RRV mRNAs, not cellular mRNAs. This experiment verified our contention that even if an individual primer showed limited similarity to a cellular gene (Fig. 1) , the chance of both 20-mer primers in a primer pair containing significant sequence identity to the same cellular gene and being located in close enough proximity (Յ1,000 bp) to be amplified during the 60-s extension phase of the real-time QPCR protocol is infinitesimal. Furthermore, we confirmed that our mRNA/cDNA preparations did not contain contaminating viral DNA (Fig. 2B) . In certain reactions, the NTC target yielded a higher background signal than cDNA from mock-infected cells, which is not unexpected, since even unspecific nucleic acids have a quenching effect on the PCR, thereby affecting overall PCR efficiency. Ten of the initial 83 (12%) RRV-specific primers did not amplify virion DNA or cDNA from productively infected cells (data not shown). These "primer failures" were replaced with alternative primers in subsequent experiments (Table 1 depicts only the experimentally validated primer pairs for RRV). For all primers, the virion DNA target yielded a mean CT of 24.41 (95% CI, 23.41 to 25.41; n ϭ 72). In other words, any change in CT of Ն1 could not be attributed to differences in primer efficiency but was due to changes in target mRNA. Figure 2C plots the standard deviation (SD; n ϭ 5) relative to the mean CT for each gene in the RRV array. Note that Fig. 2C , is on a log 2 scale. Five CT units represents a 32-fold change, and 10 CT units represents a 1,024-fold change in relative mRNA levels. There was no significant correlation between the magnitude of the SD and the mean CT (r ϭ 0.31; n ϭ 82), demonstrating that changes in RRV gene expression did not depend on the overall levels of any particular viral mRNA (Fig.  2C) .
RRV transcription upon de novo infection of fully permissive RhFs. To chart the transcription profile of a rhadinovirus upon primary infection of highly permissive cells, we infected RhFs with RRV at a multiplicity of infection (MOI) of 1, and isolated mRNA at different time points after viral infection. The mRNA pools were reverse transcribed using hexamer FIG. 1. RRV primer design and characteristics. Shown on the vertical axes are the numbers of nucleotide matches for each of the 568 primers in the initial RRV array, which contained three primers per ORF. On the horizontal axes, the nucleotide positions for each primer start site on the RRV genome (26-95) are indicated. In all three panels, A, B, and C, the small black dots represent the intended primer and numbered matches, which equals the primer length. In panel A, the large gray circles represent the second closest match for a given primer on the RRV genome. In panel B, the large gray circles represent the highest match for a given primer on any herpesvirus nucleotide sequence in the NCBI GenBank database, except RRV. In panel C, the large gray circles represent the highest match for a given primer on the human genome. primers and subjected to real-time QPCR using the RRV array. During real-time QPCR, the amount of product at each cycle is quantified (23) and the CT at which the product signal crossed a user-defined threshold is recorded, which was set here at five times the SD of the nontemplate control reaction. The RRV array recorded duplicate measurements for the rhesus tubulin mRNA-specific primers for each time point. The levels of rhesus tubulin exhibited a SD of Յ1.7-fold with an associated standard error of the mean (SEM) of Ϯ4% for all time points (n ϭ 5). Replicate measurements of the rhesus tubulin mRNA for any one time point on the same array also exhibited an SEM of Ϯ4% in raw CT values, which was expected based on the pipetting accuracy of the robot and the instrument variation of the real-time QPCR machine (38) . By contrast, viral mRNAs increased, on average, 5,379-fold (95% CI, 3,154-fold to 7,604-fold; n ϭ 83) based upon a conservative estimate of PCR efficiency of 1.8, rather than the ideal 2.0. Hence, we concluded that for any target in the array, the biological variation was orders of magnitude above the experimental error.
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All samples were highly correlated, with an average correlation coefficient r ϭ 0.961 Ϯ 0.021 (mean Ϯ SD) for all possible sample correlations (Fig. 2D) . Any two consecutive time points (e.g., 12 and 24 h or 24 and 48 h) were more closely correlated than unrelated time points (e.g., 12 and 48 h), indicating a progressive, gradual change in overall viral transcription. This substantiated the existing model of an ordered cascade of herpesvirus gene expression after a high MOI of fully permissive cells. It represents the first and only such demonstration for primate gammaherpesviruses, since neither KSHV nor Epstein-Barr virus currently has a highly efficient, fully permissive lytic replication system, without the use of chemicals like TPA. Kinetics of gene transcription for MHV-68, a murine gammaherpesvirus, has been determined (45) . For KSHV, we and others have reported the whole-genome transcription patterns upon reactivation in lymphoma cell lines (19, 25, 39, 48, 59) , with estimated reactivation frequencies of 5 to 30%, depending on the particular virus and cell line used. Krishnan et al. (28) have recently reported the induction of a limited set of lytic and latent viral genes immediately following KSHV infection of endothelial cells and fibroblasts. However, the full lytic program was only observed after TPA addition to the infected endothelial cells 48 h postinfection (28) , demonstrating the predilection for KSHV to enter the latent phase of its viral life cycle in current tissue culture systems. Hence, the ability of RRV to fully replicate in RhFs and exhibit a progressive, gradual, and ordered change in viral transcription (in the absence of TPA, which might activate multiple viral promoters and hence skew the transcription profile) is important to demonstrate the ordered kinetics of gammaherpesvirus gene expression.
Microarray studies hinge upon the correct method of analysis. Therefore, we will briefly justify the approach we used for our analysis before presenting the experimental outcome. We employed several different means of statistical analysis, all of which yielded astonishingly congruent rank orders. To determine coregulated clusters of mRNAs purely upon their pattern of induction, the raw CT values were subjected to hierarchical clustering using euclidian standard correlation or a Pearson correlation-based metric. Euclidian clustering calculates distances between two datum points based on the sum of square differences (Fig. 3A) . The scale encompasses the lowest level of the mRNA of overall lowest abundance (black) in the entire array to the highest level of the mRNA of overall highest abundance (red). Hence, information about overall mRNA levels strongly impacts the rank order, and even background levels exert considerable influence (This is the reason for the weak signal at t ϭ 0 in Fig. 3A. ) If the array comprises a range of RNAs of very different abundances, such as the housekeeping genes for glyceraldehyde-3-phosphate dehydrogenase and actin and rRNAs in addition to low-abundance viral RNAs, changes in the low-abundance mRNAs will contribute to clustering but will not be visible in the color scheme. A standardcorrelation metric based clustering calculates the distance as the arc cosine of the scalar product with a maximal range of Ϯ1. By definition, genes with all measurements of zero (i.e., the gene for rhesus tubulin, the normalizing gene) are excluded. This metric compresses the range to yield a unit length normalization but maintains a more realistic representation of mRNA levels among different transcripts. Finally, Pearson correlation-based clustering rescales and median centers the data such that for each gene the time point with the highest-abundance mRNA is set to 1 and the lowest to Ϫ1, regardless of overall levels for individual mRNAs. This approach to data analysis yields a relative rank ordering of mRNAs based solely upon their pattern of changes. Two genes with widely different absolute mRNA levels will group together if their transcription patterns change in a similar fashion. This metric is directly comparable to information that can be gathered from Cy3/Cy5 comparative hybridization-based microarrays (18) . Real-time QPCR-based analysis also allowed us to exclude the variation in total RNA levels and reverse transcriptase efficiency of a particular sample by calculating the abundance of a given RRV mRNA relative to the level of a cellular gene. Here we used rhesus tubulin (RhTub) as dCT ϭ CT gene Ϫ CT RhTub , to normalize for viral gene expression as reported in previous publications (16, 19, 32, 40, 41, 54 ). These dCT values were then subjected to cluster analysis. We applied hierarchical clustering as previously described (18) using ArrayMiner software (OptimaDesign Inc.) under Macintosh OsX10.3.4 (Apple Inc.). ArrayMiner uses Gaussian clustering (a genetic algorithm) as an alternative to self-organizing maps or k means clustering. Both methods yield concurrent results for highly correlated genes that change in a specific pattern, but Gaussian clustering allowed us to identify outliers, namely, genes with no recognizable pattern of transcription. By contrast, distancebased methods always force all signals into an apparent rank order, even if there is no correlation between adjacent entries. Additional calculations were performed using Excel (Microsoft Inc., Redwood, WA) and SPSS v11.0 (SPSS Science Inc., Chicago, IL). Note that the dCT values are still log 2 derivatives of the underlying mRNA levels and that clustering using a correlation metric is insensitive to differences in individual primer efficiency (see references 17 and 37 for discussions).
Taking into account the level and pattern of transcription, we obtained distinct clusters of genes after RRV infection of fully permissive RhFs. mRNA levels decreased at late time points (40, 41) . Between 72 h and 96 h after RRV infection, cellular mRNAs (tubulin, actin) decreased Ն10-fold since many cells in the population start to die and only cells that were intact were used for analysis. By definition, these cells would not have completed the viral life cycle, which destroys the host cell. Individual RRV mRNAs differed based upon how early significant levels (black-to-yellow transition) could be detected. During the course of the infection, the levels of the RRV mRNAs reached the level of tubulin mRNA in the cell (mean, 1.01-fold; 95% CI, 0.72-fold to 1.3-fold; n ϭ 415). Thus, RRV mRNAs were easily detectable and yielded a very robust signal in the middle of the linear range of the real-time QPCR assay. Figure 3 shows the relative abundance and change in transcription of each RRV mRNA based upon a euclidian (panel A) or a correlation-based (panel B) metric. ORFs 50, R8, 66, 8, 17, 18, 35, 47, 53, 61, 68, 71 , and 74 were transcribed at the earliest time point (12 h) after infection and accumulated to the highest levels. For this group, changes in RRV transcription averaged 1,417-fold (95% CI, 983-fold to 1,850-fold; n ϭ 15) between 12 and 96 h postinfection and RRV mRNA levels climbed from 0.05-fold over tubulin mRNA levels (95% CI, 0.03-fold to 0.09-fold; n ϭ 15) at 12 h postinfection to 65-fold over tubulin mRNA levels (95% CI, 53-fold to 77-fold; n ϭ 15) at 96 h postinfection. This occurred exponentially (fold ϭ 0.0048 ϫ e 0.098 ϫ time ). Of note, this clustering cannot be attributed to primer efficiency since primers for these mRNAs do not group together if viral DNA is used as a target (Fig. 1B) . The early group of viral genes expressed within 12 to 24 h postinfection included ORF50, the RRV immediate-early transactivator (11, 12) , as well as RRV R8, another early gene in RRV (12) (Fig. 3B ). In addition, RRV genes ORF35, -61, and -74 were also induced early (Fig. 3A and B) . A comparison with the transcription patterns for KSHV genes shows that the homologs of these RRV genes in KSHV (ORF50/Rta, K8/bZip, ORF35, ORF61/ribonucleotide reductase, ORF74/vGPCR) were also significantly induced as early as 10 h after reactivation (19, 25, 39) . For these genes, the amino acid sequence and transcriptional regulation are conserved between KSHV and RRV, even though they encompass a wide range of differing biological functions. Other early RRV genes in this cluster included ORF17, -18, -53, and -66 ( Fig. 3A and B) , which yielded a strong signal at 24 h after infection and whose KSHV homologs were also significantly induced at 24 h after KSHV reactivation and hence represent the first wave of transcripts for both viruses (19, 25, 39) .
The mRNA for ORF71/vFLIP is differently regulated between RRV and KSHV. In RRV, primary infection of RhFs resulted in early expression of ORF71/vFLIP, whose expression increases 1,249-fold from 0 to 96 h (Fig. 3A and B) . By contrast, KSHV ORF71/vFLIP mRNA levels do not significantly change upon viral reactivation (16, 19) . The RRV ORF72/ vCyclin and ORF73/LANA mRNAs were also induced during the course of RRV de novo infection and increased 2,588-fold and 3,217-fold by 96 h postinfection, respectively. The RRV ORF71, -72, and -73 gene expression profiles also grouped with mRNA transcripts for RRV genes including ORFs 2, 6, 11, 20, 21, 24, 37, 39, 41, 43, 44, 45, 46 48, 49, 54, 55, 57, 58, 59 , 60, 63, R9-5, and R9-4 ( Fig. 3A and B) . These transcripts appeared at 24 h postinfection but increased most drastically between 48 and 72 h and therefore were grouped separately (fold ϭ 0.0004 ϫ e 0.113 ϫ time ). The transcription pattern for this group of genes also paralleled the temporal regulation of their KSHV counterparts (19, 25, 39 ). An exception is RRV ORF4/complement binding protein, which is significantly induced at 24 h after reactivation in KSHV but could not be detected until 72 to 96 h after de novo infection of RhFs with RRV. The mRNAs for ORFs 23, 31, 36, 52 R9-3, and R9-6 also clustered together and did not accumulate to significant levels until 96 h postinfection and were thus considered late genes.
In order to distinguish the immediate-early genes from the early and late transcripts, we performed RRV infections of RhFs in the presence of cycloheximide. RhFs were pretreated with cycloheximide at 50 g/ml for 1 h, infected with RRV in the presence of drug, and kept in cycloheximide until the time of harvest. Cells were harvested at 6 and 12 h postinfection (in the presence or absence of drug), and total RNA was isolated. The RNA was subjected to array analysis as described above. Due to the facts that different cell lines exhibit different sensitivities to cycloheximide and most die by 24 h (58), we report our data as raw CT values in a two-dimensional correlation analysis (Fig. 4) . We were able to identify groups of RRV transcripts that were differentially regulated by cycloheximide (data not shown). (i) Late genes were not transcribed in the presence or absence of drug at 6 and 12 h. These are ORFs 4, 25, 28, 29b, 32, 36, 38, 53, R9-3, 65, 67, 67.5, 69, 75, R9-6, 23, and 9. For these, the CT cycle numbers were Ն38 (i.e., Յ4-fold above background) at three of four samples points. (ii) Early genes were significantly transcribed at 6 h p.i. and strongly inhibited by cycloheximide. Hence, they appear shifted upward of the 45°line in Fig. 4 . These are ORFs R1, 70, 2, 43, 6, 29a, 17, R9-1, 27, 24, 45, 55, R8, 74, 8, and 49. Interestingly, this set includes many of the genes that are known to be regulated by ORF50/Rta (11) in KSHV, namely, ssDBP/ORF6, R1, DNApol/ORF9, gB/ORF8, vGPCR/orf74, and ORF45 (Fig. 4 , gray circles). RRV TK/ORF21 was transcribed at low levels at 6 h and inhibited by cycloheximide at 12 h (data not shown).
(iii) Based on our analysis, we classify RRV Rta/ORF50 and vIL6/ORF2 as the most highly induced and cycloheximideresistant immediate-early genes in RRV. At 6 h, these two genes were transcribed at approximately 8-to 10-fold higher levels than Mta/ORF57, which also was resistant to cycloheximide treatment. The RRV R8 gene was slightly sensitive to cycloheximide, suggesting that it is dependent on Rta/ORF50 to a slightly higher degree that KSHV Zta/R8, which has been reported as an immediate-early gene (60) but also as a delayedearly and Rta/ORF50-responsive gene (56) . (iv) Finally, we identified a number of RNAs that are transcribed at 6 h postinfection, but to a lesser degree than Rta/ORF50, and show intermediate inhibition (fivefold or less) to cycloheximide (data not shown). These can be classified as early genes on the basis of timing, but their promoters are less stringently dependent on viral immediate-early transactivators. Whether this is biologically relevant or whether the promoters are simply leaky in the context of drug treatment remains to be determined. We have previously reported that RRV replication is sensitive to phosphonoacetic acid (PAA) (12) . RhFs were infected at an MOI of 1 in either the presence or the absence of 50 M PAA, and viral transcription profiles were determined at 12, 24, and 48 h postinfection (Fig. 5) . To exclude possible drug effects on the cellular genes, we plotted the raw CT values (higher values correspond to lower abundances). At 12 h, no effect of PAA was discernible and the RRV mRNA levels in the absence of PAA were identical to the RRV mRNA levels in the presence of PAA, as demonstrated by linear regression analysis with r 2 ϭ 0.9262 and m ϭ 0.9959, i.e., 45°(panel A). This outcome was consistent with the mechanism of action of PAA, which inhibits the viral polymerase but does not interfere with immediate-early and early transcription (53, 61) . At 24 h, none of the mRNA levels were inhibited more than threefold in response to PAA. At 24 h, PAA inhibited RRV transcripts under both high-MOI and low-MOI conditions ( Fig. 5B and  F) , specifically, ORFs7, 9, 19, 28, 29b, 32, 34, R9.2, 59, and 67. At 48 h, the effect was more pronounced (Fig. 5C and G) and in particular ORFs 7, 9, 19, 21, 32, 33, 38, 42, 48, 57, 59, 60, 67, 69, 75 , and R15 were significantly (Ն40-fold) inhibited. This was consistent with our previously published Northern blot analysis of selected RRV latent and lytic mRNAs (12) . ORFs 19, 21, 32, 29, 32, 33, 34, 38, 75 , and K15 have been classified as tertiary lytic genes in KSHV (25) based upon the temporal order of transcription. A directly comparable genome-wide transcriptional profiling in response to PAA has yet to be published. The drug treatment did not affect primer specificity, as evidenced by identical melting temperatures in the presence and absence of the drug (Fig. 5E ). Cluster analysis across three time points (12, 24 , and 48 h) verified the individual comparisons (Fig. 5I) . At 72 h postinfection, the mRNAs in the PAA-treated cultures accumulated to higher levels compared to untreated cultures because RRV egress in the untreated cultures destroyed the cells, whereas PAAtreated cultures were arrested prior to viral DNA replication (Fig. 5D) . At 96 h, the drug had lost its effect in this high-MOI system (Fig. 5H) . This highlights an important limitation of all transcriptional profiling, which reflects the integration of all factors including the onset of viral transcription, mRNA stability, total mRNA level, effects of the drug (PAA), and the overall effect of the virus on cell viability and nucleotide metabolism.
As an alternative approach to classify the temporal order of RRV transcription and to test the sensitivity of our assay, we infected RhFs with RRV at different MOIs including MOIs of 5, 1, 0.1, 0.01, and prepared mRNA at a single time point, 48 h postinfection (Fig. 6A) . We hypothesized that our highly sensitive real-time QPCR array would be able to detect transcripts even at the lowest MOI of 0.01. At an MOI of 5, we could detect expression of 66 RRV mRNAs. At an MOI of 1, these mRNAs could be divided into two groups: a highly abundant class (26 mRNAs), which was composed of the RRV immediate-early and early transcripts as identified by time series analysis (Fig. 6A) , an intermediate class (five mRNA transcripts), and a less abundant class (35 mRNAs), which included the mRNA transcripts classified as late genes by time series analysis. Importantly, we could detect and cluster RRV mRNAs even if fewer than 1 in 100 cells were infected (MOI of 0.01). Under these conditions, the relative transcription profile of RRV mRNA transcripts was highly correlated (r ϭ 0.791 Ϯ 0.167; n ϭ 6) and independent of the MOI. For example, the same group of mRNAs that were highly transcribed at 48 h after RRV infection with an MOI of 0.1 was highly transcribed at 48 h after RRV infections with an MOI of 5. Thus, once RRV enters an RhF cell, lytic gene expression commences in that cell at a fixed pace regardless of whether the neighboring cells are infected or not.
Gene profiling of a 293-RRV-green fluorescent protein latent cell line. We previously reported that RRV can infect HEK293 cells and that the virus establishes a predominantly latent infection in this model (14) . This was confirmed by transcriptional array analysis. HEK293 cells were infected with RRV as previously described (14) and subjected to mRNA profiling ( Fig. 6B and C) . Viral mRNAs were barely detectable, but the relative comparison using the uncentered euclidian metric of rhesus tubulin-normalized data (dCT) showed that most mRNAs were transcribed to various degrees. We did not find strong transcriptional silencing of the entire genome, and just like KSHV-infected HEK293 cells (20) and KSHVinfected BCBL-1s (5), RRV-infected HEK293 cells exhibited some degree of lytic reactivation. In this culture system, TPA can induce complete lytic reactivation and at 48 h after TPA treatment all RRV mRNAs were induced (Fig. 6B) . By clustering using a correlation metric on mean-centered data (Fig.  6C) , we identified a set of mRNAs that were drastically upregulated by TPA and that was composed of ORF50/Rta, ORF57/Mta, ORFR8/Zta, and ORFs R9-1, 2, 4, R4, 27, 39, 41, 44, 45, 46, 47, 55, 56, 60, 61, 62, 63, 68, 71, 72, 74, and 26. Discussion. This study set out to map the temporal order of RRV transcription and to provide a roadmap for future investigations. To achieve this goal, a technology platform was developed that was rapid and quantitative and could be used to measure RRV transcripts even if only 1 in 100 cells was in- fected (Fig. 6A) . To date, this represents the only means to quantify viral transcription under conditions of a natural, lowmultiplicity infection or in mixtures of permissive and nonpermissive cells. We based the RRV array on real-time QPCR technology because PCR and RT-PCR deliver quantitative information without the need for dilution series, internal competitors, etc. We have recently shown that the SYBR-based method of detection is as sensitive as the TaqMan-based method of detection (37, 38) , which reduces the cost of real-time QPCR to the level of traditional PCR without a loss in sensitivity, specificity, or dynamic range. Extensive in silico primer validation eliminated nonspecific signals ( Fig. 1 and 2 ). Comparative array analysis of real-time QPCR data employs the same analytical methods as hybridization-based arrays (16, 19) . We previously used this method to analyze KSHV transcription (19) in PEL cells and established a rank order of KSHV transcription after TPA induction, which was largely identical to that obtained in studies that measured mRNA levels by competitive hybridization to spotted viral cDNA arrays (25, 39) . A direct comparison of the sensitivity of real-time QPCR arrays to hybridization-based membrane arrays, for which we spotted the real-time QPCR products onto membrane, showed that real-time QPCR-based detection of messages was more sensitive (Vahrson and Dittmer, unpublished). Hence, we were able to measure KSHV transcription in primary 2-by-2-mm punch biopsies, which hitherto was not possible using conventional arrays (16) . Hybridization-based arrays profile changes in a nonlinear fashion and tend to overemphasize large changes and compress smaller less-than-twofold variations, whereas real-time QPCR has a linear range of Ն6 orders of magnitude (23) . This offers an advantage for the analysis of viral mRNAs, which traverse a much larger dynamic range than most cellular transcripts. Cellular microarray measurements are generally verified by real-time QPCR or Northern blot analysis (27) . One caveat of microarray-based profiling is of particular concern for studies in herpesvirus transcription: Neither cDNA-based, nor random-primed real-time QPCRbased arrays can distinguish between overlapping transcripts or transcripts that originate on the opposite strand. Using splice site-specific primers, we could distinguish between overlapping, spliced mRNAs in the KSHV LANA, cyclin, vFLIP locus, as well as vIRF-1 and several alpha mRNAs (26) . We are currently working on a similar design strategy for known spliced mRNAs in RRV but have noticed that introducing this additional constraint into the design yields greater variation in the PCR efficiency of the individual primer pairs (Vahrson and Dittmer, unpublished). Using strand-specific oligonucleotides as used in the Affymetrix platform, one should be able to distinguish between sense and antisense transcripts, but this approach lacks sensitivity. A similar strategy using strand-specific, gene-specific RRV primers to prime the individual RT reactions can be used to identify antisense mRNAs using PCR- based arrays. Using the gene-specific reverse primer to specifically reverse transcribe only the sense transcript, we verified that all our primers will detect the mRNA that comprises the coding region for the corresponding protein (data not shown). Based upon the location and orientation of the RRV primers and predicted poly(A) sites (Fig. 7) , we can identify regions of co-oriented genes (n ϭ Ͼ3) for which it is less likely that antisense mRNAs with coding potential exist (e.g., ORFs 4 to 11, 25 to 28, 30 to 33, 34 to 38, 45 to 49, R9.1-8, 58 to 62, 65 to 67, and 71 to 73) and which can be coterminal, such as ORFs 73 to 71 (12) . For all other ORFs, a complete transcription map of the RRV genome is required to resolve issues of splicing, antisense, and overlapping transcripts. The real-time QPCR-based results corroborated our prior Northern blot analysis on a subset of RRV mRNAs (12) and supports the model of a temporal wave of viral gene expression during lytic replication. The majority of mRNAs were induced between 24 and 48 h after infection, while a few mRNAs were not detectable until 96 h postinfection. Overall, there was a good correlation between the transcriptional profiles of RRV de novo infection and KSHV reactivation. One exception to this rule was the latent transcripts for ORF71/vFLIP, 72/vCyc, and 73/LANA, which were dramatically induced upon RRV de novo infection. By contrast, LANA mRNA levels do not significantly increase after KSHV reactivation of PELs (19) and in fact appear to decrease after infection of semipermissive cells (28) . The role for ORF73/LANA in RRV (14) , HVS (3, 8, 55) , and KSHV (2, 9, 10, 21, 22, 24) is similar for all three viruses, since LANA ensures the maintenance of the viral episome by physically tethering viral DNA to cellular chromosomes through its interaction with cellular factors (29) . In addition, LANA has been shown to inhibit lytic viral replication and reactivation in HVS, RRV, and KSHV (14, 31, 49) .
RRV transcription profiling during de novo infection of RhFs revealed that the temporal order of viral transcription was conserved among the gamma herpesviruses and supports the hypothesis that RRV Rta/ORF50, the master regulator of lytic transcription (33, 52) , is one of the first genes to be expressed. Rta/ORF50 is highly conserved in sequence and function among the rhadinoviruses (11) . Once Rta/ORF50 is expressed, viral transcription proceeds in a fixed pattern until complete lytic replication is achieved. RRV transcription in an infected cell is independent of the RRV status of the neighboring cells (Fig. 5) . Interestingly, the expression of the mRNAs for the R9-1 through R9-5 genes, which represent the RRV viral interferon (vIRF) genes, was not coregulated since the mRNAs for R9-4 and R9-5 were induced early, while the other R9 mRNAs were induced late. This suggests that the multiply duplicated vIRF genes are expressed at different times in the viral life cycle and parallel the situation of the multiple KSHV vIRFs, which are differentially expressed at different phases of the viral life cycle (7, 16, 35 ). In conclusion, we have developed a high-throughput RRV QPCR array that is capable of profiling gene transcription from the entire RRV genome simultaneously. An added benefit of this system is the sensitivity of this QPCR array, which will allow us to determine the RRV transcription profile in vivo, in the experimentally infected rhesus macaque.
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